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Abstract
In these notes we discuss general approaches for rigorously deriving limits of
generalized gradient flows. Our point of view is that a generalized gradient system
is defined in terms of two functionals, namely the energy functional Eε and the
dissipation potential Rε or the associated dissipation distance. We assume that the
functionals depend on a small parameter and that the associated gradient systems
have solutions uε. We investigate the question under which conditions the limits u
of (subsequences of) the solutions uε are solutions of the gradient system generated
by the Γ-limits E0 and R0. Here the choice of the right topology will be crucial as
well as additional structural conditions.
We cover classical gradient systems, whereRε is quadratic, and rate-independent
systems as well as the passage from classical gradient to rate-independent systems.
Various examples, such as periodic homogenization, are used to illustrate the ab-
stract concepts and results.
1 Introduction
This work is devoted to the study of evolutionary systems of the form u̇ = Vε(u), u(0) = u
0
ε
depending on a small parameter ε, which may arise as a microscopic length scale. The
aim is to find effective equations such that any suitable limit u of solutions uε satisfies
the effective model u̇ = V0(u). We are interested where the dependence on the parameter
is singular, i.e. the dependence ε → Vε(v) is not continuous, but we still hope that the
solutions uε have a limit. Thus, our results on evolutionary Γ-convergence can be seen as
singular limits in the sense of [FeN09]. As in the case of static Γ-convergence, the aim is
to derive effective limit equations that still capture the main effects of the original model
with 0 < ε  1, but are simple in the sense that they do not longer include the small
scales, and hence are easier to analyze or to solve numerically.
We emphasize that the justification of such multiscale limits corresponds to showing
that it is possible to interchange the time evolution uε(0) uε(t) = Sε(t, uε(0)) with the
limit in ε→ 0. More precisely, we have to show that the diagram in Figure 1.1 commutes,
i.e. we have to prove that
lim
ε→0
Mε ◦ Sε(t, ·) = S0(t, lim
ε→0
Mε(·)), (1.1)
where Mε denotes a suitable upscaling operator, which in most of our cases is simply
given by id. In the latter case we say that the evolution equations u̇ = Vε(u) semigroup
converges to u̇ = V0(u). In principle the justification of this limiting process can be done
directly on the (partial) differential equation u̇ε = Vε(uε).
However, in this work we will concentrate on special evolutionary systems, namely
generalized gradient system (X, E ,R). This triple consist of a state space X containing
the states u, which is usually a Banach space X, a closed subset, or even a metric space.
The driving functional E : X → R := R ∪ {∞} is usually a (free) energy or the negative
on an entropy. The function R : X ×X → [0,∞] is called dissipation potential, which
means thatR(u, ·) is lower semicontinuous (lsc), proper, and convex and thatR(u, 0) = 0.
Here ∂u̇R(u, u̇) gives the dissipative force, while −DE(u) is the potential restoring force.
1
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time evolution ↓ ↓





u(t) = S0(t, u
0)
Figure 1.1: Illustration of upscaling and semigroup convergence, if Mε = id
Using the dual dissipation potential R∗(u, ξ) (cf. Section 2.3) we can write the gradient
flow induced by (X, E ,R) in three equivalent forms
0 = ∂u̇R(u, u̇) + DE(u) force balance, Biot’s equation
u̇ = ∂ξR∗(u,−DE(u)) rate equation, Onsager system
R(u, u̇) +R∗(u,−DE(u)) = −〈DE(u), u̇〉 power balance
If R(u, ·) is quadratic, i.e. R(u, v) = 1
2
〈G(u)v, v〉 and R∗(u, ξ) = 1
2
〈ξ,K(u)ξ〉 with K =
G−1, we call (X, E ,R) a (classical) gradient system, and the evolution equations read
u̇ = V (u) = −K(u)DE(u) ⇐⇒ 0 = G(u)u̇+ DE(u). (1.2)
The focus of this work is to derive sufficient conditions for semigroup convergence for
the special class of evolutionary systems that are induced by generalized gradient systems.
The emphasis is on methods that fully exploit the gradient structure. In particular, it is
desirable to derive sufficient conditions on the convergence of the pair (Eε,Rε) to effective
functionals (E0,R0) such that (X, Eε,Rε) semigroup converges to (X, E0,R0) in the sense
of (1.1) with Mε = id.
We also emphasize that there is a rich literature on semigroup convergence for general
evolutionary systems u̇ + Aε(u) = 0 that often use that Aε is defined via a maximal
monotone operator on a fixed Banach space X (see e.g. [Bré73, Thm. 3.18], [Att84, Thm.
3.74], and the discussion in [Ste08]), which includes classical gradient systems Gu̇ =
−DEε(u) if the dissipation potential Rε(u, v) = 12〈Gε(u)v, v〉 is independent of u and ε.
Note that writing the system in the form u̇ + Aε(u) = 0 with Aε(u) = Kε(u)DEε(u) the
monotonicity for all ε ∈ [0, 1] is lost if working with a fixed Hilbert-space norm.
For gradient systems it is also important to keep track of the energies Eε(uε(t)) along
the solutions and to control their convergence in the limit ε→ 0. In analogy to the notion
of static Γ-convergence (cf. [Dal93, Bra02] or Section 2.2) we then follow the naming
suggested in [SaS04] and speak of evolutionary Γ-convergence for gradient system.
More precisely, we introduce two notions of evolutionary Γ-convergence depending of










Then, semigroup convergence simply means “S(0) =⇒ ∀ t > 0 : S(t)”. For gradient
2
systems we will use the following two definitions for evolutionary Γ-convergence:
E-convergence, written (X, Eε,Rε) E−→ (X, E0,R0) :
S(0) =⇒ ∀ t > 0 : S(t) and E(t);
well-prepared E-convergence, written (X, Eε,Rε) pE−→ (X, E0,R0) :
S(0) and E(0) =⇒ ∀ t > 0 : S(t) and E(t).
Here the letter “E” stands for both ‘E’volutionary as well as ‘E’nergy convergence. In the
second definition the assumptions S(0) and E(0) at t = 0 are called well-‘P’reparedness of
the initial conditions. Clearly, well-prepared E-convergence is implied by the stronger E-
convergence, since the latter has a weaker assumptions at t = 0, whereas the conclusions
for t > 0 are the same. We also use the notations
E−⇀ and pE−⇀ if the convergences in S(0)
and S(t) is replaced by the weak convergence in X.
In Section 2 we give preparatory work including the basic modeling ideas of gradient
systems (Section 2.1), basic facts about and a few examples for weak and strong Γ-
convergence, Mosco and continuous convergence including the relations with the Legendre
transform (Sections 2.2 and 2.3), and finally some examples of gradient systems that are
used to illustrate the abstract theory in this work or that highlight the development of
the general field (Section 2.5 to 2.8).
The main Sections 3 to 5 are devoted to the question, which types of convergences
Eε  E0 and Rε  R0 are sufficient to guarantee that the gradient system (X, Eε,Rε)
evolutionary Γ-converges to the limit system (X, E0,R0). In Section 3 we will discuss









dt = Eε(uε(0)). (1.3)
This formulation was the starting point of the fundamental paper [SaS04], see also [Ser11],
where the crucial conditions for well-prepared E-convergence are given by suitable liminf
estimates for Rε and R∗ε(·,−DEε(·)), respectively. We formulate a corresponding result
on evolutionary Γ-convergence in Theorem 3.6 and present the more restrictive Theorem
3.3, which is based on Mosco convergence and was developed in [Ste08, Thm. 7.2]:
Eε M−→ E0 and Ψε M−→ Ψ0 =⇒ (X, Eε,Ψε) pE−→ (X, E0,Ψ0).
We continue to use the notation Ψε for the special case of dissipation potentials Rε that
do not depend on the state variable u, i.e. Rε(u, v) = Ψε(v). Such Rε are also called
translation invariant.
The result in [Ste08] is based on a version of the Brézis-Ekeland principle that strongly
uses that the translation invariance and the convexity of the energies E(t, ·). We present
the approach developed in [MRS13b] which is based on the EDB (1.3) and works for
general dissipation potentials Rε.
These abstract convergence results are applied to various examples in Section 3.5, in
particular, to periodic homogenization of parabolic equations, to Tartar’s ODE example
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u̇(t, x) = −a(x/ε)u(t, x), and to the passage from a wiggly-energy system with small
viscous dissipation to a rate-independent hysteresis model.
In Section 4 we show that under certain conditions the differential form of gradient
systems is equivalent to an evolutionary variational inequality (EVI) that is formulated
solely in terms of u, E , and R, and does not contain any derivatives, i.e. u̇ and ∂E do
not occur. In the case of convex energies Eε and a translation invariant, quadratic dissi-
pation potential Rε(u, v) = Ψε(v) := 12〈Gεv, v〉 it takes the simple form of the Integrated
Evolutionary Variational Estimate (IEVE)λ=0:





This formulation is a variant of Bénilan’s integral solutions (cf. in [Bén72]) for the Banach-
space setting R(u, v) = 1
2
‖v‖2X, while the setting of metric spaces (Q,D) is discussed ex-
tensively in [AGS05, Sav11], see Section 4.3 for the general form of the IEVE for geodesi-
cally λ-convex gradient systems on a geodesic space (Q,D). Since only the functionals
(but not their derivatives) appear, the IEVE formulation is particularly useful for pass-
ing to the limit ε → 0. However, it again relies on a uniform convexity condition and
is restricted to the case of classical, but possibly metric gradient systems. A simplified
variant of the general result on E-convergence from [Sav11] is given in Theorem 4.5:
Dε C−→ D0 and Eε Γ−→ E0 =⇒ (Q, Eε,Dε) E−→ (Q, E0,D0),
where
C−→ means continuous convergence, see (2.7). We emphasize that this E-convergence
does not need well-preparedness of the initial conditions.
The final Section 5 is devoted to rate-independent systems (X, Eε,Rε), which are
a special case of generalized gradient flows where the dissipation potential is positively
homogenous of degree 1 in the rate, i.e. ∀ γ > 0, u, v ∈ X : Rε(u, γv) = γRε(u, v). As
in the case of classical gradient systems, the dissipation potential generates a dissipation
distance D : X ×X → [0,∞] leading to an energetic rate-independent system (X, E ,D).
In fact, one does not need a Banach-space structure and can work on general topological
spaces Q with a suitable metric D. A function u : [0, T ] → Q is called energetic solution
for (X, Eε,Dε) if (S) and (E) hold:
(S) Eε(t, u(t)) ≤ Eε(t, w) +Dε(u(t), w) for all t ∈ [0, T ] and w ∈ Q, (1.5)




with DissDε(u, [0, T ]) = sup
∑N
j=1Dε(u(tj−1), u(tj)), where the supremum is taken over
all N ∈ N and all partitions 0 = t0 < t1 < · · · < tN−1 < tN = T . Again, we have a
derivative-free formulation such that evolutionary Γ-convergence can be easily connected
to Γ-convergence of the energies Eε and of the dissipation distances Dε. We present some
simplified versions of the results in [MRS08] and [LiM11]. Theorem 5.4 reads
Dε C⇀ D0 and Eε Γ⇀ E0 =⇒ (Q, Eε,Dε) pE−⇀ (Q, E0,D0).
If the energy is quadratic, i.e. Eε(t, u) = 12〈Aεu, u〉−〈`ε(t), u〉, and Dε(u1, u2) = Ψε(u2−u1)
on a Hilbert space H , we can weaken the convergence for Ψε slightly (cf. Theorem 5.7):
Ψε
C−→ Ψ0, Ψε Γ⇀ Ψ0, and Eε Γ⇀ E0 =⇒ (H , Eε,Ψε) pE−⇀ (H , E0,Ψ0).
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As we see from the above results, it is often necessary to have the rather strong Mosco
convergence to establish the desired E-convergence of the whole gradient flow. At first
glance, such a result looks quite restrictive; however, we made the experience that a
proper understanding of the properties (like microstructure or sharp interfaces) of the
solutions of (X, Eε,Rε) is needed even in more direct approaches. Using that knowledge
it is often possible to find a suitable blowup or unfolding of the microstructure that turns
the usual Γ-convergence into Mosco convergence. A typical example is that of replacing
homogenization by two-scale homogenization, as was done in [MiT07] for rate-independent
elastoplasticity.
Throughout this survey, we try to give the main themes and to highlight the principal
approaches. Hence, we are not always able to give the full details or the optimal results.
Moreover, we may not always list all the implicit assumptions, so in any case of doubt
the original papers should be consulted.
2 Gradient systems and Γ-convergence
We first define our notion of gradient systems in the sense of modeling. Then, we recall
the main definitions for (static) Γ-convergence and discuss a few properties needed es-
pecially for the evolutionary context, such as the relation to Legendre transforms. The
definitions of evolutionary Γ-convergence are discussed in Section 2.4, and finally we give
some examples that will be used later to highlight different aspects of the theory.
2.1 Gradient systems from the modeling point of view
To begin with, we start from the case that the state space is a smooth (finite-dimensional)
manifold X such that at each state u ∈ X the tangent space TuX and its dual space
T∗uX = (TuX )∗, the so-called co-tangent space, are well defined. For the modeling it
is important to distinguish the states u, the rates or velocities v = u̇ ∈ TuX , and the
(thermodynamically conjugate) forces ξ ∈ T∗uX . We denote by 〈ξ, v〉 the dual pairing
between T∗uX and TuX . By TX we denote the tangent bundle ∪u∈X (u,TuX ).
A gradient system is a triple (X , E ,R) with a state space X as above, a smooth
energy functional E : [0, T ]× X → R, and a dissipation potential R : TX → [0,∞], i.e.
R depends on the state u and the rate u̇. A function R is called dissipation potential, if
for all u ∈ X , the function R(u, ·) : TuX → [0,∞] is convex, lower semicontinuous, and
satisfies R(u, 0) = 0.
We consider ξ = DuE(t, u) ∈ TuX ∗ as (the negative of) the potential restoring force
generated by the energy E , while ∂tE(t, u) ∈ R will be called the power of the external
forces. The partial derivative η = Du̇R(u, u̇) ∈ T∗uX is the dissipative force induced by
the changes of u. The induced evolution of the gradient system (X , E ,R) is now given in
terms of the force balance also called Biot’s equation (see e.g. [Bio55, Eqn. (2.14)])
0 = Du̇R(u(t), u̇(t)) + DuE(t, u(t)) ∈ T∗uX. (2.1)
In the simplest case the dissipation potential is a quadratic form R(u, v) = 1
2
〈G(u)v, v〉
giving a linear constitutive law η = G(u)u̇, which is usually called viscous dissipation.
We call these systems classical gradient systems and also write (X , E ,G) or (X , E ,K).
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If R(u, ·) is nonquadratic we call (X , E ,R) a generalized gradient system. See [MPR13]
for a natural occurrence of generalized gradient systems obtained via a large-deviation
principle and Section 5 for rate-independent systems, which are characterized by the fact
that R(u, ·) is positively homogeneous of degree 1, see (5.1).
In the classical case we can invert the operator G(u) and solve for u̇ to obtain a rate
equation, which we also call Onsager equation (cf. [Ons31, Eqn. (1.11)])
u̇(t) = −K(u(t))DuE(t, u(t)) ∈ TuX, where K(u) = G(u)−1. (2.2)
We call K(u) the Onsager operator to honor Onsager’s seminal contributions to the ther-
modynamics of dissipative processes, cf. [Ons31, OnM53]. For systems that are always
close to local thermodynamic equilibrium, he derived that the relation u̇ = f(ξ) between
the thermodynamic driving force ξ and the rate must be linear, i.e. i.e. u̇ = Kξ with
a symmetric and positive semidefinite K, where “K = K>” are his famous reciprocal
relations. In his setting ξ = DS(u) with S denoting the entropy.
In a more general setting, we use the dual dissipation potential R∗(u, ξ), which reads
R∗(u, ξ) = 1
2
〈ξ,K(u)ξ〉 in the quadratic case and is defined in (2.11) for the general case,






In principle, equations (2.1) and (2.3) are equivalent, but depending on the context
one may prefer one over the other. For the gradient structures for time-continuous dis-
crete Markov chains (see [Maa11]) or the reaction-diffusion systems (see [Mie11b, GlM13,
Mie13]) it is crucial thatR∗ (or the Onsager operator K(u)) is a sum of different dissipative
effects. Thus, K(u) is explicit, whereas G(u) or R(u, ·) are only implicitly defined.
An important feature in modeling is energy conservation, when taking the dissipation
properly into account. For this it is important to realize that the dissipation potential is
usually different from the dissipation functions Φ(u, u̇) or Φ∗(u, η), where
Φ(u, u̇) = 〈Du̇R(u, u̇), u̇〉 and Φ∗(u, ξ) = 〈η,DξR∗(u, ξ)〉.
For quadratic functions we have Φ = 2R and Φ∗ = 2R∗, but in general there is no such
identity. Along solutions of (2.1) or (2.3) the chain rule gives
d
dt
E(t, u(t))− ∂tE(t, u(t)) = 〈DuE(t, u(t)), u̇(t)〉 = Φ(u(t), u̇(t)) and (2.4a)









For the latter relation we refer to the Legendre-Fenchel equivalence discussed in Proposi-
tion 2.7.
Integrating (2.4a), with Φ replaced by R+R∗ as in (2.4b), over t ∈ [0, T ] we find the
energy-dissipation balance (EDB), namely








= E(0, u(0)) +
∫ T
0
∂tE(t, u(t))dt for all T > 0.
(2.5)
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At first sight it seems that the EDB is a simple consequence of (2.1) or (2.3). However,





be shown that the EDB is equivalent to (2.1) and (2.3), see Theorem 3.2.
We emphasize here that each gradient system (X , E ,R) has a well-defined associ-





one given evolution equation u̇(t) = VE,R(t, u(t)) there may exist many different gradi-
ent structures. So, the gradient structure is an additional information which contains
additional physical information on the model under investigation.
Example 2.1 Here we show that ODEs may have several genuinely different gradient
structures. For the scalar linear ODE u̇ = −u =: V (u) we take any smooth, convex
φ : R → R with φ(0) = φ′(0) = 0 and φ′′(0) > 0. Then, E(u) = φ(u) and K(u) = u
φ′(u) > 0
defines a gradient structure (R, E ,K) for u̇ = −u.
Similar construction also works for systems of ODEs. For example, consider
u̇1 = u2 − u1, u̇2 = −3u2,
choose a uniformly convex φ and set E(u1, u2) = φ(u1) + φ(u2) + φ(−u1−u2) and












See [Maa11] for similar gradient structures for time-continuous Markov chains.
Of course, in general thermodynamical modeling we are interested in partial differential
equations, where the above theory has to be generalized suitably. In particular, the
underlying space X may not be a smooth manifold but is usually a subset of a Banach
space X. Moreover, the functionals E and R will no longer be smooth but may attain
the value +∞. Hence, the derivatives DuE(t, u), DvR(u, v), and DξR∗(u, ξ) must be
generalized in a suitable way. We refer to Section 3.1 for a mathematical precise setup.
The main point to be remembered is, that the state u, the rates v = u̇, and the forces
ξ lie in different spaces. Only for the rates and the forces we have linear spaces and a
duality pairing 〈ξ, u̇〉, which denotes a power.
Working with partial differential equations, we may proceed formally without speci-
fying a function space X, which is the typical approach in thermomechanical modeling,
see e.g. [Mie11b, Mie13, MiT14]. Functional derivatives can be interpreted as variational
derivatives by assuming that all functions are sufficiently smooth. As an example consider
the PDE
u̇ = ∆u in Ω ⊂ Rd, ∇u · ν = 0 on ∂Ω, (2.6)
where Ω is a smooth bounded domain in Rd. There are two simple quadratic gradient











|∇u|2dx, K1ξ = ξ.
However, if we consider (2.6) a heat equation for the absolute temperature u of a gas, we










see [Mie11b, Mie13]. If (2.6) describes the diffusion of a density u, then the Wasserstein





u log udx and KWass(u)ξ = − div(u∇ξ).
Of course, the different choices of the gradient structures may influence the theory of
evolutionary Γ-convergence. In Section 3.5.2 we discuss the simple model u̇(t, x) =
−a(1
ε
x)u(t, x) and show that different gradient structures lead to different evolutionary
Γ-limits, see Corollary 3.8.
2.2 Γ-convergence for (static) functionals
We consider a reflexive Banach space X and functionals Jε : X → R∞. Strong and weak
convergence in X will be denoted by uk → u and vk ⇀ v, respectively. We first introduce
more classical notions of convergence of functionals, namely the pointwise convergence
Jε pw−→ J0 and the strong or weak continuous convergence defined via
Jε C−→ J0, if uε → u ⇒ Jε(uε) → J0(u); (2.7a)
Jε C⇀ J0, if uε ⇀ u ⇒ Jε(uε) → J0(u). (2.7b)
In the context of minimization of functionals, the concept of Γ-convergence is more
natural, see Theorem 2.4. This convergence was originally called variational convergence
or epi-graph convergence (cf. [DeF75, Att84]), but nowadays the term Γ-convergence is
more common and we refer to [Dal93, Bra02, Bra06, Bra13] for further details.
Definition 2.2 (Γ and Mosco convergence) Let X be a reflexive Banach space.
We say that Jε weakly Γ-converges to J0 and write Jε Γ⇀ J0, if (G1w) and (G2w) hold:
(G1w) uε ⇀ u =⇒ J0(u) ≤ lim inf
ε→0
Jε(uε) (liminf estimate)
(G2w) ∀ û ∃ (ûε)ε: ûε ⇀ û and J0(û) = lim
ε→0
Jε(ûε) (recovery seq. exist)
We say that Jε strongly Γ-converges to J0 and write Jε Γ−→ J0, if (G1s) and (G2s) hold:
(G1s) uε → u =⇒ J0(u) ≤ lim inf
ε→0
Jε(uε) (liminf estimate)
(G2s) ∀ û ∃ (ûε)ε: ûε → û and J0(û) = lim
ε→0
Jε(ûε) (recovery seq. exist)
We say that Jε Mosco converges to J0 and write Jε M−→ J0, if Jε Γ−→ J0 and Jε Γ⇀ J0.
Since all strongly converging sequences are also weakly converging we have the impli-
cations (G1w) ⇒ (G1s) and (G2s) ⇒ (G2w). Hence, for Mosco convergence one needs to
check only (G1w) and (G2s). We will see in Lemma 2.6 that there are simple quadratic
functionals for which weak and strong Γ-limits exist, but they are different.
The conditions (G2w) and (G2s) on the existence of recovery sequences is also called
“limsup estimate”. The recovery sequences are crucial since they capture the correct
microscopic behavior that is needed to recover the correct (namely the lowest possible)
macroscopic energy J0(û).
Clearly, continuous convergence is much stronger than Γ-convergence. We have the
following relations.
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Lemma 2.3 Assume that X is a reflexive Banach space and Jε, Kε : X → R∞.
(a) Jε Γ⇀ J0 and Kε C⇀ K0 =⇒ Jε+Kε Γ⇀ J0+K0
(b) Jε Γ−→ J0 and Kε C−→ K0 =⇒ Jε+Kε Γ−→ J0+K0
(c) Jε C⇀ J0 =⇒ Jε M−→ J0
(d) If (Jε)ε∈[0,1] is strongly equicontinuous, then Jε Γ−→ J0 implies Jε C−→ J0.
The origin for the definition of Γ-convergence, which is clearer in the original name “vari-
ational convergence”, is the following convergence of minimizers, see [Dal93, Bra02].
Theorem 2.4 (Convergence of minimizers) Assume Jε Γ⇀ J0 in X and that inf J0 =:
α0 > −∞. Moreover, assume that there exists a closed bounded set B ⊂ X such that
Jε(u) ≤ α0+1 implies u ∈ B, then for every sequence (uεk)k∈N with εk → 0 we have:
if uε ⇀ ũ and Jεk(uεk) → α0, then J0(ũ) = α0.
In particular, if uε is a minimizer of Jε (i.e. Jε(uε) = infX Jε), then any accumulation
point of (uε)ε∈]0,1[ is a minimizer of J0.
The following useful result seems to be folklore, but is not easy to find.
Proposition 2.5 (Γ- versus Mosco convergence) Assume that X and Z are reflex-
ive Banach spaces such that Z is compactly embedded in X, written Z b X. Moreover,
assume that the functionals Jε are equicoercive in Z, i.e.
∀ J > 0 ∃R > 0 ∀ ε > 0, u ∈ X : Jε(u) ≤ J ⇒ ‖u‖Z ≤ R : (2.8)
Then, Jε M−→ J0 in X is equivalent to Jε Γ⇀ J0 in Z.
Proof: The equicoercivity is meant in the way that all Jε take the value +∞ on X \Z.
“⇒” We start from Jε M−→ J0 in X. If uε ⇀ u in Z, then this also holds in X.
Hence, the liminf estimate follows. To construct a recovery sequence ûε ⇀ û in Z for
arbitrary û ∈ Z, we first assume J0(û) < ∞. We choose the recovery sequence ûε
guaranteed by Jε M−→ J0 in X, i.e. we know ûε → û in X. The equicoercivity (2.8) and
Jε(ûε) → J0(û) < ∞ imply ‖ûε‖Z ≤ R. Hence, ûε ⇀ û in Z by reflexivity of Z. If
J0(û) = ∞, we choose ûε = û giving ûε → û in Z. Hence, the liminf estimate yields
∞ = J0(û) ≤ lim infε→0Jε(û), which shows that we have a recovery sequence in Z.
“⇐” Given Jε Γ⇀ J0 in Z, we take any sequence uε ⇀ u in X. If lim infε→0 ‖uε‖Z =
∞, then the equicoercivity implies Jε(uε) →∞ and the liminf estimate holds. If for some
subsequence ‖uεk‖Z ≤ C, then uεk ⇀ u in Z, and the liminf estimate follows from that
of Jε Γ⇀ J0 in Z. For the construction of recovery sequences, we can choose ûε = û if
û ∈ X \ Z. If û ∈ Z we choose a recovery sequence ûε ⇀ û in Z. By the compact
embedding we have ûε → û in X and the proof is finished.
The following lemma presents a simple quadratic example in which the weak and the











w(x)dx for w ∈ X = L2(Ω; Rm),
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where Ω ⊂ Rd is a bounded Lipschitz domain and A ∈ L∞(Rd; Rm×msym ) is 1-periodic, i.e.
A(y+n) = A(y) for all y ∈ Rd and all n ∈ Zd. Moreover, we assume that A is uniformly
positive definite, i.e. a|w|2 ≤ w · A(y)w ≤ a|w|2 for a > a > 0.





















In X = L2(Ω; Rm) we have Fε Γ⇀ Fharm and Fε C−→ Farith, which implies Fε Γ−→ Farith.
Proof: We first prove Fε Γ⇀ Fharm.
For the liminf estimate assume wε ⇀ w in L




















Dropping the nonnegative term and taking the limit ε→ 0 give the desired lower estimate
lim infεFε(wε) ≥ 12
∫
Ω
0 + 2w·Aharmw − w·Aharmwdx = F0(w).
For the limsup-estimate we use the same reformulation of Fε as in (2.9). For a given
ŵ we choose ŵε = A−1ε Aharmŵ. Since by construction the first term in the integral is 0 we
find Fε(ŵε) = 12
∫
Ω
0 + 2A−1ε Aharmŵ·Aharmŵ − Aharmŵ·A−1ε Aharmŵdx→ Fharm(ŵ).








− 2w·Aε(w−wε)︸ ︷︷ ︸
→0
+ (w−wε)︸ ︷︷ ︸
→0
·Aε(w−wε)dx → Farith(w). (2.10)
This proves the strong continuous and hence the strong Γ-convergence.
2.3 Prerequisites from convex analysis
For each u ∈ X, the dissipation potentials Rε(u, ·) : X → [0,∞] are always convex,
and lower semicontinuous (lsc). So we can apply the Legendre-Fenchel theory for convex
functionals Ψ : X → R∞, where we always assume that X is on a reflexive Banach space.
The Legendre-Fenchel transform Ψ∗ = Leg(Ψ) : X∗ → R∞ is defined via
Ψ∗(ξ) := sup{ 〈ξ, v〉 −Ψ(v) | v ∈ X }, (2.11)
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where 〈·, ·〉 is the natural dual pairing of X∗ and X, see [Roc70, EkT76]. Clearly, Ψ∗ is
again convex, lsc, and satisfies Ψ∗(0) = 0. In particular, the dual dissipation potential R∗ε














‖v‖pX ⇐⇒ Ψ∗(ξ) =
1
p∗
‖ξ‖p∗X∗ , where 1 < p <∞ and p∗ =
p
p−1 .





= Ψ or Ψ∗∗ = Ψ and the
Young-Fenchel estimate: ∀ v ∈ X ∀ ξ ∈ X∗ : Ψ(v) + Ψ∗(ξ) ≥ 〈ξ, v〉. (2.12)
To discuss the case of equality in this estimate we need the subdifferential of the convex
functional Ψ, which is defined via
∂Ψ(v) := { η ∈ X∗ | ∀w ∈ X : Ψ(w) ≥ Ψ(v) + 〈η, w−v〉 } ⊂ X∗.
Note that ∂Ψ is set-valued and we will write ∂Ψ : X ⇒X∗. However, if Ψ is differentiable
with Gateaux derivative DΨ(v), then ∂Ψ(v) = {DΨ(v)}.
The Fenchel equivalence characterizes equality in the Young-Fenchel estimate (2.12).
Proposition 2.7 (Fenchel equivalence [Fen49]) Let X be a reflexive Banach space
and Ψ : X → R∞ be proper, convex, and lsc. Then, we have
(i) ξ ∈ ∂Ψ(v) ⇐⇒ (ii) v ∈ ∂Ψ∗(ξ) ⇐⇒ (iii) Ψ(v) + Ψ∗(ξ) = 〈ξ, v〉.
For a proof we refer to [EkT76]. We emphasize that the relation (i) is a relation in
dual space X∗, (ii) is a relation in X, and (iii) is a relation in R.
A further fundamental property of the Legendre transform is related to its continuity
with respect to weak or strong Γ-convergence. This result will be important for studying
E-convergence in Section 3.
Theorem 2.8 ([Att84, pp. 271]) Let X be a reflexive Banach space and assume that
all Fε : X → [0,∞] are convex, lsc, and satisfy Fε(0) = 0. Then,
Fε Γ⇀ F ⇐⇒ F∗ε
Γ−→ F∗ .
The duality and the switch between the weak and strong convergence appears natural,
because the definition of the Legendre transform involves the duality product 〈ξ, v〉. A
well-known result from linear functional analysis states that 〈ξε, vε〉 → 〈ξ, v〉 if either
vε ⇀ v and ξε → ξ or vice versa vε → v and ξε ⇀ ξ.
Under the assumptions of the above theorem the definition of Mosco convergence gives
the equivalences
Fε M−→ F ⇐⇒ F∗ε
M−→ F∗ ⇐⇒
(





Lemma 2.6 provides an interesting example for the application of Theorem 2.8. In fact,
we have F∗ε (ξ) = 12
∫
Ω
ξ·A−1ε ξ dx. Thus, the strong convergence for F∗ε leads to an effective
matrix arith(A−1) = harm(A)−1.
Another important tool of convex analysis is the weak-strong closedness of the graphs
of the subdifferentials ∂Eε : X ⇒X∗ (which is in fact equivalent to Mosco convergence).
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Proposition 2.9 (Strong weak-closedness, [Att84, Thm. 3.66]) Assume that all Eε :
X → [0,∞] are lsc and convex and that Eε M−→ E0. Then, we have
uε → u, Eε(uε) → e0 ∈ R, ∂Eε(uε) 3 ξε ⇀ ξ =⇒ e0 = E0(u) and ξ ∈ ∂E0(u). (2.14)
The same conclusion holds under the assumptions uε ⇀ u and ∂Eε(uε) 3 ξε → ξ.
Proof: The convexity of Eε gives Eε(w) ≥ Eε(uε) + 〈ξε, w−uε〉 of all w ∈ X. For fixed
û the Mosco convergence provides a recovery sequence ûε with ûε → û, Eε(ûε) → E0(û).
Hence, inserting w = ûε yields Eε(ûε) ≥ Eε(uε) + 〈ξε, ûε−uε〉.
Taking the limit ε→ 0, all three terms converge (where we use weak-strong continuity
of the duality product 〈·, ·〉), and we obtain the relation E0(û) ≥ e0+〈ξ, û−u〉 and choosing
û = u yields E0(u) ≥ e0. However, the liminf estimate for uε ⇀ u gives e0 ≥ E0(u). Thus,
e0 = E0(u) and we conclude ξ ∈ ∂E0(u) as desired.
2.4 Definitions for Γ-convergence of evolutionary systems
According to Theorem 2.4 the definition of (static) Γ-convergence implies the convergence
of minimizers. If we interpret minimizers as “solutions of a static variational problem”, we
may state that variational convergence implies that “the solutions of variational problems
converge”. We now define several versions of evolutionary convergence in a similar way.
We start with semiflow convergence as was defined in (1.1). Assume that for all
ε ∈ [0, 1] the evolutionary systems u̇ε = Vε(uε) have for each u0ε ∈ X at least one solution
uε : [0, T ] → X with uε(0) = u0ε. We say that (X,Vε) strongly (or weakly) semiflow-
converge to (X,V0), if uε(0) → u0 (or uε(0) ⇀ u0) implies that there exist a sequence
εk → 0 and a solution u : [0, T ] → X of u̇ = V0(u) with u(0) = u0 such that uεk(t) → u(t)
(or uεk(t) ⇀ u(t)) for all t ∈ ]0, T ].
For gradient systems (X, Eε,Rε) we will use a special types of semiflow convergence
that includes the additional condition on energy convergence, which is the reason why
we include the symbol Γ in the name. Throughout this work we call uε : [0, T ] → X
a solution for the gradient system (X, Eε,Rε) if it satisfies the gradient evolution 0 ∈
∂u̇Rε(u, u̇) + DEε(t, u(t)) in a suitable sense.
Definition 2.10 (Evolutionary Γ-convergence) For ε ∈ [0, 1] consider gradient sys-
tems (X, Eε,Rε).
(A) We say (X, Eε,Rε) E-converges to (X, E0,R0) and write (X, Eε,Rε) E−→ (X, E0,R0),
if
uε : [0, T ] → X
is sol. of (X, Eε,Rε)







∃u sol. of (X, E0,R0) with u(0) = u0
and a subsequence εk → 0 :
∀ t ∈ ]0, T ] : uεk(t) → u(t) and
Eε(uεk(t)) → E0(u(t)).
(2.15)
(B) We say that (X, Eε,Rε) E-converges with well-prepared initial conditions to (X, E0,R0),
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and shortly write (X, Eε,Rε) pE−→ (X, E0,R0), if
uε : [0, T ] → X
is sol. of (X, Eε,Rε),
uε(0) → u0, and








∃u sol. of (X, E0,R0) with u(0) = u0
and a subsequence εk → 0 :
∀ t ∈ ]0, T ] : uεk(t) → u(t) and
Eε(uεk(t)) → E0(u(t)).
(2.16)
(C) If all the strong convergences in (A) or (B) are replaced by weak convergences, then we
write
E−⇀ or pE−⇀, respectively. Any of these four types of convergence is called evolutionary
Γ-convergence.
As in [SaS04] we use the symbol Γ in the name “evolutionary Γ-convergence” to
indicate the relation to Γ-convergence for the energy. In fact, we typically expect that
Eε Γ−→ E0 is a necessary condition for evolutionary Γ-convergence. Then, the statement
that the energies Eε(uε(t)) converge to E0(u(t)) means that uε(t) is a recovery sequence for
u(t). If one asks this condition at the initial time t = 0, one speaks of well-preparedness
of the initial conditions, i.e. the initial conditions must be a recovery sequence as well.
This explains our name “well-prepared E-convergence”.
Note that E-convergence implies well-prepared E-convergence, since in the later case
the assumptions are stronger while the conclusions are the same. Often the energy conver-
gence improves the convergence uε(t) ⇀ u0(t) into strong convergence or weak convergence
in a better space.
The aim of these notes is to provide conditions for suitable convergences for (Eε,Rε) to-
wards a limiting pair (E0,R0) on a suitable space X such that evolutionary Γ-convergence
is guaranteed. We emphasize that separate convergence of the two functionals will not be
sufficient. It is important to realize that there has to be some compatibility between the
convergences Eε  E0 and Rε  R0. This will be the topic of Sections 3 and 4, while the
rest of the present section introduces a few examples that will be used later for applying
the abstract theory.
2.5 An ODE example
In the first example we discuss a linear ODE. Since the solutions and the Γ-limits can be
explicitly constructed we can check the validity of evolutionary Γ-convergence without any
abstract theory. In particular, we will show that in general it is not enough to have separate
Mosco convergences Eε M−→ E0 and Ψε M−→ Ψ0 to conclude evolutionary Γ-convergence.





































The solution of the gradient evolution Gεu̇ε = −Aεuε with general initial conditions
u0ε = (aε, bε)
> can be calculated explicitly for all ε > 0 and all β > 0.
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Before discussing the question of the types of evolutionary convergence, we study the
convergence properties of the functionals Eε and Ψε. Because the weak and the strong
topology coincide on R2, Γ-convergence equals Mosco convergence. In fact, we have




u21 for u2 = 0,
∞ otherwise, and Ψε




v21 for v2 = 0,
∞ otherwise.
We also mention that Eε pw→ Epw = 2E0 	 E0, but neither Eε nor Ψε converge continuously.
Finally we consider well-preparedness of initial conditions, namely (aε, bε) → (a, b) and
Eε(aε, bε) → E0(a, b) <∞, which implies
b = 0 and bε = εa+ o(ε) for ε→ 0. (2.17)
The general solutions can be calculated explicitly. With δε = ε
β−2/2 the matrix G−1ε Aε
























In the case β ∈ ]0, 2[ we have δε →∞, µ1 → 1, µ2 →∞, and hence for t > 0 we have
e−µ2t → 0 faster than O(εk) for all k ∈ N. This fact leads to the convergences









Thus, we conclude (R2, Eε,Ψε) E−→ (R2, E0,Ψ0) for β ∈ ]0, 2[.
For β > 2 we have δε → 0, µ1 → 0, and µ2 → 2. For bε → b 6= 0 the solutions are
unbounded and Eε(uε(t)) →∞ for t ∈ [0, Tb[ for some T (b) > 0. So we consider the case






















Note that well-prepared initial conditions require b̂ = a, while the case b̂ = 0 implies
semigroup convergence to the solutions of the gradient system (R2, Epw,Ψ0), but we do
not have evolutionary Γ-convergence.























where µ1,2 = (3±
√
5)/2. Assuming b̂ = 0 we obtain the linear evolution w(t) = B(t)w(0),
where Ḃ(t)/B(t) is not constant. Hence, the limit evolution cannot be described by an
autonomous equation ẇ = V (w), so we do not have semigroup convergence.
Remark 2.11 (Scaling changes evolutionary convergence) We note that a rescal-
ing of the variables may change the convergence behavior dramatically. E.g. using z =
(z1, z2) = (u1, u2/ε), we obtain














where Ẽε is independent of ε and hence continuously converging to F . For β > 2 we
obtain (R2,F ,Ψε) E−→ (R2,F ,Ψ0).
The alternative scaling w = (u1, ε














For β ≥ 2 we have the continuous convergence Eε C−→ E0 : w 7→ w21, while for β ∈ ]0, 2[ we
have Eε M−→ E0. In all cases we have (R2, Eε,Ψ) E−→ (R2, E0,Ψ) cf. Theorem 3.3.
An important conclusion of this remark is that linear transformations, here scalings,
may change the convergence behavior dramatically.
2.6 Homogenization of a 1D parabolic equation
Our main guiding example for the different levels of the theory will be the homogenization
of a simple parabolic equation, since for this case it is possible to do all the calculation
by hand. We emphasize that the theory works equally well for any space dimension, of
course then the calculations are no longer explicit.












)u(t, x), ux(t, 0) = 0 = ux(t, `). (2.18)
Here the coefficient functions a, b, c ∈ L∞(R) are 1-periodic and are bounded from below
by a positive constant c0 > 0. Choosing X = L
2(Ω) this equation is induced by the

















if the derivatives of Ψε and Eε are calculated in the duality pairing of X = L2(Ω).
We are interested in the question of evolutionary Γ-convergence and expect that in







2 + beff u







where the main task remains to determine the effective coefficients aeff , beff , and ceff .
Moreover, when taking the Γ-limits of Eε and Ψε in (2.19) there is major issue in choosing
a suitable topology.
The natural function space for the dissipation functionals Ψε is X = L
2(Ω), which




Γ−→ Ψarith in L2(Ω), where ceff = charm and ceff = carith, respectively.
Similarly, we can study the energy functionals in their natural space Z = H1(Ω), i.e.
the energy space. Using the compact embedding of H1(Ω) b L2(Ω), we find








2 dx in Z = H1(Ω),








2 dx in Z = H1(Ω).
For later use we prepare the following result which has an obvious extension to general
elliptic homogenization problems, see [Dal93, Ch. 24+25] and [Bra06, Sect. 5].
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Topology aeff beff ceff
L2 weak aharm barith charm
L2 strong aharm barith carith
H1 weak aharm barith carith
H1 strong aarith barith carith
Table 1: Possible effective coefficients in 1D homogenization
Proposition 2.12 Consider the functionals Eε : L2(Ω) → [0,∞] as in (2.19), which are
set to ∞ for u ∈ L2(Ω) \ H1(Ω). Then, Eε M−→ Eharm in L2(Ω).
Proof: For the liminf estimate in the weak L2 topology consider uε ⇀ u in L
2(Ω) with
α := lim inf Eε(uε). For α = ∞ there is nothing to be shown. For α < ∞ the uniform
coercivity of Eε in H1(Ω) implies uε ⇀ u in H1. Now using uε → u and ∇uε ⇀ ∇u in
L2(Ω) together with Lemma 2.6 give Eharm(u) ≤ lim inf Eε(uε) as desired.
For the limsup estimate in the strong L2 topology we construct a recovery sequence
that converges weakly in H1(Ω) and hence strongly in L2(Ω). For given û we simply define
ûε such that ∇ûε(x) = aharm∇û(x)/a(1εx) and ûε(0) = û(0).
We leave the question concerning the evolutionary Γ-convergence with the proper
effective coefficients open until Sections 3.2 and 4.2. At this moment we observe that we
have several choices for the topology that lead to different Γ-limits, see Table 1. This
fact is our motivation to derive mathematical theories giving us guidance for choosing the
correct topology via suitable compatibility conditions of the two convergences.
2.7 Tartar’s model equation
In [Tar89, Tar90] a more general version of following example is considered:
u̇ε(t, x) = −aε(x)uε(t, x) + f(t, x), t > 0, x ∈ Ω, uε(0, x) = u0ε(x). (2.20)
It is shown there that for u0ε = 0 and (aε)ε∈(0,1) bounded in L
∞(Ω) one can pass to the
nonlocal limit equation u̇0(t, x) = −a0(x)u0(t, x)+f(t, x)+
∫ t
0
K0(x, t−s)u0(s, x)ds, where
the memory kernel K0 is determined from the sequence aε alone (via its Young measure).
This model serves three purposes: it shows that (i) simple Γ-convergence in the weak
or the strong topology is not sufficient for evolutionary convergence, (ii) that there can be
quite different gradient structures, and (iii) that we may obtain different effective equations
when doing pE-convergence for different gradient structures, see Corollary 3.8.












Assuming that aε(x) = a(
1
ε
x) with a nontrivial 1-periodic a ∈ L∞(R), we have Eε E−→ Earith
and Eε E−⇀ Eharm but no Mosco convergence, see Lemma 2.6. Since the explicit solution is
given by uε(t, x) = e
−aε(x)tuε(0, x) we see that evolutionary Γ-convergence does not hold
(not even semigroup convergence).
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In [Bra13, Ex. 7.2.5] this gradient structure for Tartar’s model was studied via time-
incremental minimization, i.e. for a fixed time step τ one solves iteratively
uτk = argmin{ Eε(u) + 1τ Ψε(u−uτk−1) | u ∈ L2(Ω) }.
Taking first the limit ε→ 0 for fixed τ and then the limit τ → 0, the convergence to the
effective equation u̇ = −aharmu.
(ii) Under the assumption u0(x) > 0, we can introduce further gradient structures
by considering u as the density of a measure on Ω. Choosing X := M+(Ω), the set of












where now aε and bε are assumed to be positive continuous functions on Ω. The dual
dissipation potential R̃∗ε defines the state-dependent Onsager operator




Using DẼε(u) = bε we easily find the linear gradient flow u̇ = −K̃ε(u)DẼε(u) = −aεu.
(iii) In Section 3.5.2 we will discuss pE-convergence and highlight that different choices
of bε, which do not change the gradient flow equation, lead to different Γ-limits. In
particular, we will emphasize the role of the well-preparedness Ẽε(uε(0)) → Ẽ0(u(0)).
2.8 Further examples of gradient systems
Here we discuss some additional gradient systems, which highlight that generally both,
the energy and the dissipation potential, may depend on the small parameter ε.
2.8.1 Interfaces as limits of thin bulk layers
This example shows that E-convergence can be used for dimension reduction, in particular
for deriving new interface models. We consider a bulk material in Ω = ]−1, 1[ where
a layer of width ε around 0 is filled with a material of having quite different material






− ∂uF (x, u) in Ω, ux(t,−1) = 0 = ux(t, 1).
For the coefficients we assume the scalings
(γε(x), Aε(x)) =
{
(c , α) for |x| > ε/2,
































where Ω∗ = ]−1, 0[ ∪ ]0, 1[. Hence, the limit functionals consist of two integral terms as
well as a point contribution at the interface x = 0. These extra terms at x = 0 determine
the effective properties of the limiting sharp interface. We refer to [Lie12a, Lie12b, GlM13]
and Section 3.5.1 for more details in this direction.
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2.8.2 Ginzburg-Landau vortices
This gradient system is included for historical reasons: the fundamental paper [SaS04]
is the first that develops a method for using the gradient structure for establishing evolu-
tionary Γ-convergence, see Section 3.3 for the abstract approach and [Bra13, Ch. 10] for a
short survey. The gradient system (L2(Ω), Eε,Ψε) is given by Ginzburg-Landau functional








(1−|ψ|2)2 dx− nπ |log ε|
and Ψε(v) =
1
2| log ε|‖v‖22. Well-prepared solutions ψε(t) are then well-approximated by
simple vortices with positions xi(t) ∈ R2, i = 1, . . . , n. The associated evolutionary
Γ-limit induces an ODE for the evolution of the vortex positions xi(t).
2.8.3 Slow and fast chemical reactions
This example describes a gradient system where the energy E is independent of ε, but
Rε is state-dependent and strongly dependent on ε. In [Mie11b] it is shown that general
reaction systems for concentrations c1, ..., cI > 0 with R reactions of mass-action type can
be written as a gradient system on Q = ]0,∞[I if the reactions satisfy the detailed-balance














where the vectors αr,βr ∈ NI0 contain the stoichiometric coefficients for the rth reaction









ci log(ci/wi)− ci + wi
)



















where Λ(a, b) = (a−b)/(log a− log b) > 0. This defines Kε via R∗ε(c, ξ) = 12〈Kε(c)ξ, ξ〉.
Often the reaction coefficients κr have quite different magnitudes, i.e. some reactions
are very fast while others are slow. Assuming kr = ρr/ε for r = 1, . . . , Rfast and κr = O(1)
for r > Rfast leads to a decomposition Rε = 1εRfast +Rslow and a Mosco limit R∗0(c, ξ) =
Rslow(c, ξ) if R∗fast(c, ξ) = 0 and +∞ otherwise. In particular, this is a case where the







for r = 1, . . . , Rfast.
3 pE-convergence via the energy-dissipation balance
In this section we discuss formulations that are based on the differential formulations
involving derivatives such as u̇(t), DE , Du̇R(u, u̇), or DξR∗(u,−DE(u)). In Section 4
we will see that under certain structural assumptions such relations can be replaced by
evolutionary variational inequalities only involving u(t), E(w), and a dissipation distance
D(u(t), w), i.e. derivatives are not required.
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3.1 Four equivalent formulations via Legendre transform
We now convert the formal modeling ideas in Section 2.1 into exact mathematical state-
ments by working in a reflexive Banach space X. We consider generalized gradient sys-
tems (X, E ,R) with time-dependent energy functionals E : [0, T ]×X → R∞. Then, by
Fenchel’s equivalence in Proposition 2.7 the following three formulations are equivalent,
but have different physical interpretations. They are formulated in terms of the dissipa-
tion potential R, the dual dissipation potential R∗, or in terms of an extremum principle
involving both:
Force balance in X∗ Biot’s equation [Bio55]
(FB) 0 ∈ ∂u̇R(u(t), u̇(t)) + DE(t, u(t)) ∈ X∗ for a.a. t ∈ [0, T ].
Rate equation in X Onsager’s equation [Ons31]
(RE) u̇(t) ∈ ∂ξR∗(u(t),−DE(t, u(t))) ∈ X for a.a. t ∈ [0, T ].
Power balance in R De Giorgi’s (R,R∗) formulation [DMT80]
(PB) R(u(t), u̇(t)) +R∗(u(t),−DE(t, u(t))) = −〈DE(t, u(t)), u̇(t)〉.
Before returning to the general situation, we highlight the three different cases for
the classical viscous dissipation, i.e. R(u, v) = 1
2
〈Gv, v〉 and R∗(u, ξ) = 1
2
〈ξ,Kξ〉 with
K = G−1. Then, we have






〈DE(u),KDE(u)〉 = −〈DE(u), u̇〉,
where (RE) can be seen as a “gradient evolution”, because ∇G is the gradient operator.
The Young-Fenchel estimate (2.12) states that ≥ in (PB) always holds. Hence, in limit
passages it will be sufficient to control the opposite estimate. Moreover, it is advantageous
to use the integrated form. For this we employ a version of the chain rule. Indeed, it will
be sufficient to have a chain-rule estimate in terms of a suitable notion of a set-valued
subdifferential ∂̃E for the functional E , see (3.2) for the Fréchet subdifferential or [RoS06]
for a general theory. As before ∂̃E(t, u) denotes a differential for the function E(t, ·) : X →





which is always assumed to exist.
Definition 3.1 (Abstract chain rule) We say that the triple (X, E , ∂̃E) satisfies the
chain rule if for all p ≥ 1 the following holds. If u ∈ W1,p([0, T ]; X) and ξ ∈ Lp∗([0, T ]; X∗)
with ξ(t) ∈ ∂̃E(t, u(t)) a.e. in [0, T ], then t 7→ E(t, u(t)) is absolutely continuous and
d
dt
E(t, u(t)) = 〈ξ(t), u̇(t)〉+ ∂tE(t, u(t)) a.e. in [0, T ]. (3.1)
We refer to [RoS06, MRS13b] for a general treatments of such abstract chain rule. In
particular, the chain rule holds for λ-convex functionals, i.e. u 7→ E(t, u)− λ
2
‖u‖2X if ∂̃E
denotes the Fréchet subdifferential
∂̃E(u) := { ξ ∈ X∗ | E(u+w) ≥ E(u) + 〈ξ, w〉+ o(‖w‖) for w → 0 }. (3.2)
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Theorem 3.2 (Upper Energy-Dissipation Estimate) Assume that (X, E , ∂̃E) sat-
isfies the chain rule (3.1). Further assume that u ∈ W1,p([0, T ]; X) and ξ ∈ Lp∗([0, T ]; X∗)
with ξ(t) ∈ ∂̃E(t, u(t)) a.e. in [0, T ]. Then, u solves (FB), (RE), or (PB) if and only if
the Upper Energy-Dissipation Estimate (UEDE) holds:
UEDE: E(T, u(T )) +
T∫
0




Then, the UEDE is equivalent to the energy-dissipation balance (EDB)








Proof: By the Fenchel equivalence (FB), (RE), and (PB) are equivalent, where now
DE(t, u(t)) is replaced by ξ(t). Integrating (PB) and using the chain rule (3.1) provide the
EDB and hence the UEDE. For the opposite implication we start from the Young-Fenchel










≤ E(0, u(0)) +
∫ T
0
∂tE(t, u)dt− E(T, u(T )) =
∫ T
0






Thus, we conclude that all the above estimates must be equalities. Moreover, using the
Young-Fenchel estimate again with the first estimate
YF
≤ being an equality, we see that





hdt imply that g(t) = h(t) a.e. Hence, the proof is complete.








which arises via time-dependence of the system. The main importance of the UEDE
is that the final and the dissipated energies only need to have a good upper bound.
Hence, in passing to a Γ-limit it will be sufficient to have good liminf estimates for these
terms, while the right-hand side can be controlled by the well-preparedness of the initial
conditions and proper assumptions on the work of the external forces. In fact, we will








3.2 pE-convergence obtained from Mosco convergence
We now provide a first general result on pE-convergence for an ε-dependent family of




Rε(uε, u̇ε) +R∗ε(uε,−DEε(uε))dt ≤ Eε(uε(0)).
The proof presented here is a simplified version of the Mosco-convergence theory developed
in [MRS13b]. In fact, the results there (cf. Thm. 4.8) are more general, while we present a
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version which displays the general structure more clearly by restricting to the case that Eε
is independent of time and that Rε is translation invariant, i.e. Rε(u, v) = Ψε(v). Thus,
the restricted results corresponds to [Ste08, Thm. 7.2] for variational doubly nonlinear
equations with convex energies E(t, ·), which can be reformulated via a Brézis-Ekeland
principle, i.e. u solves 0 ∈ ∂Ψ(u̇)+DF(u)−`(t) if and only if there exists ξ(t) ∈ ∂E(t, u(t)









E(t, u)+E∗(t, ξ)−〈ξ, u〉dt+ ‖u(0)−u0‖2X ,
where (a)+ = max a, 0 and E∗(, ·) is the Fenchel-Legendre transform of the convex func-




‖v‖2X has already been obtained in [Att84, Thm. 3.74].
Theorem 3.3 (Mosco convergence implies pE-convergence) Let X be a reflexive
Banach space and let c, C, λc > 0, p > 1 be such that Eε(·) + λc‖ · ‖2X is convex and that
the dissipation potentials satisfy the coercivity assumption
∀ v ∈ X, ξ ∈ X∗ : Ψε(v) ≥ c‖v‖pX−C, Ψ∗ε(ξ) ≥ c‖ξ‖p
∗
X∗−C. (3.3)
Moreover, assume that Z is compactly embedded into X such that the energies are uni-
formly Z-coercive, cf. (2.8). Then, we have
(
Eε M−→ E0 and Ψε M−→ Ψ0 in X
)
=⇒ (X, Eε,Ψε) pE−→ (X, E0,Ψ0).
In this result the convergence of the two functionals is rather strong, namely Mosco
convergence. At first glance, there seems to be no compatibility condition between the two
convergences. However, the necessary compatibility reduces to the fact that the Mosco
convergences Eε M−→ E0 and Ψε M−→ Ψ0 occur in the same topology, namely in the dynamic
function space X. Here the uniform coercivity of Ψε and Ψ
∗
ε is crucial.
The proof relies on two important arguments, namely a lower semicontinuity result of
Ioffe type (cf. [Iof77]) and the strong-weak closedness of the graphs of ∂̃Eε.
Proposition 3.4 (Lower semicontinuity, e.g. [MRS13b, Thm.A.2]) Assume that all
Jε : X → R∞ are proper, lsc, and convex and that Jε Γ⇀ J0 in X, then
wε ⇀ w ∈ Lp([0, T ],X) =⇒
∫ T
0




Definition 3.5 (Strong-weak closedness) We say that the triples (X, Eε, ∂̃Eε)ε∈[0,1]
satisfies the strong-weak closedness of the graph of ∂̃E , if the following holds:
If
{
uε → u in X, Eε(uε) → e0 ∈ R,
ξε ∈ ∂̃Eε(uε), ξε ⇀ ξ in X∗,
}
then ξ ∈ ∂̃E0(u) and E0(u) = e0. (3.4)
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Proposition 2.9 shows that strong-weak closedness holds if all Eε are lsc and convex and
the convex subdifferential is used. The assumption of convexity of Eε(·) + λc‖ · ‖2X, which
is also called uniform λc convexity, provides the same result for the Fréchet subdifferential
defined in (3.2), see [RoS06, MRS13b].
Sketch of proof of Theorem 3.3: We only give the main arguments of the proof
and refer to [MRS13b, Thm. 4.8] for the details. We start from a family of solutions
uε : [0, T ] → X of (X, Eε,Ψε) and want to show that an accumulation point u is a
solution of the limit system (X, E0,Ψ0).
Step 1: Using the well-preparedness of the initial condition we have Eε(uε(0)) ≤ C.
Since the solutions uε satisfy the EDB, we obtain the uniform bounds Eε(uε(t)) ≤ C,∫ T
0
Ψε(u̇ε)dt ≤ C, and
∫ T
0
Ψ∗ε(−ξε)dt ≤ C, where ξε(t) ∈ ∂̃E(uε(t)) a.e. The coercivity of
Eε, Ψε, and Ψ∗ε implies the uniform a priori bounds:
‖uε‖L∞([0,T ];Z) + ‖uε‖W1,p([0,T ];X) + ‖ξε‖Lp([0,T ];X∗) ≤ C.
Step 2: Using the reflexivity of X and the compact embedding of Z into X, we can
extract a convergent subsequence (not relabeled) giving
uε ⇀ u in W
1,p([0, T ]; X), ξε ⇀ ξ in L
p([0, T ]; X∗), ∀ t ∈ [0, T ] : uε(t) ⇀ u(t) in Z.
Step 3: Following (2.13), Ψε
M−→ Ψ0 provides the weak Γ-convergences Ψε Γ⇀ Ψ0 and
Ψ∗ε
Γ












Step 4: Next we use the strong-weak closedness to conclude that the two limit functions u
and ξ are related. Using a Banach-space valued Young measure ν generated by a suitable
subsequence of (ξε), the strong-weak closedness implies that for a.a. t ∈ [0, T ] the support
of ν(t) is concentrated in ∂̃E0(u(t)) a.e. in [0, T ]. Assuming additionally that ∂̃E0 is single-
valued (see the proof of [MRS13b, Thm. 4.4] for the general case) we conclude ξε(t) → ξ(t)
and hence ξ(t) ∈ ∂̃E0(u(t)) a.e.
Step 5: We now pass to the limit ε → 0 in the EDB. Note that the right-hand side
converges because of the well-preparedness of the initial data. From uε(T ) → u(T ) in X
and Eε M−→ E0 we find E0(u(T )) ≤ lim infε→0 Eε(uε(T )). Now using the weak convergence






0(ξ)dt ≤ E0(u(0)) with ξ(t) ∈ ∂̃E0(u(t)),
where we used the well-preparedness of the initial data to obtain E0(u(0)) on the left-
hand side. Since the uniform λ-convexity is preserved under Mosco convergence, the limit
system (X, E0,Ψ0) satisfies the chain rule, and Theorem 3.2 is applicable. Thus, u is a
solution of (X, E0,Ψ0).
Step 6: It remains to show the energy convergence Eε(uε(t)) → E0(u(t)) for all t. For this
we can repeat the derivation of the above UEDE on the interval [0, t] where the energy
term and the dissipation term satisfy a liminf estimate separately. However, using the
chain rule estimate on this interval, we know that the UEDE is in fact an equality and
we conclude that in both liminf estimates we must have a limit:












for all t. Thus, pE-convergence is established.
We now discuss the applicability of the above result to our major examples. Note
that the dissipation potentials Ψε determine the choice of the dynamic space X, while
the energy space Z will be determined by Eε.
ODE model on X = R2 from Section 2.5: Here X = R2 is the only possible choice,
and because in finite dimensions weak and strong convergence coincide we have Eε M−→ E0
and Ψε





βξ22). Thus, we have uniform coercivity of Ψε and Ψ
∗
ε only for the case
β = 0, where Theorem 3.3 is applicable.
Moreover, the uniform-coercivity assumption guides us to a proper choice for the
rescaling. Using w = (u1, ε














Obviously, we have uniform coercivity of Ψ and Ψ∗, while uniform coercivity of Eε only
holds for β ≤ 2. Thus, Theorem 3.3 is only applicable to (R2, Eε,Ψ) for β ≥ 2. However,
the same strategy of proof shows that pE-convergence also holds for β ∈ [0, 1[.
1D homogenization from Section 2.6: We have Ω = ]0, `[, aε(x) = a(x/ε), bε(x) =
b(x/ε), and cε(x) = c(x/ε) with upper and lower positive bounds. Since the dissipation












2 dx, we have uniform







convex and uniformly coercive in Z = H1(Ω), which is compactly embedded in X.
By Proposition 2.12 we know Eε M−→ Eharm in X. Lemma 2.6 gives Ψε Γ⇀ Ψharm and
Ψε
Γ−→ Ψarith. Thus, we have Mosco convergence if and only if cε is constant. In that
case, Theorem 3.3 applies, and we conclude pE-convergence, i.e. the solution of cu̇ =
(aεux)x − bεu converge to the solutions of the effective equation cu̇ = (aharmux)x − barithu.
The case of an oscillating cε will be covered in Section 4.2.
Tartar’s model from Section 2.7: We emphasize that even in the case of constant
Ψε = Ψ0 it is not sufficient to have Eε Γ⇀ E0 or Eε Γ−→ E0 in X. This is seen by considering
Tartar’s example of Section 2.7 on the Hilbert space L2(Ω) with Ψε = Ψ0 : v 7→ 12‖v‖22





u2 dx. Then, according to Lemma 2.6 the weak
and the strong Γ-limit exist and are different. However, none of them characterizes the
limit dynamics.
3.3 The Sandier-Serfaty approach to pE-convergence
The approach of Sandier and Serfaty (cf. [SaS04, Ser11]) is more general than the previous
result using Mosco convergence, because it directly imposes assumptions on the liminf
estimates for the two dissipation terms in the EDB. For this, we now even allow that the
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dissipation potentials depend on u (in a mild way), but restrict, for simplicity, to the case
that the subdifferential is at most single-valued, i.e. ∂Eε(u) = {DEε(u)} or ∅.
If uε → u in X, vε ⇀ v in X∗, and Eε(uε) ≤ C, then
R0(u, v) ≤ lim inf
ε→0
Rε(uε, vε) and (3.5a)
R∗0(u,−DE0(u)) ≤ lim inf
ε→0
R∗ε(uε,−DEε(uε)). (3.5b)
Clearly, the strong-weak closedness of the graph of (∂Eε)ε∈[0,1] and the Mosco convergence
Ψε
M−→ Ψ0 imposed in Theorem 3.3 imply these two assumptions. In particular, condition
(3.5b) implicitly imposes a closedness of the graph of the differential DEε.
Theorem 3.6 (Sandier-Serfaty [SaS04, Ser11]) Let X and Z be reflexive Banach
spaces with compact embedding Z b X. Assume that (X, Eε,Rε) satisfy the chain rule
(3.1) and that there are c, C > 0 and p > 1 such that
∀u, v ∈ X ∀ ε ∈ [0, 1] : Rε(u, v) ≥ c‖v‖pX−C, Eε(u) ≥ c‖u‖Z−C.
Then, Eε Γ−→ E0 in X and (3.5) imply (X, Eε,Rε) pE−→ (X, E0,R0).
Proof: We follow the steps in the proof of Theorem 3.3. Consider a family uε of solutions
with well-prepared initial conditions. The EDB and the well-preparedness of the initial
conditions provide the a priori bounds ‖uε‖L∞([0,T ];Z)+‖uε‖W1,p([0,T ];X) ≤ C. The compact
embedding Z bX allows us to extract a subsequence (not relabeled) such that
uε ⇀ u in W
1,p([0, T ]; X) and ∀ t ∈ [0, T ] : uε(t) ⇀ u(t) in Z.
Combining a generalization of Ioffe’s lsc result in Proposition 3.4, assumption (3.5a), the
strong convergence uε(t) → u(t) in X, and the weak convergence u̇ε ⇀ u in Lp([0, T ]; X)
yields ∫ T
0




Similarly, assumption (3.5b) and Fatou’s lemma give
∫ T
0








R0(u(t), u̇(t))+R∗0(u(t),−DE0(u(t)))dt ≤ E0(u(0)).
Since the gradient system (X, E0,R0) satisfies the chain-rule estimate (3.1), the proof can
be completed as for Theorem 3.3.
For applications of this result in a situation where the Mosco convergence of Theorem
3.3 does not hold we refer to [SaS04, Lie12a, Mie14]. In [BB∗12] this method is used to





converge to the solutions of the Stefan
problem, which is the H−1-gradient flow for the functional E0(u) =
∫
Ω
W ∗∗(u) dx, where
W ∗∗ is the lsc convex envelope of W .
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3.4 More general results on pE-convergence using the EDB
In fact, the energy-dissipation formulation via (R,R∗) is even more flexible. We do not







in passing to the liminf for the total dissipation
∫ T
0
Rε+R∗ε dt we may even give up the
special dual form R +R∗ of the integrand. This idea, which was applied successfully in
[AM∗12, Mie12, DiL13], can be summarized as follows.





and we have to find a sufficiently good lower bound for the Γ-liminf, namely
(i) uε(·) ⇀ u(·) in W1,1([0, T ]; X) =⇒
∫ T
0
M0(u(t), u̇(t))dt ≤ lim inf
ε→0
Jε(uε),
where the integrand M0 does not need to be of the form R0 +R∗0. Hence, finding the
best (i.e. largest) M0 is nothing else than finding the (static) Γ-limit of the functionals
Jε. It suffices to find (X, E0,R0) and M0 such that
(ii) Eε Γ⇀ E0;
(iii) M0(u, v) ≥ −〈DE0(u), v〉;
(iv) chain rule (3.1) holds for(X, E0,R0);
(v) M0(u, v) = −〈DE0(u), v〉 =⇒ R0(u, v)+R∗0(u,−DE0(u)) = −〈DE0(u), v〉.
As before, we can start from the EDB Eε(uε(T )) + Jε(uε) = Eε(uε(0)). Using the well-




M0(u(t), u̇(t))dt ≤ E0(u(0)).











M0(u(t), u̇(t))dt ≤ E0(u(0)).
Thus, we conclude that we must have equality in (iii) for almost all t ∈ [0, T ], such that
we can use (v) to conclude that u is a solution for (X, E0,R0).
Section 3.5.3 summarizes the results of [Mie12], which show that the above strategy
can even be applied to justify the passage from small viscous dissipation (i.e. Rε(u, ·)
is quadratic) to a limit problem with large rate-independent dissipation (i.e. R0(u, ·) is
positively homogeneous of degree 1, see Section 5.1), like dry friction.
3.5 Applications for pE-convergence based on the EDB
We treat three different applications of the abstract approaches described above, which




The first two are based on the Sandier-Serfaty approach of Section 3.3, while the third
uses the generalization of Section 3.4.
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3.5.1 Dimension reduction
The theory of evolutionary Γ-convergence was applied to cases of dimension reduction in
[Lie12b, Lie12a]. There, the passage from a thin bulk layer to hypersurface was considered.
This limit passage is relevant for the modeling of delamination via thin damage layers
(cf. [MRT12]), the modeling of electronically active interfaces in thin-film photovoltaics
[GlM13, Gli12], or for bio-membranes.
We treat the following simplified one-dimensional diffusion model with Ω = ]−1, 1[:
ut = (Aε(x)ux)x for t > 0, x ∈ Ω, ux(t,±1) = 0, (3.6)
where the diffusion coefficient Aε equals 1 for |x| > ε/2 and αε for |x| ≤ ε/2. While the
system can be written as a L2-gradient flow with quadratic energy (see Section 2.8.1),
here we use the logarithmic entropy that is physically more relevant for diffusion, see
[JKO98, Ott01, Mie11b]. Thus, we consider the gradient system (Q, E ,Rε) with state
space Q = { u ∈ L1(Ω) | u > 0,
∫
Ω
















and DE(u) = log u,





= (Aεux)x is the diffusion equation (3.6).





















We note that Jε is a convex functional over the space-time domain Ω× [0, T ] depending
on ε via the coefficient Aε. The calculation of the Γ-limit of Jε can be done with classical












































dx with Λ(a, b) =
a− b
log a− log b > 0.
Since E does not depend on ε, we have E0 = E , and one can check R0(u, v) +M(u) ≥
−〈DE(u), v〉 = −
∫
Ω
(log u)vdx, which is condition (iii) for M0 in Section 3.4. Since v was














Invoking the chain rule again, we find that u is a solution of the gradient system
(Q, E ,R0), cf. Theorem 3.2. The associated PDE is given by classical diffusion in the two
bulk parts ]−1, 0[ and ]0, 1[ and a transmission condition at the interface x = 0:
u̇ = uxx for x ∈ ]0, 1[,
0 = ux(0
+) + α(u(0+)−u(0−)) for x = 0+,
0 = ux(0
−) + α(u(0−)−u(0+)) for x = 0−,
u̇ = uxx for x ∈ ]−1, 0[.
We refer to [Lie12b, Lie12a, GlM13] for more details concerning gradient structures for
reaction-diffusion systems with nontrivial interface conditions.
3.5.2 pE-convergence for Tartar’s model
This example highlights the fact that a gradient structure is an additional information for
a given evolution equation. In particular, choosing different gradient structures we may
obtain different limiting evolution equations via evolutionary Γ-convergence.
We now consider a bounded open domain Ω ⊂ Rd and the damped parametrized ODE
u̇(t, x) = −aε(x)u(t, x), u(0, x) = u0(x) ≥ 0. (3.7)
Here we will interprete u(t, ·) ∈ L1+(Ω) as a density of a measure and assume that the
absorption coefficient aε has the form aε(x) = A(x, 1εx), where A is continuous on Ω×Rd
and 1-periodic in the second argument, i.e. A(x, y+k) = A(x, y) for all k ∈ Zd.












where bε is again assumed in the form bε(x) = B(x, 1εx). In particular, the energy func-
tional is linear, but the dual dissipation potential depends on u, so we are not using the
Hilbert-space structure of L2(Ω) as in [Tar89, Tar90]. As in [MOS13, LMS14] we call
RH ∗ε the dual Hellinger-dissipation potential, because it gives rise to a weighted Hellinger
distance between nonnegative measures.
We equip M+(Ω) with the weak* convergence and find the Γ-limit of Eε via
Eε Γ ∗⇀ E0 : u 7→
∫
Ω
b0(x)du(x) with b0(x) := min{B(x, y) | y ∈ Rd },
where uε
∗




φdu for all φ ∈ C(Ω).
For the proof of the liminf estimate simply note bε(x) ≥ b0(x), which implies Eε(u) ≤ E0(u)
for all u. Since E0 is weakly* continuous the liminf estimate follows.
For a given û we have to find a recovery sequence ûε such that ûε
∗
⇀ û and Eε(ûε) →
E0(u). We do the construction as follows. For positive ε decompose Ω into finitely many
sets of the form Qk,ε = ε(k+[0, 1[
d) ∩ Ω with k ∈ Kε := { k ∈ Zd | Qk,ε 6= ∅ }. Denote by










Moreover, using bε(yk,ε) ≤ b0(yk,ε) we have Eε(ûε) ≤ E0(ûε) and conclude the limsup
estimate.















dx dt = Eε(uε(0)).
To pass to the limit ε→ 0 we define the two functions
g0(x) := min{B(x, y)/A(x, y) | y ∈ Rd } and h0(x) := min{B(x, y)A(x, y) | y ∈ Rd }.
(3.8)
Using the well-preparedness of the initial condition on the right-hand side and the liminf















To show this, we first estimate bε/aε ≥ g0 and aεbε ≥ h0 and then use that the integrand
is jointly convex in (u, u̇) such that weak lsc follows.
To complete the proof of evolutionary Γ-convergence we have to prove M0(u, v) ≥







≥ −b0v for all u > 0 and v ∈ R.
Since this condition is equivalent to g0h0 ≥ b20 and since the chain rule holds, we obtain
the following result.
Proposition 3.7 Consider the gradient systems (M+(Ω), Eε,RHε ) for ε > 0 and the func-










and assume g0h0 ≥ b20, then (M+(Ω), Eε,Rε)
pE−⇀ ∗ (M+(Ω), E0,R0) and the limiting
equation reads u̇ = −k0
b0
u = − b0
g0
u.
We emphasize that this result is in contrast, but not in contradiction, to the results in
[Tar89, Tar90]. There, the solutions uε(t, ·) converge weakly in L2(Ω). However, this does
not fit to our well-preparedness asking uε(t)
∗
⇀ u(t) in M+(Ω) and Eε(uε(t)) → E0(u(t)),
which requires a concentration at the minimizing points of B(x, ·).
More importantly, this provides an example where for the same equation u̇ = −aεu
we have two different gradient structures that produce two different evolutionary Γ-limits
having different effective equations.
Corollary 3.8 (Different gradient structures lead to different limit equations)
Equation (3.7) has the two gradient structures (M+(Ω), E (j)ε ,R(j)ε ), j = 1, 2, with
E (1)ε (u) =
∫
Ω

















Setting amin(x) := min{A(x, y) | y ∈ Rd } and amax(x) := max{A(x, y) | y ∈ Rd } and
E (1)0 (u) =
∫
Ω
















we obtain the evolutionary Γ-convergences
(M+(Ω), E (j)ε ,R(j)ε )
pE−⇀∗ (M+(Ω), E (j)0 ,R(j)0 ),
which give rise to the two different effective limit equations
(M+(Ω), E (1)0 ,R(1)0 ) : u̇(t, x) = −amin(x)u(t, x)
(M+(Ω), E (2)0 ,R(2)0 ) : u̇(t, x) = −amax(x)u(t, x).
(3.9)
Proof: We simply apply Proposition 3.7. For j = 1 we choose bε = aε (or B = A),
then b0(x) = amin(x) := min{A(x, y) | y ∈ Rd }, g0 = 1, and h0 = a2min, such that
condition g0h0 ≥ b20 holds. Similarly, for j = 2 we choose bε = 1/aε, then b0 = 1/amax,
g0(x) = 1/a
2
max, and h0 = 1.
Again, there is no contradiction between the two different limit equations. However,
the choice of the energy functionals induces different conditions for the convergence of
well-prepared initial conditions. Since this well-preparedness is preserved during the full
evolution, we obtain truely different effective evolution equations.
The two different limit equations in (3.9) for Tartar’s model (3.7) show clearly, that the
choice of the gradient structure for given equation is an additional modeling information
that cannot be extracted from the equation alone.
3.5.3 From viscous to rate-independent friction
In this section we discuss evolutionary Γ-convergence, where we start form classical gra-
dient systems (X, Eε,Ψε) with quadratic Ψε and obtain a rate-independent generalized
gradient system (X, E0,Ψ0) with Ψ0(v) = ρ|v|, cf. Section 5.1. In particular, we empha-
size that in this case Ψε
C−→ 0 while Ψ0 6= 0. To analyze the evolutionary Γ-limit via the





ε(−DEε(u))dt may lead to a more
general J0, as was discussed in Section 3.4.
First investigations concerning the derivation of dry friction from viscous models can
be found in [Pra28], see Figure 3.1. The work was re-initiated in [Jam96] and further
investigated by [PuT05, MiT12] to understand hysteresis in materials. Here we summarize
the analytical approach in [Mie12] based on the EDB. The main interest is that we have
the E-convergence (R, Eε,Ψε) pE−→ (R, E0,Ψ0) where Ψε(v) = εα2 v2 is a small viscous (i.e.
quadratic) dissipation potential while the limit friction Ψ0(v) = ρ|v| is homogeneous of
degree 1, giving Coulomb’s rate-independent friction law ξ = ρSign(v). Moreover, the
friction coefficient ρ > 0 will depend on the size of the wiggles in the wiggly energy
landscape Eε(t, ·).
To be more precise consider the time-dependent gradient system (R, Eε,Ψε) with
Eε(t, u) = E0(t, u) +Wε(u) with E0(t, u) :=
1
2
u2 − `(t)u and Wε(u) := ερ cos(u/ε).
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Here the macroscopic part is independent of ε and will be the Γ-limit of Eε. For t ∈ R we
have continuous and Mosco convergence: Eε C−→ E0 and Eε M−→ E0. However, the derivative
ξε = DuEε(t, u) = DuE0(t, u) + DWε(u) = u− `(t)− ρ sin(u/ε)
has fluctuations of fixed size ρ > 0 and period ε. Moreover, for each t ∈ R there are many












Figure 3.1: Left: Prandtl’s Gedankenmodell [Pra28]: a microscopically wiggly energy
landscape gives rise to macroscopic dry friction. Right: wiggly energy and its derivative.
The gradient system induces the ODE




+ ρ sin(u/ε). (3.10)
A plot of a numerical simulation is depicted in Figure 3.2, which shows that the solutions
uε converge for ε → 0 to a limit solution u that does not solve the näıve limit equation
0 = −DuE0(t, u(t)), which might be guessed from the limits Eε C−→ E0 and Ψε C−→ 0.
The limit passage can be achieved by using the EDB in the form












where the last term denotes the work of the external forces. The main difficulty in the
proof of evolutionary Γ-convergence is to find a liminf estimate for the dissipation integral.
Proposition 3.9 ([Mie12, Prop. 3.1]) If uε(t) → u(t) and |uε(t)−uε(s)| ≤ C(εδ +














with M0(u, v, t) = |v|K(`(t)−u) +χ[−ρ,ρ](`(t)−u) and K(ξ) = 12π
∫ 2π
0
|ξ+ρ cos y|dy, where
χ
[−ρ,ρ](ξ) = 0 for |ξ| ≤ ρ and ∞ otherwise.
Since K(ξ) = |ξ| for |ξ| ≥ ρ and K(ξ) 	 |ξ| for |ξ| < ρ we find the desired relation
(iii) in Section 3.4, viz.
M0(u, v, t) ≥ |v| |`(t)−u| ≥ −vDE0(t, u).
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Figure 3.2: Simulation of (3.10) for `(t) = 2.1 sin(1.3t) + 0.4 t, ρ = α = 1, and ε = 0.04.
Moreover, by the chain rule (here in R1) the limit functions will realize equality which
holds if and only if |DE0(t, u)| ≤ ρ and ρ|v|+ vDE0(t, u) = 0. Thus, using Lemma 5.1 the
limit u of solutions uε satisfies the differential inclusion
0 ∈ ∂Ψ0(u̇) + DE0(t, u) with Ψ0(v) = ρ|v|.
Thus, we have established the following evolutionary Γ-convergence result that con-
nects quadratic Ψε to a one-homogeneous Ψ0 in the limit.
Theorem 3.10 ([PuT05], [Mie12, Th. 3.2]) For the above gradient structure for (3.10)






Concerning the last convergence of the dissipation, we emphasize that the convergence
only occurs after integration. The integrand 2Ψε(u̇ε(t)) develops many sharp peaks at
distance proportional to ε that have a width proportional to εα+1 and a height of order
ε−α, each of which corresponds to a fast viscous jump from one wiggle to the next.
4 E-convergence using evolutionary variational esti-
mates
Here we derive evolutionary Γ-convergence results based on the integrated evolutionary
variational estimate (IEVE), which was initiated in [AGS05, Ch. 4.0] and is further devel-
oped [DaS10, Sav11]. There, the name evolutionary variational inequality and the abbre-
viation EVI is used. However, to distinguish this notion from the evolutionary (quasi-)
variational inequalities (see (5.3) and e.g. [Kre99, BKS04]) we stick with our name IEVE.
The main advantage of the reformulation of a gradient system u̇ = DξR∗(u,−DE(u)) in
terms of an IEVE is that the latter is derivative free (i.e. no occurrence of u̇, DE , nor ∂ξR∗),
so we can use Γ-convergence for the functionals Eε and Rε more directly. However, the
theory using IEVE is restricted to the case of quadratic dissipation potentials, which can
be replaced by the associated dissipation distance D, and an additional strong convexity
condition, called geodesic λ-convexity, is needed as well, see Section 4.3.
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We first motivate the equivalence of the IEVE and the EDB by looking at an abstract
linear gradient flow. This will allow us to treat the one-dimensional homogenization
problem with oscillatory coefficient cε(x) = c(x/ε) for u̇, see Section 4.2. Next, we discuss
the general metric approach in Section 4.3, where the dissipation distance is a general
geodesic distance. In Theorem 4.5 we then provide a general result showing E-convergence.
4.1 The simplest case: quadratic convex functionals
We consider the simplest case that the functionals E and Ψ are quadratic, i.e. a gra-
dient systems (H , E ,Ψ) where H is a Hilbert space, E(u) = 1
2
〈Lu, u〉 ≥ 0, and Ψ(v) =
1
2
〈Gv, v〉 ≥ 0 with G∗ = G and L∗ = L. The associated gradient flow is the linear equation
Gu̇ = −Lu.
The following formulation in terms of the IEVE is a special case of the integral solutions
developed in [Bén72], which was developed for a general Banach space X and equations
u̇ + A(u) 3 f(t), where A is a possibly multi-valued accretive operator (see [Rou05,
Sect. 9.6] for more details on integral solutions).
Proposition 4.1 (IEVE in quadratic case) For the above gradient system (H , E ,Ψ)
the following formulations are equivalent: (FB) ⇔ (RE) ⇔ (EDB)⇔ (IEVE) where the
Integrated Evolutionary Variational Estimate formulation is given by
IEVE:







The addition “Integrated” is used to distinguish this formulation from the differential
evolutionary variational estimate (EVE) given by d
dt
Ψ(u(t)−w) ≤ E(w)−E(u(t)).
Proof: The equivalence between (FB), (RE), and (EDB) is already established in Section
3.1, so it remains to show (i) ⇔ (IEVE).
“⇒” The quadratic form of Ψ and E and the linear form Gu̇ = −Lu of (i) yield
d
dt





〈Lu, u〉 − 1
2
〈L(u−w), u−w〉 ≤ E(w)− E(u)− 0.









which is the desired IEVE.
“⇐” Rearrangement of quadratic expressions gives
IEVE ⇔ ∀w ∈ H : 1
2
〈G(u(t)−u(s)), u(t)+u(s)−2w〉 ≤ t−s
2
〈L(u(t)+w), w−u(t)〉.
Choosing s = t − h, dividing by h, and letting h → 0+, we find 〈Gu̇(t), u(t)−w〉 ≤
1
2
〈L(u(t)+w), w−u(t)〉 for all w ∈ H . Setting w = u(t)−δv̂, dividing by δ and letting
δ → 0+ gives 〈Gu̇(t), v̂〉 ≤ −〈Lu(t), v̂〉 for all v̂ ∈ H . Replacing v̂ by −v̂, we even have
equality and conclude that (i) holds.
This formulation leads to the following simple but new E-convergence result. For this,
we introduce the domains dom(Eε) := { u ∈ H | Eε(u) <∞} and note that the solutions
do not need uε(0) ∈ dom(Eε), instead uε(0) ∈ dom(Eε) is sufficient.
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Theorem 4.2 (E-convergence for quadratic case) Assume that Eε and Ψε are quad-
ratic functionals of a Hilbert space H. Further assume that there is a Hilbert space Z bH
(compact embedding) such that we have the coercivities
∃ c1, c0 > 0 ∀ ε ∈ [0, 1], u ∈ H : Eε(u) ≥ c0‖u‖2Z, c0‖u‖2H ≤ Ψε(u) ≤ c1‖u‖2H. (4.2)
If Eε M−→ E0 in H and Ψε C−→ Ψ0 in H, then (H , Eε,Ψε) E−→ (H , E0,Ψ0) (i.e. without
well-prepared initial conditions), namely if uε(0) ∈ dom(Eε) for all ε ∈ [0, 1], then
uε(0) → u0(0) in H =⇒ ∀ t > 0 : uε(t) ⇀ u0(t) in Z and Eε(uε(t)) → E0(u0(t)),
where uε : [0,∞[ → H are solutions for (H , Eε,Ψε).
The following proof is a simplified version of the more general proof for Theorem 4.5 in
the metric setting for uniformly geodesically λ-convex gradient systems, which is given
in [DaS10, Sav11]. Comparing this result with Theorem 3.3, we see that the Mosco
convergence of the energies Eε is the same, but there the Mosco convergence Ψε M−→ Ψ0 is
much stronger than the continuous convergence Ψε
C−→ Ψ0 needed here.
Proof: The solutions uε of Gεu̇ = −Lεu with uε(0) ∈ H satisfy




for 0 ≤ s < t ≤ T and w ∈ H . Hence we find the following a priori estimates:






ε(DEε(uε))dτ = Eε(uε(s)) ≤ C0/s. (4.3b)
Ψ∗ε(DEε(uε(t))) ≥ Ψ∗ε(DEε(uε(s))) for 0 < t < s ≤ T. (4.3c)
Here (4.3a) follows from the IEVE by setting s = 0 and w = 0 using Eε(0) = 0, while
(4.3b) is a consequence of (EDB) and (4.3a). The monotonicity (4.3c) follows from
d
dt
Ψ∗ε(DEε(uε)) = −〈Lεu̇ε, u̇ε〉 ≤ 0. Choosing s = t/2 in (4.3b) and using (4.3c) we
obtain Ψ∗ε(DEε(uε(t)) ≤ 4C0/t2.
Hence, for each t > 0 we have a uniform bound for uε in the spaces H
1([t, T ]; H) ⊂
C1/2([t, T ]; H) and L∞([t, T ]; Z). By Arzela-Ascoli’s theorem we find a subsequence (not
relabeled) such that uε(t) ⇀ U(t) in Z for all t > 0. We also set U(0) = u0(0) and prove
now that U : [0, T ] → H is a solution of IEVEε=0 as follows.
For a given ŵ in H we choose a recovery sequence ŵε → ŵ in H with Eε(ŵε) → E0(ŵ).
Inserting ŵε into IEVEε we can pass to the limit using Eε Γ−→ E0 and Ψε C−→ Ψ0 and find





Thus, U solves IEVE0. To conclude that it is indeed the solution u0 of G0u̇ = −L0u with
u(0) = u0(0) we still need to show that it is continuous at t = 0, i.e. U(t) → U(0) = u0(0).
















Choosing ŵ = wk → U(0) in H , where we used U(0) ∈ dom(E0), we conclude U(t) → U(0)
as desired. Hence, U(t) = u0(t) because of the uniqueness of solutions.
Finally, we show energy convergence along the solutions. From (4.3) we have derived
the ε-independent bound ‖DEε(uε(t))‖H∗ ≤ C∗/t2, which implies
Eε(u) ≥ Eε(uε(t))− C∗t2 ‖u−uε(t)‖2H for all u ∈ H .
Fixing t > 0 and inserting a recovery sequence u = ûε → u0(t) in H with Eε(ûε) →
E0(u0(t)) into the above estimate yield E0(u0(t)) ≥ lim supε→0 Eε(uε(t)), because of ‖uε(t)−
ûε‖H → 0. Since the opposite estimate holds by Eε M−→ E0, we obtain Eε(uε(t)) → E0(u0(t)),
and the proof is complete.
4.2 Linear parabolic homogenization via E-convergence
Here we show that the linear parabolic homogenization problem can be handled using the
IEVE. We recall the linear parabolic equation
cεu̇ = div(aε∇u)− bεu in Ω, aε∇u · ν = 0 on ∂Ω, (4.4)
where Ω ⊂ Rd is a bounded Lipschitz domain. The coefficients are bε(x) = b(x/ε) and
cε(x) = c(x/ε) > 0 and aε(x) = a(x/ε) ∈ Rd×dspd , where a, b, and c are 1-periodic.















Now the assumptions of Theorem 4.2 are satisfied with Z = H1(Ω). In particular, we
have Ψε















where in the 1D case we have aell = aharm, see Lemma 2.6. For homogenization with d ≥ 2
we refer to [Dal93, Bra06], where Eε Γ⇀ E0 is shown in H1(Ω), which gives Eε M−→ E0 in
L2(Ω) via Proposition 2.5.






− barithu in Ω, aeff∇u · ν = 0 on ∂Ω, (4.5)
in the following way:
uε(0)
L2→ u0(0) =⇒ ∀ t > 0 : uε(t) H
1
⇀ u0(t) and Eε(uε(t)) → E0(u0(t)). (4.6)
Again, we emphasize that neither well-preparedness nor finite energy are needed. It can
be shown that the convergence for t > 0 implies aε∇uε(t) → aeff∇u(t) in L2(Ω; Rd).
A second way of formulating (4.4) as a gradient system relates to the gradient structure
for reaction-diffusion systems developed in [Mie11b] as a generalization of the Wasserstein
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gradient structure for diffusion equations of [JKO98]. For this, we introduce the density










where we introduced the Onsager operator Kε and the free energy Fε via























Because of this form, we see that the relevant Hilbert space H̃ is defined such that
H̃∗ = H1(Ω), i.e. H̃ is a closed subspace of H−1(Ω). Again, Theorem 4.2 is applicable with
Z̃ = L2(Ω), which is the space for which the functionals Fε are equi-coercive. Moreover,
we have the convergences Fε Γ⇀ F0 in L2(Ω) and R∗ε
Γ















By Proposition 2.5 we conclude Fε M−→ F0 in H̃ , and by Theorem 2.8 and Lemma 2.3(c)
we have Rε C−→ R0 in H̃ .
Again, Theorem 4.2 is applicable and we obtain (H̃ ,Fε,Rε) E−→ (H̃ ,F0,R0). In par-
ticular, we conclude that the solutions ρε converge to ρ0 in the following sense:
ρε(0)
H−1→ ρ0(0) =⇒ ∀ t > 0 : ρε(t) L
2
⇀ ρ0(t) and Fε(ρε(t)) → Fε(ρ0(t)). (4.7)
The latter convergences imply uε(t) = ρε(t)/cε → u0(t) = ρ0(t)/carith, where we used the
original definition of ρε.
Hence, we see that the second gradient structure yields a stronger convergence result,
because the necessary assumptions on the initial conditions are much weaker. In the
original variables uε the convergence in (4.7) means that we need uε(0)/cε → u0(0)/carith
in H̃ ≈ H−1(Ω) to obtain the weak convergence uε(t)/cε → u0(t)/carith as well as uε(t) →
u0(t) in L
2(Ω). Hence, we can apply the convergence (4.6) afterwards.
4.3 Metric gradient systems and IEVEλ
We present here a few basic facts on the general theory of evolutionary variational esti-
mates on metric spaces. We refer to [AGS05, DaS10, Sav11] for the general theory. In
the next section we then show that there is a natural approach to establish E-convergence
via the IEVE.
A metric gradient system is given by a triple (Q, E ,D) where (Q,D) is a complete,
geodesic space, that is a complete metric space admitting constant-speed geodesic curves
γ : [0, 1] → Q between every two points u0, u1 ∈ Q, i.e.
γ(0) = u0, γ(1) = u1, and D(γ(s), γ(t)) = |s−t|D(u0, u1) for s, t ∈ [0, 1].
35
The notion of geodesic spaces is motivated by classical gradient systems (X, E ,R) with a
quadratic dissipation potential R(u, v) = 1
2
〈G(u)v, v〉. Under suitable conditions we can
define the associated dissipation distance via
DR(u0, u1)2 = inf{
∫ 1
0
2R(γ(s), γ̇(s))ds | γ(0) = u0, γ(1) = u1, γ ∈ W1,1([0, 1]; X) },
and the minimizers are constant-speed geodesic curves.
For general metric gradient systems the notion of gradient flows was introduced
in [DMT80], see [AGS05] for historical remarks, using the metric velocity |u′|D(t) and
















Both definitions do not use any linear structure on the metric space (Q,D). We only
take difference quotients in the real numbers. In [DMT80] metric gradient flows were









|∂E|D(u(t))2 dt = E(u(0)). (4.8)
As in Theorem (3.2) the EDB can be replaced by an Upper Energy-Dissipation Estimate
(UEDE) if we have a suitable lower chain-rule estimate, namely
|u′|D(·), |∂E|D(u(·)) ∈ L2([0, T ]) =⇒
{ E(u(·)) ∈ W1,1([0, T ]) and
d
dt
E(u(t)) ≥ −|u′|D(t) |∂E|D(u(t)) a.e.
(4.9)
Solutions of the UEDE are called curves of maximal slope.
The general class of metric gradient systems is especially adapted to construct solutions
by taking limits τ → 0 for the time-discretized (backward-Euler) minimization problems
uτk+1 ∈ Argmin{ E(u) + 12τD(uτk, u)2 | u ∈ Q} for k = 1, ..., N, (4.10)
where τ = T/N > 0 is the time step. We refer to [AGS05, DaS10, MRS13b] for general
surveys.
Remark 4.3 (Generalized metric gradient systems) The above metric gradient flow
corresponds to classical gradient flows in the sense that the dissipation potential 1
2
|u′|D(t)2
is quadratic in the velocity. Considering a general convex, lsc, and monotone func-
tion ψ : [0,∞[ → [0,∞] we obtain a generalized metric gradient system (Q, E ,D, ψ).
The associated generalized metric gradient flow is defined by the convex dual ψ∗(β) =













The p-gradient systems are given by ψ(ν) = νp/p and are studied in [AGS05]. The case
of rate-independent systems is given by ψ(ν) = c ν and will be studied in more detail
in Section 5. Rate-independent systems with small viscosity are given by the function
ψ(ν) = σyieldν + δν
2/2. The limit δ ↘ 0 is treated in [MRS09, MRS13a].
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The important point is that convexity of functionals can be generalized to geodesic
convexity on geodesic spaces (Q,D) as follows. A functional E : Q → R∞ is called
geodesically λ-convex on (Q,D) if for all u0, u1 ∈ dom(E) := { u ∈ Q | E(u) <∞}, there
exists a constant-speed geodesic γ : [0, 1] → Q with
γ(0) = u0, γ(1) = u1, s 7→ E(γ(s)) + λs(1−s)2 D(γ(0), γ(1))2 is convex on [0, 1]. (4.11)
The case λ = 0 is simply called geodesic convexity, λ > 0 improves the convexity, and
λ < 0 relaxes the convexity. A trivial but useful and important special case is given by
the Hilbert space setting with Q = H and Ψ(v) = 1
2
〈Gv, v〉. Then, we have D(u0, u1) =
(2Ψ(u1−u0))1/2 and the constant-speed geodesics are γ(s) = (1−s)u0 + s u1. Moreover,
for smooth energies E , geodesic λ-convexity is equivalent to D2E ≥ λG.
For general geodesically λ-convex gradient systems (Q, E ,D) there is a rather complete
existence and uniqueness theory, see [AGS05, DaS10], which we summarize here: For each
u0 ∈ dom(E) there exists a unique solution u : [0,∞[ → Q of (4.8) with u(0) = u0.
Moreover the solutions depend Lipschitz continuously on the initial data, i.e. any two
solutions u1 and u2 satisfy
D(u1(t), u2(t)) ≤ e−λ(t−s)D(u1(s), u2(s)) for 0 ≤ s < t.
Moreover, under slightly stronger assumptions it can be shown that the time-incremental
solutions of (4.10) converge strongly, namely
D(u(kτ), uτk) ≤ C(u0)
√




log(1−λτ). See [MOS13] for an application in one-dimensional viscoelastic-
ity with a true metric (not translation invariant).
The main tool for the analysis of geodesically λ-convex metric gradient systems is the
reformulation in terms of the integrated evolutionary variational estimate IEVEλ, where
now Proposition 4.1 is generalized by the appearance of λ, which was chosen 0 in Section
4.1, and by replacing Ψ(u−w) with 1
2
D(u, w)2. We have the following equivalence:
Theorem 4.4 ([DaS10, Thm. 2.11]) Assume that (Q, E ,D) is a geodesically λ-convex
gradient system as introduced above. Then, every solution u : [0,∞[ → Q of the metric
EDB (4.8) is a solution of the Integrated Evolutionary Variational Estimate (IEVE)λ:
∀w ∈ Q ∀s ≥ 0, ∀ t > s :
eλ(t−s)
2
D(u(t), w)2 − 1
2









eλρ dρ. Moreover, every solution u of (IEVE)λ with E(u(0)) < ∞ is a
solution of (4.8).
Again, we see that the IEVE is a formulation without any derivative, i.e. we do neither
need the metric velocity |u′|D nor the slope |∂E|D. Thus, it is natural to study evolutionary
Γ-limits ε→ 0 for families (Q, Eε,Dε) of metric gradient systems. The importance here is
that we need to be able to choose λ ∈ R independent of ε, i.e. we need uniform geodesic
convexity.
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The crucial a priori estimate, which generalizes (4.3), is
eλt
2







D(u(0), w)2 + mλ(t)E(w) for all t > 0 and w ∈ Q,
(4.13)
see [DaS10, Thm. 2.6].
4.4 E-convergence for metric gradient systems
The following result on evolutionary Γ-convergence is a slight variant of [DaS10, Thm. 2.17]
or [Sav11, Thm. 6.2], since we allow Dε to depend on ε, while it was assumed to be con-
stant there. We refer to [Sav11, Thm. 7.4, Cor. 8.6] for more general results including
abstract Gromov-Hausdorff convergence of metric spaces.
We first list the precise assumptions on the gradient system (Q, Eε,Dε)ε∈[0,1]. Note
that we assume that all the metrics Dε on the space Q are equivalent, cf. (4.14a). Hence,
we can write un
D−→ u for Dεn(un, u) → 0 for n → ∞, where εn ∈ [0, 1] can be arbitrary.
However, for the geodesic convexity of Eε it is crucial to consider the dissipation distance
Dε with the same ε, see (4.14e):
∃ c1, c0 > 0 ∀ ε ∈ [0, 1], u1, u2 ∈ Q : c0D0(u1, u2) ≤ Dε(u1, u2) ≤ c1D0(u1, u2); (4.14a)
Dε C−→ D0, i.e. u(j)ε
D−→ u(j) =⇒ Dε(u(1)ε , u(2)ε ) → D0(u(1), u(2)); (4.14b)
∀E > 0 ∃ CE compact in (Q,D0) ∀ ε ∈ [0, 1] : { u ∈ Q | Eε(u) ≤ E } ⊂ CE ; (4.14c)
Eε Γ−→ E0 in (Q,D0); (4.14d)
∃λ ∈ R ∀ ε ∈ [0, 1] : Eε is geodesically λ-convex in (Q,Dε). (4.14e)
Thus, the crucial assumptions are the uniform compactness (4.14c), the uniform geodesic
λ-convexity (4.14e) as well as the convergences Eε Γ−→ E0 and Dε C−→ D0 in (Q,D0).
Theorem 4.5 (E-convergence for IEVE) If the assumptions (4.14) hold, then
(Q, Eε,Dε) E−→ (Q, E0,D0) (no well-preparedness of init. cond.). More precisely,
if uε(0) ∈ dom(Eε) for ε ∈ [0, 1] and uε(0) D−→ u0(0),
then ∀ t > 0 : uε(t) → u0(t) and Eε(uε(t)) → E0(u0(t)).
We highlight that the whole sequence uε converges to u0, because we have uniqueness of
the solutions. Even though well-preparedness of the initial conditions is not needed, we
obtain energy convergence for all t > 0.
Sketch of proof: For the full proof we refer to the above references. We just highlight
the main steps, which are exactly the same as in the proof of Theorem 4.2.
Based on the a priori estimate (4.13) evaluated for t ∈ [t0, T ] with arbitrary 0 < t0 < T
and the uniform compactness (4.14c) we can extract a subsequence (not relabeled) with
uε(t)
D−→ U(t). Choosing a recovery sequence ŵε D−→ ŵ with Eε(ŵε) → E0(ŵ) we can pass
to the limit ε→ 0 in (IEVE)ελ and find that U is a solution of the limit equation (IEVE)0λ.
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Continuity at t = 0 and energy convergence then follow as for Theorem 4.2.
For an application of this theory we refer to [GiM13], where the heat equation on
the torus Td = Rd/Zd is considered as generated by the the Kantorovich-Wasserstein
gradient system (Prob(Td), E0,D0) with the entropy functional E0(ρ) =
∫
Td ρ log ρdx andD0 = DWass. It is obtained as evolutionary Γ-limit of discrete Markov chains in the
periodic d-dimensional lattice (Z/NZ)d for N →∞.
An application to the justification of amplitude equations is given in [Mie14]. In fact,
this application is a Hilbert-space case, but nevertheless using the approach via the IEVE
improves the results considerably. The original equation is the ε-dependent, fourth-order
parabolic Swift-Hohenberg equation




2u+ µu− u3 on S := R/2πZ, (4.15)











Because of the linear operator the typical solutions (e.g. well-prepared solutions) will spa-





Using Theorem 4.5 it is possible to justify that the Ginzburg-Landau equation









it is shown in [Mie14, Thm. 2.3] that the solutions uε of the Swift-Hohenberg equation
converge to solutions A of Ginzburg-Landau equation:
Mεuε(0)
L2(S)→ A(0) =⇒ ∀ t > 0 : Mεuε(t)
H1(S)
⇀ A(t) and FSHε (uε(t)) → FGL(A(t)).
The last application of the IEVE shows that even in the case of a Hilbert space with a
quadratic and translation-invariant dissipation potential the metric concepts are extremely
helpful and give a new look to semilinear parabolic equations, in particular concerning
question of evolutionary Γ-convergence.
5 Rate-independent systems (RIS)
We again consider generalized gradient systems (X, E ,R) on a Banach space X, but now
we focus to the special case that the dissipation potential R is positively homogeneous of
degree 1, i.e.
∀u, v ∈ X ∀ γ > 0 : R(u, γv) = γ1R(u, v). (5.1)
In particular, R(u, ·) cannot be smooth, but using convexity we still have a subdifferential
∂vR(u, v) that is set-valued now. In particular, the relation between the rate v = u̇ and
the dissipative forces ξ ∈ ∂R(u, u̇) is positively homogeneous of degree 0, i.e. ∂vR(u, γv) =
γ0∂vR(u, v), which explains the name “rate independence” of the dissipative constitutive
law. Rate-independent systems are ideal to describe hysteretic effects and occur in the
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Figure 5.1: Primal and dual dissipation potential for RIS.
5.1 Subdifferential formulation of RIS
The evolution equation in Biot’s form (cf. (2.1)) is the subdifferential inclusion
0 ∈ ∂u̇R(u(t), u̇(t)) + DuE(t, u(t)) ∈ X∗, (5.2)
where we now included a time-dependence into the energy functional E , as in Section 2.1.
This is essential for rate-independent systems because they do not have any internal time
scale any more. So they do not move without an external time-dependent stimulus.
As before, Biot’s equation (5.2) is only one of the three equivalent formulations of
the problem. However, in the rate-independent case the 1-homogeneity of the dissipation
induces a very particular structure, see also Figure 5.1.
Lemma 5.1 Assume that Ψ : X → [0,∞] is convex, lsc, and 1-homogeneous, and set
K := ∂Ψ(0). Then,
ξ ∈ ∂Ψ(v) ⇐⇒
{
ξ ∈ K
〈ξ, v〉 = Ψ(v) and Ψ
∗(ξ) =
{
0 if ξ ∈ K,
∞ else.
To understand the rate equation (often called flow rule) u̇ ∈ ∂ηR∗(u,−DE(t, u)), we
introduce the closed and convex set K(u) := ∂u̇R(u, 0) ⊂ X∗ and its outer normal cone
NK(u)(η) := { v ∈ X | ∀ ξ ∈ K(u) : 〈ξ−η, v〉 ≥ 0 },





, or − u̇(t) ∈ NK(u(t)(DE(t, u(t))), (5.3)
which is also called an evolutionary quasi-variational inequality in [Kre99, BKS04, Mie05].
For treating more general systems the energy-dissipation balance (2.5) is more relevant.
However, for RIS the dual dissipation potential R∗ does not give a contribution to the
balance, because it only attains the values 0 or +∞. The latter value leads to a constraint.
Thus, the EDB takes the form
∀ t ∈ [0, T ] : −DE(t, u(t)) ∈ K(u(t)) = ∂u̇R(u(t), 0), (5.4a)
E(T, u(T )) +
∫ T
0




Here (5.4a) is a totally static local stability condition saying that the potential restoring
force is balanced by one of the possible dissipative friction forces, while (5.4b) is a reduced
energy balance, where the last integral is the work of the external forces.
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R(u(t), u̇(t)) dt controls the BV-norm of u with respect to the
time only, in general cases the solutions u will not be absolutely continuous such that u̇
is not properly defined because of jumps with u(t−) 6= u(t+). The following definition of
energetic solutions is adapted to this situation, because it does not need any continuity
or differentiability with respect to time. We use a general state space Q, which can
be a general topological space without a differential structure, and a general dissipation
distance D : Q×Q → [0,∞] which is assumed to satisfy the triangle inequality D(u1, u3) ≤
D(u1, u2)+D(u2, u3) (but not necessarily the symmetry and positivity of usual distances,
see [Mie05, Ch. 5] or [Mie11a]). We call a triple (Q, E ,D) an energetic RIS. Starting from
a rate-independent dissipation potential R, it is possible to find the associated dissipation
distance D(u0, u1) by minimizing
∫ 1
0
R(u(s), u̇(s)) ds along all curves connecting u0 and
u1, which is similar but not equal to the definition of D in Section 4.3.
Definition 5.2 (Energetic solutions for RIS) A function u : [0, T ] → Q is called an
energetic solution for the RIS (Q, E ,D) if stability (S) and energy balance (E) hold:
(S) E(t, u(t)) ≤ E(t, w) +D(u(t), w) for all t ∈ [0, T ] and w ∈ Q,





In many cases this definition is equivalent to the notion of quasistatic (irreversible) evo-
lutions studied in [FrL03, DFT05, Neg14].
The dissipated energy can be expressed solely by the dissipation distance
DissD(u, [0, T ]) := sup
{ ∑N
j=1D(u(tj−1), u(tj))





R(u(t), u̇(t))dt in the smooth case.
The major advantage of the concept of energetic solutions is that it is a derivative-free
formulation, which only features the values of the functionals E and D and the function
values u(t). Thus, it shares the same properties as the IEVE discussed in Section 4. In
particular, existence results and evolutionary Γ-convergence can be attacked by tools from
the calculus of variations. In fact, energetic solutions are the limits of the incremental
minimization problems with time step τ = T/N → 0 (cf. [Mie05, Thm. 5.2]):
uτk ∈ Arg Min{ E(kτ, u) +D(uτk−1, u) | u ∈ Q}. (5.6)
In contrast to the backward-Euler algorithm (4.10) for the metric gradient flow, now
there is no explicit dependence on the time step τ (reflecting rate independence) and the
dissipation distance has the power 1.
In fact, the reformulation of the rate formulations for RIS and the energetic solutions
are equivalent in good cases, but are different in general, cf. [MiR14, Ch. 3].
Proposition 5.3 (Equivalence of formulations for convex energies) Consider a
RIS (X, E ,D), where X is a Banach space and assume that the energies E(t, ·) : X → R∞
are convex for all t ∈ [0, T ]. Further assume that the dissipation distance D has the form
D(u0, u1) = Ψ(u1−u0) for a lsc, convex and 1-homogeneous function Ψ : X → [0,∞].
Then, u ∈ W1,1([0, T ]; X) is an energetic solution if and only if u solves (5.4).
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5.3 pE-convergence for energetic solutions
We now consider a family (Q, Eε,Dε) of RIS, where for the simplicity of the presentation
we restrict the discussion to the case thatQ is a reflexive Banach space X and the energies
Eε have the form
Eε(t, u) = Fε(u)− 〈`ε(t), u〉. (5.7a)
We still keep general dissipation distances Dε and do not assume convexity of Fε. Thus,
all the results can be generalized to the general topological case, see [MRS08, MiR14].
Our precise assumptions are as follows:
∃ c, C > 0 ∀ ε ≥ 0, u ∈ X : Fε(u) ≥ c‖u‖2 − C; (5.7b)
∀ ε ≥ 0 : Fε : X → R∞ is weakly lsc; (5.7c)
∃C > 0 ∀ ε ≥ 0 : ‖`ε‖C1([0,T ]) ≤ C; (5.7d)
∀ t ∈ [0, T ] : ˙̀ε(t) → ˙̀0(t) in X∗; (5.7e)
∀ ε ≥ 0 ∀uj ∈ X :
{ Dε(u1, u3) ≤ Dε(u1, u2) +Dε(u2, u3),
Dε(u1, u2) = 0 =⇒ u1 = u2.
(5.7f)
In general, these conditions are not strong enough to show existence of solutions. Indeed,
even if we assume existence of solutions for ε > 0, we cannot expect to conclude existence
of solutions for ε = 0 by a limit argument. We need additional properties, e.g. the weak
continuity of D0.
However, we can already address another nice property of the energetic formulation,
namely the general validity of an appropriate generalization of the chain rule (3.1), which
allows us to turn an upper energy estimate into an energy-dissipation balance as in The-
orem 3.2. If (X, E0,D0) satisfies (5.7) and u : [0, T ] → X satisfies the global stability (S)
in (5.5), then we have the lower energy estimate (see [Mie05, Prop. 5.7])




We present two results for evolutionary Γ-convergence. The first assumes that the
dissipation distances Dε weakly continuously converge to D0.
Theorem 5.4 (pE-convergence for RIS [MRS08]) Assume that the RIS (X, Eε,Dε)
satisfies (5.7) and Eε Γ⇀ E0 and Dε C⇀ D0 in X, then (X, Eε,Dε) pE−⇀ (X, E0,D0), i.e. for
energetic solutions uε : [0, T ] → X the following holds:
if uε(0) ⇀ u0(0) and Eε(0, uε(0)) → E0(0, u0(0)) <∞,
then uε(t) ⇀ u0(t) and Eε(t, uε(t)) → E0(t, u0(t)) for 0 < t ≤ T.
(5.9)
Proof: From (5.7b) and (5.7d) we find C1,Λ > 0 such that the power control |∂Eε(t, u)| ≤
Λ
(
Eε(t, u)+C1) holds. Inserting this estimate into the energy balance (E) we obtain the
a priori bound
Eε(t, uε(t)) + DissDε(uε, [0, t]) ≤ eΛt
(
Eε(0, uε(0)) + C1
)
− C1 ≤ E∗,
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where we used the well-preparedness Eε(0, uε(0)) → E0(0, u0(0)) < ∞. Using (5.7b) once
again we find ‖uε(t)‖ ≤ C2 for all t and ε > 0, and Helly’s selection principle (cf. [Mie05,
Thm. 5.1]) allows us to extract a (not relabeled) subsequence such that uε(t) ⇀ u0(t) for
all t.
Next, we show that all u0(t) satisfy the stability condition (S). We know that (S) is
true for ε > 0, i.e.
Eε(t, uε(t)) ≤ Eε(t, wε)+Dε(uε(t), wε) for all t ∈ [0, T ] and wε ∈ X. (5.10)
For a given test state w we choose a recovery sequence wε ⇀ w with Eε(t, wε) → E0(t, w)





Eε(t, uε(t)) ≤ E0(t, w) +D0(u0(t), w),
where we used Eε Γ⇀ E0 and Dε C⇀ D0. Thus, stability of u0(t) is established.
In the energy balance (E)ε we can pass to the limit using (5.7d) and (5.7e) to obtain
∫ T
0
∂tEε(t, uε(t))dt = −
∫ T
0
〈 ˙̀ε, uε〉dt→ −
∫ T
0




Since the initial energies converge, the right-hand sides in (E)ε converge to that of (E)0.








D0(u0(tj−1), u0(tj)) ≥ DissD0(u0, [0, T ])− ρ,
where ρ > 0 can be made arbitrary small by choosing a suitable partition 0 = t0 <
t1 < · · · < tN−1 < tN = t. Hence, lim infε→0 DissDε(uε, [0, t]) =: D0(t) ≥ d0(t) :=
DissD0(u0, [0, t]). Because of Eε
Γ
⇀ E0 for all t ∈ [0, T ] we have
e0(t) := E0(t, u0(t)) ≤ E0(t) := lim inf
ε→0
Eε(t, uε(t)) ≤ E1(t) := lim sup
ε→0
Eε(t, uε(t)).
Using the upper energy estimate on [0, t] yields
e0(t) + d0(t) ≤ E1(t) +D0(t) ≤ e0(0) +
∫ t
0
∂sE0(s, u0(s))ds ≤ e0(t) + d0(t),
where the last estimate follows from the lower energy estimate (5.8). Hence, we conclude
e0(t) = E0(t) = E1(t) which is the desired energy convergence in (5.9).
We apply this result to a rate-independent homogenization problem with nonquadratic
energies. We first show that the result fails, even if Dε = D0, e.g. if D0 is not weakly
continuous.
Example 5.5 (Counterexample) We consider



















u2 − `u dx while Ψε Γ−→ Ψarith := carith‖ · ‖L1 and Ψε Γ⇀
Ψmin = cmin‖ · ‖L1 , if the set { y ∈ [0, 1]d | c(y) = cmin } has positive Ld measure.
For the loading we assume `(0) = 0 and ˙̀(t) > 0 for t > 0. Starting from the
well-prepared initial condition uε(0, x) = 0 we find the unique solution
uε(t, x) = max{0, `(t)− c(1εx)}/a(1εx).
Hence, for c ≡ const we obtain weak evolutionary Γ-convergence to (L2(Ω),F0,Ψ0) with
Ψ0 = Ψarith = Ψmin, while for c(·) nonconstant the weak limit U(t) of uε(t) cannot be
described by a RIS system (L2(Ω),F0,Ψ0) for any Ψ0.
Example 5.6 (Homogenization of RIS) We consider X = H10(Ω) for a bounded Lip-







x)∇u + F (1
ε
x, u) dx,






F (y, ·) ≥ 0 is continuous and convex and A, c, and F (·, u) are 1-periodic in y = 1
ε
x.













Weak convergence in H1(Ω) implies strong convergence in L2(Ω), so in X we have
Ψε
C
⇀ Ψ0 : v 7→
∫
Ω





∇u · Aeff∇u+ Farith(u)dx.
Theorem 5.4 is applicable giving (X, Eε,Ψε) pE−⇀ (X, E0,Ψ0), where the limit equation





Our second result on evolutionary Γ-convergence does not need the weak continuity




〈Aεu, u〉 and Dε(u1, u2) = Ψε(u2−u1) with Ψε(γv) = γ1Ψε(v). (5.11)
This case is important in classical models of elastoplasticity, and for fixed ε it can be re-
duced to the analysis of monotone operators, see [Alb98]. For evolutionary Γ-convergence
with Ψε truely dependent on ε the notion of energetic solutions is more flexible. The
following convergence result was developed for two-scale homogenization and dimension
reduction in elastoplastic models in [MiT07] and [LiM11], respectively.
The homogenization of RIS without compactness does not work directly (see Example
5.5), however the method of periodic unfolding developed for two-scale homogenization
turns weak Γ-convergence of the functionals into Mosco-convergence in the two-scale set-
ting. Hence, the homogenization results for elastoplasticity in [MiT07, GiM11, Han11]
can be derived using the following abstract evolutionary Γ-convergence result.
Theorem 5.7 (pE-convergence for quadratic RIS) Assume that H is a Hilbert space
and that the RIS (H , Eε,Dε), ε ∈ [0, 1], satisfy (5.7) and (5.11). If additionally
Eε M−→ E0, Ψε C−→ Ψ0, and Ψε Γ⇀ Ψ0 in H ,
then (H , Eε,Dε) pE−⇀ (H , E0,D0) as in (5.9).
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Proof: We can proceed as in the proof of Theorem 5.4 for all parts except for the
stability of the weak limits u0(t), since now weak convergence is not enough to pass to
the limit in Ψε(wε−uε(t)), but for the upper energy estimate we need Ψε Γ⇀ Ψ0.
We prove the desired stability of u0(t) under the additional assumption Fε(u) ≤
C2‖u‖2. For the general case we refer to [LiM11] and [MiR14, Ch. 3.5.4]. Then, for a
test state v we can choose the recovery sequence vε = A
−1
ε A0v. Indeed, since vε min-
imizes the functional u 7→ Fε(u) − 〈A0w, u〉 and Fε M−→ F0 we conclude vε → v and
Fε(vε) → F0(v) by a variant of Theorem 2.4.
Using the stability of uε(t) we have, for all wε,
0 ≤ Eε(t, wε)− Eε(t, uε) + Ψε(wε−uε(t)). (5.12)
For a given limit test state w we choose wε = uε + A
−1
ε A0(w−u0), which guarantees
wε ⇀ w and wε − uε → w − u0, giving Ψε(wε−uε) → Ψ0(w−u0), (5.13)
because of Ψε
C−→ Ψ0. Moreover, using the quadratic structure of Eε we have
Eε(t, wε)− Eε(t, uε) =
1
2




〈A0(w−u0), wε+uε〉 − 〈`ε, wε−uε〉
→ 1
2
〈A0(w−u0), w0+u0〉 − 〈`ε, w0−u0〉 = E0(t, w)− E0(t, u0).
Using this convergence and (5.13) in (5.12) yields the desired stability of u0(t).
The following simple example from [MRS08] shows that Mosco convergence of Eε and
Ψε is not sufficient for evolutionary Γ-convergence even in finite dimensions.
Example 5.8 For ε > 0 consider the RIS (H , Eε,Ψε) with









)2 − tq1, Rε(v) = |v1|+ 1ε2 |v2|.





q21 − tq1 for q2 = 0,
∞ for q2 6= 0;
and R0(v) =
{ |v1| for v2 = 0,
∞ for v2 6= 0.














which contradicts evolutionary Γ-convergence.
Remark 5.9 (Mutual recovery sequences) In both convergence results the impor-
tant step in the proof is the stability of the limits u0(t). The same problem already
appears in the existence theory via the time-incremental minimization (5.6). Thus, in
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[MRS08, MiR14] the notion of mutual recovery sequences (wε)ε>0 is introduced for a




Eε(t, wε)− Eε(t, uε) +Dε(wε, uε)
)
≤ E0(t, w)− E0(t, u0) +D0(w, u0),
see the occurrence of wε in (5.10) and (5.12) in the proofs of Theorems 5.4 and 5.7,
respectively. An important nontrivial construction in that direction was the so-called
jump transfer lemma for rate-independent models for brittle fracture, see [FrL03, DFT05].
The above abstract results have a variety of applications. In [MiS13] it is shown that
linearized elastoplasticity can be obtained by pE-convergence from finite-strain elastoplas-
ticity in the limit of small loadings and small yield stress. In [Gia05] brittle fracture is
obtained as evolutionary Γ-limit of the Ambrosio-Tortorelli approximation, while [GiP06a]
discusses homogenization for fracture evolution.
Remark 5.10 (Numerical approximation of RIS) Both of the above convergence
results can be used to establish convergence of numerical schemes for a given RIS (X, E ,D),
see [MiR09] for various versions. The main idea is to consider the incremental minimiza-
tion problem (5.6) restricted to finite-dimensional subspaces Xm of the underlying Banach
space X, to keep the distance D or Ψ independent of m, while defining Em(t, u) = E(t, u)
for u ∈ Xm and Em(t, u) = ∞ for u ∈ X \Xm.
We say that the subspaces Xm approximate X, if for each u ∈ X there exists um ∈ Xm
such that um → u form→∞. Under mild conditions on E(t, ·) one can show that Em M−→ E







In fact, one can strengthen the result for the piecewise constant approximants uτ,m by
proving that the joint limit τ → 0 and m → ∞ always has a subsequence converging to
a limit u0 which is an energetic solution for (X, E ,D), cf. [GiP06b, MRS08, MiR09].
In [Bra13] the general interplay between incremental minimization with time step
τ > 0 and Γ-convergence of the functionals Eε and Ψε for ε→ 0 is studied.
A completely different approach to pE-convergence for RIS is developed in [Neg14]
which involves the notion of parametrized solutions for RIS, which is a variant of the
balanced-viscosity solutions defined in [MRS09, MRS13a]. The convergence result in
[Neg14] is based on an adaptation of the theory in Section 3.3 using the energy-dissipation
balance.
Acknowledgments. The research was partially supported by the DFG within the
SFB910 (subproject A5) and by the ERC under AdG 267802 AnaMultiScale. These
notes are based on lectures given at Twente University in June 2012 and at the Cen-
tro De Giorgi (Pisa) in November 2013. The author gives special thanks to Karoline
Disser, Matthias Liero, Michiel Renger, Sina Reichelt, and Marita Thomas for reading
and considerably improving earlier versions of this work. Moreover, he is grateful for stim-
ulating discussions with Dorothee Knees, Mark Peletier, Riccarda Rossi, Tomáš Roub́ıček,
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[FeN09] E. Feireisl and A. Novotný. Singular Limits in Thermodynamics of Viscous Fluids.
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L. Ambrosio and G. Savaré, editors, Nonlinear PDE’s and Applications, pages 87–170. Springer,
2011. (C.I.M.E. Summer School, Cetraro, Italy 2008, Lect. Notes Math. Vol. 2028).
[Mie11b] A. Mielke. A gradient structure for reaction-diffusion systems and for energy-drift-diffusion
systems. Nonlinearity, 24, 1329–1346, 2011.
[Mie12] A. Mielke. Emergence of rate-independent dissipation from viscous systems with wiggly ener-
gies. Contin. Mech. Thermodyn., 24(4), 591–606, 2012.
[Mie13] A. Mielke. Thermomechanical modeling of energy-reaction-diffusion systems, including bulk-
interface interactions. Discr. Cont. Dynam. Systems Ser. S, 6(2), 479–499, 2013.
[Mie14] A. Mielke. Deriving amplitude equations via evolutionary Γ-convergence. Discr. Cont. Dynam.
Systems Ser. A, 2014. Submitted. (WIAS Preprint 1914).
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[RoS06] R. Rossi and G. Savaré. Gradient flows of non convex functionals in Hilbert spaces and
applications. ESAIM Control Optim. Calc. Var., 12, 564–614, 2006.
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