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Abstract 
Studies have suggested that propinquity; social, cultural, physical and psychological similarities are major factors in close friendship ties. 
These studies were subject to human recall of interactions with no details of length or time of interactions. Recently, advancements in 
mobile technology have enabled the measurement of complex systems of interactions. This study uses social network analysis of data 
comprising of time-resolved sensed interactions to predict and explain close friendship ties via interactions at different periods, residence 
(floor) similarity and gender similarity. Results indicate residence (floor) proximity and duration of weekend night interactions have the 
potential of explaining close friendship ties. 
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1. Introduction 
The factors necessary for the creation of close friendship ties have been the subject of several studies. Past studies have 
suggested propinquity (Festinger, Back, & Schachter, 1963; Thibaut & Kelly, 1956), social, cultural, physical and 
psychological similarities (homophily) (McPherson, Smith-Lovin, & Cook, 2001) are the perquisite factors for the creation of 
close friendship ties. These studies collected data utilizing routine or generally accepted techniques, such as surveys and 
interviews which are subject to the human ability to recall and are constrained in spatial and time scales by technical 
difficulties and cost (Isella et al., 2011). These complexities in acquiring human interaction data are the reasons why past 
studies in social networks have used sampling procedures which are biased towards selecting only friends and relatives 
(Christakis & Fowler, 2007; Goodreau, Kitts, & Morris, 2009), or limiting respondents to a fixed number of peers (Goodreau 
et al., 2009).  
However, the availability of new data acquisition techniques for logging human face-to-face interaction is opening new 
avenues for understanding the dynamics of interactions in social networks and providing researchers with access to almost 
complete social networks. Time-resolved face-to-face interactions by individuals in real-world settings can be captured using 
embedded sensing techniques. Pervasive and ubiquitous devices such as cell phones make it possible to study and predict 
patterns of human mobility (Dong, Lepri, & Pentland, 2011; Gonzalez, Hidalgo, & Barabasi, 2008; Song, Qu, Blumm, & 
Barabasi, 2010) within a dormitory (Dong et al., 2011), city (Chowell, Hyman, Eubank, & Castillo-Chavez, 2003) and 
between cities (De Montis, Barthelemy, Chessa, & Vespignani, 2005), in countries (Brockmann, Hufnagel, & Geisel, 2006), 
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and globally (Isella et al., 2011). Blue-tooth and Wi-Fi technologies have been used to capture proximity patterns (Anmol 
Madan, 2010), and even face-to-face presence can be resolved with high spatial and temporal resolution (Cattuto et al., 2010).  
With recent advancements in mobile technology, mobile phones and wireless devices, which have features such as short-
range Bluetooth radios, Cellular-Tower Identifiers, Global Positioning Systems (GPS) and other location technologies, can 
now be used measure these complex systems of interactions. It is possible to identify who an individual interacts with, where 
these interactions took place and the frequency of such interactions. Thus, with such fine-grained interaction data the behavior 
of individuals and the activities in which they are engaged can be inferred (Eagle & Pentland, 2006). These technological 
advances allow researchers to gather data that have been traditionally scarce in social network analysis. This relatively new 
approach of using sensor technology to capture real world social interactions avoids the inaccuracies (Anmol Madan, 2010) 
inherent in self-reported data. 
This study evaluates correlations between close friendship ties and duration of interactions measured via embedded sensing 
techniques at different periods of time while controlling for propinquity and similarity of personal attributes. This study uses 
time-resolved face-to-face interactions data of individuals from a real-world setting, captured using embedded sensing 
techniques, to predict close friendship ties. The data for this study consists of duration of interactions in four different periods, 
namely, weekday daytime, weekday night, weekend daytime and weekend night. The data for this study is from a multi-
faceted research that studied social evolution, effects of exposure on lifestyle and political opinions, (Anmol Madan, 2010) 
and recently, the effect of exposure on change in BMI (Body Mass Index) in face to face network.  
This multi-faceted research is a precursor to an ongoing study (Aharony, Pan, Ip, Khayal, & Pentland, 2011) that uses more 
advanced embedded sensing techniques to gather fine grained social data on a larger scale. As the collection of real life 
interaction data improves and becomes widespread, the complexity of data acquired will increase. There will be the need to 
infer relationship types from automatically captured interaction data. Here, we used network visualization, social network 
analysis and Multi-Regression Quadratic Assignment Procedure to predict and explain close friendship ties via interactions 
networks at different periods in time, spatial (floor of residence similarity) proximity and gender similarity. 
2. Background 
One of the very first studies that captured and analyzed face-to-face interactions in social networks using sensor 
technology was the study by Choudhury and Pentland (2004), where a device called the Sociometer was developed to define 
the structure of the network, and record when and if people were conversing. In, another study (Choudhury, Philipose, Wyatt, 
& Lester, 2006) turn-taking in face-to-face conversations was analyzed. The study reports that the influence of each 
participant in joint turn- m the network, are correlated.  
There are over five billion (BBC, 2010) mobile phones globally, and it is expected to exceed the global population in 2012 
(Perez, 2012), 
used in studies (Eagle & Pentland, 2006; A. Madan & Pentland, 2009; A. Pentland, Lazer, Brewer, & Heibeck, 2009) at MIT 
that used mobile phones as sensors to learn the structure of social networks. Another study (Gonzalez et al., 2008) showed 
that call detail records (CDR) can be used to characterize temporal and spatial behaviors in human mobility pattern. Examples 
of other studies that used mobile phones to map human interaction in a social network includes Mobiscopes for Human 
Spaces  by Abdelzaher et al. (2007) and the Darwin phone projects at Dartmouth (Avancha, Baxi, & Kotz, 2009; Miluzzo et 
al., 2010).  
Past studies (Eagle, Pentland, & Lazer, 2009; Anmol Madan, 2010), have suggested that different types of relationships are 
expressed in different periods in time. Hence, these periods in time can provide insight into the identification of the 
relationship types. Therefore, interaction properties at different periods in time can help identify close friendship ties. 
3. Methodology 
This section presents the social network analysis approach used in this paper to evaluate how duration of interactions and 
homophily explain close friendship ties. The approach consists of data collection, network/graph construction, visualization of 
the networks, description of the networks and logistic regression of reported networks on the interaction networks at the 
different periods in time. 
3.1. Data Collection 
The data for this paper is from a study performed in a real-world setting of an American university undergraduate 
dormitory in 2009. The experiment comprised of 42 participants composed of 50% males and 50% females. The study was 
approved by the Institutional Review Board (IRB) of the university and conducted under strict protocol guidelines.  
Participants in the study were given socially-aware mobile phones. The phones had proximity detecting software installed 
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Fig 1. An illustration showing the 
conversion of reported close friendship to 
un-directed graph of relations. 
with Bluetooth sensors or transceivers to detect other proximate phones in the study. The class 2 Bluetooth transceivers on the 
mobile phones have a realistic indoor sensing range of approximately 10 feet. Once a phone detects another phone in 
description of the data collection platform and the technologies used is available elsewhere (Anmol Madan, 2010). 
The information used for this study is a subset of data available online (Alex Pentland, Madan, Dong, & Reid, 2009), with 
residence (pseudonyms was used to represent the floors), race and school year, were part of the data collected. The 
participants lived on a floor of their choosing subject to the agreement of other floor residents in accordance to the residency 
policy of the dormitory. Participants also listed their close friends, who are also participants in the study. A close friend in this 
study refers to a person with whom an individual is comfortable discussing very personal issues/topics or from whom an 
individual seeks or gets emotional support. Non-close friendships are defined as individuals that you interact with that were 
not specifically labeled as close friends. The average degree of the interaction networks is approximately 33 and there are 42 
nodes. This implies that an average node connects to 80% of the nodes.  
3.2. Creating the Close friendship and Interaction Networks 
Reported Close friendship: The reported close friend data collected is a directed network of the 42 (nodes) participants in 
the study where participants i names participant j as a close friend. By design, participant can only name other study 
participants as close friends. It is however not usual in studies of networks that a participant i indicates a participant j as a 
close friend and participant j does not indicate participant i as a close friend. Relationships where only one of participants i 
and j names the other as a close friend (i.e. relationships that are not reciprocal) are not indicative of close friendship and were 
taken out of the network. The result of removing the unreciprocated relationships is a symmetric network where for every 
participant i that names participant j as a close friend; participant j also names participant i a close friend. These reciprocal 
connections in a fully symmetric network can approximate to an undirected network as illustrated in figure 1.  
 
 
 
Interaction Networks: The sensor measured or automatically captured interactions featured the entire interactions in the 
community studied. A key assumption is that interaction occurs whenever the socially aware phones are within their 
Bluetooth transceivers range even if the participants do not engage in any form of observable interactions. These interactions 
comprised close friends and non- d four networks for 
four time spaces, t, daytime (a period between 8a.m to 8p.m) and nights (a period between 8p.m to 8a.m) for weekday and 
weekends respectively. The interaction networks are such that if a participant i that spent some length of time interacting with 
participant j then participant j must also interact with participant i for the same duration. The duration (hours) of the 
interaction is weight of the connection between participants i and j. Hence, the interaction networks are inherently 
symmetrical and therefore can be taken as undirected weighted networks, where the weights are the duration of interaction.  
3.3. Analysis 
We graphed the reported close friendship and interaction networks using the Fruchterman-Reingold Algorithm 
(Fruchterman & Reingold, 1991) in the igraph (Csardi & Nepusz, 2006) library for R-2.14.2 (R Development Core Team, 
2012). We report our observations from the visual depictions of the networks and drew inferences. The shape of the 
nodes/vertices indicates 
the dorm. In our depiction of the interaction networks, we highlighted the sub-
interactions. To understand how participants divide their time across close friends and non-close friends, we introduced a 
network property that we referred to as the mean duration (hours) per dyad (MDD) in close friends, non-close friends and the 
community networks for each participant and we visualized the MDDs for close friends, non-close friends networks for the 
comparison. The mean duration per dyad (MDD) for each participant is defined as the weighted degree of the interaction 
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network divided by the un-weighted degree of the interaction network. The MDD is mean duration per dyad (hours per dyadic 
interaction) by each participant was calculated as follows. 
Let A be the adjacency matrix for a weighted network G, with n nodes, such that the elements Aij in A are the weights 
(duration) of the network and B is the un-weighted adjacency matrix for an equivalent of network G such that element Bij in B 
is one if a weight in G is greater than zero and zero, otherwise. There weighted degree wi (total hours spent interacting by each 
participant), can be written as (equation 1) 
 
  
1i j ij
nw A                      (1) 
 
 
The un-weighted degree ki, which equivalent to the total number of nodes connected to a node, can be written as in (equation 
2) 
 
1i ijj
nk B                   (2) 
 
 
The Mean duration per dyad, MDDi (equation 3), for participant i is therefore obtained by 
 
 
i           /i iMDD w k            (3) 
 
  
QAP Logistic Regression: The quadratic assignment procedure (QAP) is an approach for statistical significance testing 
using social network data. One assumption of parametric statistical techniques, which determine statistical significance by 
comparing observed values to appropriate theoretical distributions, is that the observations being analyzed are independent of 
one another. This assumption is not accurate and does not hold in social network analysis. QAP is a non-parametric technique, 
meaning it does not rely on assumptions of independence; it is also a general procedure that is frequently used for both 
correlation and multiple regression analysis. The QAP approach (Krackhardt, 1988) estimates regression model coefficients 
and then uses random permutations of the network data to generate a distribution of coefficient estimates from random 
networks with the same structure. The actual estimates are then compared with this generated distribution to test for 
significance. Improvements in this procedure have been made to ensure conservative estimation of standard errors across less-
than-ideally structured data (Dekker, Krackhardt & Snijders, 2007).  
The procedure for the improved QAP regression starts with a standard multiple regressions across corresponding elements 
of the dependent and independent matrices and the beta weights and R2 values are obtained. The rows and columns of the 
dependent matrix are randomly permutated a large number of times  in the case of this analysis, the matrix was permutated 
1000 times. After each permutation, a new regression is conducted. The beta weights and R2 values from each regression are 
stored to form a distribution against which the original beta weights and R2 values are compared. A t-statistic is calculated to 
provide an estimation of the probability that the original beta weights and R2 value were obtained by chance. The effects of 
other variables in the analysis, Z, are partialled out from X and the resulting residuals were entered into a regression of Y on 
 (Dekker et al., 2007) because Z enters the 
regression twice. The effect of any collinearity amongst the dependent variables is partialled out by performing a double 
regression (Dekker et al., 2007) first on the residuals and the independent variables and then on all the variables and residuals. 
 We developed a QAP model to predict likelihood of close friendship ties. Our QAP model includes reported close 
friendship network as the independent variable and network of interactions on weekday daytime, weekday nights, weekend 
daytime, weekend nights, and dyadic variables, (floor similarities, gender similarities and race similarities) respectively as 
independent variables. 
 
The QAP model is illustrated in equation 4. 
 
0 1 2 3 4 5 
6 7   i is the coefficient of regression.  
           (4) 
 
Weekday daytime, weekday night, weekend daytime, and weekend night are lengths of interactions. Same floor is a dyadic 
variable which is 1 if participant i and participant j both resides on the same floor and 0 otherwise, same gender is a dyadic 
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variable which is 1 if participant i and participant j are of the same gender and 0 otherwise and same race is a dyadic variable 
which is 1 if participant i and participant j are of the same race 
semi partialling QAP implementation in the sna  library (Butts, 2008, 2010) for R (R Development Core Team, 2012). 
4. Results 
This section presents the result of visualization and statistical analyses performed on the close friendship network and the 
other parameters. 
4.1. Reported Close Friendship and Interaction Networks 
The reported close friendship network is depicted in figure 2. The circles indicate female participants while the squares are 
the male participants with the colors representing the floor of residence. Nodes with the same color all live on the same floor. 
In close friendship network diagram, we observe clusters of close friends that live on the same floor. In the reported close 
friendship network, female participants appear to make up the largest percentage of isolates, that is nodes without any 
connections (female isolates = 4 and male isolates = 1). There are quite a number of mix gender (e.g. female-male or vice-
versa) and more male-male edges than female-female and female-male edges. 
 
 
Fig. 2. Graph of reported close friendships. The round nodes represent female participants while the square nodes represent male participants. The color of 
nodes represents the location of their domicile (i.e. floor location in the dormitory), therefore node with the same color are said to live at the same floor. 
Clusters of close friends living on the same floor can be seen in the network plots.  We observe that female participants tend to be at the edge of this network 
and have fewer close friends within the study community. 
The interaction networks for periods in time (weekday daytime, weekday nights, weekend daytime and weekend nights) are 
shown in figure 3. The cluster of close friends living on the same floor is also noticeable in network diagram of interactions at 
the different periods in time. The table 1 shows the average durations and average MDDs of the reported close friendship 
network and the interaction networks. The female participants appear to have more connections in the non-close friend 
interaction networks than they appear to have in close friend interaction networks, the sub-network highlighted in red in figure 
3. Participant are members of close friends and non-close friends interaction networks at the time periods depicted in figure 3. 
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Fig. 3. The graphs of the sensor measured social interaction networks. The social interactions between close friends are colored red (the red edges). The round 
nodes represent female participants while the square nodes represent male participants. The color of the nodes represents the location of their domicile (i.e. 
floor location), therefore nodes with the same color are said to live at the same floor. Clusters of interacting close friends living on the same floor can be seen 
in the network plots for different time periods with subtle edge differences. 
 
 Figure 4 suggests that participants spend more time interacting with a close friend than a non-close friend. However, 
participants interact with more non-close friends than close friends, but for shorter lengths of time. In this study these multiple 
interaction networks are close friends interaction network and non-  
 
 
Fig. 4. Bar plots of Mean duration per dyad mean duration of interactions (MDD) between peers in close and non-close friends interaction networks. The 
plots suggest that there are longer interactions at nights (weekdays and weekends) than daytime (weekdays and weekends). 
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Table 1. Average of the total time spent interacting by participants and average MDD (Mean duration per dyad for participants) in the sensor measured 
interaction networks. The hours per close friend (i.e. MDD in close friend networks) is obtained by dividing the number of close friends that a participant 
interacts with by the total number of hours that participant spent with close friends. The hours per non-close friend (i.e. MDD in non-close friend networks) is 
obtained by dividing the number of non-close friend that a participant interacts with by the total number of hours that participant spent with non-close friends. 
The same procedure was repeated for all people within the community that the participants interacted with. The average of the hour per person, (close friend/ 
non-close friend/everybody) across all the participants is presented here. The fourth column of the table below indicates that participants spend more time on 
average with close friends than non-close friends, even though there are more non-close friends. 
 Average Duration of Interactions Average MDD 
 
Weekday daytime 
All 656.39 15.05 
Close Friends 62.33 23.99 
Non close Friends 594.07 14.34 
 
Weekday nights 
All 1578.18 29.61 
Close Friends 363.25 62.98 
Non close Friends 1214.93 27.80 
 
Weekend daytime 
All 220.25 8.49 
Close Friends 99.31 16.72 
Non close Friends 120.94 8.01 
 
Weekend nights 
All 452.79 10.61 
Close Friends 214.89 26.90 
Non close Friends 237.90 15.05 
 
4.2. Results of QAP Logistic Regression 
Burris (2005) argues that when interpreting QAP regression results, the focus should be on the comparative magnitude of 
the coefficients, rather than on the overall model R2 or the level of statistical significance for each coefficient. In Table 2, we 
report the coefficients for each independent variable, their odd ratios and their significance level. Discussion will focus on the 
comparative magnitude of those coefficients which are significant at p < 0.1. The regression results suggest that living on the 
same floor in the residence significantly increases the likelihood of a close friendship tie and the interaction network on 
weekend night and that close friendship tie are correlated. 
Table 2. The results of the QAP Logistic Regression of reported close friendship on measured social interactions and similarities in residence and gender. 
Interactions at weekend nights and floor (in dorm) similarity are significant (p < 0.1). N = 861 
Parameters Estimates Odds Ratio (e  ) p-values 
Intercept -2.600  0.078 0.000 
Social Interactions    
Weekday Daytime 
Weekday Nights  
Weekend Daytime 
Weekend Nights 
0.004 
-0.006 
-0.008 
0.029 
1.004 
0.993 
0.991 
1.029 
0.710 
0.269 
0.692 
0.060 
Same    
Floor of Residence 
Gender 
1.882 
-0.335 
6.569 
0.715 
0.000 
0.168 
Race -0.113 0.893 0.717 
 
5. Discussion 
In this study, a close friend is defined as a person with whom an individual is comfortable discussing very personal 
issues/topics or from whom an individual seeks or gets emotional support. This study found that participants spend more time 
interacting with close friends than they do with non-close friends even though they have more non-close friends. The duration 
of close friend interactions is greater at night rather than during daytime, when participants maybe engaged in activities 
t the 
25 Rahman O. Oloritun et al. /  Procedia - Social and Behavioral Sciences  79 ( 2013 )  18 – 26 
time spaces, weekday daytime, weekday night, weekend daytime and weekend night. Reported close friendship network plot 
shows clusters of close friends living on the same floor. The close friend interaction networks plots also show clusters of close 
tions living on the same floor. 
When performing a QAP regression with the reported close friendship network as the dependent variable, the four (4) 
interaction networks at different periods in time (weekday daytime, weekday night, weekend daytime and weekend night), 
same floors in the residence (a dyadic variable which is 1 if participant i and participant j both resides on the same floor and 0 
otherwise), same gender (a dyadic variable which is 1 if participant i and participant j are of the same gender and 0 otherwise) 
and same race (a dyadic variable which is 1 if participant i and participant j are of the same race and 0 otherwise) as 
independent variables, we found the interaction network on weekend nights and floor (in dormitory) to be significant at p<0.1. 
The interaction network on 
weekend nights could be significant because close friends tend to interact more on weekend nights or more interactions on 
weekend night make participants become friends. 
The visualization of reported close friendship network shows most isolates are female participants (nodes), i.e. nodes with 
no connection, and the connected female participants are frequently found at the edges. In the interaction networks however 
all the node that is isolates in close friends interaction network are connected in non-close friends interactions. It could be that 
the close friends of these isolates are either outside the community understudy or they have no close friends. The network 
plots suggests floor of residence and gender may play some role in the explaining close friendship. 
The significant impact of living on the same floor in the dormitory on close friendship may be explained by propinquity. 
Propinquity has been suggested by psychologists to be one of the major factors in the formation of friendship (Festinger et al., 
1963; Thibaut & Kelly, 1956). Festinger et al. (1963) followed friendships in a small two-floor apartment building and found 
that neighbors were mostly likely to be friends. They also, found that people on separate floors are least likely to be friends 
and people who live near ground-floor staircases and mailboxes had friends on both floors. 
Despite propinquity explanation, the effect of living on the same floor on close friendship is confounding. Cluster of close 
friends on floors could be a result of participants who are close friends deciding to live together on the same floor or living on 
the same floor made the participants become close friends. 
However, the lack of a wide range in the ages of the study population limits the generality of the study although the study 
population includes subjects from different races that are with varying levels of income, and from different cultures. Another 
limitation of this study is the assumption that interaction occurs whenever the socially aware phones (devices used to capture 
the interaction data analyzed in this study) are within their Bluetooth transceivers range even if the participants do not engage 
in any form of observable interactions. It should be noted that the range of the sensor devices is generally visible to 
participants, i.e., participants will most of the time see the other participants if their sensors can connect. 
6. Conclusion 
This study suggests that close friendships can be explained via the duration (hours) of interactions, the period of 
interactions (e.g. weekday daytime, weekday night, weekend daytime and weekend night), floors similarities (residence) and 
gender similarities.  
This study highlighted the importance of social interactions measured using embedded sensing techniques in the real 
world, presenting a new avenue for understanding individual behavior and explanation of various social ties. These results 
paint a bright picture for future studies of social networks fueled by the latest advances in wireless communication and 
embedded sensing technologies. These technologies allow us to collect fine-grained data on a larger scale that would not have 
been possible earlier. Future directions include continued research into understanding and showing mathematically the factors 
that engender close friendship by applying these analyses and more on a larger dataset from an ongoing project (Aharony et 
al., 2011) 
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