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All 3-edge-connected relativistic BC and EPRL spin-networks are
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We prove statement conjectured in [1] that every 3-edge-connected SL(2,C) spin-network with
invariants of certain class is integrable. It means that the regularized evaluation (defined by a
suitable integral) of such a spin-network is finite. Our proof is quite general. It is valid for relativistic
spin-networks of Barrett and Crane as well as for spin-networks with the Engle-Pereira-Rovelli-
Livine intertwiners and for some generalization of both. The result interesting from the group
representation point of view opens also a possibility of defining vertex amplitudes for Spin-Foam
models based on non-simplicial decompositions.
I. INTRODUCTION
Let G be a compact group. A spin-network is an object associated with a given graph E. The
graph E consists of nodes (denoted by E0) and oriented links connecting them (denoted by E1).
With each link e of the graph we associate an irreducible, unitary representation of G and with each
node i an invariant in the tensor product of representations (and dual representations) associated
with links outgoing from i (respectively, links incoming to the node i). The evaluation of the
spin-network is the result of suitable contractions of the invariants. Explicitly, we contract two
indices of the given invariants if they correspond to two ends of a link (see [2] and also [3]).
In the case of SL(2,C), a non-compact group, one encounters several problems with this defini-
tion. First of all, invariants are necessarily unbounded objects (see Appendix A). Moreover, even
if we are able to define contraction for such objects, the result will be almost always infinite [4].
The method how to define the evaluation for certain class of such spin-networks was proposed in
[4]. In principle, the result is given by the integral over several copies of SL(2,C) (see Sec. II). We
will say that the spin-network is integrable if the corresponding integral is absolutely convergent
(integral of modulus of the function is finite).
It can be expected from representation-theoretic consideration that this does not work for spin-
networks that are not 3-edge-connected (definition 1). However, there is a conjecture (stated in
[1]) that the procedure works for all other graphs. Some partial results in this direction have been
obtained in [5]. In this paper we will prove the conjecture in full generality for spin-networks labelled
by the Barrett-Crane [4, 6] and the Engle-Pereira-Livine-Rovelli [7] (see also [8]) intertwiners.
However, our result is valid also for some natural generalization of both (see Eq. 1.1).
These invariants are of special importance because the evaluations of the corresponding spin-
networks are the vertex amplitudes in the Spin-Foam models [9, 10]. In the case of models based
on simplicial decompositions, the vertex graphs are 1 skeletons of the 4-simplices. In this case,
the finiteness of the evaluation has been proved in [1, 5, 11]. Whether these results extend to
more general decomposition has been unclear till now. Our result opens the possibility of defining
Lorentzian Spin-Foams in the general framework of cellular decompositions [9, 10]. Our proof
should be compared with methods of Feynman diagrams and also with [12], where problem of
convergent of a similar integral was solved by a method of suitable compactification of the domain
of integration.
Let us mention at the end that in the case of the BC model there are results concerning finiteness
of the whole state sum in the case of simplicial decomposition [5, 13]. We will not consider this
issue in the current paper.
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2A. The evaluation of the spin-network
Let us describe a method to regularize the evaluation proposed in [1, 4]. In the tensor product
Vk1,ρ1 ⊗ · · ·⊗Vkn,ρn of SL(2,C) irreducible, unitary representations Vki,ρi from the principal series
(see [14, 15]) we have a subspace
F(Vk1,ρ1 ⊗ · · · ⊗ Vkn,ρn) =
∑
{j1,...,jn}
Vk1,ρ1(j1)⊗ · · · ⊗ Vkn,ρn(jn),
where Vki,ρi(ji) is the SU(2) subspace of Vki,ρi of spin ji, and
∑
is algebraic direct sum. We
will denote by F such vectors in any tensor product of SL(2,C) irreducible representations of the
principal series.
If n ≥ 3 then the formula1
F(Vk1,ρ1 ⊗ · · · ⊗ Vkn,ρn) ∋ ι→
∫
SL(2,C)
dg Tk1,ρ1(g)⊗ · · · ⊗ Tkn,ρn(g)ι (1.1)
gives an invariant [4], defined by duality as a functional on F(Vk1,ρ1 ⊗ · · · ⊗ Vkn,ρn) (see Appendix
A). We can use ι to label invariants obtained in this way. Let us note, that this labelling is not
one-to-one. Moreover, one can restrict label ι to the space of SU(2) invariants. We will denote by
[ι] ∈ [F ] the class of equivalence of labels that give the same invariant as ι.
For a spin-network with the invariants from the set described above we can define the evaluation
by the method proposed in [1, 4].
1. Firstly, we consider the graph with links labelled by the representations of the principal series
(ke, ρe) and nodes labelled by elements of F in the tensor product of the representations
associated with the links meeting in the node (as described in the case of compact groups).
Notice that the dual representation is isomorphic to the original one, thus it is also in the
principal series. However, the isomorphism is not natural and that is why we would like to
avoid it in the definition.
2. For every node i ∈ E0 of the graph except one, from the label ιi ∈ F we form the invariant
using equation 1.1. In order to compute the evaluation we contract the invariants obtained
in this way with the ι0 in the chosen node (see Eq. 2.2 for an exact definition). It follows
from Fact 1 (see Sec. I B) that the procedure is independent of the choice of specific labels
for the given class in [F ] of the invariants.
3. The evaluation of the spin-network labelled by invariants is equal to the evaluation of a
spin-network labelled by any representants of these invariants from F .
The evaluation depends on the choice of the Haar measure. If we change the measure
dg → adg, a > 0 ,
then in order to obtain the same invariants we need to multiply labels ιi by a
−1. Thus, the
evaluation of the spin-network labelled by invariants also changes by factor a−1. The situation is
a bit less satisfactory than in the case of compact groups, where the choice of probabilistic Haar
measure fixes the evaluation completely.
B. Statement of the results
Let us remind definition.
Definition 1. Spin-network E is 3-edge-connected if for every division of its node set E0 into two
disjoint and nonempty sets E10 and E
2
0 , there exist at least three links connecting nodes of E
1
0 with
these of E20 .
1 Our normalization of the measure is given by Eq. 2.7 and 2.8.
3The goal of our paper is to prove the theorem stated as a conjecture in [1] in a bit more general
form:
Theorem 1. Every 3-edge-connected graph with labels of nodes from [F ] is integrable.
From the theorem one can deduce some special results:
The Barrett-Crane intertwiner ιBC ∈ InvV0,ρ1 ⊗ · · · ⊗ V0,ρn [4, 6] is associated with the ι ∈
F(V0,ρ1 ⊗ · · · ⊗ V0,ρn) of the form
ι = v0,ρ1 ⊗ · · · ⊗ v0,ρn ,
where v0,ρi in each representation V0,ρi denotes a unique up to phase SU(2) invariant normalized
vector. The relativistic BC spin-network is a spin-network whose links are labelled by representa-
tions (0, ρe) and nodes are labelled by ιBC .
Corollary 1. Every 3-edge-connected relativistic BC spin-network is integrable.
A similar situation occurs in the case of the EPRL models. The map of [7] (see also [8]) is a
map from the SU(2) invariants into SL(2,C) invariants for each node of the graph. The EPRL
intertwiner map
ιEPRL : InvVk1 ⊗ · · · ⊗ Vkn → Inv Vk1,ρ1 ⊗ · · · ⊗ Vkn,ρn
is the composition of the map into F
Vk1 ⊗ · · · ⊗ Vkn
φk1⊗···⊗φkn−−−−−−−−→ F(Vk1,ρ1 ⊗ · · · ⊗ Vkn,ρn) (1.2)
restricted to Inv Vk1 ⊗ · · · ⊗ Vkn with 1.12. The map φk : Vk → Vk,ρ is a unique (up to unitary
equivalence) embedding of the SU(2) representation Vk into Vk,ρ. The relativistic EPRL spin-
network is a spin-network whose links and nodes are labelled by representations (ke, ρe) from the
principal series and, respectively, by images of the EPRL maps. We have
Corollary 2. Every 3-edge-connected relativistic EPRL spin-network is integrable.
Let us also state
Fact 1. The evaluation of the 3-edge-connected graph E depends only on the classes of equivalence
[ιi], i ∈ E0 of the labels of the nodes of the graph.
We will prove it in Appendix A. This fact allows us to regard the evaluation as a procedure on
spin-networks labelled by SL(2,C) invariants described in Eq. 1.1.
II. TECHNICAL PRELUDE
In this section we derive Theorem 1 from technical Theorem 2. We will use the following notation
• E0 is the set of nodes of the graph labelled by elements of F . Nodes will be denoted by i, j, k,
• E1 is the set of oriented links of the graph. None of the links starts and ends in the same node
(if there is any we can freely erase it). Links are labelled by representations of the Lorentz
group (ke, ρe) from the principal series. For a link e we denote by ie , oe nodes connected by
the link. The link starts at oe and ends in ie.
We will also denote
τ =
1
2|E1| . (2.1)
2 In fact, additional restriction on the numbers ke, ρe is imposed (see [7]) and usually nodes are assumed to be
4-valent (but see [9]).
4We restrict ourselves to the case, when all labels are simple tensors. General case can be simply
inferred by linearity, because all elements in F are in fact finite linear combinations of such tensors.
Let ιi ∈ F(V κ1ke1 ,ρe1 ⊗ · · · ⊗ V
κn
ken ,ρen
) for i ∈ E0 be of the form
ιi = v
i,e1 ⊗ · · · ⊗ vi,en .
Vectors vi,el (associated with the node i and the link el having i as its endpoint) are in the SU(2)
subrepresentation of spin ji,el of V κlkel ,ρel
. The representation V κlkel ,ρel
is equal to Vkel ,ρel if the link
el is outgoing and to the dual (Vkel ,ρel )
∗ if the link is incoming to the node i.
The evaluation (in our normalization of the measure) is equal to the integral [8, 11]∫
SL(2,C)|E0|−1
∏
i∈E0\{0}
dgi
∏
e∈E1
(
vie,e, Tke,ρe(g
−1
ie
goe) v
oe,e
)
ke,ρe
, (2.2)
where ie and oe are the nodes connected by the link e and (·, ·)ke,ρe is a natural pairing between
(Vke,ρe)
∗ and Vke,ρe . We put g0 = I.
There exists an antilinear isomorphism Ake,ρe : (Vke,ρe)∗ ≈−→ Vke,ρe [8]. It satisfies
(v∗, v)ke,ρe = 〈Ake,ρe(v∗), v〉ke,ρe ∀v∗ ∈ (Vkel ,ρel )∗, v ∈ Vkel ,ρel ,
where 〈·, ·〉ke,ρe is the hermitian inner product. This map sends the subspace (Vke,ρe)∗(j) into
Vke,ρe(j) for all j ≥ ke. We can estimate
|(vie,e, Tke,ρe(g−1ie goe) voe,e)ke,ρe | = |〈Ake,ρe(vie,e), Tke,ρe(g−1ie goe) voe,e〉ke,ρe |
≤ |Ake,ρe(vie,e)|ke,ρe |voe,e|ke,ρe sup |〈ve, Tke,ρe(g−1ie goe) we〉ke,ρe |
(2.3)
where the supremum is taken over all ve ∈ Vke,ρe(jie,e), and we ∈ Vke,ρe(joe,e) such that |ve|ke,ρe =
|we|ke,ρe = 1.
The element g−1ie goe can be written as
g−1ie goe = u
[
er/2 0
0 e−r/2
]
v, (2.4)
where u and v belong to SU(2). The value of r > 0 is uniquely determined by this equation. In
fact, r can be computed from the equation
cosh r =
1
2
Tr g−1ie goe
(
g−1ie goe
)†
,
where the trace is in the SL(2,C) defining representation C2. Thus, in the estimation 2.3 we have
sup |〈ve, Tke,ρe(g−1ie goe) we〉ke,ρe | = sup
∣∣∣∣∣
〈
ve, Tke,ρe
([
er/2 0
0 e−r/2
])
we
〉
ke,ρe
∣∣∣∣∣ .
The last term can be estimated by
max
m=−je...je
∣∣∣∣∣
〈
vj
ie,e
m , Tke,ρe
([
er/2 0
0 e−r/2
])
vj
oe,e
m
〉
ke,ρe
∣∣∣∣∣
where vj
ie,e
m and v
joe,e
m are the bases of eigenvectors of Tke,ρe(Lz) (labelled by eigenvalues m) in
the SU(2) subspaces of Vke,ρe corresponding to j
ie,e and joe,e. We can restrict ourselves to these
matrix elements because Tke,ρe
([
er/2 0
0 e−r/2
])
is diagonal in these bases. We use notation
je = min j
ie,e, joe,e.
According to [14] (Eq. 3-32) we have〈
vj
ie,e
m , Tke,ρe
([
er/2 0
0 e−r/2
])
vj
oe,e
m
〉
ke,ρe
=
√
(2jie + 1)(2joe + 1)∫ 1
0
dt dj
ie,e
kem
(2t− 1)djoe,ekem
(
te−r − (1 − t)er
te−r + (1 − t)er
)
(te−r + (1 − t)er)iρe/2 1
te−r + (1− t)er ,
(2.5)
5where djkem is equal to the matrix element in the representation of SU(2) with spin j
djkem(cos θ) =
〈
vjke , Tj
[
cos θ2 sin
θ
2
− sin θ2 cos θ2
]
vjm
〉
.
We can estimate integral 2.5 by
Cm
∫ 1
0
dt
1
te−r + (1− t)er = Cm
r
sinh r
≤ D 1
(cosh r)1−τ
, (2.6)
where Cm (m = −je, . . . , je) and D (m independent) are constants. We should stress that D
depends on the choice of jie,e, joe,e and on |E1| but can be chosen ρe independent.
The measure on SL(2,C) can be decomposed into measure du on SU(2) and dµ on the space of
boosts (every element g ∈ SL(2,C) can be uniquely written as g = µu where u ∈ SU(2) and µ is
a boost)
dg = dudµ,
∫
SU(2)
du = 1 . (2.7)
Elements of the space of boosts can be identified with either the coset space SL(2,C)/SU(2) or
with 3 dimensional unit hyperboloid H+ (future part). Element of the hyperboloid is associated
with a unique boost that transform vector (1, 0, 0, 0) into it.
On the hyperboloid we have natural coordinates given by η = (η0, ~η) with a constraint η
2
0−~η2 = 1.
The measure is as follows
dµ = 2δ(η20 − ~η2 − 1)dη0 · · · dη3 =
1
η0
dη1dη2dη3 . (2.8)
The distance r between two points with coordinates η0, η1 can be computed from the equation
cosh r = η00η
1
0 − ~η0~η1 . (2.9)
Alternatively, one can take two elements of g0, g1 ∈ SL(2,C) whose classes in the coset space
correspond to points η0, η1, then r is defined by 2.4 for (g0)−1g1.
Now we can estimate (up to a constant factor depending on |E1| and on the labels of nodes) the
integral 2.2 by∫ ∏
i∈E0\{0}
duidµi
∏
e∈E1
(
1
cosh rieoe
)1−τ
=
∫ ∏
i∈E0\{0}
dµi
∏
e∈E1
(
1
cosh rieoe
)1−τ
,
where rieoe is the distance between nodes ie and oe on the unit hyperboloid. The integrated
function is ui independent and we could integrate out SU(2) factors.
Hence, it is enough to prove
Theorem 2. For every 3-edge-connected graph the integral∫
H
|E0|−1
+
∏
i∈E0\{0}
dµi
∏
e∈E1
(
1
cosh rieoe
)1−τ
, (2.10)
where rieoe is the distance on the hyperboloid between nodes ie and oe, is finite.
The proof of this theorem occupies Sec. III.
III. PROOF OF THE THEOREM 2
In this section we will prove the technical result, theorem 2, that is main ingredient of the proof
of Baez-Barrett conjecture.
Sketch of the proof: The main idea is to estimate the integral from Theorem 2 by a sequence of other
integrals introduced in III B (see Lemma 5). It is done by a division of the range of integration
into some smaller regions. The integral in each region is estimated separately. In order to do
that, we need to introduce some methods of estimations (see Sec. III A and III C). Finally, by an
inductive procedure we estimate the initial integral by a finite constant (see Lemma 6). Conditions
for Lemma 5 to hold (see also Lemma 6) are verified in Sec. III E. Here the 3-edge-connectedness
comes into play (see Lemma 9).
6A. Preliminaries
We will use the following abbreviations for f, g nonnegative functions or measures
• f ≈ g (equivalence) if there exists constant C > 0 such that 1C g ≤ f ≤ Cg for whole range
of variables.
• f  g (estimate) if there exists constant C > 0 such that f ≤ Cg for whole range of variables.
Suppose that we have positive functions f1 ≈ f2 and g1 ≈ g2 then
f1g1 ≈ f2g2, fα1 ≈ fα2 , for α ∈ R .
Similarly, for f1  f2 and g1  g2
f1g1  f2g2, fα1  fα2 , for α > 0 .
Remark: Later on we will use the following convention: By f({yl}l=0...n) we mean a function
depending on the set {yl}l=0...n of variables. If we write (for example)
g(z) = f({yl = 0}l 6=3, y3 = z),
then function g(z) is obtained by putting in f all yl = 0 except y3 = z.
We introduce new coordinates ǫ, ~ξ on the hyperboloid
• ǫ = 1η0 has range (0, 1]
• ~ξ = ~η|η| are coordinates on the two dimensional sphere (3-dimensional vector of norm 1),
|η| =
√
η21 + η
2
2 + η
2
3 .
We have the following expression for the measure
dµ =
√
1− ǫ2
ǫ3
dǫd2ξ ,
where d2ξ is the normal measure on the sphere.
Finally, the measure is estimated by
dµ  ǫ−3 dǫd2ξ (3.1)
Lemma 1. We have equivalence for the distance rij on the hyperboloid between two nodes i and j
(described by (ǫi, ~ξi) and (ǫj , ~ξj))
1
cosh rij
≈ ǫiǫj
ǫ2i + ǫ
2
j + θ
2
ij
, (3.2)
where θij is the distance on the sphere between points given by ~ξi, ~ξj.
Proof. We compute
1
cosh rij
=
ǫiǫj
1−
√
1− ǫ2i
√
1− ǫ2j(~ξi~ξj)
=
ǫiǫj
1−
√
1− ǫ2i
√
1− ǫ2j cos θij
,
where rij is the hyperbolic distance between points described by (ǫi, ~ξi) and (ǫj , ~ξj). The scalar
product between two vectors ~ξi, ~ξj is denoted by ~ξi~ξj = cos θij . The ratio
ǫiǫj
ǫ2i+ǫ
2
j+θ
2
ij
ǫiǫj
1−
√
1−ǫ2i
√
1−ǫ2j cos θij
=
1−√1− ǫ2i√1− ǫ2j cos θij
ǫ2i + ǫ
2
j + θ
2
ij
7can blow up (or go to zero) only for ǫi = ǫj = θij = 0. Due to the compact range of parameters
(we extend ǫ ∈ [0, 1]), in order to prove the lemma it is enough to show that there exists a limit
lim
(ǫi,ǫj ,θij)→(0,0,0)
1−
√
1− ǫ2i
√
1− ǫ2j cos θij
ǫ2i + ǫ
2
j + θ
2
ij
.
Let us introduce a distance r from the point (0, 0, 0), r =
√
ǫ2i + ǫ
2
j + θ
2
ij . We introduce
ǫi = rǫ˜i, ǫj = rǫ˜j , θij = rθ˜ij , ǫ˜
2
i + ǫ˜
2
j + θ˜
2
ij = 1.
In the limit r → 0 we have
lim
r→0
1−
√
1− r2ǫ˜2i
√
1− r2ǫ˜2j cos(r2θ˜ij)
r2(ǫ˜2i + ǫ˜
2
j + θ˜
2
ij)
= lim
r→0
1
2r
2(ǫ˜2i + ǫ˜
2
j + θ˜
2
ij) +O(r
4)
r2(ǫ˜20 + ǫ˜
2
1 + θ˜
2
01)
=
1
2
.
As a result we obtain (
1
cosh rij
)1−τ
≈
(
ǫiǫj
ǫ2i + ǫ
2
j + θ
2
ij
)1−τ
.
The integral, that we would like to estimate, is estimated () by an integral∫ ∏
i6=0
dǫi
ǫ3i
∏
i
d2ξi
∏
e∈E1
(
ǫieǫoe
ǫ2ie + ǫ
2
oe + θ
2
ieoe
)1−τ
, (3.3)
where θieoe is the distance on the sphere between the end points
~ξie and
~ξoe of the link e.
We need to fix ǫ0 = 1 and similarly we need to fix ~ξ0. Integration over the latter does not change
the value because the integral 3.3 is invariant with respect to the simultaneous rotation of all ~ξ.
So, the integration over ~ξ0 gives only the common factor of the area of the sphere (finite), and we
will perform it.
B. Integrals
We consider a set of sequences of pairwise different elements from the disjoint union of E0 \ {0}
(the set of nodes without node 0) and the set of links E1
(E0 \ {0})∐ E1,
such that if we consider the set of links belonging to the sequence then there is no loops i.e.
disregarding nodes, links form a tree (maybe disconnected). The set of such sequences we denote
by C. The length of a sequence I ∈ C is denoted by |I|. Elements of the sequence I that belong to
E0 we will call nodes. Elements belonging to E1 we call links. We denote by I + {i} (respectively
I + {e}) the sequence I with added node i (link e, respectively) at the end.
With every element I ∈ C we associate the graph GI constructed as follows: We take the initial
graph and merge every two nodes that are connected by a path of links from I. In the graph just
obtained we erase every link that starts and ends in the same node. Notice, that graph G∅ is in
fact the initial graph. We will denote by E0(GI) (and E1(GI)) the set of nodes (and respectively
the set of links) of the graph GI .
We can regard each node ı˜ ∈ E0(GI) as a set of nodes of the initial graph that are merged
into ı˜. Let sequence J be a prolongation of the sequence I. We will write ı˜ ⊂ ı˜′ for ı˜ ∈ E0(GI)
and ı˜′ ∈ E0(GJ ) if the relation of inclusion holds for the corresponding sets. Moreover, for every
ı˜ ∈ E0(GI) there is a unique node [˜ı] in GJ such that ı˜ ⊂ [˜ı]. For each ı˜ ∈ E0(GI) the number Nı˜ is
the number of nodes of the initial graph that are merged into ı˜.
8We will also write (˜ı, ˜) ∈ E1(GI) if ı˜ ∈ E0(GI) and ˜ ∈ E0(GI) are connected by a link in GI .
For any link f ∈ E1(GI) we denote by ı˜f and o˜f nodes of GI connected by f .
We associate with I a positive function fI(χ, {ǫi}i/∈I , {θı˜˜}ı˜,˜∈E0(GI), (ı˜,˜)∈E1(GI )). Notice that ǫi
are labelled by nodes of the initial graph, but θı˜˜ by unordered pairs of nodes of the graph GI . We
associate with I also an integral
II =
∫ ∏
i/∈I
dǫi
∏
ı˜∈E0(GI)
d2ξı˜ fI(χ = min
[{ǫi}i/∈I ∪ {θı˜eo˜e}e∈E1(GI)] , {ǫi}i/∈I , {θı˜˜}(ı˜,˜)∈E1(GI )) (3.4)
In the integral 0 ≤ θı˜˜ ≤ π is the distance on the sphere between points ~ξı˜ and ~ξ˜ and can be
computed by the equation cos θı˜˜ = ~ξı˜~ξ˜.
The function is defined inductively. We take as f∅ the function
∏
i∈E0
1
ǫ3i
∏
e∈E1
(
ǫieǫoe
ǫ2ie + ǫ
2
oe + θ
2
ieoe
)1−τ
This function does not depend on χ. Because the graph G∅ is the initial graph, we use ie, oe instead
of ı˜e, o˜e in the indices of θieoe .
Suppose we have constructed fI for the given I then
• for J = I + {k}, k being a node, we put
fJ(χ, {ǫi}i/∈J , {θı˜˜}(ı˜,˜)∈E1(GI)) = χfI(χ, {ǫi}i/∈I∪{k}, ǫk = χ, {θı˜˜}(ı˜,˜)∈E1(GI)) ,
• for J = I + {e}, with e ∈ E1,
fJ(χ, {ǫi}i/∈I , {θı˜′˜′}(ı˜′,˜′)∈E1(GJ )) = χ2fI(χ, {ǫi}i/∈I , {θı˜˜ = θ[ı˜][˜]}([ı˜],[˜])∈E1(GJ ), θı˜eo˜e = χ)
Notice, that the graph GJ is obtained from GI by merging nodes ı˜e and o˜e (and erasing
suitable links), so in the right-hand side function above we put as θı˜˜
θı˜˜ =
{
χ if {ı˜, ˜} = {ı˜e, o˜e}
θ[ı˜][˜] otherwise.
The integral 3.3 corresponds to the empty sequence and is equal to I∅.
C. Estimates
Let us define a class of functions Ψ.
Definition 2. Function f(~y) of the variables y0, . . . , yn > 0 belongs to the class Ψ if it is a product
of some powers (real) of yα, α = 0, . . . n and (real positive) powers of
1
y2α+y
2
β
+y2γ
, α, β, γ = 0 . . . n.
All the functions fI for I ∈ C belong to the class Ψ. This class has some useful properties.
Lemma 2. If f(~y) ∈ Ψ then there exists a unique λ ∈ R such that for every fixed values of
y1, y2, . . . , yn > 0 there exist a nonzero, finite limit
lim
y0→0
f(~y)
yλ0
.
Proof. It is enough to show that for every factor in f(~y) there exists such a unique constant. For
yκα this constant is κ (if α = 0) or 0 (if α 6= 0). For
(
1
y2α+y
2
β
+y2γ
)κ
it is −2κ (if α = β = γ = 0) or 0
(otherwise).
We will use it in the definition
9Definition 3. For f(~y) ∈ Ψ the value λ obtained in the lemma 2 will be denoted by
Valy0 f := λ .
Lemma 3. Let f(~y) ∈ Ψ and C > 0 then for every ~y such that y0 ≤ min{y1, . . . , yn} we have∫ Cy0
0
f(~z)dz0 ≈ f(~y)y0 , (3.5)
if Valy0(f(~y)y0) > 0. In the integration remaining variables y1, . . . , yn are fixed. We treat the result-
ing integral as a function of parameters ~y in the domain where the condition y0 ≤ min{y1, . . . , yn}
is satisfied (and in this sense we use ≈).
Proof. The function f can be written as
f(~z) = F (~z)zλ0 ,
where F (~z) has nonzero limit for z0 → 0 (all other parameters fixed) and λ = Valy0 f . We have
for 0 < z0 ≤ Cy0
1
z2α + z
2
β + z
2
γ
≈ 1
y2α + y
2
β + y
2
γ
(3.6)
on the domain of integration, if at least one of α, β or γ is not 0. Indeed, then
1
1 + C2
1
y2α + y
2
β + y
2
γ
≤ 1
z2α + z
2
β + z
2
γ
≤ 3(1 + C2) 1
y2α + y
2
β + y
2
γ
.
If all α, β, γ in the expression 1
z2α+z
2
β
+z2γ
are 0 then it will not appear in F (~z) (because it is a power
of z0). Similarly, zα ≈ yα for α 6= 0 (because then zα = yα). The integral is thus equivalent to∫ Cy0
0
f(~z)dz0 ≈
∫ Cy0
0
F (~y)zλ0 dz0 ≈ F (~y)yλ+10 = f(~y)y0
if Valy0(f(~y)y0) = λ+ 1 > 0.
Lemma 4. Suppose that we have f(~y) ∈ Ψ on some domain and the family of functions zα(~y)α=0...n
satisfying
∀αzα(~y) ≈ yα ,
then f(~y) ≈ f(~z(~y)) on the domain.
Proof. Let the constant of equivalence yα ≈ zα be denoted by Cα, then we have
1
C2α + C
2
β + C
2
γ
1
z2α + z
2
β + z
2
γ
≤ 1
y2α + y
2
β + y
2
γ
≤ C
2
α + C
2
β + C
2
γ
z2α + z
2
β + z
2
γ
.
Powers of yα can be treated similarly. Because relation ≈ is preserved by multiplication the lemma
follows.
D. Inequalities
For the given I ∈ C we denote by d(I)
d(I) := Valχ fI .
We have the following lemma
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Lemma 5. For a given sequence I ∈ C
II  1 +
∑
|J|=|I|+1
IJ . (3.7)
if d(J) > 0 for all J ∈ C such that |J | = |I|+ 1.
Remark: In fact, summation can be restricted to the one step prolongations of I. The integrals IJ
are positive numbers, maybe infinite. As usual, by  we mean inequality up to a constant finite
factor.
Proof. We divide the area of integration in II into regions (maybe overlaping), depending on what
is the smallest parameter from the set
{ǫi : i /∈ I} ∪ {θı˜˜ : ı˜, ˜ ∈ E0(GI), (˜ı, ˜) ∈ E1(GI)} (3.8)
In each region we estimate the integral by other methods.
There are three different sorts of cases
• the smallest parameter is ǫk for some k 6= 0,
• the smallest parameter is θı˜eo˜e for some e ∈ E1(GI).
• the smallest parameter is ǫ0,
In the first case we can write the integration over the region where ǫk ≤ χI+{k} = min{ǫi : i /∈
I, i 6= k} ∪ {θı˜˜ : ı˜, ˜ ∈ E0(GI), (˜ı, ˜) ∈ E1(GI)} as∫ ∏
i/∈I, i6=k
dǫi
∏
ı˜∈E0(GI )
d2ξı˜
∫ χI+{k}
0
dǫk fI(χ = ǫk, {ǫi}i/∈I∪{k}, ǫk, {θı˜˜}(ı˜,˜)∈E1(GI))
because in this region χ = ǫk. We have for χ
′ ≤ χI+{k}∫ χ′
0
dǫk fI(χ = ǫk,{ǫi}i/∈I∪{k}, ǫk, {θı˜˜}(ı˜,˜)∈E1(GI)) ≈
≈ χ′fI(χ = χ′, {ǫi}i/∈I∪{k}, ǫk = χ′, {θı˜˜}(ı˜,˜)∈E1(GI))
by lemma 3 if d(I + {k}) > 0. The resulting integral is equivalent as a function to fI+{k}. The
remaining integrations are as in II+{k} (notice that GI = GI+{k})∫ ∏
i/∈I∪{k}
dǫi
∏
ı˜∈E0(GI)
d2ξı˜ χI+{k}fI(χ = χI+{k}, {ǫi}i/∈I∪{k}, ǫk = χI+{k}, {θı˜˜}(ı˜,˜)∈E1(GI))
and so the integral on this region can be estimated () by II+{k} (in the formula above χI+{k} is
a function of the remaining variables).
In the second case, notice that e connects two nodes ı˜e and o˜e that are distinct in GI (we erased
all links starting and ending in the same node). We can regard e also as a link in the initial graph.
Notice then that I + {e} ∈ C because there are no loops of links in I + {e}. We introduce new
variables:
• ~ξee is the coordinates of the center of the link e, that will correspond to the coordinates of
the merged node. Explicitly, ~ξee =
~ξı˜e+
~ξo˜e
|~ξı˜e+
~ξo˜e |
regarded as a 3-dimensional vector normalized
to 1. It is well defined because θı˜eo˜e ≤ ǫ0 = 1, so ~ξı˜e + ~ξo˜e 6= 0.
• φ is the angle between the link and some chosen axis hitched in ~ξee . In every point on the
sphere we choose independently this axis. Notice that θedφ is continuous 1-form even if φ is
not continuous function.
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We perform a change of variables (by ee we denote merged node [˜ıe] = [o˜e] and θe = θı˜eo˜e)
{ǫi}i/∈I , {~ξı˜}ı˜∈E0(GI ), ı˜ 6∈{ı˜e,o˜e}, ~ξı˜e , ~ξo˜e →
→ {ǫi}i/∈I , {~ξı˜′}ı˜′∈E0(GI+{e}), ı˜′ 6=ee , ~ξee , θe, φ ,
where we change, in fact, only ~ξı˜e ,
~ξo˜e → ~ξee , θe, φ and put ~ξ[ı˜] = ~ξı˜ for ı˜ 6= ı˜e, o˜e. The measure
changes as follows
d2ξı˜ed
2ξo˜e  θedθedφd2ξee
In the new variables the integral on the region is estimated by∫ ∏
i/∈I
dǫi
∏
ı˜′∈E0(GI+{e})
d2ξı˜′
∫ 2π
0
dφ
∫ χ˜I+{e}
0
θedθe fI(χ = θe, {ǫi}i/∈I , {θı˜˜}(ı˜,˜)∈E1(GI)) ,
where χ˜I+{e} = min{ǫi : i /∈ I}∪{θı˜f o˜f : f ∈ E1(GI), {ı˜f , o˜f} 6= {ı˜e, o˜e}}. For each node k˜ ∈ E1(GI)
different from ı˜e, o˜e we have in this region
θk˜ı˜e ≈ θk˜ee θk˜o˜e ≈ θk˜ee ,
where θk˜ee is the distance on the sphere to new merged node ee. Indeed, we have
θk˜ee ≤ θk˜ı˜e + θı˜eee = θk˜ı˜e +
1
2
θe ≤ 3
2
θk˜ı˜e ,
1
2
θk˜ı˜e ≤ θk˜ı˜e −
1
2
θe ≤ θk˜ee
and similarly for θk˜o˜e because θe is the smallest parameter among θı˜f o˜f , f ∈ E1(GI). A constant
of equivalence (≈) is equal to 2. We obtain from lemma 4 that
fI(χ, {ǫi}i/∈I , {θı˜˜}(ı˜,˜)∈E1(GI )) ≈ fI(χ, {ǫi}i/∈I , {θı˜˜ = θ[ı˜][˜]}([ı˜],[˜])∈E1(GI+{e}), θı˜eo˜e)
In the righthand side function above we put θ[ı˜][˜] in place of θı˜˜ if ı˜, ˜ are not merged ([˜ı] 6= [˜]).
Otherwise ({ı˜, ˜} = {ı˜e, o˜e}) we put θı˜eo˜e . We can estimate () the integral over the region by∫ ∏
i/∈I
dǫi
∏
ı˜′∈E0(GI+{e})
d2ξı˜′
∫ 2π
0
dφ
∫ χ˜I+{e}
0
θedθe
fI(χ = θe, {ǫi}i/∈I , {θı˜˜ = θ[ı˜][˜]}([ı˜],[˜])∈E1(GI+{e}), θı˜eo˜e = θe)
We integrate this function first over variables θe and φ. Integration is performed over the region
where θe is the smallest parameter ( θe ≤ min{ǫi : i /∈ I}∪{θı˜f o˜f : f ∈ E1(GI), {ı˜f , o˜f} 6= {ı˜e, o˜e}}).
In the new variables {ǫk}k/∈I ∪ {~ξ[ı˜]}[ı˜]∈E0(GI+{e}) it is only condition on the range of θe. However,
it is difficult to express the function χ˜I+{e} in terms of these variables. Nevertheless, we have
χ˜I+{e} ≤ 2min{ǫi : i /∈ I} ∪ {θı˜′˜′ : (˜ı′, ˜′) ∈ E1(GI+{e})} = 2χI+{e} ,
where we introduced χI+{e} = min{ǫi : i /∈ I} ∪ {θı˜′˜′ : (˜ı′, ˜′) ∈ E1(GI+{e})}. If we spread the
integration of θe over the region up to 2χI+{e} then the resulting integral will grow (we integrate
a positive function). Thus, we can estimate () the previous integral by∫ ∏
i/∈I
dǫi
∏
ı˜′∈E0(GI+{e})
d2ξı˜′
∫ 2π
0
dφ
∫ 2χI+{e}
0
θedθe
fI(χ = θe, {ǫi}i/∈I , {θı˜˜ = θ[ı˜][˜]}([ı˜],[˜])∈E1(GI+{e}), θı˜eo˜e = θe)
We perform the integration over φ and θe then for χ
′ ≤ χI+{e}∫ 2π
0
dφ︸ ︷︷ ︸
2π
∫ 2χ′
0
θedθe fI(χ = θe,{ǫi}i/∈I , {θı˜˜ = θ[ı˜][˜]}([ı˜],[˜])∈E1(GI+{e}), θı˜eo˜e = θe) ≈
≈ (χ′)2fI(χ = χ′, {ǫi}i/∈I , {θı˜˜ = θ[ı˜][˜]}([ı˜],[˜])∈E1(GI+{e}), θı˜eo˜e = χ′).
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As before we put θı˜˜ = θ[ı˜][˜] if {ı˜, ˜} 6= {ı˜e, o˜e}. One can perform first integration because the
function is φ independent. We applied lemma 3 under condition that d(I+{e}) > 0. The resulting
function is equivalent to fI+{e}. The remaining integrations are as in II+{e} (~ξee corresponds to
the new merged node [˜ıe] = [o˜e] of GI+{e})∫ ∏
i/∈I
dǫi
∏
ı˜′∈E0(GI+{e})
d2ξı˜′ χ
2
I+{e}fI(χ = χI+{e}, {ǫi}i/∈I ,
{θı˜˜ = θ[ı˜][˜]}([ı˜],[˜])∈E1(GI+{e}), θı˜eo˜e = χI+{e})
So we obtain an estimate () by the integral II+{e} on this region.
In the last case, integrations are performed over the region where parameters in the function are
separated from 0 (are bigger then ǫ0 = 1). In this case we integrate a bounded function on the
bounded region, so we can estimate this integral by a constant.
The integral II is estimated () by the sum of the integrals over the regions, so by the sum of
IJ for all J being one step prolongations of I and a constant.
We have
Lemma 6. Integral 3.3 is convergent if
∀I∈C,I 6=∅ d(I) > 0 . (3.9)
Proof. We prove it by induction. Let κ = max{|I| : I ∈ C} = 2(|E0| − 1). According to lemma 5
every II for |I| = κ is estimated by a constant, so is finite (in fact, this is an integral of constant
over the sphere). Suppose we have proved finiteness for all I ∈ C with |I| = k, then for every
J ∈ C, |J | = k − 1 we have by lemma 5
IJ  1 +
∑
|I|=k
II ,
but the righthand side is finite. By induction we prove that I∅ is finite.
E. Graphs
In this subsection we will prove that d(I) > 0 for the given sequence ∅ 6= I ∈ C.
Definition 4. The function f˜I(χ, {ǫi}i/∈I , {θı˜˜}(ı˜,˜)∈E1(GI)) is defined as follows
f˜I(χ, {ǫi}i/∈I , {θı˜˜}(ı˜,˜)∈E1(GI))
= f∅
(
χ,{ǫi}i/∈I , {ǫi = χ}i∈I , {θij = θ[i][j]}([i],[j])∈E1(GI ), {θij = χ}[i]=[j] in E0(GI)
)
.
(3.10)
Explicitly, in function f∅ we put
• χ in place of every ǫi for node i ∈ I,
• χ in place of every θij for nodes i and j in the same ı˜ ∈ E0(GI) ([i] = [j]),
• θ[i][j] in place of θij ([i] and [j] are the nodes of GI that contain i and j respectively) if [i] 6= [j].
In fact, we have fI = χ
some powerf˜I . Essential part of this property is proved in the following
lemma.
Lemma 7. The value d(I) = Valχ fI for I ∈ C is equal to
d(I) = Valχ f˜I + V +
∑
ı˜∈E0(GI)
2(Nı˜ − 1) ,
where V is the number of nodes belonging to I and Nı˜ is the number of nodes in ı˜ ∈ E0(GI).
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Proof. In order to obtain fI we need to put χ in function f∅ as it is done in f˜I , but also multiply
the function by suitable power of χ. We prove by induction on the sequences that this additional
power factor is χ
V+
∑
ı˜∈E0(GI )
2(Nı˜−1), then d(I) = Valχ fI = Valχ f˜I + V +
∑
ı˜∈E0(GI)
2(Nı˜ − 1).
If we add a node to I then the additional factor is multiplied by χ, but also V +
∑
ı˜∈E0(GI)
2(Nı˜−1)
increases by 1 (V increases by 1).
If we add a link (say e) to I then this factor increases by χ2, but we merge two nodes ı˜e and o˜e
of GI . The merged node is ee = [˜ıe] = [o˜e] and we have Nee = Nı˜e +No˜e , so
2(Nee − 1) = 2(Nı˜e − 1) + 2(No˜e − 1) + 2.
We obtain
V +
∑
ı˜′∈E0(GI+{e})
2(Nı˜′ − 1) = V +
∑
ı˜∈E0(GI )
2(Nı˜ − 1) + 2 .
To finish the inductive procedure we need to check that the formula is valid for the empty sequence
I = ∅, but in this case V +∑ı˜∈E0(GI ) 2(Nı˜ − 1) = 0.
We draw the initial graph with coloured nodes that belong to I and colouring links that connect
two coloured nodes that belong to the same ˜ ∈ E0(GI). Coloured nodes and coloured links form
the coloured graph. It is associated with the sequence I.
Lemma 8. The value Val f˜I can be computed as the sum∑
i∈E0
d(I)i +
∑
e∈E1
d(I)e , (3.11)
where d(I)i is equal
• −3 for coloured node i,
• 0 for uncoloured node i,
and d(I)e is equal
• 0 for coloured link e,
• 0 for uncoloured link e that connects two uncoloured nodes,
• 1− τ for uncoloured link e connecting one coloured node with uncoloured one,
• 2(1− τ) for uncoloured link e that connects two coloured nodes.
Proof. The value Valχ f˜I is the sum of Valχ for factors of f˜I .
For every node i ∈ E0 we have factor ǫ−3i (if i /∈ I and then Valχ = 0) or χ−3 (if i ∈ I then
ǫi = χ and Valχ = −3). This agrees with the lemma.
For each link we have a factor
(
ǫie ǫoe
ǫ2ie+ǫ
2
oe
+θ2ieoe
)1−τ
(with suitable substitutions by χ). Let us
divide the factor coming from the link into two pieces 1
(ǫ2ie+ǫ
2
oe
+θ2ieoe )
1−τ and ǫ
1−τ
ie
ǫ1−τoe . For the first
piece, there are two options:
• if nodes ie, oe are coloured and [ie] = [oe] (link is coloured) then it gives Valχ = −2(1− τ),
• otherwise (link is uncoloured) it gives an input of Valχ = 0.
The input of factor ǫ1−τie ǫ
1−τ
oe is proportional to the number of coloured nodes among ie, oe and is
Valχ = 0 (if neither of the two is coloured), Valχ = 1− τ (if only one is coloured), Valχ = 2(1− τ)
(if both are coloured). This agrees with inputs stated in the lemma (if link is coloured then it
contributes −2(1− τ) + 2(1− τ) = 0, otherwise only input of ǫ1−τie ǫ1−τoe counts).
14
Now we associate with each connected component Cµ of the coloured graph a number d(Cµ) in
such a way that
d(I) ≥
∑
µ
d(Cµ) ,
where we sum over all connected components of the coloured graph. We will label components by
C with subscript µ, ν, . . .. At the end we will prove that for each connected component d(Cµ) is
positive.
Lemma 9. Let for each connected component Cµ of the coloured graph
d(Cµ) = −2 + Eµ(1− τ), (3.12)
where Eµ is the number of uncoloured links that join the connected component Cµ with the rest of
the initial graph. Then
d(I) ≥
∑
µ
d(Cµ) , (3.13)
where we sum over all connected components of the coloured graph.
Proof. According to lemma 7 we have d(I) = Valχ f˜I + V +
∑
ı˜∈E1(GI)
2(Nı˜ − 1).
For a given ı˜ ∈ E0(GI), the set of coloured nodes that belong to ı˜ together with all links
connecting them (if nonempty) form a connected component of the coloured graph. This is the
unique connected component Cµ in ı˜ (E0(Cµ) ⊂ ı˜). In the set ı˜ there might be other nodes that
do not belong to the coloured graph. Thus, for the node ı˜ ∈ E0(GI) holds
2(Nµ − 1) ≤ 2(Nı˜ − 1),
where Nµ is the number of nodes of the initial graph in connected component µ and Nı˜ is the
number of nodes in ı˜. If we sum over all nodes ı˜ ∈ E0(GI)∑
µ
2(Nµ − 1) ≤
∑
ı˜∈E0(GI)
2(Nı˜ − 1)
then the summation on the left-hand side is performed over all connected components of the
coloured graph.
Let us compute Valχ f˜I (see lemma 8). All nodes contribute
∑
i∈E0
d(I)i = −3V , where V is
the number of coloured nodes. The contribution of links is as follows. For uncoloured link there
are three possibilities
• it connects two different connected components (say nodes i ∈ Cµ and j ∈ Cν) and then
provides Valχ = 2(1− τ) (and is counted twice: in Eµ and Eν),
• it connects a connected component (say node i ∈ Cµ) with an uncoloured node and then
provides Valχ = 1− τ (and is counted once: in Eµ),
• it connects two uncoloured nodes and then provides Valχ = 0 and is not counted in any Eµ.
For every coloured link Valχ = 0 and these links are not counted in any Eµ. So we see, that Valχ
contributed by all links is equal to ∑
e∈E1
d(I)e =
∑
µ
Eµ(1− τ) .
According to lemma 7 we have
d(I) = Valχ f˜I + V +
∑
ı˜∈E0(GI)
2(Nı˜ − 1) ≥ −3V +
∑
µ
Eµ(1− τ) + V +
∑
µ
2(Nµ − 1), (3.14)
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where we sum over all connected components µ of the coloured graph. But we have V =
∑
µNµ,
so
−3V + V +
∑
µ
2(Nµ − 1) =
∑
µ
(−3Nµ +Nµ + 2Nµ − 2) =
∑
µ
(−2) .
Substituting this expression to the equation 3.14 we obtain
d(I) ≥
∑
µ
(−2 + Eµ(1 − τ)) .
We note that the coloured graph is not the whole graph (node 0 does not belong to it).
Suppose first that it is also a non-empty graph. From the property of 3-edge-connectedness
(applied to each connected component Cµ separately) we see that Eµ ≥ 3. Because Eµτ ≤ 12 (due
to the equation 2.1) we have
−2 + Eµ − Eµτ > 0 .
Application of lemma 9 gives d(I) > 0 in this case.
If the coloured graph is empty then it means that I consists only of links. We see that Valχ f˜I = 0
and V = 0 (the number of nodes in I). There exists at least one set ı˜ ∈ E0(GI) with number of
elements Nı˜ > 1 (because I is a nonempty sequence), so d(I) > 0.
Theorem 2 follows now from lemma 6.
IV. CONCLUSIONS AND OUTLOOK
We have proved that all 3-edge-connected spin-networks with the BC or EPRL intertwiners are
integrable (corollaries 1 and 2). By the Barrett-Crane procedure [1, 4] one can associate with them
a finite evaluation. This allows a definition of the vertex amplitude in the EPRL and BC models
for non-simplicial decompositions. Our proof is valid for a larger class of spin-networks with nodes
labelled by elements of [F ].
Some drawbacks of our proof should also be stressed. In this form it gives very weak estimates
on the behaviour of the evaluation with respect to the representations. Namely, as a function of
ρe1 , . . . , ρen in the BC case we have proved only that it is bounded. This is much weaker than
estimates obtained in [5, 13] for special graphs.
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Appendix A: Facts about the invariants
There is no normalizable invariant vector in the tensor product of nontrivial, irreducible, unitary
representations V1⊗· · ·⊗Vn. In fact such a vector would occur in the direct integral decomposition
into irreducible representations as an atom in the measure. However, this decomposition [15]
consists only (up to measure zero) of representations from the principal and complementary series,
where the trivial representation is not present.
In contrast, we will prove that for every ι ∈ F(Vk1,ρ1 ⊗ · · · ⊗ Vkn,ρn) (n ≥ 3) the invariant 1.1∫
SL(2,C)
dg Tk1,ρ1(g)⊗ · · · ⊗ Tkn,ρn(g)ι
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is defined by duality as a functional on F . This means that the integral∫
SL(2,C)
dg (ι′, Tk1,ρ1(g)⊗ · · · ⊗ Tkn,ρn(g)ι) (A1)
is convergent for every ι′ ∈ F
(
V ∗k1,ρ1 ⊗ · · · ⊗ V ∗kn,ρn
)
. This expression is the evaluation of the spin-
network consisting of two nodes (labelled by ι and ι′) and n links (labelled by (ki, ρi), i = 1, . . . , n)
connecting them. According to theorem 1 (see also [1]) it is finite if n ≥ 3.
Now, we prove Fact 1. To do this it is enough to check that the evaluation is equal zero for
a 3-edge-connected spin-network with the label of node 1 equivalent to 0 (that is [ι1] = [0]) and
the remaining labels {ιi}i=0,2,...,|E0| being simple tensors. General case follows then by linearity.
In order to compute the evaluation, we fix 0 as the node that we are not integrating over. The
evaluation does not depend on this choice [1]. We perform first the integration over g1. The
integral is absolutely convergent, so the result does not depend on the order of integration. We
obtain 0 because in the integral we have factor equal to A1 with ι = ι1 (notice that we can reverse
orientation of the edges using isomorphisms Vke,ρe ≈ (Vke,ρe)∗).
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