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1. Introduction. A statistical model that represents a large collection of discrete random variables imposes severe computational complexity unless some notion of independence is introduced that decreases the dimensionality of the model. Graphical models address this problem. A graphical model represents a collection of random variables by a graph; each node in the graph represents a random variable, and the lack of an edge between two nodes represents a conditional independence assertion. Such models have been extensively studied in the fields of statistics (e.g., [17, 34, 18, 15, 31, 6 , 25]), artificial intelligence and computer science (e.g., [20, 21, 10 , 23]), operations research (e.g., [28, 29] ) and philosophy (e.g., [32] ). For an introduction to graphical models, see [22, 35] and references therein.
Graphical models are based on directed acyclic graphs, undirected graphs or a combination thereof. A class of graphical models that is based on directed acyclic graphs, called Bayesian networks, is the most suitable among current graphical models to be constructed from expert knowledge rather than from sampling data. Each node i in a Bayesian network represents a random variable si and the joint distribution satisfies p(si, .isn) = Jlp(silsil,--sik),
where il, ik are nodes from which a directed edge is drawn into node i. These nodes are called the parents of i. A simple example of a Bayesian network is the well-known Markov chain over {sill < i < n}, which represents the distribution p(sl,..., sn) = Hip(siIsi l). Because the joint distribution is composed of local conditional probability tables between closely related variables, these tables can often be assessed directly from experts. Consequently Bayesian networks have become the dominant model in artificial intelligence for representing knowledge needed for reasoning tasks that require the explicit representation of uncertainty.
In recent years, researchers have realized that, although Bayesian networks can be constructed directly from expert knowledge (often using advanced computerized elicitation techniques [11] ), it is advantageous to use data to update both the parameters and structure of a graphical model. The latter problem has been addressed by several researchers who have investigated Bayesian methods for model averaging and selection when the models are Bayesian networks [2, 4, 12, 30] . Such a task is often referred to as learning. These approaches all have the same basic components: a scoring rule and a search procedure. The scoring rule takes data and a network structure and returns a score reflecting the goodness-of-fit of the data to the structure. A search procedure generates networks for evaluation by the scoring rule. These approaches use the two components to identify a network structure or set of structures that can be used, for example, to predict future observations.
Suppose we have a set of discrete random variables {si, S. n = U, and a data set D = (Cl,... ,Cm} where each case Ci is an instance of some or of all the variables in U. Let B be a Bayesian network structure (a directed acyclic graph) and Bh stand for the hypothesis corresponding to B (see Section 3). An important quantity for both model averaging and model selection is the posterior probability of B h given D, p(Bh I D) = cp(B h)p(DIB h), where c is a normalizing factor.
To compute p(DIB h) in closed form, researchers have made several assumptions. One, the prior probability of each structure is positive-that is, p(Bh) > 0 for every B. Two, for each network structure, the parameters associated with each node are mutually independent (global parameter independence [31] ), and the parameters associated with a node and each instance of its parents are mutually independent (local parameter independence [31] ). Three, if a node has the same parents in two distinct networks structures, then the prior distribution of the parameters associated with this node are identical for both structures (parameter modularity [12] ). Four, each case is complete-namely, each case is an instance of all the variables represented by the network. Five, the prior distribution of the parameters associated with each node and each instance of its parents is Dirichlet. The last two assumptions are made so as to create a conjugate sampling situation. Namely, after data is seen, the distributions of the parameters stay in the same family-the Dirichlet family.
The contribution of this article is a characterization of the Dirichlet distribution based on local and global parameter independence, and on the assumption that the prior distributions of all the parameters are strictly positive pdfs. In Section 3, we explore the circumstances under which our characterization implies that the distribution of the parameters associated with each node in a Bayesian network must be Dirichlet, in which case the fifth assumption for learning is redundant. The assumption of parameter modularity, which is further discussed in Section 3, plays a key role in learning Bayesian networks, but is not needed for the characterization theorem. Consequently, the characterization can be described more easily without reference to graphical models as follows.
Suppose s and t are two discrete random variables having finite domains, {si1} 1 and {tj3J17 1, respectively. We wish to infer an unrestricted joint probability p(s, t) from a sample of pairs of values (si, tj) of s and t. A Bayesian approach to this statistical inference problem is to associate with p(si, tj) a (multinomial) parameter Oij, assign {0ij1I < i < k 1 < j < n} a prior joint pdf and compute the posterior joint pdf of {0ij) given the observed set of pairs of values. There are two alternatives to this approach that can be described as follows.
Let 0,.= EJ= 1 0zj stand for the parameter associated with p(s = si), and let Oji = ij/Ej Oij stand for the parameter asociated with p(t = tjls = si). Furthermore, let Qj.= (0i.}V--and Oj]i = {0j1li}j"=11 We assume that (0i., kill,. , ijk are mutually independent and that each has a prior pdf. According to Bayesian practice, we compute the joint posterior appropriately -that is, we update the pdf for QI. according to the counts of s = si in the observed pairs, and update the pdf of 0J i according to the counts of t = tj in all pairs in which s = si. In a symmetric fashion, let 0.3 = 1 j7 0i/I
0I
O. j = {0}jn=-ll and 0 jj = {0)Jil)k. We assume that {0. J, 0Il1,., oI0n} are mutually independent, and that each set of parameters has a prior pdf. We compute the posterior pdf for 0.,, according to the counts of t = t3, and the posterior pdf of 0ilj according to the counts of s = si in all pairs in which t = tJ.
To make these techniques operational, one must choose a specific prior pdf for the multinomial parameters. The standard choice of a pdf for {0i3}-typically made for practical reasons-is a Dirichlet distribution. When such a choice is made, it can be shown that (01., Ojll,..., OJIk} are mutually independent and each parameter set has a prior Dirichlet pdf, and (similarly) that {(0. , O III,.., 0In are mutually independent and each parameter set has a prior Dirichlet pdf.
The result proved in this article is that under these independence assumptions and the assumption that each parameter set has a strictly positive pff, a prior Dirichlet pdf for {0ij} is the only possible choice. We conjecture that the assumption of strict positivity can be dropped without affecting the conclusion. In Section 2, we discuss our proof technique, which uses the tool of functional equations. We also review briefly the applicability of this technique to other characterization problems in statistics. In Section 3, we discuss an extension of our characterization from two-way tables to n-way tables, as well as the implications of our characterization for learning Bayesian networks. Further extensions are described in Section 4. An analo-gous result that characterizes the normal-Wishart distribution is outlined in [9] . [361) .
We use the following conventions. Suppose {ij}, 1 ? i < k, 1 ? j ? n, is a set of positive random variables that sum to 1. Let Oi., O j, 01 0 j o0li ilij Oi and Ojlj be defined as in the introduction. Consequently, Oi.0j1j = 010u for every i and j. Let fu be the joint pdf of {Qij}, f1 be the pdf of OI., and f,ji be the pdf of OjQi. Similarly, let f, be the pdf of0. j, and fi be the pdf of %l. where Ok. = 1 -EA Oij, A = (i, j)I1 < i, j < n, i + k or j 0 n}, c is the normalization constant and aii are positive constants. We observe that fu and fiJ are related through a change of variables. Because both {i .}i.k and {0jil7jn=1 are defined in terms of {Qij), and because 6iJ = 06. 1i, there exists a one-to-one and onto correspondence between {0ij) and {0i.} u {10ji}. The Jacobian Jk, n of this transformation is given by (see [12] ).
The following lemma provides a known property of the Dirichlet distribution. A slightly different version is stated in [6] The main claim of this article is that, under the assumption of a strictly positive pdf for (Oij, the converse holds as well. More specifically, we prove the following theorem (the proof is given in the Appendix). .., 0.jIk) are mutually independent and {0. J, OwIl,, oIln are mutually independent, then fu({0Sj}) is Dirichlet.
Recall that fu can be written both in terms of fiJ and in terms of fj1 by a change of variables and using the Jacobian given by (3). Because both representations must be equal, and using the independence assumptions made by Theorem 2 to factor f1j and f,j, we get the equality,
This equality, which is a functional equation, summarizes the independence assumptions stated in Theorem 2.
Methods for solving functional equations such as 4, that is, finding all functions that satisfy them under different regularity assumptions, are discussed in [1] . We use the following technique. First, we argue that any positive solution to (4) must be differentiable in any order ( [1] , Section 4.2.2, "Deduction of differentiability from integrability"). Then we take repeated derivatives of (4) and obtain a differential equation, the solution of which after appropriate specialization is the general solution of (4) ([1], Section 4.2, "Reduction to differential equations").
For example, to demonstrate that the only differentiable functions that satisfy f(x + y) = f(x) + f(y) are linear, one can take a derivative wrt (with respect to) x and obtain f'(x + y) = f'(x). Because the latter equality holds for all y, it follows that f'(t) is constant and thus f(t) is linear in t [1] . This functional equation is one of Cauchy's fundamental equations and it establishes the memoryless property that characterizes the exponential distribution (e.g., [ 19] ). In (4), there are several functions and several free variables, the number of which depends on n and k. For example, when n = k = 2 and by renaming of variable and function names, (4) can be written as follows:
and where y, z and w replace 0.ji= 1 j=, 0i=1j=-2, respectively. The solution of this equation is given in the Appendix. Jarai [13] has extensively investigated the following type of functional equations:
where f, fo,..., fg are known functions satisfying some regularity conditions and all variable and function values may be vectors. Our functional equation, as well as many other functional equations, can be written in this form. Jarai showed that every measurable solution of this equation must be continuous (Theorem 3.3 in [ 131) . Because (4) can be written in this form and does satisfy the needed regularity conditions, we may conclude that any pdf that solves it must be continuous (because a pdf is Lebesgue integrable and thus measurable).
Jfirai has also dealt with functional equations of the type n (7) f(t) = E h1(t, y, fi(g1(t, y))),
where f and fi are the unknown functions. Note that this equation is a special case of (6) . For this type of equation, Jarai proved, under regularity conditions on the known functions gi and hi (which hold in our case), that any continuous solution must be indefinitely differentiable (Theorems 5.2,7.2 in [131) . Actually some stronger results of this sort are proved in [13] . Thus, for example, the above theorems imply that any measurable solution of f(x + y) = f(x) + f(y) must have a first derivative and so we are allowed to take a derivative of this equation; therefore, all measurable solutions are linear.
In solving (4), we can use the first part of Jarai's contribution and obtain continuity. To apply the second part, we take the logarithm of the equation and obtain a functional equation of the form of (7). We assume that the solutions are strictly positive and measurable. Because the logarithm of a positive measurable function is measurable, we can now use Jarai's theorems and obtain that all positive measurable solutions of (4) have infinitely many derivatives.
Jarai's theorems are very useful in statistical applications because they "upgrade" results proved for smooth pdfs to any pdfs. We shall now demonstrate their usefulness for another well-known characterization of the Dirichlet distribution due to Darroch and Ratcliff [5] . This theorem is similar in flavor to Theorem 2 because it also merely assumes independence assumptions on some transformation of the given random variables. The difference is the transformation. In Theorem 2, the transformations arise from the use of a Dirichlet pdf as a prior distribution of multinomial parameters while the Darroch and Ratcliff bivariate theorem is derived from conditions of neutrality. Nevertheless, Jarai's theorems are applicable also for the latter problem. As Darroch and Ratcliff do, the joint pdf of X and Y can be written in two distinct ways. Equating these representations, as in (4), forms a functional equation. This functional equation is of the type dealt with by Jarai and consequently, the theorem by Darroch and Ratcliff holds even without assuming continuous pdfs. Indeed, among other results, this was shown, using other techniques, by [8, 14] . Note that if a pdf is in fact a gpdf, that is, it contains a discrete element, then Lebesgue integrability is not satisfied and this technique is not applicable as is. In this case, one may resort to the functional equations defined by the characteristic functions near the origin. A review of many characterization problems in statistics can be found in [16, 26, 27] . These texts do not use the elementary solution method used herein.
Another well-known characterization of the Dirichlet distribution which is described by several authors is based on W. E. Johnson's sufficientness postulate (See [37] and references therein). This characterization is based, loosely speaking, on the assumption that for exchangeable sequences the expectation of the parameter of the ith category depends only on the counts of the ith category and the total count. Our assumptions on the other hand, in particular, global parameter independence, were originally made so as to facilitate a prior-to-posterior analysis [6] . In this article, we show that these assumptions, as a by-product, also determine a restrictive class of prior pdfs. Clearly, any set of assumptions that yields a Dirichlet prior is doomed to be violated in a general setting because the class of Dirichlet priors is not expressive enough; for example, all members are unimodal and thus Dirichlet mixtures are sometimes preferable. This point is raised again in Section 3.
As a word of caution, one must realize that there are functional equations in statistics that include solutions which do not have a derivative. For example, in [ 19] , the functional equation that defines a multivariate exponential distribution F(X, Y) through an extended version of the memoryless property, F(xl+y,x2+y)=F(xl,x2)F(y,y), xl, x2, y > 0, yields, provided we assume that the marginals are exponential, a distribution function of the form, P(X> x,Y >y) = exp{-A1x-A2y-A12 max{x,y}}, which is not differentiable. By taking the logarithm and a derivative of this functional equation, we would have obtained the solution,
thus losing an important term of the general solution. This situation occurs because a regularity condition of Jarai is violated [the rank of the matrix of the first derivatives wrt y,(dgi(t, y)/dy), for each gi in (6) must equal the dimensionality of the domain of fi; here, the mapping y -3 (y, y) fails to meet this condition because the rank is 1 rather than 2].
3. Implications for learning. We now explain how our characterization applies to learning Bayesian networks. We concentrate on Bayesian networks for two discrete random variables s and t whose joint distribution is p(s, t). There are three possible Bayesian network structures with two nodes: the structure that contains no edge between its two nodes s and t (Bo), the structure s -* t (Bl) and the structure t -4 s (B2). The structure Bo corresponds to the assertion that s and t are independent, whereas the structures B1 and B2 correspond to the assertion that s and t are dependent; B1 represents the factorization p(s, t) = p(s)p(tIs), whereas B2 represents the factorization p(s, t) = p(t)p(sIt).
DEFINITION. Two Bayesian network structures B1 and B2 for a set of discrete random variables U are Markov equivalent if they encode the same set of independence assertions for U.
For example, network structures in which every pair of nodes are connected (complete network structures) are equivalent, because each such a network structure encodes no independence assertions for U. Another example is given in Figure 1 . Characterizations of Markov equivalent Bayesian networks for discrete random variables are obtained in [3, 33] .
Given a set of discrete random variables U having a joint pdf p(U) and a network structure B, we define Bh to be the hypothesis that precisely the independence assertions entailed by B hold in the joint distribution p(U). By this definition of B h if network structures B1 and B2 are Markov equivalent, then Bh = Bh.
Recalling the notation introduced in Section 1, we have that Oi.= n= 1 6j denote the multinomial parameters associated with p(s = si) and joli = OI/E -Q, denote the multinomial parameters associated with p(t = tji s = si). Given Bh = Bh and that s and t have a joint multinomial distribution, we obtain fIJ ( 0I-7 0JJI ***XOJlk I l)=fJ(0* Using local and global parameter independence to factor fjj and fj,, we immediately obtain (4). (We suppress the conditioning hypotheses because Bh = Bh.) Thus for the two complete network structures, the only possible strictly positive prior pdfs on their parameters is, according to Theorem 2, the Dirichlet distribution.
In this derivation, in order to apply Theorem 2, we assumed local and global parameter independence, a regularity condition that each B h has a positive probability (because we condition on B/h), and that each fjj is a strictly positive pdf Also, we used the equality Bh = Bh.
The parameter priors for the noncomplete network structure Bo are determined from the added assumption of parameter modularity, which says that if the nodes corresponding to a random variable have the same parents in two different structures, then the prior pdfs associated with the parameter(s) of those nodes are equal. In our two-variable example, parameter modularity gives us fi(0i.IBh) =fi(0i-1Bh fj(0.jlBh) = fj(G.jJBh).
These equalities imply that the prior for each parameter set of Bo is a Dirichlet distribution as well.
Recall that the hyperparameters of a Dirichlet distribution can be written as Na j where N is an equivalent sample size (the size of an imaginary set of complete cases that summarize a person's prior knowledge) and aij is the expectation of Oij. The equivalent sample size can be viewed as the assessor's confidence in the expectations of each Oij. A joint Dirichlet prior is therefore quite restrictive, because it accommodates only one equivalent sample size or confidence for the entire set of variables. Thus, a practical ramification of our characterization is that the commonly made global and local parameter independence assumption is inappropriate whenever a single equivalent sample size is not sufficient to describe prior knowledge. Such a situation occurs, for example, if knowledge about Ojli is more precise than knowledge about 01..
The inevitable choice of a Dirichlet prior for two-variable networks (two-way tables) is easily generalized to the n-variate case by induction and without the need to solve additional functional equations. The inductive proof uses the fact that the sample space of a set of discrete random variables can be viewed as the sample space of a single discrete random variable. Here, we state the result in the notation of this article. For a proof, consult [12] , Theorem 7. i} have a Dirichlet distribution-namely the pdf is given by (8) fu ( are mutually independent and {(Ijll < j < m} are mutually independent.
We note that some researchers give Bayesian network structures a causal interpretation [32, 25] . For example, it is common to associate the network s -+ t -vith the statement s causes t, and the network t -+ s with the statement t causes s. Under this causal interpretation, define BC to be the hypothesis that "precisely the independence assertions entailed by B hold in the joint distribution and the edges in B are in the causal direction." Given this definition, it does not follow that B' = B' whenever B1 and B2 are Markov equivalent network structures. Nonetheless, it is often reasonable to assume that if B1 and B2 are equivalent, then p(0lIB ) = p( I BO), where 3 is the set of all parameters associated with one of the network structures. Under this assumption, our characterization still applies.
4. Discussion. The independence assumptions made by Theorem 2 can be divided into two parts: {OJIl ,..., oJjk} are mutually independent and (01I1,..., OlIn} are mutually independent (local parameter independence), and OI. is independent of {0J11,..., oIlk and 0. j is independent of (0111,..., 0ilj (global parameter independence). A natural question to ask is whether global parameter independence alone implies a joint Dirichlet pdf for { Ois. This question is particularly interesting in light of the analysis of decomposable graphical models given by [6] . Dawid and Lauritzen term a pdf that satisfies global parameter independence a strong hyper-Markov law, and show the importance of such laws in the analysis of decomposable graphical models. We now show that the class of strong hyper-Markov laws is larger than the Dirichlet class.
When n = k = 2, and using the notation of (5), the new functional equation can be written as follows: (9) 0(y)g(z,w) h(l z) where x = yz + (1 -y)w. Note that (5) is obtained from this equation by setting g(z, w) = gl(z)g2(w) and f(tl, t2) = f1(td)f2(t2). These equalities correspond to local parameter independence. Let fu be a joint pdf of (6ij} given by [22 (o o0 (10) 
where K is the normalization constant, aij are positive constants and H is an arbitrary positive Lebesgue integrable function. That this pdf satisfies global parameter independence can be easily verified. In fact, by solving (9), it can be shown that every positive strong hyper-Markov law can be written in this form (when n = 2 and k = 2). This solution includes the Dirichlet family as a proper subclass. Because H is a single function that does not depend on a particular network structure, one can conclude that if local parameter independence holds in one network structure, then fu must still be Dirichlet. Therefore, due to Lemma 1, local parameter independence must hold for all network structures. We have proved this claim for two-variable networks, but we believe that it holds for the n-variate case as well. It would be interesting to find specific pdfs of the form given by (10), because such pdfs can be used as priors for the parameters of Bayesian networks while still retaining the advantages of a decomposable prior-to-posterior analysis guaranteed by global parameter independence. and where
Note that the free variables in (11) (12) and (13). Note also that we may consider any yj1 to be a dependent variable instead of Yn as long as j= = 1, in which case we remain with the same functional equation. Similarly, we may consider xi, and zi,j to be dependent variables instead of Xk and Zkj respectively, as long as 1*= xi = 1 and Ek= 1 zij = 1. These observations are particularly apparent when recalling the probabilistic origin of this equation by which {xj}*=1, for example, are the multinomial parameters associated with a random variable having k states, and no state is distinguished from the other states.
Furthernore, we may consider xl,..., Xk (xi replaces Os.) and wij = (zijyj/xi),1 < i < k, 1 < j < n -1 (wij replaces Ojli) to be free variables and rewrite (11) in terms of these variables. Namely, 
and where Xk and y,n are defined by (13). This symmetric representation of (11) will be used in the derivation of its solution. We assume that all functions mentioned in (11) originated from pdfs and thus are Lebesgue integrable in their domain. According to Jarai's theorems (see Section 2) these assumptions yield that each set of positive functions that solves (11) consists of functions for which any finite-order partial derivative exists for every point in their domain. The importance of this claim is that in order to find all positive Lebesgue integrable functions that satisfy (11) , it is permissible to take any derivative at any point in the domain because it exists.
A.2. The bivalued equation. We shall now find all positive Lebesgue integrable solutions of (11) when k = n = 2. This derivation is different from the general derivation which is given in the next sections.
When k = n = 2, (11) reduces to (16) 
where (17) x=yz + (1-y)w. 
^'( t) -Id ngi( t) .
Taking the logarithm and then a derivative once wrt y, once wrt z and once wrt w of (16) yields the following three equations:
Solving f(yz/x) and f2(y(1 -z)/(l -x)) from (21) and (22), plugging the result back into (20) and collecting all the terms involving gO(x), g(z), 92(w) and fo(y) yields
where h(y, z,w) = y(l -y)(w _ Z)2 + yz(1 -Z) + (1 -y)(1 -W).
Taking a derivative wrt z of (23) and multiplying the result by 1 -y, and similarly, taking a derivative wrt w of (23) and multiplying the result by y yields, after subtracting the two equations,
where hz and hw are the partial derivatives of h wrt z and w, respectively. But we also have A.3. Preliminary lemmas. We now provide several lemmas that are needed for the derivation of the general solution of (11).
LEMmA A.1. The general solution of the following partial differential equation for f(xl,..., xn), (27) f + xifx + xjfx =0 where g is an arbitrary twice-differentiable function.
Proof can be found in [9] .
AA4. The general solution. We now solve (11) for any n and k. First we assume n and k are strictly greater than 2. We use the following notation: Thus, for example, gj(Zj) stands for gj(z1 j, . . ., Zk-1 j)-By taking the logarithm and then a derivative wrt zij (1 < i < k -1, 1 < j < n -1) of (11) By setting i = il and i = i2, 1 < i1 < i2 < k -1 (k 2 3) in (35), subtracting the resulting two equations and dividing by yj, we get
Now taking the logarithm and then a derivative wrt zin (1 < i < k -1) of (11) Similarly, by setting i = i1 and i = i2, 1 < il < i2 < k -1 in (37), subtracting the resulting two equations and dividing by Yn, we get 1
Subtracting (38) from (36) and setting j = j1 yields Similarly, we take a derivative wrt ziln of (39) and obtain
Equations (40) and (41) Now we take a derivative wrt zi,j2 of (39) where 1 < 2 < n -1, i2 il (n 2 3), and obtain ( y3
Equations (41) and (43) Similarly, because fi and gj play a symmetric role in (11) as shown by (14) and hence have the same form, we get (52) (12) and repeating the same arguments. By symmetric arguments, each gj also has a Dirichlet functional form. Let y3 = 1/n, for all j, 1 < j < n and zij = 1/k for all i and j,1 < i < k 1 ? j < n -1. Hence, the only free variables remaining in (66) are Zin where 1 ? i < k -1. Note that xi = E7, zijyj = (n -1)/kn + (1/n) Zin, 1 < i < k-1, and so G.(Ekl xi) is a function of EV--lzn Also 1zij) is a constant for 1 < j < n -1 and a function of Ek21 -z for j = n. Consequently, (66) becomes Thus, f'((c/d) E'I-((1 -t)/t)) must be a constant. Hence, by integrating (69),
i(t) = c,ta te
where K is a constant not depending on i.
To complete the derivation, we substitute (70) into (66), and let yj = 1/n, for 1 ? j < n and zij = 1/k except ziL1, 1 < i < k -I which remain free where wo = (n -2)/k. Therefore, K = 0, ai = 0 and F is a constant as claimed. Thus, (71) fi(ti'* tn-1) = kit 17 
