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ASSOCIATED VARIETIES OF MODULES OVER KAC-MOODY
ALGEBRAS AND C2-COFINITENESS OF W -ALGEBRAS
TOMOYUKI ARAKAWA
Abstract. First, we establish the relation between the associated varieties of
modules over Kac-Moody algebras ĝ and those over affineW -algebras. Second,
we prove the Feigin-Frenkel conjecture on the singular supports of G-integrable
admissible representations. In fact we show that the associated varieties of
G-integrable admissible representations are irreducible AdG-invariant subva-
rieties of the nullcone of g, by determining them explicitly. Third, we prove
the C2-cofiniteness of a large number of simple W -algebras, including all the
minimal series principal W -algebras [FKW] and the exceptional W -algebras
recently discovered by Kac-Wakimoto [KW4].
1. Introduction
This article addresses some basic problems concerning the representation theory
of Kac-Moody algebras, that of (affine) W -algebras and the interrelation between
them. It has three aims.
Let g be a complex simple Lie algebra, ĝ the non-twisted affine Kac-Moody
algebra associated with g. For a nilpotent element f of g and k ∈ C, both the
W -algebra Wk(g, f) at level k and representations of Wk(g, f) are constructed by
means of the BRST cohomology functor H
∞
2 +0
f (?) associated with the generalized
Drinfeld-Sokolov reduction [FF, FKW, KRW].
The first aim of this article is to establish the relation between the associated
varieties ([A5], see (17)) of modules over ĝ and those overWk(g, f). More precisely,
we show that
X
H
∞
2
+0
f (M)
∼= XM ∩ S(1)
for a finitely generated graded Harish-Chandra (ĝ, G[[t]])-module M of level k,
where XM is the associated variety of M and S is the Slodowy slice at f to AdG.f
(Theorem 4.6.1). From (1) it follows that the Wk(g, f)-module H
∞
2 +0
f (M) is C2-
cofinite1 [Zhu] if XM equals the closure of the orbit AdG.f . This result may be
viewed as a chiralization of a theorem [Pre, Theorem 3.1] of Premet on finite W -
algebras.
The second is to determine the associated varieties of (Kac-Wakimoto) admis-
sible representations2 [KW2] of ĝ at rational levels. We prove the Feigin-Frenkel
This work was partially supported by the JSPS Grant-in-Aid for Scientific Research (B) No.
20340007.
1C2-cofinite representations of vertex algebras may be regarded as analogue of finite-
dimensional representations ([A5]) .
2Admissible representations of vertex operators algebras have nothing to do with (Kac-
Wakimoto) admissible representations of ĝ.
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conjecture which states that the singular supports of G-integrable admissible rep-
resentations are contained in the jet scheme of the nullcone N of g, or equivalently,
the associated varieties of G-integrable admissible representations are contained N
(Theorem 5.3.1). Furthermore we show that those associated varieties are AdG-
invariant irreducible subvarieties of N , that is, closures of some nilpotent orbits in
g (Theorem 5.7.1 and Theorem 5.8.1). These nilpotent orbits depend only on the
level k of the representations. Thus for each admissible rational number k there
exists a unique nilpotent orbit O[k] in g such that
XLλ = O[k]
for any G-integrable irreducible admissible representation Lλ of level k. (Actually
the orbit O[k] depends only on the denominator of k ∈ Q.) The orbits O[k] are
explicitly determined and listed in Tables 2–10 (cf. (68)).
The third is to apply the above results to the C2-cofiniteness problem of W -
algebras. The C2-cofiniteness condition [Zhu] is a certain finiteness condition on a
vertex operator algebra which ensures the coherency of the associated conformal
blocks on any Riemann surface. It also coincides with the lisse condition of Beilin-
son, Feigin and Mazur [BFM] (see [A5]). The minimal seriesW -algebras associated
principal nilpotent elements have been expected to be rational and C2-cofinite since
its discovery [FKW]. Furthermore, a remarkable family of W -algebras, called the
exceptional W -algebras, which generalizes the minimal series principal W -algebras,
has been recently discovered by Kac and Wakimoto [KW4]. They conjectured3 that
exceptional W -algebras are rational and C2-cofinite. We prove the C2-cofiniteness
of a large number of W -algebras including all the exceptional W -algebras (The-
orem 5.10.2). More precisely, we prove that, for each admissible number k, the
simple quotient4 Wk(g, f) of W
k(g, f) with f ∈ O[k] is C2-cofinite (Theorem 5.9.1),
and that each exceptionalW -algebra is isomorphic to Wk(g, f) for some admissible
number k and f ∈ O[k]. We note that there are also a considerable number of
C2-cofinite W -algebras which are not exceptional, see Tables 2, 4, 6, 8, 9, 10. We
conjecture that all the C2-cofinite W -algebras appearing in this way are rational.
Our strategy to prove (1) is based on Ginzburg’s reproof [Gin] of Premet’s con-
jecture [Pre, Conjecture 3.2] (proved by Losev [Los]) on finite W -algebras. A “chi-
ralization” of the argument of [Gin] proves the vanishing of the BRST cohomology
of the associated graded spaces (Theorem 4.4.3). The difficult part is the proof of
the convergency of the corresponding spectral sequence because our algebras are
not Noetherian. We overcome this problem by using the right exactness of the
functor H
∞
2 +0
f (?) (Theorem 4.3.2, cf. [AM]), see §4.5 for the detail. As a result we
obtain the strong vanishing assertion (Theorem 4.5.9) of the BRST cohomology,
which gives (1) as desired.
3To be precise they conjectured that the conformal filed theories associated with exceptional
W -algebras are rational.
4Conjecturally [FKW, KRW], Wk(g, f) = H
∞
2
+0
f
(LkΛ0 ). We have proved this in [A2] for a
minimal nilpotent element f and in [A3] for a principal nilpotent element f under some regularity
condition on k. In type A one can show this for any nilpotent element using the results of [A4]
under some regularity condition on k. The detail will appear elsewhere.
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Note that the vanishing of the BRST cohomology proves the exactness of the
functor
H
∞
2 +0
f (?) : KLk →W
k(g, f)-Mod
as well (Theorem 4.5.7), where KLk is the category of graded Harish-Chandra (ĝ,
G[[t]])-modules of level k, or equivalently, the full subcategory of the category O
of ĝ consisting G-integrable representations of level k. This generalizes some of the
exactness results obtained in [A1, A2, A3, FG].
For a finitely generated object M of KLk, the associated variety XM is an
AdG-invariant, conic, Poisson subvariety of g∗, while the variety X
H
∞
2
+0
f
(M)
of the
W
k(g, f)-module H
∞
2 +0
f (M) is a C
∗-invariant, Poisson subvariety of the Slodowy
slice S. Because f is the unique fixed point of the C∗-action of S, from (1) it follows
that
H
∞
2 +0
f (M) 6= 0 ⇐⇒ AdG.f ⊂ XM(2)
(compare [Mat, Theorem 2], [Gin, Corollary 4.1.6]).
Now on the contrary to the cases of associated varieties of primitive ideals of
U(g), the variety XM need not be contained in the nullcone N . Nevertheless it was
conjectured by Feigin and Frenkel that this is the case for G-integrable admissible
representation of ĝ. We prove the conjecture of Feigin and Frenkel by reducing to
the sl2-cases (which is known by Feigin and Malikov [FeiM]) using the fact [A6]
that admissibility is preserved under the semi-infinite restriction (Theorem 5.3.1).
The character of an admissible representation is given by the Weyl-Kac type
character formula [KW1], and therefore the character of H
∞
2 +0
f (Lλ) is computable
[FKW, KRW] by the vanishing of the BRST cohomology and the Euler-Poincare´
principle. Hence from the Feigin-Frenkel conjecture and (2) we see that the associ-
ated variety of an G-integrable admissible representation Lλ can be determined by
knowing for which nilpotent f the cohomology H
∞
2 +0
f (Lλ) is nonzero. As a result
we have obtained the following description of XLλ : Let k be an admissible ratio-
nal number with denominator u. Then for a G-integrable irreducible admissible
representation Lλ we have
XLλ
∼=
{
{x ∈ g; (adx)2u = 0} if (r∨, u) = 1,
{x ∈ g;πθs(x)
2u/r∨ = 0} if (r∨, u) = r∨,
where r∨ is the lacing number of g, θs is the highest short root of g and πθs is the
irreducible finite-dimensional representation of g with highest weight θs (Theorem
5.7.1). The irreducibility of the above variety is known in most cases [oGVAG] and
in the other cases it is checked by the classification of nilpotent elements and their
closure relations (Theorem 5.8.1).
An exceptional W -algebra is by definition the simple W -algebra Wk(g, f) at a
principal admissible level5 k such that (u, f) is an exceptional pair [KW4], where
u is the denominator of k. The exceptional pairs were classified in [KW4, EKV].
From the classification it follows that (u, f) is an exceptional pair if and only of
(i) AdG.f = XLkΛ0 and (ii) f is of principal type (Theorem 5.10.1). This fact
together the above explained results proves the C2-cofiniteness of the exceptional
W -algebras.
5That is, LkΛ0 is principal admissible.
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Notation. Throughout this paper the ground field is the complex number C and
tensor products and dimensions are always meant to be as vector spaces over C if
not otherwise stated. For basis notions on the theory of vertex algebras we refer
the reader to [Kac] and [FBZ].
2. Associated graded vertex Poisson algebras and their vertex
Poisson modules
In §2.1 – §2.5 we recall some basic facts on vertex algebras and also some results
from [A5]. In §2.6 we recall some fundamental facts on Kac-Moody algebras.
2.1. Functions on jet schemes of affine Poisson varieties as vertex Poisson
algebras. For a scheme X of finite type, let Xm the m-th jet scheme of X , X∞
the infinite jet scheme of X (or the arc space of X).
Let us recall the definition of jet schemes. For general theory of jet schemes see
e.g., [EM, Fre]. The scheme Xm is determined by its functor of points: for every
commutative C-algebra A, there is a bijection
Hom(SpecA,Xm) ∼= Hom(SpecA[t]/(t
m+1), X).
If m > n, we have projections Xm → Xn. This yields a projective system {Xm}
of schemes, and the infinite jet scheme X∞ is the projective limit lim
←
m
Xm in the
category of schemes.
For an affine scheme X = SpecR, the jet scheme Xm is explicitly described.
Choose a presentation R = C[x1, . . . , xr]/〈f1, . . . , fs〉. Define a new variables x
j
(−i)
for i = 1, . . . ,m+ 1, and a derivation T of the ring
C[xj(−i); i = 1, 2, . . . ,m+ 1, j = 1, . . . , r]
by setting
Txj(−i) =
{
ixj(−i−1) for i ≤ m,
0 for i = m+ 1.
Let us consider fi as an element of C[x
j
(−i); j = 1, . . . , r, i = 0, 1, . . . ,m] by
identifying xj with xj(−1), and set
Rm := C[x
j
(−i); i = 1, . . . ,m+ 1, j = 1, . . . , r]/〈T
jfi; i = 1, . . . , s, j = 0, . . . ,m+ 1〉,
where fi is considered as an element of C[x
j
(−i); i = 1, 2, . . . ,m + 1, j = 1, . . . , r]
Then we have
Xm = SpecRm.
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Let R∞ denotes the differential algebra obtained from Rm by taking the limit
m→∞:
R∞ = C[x
j
(−i); i = 1, 2, . . . , j = 1, . . . , ]/〈T
jfi; i = 1, . . . , s, j = 0, . . . , 〉.(3)
We have
X∞ = SpecR∞.
Note that R∞ is a differential algebra with derivation T . Here a differential algebra
is a unital commutative algebra equipped with a derivation. Obviously R∞ is
generated by R as a differential algebra.
A differential algebra V is called a vertex Poisson algebra [FBZ] if it is equipped
with a linear map
V → (Der V )[[z−1]]z−1, a 7→ Y−(a, z) =
∑
n≥0
a(n)z
−n−1,
such that
a(n)b = 0 n≫ 0,
(Ta)(n) = −na(n−1),
a(n)b =
∑
j≥0
(−1)n+j+1
1
j!
T j(b(n+j)a),(4)
[a(m), b(n)] =
∑
j≥0
(
m
j
)
(a(j)b)(m+n−j)(5)
in EndV for all m,n ≥ 0, a, b ∈ V , where Der V denotes the space of derivation on
V .
Note that the following formula follows from (4):
(ab)(n) =
∞∑
i=0
(a(−i−1)b(n+i) + b(−i−1)a(n+i)) for a, b ∈ V, n ≥ 0,
where we have set
a(−n) =
1
(n− 1)!
T (n−1)(a) for n ≥ 1, a ∈ V .
Lemma 2.1.1 ([A5, Proposition 2.3.1]). For a Poisson algebra R, there is a unique
vertex Poisson algebra structure on R∞ = C[(SpecR)∞] such that
a(n)b =
{
{a, b} if n = 0,
0 if n > 0,
for a, b ∈ R ⊂ R∞.(6)
The vertex Poisson algebra structure described in Lemma 2.1.1 is called the level
0 vertex Poisson algebra structure of R∞.
Let g be a complex simple Lie algebra as in Introduction, {xi; i ∈ I} a basis of
g. Then C[g∗] ∼= C[xi; i ∈ I], and thus,
C[g∗∞]
∼= C[xi(−n); i ∈ I, n ≥ 1].
Throughout this paper we regard C[g∗∞] as a vertex Poisson algebra with the level
zero vertex Poisson algebra structure induced from the Kirillov-Kostant Poisson
algebra structure on C[g∗].
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Let G be the adjoint group of g. The m-the jet scheme Gm of G is an algebraic
group, which is isomorphic to a semi-direct product of G and a unipotent group.
The infinite jet scheme G∞ of G is a proalgebraic group G[[t]], which is isomorphic
to a semi-direct product of G and a prounipotent group. We have
Lie(Gm) = gm = g[t]/(t
m+1), Lie(G∞) = g∞ = g[[t]].
The group G∞ acts on g
∗
∞ by adjoint.
Note that by (5)
[x(m), y(n)] = [x, y](m+n) for m,n ∈ Z≥0, x ∈ g ⊂ C[g
∗] ⊂ C[g∗∞].
Hence the assignment
xtn 7→ xM(n) x ∈ g, n ≥ 0,(7)
defines a g[[t]]-module structure on C[g∗∞]. This g[[t]]-action coincides with the one
obtained by differentiating the adjoint action of G[[t]].
2.2. Modules over vertex Poisson algebras. Recall that a Poisson module M
over a Poisson algebra R is a R-module M in the usual associative sense equipped
with a bilinear map
R×M →M, (r,m) 7→ ad r(m) = {r,m},
which makes M a Lie algebra module over R satisfying
{r1, r2m} = {r1, r2}m+ r2{r1,m}, {r1r2,m} = r1{r2,m}+ r2{r1,m}
for r1, r2 ∈ R, m ∈M .
For instance a Poisson module over C[g∗] is the same as a C[g∗]-module M as a
ring equipped with an action of g such that
x · fm = {x, f}m+ f(x ·m) for x ∈ g, f ∈ C[g∗], m ∈M.
Definition 2.2.1. A vertex Poisson module over a vertex Poisson algebra V is a
V -module M in the usual associative sense equipped with a linear map
V 7→ (EndM)[[z−1]]z−1, a 7→ YM− (a, z) =
∑
n≥0
aM(n)z
−n−1,
satisfying
aM(n)m = 0 for n≫ 0,(8)
(Ta)M(n) = −na
M
(n−1),(9)
aM(n)(bv) = (a
M
(n)b)v + b(a
M
(n)v),(10)
[aM(m), b
M
(n)] =
∑
i≥0
(
m
i
)
(a(i)b)
M
(m+n−i),(11)
(ab)M(n) =
∞∑
i=0
(a(−i−1)b
M
(n+i) + b(−i−1)a
M
(n+i))(12)
for all a, b ∈ V , m,n ≥ 0, v ∈M .
A vertex Poisson algebra R is naturally a vertex Poisson module over itself.
Let M be a vertex Poisson module over C[g∗∞]. Then the assignment
xtn 7→ xM(n) x ∈ g ⊂ C[g
∗] ⊂ C[g∗∞], n ≥ 0,
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defines a g[t]-module structure on M , and in fact, a vertex Poisson module over
C[g∗∞] is the same as a C[g
∗
∞]-module M in the usual associative sense equipped
with an action of the Lie algebra g[t] such that (xtn)m = 0 for n ≫ 0, x ∈ g,
m ∈M , and
(xtn) · (am) = (x(n)a)m+ a(xt
n) ·m
for x ∈ g, n ≥ 0, a ∈ C[g∗∞], m ∈M .
Below we often write a(n) for a
M
(n).
The proof of the following assertions are straightforward.
Lemma 2.2.2. Let R be a Poisson algebra, E a Poisson module over R. Then
there is a unique vertex Poisson R∞-module structure on R∞⊗RE such that
a(n)(b⊗m) = (a(n)b)⊗m+ δn,0b⊗{a,m}
for n ≥ 0, a ∈ R ⊂ R∞, b ∈ R∞. m ∈ E.
Lemma 2.2.3. Let R be an Poisson algebra, M a vertex Poisson module over R∞.
Suppose that there exists a R-submodule E of M (in the usual commutative sense)
such that a(n)E = 0 for n > 0, a ∈ R, and M is generated by E (in the usual
commutative sense). Then there exists a surjective homomorphism
R∞⊗RE ։M
of vertex Poisson modules.
2.3. C2-cofiniteness and associated varieties of vertex algebras. Recall that
a vertex algebra is a vector space V equipped with an element 1 ∈ V called the
vacuum, T ∈ End(V ) called the translation operator, and a linear map
Y (?, z) : V → (EndV )[[z, z−1]], a 7→ Y (a, z) = a(z) =
∑
n∈Z
a(n)z
−n−1
called the state-field correspondence, such that
1(z) = idV ,
a(n)b = 0 for n≫ 0,
a(n)1 = 0 for n ≥ 0 and a(−1)1 = a,
(Ta)(z) = [T, a(z)] =
d
dz
a(z),
(z − w)n[a(z), b(w)] = 0 in End(V ) for n≫ 0,
for all a, b ∈ V .
As a consequence of the definition we have the Borcherds identity which may
[MN] be described as
[a(m), b(n)] =
∑
i≥0
(
m
i
)
(a(i)b)(m+n−i),
(a(m)b)(n) =
∑
i≥0
(−1)m
(
m
i
)
(a(m−i)b(n+i) − (−1)
mb(m+n−i)a(i))
in EndV for all a, b ∈ V , m,n ∈ Z.
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Let F •V be the Li filtration6 of a vertex algebra V ([Li]). By definition, F 0V =
V ,
F pV = spanC{a(−i−1)b; a ∈ V, b ∈ F
p−iV, i ≥ 1}.
We have
V = F 0V ⊃ F 1V ⊃ F 2V ⊃ . . . ,
a(n)F
qV ⊂ F p+q−n−1V for a ∈ F pV, n ∈ Z,
a(n)F
qV ⊂ F p+q−nV for a ∈ F pV, n ≥ 0,
TF pV ⊂ F p+1V.
Also we have
⋂
F pV = 0 if V is positively graded (see below).
The associated graded space
grF V =
⊕
p≥0
F pV/F p+1V
is a differential algebra by
σp(a)σq(b) = σp+q(a(−1)b), T σp(a) = σp+1(Ta),
where σp : F
pV → F pV/F p+1V is the projection and T is the translation operator
of V . Its vertex Poisson algebra structure is given by
σp(a)(n)σq(b) = σp+q−n(a(n)b), n ≥ 0,
where we understand σn(a) = 0 for n < 0.
The subspace F 1V is the linear span of the vectors a(−2)b with a, b ∈ V , which
is usually denoted by C2(V ) in the vertex operator algebra theory. Set
RV := V/F
1V (= V/C2(V )).
Then RV is a subring of grV in the usual associative sense, and moreover, it has
the structure of a Poisson algebra, where the Poisson bracket is given by
{a, b} = a(0)b for a, b ∈ RV ⊂ gr
F V.
The RV is called Zhu’s C2-algebra of V ([Zhu]).
The vertex Poisson algebra grF V is generated by RV as a differential algebra.
In fact the embedding RV →֒ grF V induces the surjective homomorphism
(RV )∞ ։ gr
F V(13)
of vertex Poisson algebras ([Li, A5]).
Let {ai; i ∈ I} be elements of V such that their images generate RV in usual
commutative sense. The surjectivity of (13) implies that
F pV
= spanC{a
i1
(−n1−1)
. . . air(−nr−1)1;ni ≥ 0, n1 + · · ·+ nr ≥ p, i1, . . . , ir ∈ I}.
In the rest of paper we assume that V is finitely strongly generated, or equiva-
lently, RV is finitely generated as a ring, unless otherwise stated.
Define
XV = SpecRV .
6The Li filtration is defined independent of the grading of V . Hence it unifies the notion of
the standard filtration and the Kazhdan filtration in our case (compare [Kos, Lyn, GG]).
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The XV is called the associated variety of V .
A vertex algebra V is called C2-cofinite if RV is finite-dimensional. Clearly, we
have
V is C2-cofinite ⇐⇒ dimXV = 0.
A C2-cofinite vertex algebra is an analogue of finite-dimensional algebra. To see
this, consider the singular support
SS(V ) := Spec(grF V ) ⊂ (XV )∞
of the vertex algebra V . We have [A5]
dimSS(V ) = 0 ⇐⇒ dimXV = 0 (⇐⇒ V is C2-cofinite).
This follows from the fact that
XV = π∞,0(SS(V )),
where π∞,0 : (XV )∞ → XV is the natural projection, and the general fact X∞ is
homeomorphic to (Xred)∞, where Xred denotes the reduced scheme of X .
A vertex algebra V is called graded if there exists a semisimple operator H ∈
EndV , called a Hamiltonian, such that
[H, a(n)] = −(n+ 1)a(n) + (Ha)(n).(14)
For an eigenvector a of H , it eigenvalue is called the conformal weight of a and
denoted by ∆a. The vertex algebra V is called positively graded if
V =
⊕
∆∈Q≥0
V∆, V0 = C1,
where V∆ = {a ∈ V ;Ha = ∆a}. If this is the case XV is conic, and therefore,
V is C2-cofinite ⇐⇒ XV = {pt}.
2.4. Associated varieties of modules over vertex algebras. Let V be a
finitely strongly generated, graded vertex algebra. A module over a vertex alge-
bra V is a vector space M equipped with a linear map
YM (?, z) : V → (EndM)[[z, z−1]], a 7→ a(z) =
∑
n∈Z
aM(n)z
−n−1,
such that
YM (1, z) = idM ,
aM(n)m = 0 for n≫ 0, a ∈ V , m ∈M
[aM(m), b
M
(n)] =
∑
i≥0
(
m
i
)
(a(i)b)
M
(m+n−i),
(a(m)b)
M
(n) =
∑
i≥0
(−1)m
(
m
i
)
(aM(m−i)b
M
(n+i) − (−1)
mbM(m+n−i)a
M
(i))
In particular V itself if a module over V called the adjoint module.
Below we often write a(n) for a
M
(n).
A V -moduleM is called graded if there is a semisimple action of the Hamiltonian
H of V on M satisfying (14) in EndV . For a graded module M set
Md = {m ∈M ;Hm = dm}
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A positively graded V -module is a graded V -module M =
⊕
d∈CMd such that
Md = 0 unless d ∈
⋃r
i=1(di +Q≥0) for some d1, . . . , dr ⊂ C.
Let V -Mod denote the abelian category of graded V -modules.
A compatible filtration of a V -module M is a decreasing filtration
M = Γ0M ⊃ Γ1M ⊃ · · ·
such that
a(n)Γ
qM ⊂ Γp+q−n−1M for a ∈ F pV, ∀n ∈ Z,
a(n)Γ
qM ⊂ Γp+q−nM for a ∈ F pV, n ≥ 0,
H.ΓpM ⊂ ΓpM for all p ≥ 0,⋂
p
ΓpM = 0.
For a compatible filtration Γ•M the associated graded space
grΓM =
⊕
p≥0
ΓpM/Γp+1M
is naturally a graded vertex Poison module over the graded vertex Poisson algebra
grF V , and hence, it is a graded vertex Poison module over (RV )∞ by (13).
The vertex Poisson (RV )∞-module structure of gr
ΓM restricts to the Poisson
RV -modules structure of M/Γ
1M = Γ0M/Γ1M , and a(n)(M/Γ
1M) = 0 for a ∈
RV ⊂ (RV )∞, n > 0. It follows that there is a homomorphism
(RV )∞⊗RV (M/Γ
1M)→ grΓM, a⊗m¯ 7→ am¯,
of vertex Poisson modules by Lemma 2.2.3.
Suppose that V is positively graded and so is the V -module M . We denote by
F •M the Li filtration [Li] of M , which is defined inductively by F 0M =M ,
F pM = spanC{a(−i−1)b; a ∈ V, b ∈ F
p−iM, i ≥ 1}.
It is a compatible filtration of M , and in fact, it the finest compatible filtration of
M , that is, F pM ⊂ ΓpM for all p for any compatible filtration Γ•M of M . The
subspace F 1M is spanned by the vectors a(−2)m with a ∈ V , m ∈ M , which is
usually denote by C2(M) in the vertex operator algebra theory. Set
M¯ =M/F 1M(=M/C2(M)),(15)
which is a Poisson module over RV = V¯ . By [Li, Proposition 4.12] the vertex
Poisson module homomorphism
(RV )∞⊗RV M¯ → gr
F M
is surjective.
Let {ai; i ∈ I} be elements of V such that their images generates RV in usual
commutative sense, and let U be a subspace of M such that M = U + F 1M . The
surjectivity of the above map is equivalent to that
F pM(16)
= spanC{a
i1
(−n1−1)
. . . air(−nr−1)m;m ∈ U, ni ≥ 0, n1 + · · ·+ nr ≥ p, i1, . . . , ir ∈ I}.
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A V -moduleM is called finitely strongly generated if M¯ is finitely generated over
RV in the usual associative sense. It is called C2-cofinite if M¯ is finite-dimensional.
The associated variety of M is by definition
XM = suppRV (M¯)(17)
which is a Poisson subscheme of XV . Clearly,
M is C2-cofinite ⇐⇒ dimXM = 0(18)
for a finitely strongly generated V -module M .
Throughout the paper {F pM} denotes the Li filtration and a general compatible
filtration will be denoted by {ΓpM}.
2.5. Affine vertex algebras. Let g be a finite-dimensional simple Lie algebra as
above, and let g˜ be the non-twisted affine Kac-Moody algebra associated with g:
g˜ = g[t, t−1]⊕CK ⊕CD,
whose commutation relations are given by
[x(m), y(n)] = [x, y](m+n) +m(x|y)δm+n,0K,
[D, x(m)] = mx(m), [K, g˜] = 0
with x, y ∈ g and m,n ∈ Z, where x(m) = x⊗t
m and ( | ) is a normalized invariant
bilinear form on g. We identify g with the subalgebra g⊗C ⊂ g˜. Set
ĝ := [g˜, g˜] = g[t, t−1]⊕CK.
Define
V k(g) = U(g˜)⊗U(g[t]⊕CK ⊕CD)Ck,
where Ck is the one-dimensional representation of g[t]⊕CK ⊕CD ⊂ g˜ on which
g[t]⊕CD acts trivially and K acts as a multiplication by k. There is a unique
vertex algebra structure on V k(g) such that 1 = 1⊗1 is the vacuum and
Y (xt−11, z) = x(z) :=
∑
n∈Z
xtnz−n−1 for x ∈ g.
The vertex algebra V k(g) is called the universal affine vertex algebra associated
with g at level k. The standard grading of V k(g) is given by the Hamiltonian
H = −D.
A V k(g)-module is the same as a ĝ-modules M of level k such that x(z) is a
field on M for any x ∈ g, that is, x(n)m = 0 with n ≫ 0 for any m ∈ M . Such a
representation is called a smooth module of ĝ of level k.
Because the action of H on V k(g) stabilizes the Li filtration, the vertex Poisson
algebra C[g∗∞] is graded by the Hamiltonian H . If M is a graded V
k(g)-module
and {ΓpM} is a compatible filtration then grΓM is a graded vertex Poisson C[g∗∞]-
module.
By (16) we have
F pM = F pU(g[t−1]t−1)M(19)
for a V k(g)-module M , where
F pU(g[t−1]t−1)(20)
= spanC{(x1)(−n1−1) . . . (xr)(−nr−1);xi ∈ g, ni ≥ 0, n1 + · · ·+ nr ≥ p}.
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In particular,
F 1M(= C2(M)) = g[t
−1]t−2M.
Since we have V k(g) ∼= U(g[t−1]t−1) as vectors spaces by the PBW theorem, we
have the isomorphism of Poisson algebras
C[g∗] = S(g) ∼→ RV k(g) = V
k(g)/F 1V k(g), x 7→ xt−11, x ∈ g.
This induces the isomorphism of vertex Poisson algebras
C[g∗∞]
∼→ grF V k(g).
Thus,
XV k(g) = g
∗, SS(V k(g)) = g∗∞.
We denote by Vk(g) be the unique simple graded quotient of V
k(g). The surjec-
tion V k(g)→ Vk(g) induces the surjective homomorphism
C[g∗] = RV k(g) ։ RVk(g) = Vk(g)/F
1V k(g) = Vk(g)/g[t
−1]t−2Vk(g)
of Poisson algebras. Therefore XV k(g) is a conic, G-invariant, closed Poisson sub-
scheme of g∗.
2.6. Kac-Moody algebras and the category KLk. Let b be a Borel subalgebra
of g, h ⊂ b the Cartan subalgebra, ∆+ the corresponding set of positive roots,
∆ = ∆+ ⊔ −∆+. Let gα the root space of root α ∈ ∆, θ the highest root, θs the
highest short root, ρ =
∑
α∈∆+
α/2, ρ∨ =
∑
α∈∆+
α∨/2, where α∨ = 2α/(α|α).
Let Π = {α1, . . . , αl} ⊂ ∆+ be the set of simple roots of ∆, where l is the rank of
g.
Let P+ = {λ¯ ∈ h∗; λ¯(α∨) ∈ Z≥0 for α ∈ ∆+}, the set of the integral dominant
weights of g. Denote by Eλ the irreducible finite-dimensional representation of g
with highest weight λ ∈ P+.
Let ĥ = h⊕CK ⊕CD be the Cartan subalgebra of g˜, ĥ∗ = h∗⊕Cδ⊕CΛ0 the
dual of ĥ. Here δ(D) = Λ0(K) = 1, δ(h) = Λ0(h) = δ(K) = Λ0(D) = 0. For a
ĥ-module M and λ ∈ ĥ∗, let
Mλ = {m ∈M ;hm = λ(h)m for h ∈ ĥ}.
Set ĝ+ = [b, b] + g[t]t ⊂ g˜, ĝ− = [b−, b−] + g[t−1]t−1 ⊂ g˜, where b− be the
opposite Borel subalgebra of g. Then
g˜ = ĝ−⊕ ĥ⊕ ĝ+
gives the standard triangular decomposition of g˜. Denote by ∆̂+ the correspond-
ing set of positive roots of g˜, by ∆̂re+ the set of positive real roots of g˜, Q̂+ =∑
α∈∆̂+
Z≥0α ⊂ ĥ∗. Let Ŵ be the subgroup of GL(ĥ∗) generated by the reflection
sα with α ∈ ∆̂re+ , where sα(λ) = λ − λ(α
∨)α. The dot action of Ŵ on ĥ∗ is given
by w ◦ λ = w(λ + ρ̂)− ρ̂, where ρ̂ = ρ+ h∨Λ0 and h∨ is the dual Coxeter number
of ĝ.
For λ ∈ ĥ∗, let Lλ be the irreducible highest weight representation of g˜ with
highest weight λ. Note that
Vk(g) ∼= LkΛ0
as ĝ-modules.
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For k ∈ C, let KLk be as the full subcategory of the category of g˜-modules
consisting of objects M satisfying
• M is of level k, that is, K acts on M as the multiplication by k,
• M =
⊕
d∈CMd and dimMd <∞ for all d ∈ C, where
Md = {m ∈M ;Dm = −dm},
• there exists a finite subset {d1, . . . , dr} of C such that Md = 0 unless
d ∈
⋃r
i=1(di + Z≥0).
From the definition it follows that the action of g[t] ⊂ g˜ on M ∈ KLk integrates to
the action of G∞ = G[[t]].
Since an object of KLk is obviously smooth, KLk may be thought as a full sub-
category of V k(g)-Mod.
The irreducible representation Lλ is an object of KLk if and only if λ ∈ P̂
+
k ,
where
P̂+k := {λ ∈ ĥ
∗
k; λ¯ ∈ P
+}.(21)
Here ĥ∗k := {λ ∈ ĥ
∗;λ(K) = k} and ĥ∗ → h∗, λ 7→ λ¯, is the restriction map.
For λ ∈ P̂+k , let Vλ ∈ KLk be the Weyl module with highest weight λ:
Vλ = U(g˜)⊗U(g[t]⊕CK⊕CD)Eλ,
where Eλ is the g-module Eλ¯ considered as a g[t]⊕CK ⊕CD-module on which g[t]t
acts trivially, K = k idEλ and D = λ(D) idEλ .
Note that M ∈ KLk is finitely generated as a g˜-module if and only if it is finitely
strongly generated as a V k(g)-module.
Let KL∆k be the full subcategory of KLk consisting of objects M that admits a
Weyl flag, that is a finite filtration M = M0 ⊃ M1 ⊃ · · · ⊃ Mr = 0 such that each
successive quotient Mi/Mi+1 is isomorphic to Vλi for some λi. Any object of KL
∆
k
is finitely generated and any finitely generated object of KLk is a quotient of some
object of KL∆k .
Since M ∈ KL∆k is free over U(g[t
−1]t−1), we have the following assertion.
Lemma 2.6.1. For an object M of KL∆k , the surjective homomorphism
C[g∗∞]⊗C[g∗]M¯ → gr
F M
is an isomorphism of vertex Poisson modules over C[g∗∞].
3. Jet schemes of Slodowy slices and their vertex Poisson modules
In this section we collect some fundamental facts about jet schemes of Slodowy
slices and prove two (co)homology vanishing assertions Proposition 3.7.1 and Propo-
sition 3.8.1.
3.1. The category C. Let C be the full subcategory of the category of vertex
Poisson modules over C[g∗∞] consisting of modules M such that g[t]t ⊂ g[t] acts
locally nilpotently onM andM is a direct sum of finite-dimensional representations
as a module over g ⊂ g[t].
If M ∈ KLk and Γ
•M is a compatible filtration, then grΓM is an object of C.
For a finite-dimensional representation E of g, define
∆(E) = C[g∗∞]⊗C[g∗](C[g
∗]⊗CE) ∈ C,
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where C[g∗]⊗CE is considered as a Poisson C[g∗]-module by the action
r(r′⊗m) = (rr′)⊗m, r, r′ ∈ C[g∗], m ∈M,
{x, r⊗m} = {x, r}⊗m+ r⊗xm, x ∈ g, r ∈ C[g∗], m ∈M.
Note that
grF Vλ ∼= ∆(Eλ¯).
Lemma 3.1.1. Let M be an object of C. Then there exists a filtration 0 = M0 ⊂
M1 ⊂ . . . such that (1) M =
⋃
iMi, (2) each Mi/Mi−1 is a quotient of ∆(Ei) for
some finite dimensional simple g-module Ei, and (3) di 6< dj for i < j. Moreover
if M is finitely generated then there exists a finite filtration 0 = M0 ⊂ M1 ⊂ · · · ⊂
Mr =M with this property.
3.2. Jet schemes of Slodowy slices. Let f be a nilpotent element of g. By the
Jacobson-Morozov theorem, f can be embedded into an sl2-subalgebra
s = spanC{e, h, f}
satisfying
[h, e] = 2e, [h, f ] = −2f, [e, f ] = h.
The form ( | ) gives an isomorphism
ν : g ∼→ g∗
of G-modules. The induced isomorphisms gm
∼→ g∗m and g∞
∼→ (g∞)∗ are denoted
by ν∞ and νm, respectively.
Let χ∞, χm and χ be the images of f ∈ g∞, f + g[t]tm+1 ∈ gm and f ∈ g by
ν∞, νm and ν, respectively.
Let N ⊂ g∗ be the image of the set of nilpotent elements of g, and let S ⊂ g∗
be the image of f + ge, where ge is the centralizer of e in g. The affine space S is
transversal at χ to AdG.χ, and is often called the Slodowy slice.
We have
Sm = χm + νm(g
e
m) ⊂ g
∗
m, S∞ = χ∞ + ν∞(g
e
∞) ⊂ g
∗
∞.
Because gm = [gm, f ]⊕g
e
m, one has the following assertion.
Lemma 3.2.1. The affine space Sm is transverse to the orbit AdGm.χm at χm
for any m ≥ 0.
It is known [GG, §3] that the Poisson structure of g∗ restricts to S. Hence
C[S∞] is equipped with the level zero vertex Poisson algebra induced from the
Poisson structure of C[S].
3.3. Good gradings. Let
gj =
⊕
j∈ 12Z
gj(22)
be a good grading [KRW] for s, that is, a 12Z-grading of g such that
e ∈ g1, h ∈ g0, f ∈ g−1,(23)
ad f : gj → gj−1 is injective for j ≥
1
2
,(24)
ad f : gj → gj−1 is surjective for j ≤
1
2
.(25)
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Let x0 be the element in g0 which defines the grading, i.e.,
gj = {x ∈ g; [x0, x] = jx}.
Good gradings were classified in [EK]. The grading defined by
x0 =
h
2
(26)
is obviously good and is called the Dynkin grading.
We assume that the grading (22) is compatible with the triangular decomposition
of g, that is, b+ ⊂
⊕
j≥0 gj, h ⊂ g0 and h, x0 ∈ h.
Put
∆j = {α ∈ ∆; gα ⊂ gj}, ∆0,+ = ∆+ ∩∆0,(27)
so that ∆ =
⊔
j∈ 12Z
∆j , ∆+ = ∆0,+ ⊔
⊔
j>0∆j .
3.4. The fundamental isomorphisms. Set
m =
⊕
j≥1
gj , n = g 1
2
⊕
⊕
j≥1
gj .(28)
Then m ⊂ n, and they are both nilpotent subalgebras of g.
Denote by N the unipotent subgroup of G with Lie(N) = n. It is known by
[Kos, GG] that the coadjoint action map gives the isomorphism of affine varieties
N × S ∼→ χ+m⊥,(29)
where m⊥ ⊂ g∗ is the annihilator of m. Since (X×Y )m ∼= Xm×Ym, we immediately
get the following assertion.
Proposition 3.4.1. The coadjoint action maps give the following isomorphisms:
Nm × Sm
∼→ χm + (m
⊥)m for all m ≥ 0,
N∞ × S∞
∼→ χ∞ + (m
⊥)∞.
For a Lie algebra a and a a-moduleM , we writeH•Lie(a,M) (respectivelyH
Lie
• (a,M))
for the Lie algebra a-cohomology (respectively a-homology) with the coefficient in
M .
Corollary 3.4.2. We have the following.
HiLie(nm,C[χr + (m
⊥)m]) ∼=
{
C[Sm] for i = 0,
0 for i > 0,
HiLie(n∞,C[χ∞ + (m
⊥)∞]) ∼=
{
C[S∞] for i = 0,
0 for i > 0.
3.5. The C∗-action. Let I∞ be the ideal of C[g
∗
∞] generated by x − χ∞(x) with
x ∈ m[t−1]t−1, Im = I∞ ∩ C[g∗m]. Then
C[χ∞ + (m
⊥)∞] = C[g
∗
∞]/I∞, C[χm + (m
⊥)m] = C[g
∗
m]/Im.
(For m = 0 we have C[χ+m⊥] = C[g∗]/I, where I = I0.)
Hence Corollary 3.4.2 gives the isomorphism
C[S∞] ∼= (C[g
∗
∞]/I∞)
n[t], C[Sm] ∼= (C[g
∗
m]/Im)
nm[t] for all m ≥ 0.(30)
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(For m = 0 we have C[S] ∼= (C[g∗]/I)n.) Set
Hnew = H − (x0)(0) ∈ EndC[g
∗
∞].
This defines a new 12Z-grading on the vertex Poisson algebra C[g
∗
∞]:
C[g∗∞] =
⊕
∆∈ 12Z
C[g∗∞]∆,new, C[g
∗
∞]∆,new = {a ∈ C[g
∗
∞];Hnewa = ∆a}.
As easily seen Hnew stabilizes I∞ and Im. Therefore it acts on C[χ∞ + (m
⊥)∞]
and C[χm + (m
⊥)m]. It gives
1
2Z≥0-gradings
C[χ∞ + (m
⊥)∞] =
⊕
∆∈ 12Z≥0
C[χ∞ + (m
⊥)∞]∆, dimC[χ∞ + (m
⊥)∞]0 = 1,(31)
C[χm + (m
⊥)∞] =
⊕
∆∈ 12Z≥0
C[χm + (m
⊥)m]∆, dimC[χm + (m
⊥)m]0 = 1,(32)
where C[χ∞+ (m
⊥)∞]∆ and C[χm+ (m
⊥)m]∆ are eigenspaces of Hnew with eigen-
value ∆. This gives C∗-actions on χ∞ + (m
⊥)∞ and χm + (m
⊥)∞, which contract
to the unique fixed points χ∞ and χm, respectively. Therefore by Lemma 3.2.1 and
[Gin, 1.4] we have the following assertion.
Proposition 3.5.1. For each m ≥ 0, any Gm orbit in gm meets the affine space
χ+ (m⊥)m transversely.
As n[t] is stable under the adjoint action of Hnew, it follows from (30) that there
are induced contracting C∗-actions on S∞ and Sm as well.
3.6. The flatness. Let C[m∗∞]χ∞ be the localization of the polynomial algebra
C[m∗∞] at the point χ∞.
Proposition 3.6.1. Let M be a finitely generated object of C. Then, for any
x ∈ χ∞ + (m⊥g)∞, the localization Mx of M at x is flat over C[m∗∞]χ.
Proof. By Lemma 3.1.1, it suffices to prove the assertion in the case that M is a
quotient of ∆(E) for some finite-dimensional simple g-module E.
Let U be the image of C⊗E ⊂ ∆(E) under the quotient map ∆(E) → M . Set
Mr = C[g
∗
r ]U . Then M =
⋃
rMr. Note that the G∞-module structure of M
induces the Gr-module structure on Mr.
We have C[m∗r ]χr ⊂ C[m
∗
r+1]χr+1 and C[m
∗
∞]χ∞ =
⋃
r C[m
∗
r ]χr . Let xr = π∞,r(x),
where π∞,r : g
∗
∞ → g
∗
m is the projection. ThenMx =
⋃
r(Mr)xr . By [Eis, Corollary
6.5] it is sufficient to show that each (Mr)xr is flat over C[m
∗
r ]χr .
Let M˜r be the sheaf on the affine space g
∗
r corresponding to the C[g
∗
r ]-module
Mr. Because M˜r is Gr-equivalent and coherent, we can apply by Proposition 3.5.1
the argument of [Gin, Corollary 1.3.8] to get that (Mr)xr is flat over C[m
∗
χr ]. This
completes the proof. 
3.7. A homology vanishing. Let {yi} be a basis of m[t−1]t−1. Set
ti = yi − χ(yi),
so that
I∞ =
∑
i
tiC[g
∗
∞].(33)
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For a module M over C[m∗∞] as a ring, let H
Kos
• (m[t
−1]t−1,M⊗C−χ) denote the
homology of the Koszul complex associated with M and the sequence t1, t2, . . . . By
definition
HKos0 (m[t
−1]t−1,M⊗C−χ) =M/I∞M.
Proposition 3.7.1. We have HKosi (m[t
−1]t−1,M⊗C−χ) = 0 for i > 0 and any
abject M of C.
Let
Mtor = {m ∈M ;mx = 0 for all x ∈ χ∞ + (m
⊥)∞}.
Then Mtor is a submodule of M over C[m
∗
∞] as a ring.
The following assertion follows from [Eis, Proposition 17.14b].
Lemma 3.7.2. HKos• (m[t
−1]t−1,Mtor⊗C−χ) = 0.
Proof of Proposition 3.7.1. We may assume that M is finitely generated as the
homology functor commutes with the inductive limits. Set
◦
M = M/Mtor. By
Lemma 3.7.2 it suffices to show that
HKosi (m[t
−1]t−1,
◦
M⊗C−χ) = 0 for i > 0.
Clearly, we may assume that
◦
M 6= 0. It is enough to show that {t1, t2, . . . } is a
regular sequence on
◦
M , that is, tr is not a zero divisor of
◦
M/
∑r−1
i=1 ti
◦
M for all
r ≥ 0.
Let a ∈
◦
M such that tra ∈
∑r−1
i=1 ti
◦
M . By localizing it at x ∈ χ∞ + (m
⊥)∞, we
get that trax ∈
∑r−1
i=1 tiM¯x. Because
◦
Mx =Mx for x ∈ χ+(m⊥)∞,
◦
Mx is flat over
C[m∗∞]χ∞ by Proposition 3.6.1. In particular {t1, t2 . . . , } is a regular sequence on
◦
Mx ([Eis, Exercise 18.18]). This forces ax = 0 for any x ∈ χ∞ + (m⊥)∞. Hence we
get that a = 0. This completes the proof. 
3.8. A cohomology vanishing. Let M be an object of C. Because the action of
n[t] ⊂ g[t] on M stabilizes I∞M , M/I∞M is a n[t]-module. Thus (M/I∞M)
n[t]
is
a module over C[S∞] = (C[g∗∞]/I∞)
n[t] as a ring7.
The proof of the following assertion is based on [GG, 6.2].
Proposition 3.8.1. Let M ∈ C. Then we have HiLie(n[t],M/I∞M) = 0 for i > 0.
Proof. We show that the multiplication map
ϕ : C[χ∞ + (m
⊥)∞]⊗C[S∞](M/I∞M)
n[t] →M/I∞M(34)
7We will see in (the proof of) Theorem 4.4.3 that (M/I∞M)n[t] is actually a C[S∞]-module
as a vertex Poisson algebra.
18 TOMOYUKI ARAKAWA
is an isomorphism of n[t]-modules. This proves the assertion since
HiLie
(
n[t],C[χ∞ + (m
⊥)∞]⊗C[S∞](M/I∞M)
n[t]
)
= HiLie
(
n[t],C[N∞]⊗(M/I∞M)
n[t]
)
(by Proposition 3.4.1)
= HiLie (n[t],C[N∞])⊗(M/I∞M)
n[t]
=
{
(M/I∞M)
n[t] for i = 0,
0 for i > 0.
(35)
To prove ϕ is an isomorphism we have only to show that (kerϕ)n[t] = 0 and
(cokerϕ)n[t] = 0 because n[t] acts locally nilpotently on kerϕ and cokerϕ.
Applying the left exact functor H0Lie(n[t], ?) to the exact sequence 0 → kerϕ→
C[χ∞+(m
⊥)∞]⊗C[S∞](M/I∞M)
n[t] →M/I∞M , we obtain the exact sequence 0→
(kerϕ)n[t] → (M/I∞M)
n[t] → (M/I∞M)
n[t]. This gives that (kerϕ)n[t] = 0. Simi-
larly, the exact sequence 0 → C[χ∞ + (m⊥)∞]⊗C[S∞](M/I∞M)
n[t] → M/I∞M →
cokerϕ→ 0 gives the exact sequence
0→ (M/I∞M)
n[t] → (M/I∞M)
n[t] → (cokerϕ)n[t] → 0
by the vanishing of H1 in (35). This gives that (cokerϕ)n[t] = 0, completing the
proof. 
The following assertion follows immediately from Proposition 3.7.1 and Propo-
sition 3.8.1.
Theorem 3.8.2. The assignment
M 7→ (M/I∞M)
n[t]
yields an exact functor from C to the category of C[S∞]-modules.
Now let M be an object of KLk. Recall that gr
F M ∈ C, and the subspace
M¯ =M/F 1M ⊂ grF M is a Poisson C[g∗]-module. Since I∞M¯ ∩ M¯ = IM¯ (recall
I = I0), we have the inclusion M¯/IM¯ →֒ grF M/(I∞ grF M). As the action of g[t]t
is trivial on M¯ , This induces the embedding
(M¯/IM¯)n →֒ (grF M/I∞ gr
F M)n[t].
On the other hand, the isomorphism (34) restricts to the isomorphism
M¯/IM¯ ∼= C[χ+m⊥]⊗C[S](M¯/IM¯)
n.(36)
Proposition 3.8.3. (i) Let M be an object of KL∆k . Then
(grF M/I∞ gr
F M)n[t] ∼= C[S∞]⊗C[S](M¯/IM¯)
n
as C[S∞]-modules.
(ii) Let M be a finitely generated object of KLk. Then (gr
F M/I∞ gr
F M)n[t]
is generated by the subspace (M¯/IM¯)n over C[S∞].
Proof. (i) By Lemma 2.6.1, we have grF M ∼= C[g∗∞]⊗C[g∗]M¯ . It follows from (36).
that
grF M/(I∞ gr
F M) ∼= (C[g∗∞]/I∞)⊗C[g∗]/I(M¯/IM¯)
∼= C[χ∞ + (m
⊥)∞]⊗C[χ+m⊥](M¯/IM¯) ∼= C[χ∞ + (m
⊥)∞]⊗C[S](M¯/IM¯)
n.
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Hence (grF M/I∞ gr
F M)n[t] ∼= C[S∞]⊗C[S](M¯/IM¯)
n. (ii) Since M is finitely gen-
erated, there is an exact sequence P →M → 0 with P ∈ KL∆k . By Theorem 3.8.2,
this induces the exact sequence (grF P/I∞ gr
F P )n[t] → (grF M/I∞ grF M)n[t],
which restricts to the surjection (P¯ /IP¯ )n → (M¯/IM¯)n → 0. Therefore the as-
sertion follows from (i). 
4. Associated varieties of module over affine vertex algebras and
affine W -algebras
The main purpose of this section is to establish the relation between the associ-
ated varieties of modules over ĝ and those overWk(g, f) (Theorem 4.6.1). Through-
out this section the level k is an arbitrary complex number unless otherwise stated.
4.1. The BRST complex of the generalized quantized Drinfeld-Sokolov
reduction. For the detail of this subsection we refer the reader to [KRW, KW3]
and also to [A2]8.
Let {ui; i = 1, . . . , dim n} be a homogeneous basis of n (defined in (28)) with
respect to the grading (22) such that {u1, . . . , udimg1/2} gives a basis of g1/2. Let
ckij be the structure constant: [ui, uj ] =
∑
k c
k
ijuk.
Denote by Fχ̂ the vertex algebra of neutral free superfermions associated with
g1/2, or the βγ-system of rank
1
2 dim g1/2, which is freely generated by the fields
φi(z) with i = 1, . . . , dim g1/2 (corresponding to the basis {u1, . . . , udimg1/2}) sat-
isfying the OPE
φi(z)φj(w) ∼
χ([ui, uj])
z − w
.
Let
∧∞
2 +• =
⊕
i∈Z
∧∞
2 +i be the vertex (super)algebra of the semi-infinite
forms associated with n[t, t−1], which is a vertex superalgebra freely generated
by the odd fields ψ1(z), . . . , ψdimn(z) (corresponding to the basis {ui} of n) and
ψ∗1(z), . . . , ψ
∗
dim n(z) (corresponding to the dual basis {u
∗
i } of {ui}) satisfying the
OPE
ψi(z)ψ
∗
j (w) ∼
δij
z − w
, ψi(z)ψj(w) ∼ ψ
∗
i (z)ψ
∗
j (w) ∼ 0.
The space
∧∞
2 +• is graded by deg(ψi)(n) = −1, deg(ψ
∗
i )(n) = 1 and deg 1 = 0,
where 1 is the vacuum vector. We have∧∞
2 +•
=
⊕
i∈Z
∧∞
2 +i ∼=
∧•
op
(n[t−1]t−1)⊗
∧•
(n∗[t−1]),
∧∞
2 +i
=
⊕
t−s=i
∧s
(n[t−1]t−1)⊗
∧t
(n∗[t−1]).
Here (ψi)(−n) is identified with uit
−n ∈ n[t−1]t−1 and (ψ∗i )(−n) is identified with
u∗i t
−n ∈ n∗[t−1]t−1, and for a vector space V ,
∧•
op V denotes the Grassmann algebra∧•
V with opposite grading, that is,
∧i
op V =
∧−i
V .
For any V k(g)-module M , set
C(M) =M⊗Fχ̂⊗
∧∞
2 +•
=
⊕
i∈Z
Ci(M), Ci(M) =M⊗Fχ̂⊗
∧∞
2 +i
.
8In [A2] Fχ̂ and
∧∞
2
+• were denoted by Fne(χ) and F(Lg>0), respectively.
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Note that C(V k(g)) is a vertex (super)algebra since it is a tensor product of vertex
(super)algebras, and C(M) is naturally a module over C(V k(g)).
Let Q(z) be the filed on C(V k(g)) defined by
Q(z) =
∑
n∈Z
Q(n)z
−n−1
:=
dimn∑
i=1
(ui(z) + φi(z))ψi(z)−
1
2
∑
1≤i,j,k≤dim n
ckijψ
∗
i (z)ψ
∗
j (z)ψk(z).
Here we have omitted the tensor product symbol and have put φi(z) = χ(ui) for
i > dim g1/2. We have Q(z)Q(w) ∼ 0, and therefore,
Q2(0) = 0.
It follows that (C(M), Q(0)) is a cochain complex for any V
k(g)-module M .
Let
H
∞
2 +•
f (M) := H
•(C(M)) = H•(C(M), Q(0)),
W
k(g, f) := H
∞
2 +0
f (V
k(g)).
Then Wk(g, f) inherits the vertex algebra structure from C(V k(g)). The vertex
algebra Wk(g, f) is called the (universal) W -algebra associated with (g, f) at level
k. It is a conformal vertex algebra with central charge
dim g0 −
1
2
dim g 1
2
−
12
k + h∨
|ρ− (k + h∨)x0|
2(37)
provided that k 6= −h∨, where x0 is defined in (26).
For a V k(g)-module M (or equivalently a smooth ĝ-module of level k), the
C(V k(g))-module structure on C(M) induces the Wk(g, f)-module structure on
H
∞
2 +•
f (M).
4.2. Weights of H
∞
2 +•
f (M). By abuse of notation we set
Hnew := −D − x0 ∈ ĥ.
The operatorHnew gives a
1
2Z-grading on C(V
k(g)), where x0 ∈ ĥ acts on C(V k(g))
diagonally. Because Hnew commutes with Q(0), the vertex algebra W
k(g, f) is 12Z-
graded by the Hamiltonian Hnew. In fact W
k(g, f) is positively graded by the
Hamiltonian Hnew ([FBZ, KW3]). We denote byWk(g, f) the unique simple graded
quotient of Wk(g, f).
Similarly, for M ∈ KLk, the Wk(g, f)-module H
∞
2 +•
f (M) is graded by Hnew.
Thus
H
∞
2 +•
f (M) =
⊕
d∈C
H
∞
2 +•
f (M)d,
and the subspace H
∞
2 +•
f (M)d is the cohomology of the subcomplex C(M)d. Here
and below, C(M) is considered as a graded C(V k(g))-module by the Hamiltonian
Hnew: C(M)d = {m ∈ C(M);Hnewm = dm}.
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4.3. The right exactness of the functor H
∞
2 +0
f (?). We shall consider the func-
tor
H
∞
2 +0
f (?) : KLk →W
k(g, f)-Mod, M 7→ H
∞
2 +0
f (M).(38)
Theorem 4.3.1 ([FBZ, 15.2], [KW3, Theorem 6.3]). LetM ∈ KL∆k . Then H
∞
2 +i
f (M) =
0 for all i 6= 0, H
∞
2 +i
f (M)d is finite-dimensional for all d, and H
∞
2 +0
f (M) is posi-
tively graded.
Theorem 4.3.2. Let M ∈ KLk. Then
H
∞
2 +i
f (M) = 0 for all i > 0.
Therefore the functor H
∞
2 +0
f (?) : KLk →W
k(g, f)-Mod is right exact.
Proof. By Theorem 4.3.1, the assertion can be proven in the similar manner as
[AM, Theorem 3.5 (3)]. 
Corollary 4.3.3. Let M be a finitely generated object of KLk. Then H
∞
2 +0
f (M)d
is finite-dimensional for all d ∈ C and H
∞
2 +0
f (M) is positively graded.
4.4. Cohomology vanishing of associated graded BRST complexes. The
following two assertions are easily seen from the definition.
Lemma 4.4.1. (i) We have RFχ̂ ∼= C[g
∗
1/2] as Poisson algebras, where the
Poisson structure of C[g∗1/2] is given by the symplectic form g1/2× g1/2 →
C, (x, y) 7→ (f, [x, y]).
(ii) We have grF Fχ̂ ∼= C[(g∗1/2)∞] as vertex Poisson algebras.
Lemma 4.4.2. (i) We have R∧∞
2
+• ∼=
∧•
op(n)⊗
∧•
(n∗) as Poisson superal-
gebras, where the Poisson superalgebra structure on the right-hand-side is
given by
{ψf , ψx} = f(x), {ψx, ψx′} = {ψf , ψf ′} = 0
for x, x′ ∈ n, f, f ′ ∈ n∗. Here ψx (respectively ψf ) denotes the element
of
∧−1
op (n) (respectively
∧1
(n∗)) corresponding to x ∈ n (respectively to
f ∈ n∗).
(ii) The vertex Poisson algebra structure of grF
∧∞
2 +• is the level 0 vertex
Poisson superalgebra induced from the Poisson superalgebra structure of
R∧∞
2
+• =
∧•
op(n)⊗
∧•
(n∗).
Let M ∈ KLk. The Li filtration of C(M) is given by
F pC(M) =
∑
r+s+t=p
F rM⊗F sFχ̂⊗F t
∧∞
2 +•
.
More generally, for a compatible filtration Γ•M of M ,
ΓpC(M) :=
∑
r+s+t=p
ΓrM⊗F sFχ̂⊗F t
∧∞
2 +•
(39)
defines a compatible filtration of a C(V k(g))-module C(M). We have
grΓ C(M) = grΓM⊗C[(g∗1/2)∞]⊗
∧∞
2 +•
.
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as vertex Poisson grF C(V k(g))-modules. Here we have identified grF
∧∞
2 +• with∧∞
2 +•.
We have Q(0)Γ
pC(M) ⊂ ΓpC(M), and thus, (grΓ C(M), Q(0)) is a cochain com-
plex. The cohomologyH•(grF C(V k(g))) inherits the graded vertex Poisson (super)
algebra structure from grF C(V k(g)), and the vertex Poisson grF C(V k(g))-module
structure on grΓ C(M) induces the vertex PoissonH•(grF C(V k(g)))-module struc-
ture on H•(grF C(M)).
Theorem 4.4.3. (i) We have Hi(grF C(V k(g))) = 0 for all i 6= 0, and
H0(grF C(V k(g))) ∼→ C[S∞]
as vertex Poisson algebras.
(ii) Let M ∈ KLk, Γ
•M a compatible filtration of M . Then
Hi(grΓ C(M)) ∼=
{
(grΓM/I∞ gr
ΓM)n[t] for i = 0,
0 for i 6= 0
as modules over H0(grF C(V k(g))) = C[S∞].
Proof. Let M ∈ KLk. Set
C¯ = grΓ C(M) =
⊕
i≤0,j≥0
C¯i,j ,
where
C¯i,j = gr
ΓM⊗C[(g∗1/2)∞]⊗
∧−i
(n[t−1]t−1)⊗
∧j
(n∗[t−1]).
We see that the operator Q(0) on C¯ decomposes as
Q(0) = Q¯
− + Q¯+,
where Q¯−C¯i.j ⊂ C¯i+1,j and Q¯+C¯i.j ⊂ C¯i,j+1. Because Q2(0) = 0, we get that
(Q¯−)2 = (Q¯+)2 = {Q¯−, Q¯+} = 0.
Consider the spectral sequence
Er ⇒ H
•(C¯)(40)
whose zeroth differential is Q¯− and first differential is Q¯+. This is a converg-
ing spectral sequence because the complex C¯ is a direct sum of subcomplexes
ΓpC(M)/Γp+1C(M) with p ∈ Z, and (ΓpC(M)/Γp+1C(M)) ∩ C¯i,j = 0 for j ≫ 0
by (39).
By definition the E1-term is the cohomology of the complex (C¯, Q¯
−), which
is identical to the Koszul complex grΓM⊗C[(g1/2)
∗
∞] associated with the the se-
quence t1, t2, . . . , s1, s2, . . . , where ti is defined in §3.7 and {s1, s2, . . . } is a basis of
g1/2[t
−1]t−1. To compute this we consider the Hochschild-Serre spectral sequence
associated with the subsequence t1, t2, . . . . Let E˙
p,q
r denote this spectral sequence.
Proposition 3.7.1 gives that
E˙p,q1 =
{
(grΓM/I∞ gr
ΓM)⊗C[(g∗1/2)∞]⊗Λ
•(n∗[t−1])⊗Λ−p(g1/2[t
−1]t−1) if q = 0
0 if q 6= 0.
(41)
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Because Λ−p((g1/2[t
−1]t−1) is a free g1/2[t
−1]t−1-module we obtain
E˙p,q2
∼=
{
(grΓM/I∞ gr
ΓM)⊗Λ•(n∗[t−1]) if p = q = 0
0 otherwise.
(42)
Therefore the spectral sequence E˙r collapses at E˙2 = E˙∞ and we get
Ep,q1
∼=
{
(grΓM/I∞ gr
ΓM)⊗Λp(n∗[t−1]) if q = 0
0 if q 6= 0.
(43)
Next let us compute the E2-term of the spectral sequence (40). We find from the
explicit form of Q¯− and (43) that the complex (H0(C¯, Q¯−), Q¯+) is identical to the
the Chevalley complex for computing Lie algebra cohomologyH•Lie(n[t], gr
ΓM/I∞ gr
ΓM)
considered in §3.8. Therefore Proposition 3.8.1 gives that
Hi(Hj(C¯, Q¯−), Q¯+) ∼=
{
(grΓ /I∞ gr
ΓM)n[t] for i = j = 0,
0 otherwise.
Hence the spectral sequence collapses at E2 = E∞. Therefore
H0(grΓ C(M)) ∼=
{
(grΓ /I∞ gr
ΓM)n[t] for i = j = 0,
0 otherwise.
(44)
Note that Ep,q∞ lies entirely in E
0,0
2 , and therefore the corresponding filtration of
H0(grΓ C(M)) is trivial.
Applying (44) to M = V k(g) and Γ = F , we obtain the isomorphism
Φ : H0(grF C(V k(g))) ∼→ C[S∞].(45)
The triviality of the filtration associated with the spectral sequence considered
above implies that Φ is an isomorphism of differential algebras.
To see that Φ is an isomorphism of vertex Poisson algebras, consider the sub-
complex RC(V k(g)) = F
0C(V k(g))/F 1C(V k(g)) ⊂ grF C(V k(g)). We have
RC(V k(g)) = RV k(g)⊗RFχ̂⊗R∧∞2 +•
as Poisson (super)algebras, and the vertex Poisson algebra structure ofH0(grΓ C(M))
restricts to the Poisson algebra structure of H0(RC(V k(g))). Now observe that
the assignment RC(V k(g)) → H
0(RV k(g)) is exactly the BRST realization [KS] of
Hamiltonian reduction described in [GG, §3.2]. Hence the restriction of Φ gives the
isomorphism
Φ|H0(R
C(V k(g))
) : H
0(RC(V k(g)))
∼→ C[S] = (C[g∗]/I0)
n
of Poisson algebras. Since C[S∞] is generated by its subring C[S] as a differen-
tial algebra, the ring H0(grF C(V k(g))) is also generated by H0(RC(V k(g))) as a
differential algebra. By the property of the Li filtration we have a(n)b = 0 for
n > 0, a, b ∈ H0(RC(V k(g))). This means that the vertex Poisson algebra structure
of H0(grF C(V k(g))) coincides with that of C[S∞] on the generating subspaces
H0(RC(V k(g))) ∼= C[S]. But we have shown in [A5, Proposition 2.3.1] that this
uniquely determines the whole vertex Poison algebra structure. This completes the
proof. 
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It is clear from the proof that the isomorphism of Theorem 4.4.3 (i) restricts to
the isomorphism
H0(RC(V k(g)))
∼
→ C[S]
of Poisson algebras. Also, in the case that Γ = F , the isomorphism of Theorem
4.4.3 (ii) restricts to the isomorphism
H0(C(M)/F 1C(M)) ∼= (M¯/IM¯)n(46)
as Poisson C[S]-modules. Hence Proposition 3.8.3 (ii) gives the following.
Proposition 4.4.4. LetM be a finitely generated object in KLk. Then H
0(grF C(M))
is generated by the subspace H0(C(M)/F 1C(M)) ∼= (M¯/IM¯)n over C[S∞].
Since Hnew naturally acts on H
0(grΓ C(M)), we have the decomposition
H0(grΓ C(M)) =
⊕
d∈C
H0(grΓ C(M))d.
Here and below,
Md = {m ∈M ;Hnewm = dm}
for any Hnew-module M .
Proposition 4.4.5. (i) For an object M of KLk and d ∈ C, the dimension
of H0(grΓ C(M))d is independent of a compatible filtration Γ
•M of M .
(ii) Let M be a finitely generated object of KLk, Γ
•M a compatible filtration.
Then H0(grΓ C(M))d is finite-dimensional for all d ∈ C.
Proof. (i) follows from the Euler-Poincare´ principle and Theorem 4.4.3. (ii) By (i),
we may assume that Γ = F , the Li filtration. But then the assertion follows from
Proposition 4.4.5. 
4.5. Strong vanishing of BRST cohomology. Let M be a finitely generated
object of KLk, Γ
•M a compatible filtration. Let M ∈ KLk, Γ
•M a compatible
filtration. We have C(M) =
⊕
d∈CC(M)d, and Γ
iC(M)d = Γ
iC(M) ∩ C(M)d
gives a filtration of the subcomplex C(M)d. We wish to show that, for each d ∈ C,
Γ•C(M)d is a regular filtration in the sense of [CE, p.324], that is, H
•(ΓpC(M)d) =
0 for a sufficiently large p.
Let Γ•H
∞
2 +•
f (M) =
⊕
d Γ
•H
∞
2 +•
f (M)d be the filtration of H
∞
2 +•
f (M) induced
by Γ•C(M)d, i.e.,
ΓpH
∞
2 +•
f (M)d = Im(H
•(ΓpC(M))d → H
•(C(M))d).
The filtration Γ•C(M) induces the filtration Γ•(C(M)/ΓpC(M)) of C(M)/ΓpC(M),
which is certainly regular. Let ΓpH•(C(M)/ΓpC(M)) be the induced filtration of
H•(C(M)/ΓpC(M)). The natural map C(M)→ C(M)/ΓpC(M) induces the sur-
jection
grΓ C(M)→ grΓ(C(M)/ΓpC(M)).(47)
Proposition 4.5.1. Let M ∈ KLk, Γ•M a compatible filtration.
(i) We have Hi(C(M)/ΓpC(M)) = 0 for all i 6= 0 and p ≥ 1, and we have
grΓH0(C(M)/ΓpC(M)) ∼= H0(grΓ(C(M)/ΓpC(M))).
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(ii) Let d ∈ C and suppose that H0(grΓ C(M))d is finite-dimensional. Then
(47) induced the isomorphism
H0(grΓ C(M))d
∼→ grΓH0(C(M)/ΓpC(M))d
for a sufficiently large p. In particular
dimH0C(M)/ΓpC(M))d = dimH
0(grΓ C(M))d
for a sufficiently large p.
Proof. Set C = C(M). Because the complex grΓ(C/ΓpC) is a direct summand of
grΓ C, Theorem 4.4.3 gives that Hi(grΓ(C/ΓpC)) = 0 for i 6= 0. It follows that the
spectral sequence associated with the filtration Γ•(C/ΓpC) collapses at E1 = E∞,
and we get that
Hi(C/ΓpC) = 0 for i 6= 0,(48)
grΓH0(C/ΓpC) = H0(grΓ(C/ΓpC)) =
p−1⊕
i=0
H0(ΓiC/Γi+1C).(49)
This completes the proof. 
Proposition 4.5.2. LetM ∈ KLk, ΓpM a compatible filtration. Then H
∞
2 +i
f (M) =
ΓpH
∞
2 +i
f (M) for all i 6= 0 and p ≥ 1.
Proof. We have the injection
H
∞
2 +i
f (M)/Γ
pH
∞
2 +i
f (M) →֒ H
i(C(M)/ΓpC(M)).(50)
But Hi(C(M)/ΓpC(M)) = 0 for all i 6= 0 by Proposition 4.5.1. 
Proposition 4.5.3. LetM be a finitely generated object of KLk. Then the following
conditions are equivalent.
(i) H
∞
2 +i
f (M) = 0 for all i 6= 0.
(ii) For any compatible filtration Γ•M , we have ΓpH
∞
2 +i
f (M) = 0 for i 6= 0,
p ≥ 0 and ΓpH
∞
2 +0
f (M)d = 0 for p≫ 0, d ∈ C.
(iii) For any compatible filtration Γ•M , we have Hi(ΓpC(M)) = 0 for i 6= 0,
p ≥ 0 and H0(ΓpC(M))d = 0 for p≫ 0, d ∈ C.
(iv) There exists a compatible filtration Γ•M such that H•(ΓpC(M))d = 0 for
p≫ 0, d ∈ C.
Proof. Put C = C(M). The direction (iii) ⇒ (iv) is obvious. The condition (iv)
means that the filtration Γ•C(M)d is regular. Therefore, the associated spectral
sequence converges to H
∞
2 +•
f (M), and this collapses at E1 = E∞ by virtue of
Theorem 4.4.3. Hence (iv) implies (i). Next let us show that (i) implies (ii). By
Proposition 4.5.2, (i) gives ΓpH
∞
2 +i
f (M) = 0 for all i 6= 0, p ≥ 0. It remains to
show that ΓpH
∞
2 +0
f (M)d = 0 for p≫ 0. Recall that H
i(grΓ C(M))d = 0 for i 6= 0
and H0(grΓ C(M))d is finite-dimensional, see Theorem 4.4.3 and Proposition 4.4.5.
The cohomology vanishing assumption (i) and the Euler-Poincare´ principle implies
that
dimH
∞
2 +0
f (M)d = dimH
0(grΓ C)d.(51)
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Consider the composition
H
∞
2 +0
f (M)d ։ H
∞
2 +0
f (M)d/Γ
pH
∞
2 +0
f (M)d →֒ H
0(C/ΓpC)d.(52)
As H0(C/ΓpC)d = H
0(grΓ C)d for p≫ 0 by Proposition 4.5.1 (ii), (51) implies that
the two maps in (52) must be isomorphisms for p≫ 0, proving (ii). Finally, let us
show (ii) implies (iii). By the assumption and the injectivity of (50), H
∞
2 +i
f (M)d
is embedded into Hi(C/ΓpC)d for p ≫ 0. Since the latter vanishes for i 6= 0
by Proposition 4.5.1 we get that H
∞
2 +i
f (M) = 0 for i 6= 0. This together with
Proposition 4.5.1 (i) implies that the long exact sequence associated sequence 0→
ΓpC → C → C/ΓpC → 0 gives that
Hi(ΓpC) = 0 for i 6= 0, 1,
0→ H0(ΓpC)→ H
∞
2 +0
f (M)→ H
0(C/ΓpC)→ H1(ΓpC)→ 0 (exact).
On the other hand in the proof of (ii)⇒(iii) we have proved that the cohomology
vanishing of H
∞
2 +•
f (M) implies that the maps in (52) are isomorphisms for p≫ 0.
Thus the middle map of the above exact sequence is an isomorphism. This show
that H0(ΓpC)d = H
1(ΓpC)d = 0 for p≫ 0, completing the proof. 
Proposition 4.5.4. Let M ∈ KLk, Γ•M a compatible filtration. The natural map
C(M)→ C(M)/ΓpC(M) induces the surjection H
∞
2 +0
f (M)։ H
0(C(M)/ΓpC(M))
for all p ≥ 1.
Proof. The proof divided into 4 steps. (i) Consider the case M ∈ KL∆k . By Theo-
rems 4.3.1 and Proposition 4.5.3, we have
grΓH
∞
2 +0
f (M)
∼= H0(grΓ C(M)).
Hence the assertion follows from Proposition 4.5.1. (ii) Consider the case M is
finitely generated and Γ = F . There is an exact sequence
0→ N → P→M → 0(53)
in KLk with P ∈ KL
∆
k . Let Γ
•N be the compatible filtration of N induced by F •M ,
so that we have the exact sequence
0→ C(N)/ΓpC(N)→ C(P )/F pC(P )→ C(M)/F pC(M)→ 0.
By Proposition 4.5.1, this induces an exact sequence
0→ H0(C(N)/ΓpC(N))→ H0(C(P )/F pC(P ))→ H0(C(M)/F pC(M))→ 0.
Consider the commutative diagram
H
∞
2 +0
f (P ) −→ H
0(C(P )/F pC(P ))y y
H
∞
2 +0
f (M) −→ H
0(C(M)/F pC(M)).
Since vertical arrows and the upper horizontal arrow are surjective, the lower hori-
zontal arrow is surjective as well. (iii) Let Γ•M be an arbitrary compatible filtration
of a finitely generated object M of KLk. Set C = C(M), and let F
•(C/ΓpC) be
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the filtration of C/ΓpC induced by the Li filtration F •C. Since F pC ⊂ ΓpC, this
filtration is regular, and there is a converging spectral sequence
Er ⇒ H
•(C/ΓpC)(54)
whose E1-term is H
•(grF (C/ΓpC)). Observe that
grF (C/ΓpC) = (grF C)/Γp(grF C),
where Γ•(grF C) is the filtration of grF C induced by Γ•C. The associated graded
space grΓ(grF C) is naturally a vertex Poisson C[g∗∞]-module which belongs to C.
Hence we have
Hi(grΓ(grF C)) = 0 for i 6= 0
by Theorem 4.4.3. As in the proof of Proposition 4.5.1 one sees that
Hi((grF C)/Γp(grF C)) = 0 for i 6= 0,(55)
and that the exact sequence
0→ Γp(grF C)→ grF C(M)→ (grF C)/(Γp grF C)→ 0
induces the exact sequence
0→ H0(Γp(grF C))→ H0(grF C)→ H0((grF C)/(Γp grF C))→ 0.(56)
By (55) the spectral sequence (54) collapses at E1 = E∞ and we have
grF H0(C/ΓpC) ∼= H0((grF C)/(Γp grF C)).
Therefore (56) implies that the natural map grF C → grF (C/ΓpC) induces the
surjection H0(grF C)→ H0(grF (C/ΓpC)). This shows the surjectivity of the map
grF H0(C/F pC)→ grF H0(C/ΓpC)(57)
since grF H0(C/F pC) ∼= H0(grF (C/F pC)), grF H0(C/ΓpC) ∼= H0(grF (C/ΓpC)),
and we have the commutative diagram
H0(grF C) H0(grF C)y y
H0(grF (C/F pC)) −→ H0(grF (C/ΓpC)).
Since (57) is surjective, we find that the natural map C/F pC → C/ΓpC induces
the surjection
H0(C/F pC)։ H0(C/ΓpC).
As we have the commutative diagram
H
∞
2 +0
f (M) H
∞
2 +0
f (M)y y
H0(C/F pC) −→ H0(C/ΓpC)
and the left horizontal arrow is surjective as proved in (ii), the right horizontal
arrow must be surjective As well. (iv) Let M , Γ•M be arbitrary. Take a sequence
M1 ⊂ M2 ⊂ . . . of of finitely generated submodules of M such that M =
⋃
iMi.
Let Γ•M be the induced filtration of Mi. Then Γ
•Mi is compatible for all i,
ΓpM1 ⊂ Γ
pM2 ⊂ . . . , Γ
pM =
⋃
i Γ
pMi, and M/Γ
pM =
⋃
i(Mi/Γ
pMi). Since
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the cohomology functor commutes with the injective limits we have H
∞
2 +0
f (M) =
lim−→
i
H
∞
2 +0
f (Mi), H
0(C(M)/ΓpC(M)) = lim−→
i
H0(C(Mi)/Γ
pC(Mi)). Therefore the
assertion follows from (iii). 
Proposition 4.5.5. Let M be an object of KLk, Γ
•M a compatible filtration. We
have Hi(ΓpC(M)) = 0 for i ≥ 1, p ≥ 1.
Proof. The assertion follows from Propositions 4.5.1 and 4.5.4 by considering the
long exact sequence associated with the short exact sequence
0→ ΓpC(M)→ C(M)→ C(M)/ΓpC(M)→ 0.(58)

Proposition 4.5.6. LetM be an object of KLk, Γ
•M a compatible filtration, d ∈ C.
Assume that H0(grΓ C(M))d is finite-dimensional. Then the natural map C(M)→
C(M)/ΓpC(M) induces the isomorphism
H
∞
2 +0
f (M)d
∼→ H0(C(M)/ΓpC(M))d
for a sufficiently large p.
Proof. In view of Propositions 4.5.1 and 4.5.4, the statement is equivalent to that
dimH
∞
2 +0
f (M)d = dimH
0(grΓ C(M))d.
Since dimH0(grΓ C(M))d is independent of the choice of a compatible filtration Γ
by Proposition 4.4.5, we may assume that Γ = F . Also, since the cohomology func-
tor commutes with the injective limits we may assume that M is finitely generated,
so that there is an exact sequence
0→ N → P→M → 0(59)
in KLk with P ∈ KL
∆
k . We have the exact sequence
0→ ΓpC(N)→ F pC(P )→ F pC(M)→ 0.
where Γ•C(M) is the compatible filtration of C(N) induced by F •C(M). By
Proposition 4.5.5, this induces the exact sequence
H0(F pC(P ))d → H
0(F pC(M))d → 0
As H0(F pC(P ))d = 0 for p ≫ 0 by Theorem 4.3.1 and Proposition 4.5.3, we get
that H0(F pC(M))d = 0. Therefore Proposition 4.5.4 and the long exact sequence
associated with the exact sequence 0→ F pC(M)→ C(M)→ C(M)/F pC(M)→ 0
gives the isomorphism H
∞
2 +0
f (M)d
∼→ H0(C(M)/F pC(M))d for p≫ 0 as required.

Theorem 4.5.7. We have H
∞
2 +i
f (M) = 0 for i 6= 0 with any object M in KLk. In
particular the functor KLk →W
k(g, f)-Mod, M 7→ H
∞
2 +0
f (M), is exact.
Proof. By Theorem 4.3.2 it remains to show that H
∞
2 +i
f (M) = 0 for all i ≤ −1.
We proceed by induction on |i|. Since the cohomology functor commutes with the
injective limits we may assume that M is finitely generated. Thus, there are an
object P ∈ KL∆k and an exact sequence
0→ N → P →M → 0(60)
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in KLk. Let Γ
•P be a compatible filtration of P , and let Γ•M and Γ•N be
induced filtration as in the proof of Proposition 4.5.5. We have the short ex-
act sequence 0 → grΓN → grΓ P → grΓM → 0, that induces an exact se-
quence 0 → H0(grΓ C(N)) → H0(grΓ C(P )) → H0(grΓ C(M)) → 0 by Theorem
4.4.3. Note that H0(grΓ C(N))d, H
0(grΓ C(P ))d and H
0(grΓ C(M))d are finite-
dimensional for all d ∈ C by Proposition 4.4.5.
We have the commutative diagram
0 −→ H
∞
2 −1
f (M)d −→ H
∞
2 +0
f (N)d −→ H
∞
2 +0
f (P )d −→ H
∞
2 +0
f (M)d −→ 0y y y
0 −→ H0(C1/ΓpC1)d −→ H0(C2/ΓpC2)d −→ H0(C3/ΓpC3)d −→ 0,
where C1 = C(N), C2 = C(P ), C3 = C(M). But the vertical arrows are all
isomorphisms by Proposition 4.5.6 for a sufficiently large p. Therefore we get that
H
∞
2 −1
f (M) = 0.
Next suppose that we have shown that H
∞
2 −i
f (M) = 0 for all objects M ∈ KLk.
Since H
∞
2 −i−1
f (P ) = 0 by Theorem 4.3.1, the long exact sequence associated with
(59) gives that H
∞
2 −i−1
f (M) = 0 as desired. 
Remark 4.5.8. In the case that f is a principal nilpotent element Theorem 4.4.3 has
been obtained by Frenkel and Gaitsgory [FG] from the vanishing result [A3] of the
BRST cohomology associated with the “−”-reduction functor, which is a certain
modified version [FKW] of the cohomology functor H
∞
2 +•
f (?).
LetM be an object of KLk, Γ
•M be a compatible filtration ofM . By Proposition
4.5.3 and Theorem 4.5.7, the filtration F pC(M)d is regular, and hence there is a
converging spectral sequence Er ⇒ H
∞
2 +•
f (M) whose E1-term is H
•(grΓ C(M)).
By Theorem 4.4.3 this spectral sequence collapses at E1 = E∞ and we have the
isomorphism
grΓH
∞
2 +0
f (M)
∼= H0(grΓ C(M)) ∼= (grΓM/I∞ gr
ΓM)n[t].(61)
Theorem 4.5.9.
(i) The Li filtration of V k(g) induces the Li filtration of the vertex alge-
bra Wk(g, f), that is, F pWk(g, f) = Im(H0(F pC(V k(g))) → Wk(g, f)).
Moreover, we have
grF Wk(g, f) ∼= C[S∞]
as vertex Poisson algebras.
(ii) More generally, for a finitely generated object M of KLk, the Li filtration
of M induces the Li filtration of H
∞
2 +0
f (M). Hence
grF H
∞
2 +p
f (M)
∼= Hp(grF C(M))
∼=
{
(grF M/I∞ gr
F M)n[t] for p = 0,
0 for p 6= 0,
as modules over the vertex Poisson algebras C[S∞].
30 TOMOYUKI ARAKAWA
Proof. Let M be an object of KLk. We temporary denote by Γ
•H
∞
2 +0
f (M) the
compatible filtration of H
∞
2 +0
f (M) induced by the Li filtration of M . We have
F pH
∞
2 +0
f (M) ⊂ Γ
pH
∞
2 +0
f (M)
since the Li filtration is the finest compatible filtration of H
∞
2 +0
f (M). It follows
that we have the natural map
grF H
∞
2 +0
f (M)→ gr
ΓH
∞
2 +0
f (M)
∼= (grΓM/I∞ gr
ΓM)n[t](62)
by (61).
(i) Let M = V k(g). Observe that the map (62) is an homomorphism
grF Wk(g, f)→ grΓWk(g, f) ∼= C[S∞](63)
of vertex Poisson algebras. In particular, this restricts to the surjective homomor-
phism
W
k(g, f)/F 1Wk(g, f)։Wk(g, f)/Γ1Wk(g, f) ∼= C[S]
of Poisson algebras. Since C[S∞] is generated by C[S] as differential algebras, the
map (63) is surjective. As dimgrF Wk(g, f)d = dimgr
Γ
W
k(g, f)d = dimW
k(g, f)d
for each d, the map (63) must be injective as well. (ii) The map (63) restricts to
the surjection
H
∞
2 +0
f (M)/F
1H
∞
2 +0
f (M)։ H
∞
2 +0
f (M)/Γ
1H
∞
2 +0
f (M)
∼= H0(C(M)/F 1C(M)),
which is a homomorphism of C[S]-modules by (i). Since H0(grF C(M))) is gen-
erated by H0(C(M)/F 1C(M)) by Proposition 4.4.4, (62) must be surjective, and
hence is an isomorphism. 
Corollary 4.5.10. (i) ([DSK]) We have
RWk(g,f) ∼= C[S]
as Poisson algebras.
(ii) For an finitely generated object M of KLk we have
H
∞
2 +0
f (M)/F
1H
∞
2 +0
f (M)
∼= (M¯/IM¯)n
as Poisson modules over C[S]. In particular grF H
∞
2 +0
f (M) is finitely
generated over C[S∞].
Remark 4.5.11. The fact that grF H
∞
2 +0
f (M)
∼= H0(grF C(M)) is true for any
objectM of KLk. To see this, take an increasing sequenceM1 ⊂M2 ⊂ . . . of finitely
generated submodule of M such that M =
⋃∞
i=1Mi. Then F
nM1 ⊂ F
nM2 ⊂ . . .
and FnMi =
⋃
i F
nMi. Hence
H0(FnC(M)/Fn+1C(M)) = H0(lim−→
i
FnC(Mi)/F
n+1C(Mi))
= lim−→
i
Hi(FnC(Mi)/F
n+1C(Mi)) = lim−→
i
FnH
∞
2 +0
f (Mi)/F
n+1H
∞
2 +0
f (Mi)
= FnH
∞
2 +0
f (M)/F
n+1H
∞
2 +0
f (M)
since cohomology functor commutes with the injective limits.
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Recall that Vk(g) (resp. Wk(g, f)) denotes the simple quotient of V
k(g) (resp.
W
k(g, f)). By Theorem 4.5.7, the projection V k(g)→ Vk(g) induces the surjective
homomorphism
W
k(g, f) = H
∞
2 +0
f (V
k(g))։ H
∞
2 +0
f (Vk(g))
of vertex algebras. Hence we have the following assertion.
Proposition 4.5.12. Suppose that H
∞
2 +0
f (Vk(g)) is nonzero. Then it is a quotient
vertex algebra of Wk(g, f), and hence, has Wk(g, f) as its unique graded simple
quotient. The vertex algebra H
∞
2 +0
f (Vk(g)) is C2-cofinite if and only if it is C2-
cofinite as a module over Wk(g, f). If this is the case the simple W -algebra Wk(g, f)
is C2-cofinite as well.
4.6. BRST Reduction of associated varieties. We shall identify RWk(g,f) with
and C[S] through Corollary 4.5.10 (i). Thus, for a finitely generated object M of
KLk, X
H
∞
2
+0
f (M)
is a C∗-invariant Poisson subvariety of S. The following assertion
follows immediately from Corollary 4.5.10 (ii).
Theorem 4.6.1. Let M be a finitely generated object of KLk. The associated
variety X
H
∞
2
+0
f (M)
is isomorphic to the scheme theoretic intersection XM ∩ S.
Proposition 4.6.2. LetM be a finitely generated object of KLk. Then H
∞
2 +0
f (M) 6=
0 if and only if XM contains the closure AdG · χ of the coadjoint orbit AdG · χ.
Proof. BecauseX
H
∞
2
+0
f (M)
is stable under the C∗-action, it follows thatH
∞
2 +0
f (M) 6=
0 if and only if XM contains the unique C
∗-fixed point χ of S. The assertion follows
because XM is G-invariant and closed. 
The following assertion follows immediately from (18), Theorem 4.6.1 and the
transversality of S to G-orbits.
Theorem 4.6.3. Let M be a finitely generated object of KLk. Suppose that XM ∼=
AdG.f as subvarieties of g∗. Then H
∞
2 +0
f (M) is (non-zero and) C2-cofinite.
4.7. The BRST cohomology functor kills integrable representations. Let
fmin be a minimal nilpotent element of g, χmin = ν(fmin), Omin = AdG.χmin.
Then Omin ⊂ N is the unique nonzero nilpotent orbit of minimal dimension (see
[CM]).
The following assertion is a special case of [A2, Main Theorem].
Theorem 4.7.1. Let λ ∈ P̂+k . Then H
∞
2 +0
fmin
(Lλ) is non-zero if and only Lλ is not
an integrable representation of ĝ.
Proposition 4.7.2. Let λ ∈ P̂+k . If λ is integral dominant then XLλ = {0}.
Otherwise Omin ⊂ XLλ. In particular Lλ is an integrable representation of ĝ if and
only if XLλ = {0}.
Proof. It is well-known that XLλ = {0} for an integrable representation Lλ (see
e.g. [A5, Proposition 3.5.1] for a proof). If Lλ is not integrable H
∞
2 +0
f (Lλ) 6= 0 by
Theorem 4.7.1, and hence, Omin ⊂ XLλ by Proposition 4.6.2. 
32 TOMOYUKI ARAKAWA
The following assertion follows immediately from Proposition 4.6.2 and Propo-
sition 4.7.2.
Corollary 4.7.3. Let f be a non-zero nilpotent element of g, Lλ an integrable
representation of ĝ. Then H
∞
2 +•
f (Lλ) = 0.
Remark 4.7.4. Corollary 4.7.3 also follows from Theorem 4.5.7 and [KRW, Theorem
3.2].
5. Associated varieties of Kac-Wakimoto admissible representations
and C2-cofiniteness of W -algebras
In this section we prove the Feigin-Frenkel conjecture on the singular support
of G-integrable admissible representations and determine their associated varieties.
As a consequence we prove the C2-cofiniteness for a large number of W -algebras
including all exceptional W -algebras (Theorem 5.9.1 and Theorem 5.10.2). In this
section g∗ is often identified with g and XM is identified with its underlying topo-
logical space.
5.1. Kac-Wakimoto admissible representations. A subset ∆′ of ∆̂re is called
a subroot system if sα(β) ∈ ∆′ for any α, β ∈ ∆′. For a subroot system ∆′,
∆′+ = ∆
′ ∩∆re+ is a set of positive root and Π
′ = {α ∈ ∆′+; sα(∆
′
+\{α}) ⊂ ∆
′
+} is
the set of simple roots ([MP, KT]).
For λ ∈ ĥ∗, let ∆̂(λ) be the associated integral root system defined by
∆̂(λ) = {α ∈ ∆̂re; 〈λ+ ρ̂, α∨〉 ∈ Z}.
Then ∆̂(λ) is a subroot system of ∆̂re. Let ∆̂(λ)+ and Π̂(λ) be the sets of positive
roots and simple roots of ∆̂(λ) respectively. The subgroup Ŵ (λ) = 〈sα;α ∈ ∆̂(λ)〉
of Ŵ is called the integral Weyl group of λ.
A weight λ ∈ ĥ∗ is called admissible [KW2] if
(i) λ is regular dominant, that is, 〈λ + ρ̂, α∨〉 6∈ {0,−1,−2, . . . , } for any
α ∈ ∆re+ ,
(ii) Q∆̂(λ) = Q∆re.
Note that an integral dominant weight of ĝ is admissible.
For λ ∈ ĥ∗, the irreducible highest weight representation Lλ is called an admis-
sible representation if λ is admissible. The condition (i) implies [KW1] that the
formal character chLλ of Lλ is given by
chLλ =
∑
w∈Ŵ (λ)
(−1)ℓλ(w)ew◦λ
∏
α∈∆̂+
(1 − e−α)− dim ĝα ,(64)
where ℓλ : Ŵ (λ)→ Z≥0 is the length function and ĝα is the root space of root α.
5.2. G-integrable admissible representations. Set
Admk+ = {λ ∈ P̂
k
+;λ is admissible}, Adm+ =
⋃
k∈C
Admk+,
where P̂ k+ is defined in (21).
A complex number k is called admissible for ĝ if the weight kΛ0 is admissible.
The following assertion is easy to see (cf. Proposition 5.2.2).
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g hg h
∨ Lh∨ r∨
Al l+ 1 l + 1 l + 1 1
Bl 2l 2l − 1 l + 1 2
Cl 2l l + 1 2l − 1 2
Dl 2l− 2 2l − 2 2l − 2 1
E6 12 12 12 1
E7 18 18 18 1
E8 30 30 30 1
F4 12 9 9 2
G2 6 4 4 3
Table 1.
Lemma 5.2.1. The set Admk+ is non-empty if and only if k is admissible.
The admissible numbers are classified in [KW2, KW4]. Set
A = Ag =
⊔
q∈N
(q,r∨)=1
A[q], LA = LAg =
⊔
q∈N
L
A[q],
where
A[q] := {−h∨ +
p
q
; p, q ∈ N, (p, q) = 1, p ≥ h∨},
L
A[q] := {−h∨ +
p
r∨q
; p, q ∈ N, (p, q) = 1, (p, r∨) = 1, p ≥ hg}.
Here r∨ is the lacety of g and hg is the Coxeter number of g.
Proposition 5.2.2 ([KW2, KW4]). (i) A complex number k is admissible if
and only if k ∈ A ∪ LA.
(ii) Let k ∈ A[q] with q ∈ N, (q, r∨) = 1. Then, for λ ∈ Admk+, ∆̂(λ) =
∆̂(kΛ0) = {α+ nqδ;α ∈ ∆, n ∈ Z}, Π̂(λ) = {−θ + qδ, α1, . . . , αl}.
(iii) Let k ∈ LA[q] with q ∈ N. Then, for λ ∈ Admk+, we have ∆̂(λ) =
∆̂(kΛ0) = {α + r∨nqδ;α ∈ ∆long, n ∈ Z} ⊔ {α + nqδ;α ∈ ∆short, n ∈ Z},
Π̂(λ) = {−θs + qδ, α1, . . . , αl}. Here ∆long and ∆short are the sets of long
roots and short roots of g, respectively.
Remark 5.2.3. (i) We have A[1] = Z≥0 and Adm
k for k ∈ Z≥0 is the set of
integrable dominant weights of level k.
(ii) Let k ∈ A, λ ∈ Admk+. Then ∆̂(λ)
∼= ∆̂re as root systems, that is, λ is a
principal admissible weight [KW2].
(iii) Let k ∈ LA, λ ∈ Admk+. Then ∆̂(λ)
∨ is isomorphic to the root system of
(̂Lg).
(iv) The assignment
k 7→ Lk :=
1
r∨(k + h∨)
− Lh∨
gives bijections Ag
∼→ LALg and
L
Ag
∼→ ALg, where
Lg is the Langlands
dual Lie algebra of g and Lh∨ is the dual Coxeter number of Lg.
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5.3. The Feigin-Frenkel conjecture. The following assertion was conjectured
by Feigin and Frenkel (unpublished).
Theorem 5.3.1. Let λ ∈ Adm+. Then SS(Lλ) ⊂ N∞, or equivalently, XLλ ⊂ N .
Remark 5.3.2. If Lλ is an integrable representation of ĝ then XLλ = {0} (see
Proposition 4.7.2), and we have obviously that XLλ ⊂ N .
For g = sl2, Theorem 5.3.1 has been proved by Feigin and Malikov [FeiM]. Below
we reproduce their proof for completeness in the case that λ = kΛ0.
Theorem 5.3.3 (Feigin and Malikov [FeiM]). Let g = sl2, and let k be an admis-
sible number for ĝ = ŝl2. Then XLλ ⊂ N .
Proof. Since Vk(g) is a quotient of V
k(g), RVk(g) is a quotient of RV k(g) = C[g
∗]
by the image I of the maximal ideal of V k(g) in RV k(g). Let k ∈ A[q] and write
k + 2 = p/q with p ∈ N. It is known [KW1] that the maximal ideal of V k(g) is
generated by a singular vector, say v, of weight s−θ+qδ◦kΛ0. The projection formula
[MFF] of v implies that its image v¯ in I ⊂ RV k(g) = C[g
∗] is non-zero. Since v¯ is
a singular vector of the ad g-module C[g∗] of weight 2(p− 1)α and degree (p− 1)q,
Kostant’s Separation Theorem implies that v¯ must be equals to Ω
(p−1)(q−1)
2 ep−1 up
to multiplication by a nonzero constant, where Ω = 12h
2 + 2ef . It follows that I
contains some power of Ω, and hence, XVk(g) ⊂ N . 
Remark 5.3.4. The condition that Vk(g) ⊂ N is equivalent to that Vk(g) is C2-
cofinite as a Q-graded vertex algebra in the sense of [DLM].
5.4. Proof of Theorem 5.3.1.
Lemma 5.4.1. Suppose that the Feigin-Frenkel conjecture holds for Vk(g), that
is, XVk(g) ⊂ N . Then for a finitely strongly generated Vk(g)-module M we have
XM ⊂ N .
Proof. Clear since M¯ =M/F 1M is a finitely generated RVk(g)-module. 
Theorem 5.4.2 ([MF], see also [FreM]). Let k be an admissible number, λ ∈
Admk+. Then L(λ) is a Vk(g)-module.
Corollary 5.4.3. Let k be an admissible number. If XVk(g) ⊂ N then XLλ ⊂ N
for all λ ∈ Admk+.
Let {ei, hi, fi; i = 1, . . . , l} be Chevalley generators of g. Denote by sl
(i)
2 the
copy of sl2 in g spanned by ei, hi and fi. Let p
(i) be the parabolic subalgebra of
g spanned by b and fi, k
(i) its Levi subalgebra, and r(i) its nilradical. Thus, k(i) is
equal to the direct sum of sl
(i)
2 and the orthogonal complement h
⊥
i of Chi in h.
In order to reduce the proof of Theorem 5.3.1 to the sl2-case we shall consider the
semi-infinite restriction of Vk(g), which is by definition the semi-infinite cohomology
space H
∞
2 +•(r(i)[t, t−1], Vk(g)).
For k 6= −h∨, define ki ∈ C by
ki + 2 =
2
(αi|αi)
(k + h∨).
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Note that if k is an admissible number for ĝ, then ki is an admissible number for
ŝl2. The space H
∞
2 +•(r(i)[t, t−1], Vk(g)) is naturally a vertex algebra, and there is
a natural vertex algebra homomorphism
V ki(sl
(i)
2 )→ H
∞
2 +0(r(i)[t, t−1], Vk(g)),(65)
which sends the vacuum vector of V ki(sl
(i)
2 ) to the image of the vacuum vector of
Vk(g) in H
∞
2 +0(r(i)[t, t−1], Vk(g)), see e.g. [HT].
Theorem 5.4.4 ([A6, Theorem 7.5]). Let k be an admissible number, i = 1, . . . , l.
The map (65) factors through the embedding
Vki (sl
(i)
2 ) →֒ H
∞
2 +0(r(i)[t, t−1], Vk(g)),
where Vki(sl
(i)
2 ) denotes the unique simple quotient of V
ki(sl
(i)
2 ) (which is isomor-
phic to an admissible representation of ŝl2
(i)
).
Proof of Theorem 5.3.1. By Corollary 5.4.3 it is sufficient to prove the assertion for
λ = kΛ0.
Let (C•, d) denote Feigin’s standard complex for calculating the semi-infinite
cohomology H
∞
2 +•(r(i)[t, t−1], Vk(g)). The space C
• is naturally a vertex algebra.
We have
RC• = RVk(g)⊗
∧•
op
r(i)⊗
∧•
(r(i))∗,
and d induces the differential d¯ = d(0) on RC• . We have the natural Poisson algebra
homomorphism
RH(C•) → H(RC•) = H(RC• , d¯).
On the other hand the embedding Vki (sl
(i)
2 ) →֒ H(C
•) in Theorem 5.4.4 induces
the homomorphism
R
Vki (sl
(i)
2 )
→ RH(C•)
of Poisson algebras. By composing the above two maps we obtain the Poisson
algebra homomorphism
Φ : R
Vki (sl
(i)
2 )
→ H(RC•).
By Theorem 5.3.3 we have X
Vki (sl
(i)
2 )
⊂ N , or equivalently, Ωi :=
1
2h
2
i + 2eifi is
nilpotent in RVki (sl
(i)
2 ). Therefore Φ(Ωi) is nilpotent in H(RC•).
Now by definition we have
d¯RC• ⊂ (ri⊗C⊗C)RC• + (C⊗r
(i)⊗C)RC• + (C⊗C⊗(r
(i))∗)RC• ,
Φ(x) ≡ x⊗1⊗1 (mod (C⊗r(i)⊗C)RC• + (C⊗C⊗(r
(i))∗)RC• + d¯RC•) for x ∈ sl
(i)
2 ,
see [HT, 2.15]. Hence the nilpotency of Φ(Ωi) implies that
hNi ≡ 0 (mod
⊕
α∈∆
gαRVk(g)) in RVk(g)
for a sufficiently large N . This gives that λ(hi) = 0 for λ ∈ XVk(g)∩h
∗, i = 1, . . . , l,
and hence, XVk(g) ∩ h
∗ = {0}. As XVk(g) is G-invariant and closed, we obtain
XVk(g) ⊂ N as required. 
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5.5. A character formula of H
∞
2 +0
f (Lλ). We now wish to determine the variety
XL(λ) for λ ∈ Adm
k
+. By Theorem 5.3.1, XLλ is a finite union of nilpotent orbits
of g. Hence, in view of Proposition 4.6.2, we have only to know for which nilpotent
element f the cohomology H
∞
2 +0
f (L(λ)) is nonzero.
We assume that the grading (22) is Dynkin. Set
chqH
∞
2 +0
f (Lλ) =
∑
d∈C
qd dimH
∞
2 +0
f (Lλ)d.
By Corollary 4.3.3, chqH
∞
2 +0
f (Lλ) is well-defined.
For λ ∈ Admk+, set
∆̂f (λ) = {α ∈ ∆̂(λ);α(D + x0) = 0}.
By Proposition 5.2.2 we have
∆̂f (λ) =

{α− α(x0)δ;α ∈ ∆, α(x0) ≡ 0 (mod q)} if k ∈ A[q],
{α− α(x0)δ;α ∈ ∆long, α(x0) ≡ 0 (mod r∨q)}
⊔{α− α(x0)δ;α ∈ ∆short, α(x0) ≡ 0 (mod q)}
if k ∈ LA[q].
It follows that ∆̂f (λ) is a finite subroot system of ∆̂
re containing ∆0 (recall (27)).
Let Ŵf (λ) = 〈sα;α ∈ ∆̂f (λ)〉 ⊂ Ŵ .
Proposition 5.5.1. Let λ ∈ Adm+.
(i) Suppose that ∆̂f (λ) ) ∆0. Then H
∞
2 +0
f (Lλ) = 0.
(ii) Suppose that ∆̂f (λ) = ∆0. Then
chqH
∞
2 +0
f (Lλ) =
∑
y∈W 0(λ)
(−1)ℓλ(y)
∏
α∈∆0,+
〈y(λ+ρ),α∨〉
〈ρ,α∨〉 q
−〈y◦λ,D+x0〉
∏
j≥1
(1 − qj)l+#∆0
∏
j≥0
(1− q
1
2+j)
#∆ 1
2
,
where W 0(λ) is a representative of the coset W0\Ŵ (λ). In particular,
H
∞
2 +0
f (Lλ) is nonzero and the dimension of the top weight space of H
∞
2 +0
f (Lλ)
is given by
dimH
∞
2 +0
f (Lλ)−〈λ,D+x0〉 =
∏
α∈∆0,+
〈λ+ ρ, α∨〉
〈ρ∨, α∨〉
.
Proof. Let chCi(Lλ) be the formal character of the ĥ-module C
i(Lλ): chC
i(Lλ) =∑
µ e
µ dimCi(Lλ)
µ, where Ci(Lλ)
µ is the weight space of weight µ. We have
∑
i∈Z
(−1)izi chCi(Lλ) = chLλ ×
∏
α∈∆>0
n≥0
(1 + ze−α+nδ)
∏
α∈∆>0
n≥1
(1 + z−1eα+nδ)
∏
α∈∆1/2
n≥1
(1− e−α+nδ),
=
∑
w∈Ŵ (λ)
(−1)ℓλ(w)ew◦λ
∏
α∈∆>0
n≥0
(1 + ze−α+nδ)
∏
α∈∆>0
n≥1
(1 + z−1eα+nδ)
∏∞
i=1(1− q
j)l
∏
α∈∆̂re+
(1− e−α)
∏
α∈∆1/2
n≥1
(1− e−α+nδ)
.
where ∆>0 =
⊔
i>0∆i, see [KRW, A2].
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Let ρ∨1 =
1
2
∑
α∈∆̂f (λ)
α∨. Since H
∞
2 +i
f (Lλ) = 0 for i 6= 0 by Theorem 4.5.7, the
Euler-Poincare´ principle gives that
chqH
∞
2 +0
f (Lλ)
= lim
t→0
 ∑
w∈Ŵ (λ)
(−1)ℓλ(w)q−〈w◦λ,D+x0+tρ
∨
1 〉
∏
α∈∆0,+
(1− qt〈α,ρ
∨
1 〉)−1

×
∏
j≥1
(1− qj)−l−#∆0
∏
j≥0
(1− q
1
2+j)
−#∆ 1
2 .
Choose a representative Ŵ f (λ) of the coset Ŵf (λ)\Ŵ (λ). We have∑
w∈Ŵ (λ)
(−1)ℓλ(w)q−〈w◦λ,D+x0+tρ
∨
1 〉
=
∑
u∈Ŵf (λ)
∑
y∈Ŵ f (λ)
(−1)ℓλ(uy)q−〈uy◦λ,D+x0〉q−t〈uy◦λ,ρ
∨
1 〉
=
∑
y∈Ŵ f (λ)
(−1)ℓλ(y)q−〈y◦λ,D+x0〉
∑
u∈Ŵf (λ)
(−1)ℓλ(u)qt〈uy◦λ,ρ
∨
1 〉.
Let ℓ1 : Ŵf (λ) → Z≥0 be the length function of the Coxeter group Ŵf (λ). Since
(−1)ℓ1(sα) = (−1)ℓλ(sα) = −1 for a reflection sα ∈ Ŵf (λ), (−1)ℓλ(u) = (−1)ℓ1(u) for
u ∈ Ŵf (λ). Hence∑
u∈Ŵf (λ)
(−1)ℓλ(u)qt〈uy◦λ,ρ
∨
1 〉 =
∑
u∈Ŵf (λ)
(−1)ℓ1(u)qt〈uy◦λ,ρ
∨
1 〉
= q〈y◦λ,tρ
∨
1 〉
∏
α∈∆̂f (λ)∩∆̂+
(1− qt〈y(λ+ρ),α
∨〉).
It follows that
lim
t→0
∑
w∈Ŵ(λ)
(−1)ℓλ(w)q−〈w◦λ,D+x0+tρ
∨
1 〉
∏
α∈∆0,+
(1− qt〈α,ρ
∨
1 〉)
= lim
t→0
q〈y◦λ,tρ
∨
1 〉
∏
α∈∆̂f (λ)∩∆̂+
(1− qt〈y(λ+ρ),α
∨〉)∏
α∈∆0,+
(1− qt〈α,ρ
∨
1 〉)
=

∏
α∈∆0,+
〈y(λ+ρ),α∨〉
〈α,ρ∨1 〉
if Ŵf (λ) = ∆0,
0 otherwise.
This gives the desired results. 
5.6. Height and coheight of nilpotent elements. In this subsection we con-
tinue to assume that the grading (22) is Dynkin, so that x0 = h/2. The largest
integer j such that gj/2 6= 0 is called the height [Pan] of the nilpotent element f
and denoted by ht(f). Because gθ ⊂ ght(f)/2, it follows that
ht(f) = 2θ(x0).
Define the coheight ht∨(f) of f by
ht∨(f) = 2θs(x0).(66)
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If g be a classical Lie algebra then the nilpotent orbits are parameterized by
certain partitions of N , where N = l+1 (respectively 2l+1, 2l, 2l) when g is of type
Al (respectively Bl, Cl, Dl). If X = A (respectively B, C, D), let PX(N) be the
set of partitions of N parameterizing the set of nilpotent orbits for Al (respectively
Bl, Cl, Dl). A precise description of PX(N) [CM, Theorems 5.1.2-5.1.4] is given as
follows.
• PA(N): all partition of N .
• PB(N): partitions of N such that even parts occur with even multiplicity.
• PC(N): partitions of N such that odd parts occur with even multiplicity.
• PD(N): partitions of N such that even parts occur with even multiplicity.
Let Od be the nilpotent orbit corresponding to a partition d (when g is of type D
and d is a very even partition there are two orbits OId and O
II
d corresponding to
d). The following assertion can be seen from the formula for the weighted Dynkin
diagram (see [CM, 5.3]).
Proposition 5.6.1. Let f be a nilpotent element corresponding to a partition
(d1, d2, . . . , dn) in a classical Lie algebra g.
(i) ([Pan])
(a) If g = sln or sp2n then ht(f) = 2(d1 − 1).
(b) If g = son then ht(f) =
{
(d1 + d2)− 2 if d2 ≥ d1 − 1,
2(d1 − 2) if d2 ≤ d1 − 2.
(ii) (a) If g = sp2n then ht
∨(f) =
{
(d1 + d2)− 2 if d2 ≥ d1 − 1,
2(d1 − 2) if d2 ≤ d1 − 2.
(b) If g = so2n+1 then ht
∨(f) = d1 − 1.
5.7. Associated varieties of G-integrable admissible representations. For
q ∈ N, set
Nq := {f ∈ N ; ht(f) < 2q} ∪ {0} ⊂ N ,
LNq := {f ∈ N ; ht
∨(f) < 2q} ∪ {0} ⊂ N .
Note that
Nq = {x ∈ g; (adx)
2q = 0} and LNq = {x ∈ g;πθs(x)
2q = 0},
where πθs is the irreducible representation of g with highest weight θs. Because
ht(fprin) = 2(hg − 1), ht
∨(fprin) = 2(
Lh∨ − 1),(67)
we have
Nq = N ⇐⇒ q ≥ hg, and
LNq = N ⇐⇒ q ≥
Lh∨.
Theorem 5.7.1. Let k be an admissible number, λ ∈ Admk+. Then
XLλ
∼=
{
Nq if k ∈ A[q] with (q, r∨) = 1,
LNq if k ∈ LA[q].
The rest of this subsection is devoted to the proof of Theorem 5.7.1.
Lemma 5.7.2. Let q ∈ N.
(i) Suppose that ht(f) ≥ 2q. Then there exists a root α such that α(x0) = q.
(ii) Suppose that ht∨(f) ≥ 2q. Then either of the following holds:
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(a) There exists a short root α such that α(x0) = q.
(b) There exists a long root α such that α(x0) = r
∨q.
Proof. (i) We need to show that gq 6= 0. If ht(f) is even, that is, if θ(x0) ∈ Z,
then the assertion follows from the sl2-representation theory. If ht(f) is odd, then
it follows from the fact [Pan, Proposition 2.4] that the weighted Dynkin diagram
of f contains no 2’s.
(ii) We may assume that g is not simply laced.
Let g = so2l+1. We assume that the simple roots of g are labeled as in [CM], so
that θs = α1+ · · ·+αl and the positive short roots are of the form αi+αi+1 · · ·+αl
with 1 ≤ i ≤ l. We have αi(x0) ∈ {0, 1/2, 1}. Suppose that there is no short
positive root α such that α(x0) = q. Then the condition θs(x0) ≥ q implies that
there exists i such that (αi + · · · + αl)(x0) = q + 1/2 and αi(x0) = 1. Then
β = αi + 2(αi+1 + . . . αl) is a long root satisfying β(x0) = 2q.
Let g = sp2l. We show that the condition (a) holds. Short positive roots are
ei±ej with i < j in the notation of [CM]. Let (d1, . . . , dn) ∈ PC(N) be the partition
corresponding to f . Let {h1, . . . , hl} be numbers associated with (d1, . . . , dn) as in
[CM, 5.3], so that (hi − hj)/2 and (hi + hj)/2 with i < j are the values of some
positive short roots at x0. We have h1 = d1 − 1.
First, suppose that d2 ≤ d1 − 2. (Then d1 must be even.) By Proposition 5.6.1,
θs(x0) = d1 − 2. Because h2 = h1 − 2 in this case (h1 + h2)/2 = d1 − 2. It follows
that any non-negative integer which is equals to or less than d1 − 2 appears as the
value of some positive short root at x0. In particular (a) holds.
Next, suppose that d2 ≥ d1 − 1. Then, by Proposition 5.6.1, θs(x0) = (d1 +
d2)/2 − 1. If d2 = d1 − 1 then θs(x0) = d1 − 3/2. Hence q ≤ θs(x0) implies that
q ≤ d1 − 2. In this case (h1 + h3)/2 = d1 − 2 and the assertion follows similarly as
above. If d1 = d2 then θs(x0) = d1− 1. In this case (h1+h2)/2 = d1− 1 and again
the assertion follows similarly.
For types G2 and F4 one can consult Dynkin’s tables of the weighted Dandier
diagrams (see [CM, ch. 8]). 
Theorem 5.7.3. (i) Let k ∈ A[q] with (q, r∨) = 1, λ ∈ Admk+. We have
H
∞
2 +0
f (Lλ) 6= 0 if and only if ht(f) < 2q, or equivalently, f ∈ Nq.
(ii) Let k ∈ LA[q], λ ∈ Admk+. We have H
∞
2 +0
f (Lλ) 6= 0 if and only if
ht∨(f) < 2q, or equivalently, f ∈ LNq.
Proof. (i) Suppose that ht(f) ≥ 2q. By Lemma 5.7.2, there exists α ∈ ∆+ such
that α(x0) = q. It follows that −α + qδ ∈ ∆̂f (λ)\∆0. Hence H
∞
2 +0
f (Lλ) = 0 by
Proposition 5.5.1. Conversely, suppose that ht(f) < 2q. Then 〈α,D + x0〉 ≥ 0
for any α ∈ ∆̂(λ) ∩ ∆̂+, and the equality holds if and only if α ∈ ∆0,+. Hence
∆̂f (λ) = ∆0 and the assertion follows from Proposition 5.5.1. The proof of (ii) is
similar. 
Proof of Theorem 5.7.1. Since XLλ ⊂ N by Theorem 5.3.1, the assertion follows
immediately from Proposition 4.6.2 and Theorem 5.7.3. 
5.8. Irreducibility of Nq and LNq.
Theorem 5.8.1. Let q ∈ N.
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g q Oq exceptional
sll+1 any (q, . . . , q, s), 0 ≤ s ≤ q − 2 yes
sp2l odd (q, . . . , q︸ ︷︷ ︸
even
, s), 0 ≤ s ≤ q − 1, s even yes
(q, . . . , q︸ ︷︷ ︸
even
, q − 1, s), 1 ≤ s ≤ q − 1, s even yes if s = q − 1
(even) (q, . . . , q, s), 0 ≤ s ≤ q − 1, s even yes
so2l+1 odd (q, . . . , q︸ ︷︷ ︸
even
, s), 0 ≤ s ≤ q, s odd yes
(q, . . . , q︸ ︷︷ ︸
odd
, s, 1), 0 ≤ s ≤ q − 1, s odd yes if s = 1
(even) (q + 1, q, . . . , q︸ ︷︷ ︸
even
) yes
(q + 1, q, . . . , q︸ ︷︷ ︸
even
, s, 1), 1 ≤ s ≤ q − 1, s odd yes if s = 1
(q + 1, q, . . . , q︸ ︷︷ ︸
even
, q − 1, s), 1 ≤ s ≤ q − 1, s odd yes if s = q − 1
so2l odd (q, . . . , q︸ ︷︷ ︸
odd
, s), 0 ≤ s ≤ q, s odd yes if s = q
(q, . . . , q︸ ︷︷ ︸
even
, s, 1), 0 ≤ s ≤ q − 1, s odd yes
even (q + 1, q, . . . , q︸ ︷︷ ︸
even
, s), 0 ≤ s ≤ q − 1, s odd yes if s = 1
(q + 1, q, . . . , q︸ ︷︷ ︸
even
, q − 1, s, 1), 0 ≤ s ≤ q − 1, s odd yes if s = q − 1
Table 2. Orbits Oq in classical Lie algebras
g q LOq
sp2l even (q, . . . , q, s), 0 ≤ s ≤ q − 1, s even
odd (q + 1, q, . . . , q︸ ︷︷ ︸
even
, s), 0 ≤ s ≤ q − 1, s even
(q + 1, q, . . . , q︸ ︷︷ ︸
even
, q − 1, s), 2 ≤ s ≤ q − 1, s even
so2l+1 any (2q, . . . , 2q︸ ︷︷ ︸
even
, s), 0 ≤ s ≤ 2q − 1, s odd
(2q, . . . , 2q︸ ︷︷ ︸
even
, 2q − 1, s, 1), 0 ≤ s ≤ 2q − 1, s odd
Table 3. Orbits LOq in non-simply laced classical Lie algebras
(i) ([oGVAG]9, not necessarily (q, r∨) = 1) There exists a unique nilpotent
orbit Oq such that Nq = Oq. If q ≥ hg then Oq = Oprin, the principal
nilpotent orbit. The orbits Oq for q < hg are listed in Tables 2, 4, 6, 8, 9
and 10.
9Unfortunately there are some typos in the E7 table in [oGVAG].
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q Oq exceptional c(
p
q )
≥ 6 G2 yes −
2(12p−7q)(7p−4q)
pq
(3), 4, 5 G2(a1) no −
4(6p−7q)(p−2q)
pq
2 A˜1 yes 63− 9p−
112
p
1 0 yes 14(p−4)p
Table 4. Orbits Oq in type G2
q LOq c(
p
3q )
≥ 4 G2 −
2(7p−12q)(4p−7q)
pq
2, 3 G2(a1) −
4(2p−7q)(p−6q)
pq
1 A1 −
2(p−12)(p−7)
p
Table 5. Orbits LOq in type G2
q Oq exceptional c(
p
q )
≥ 12 F4 yes −
4(18p−13q)(13p−9q)
pq
(8), 9, (10), 11 F4(a1) no 1062−
600p
q −
468q
p
(6), 7 F4(a2) no 632−
216p
7 −
3276
p
(4), 5 F4(a3) no −
12(p−15)(6p−65)
5p
3 A˜2 +A1 yes 316− 18p−
1404
p
(2) A1 + A˜1 yes
1 0 yes 52(p−9)p
Table 6. Orbits Oq in type F4
q LOq c(
p
2q )
≥ 9 F4 −
4(13p−18q)(9p−13q)
pq
6, 7, 8 F4(a1) 1062−
300p
q −
936q
p
5 F4(a2) 632−
108p
5 −
4680
p
4 B3 562− 21p−
3744
p
3 F4(a3) −
12(p−18)(p−13)
p
2 A2 + A˜1 −
9(p−16)(p−13)
p
1 A1 −
3(p−24)(p−13)
p
Table 7. Orbits LOq in type F4
(ii) ([oGVAG] for type G2 and F4) There exists a unique nilpotent orbit
LOq
such that LNq = LOq. If q ≥
Lh∨ then LOq = Oprin. The orbits
LOq for
q < Lh∨ for non-simply laced Lie algebras are listed in Tables 3, 5 and 7.
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q Oq exceptional c(
p
q )
≥ 12 E6 yes −
6(12p−13q)(13p−12q)
pq
9, 10, 11 E6(a1) no −
8(9p−13q)(7p−9q)
pq
8 D5 yes −45p+ 1162−
7488
p
6, 7 E6(a3) no −
36(6p−13q)(p−2q)
pq
5 A4 +A1 yes −
2(7p−90)(9p−130)
5p
4 D4(a1) no −18p+ 524−
3744
p
3 2A2 +A1 yes −
18(p−13)(p−12)
p
2 3A1 yes −9p+ 263−
1872
p
1 0 yes 78(p−12)p
Table 8. Orbits Oq in type E6
q Oq exceptional c(
p
q )
≥ 18 E7 yes −
7(18p−19q)(19p−18q)
pq
14, 15, 16, 17 E7(a1) no −
9(14p−19q)(11p−14q)
pq
12, 13 E7(a2) no −
(106p−171q)(9p−14q)
pq
10, 11 E7(a3) no −
666p
q + 2521−
2394q
p
9 E6(a1) no 56p+ 2199−
21546
p
8 E7(a4) no −
189p
4 + 1901−
19152
p
7 A6 yes −
(p−18)(48p−931)
p
6 E7(a5) no −
3(p−19)(13p−252)
p
5 A4 +A2 yes
9
5
(
−16p+ 655− 6650p
)
4 A3 +A2 +A1 yes −
3(3p−56)(5p−114)
2p
3 2A2 +A1 yes −18p+ 721−
7182
p
2 4A1 yes −
12(p−21)(p−19)
p
1 0 yes 133(p−18)p
Table 9. Orbits Oq in type E7
Proof. (ii) Let X = Bl or Cl, and let g be a Lie algebra of type X , d ∈ PX(N).
From Proposition 5.6.1 it follows that Od ⊂ LNq if and only if d is dominated by
d˜q, where
d˜q =
{
(q + 1, q, q, . . . , q, s), 0 ≤ s ≤ q − 1 for sp2n,
(2q, 2q, . . . , 2q, s), 0 ≤ s ≤ 2q − 1 for g = so2n+1.
It is known that there exists a unique maximal partition dq in PX(N) dominated
by d˜q, see [CM, Lemma 6.3.3.]. The partition dq is called the X-collapse of d˜q. It
follows that LOq = Odq gives that
LNq =
LOq,
For type G2 and G4 the representation πθs is the minimal representation of g.
Hence the assertion has been proved in [oGVAG, 4.1]. 
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q Oq exceptional c(
p
q )
≥ 30 E8 yes −
8(30p−31q)(31p−30q)
pq
24, 25, 26, 27, 28, 29 E8(a1) no −
10(24p−31q)(19p−24q)
pq
20, 21, 22, 23 E8(a2) no −
12(20p−31q)(13p−20q)
pq
18, 19 E8(a3) no −
2400p
q + 8438−
7440q
p
15, 16, 17 E8(a4) no −
16(15p−31q)(7p−15q)
pq
14 E8(b4) no −
696p
7 + 6426−
104160
p
12, 13 E8(a5) no −
4(23p−60q)(12p−31q)
pq
10, 11 E8(a6) no −
24(10p−31q)(3p−10q)
pq
9 E8(b6) no −
4(4p−135)(11p−372)
3p
8 A7 yes −
3(p−31)(21p−640)
p
7 A6 +A1 yes −
342p
7 + 3192−
52080
p
6 E8(a7) no −
40(p−36)(p−31)
p
5 A4 +A3 yes −
12(p−31)(3p−100)
p
4 2A3 yes −
30(p−32)(p−31)
p
3 2A2 + 2A1 yes −
20(p−36)(p−31)
p
2 4A1 yes −
12(p−40)(p−31)
p
1 0 yes 248(p−30)p
Table 10. Orbits Oq in type E8
5.9. The C2-cofiniteness of W -algebras. For an admissible number k, set
O[k] :=
{
Oq if k ∈ A[q] with (q, r∨) = 1,
LOq if k ∈
L
A[q].
(68)
Then Theorem 5.7.1 and Theorem 5.8.1 read as
XLλ = O[k](69)
for λ ∈ Admk+. Hence the following assertion follows immediately from Theorem
4.6.3.
Theorem 5.9.1. Let k be an admissible number.
(i) For λ ∈ Admk+, the W
k(g, f)-module H
∞
2 +0
f (Lλ) is (nonzero and) C2-
cofinite if and only if f ∈ O[k].
(ii) The vertex algebra H
∞
2 +0
f (Vk(g)) is (nonzero and) C2-cofinite if and only
if f ∈ O[k]. In particular, the simple W -algebra Wk(g, f) is C2-cofinite if
f ∈ O[k].
In Tables 4–10 for exceptional type Lie algebras we give the explicit formulas of
the central charge (37) of Wk(g, f) for an admissible number k and f ∈ O[k] (The
central charge of Wk(g, f) with k + h∨ = p/q is denoted by c(p/q).)
Remark 5.9.2. Suppose that l(= rk g) = 2. Then any nilpotent element of g belongs
to O[k] for some admissible number k. Hence this case the W -algebra Wk(g, f)
associated with any nilpotent element f is C2-cofinite for some value of k.
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5.10. The C2-cofiniteness of exceptional W -algebras. Recall [KW4, EKV]
that a pair (q, f) of a positive integer q and a nilpotent element f of g is called
exceptional if the following conditions are satisfied.
• q is equal to or greater than the maximum of the Coxeter numbers of the
simple factors of the minimal Levi subalgebra containing f ,
• dim gf = dim gσq , where σq is the automorphism of g such that σq(xα) =
e
2pi
√−1
q ht(α)xα for a root vector xα.
Exceptional pairs are classified in [KW4] for g = sln and in [EKV] for a general g.
The simple W -algebra Wk(g, f) are called exceptional if (q, f) is an exceptional
pair and k ∈ A[q] with (q, r∨) = 1. (The latter condition is a technical one.) In
the case that f is a principal nilpotent element exceptional W -algebras are the
minimal series W -algebras associated with principal nilpotent elements discovered
by Frenkel, Kac and Wakimoto [FKW].
In [KW4] it was conjectured that the conformal field theories associated with the
exceptional W -algebras are rational. In the language of vertex operator algebras
this amounts to showing the exceptional W -algebras are rational and C2-cofinite
(cf. [Zhu]).
Theorem 5.10.1. The following are equivalent:
(i) (q, f) is an exceptional pair.
(ii) f ∈ Oq and f is of principal type, that is, f is a principal nilpotent element
in a Levi subalgebra of g.
Proof. The assertion follows from the classification [EKV] of exceptional pairs and
that of Oq. 
In Tables 2, 4, 6, 8, 9 and 10, we indicate whether the pair of q and the nilpotent
is exceptional or not.
The following assertion follows immediately from Theorem 5.9.1 and Theorem
5.10.1.
Theorem 5.10.2. All the exceptional W -algebras are C2-cofinite.
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