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Introduction
Since the publication of the seminal paper [1] of Rudin, Osher and Fatemi in 1992, total variation based denoising and inpainting methods have proved to be very effective when dealing with two-or higher dimensional noisy data such as digital images, which nowadays has become their main field of application. However, their one-dimensional counterparts in signal processing seem to find usage as well, mainly in connection with the recovery of piecewise constant data as it is frequently encountered in many practical sciences such as geophysics or biophysics (cf. [2] and the introduction of [3] ), whereas in e.g. [4] TV-models have been applied to the filtering of gravitational wave signals. Apart from the variety of possible applications, our interest in the one-dimensional case primarily stems from our previous work on TV-based variational problems in image analysis. In [5] [6] [7] [8] [9] [10] [11] , variants of the classical TV-functional have been studied in any dimension replacing the regularization term by a convex functional of linear growth, which approximates the TV-seminorm and in addition has suitable ellipticity properties that make the considered models more feasible to analytical techniques. When trying to improve our results in the one-dimensional setting, we found ourselves surprised that first, this is not a consequence of completely elementary arguments and second, there are certain features of the corresponding solutions that do not seem to have analogues in arbitrary dimensions. In this context, we would also like to mention the works [12] , [13] and [14] where similar considerations have been applied to study the classical TV-model as well as its generalizations towards functionals that involve higher derivatives in one dimension.
We proceed with a precise formulation of our setting and results. Let f ∈ L ∞ (0, 1) be a given function which represents an observed signal (possibly corrupted by an additive Gaussian noise). We will always assume 0 ≤ f ≤ 1 a.e. on (0, 1). For a given density function F : R → [0, ∞) of linear growth we consider the following minimization problem:
Here, dt is Lebesgue's integral in one dimension,u := d dt u denotes the (weak) derivative of a function u : (0, 1) → R and λ > 0 is a regularization parameter which controls the balance between the smoothing and the data-fitting effect resulting from the minimization of the first and the second integral respectively. We impose the following mild conditions on our energy density F :
for all p ∈ R and for some constants ν 1 , ν 2 > 0, ν 3 ∈ R. Note that from (F1) and (F2) it follows F (p) ≤ ν 1 |p| for all p ∈ R. Moreover it should be obvious that the condition F (0) = 0 is just imposed for notational simplicity. Examples of a reasonable choice of F are given by the regularized TV-density, F ε (p) := ε 2 + p 2 − ε for some ε > 0 or F (p) := Φ µ (|p|), where Φ µ denotes the standard example of a so called µ-elliptic density, i.e. for a given ellipticity parameter ( 1.2)
It is easily confirmed that F (p) := Φ µ (|p|), p ∈ R, satisfies the condition of µ-ellipticity
for a constant c 1 > 0 as well as (F1)-(F4). We remark that we have the validity of lim µ→∞ (µ − 1)Φ µ (|p|) = |p|, which underlines that Φ µ (|p|) is a good candidate for approximating the TVdensity (see, e.g. [5] , [6] , [7] or [11] ). We further define the positive number This value will turn out to be sort of a natural threshold in the investigation of the regularity properties of minimizers of problem (1.1).
Example 1.1. For F ε it is immediate that λ ∞ (F ε ) = 1 independently of ε, whereas for F = Φ µ we have
Before giving a résumé of our results concerning problem (1.1), we have to add some comments on functions and related spaces. For a general overview on one-dimensional variational problems and a synopsis of the related function spaces, we refer to [15] . For 1 ≤ p ≤ ∞ and m ∈ N we denote the standard Sobolev space on the interval (0, 1) of (locally) m-times weakly in L p (0, 1) differentiable functions by W m,p (loc) (0, 1) equipped with the norm · m,p . For a more detailed analysis of these spaces we refer to classical textbooks on this subject such as e.g. [16] . We will frequently make use of the identification |Du|. For more information concerning these spaces the reader is referred to the monographs [17] and [18] . Due to [18] , Theorem 3.28, p. 136 (see also section 2.3 on p. 90 in [15] ), there is always a "good" representative of a BV -function u which is continuous up to a countable set of jump points {x k } ⊂ (0, 1), k ∈ N, i.e. in particular, the leftand the right limit exist at all points. In what follows, we will tacitly identify any BV -function with this particular representative. We further note that the classical derivative of this good representative, which we denote byu, exists at almost all points (see [18] , Theorem 3.28, p.136 once again). The measure Du can then be decomposed into the following sum 4) and it holds (compare [18] , Corollary 3.33)
. Coming back to the subject of our investigation we put problem (1.1) in a more precise form, i.e. we consider the minimization problem:
for a density F satisfying (F1)-(F4), in particular F is of linear growth. Hence, the Sobolev space W 1,1 (0, 1) is the natural domain of J . However, due to the nonreflexivity of this space we can in general not expect to find a solution. Following ideas in [5] , we therefore pass to a relaxed version K of the above functional which is defined for w ∈ BV (0, 1) and takes a particularly simple form in our one-dimensional setting, which means that we replace (1.5) by the problem
(1.6)
We would like to note, that the above formula coincides with the usual notion of relaxation in BV (cf. [18] , Theorem 5.47 on p. 304) since under the assumptions imposed on F the recession function
From the point of view of regularity, BV -minimizers (i.e. solutions of problem (1.6)) are not very popular. However, it turns out that if we (strongly) restrict the size of the free parameter λ it is possible to establish existence of a unique Jminimizer u in the space W 1,1 (0, 1). Part a) of the following theorem is concerned with this issue whereas in part b) we show that the minimizer of the relaxed variant (1.6) in the space BV (0, 1) is exactly the solution u from part a). Part c) is devoted to the regularity behaviour of the J-minimizer u. Here we can prove optimal regularity, which in this context means that u is of class C 1,1 on the interval [0, 1]. Furthermore, it turns out that u solves a Neumann-type two-point boundary value problem. Precisely we have Theorem 1.1 (full regularity for small values of λ) Suppose that 0 ≤ f ≤ 1 a.e. on [0, 1] and that the density F satisfies (F1)-(F4). We further assume that the parameter λ satisfies
with λ ∞ (F ) defined in (1.3). Then it holds: a) Problem (1.5) admits a unique solution u ∈ W 1,1 (0, 1) = AC(0, 1) and this solution satisfies 0 ≤ u(x) ≤ 1 for all x ∈ [0, 1].
b) The relaxation "K → min in BV (0, 1)" has just one solution which coincides with u from part a).
c) The minimizer u belongs to the class W 2,∞ (0, 1) = C 1,1 [0, 1] and solves the following Neumann-type boundary value problem
a.e. on (0, 1),
The bound (1.7) on the parameter λ occurs for technical reasons since it allows us to prove a general statement on the solvability of problem (1.5). In practice, this threshold strongly depends on the data function f as well and as numerical experiments suggest, often exceeds λ ∞ . In Theorems 1.3 and 1.6 we will determine better estimates for λ under which we can expect solvability of (1.5) whereas Theorem 1.4 proves, that the statement of Theorem 1.1 is indeed only true for a restricted range of λ.
Next we drop the bound (1.7) and pass to the relaxed variational problem (1.6). 
for all p ∈ R, where c 2 > 0 is a constant. Moreover, let λ > 0 denote any number. Then it holds:
whereu is defined in (1.4). Moreover, there are numbers (ii) The requirement (F6) is not as restrictive as it may appear at first sight. In particular, it is easy to confirm that for a given ε > 0 and µ > 1 our examples from the introduction, F (p) := F ε (p) and F (p) := Φ µ (|p|) satisfy condition (F6).
Since signals in practice are usually modeled by more regular functions rather than just through measurable ones (we have e.g. rectangular-or 'sawtooth'-like signals in mind, which are differentiable outside a small exceptional set), it is reasonable to ask to what extend these properties are reproduced by the Kminimizer u. The next theorem shows how the results from Theorem 1.2 can be improved if we assume better data. 
c) Suppose f ∈ W 1,1 (0, 1) and define
Proof of Corollary 1.1. Applying Theorem 1.3 b) with a and b arbitrarily close to 0 and 1, respectively, yields u ∈ C 2 (0, 1). In particular, it is therefore immediate that u satisfies the differential equation from Theorem 1.1 c)
everywhere on (0, 1). 
(ii) We would like to remark that part b) in particular applies to piecewise affine data functions such as triangular or rectangular signals as shown in figure  1 below:
Figure 1: Examples of typical data functions
We then obtain differentiability of the corresponding K-minimizers outside the set of jump points of the data. In particular, if the data are Lipschitz except for a countable set of jump-type discontinuities, then K attains its minimum in the space SBV (0, 1) of special functions of bounded variation (see [18] , chapter 4 for a definition).
(iii) The main feature of part c) of Theorem 1.3 is, that even though full C 1,1 -regularity may fail to hold in general if the parameter λ exceeds λ ∞ , it can still hold up to 2λ ∞ provided the oscillation of the data f is sufficiently small. If we take for example the regularized graph-length integrand as our density F , i.e. F (p) := F ε (p) = ε 2 + p 2 − ε, it is easily verified that
Consequently, we get full C 1,1 -regularity for all parameters λ up to the bound ε 1 2
which might be larger than λ ∞ (F ε ) = 1 provided we choose ε sufficiently large. If we take
so that in particular ω ∞ is unbounded if we let µ approach 2 from above.
Next we would like to demonstrate the sharpness of our previous regularity results, in particular we want to indicate that singular (i.e. discontinuous) minimizers can occur if we pass from Lipschitz signals f studied in Theorem 1.3 (cf. also Corollary 1.1) to functions f having jumps in some interior points of the interval [0, 1] . To be precise, we let for µ > 1
with Φ µ as defined in (1.2) and recall that for this density we have (compare Example 1.1)
Moreover we define
(1.12)
Then it holds:
Theorem 1.4 (existence of discontinuous minimizers)
Under the assumptions (1.10) and (1.12) and with parameters λ > 0, µ > 1 let u ∈ BV (0, 1) denote the unique solution of problem (1.6) (being of class
} on account of Theorem 1.3 and an obvious modification of the proof of Corollary 1.1). Then, if we assume µ > 2 and if λ satisfies
u, which means that u has a jump discontinuity at t = 1/2.
Remark 1.4
From our previous works [5] , [6] and [10] we see that for µ ∈ (1, 2) and any λ > 0 this phenomenon can not occur, i.e. the minimizer u is a regular function. Thus the value µ = 2 separates regular from irregular behaviour of the solutions.
Remark 1.5
Assume that λ > 0 is fixed. Then it follows from (1.13) that we can force the minimizer u to create a jump point at t = 1 /2 by choosing µ sufficiently large.
Remark 1.6
On account of Theorem 1.1 the solution is regular provided that
On the other hand, inequality (1.13) states
which suggests that our solution is irregular, if λ and µ are chosen in such a way that λ > 8(λ ∞ + ω ∞ ) (see Corollary 1.2 below).
With respect to Theorem 1.4 and Remark 1.4 it remains to discuss the situation for the limit case µ = 2, which can be done in a very general form: it turns out that our arguments are valid for all µ-elliptic densities F with exponent µ ∈ (1, 2] and for arbitrary measurable data f leading to C 1,1 -regularity of minimizers. It should be noted that this in particular implies the smoothness of minimizers in case 1 < µ < 2 without referring to the higher-dimensional results. Precisely we have
(1.14)
holds, the unique solution u ∈ BV (0, 1) of problem (1.6) is of class
From the proofs of Theorem 1.4 and Theorem 1.5 we obtain the following slightly more general result on regular or irregular behaviour of minimizers avoiding the notion of µ-ellipticity (F5).
b) If ω ∞ < ∞ and if (F6) holds, then there is a critical value λ crit of the parameter λ such that the solution u of (1.6) with f being defined in (1.12) is discontinuous (exactly at t = 1 /2) provided we choose λ > λ crit . Moreover, it holds
Comparing part b) of the above corollary to parts a) and c) of Theorem 1.3, we would like to emphasize that the occurence of discontinuous minimizers requires discontinuous data.
By part c) of Theorem 1.1, the minimization problem (1.1) leads to the secondorder Neumann problem (BVP). Conversely, we could take this equation as our starting point and examine existence and regularity of solutions purely by methods from the theory of ordinary differential equations. In the articles [19] and [20] , Thompson has worked out an extensive theory for a large class of two-point boundary value problems with both continuous and measurable right-hand sides, which we could apply to our situation with the following result: Theorem 1.6 (regularity for µ-elliptic densities and µ > 1 arbitrary)
If the parameter λ satisfies 
Remark 1.8 (i)
The reader being familiar with the theory of lower and upper solutions will recognise the above bound λ µ as a sort of "Nagumo-condition" (see, e.g. [21] ), which guarantees a priori bounds on the first derivative of the solution v.
(
(iii) Using the example F (p) = Φ µ (|p|) we would like to demonstrate, how λ µ might actually improve the bound for λ stated in (1.7) of Theorem 1.1: obviously, the integral defining λ µ diverges for 1 < µ ≤ 2 and is unbounded if µ approaches 2 from above. In combination with part (ii) of this remark, we consequently get full C 2 [0, 1] -regularity for arbitrarily large values of the parameter λ and continuous data f , if we let µ ↓ 2. In fact it holds
Since it is somewhat difficult to track the various regularity statements from Theorem 1.1 up to 1.6, we have summarized our main results in form of a table. It shows the regularity of the K-minimizer u dependent on the data f , the density F and the bound on the parameter λ.
Data f
Density F Bound on λ Regularity of u Reference Our article is organized as follows: in Section 2 we prove Theorem 1.1 and thus solvability of problem (1.5) and regularity of the unique W 1,1 -minimizer under a rather strong bound on the parameter λ > 0. Section 3 is devoted to the study of the relaxed problem (1.6) where the parameter λ > 0 may be chosen arbitrarily large. The subsequent section deals with a refinement of our regularity result for certain classes of "well behaved" data. Section 5 is devoted to the construction of the counterexample from Theorem 1.4. Subsequently, we give the proof of Theorem 1.5 where µ-elliptic densities are considered for µ ∈ (1, 2] and then take a closer look at the Neumann-type boundary value problem (BVP) from Theorem 1.6 in the seventh section. Finally, we compare our results with a numerically computed example.
Proof of Theorem 1.1
Proof of part a). Let us assume the validity of the hypotheses of Theorem 1.1. We first note that problem (1.5) has at most one solution thanks to the strict convexity of the data fitting quantity
2 dt with respect to w. Next we show that there exists at least one solution. To this purpose we approximate our original variational problem by a sequence of more regular problems admitting smooth solutions with appropriate convergence properties. This technique is well known from the works [5] , [6] , [7] or [11] . To become more precise, for fixed δ ∈ (0, 1] we consider the problem
where
In the following lemma we state that (2.1) is uniquely solvable in W 1,2 (0, 1) and in addition we will summarize some useful properties of the unique J δ -minimizer u δ . In fact, these results are well-known and have been proved in a much more general setting (see, e.g., [5] and [6, 7] ).
Lemma 2.1
The problem (2.1) admits a unique solution u δ ∈ W 1,2 (0, 1) for which we have
Proof of Lemma 2.1. By the direct method it is immediate that problem (2.1) has a unique solution u δ ∈ W 1,2 (0, 1). Since 0 ≤ f ≤ 1 a.e. on Ω, a truncation argument as already carried out in [5] , proof of Theorem 1.8 a), (we refer the reader to [22] as well) shows 0 ≤ u δ ≤ 1 on Ω, and this proves part a). For part b) we use the well-known difference quotient technique. Observing that we have the uniform estimate
we directly obtain parts c) and d) if we use the definition of J δ and recall the linear growth of F .
Remark 2.1
Note that the results of Lemma 2.1 do not depend on the size of the parameter λ > 0.
Remark 2.2
In our particular one-dimensional case we emphasize once more that by means of Sobolev's embedding W 2,2 loc (0, 1) → C 1 (0, 1) (see [16] ) we conclude thatu δ (t) exists for all t ∈ (0, 1) and is continuous.
Before starting with the proof of Theorem 1.1 we recall that from the assumptions (F1)-(F4) imposed on the density F and the definition of λ ∞ (compare (1.3) ) it follows
Next, we fix λ ∈ (0, λ ∞ ) and observe the validity of the following lemma which is of elementary nature but will be important during the further proof.
Lemma 2.2
The inverse function of
Proof of Lemma 2.2. We observe that F is an odd, strictly increasing function (compare (F4)) inducing a diffeomorphism between R and the open interval
Then it follows (note that F δ is strictly increasing)
which is a contradiction. The case (F δ ) −1 (t) < −α is treated in the same manner. Thus, the lemma is proved.
After these preparations we proceed with the proof of Theorem 1.1 a). First, we introduce the continuous functions
We wish to note (see, e.g., [11] ) that σ δ is the (unique) solution of the variational problem being in duality to (2.1) (we will come back to this later in the proof of Theorem 1.3 c)). Using (F2) together with Lemma 2.1 d), we obtain
Next, we observe that u δ solves the Euler equation
for all ϕ ∈ W 1,2 (0, 1). Note, that by (2.4) this equation states that σ δ is weakly differentiable withσ δ = λ(u δ − f ) a.e. on (0, 1).
(2.7)
Combining Lemma 2.1 a) with (2.5) and (2.7) it follows (recall our assumption 0 ≤ f ≤ 1 a.e. on (0, 1)) 
Note that (2.8) and (2.9) imply
At this point, the definition of σ δ , (2.8), (2.9), (2.10) and Lemma 2.2 yield existence of a constant M > 0, independent of δ, such that
Here we have made essential use of the restriction λ < λ ∞ . As a consequence, there exists a function u ∈ W 1,∞ (0, 1) such that u δ ⇒ u uniformly as δ ↓ 0 anḋ u δ u in L p (0, 1) for all finite p > 1 as δ ↓ 0, at least for a subsequence. Now, our goal is to show that u is J-minimal: thanks to the J δ -minimality of u δ it follows for all v ∈ W 1,2 (0, 1)
together with T . Note that we even have u n → u in L p (0, 1) for any finite p > 1 by the BV -emebdding theorem. Now it is well-known that the functional K is continuous with respect to the above notion of convergence (see e.g. [24] , Proposition 2.2) and it follows
u is K-minimal and it holds u = u due to the uniqueness of the K-minimizer. Finally, we give the proof of part c). By (2.6) and Lemma 2.1 b) it holds
a.e. on (0, 1), henceu δ ∈ W 1,∞ (0, 1) uniformly in δ on account of (2.11). Thus the functionṡ u δ have a unique Lipschitz extension to the boundary points 0 and 1, which in particular implies the differentiability of u δ at 0 and 1 with values of the derivatives given by the values of the Lipschitz extension ofu δ . Thus there is a clear meaning ofu δ (0) andu δ (1). By continuity reasons the defining equation (2.4) for σ δ extends to the boundary points of (0, 1) and since F δ vanishes exactly in the origin, it follows from (2. Consequently, we haveü
a.e. on (0, 1), together withu(0) =u(1) = 0, i.e. u solves the boundary value problem (BVP), which was the statement of part c).
Proof of Theorem 1.2
Let us assume the validity of the hypotheses of Theorem 1.2. We start with the proof of part a). That in fact the functional K from (1.6) admits a unique minimizer u ∈ BV (0, 1) is straightforward in the framework of the theory of BV -functions (see e.g. [18] , Theorem 3.23, p. 132 as well as Remark 5.46 and Theorem 5.47 on p. 303/304). The justification that we have 0 ≤ u ≤ 1 a.e. on (0, 1) follows by a truncation argument (see [7] in the case of pure denoising and [22] ). For later purposes we like to show that the minimizer u can also be obtained as the limit of the regularizing sequence introduced in Lemma 2.1 giving 0 ≤ u ≤ 1 as a byproduct of Lemma 2.1 a): as done there, we study the problem
where in particular it holds 0 ≤ u δ ≤ 1 for all t ∈ [0, 1] (see Lemma 2.1, a)). Next we show that u δ → u in L 1 (0, 1) and a.e. at least for a subsequence. First, by Lemma 2.1 c), there exists u ∈ BV (0, 1) such that (for a subsequence) u δ → u in L 1 (0, 1). By lower semicontinuity we have
which yields by using the K-minimality of u
As in the proof of Theorem 1.1 b) we approximate the function u by a sequence of smooth functions
and observe u m → u in L p (0, 1) for each finite p > 1. Since K is continuous with respect to the above notion of convergence we obtain K[u m ] → K[u] as m → ∞. This implies by using the J δ -minimality of u δ
Thus, after passing to the limit m → ∞, it follows
which implies u = u by the uniqueness of the K-minimizer and hence 0 ≤ u ≤ 1 a.e. on (0, 1).
Proof of part b).
With σ δ as defined in the proof of Theorem 1.1 (see (2.4) ), we recall that we have (2.7)-(2.9) at hand. Note that at this stage no bound on λ was necessary. Thus, there exists σ ∈ W 1,∞ (0, 1) with σ δ ⇒ σ as δ ↓ 0 (at least for a subsequence). Moreover
In accordance with [11] , Theorem 1.3 (in the case of pure denoising), σ is the unique solution of the dual problem associated to (1.5) and it holds σ = F (u) a.e., (3.2) where u is the unique solution of problem (1.6) in the class BV (0, 1) andu in the following denotes the Lebesgue point representative of the density of the absolutely continuous part D a u of the measure Du. Thus, there is a null set A ⊂ (0, 1) such that we have (see (3.2))
Let us fix t 0 ∈ (0, 1) − A. Then it holds |σ(t 0 )| < λ ∞ and since σ is continuous (recall (3.1)), there exists ε > 0 with
where α > 0 is chosen appropriately. Recalling σ δ ⇒ σ, (3.4) yields for δ ≤ δ ε . Hence, there exists a number L > 0, independent of δ, such that (compare (2.11))
Since u is the L 1 -limit of the sequence (u δ ) (compare the proof of part a) of this theorem), (3.6) ensures
Further using the Euler equation (2.6) for u δ on (t 0 − ε, t 0 + ε) we deducë
a.e. on (t 0 − ε, t 0 + ε), which yields the existence of a number L > 0, independent of δ, such that
From (3.7), it finally follows
and this shows that u is of class C 1,1 in a neighbourhood of a point t ∈ (0, 1) if and only if t is a Lebesgue point ofu. Recalling (3.1) we can conclude that (3.4) (which by the way implies (3.6) and (3.7)) is true on a suitable interval [0, t 1 ]. This can be achieved by setting
Using analogous arguments we can show existence of a number t 2 for which we have 0 < t 1 ≤ t 2 < 1 and such that u ∈ C 1,1 ([t 2 , 1]). This proves part b) of the theorem.
Proof of part c).
Our strategy is to prove u δ ∈ W 1,2 loc (a, b) uniformly with respect to δ. With this result at hand along with the fact that the K-minimizing function u ∈ BV (0, 1) is obtained as the limit of the sequence (u δ ), we see that
From (2.6) we therefore get
for all ϕ ∈ C ∞ 0 (0, 1) and by approximation, (3.8) remains valid for functions ϕ ∈ W 1,2 (0, 1) that are compactly supported in (0, 1). Next, we fix a point x 0 ∈ (a, b), a number R > 0 such that (x 0 −2R, x 0 +2R) (a, b) and η ∈ C ∞ 0 (x 0 −2R, x 0 +2R) with η ≡ 1 on (x 0 −R, x 0 +R), 0 ≤ η ≤ 1 as well as |η| ≤ c R . We choose ϕ := η 2u δ in (3.8) and obtain
(3.9)
We start with estimating I 1 where, by using Young's inequality for fixed ε > 0, we get
An integration by parts (recall f ∈ W 1,2 loc (a, b)) further gives for I 2
Putting together (3.10) and (3.11) and absorbing terms (we choose ε > 0 sufficiently small), (3.9) implies
The first integral on the right-hand side of (3.12) can be handled by the uniform estimate
, the linear growth of F and condition (F6). More precisely we get
where c(R) denotes a local constant being independent of δ. To the second integral we apply Young's inequality (ε > 0) which yields
Absorbing terms by choosing ε > 0 sufficiently small, (3.12) yields (recall η ≡ 1 on (x 0 − R, x 0 + R) and f ∈ W 1,2 loc (a, b) once again)
where c(f, R) is a local constant, independent of δ. This proves u δ ∈ W 1,2 (x 0 − R, x 0 + R) uniformly with respect to δ and part c) of the theorem now follows from a covering argument. can be given in terms of σ: due to (3.2), we have |σ(t)| < λ ∞ at almost all points t ∈ [0, 1] and thus, since σ is continuous it holds
We claim that Sing(u) is exactly the set of points where |σ| attains the maximal value λ ∞ , i.e.
Indeed, let t 0 ∈ [0, 1] be a regular point of u, i.e. there is a small neighbourhood (t 0 − ε, t 0 + ε) of t 0 such that u is of class C 1,1 (t 0 − ε, t 0 + ε). Hence |u| is bounded on (t 0 − ε, t 0 + ε) and (3.3) along with the continuity of σ implies |σ(t 0 )| < λ ∞ . Conversely, if s 0 ∈ [0, 1] is a point where |σ(s 0 )| < λ ∞ the arguments after (3.3) show that s 0 is a regular point.
Proof of Theorem 1.3
Proof of part a) Without loss of generality we will in the following identify f with the representative that is continuous in t 0 . Moreover, we recall that we consider the "good" representative of u as specified in the introduction around the formula (1.4). Assume that the statement is false, i.e. the left-and the right limit of u at t 0 ,
do not coincide. We may assume 1) and it will be clear from the proof, that all the other possible cases can be treated analogously. Let h 0 := u + (t 0 ) − u − (t 0 ) denote the jump-height at t 0 . Then, from (4.1) it follows in particular that there exist ε > 0 and 0 < d < h 0 such that
We may further assume that u is continuous at t 0 − ε. Now defineũ bỹ
That means, on [t 0 − ε, t 0 ] we "move" u a little closer to f so that in particular
Let us write (compare (1.4)) Du
is the jump-set of u. Clearly,ũ ∈ BV (0, 1) and it holds
and in conclusion
Since d < h 0 and due to (4.2) this implies
in contradiction to the minimality of u.
Proof of part b).
First we notice, that due to Theorem 1.2 part b) there are s 1 and s 2 in (a, b), arbitrarily close to a and b respectively with s 1 < s 2 and such that u is C 1,1 -regular in a small neighbourhood of s 1 and s 2 . Hence, the singular set
is a compact subset of (s 1 , s 2 ). Moreover, by part a) of Theorem 1.3 we have u ∈ C 0 (a, b). Assume S = ∅. Then there exists s := inf S > a which is an element of S itself since the singular set is closed. In particular, σ(s) = ±λ ∞ (cf. Remark 3.1), i.e. σ has a maximum respectively minimum in s and sincė
which means
Without loss of generality we may assume σ(s) = λ ∞ . Since σ is continuous in s, for any sequence t k ↑ s approaching s from the left it must hold σ(t k ) → λ ∞ and thus, because ofu = DF −1 (σ),
In particular, for arbitrary M > 0 there exists ε > 0 such thaṫ
, which is not compatible with (4.3) unless u − f < 0 on [s − ε, s). But in this case, the differential equationü
implies thatu is strictly decreasing on [s−ε, s) and therebyu(s−ε) ≥u(s) for all s ∈ [s − ε, s) which is inconsistent with (4.4). This shows Sing(u) ∩ (a, b) = ∅ by contradiction and hence u ∈ C 1 (a, b). Moreover, since σ is locally bounded away from λ ∞ we even have u ∈ W 2,∞ loc (a, b). Hence (4.6) holds at almost all points of (a, b) and by the continuity ofu, the right-hand side of (4.6) is continuous. It therefore follows that u ∈ C 2 (a, b). We proceed with the proof of part c). As already mentioned, the auxiliary quantity σ that has been introduced in the proof of Theorem 1.2 has an independent meaning as the solution of the dual problem to J → min. As e.g. in [7] or [11] , we obtain the dual problem from the Lagrangian given by
, L(v, κ) and
is called the dual functional. The dual problem consists in maximizing R[κ] in L ∞ (0, 1). Obviously, κ := σ is an admissible choice and since σ ∈ W 1,∞ (0, 1) along with σ(0) = F (u(0)) = 0 = F (u(1)) = σ(1) (cf. (3.1)), we can integrate by parts and derive the following integral representation of the dual functional (cf. also Theorem 9.8.1 on p. 366 in [26] ):
Next, we want to compute Ψ * (σ). By definition we have
Applying Hölder's inequality, we get
and by elementary calculus, the right-hand side is maximal for v 2 = σ λ + f 2 . An easy computation confirms, that for the choice v =σ λ + f the left-hand side of (4.7) attains this maximal value and it follows
Thereby we obtain for R[σ]
Now assume that Sing(u) = 0. By Remark 3.1, this means that there exists at least one point t ∈ [0, 1] where σ(t) = ±λ ∞ . Lett denote the smallest such t.
Since σ(0) = 0 it followst > 0 and without loss of generality we may assume
be an arbitrary test function. On [0,t) it holds |σ| < λ ∞ and since spt ϕ is a compact subset of [0,t) (and σ is continuous) there exists ε 0 = ε 0 (ϕ) such that |σ(t) + εϕ(t)| ≤ λ ∞ − δ for some δ > 0 and for all 0 ≤ ε < ε 0 . By Theorem 26.4 and Corollary 26.4.1 in [27] , F * is finite and continuously differentiable on (−λ ∞ , λ ∞ ) (with derivative (F * ) = (F ) −1 ) and
which together with (4.8) and the maximality of σ implies that the following Euler equation must hold for all ϕ ∈ C ∞ 0 (0,t):
Since [0,t) ⊂ Reg(u) and f ∈ W 1,1 (0, 1) by assumption, we have (see (3.1))
and therefore σ ∈ W 2,1 (0, 1), so that (4.9) implies the following differential equation:σ λ +ḟ − (F * ) (σ) = 0 a.e. on (0,t). Let {s k } ⊂ [0,t), k ∈ N denote a sequence with s k ↑t as k → ∞. Multiplying (4.11) withσ and integrating by parts (recallσ ∈ W 1,1 (0,t)) then yieldṡ
Sinceσ is bounded by λ, this implies the estimate
Int, σ attains its maximum and since it is continuously differentiable on (0, 1) (this follows from (3.1) in combination with the fact, that u is continuous on (0, 1) by part a) of Theorem 1.3) it followṡ
and thereby
But the following calculation shows (see also figure 2 ), that the limit on the left-hand side is just the quantity ω ∞ from the assumptions of part c):
Hence (4.13) is in contradiction to our requirements on f and λ, thus our assumption Sing(u) = ∅ is false.
Proof of Theorem 1.4
Let all the assumptions of Theorem 1.4 hold. In the following, we make the dependence of the minimizer on the parameter λ more explicit by denoting with u λ the unique solution of problem (1.6) for a given value λ > 0. Thanks to Theorems 1.2 and 1.3 we have the following properties:
) and henceu λ increases on [0, 1 2 );ü λ ≤ 0 on (
, 1] and hencė u λ decreases on [0,
) (due tou λ (0) = 0 and (ii)) and hence u λ increases on [0, 1 2 ).
Furthermore, we observe that the symmetry of our data f with respect to the point ( 1 /2, 1 /2) is reproduced by u λ :
(iv) The two continuous branches of u λ , u λ | [0, 1 2 ) and u λ | ( ), i.e.
The result then follows from the uniqueness of the K-minimizer in BV (0, 1) (Theorem 1.2 a) ). Let
denote the height of the (possible) jump of u λ at t = 1 /2. Then the distributional derivative of u λ is given by
and thus
Forũ λ we obtain
Finally, we note that the value of u λ (0) tends to zero as λ → ∞:
Proof of (v). Since u λ is K-minimal in BV (0, 1) and f ∈ BV (0, 1), it must hold
and thus, due to properties (iii) and (iv)
By property (iv), the continuity of u λ necessarily implies u λ (1/2) = 1/2. We can exploit this fact to prove that the minimizer develops jumps once we can show, that starting from a certain value of the parameter λ, u λ is bounded away from 1/2 on [0, 1/2). To this end we make use of equation (1) from property (i):
Integrating the latter equation from 0 to s for some s ∈ [0,
and withu λ (0) = 0 and F (0) = 0 we arrive aṫ
Note that (5.2) formally corresponds to a law of conservation if we interpret eq.
(1) as the equation of motion of a particle of mass 1/λ under the influence of a time-independent exterior force.
The left-hand side of (5.2) is nonnegative due to the convexity of F and we therefore get:
From (5.3) we see, that if the left-hand side of (5.2) is bounded, then due to property (iv) u λ is bounded below 1/2 if we choose λ large enough. But for our density F from (1.10) it holds (see Remark 1.3 (iii))
, for 2 < µ, and for µ > 2, the latter equation together with (5.1) and (5.3) gives
which implies sup 0≤s< 1 /2 u λ (s) < 1 /2, if λ satisfies (1.13). The corresponding lower bound on the infimum follows by the symmetry property (iv).
Proof of Corollary 1.2 b). We define the critical value of λ by λ crit := sup{λ : u λ is continuous }.
First we note that any minimizer u λ (independently of λ) satisfies 0 ≤ u λ ≤ 1 /2 on [0, 1 /2) since otherwise "cutting-off" at height 1 /2 would yield a BV -function for which the functional K has a strictly smaller value. Thus, (5.3) implies
Passing to the limit s → 1 /2 consequently gives ( From (6.1) we deduce (compare the derivation of (5.2)) the validity oḟ
on account of 0 ≤ u, f ≤ 1 a.e. on (0, 1). By the convexity of F (together with F (0) = 0) we see that ω ≥ 0, ω(0) = 0, moreover
thus ω is increasing with
which follows from (F5) together with assumption (1.14). Since we assume that s is the first singular point of u, it must hold
for a suitable sequence t k ↑ s, since otherwise |σ(s)| < λ ∞ and hence s ∈ Reg(u) (cf. Remark (3.1)). This contradicts (6.3) on account of (6.4).
Proof of Corollary 1.2 a). Sing(u) = ∅ follows exactly along the same lines since now we have (6.4) due to our assumption ω ∞ = ∞.
Proof of Theorem 1.6
We essentially have to show that for λ < λ µ the conditions of Theorem 6, p. 295, in [20] are fulfilled. Without further explanation we will adopt the notation of this work. First of all, we notice that due to our restriction 0 ≤ f (t) ≤ 1 we have that α(t) ≡ 0 and β(t) ≡ 1 is a trivial lower and upper solution of (BVP), respectively, since
due to f ∞ ≤ 1 and F > 0. Secondly, the right hand side of the equation (BVP) can be rewritten as
where Φ(t, y, p) := λ
is a Carathéodory function if f is merely measurable. Moreover, by (F5) we can estimate Φ by (1 + |p|) µ , h(p) ≡ 1, r(t) := ε for some ε > 0 and choosing λ in such a way that That is, all conditions of Theorem 4 are fulfilled and there is a solution v ∈ W 2,1 (0, 1) of (BVP) with 0 ≤ v(t) ≤ 1 for almost all t ∈ [0, 1]. Note, that letting ε tend to zero in (7.1) gives the postulated bound λ µ for λ. 
Comparison with a numerical example
In this short appendix we would like to compare the theoretical considerations from above to a numerical example which has been computed with the free software Scilab 1 . Besides giving a confirmation of our previous results, this is mainly intended to show that none of our given bounds on the parameter λ is actually sharp. In fact, we seem to obtain smooth solutions for values of λ larger than max{λ ∞ , ω ∞ } and discontinuous minimizers can occur below the threshold 8 µ−2 which has been predicted by Corollary 1.2 b). It is still an open problem to determine exact bounds, which clearly should depend on both F and f as well.
We choose the data f from (1.12), i.e. f is constant on [0, 1 /2] and ( 1 /2, 1] with a single jump of height 1 at t = 1 /2 and the µ-elliptic density F (p) = Φ 3 (|p|) (remember, that by Theorem 1.5 there will be no singular minimizers for µ ≤ 2 which is the justification for our choice µ = 3). Then our K-minimizer u should be smooth for λ < 8ω ∞ = 4. In practice, we seem to get smooth solutions up to and thus suits to our previous considerations quite well.
