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Introduction 61
In structuring the auditory scene, the brain must carry out two 62 fundamental computations. First, it must derive independent representations 63 of component acoustic features so that task-relevant features can be 64 prioritized and task-irrelevant ones ignored. Second, to solve the well-known 65 "binding problem", the brain must subsequently integrate these separated 66
representations into a coherent whole so that the features of a relevant sound 67 source can be tracked successfully in cluttered scenes. Whether 68 representations of stimulus features are independent or integrated is a 69 longstanding issue in psychology (Treisman and Gelade, 1980; Ashby and 70 Townsend, 1986 ) and neuroscience (Di Lollo, 2012; Soto et al., 2018) . Even 71 when not explicitly framed using these terms, many questions concerning 72 sensory systems can be formalized in terms of representational independence 73 versus integration (Soto et al., 2018) . 74
It is widely believed that auditory processing is hierarchically organized 75 and that neural representations are progressively transformed from 76 independent to integrated codes as sensory information ascends the auditory 77 Based on presumed similarities with the visual system, early models 84 proposed that representations in primary auditory cortex were primarily 85 independent, instantiated as topographically organized "feature maps" (see 86 Nelken et al., 2003) . According to such accounts, the integration of features is 87 a computation that should most reliably be observed in non-primary regions. In the current study, we used fMRI and multivariate pattern analysis to 103 determine the extent to which acoustic features are represented by 104 independent or integrated multivoxel codes and how those codes are 105 expressed over the human cortical hierarchy. In general, multivariate 106 approaches allow sensory features to be more directly linked to their 107 representation in neural response patterns (Tong and Pratte, 2012 ; 108
Kriegeskorte and Kievit, 2013; Haynes, 2015) , in contrast to traditional 109 univariate analysis of overall regional differences in signal amplitude. In this 110 study, an approach based on MANOVA (Allefeld and Haynes, 2014) allowed 111 us to estimate the contribution of single acoustic features to the observed 112 multivoxel patterns (reflecting independent coding), as opposed to non-linear 113
interactions between the features that may arise at the level of object 114 perception (integrated coding). Moreover, by acquiring whole-brain fMRI, we 115 were able to characterize neural representations simultaneously across the 116 entire human cortex, in contrast to more localized physiological recordings in 117
animals. 118
Participants listened to band-pass noise varying simultaneously in 119 frequency (a spectrally-based feature) and amplitude modulation (AM) rate 120 (temporally-based; see Figure 1A ). We chose to investigate these two 121 acoustic features as they are sufficient alone to characterize much of the 122 information present in biologically important sounds such as speech (Shannon 123 et al., 1995; Roberts et al., 2011) . 124 Figure 1 . A) Spectrograms of the nine stimuli, equally spaced on a scale of ERB-rate (Moore and Glasberg, 1983 ) and smoothed to obtain a temporal resolution similar to the Equivalent Rectangular Duration (Plack and Moore, 1990 ). The cyan-and magenta-colored text above each spectrogram indicate the center carrier frequency and AM rate of the bandpass noise, respectively. B) Multivariate pattern distinctness estimates for each effect of interest, when activity patterns were simulated using an independent representation (left-side graph) or an integrated representation (right-side graph). Each data point represents the pattern distinctness for a single iteration ("participant") of the simulation. Freq, Frequency. D, Pattern distinctness.
Methods

125
Participants
126
Twenty participants (eleven female), aged between 18 and 27 years 127 (mean = 23, SD = 2.4), were tested after being informed of the study's 128 procedure, which was approved by the research ethics committee of 129 University College London. All reported normal hearing, normal or corrected-130 to-normal vision, and had no history of neurological disorders. 131
Stimuli 132
The stimulus consisted of narrow (third of an octave) bandpass noise, 133 amplitude modulated sinusoidally with 80% depth (see Figure 1A ). Each sound 134 was presented for one second and varied across trials in center carrier 135 frequency (from hereon, "frequency") and amplitude modulation rate ("AM"). 136
Frequency (500, 1300 and 3380 Hz) and AM (4, 10 and 25 Hz) were equally 137 spaced on a logarithmic scale. Importantly for the purpose of assessing 138 independent and integrated feature coding (see First-level statistics section 139 below), frequency and AM varied simultaneously and in an orthogonal fashion, 140 such that every frequency was paired with every AM (i.e. nine stimuli in total, 141 arranged as a 3 x 3 factorial design). The relatively slow AM rates precluded 142 the perception of pitch associated with the temporal modulation. In addition, the 143 carrier center frequencies and bandwidths were chosen to avoid detectable 144 spectral cues from resolved sidebands in the stimulus (Moore, 2003) . 145
Stimuli were matched in terms of their RMS amplitude and shaped with 146 20 ms raised-cosine onset and offset ramps. Bandpass noise was synthesized 147 independently on each presentation (with a sampling rate of 44100 Hz) and 148 delivered diotically through MRI-compatible insert earphones (S14, 149 Participants were instructed to listen carefully to the sounds while 162 looking at a central fixation cross and press a button (with their right hand) each 163 time a brief (150 ms duration) white-noise interruption occurred during sound 164 presentation. These white-noise interruptions were unmodulated in their 165 amplitude profile and occurred on a small percentage (~6%) of stimuli (once 166 every block of eighteen sounds). Group performance was near ceiling, 167 confirming engagement with the task. The average hit rate was .98 (ranging 168 from .8 to 1 across participants; SEM = .014) with no false alarms. takes into account the spatial structure of the noise (GLM residuals) by 254 normalizing the multivoxel variation for an experimental effect by the noise 255 covariance between voxels. As D is obtained from the GLM, cvMANOVA can 256 also be used to test more complex contrasts such as main effects and 257 interactions with a factorial design. As explained below, we can use such 258 factorial contrasts to distinguish between independent and integrated neural 259 coding. representations. For each of twenty "participants", five "runs" and nine stimuli, 295
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we generated synthetic activity patterns over 123 voxels consisting of the true 296 underlying pattern (normal random vector) added to some noise (signal-to-297 noise ratio set to 0.1). Within one run, there were sixteen repetitions of the 298 nine stimuli. These synthetic data were then submitted to cvMANOVA 299 resulting in a pattern distinctness estimate for each participant and effect of 300
interest. 301
Two versions of the simulation were run, following Kornysheva and 302
Diedrichsen (2014). In the first version, frequency and AM features were 303 represented independently. That is, voxel patterns were generated separately 304 for the two features and summed together to obtain voxel patterns (Y) for 305 each of the nine stimuli with carrier center frequency f and AM rate m: 306
where F and T denote, respectively, the voxel pattern representations for the 308 frequency and AM features and e the noise. 309
In the second version, frequency and AM were represented in an 310 integrated fashion by generating a unique pattern for each of the nine stimuli. 311
Thus, in this version of the simulation, the representation of frequency is 312 inseparable from that of AM: 313
Here FT denotes the true pattern that was generated uniquely for each 315 condition. In both versions, the resulting patterns were scaled to have the 316 same mean and variance. 317
As Figure 1B shows, when frequency and AM were simulated as 318 independent representations, the pattern distinctness D was significantly 319 greater than zero when testing the independent (but not integrated) coding 320 effects of interest (frequency: t(19) = 29.2, p < .001; AM: t(19) = 35.1, p < 321 .001; Integrated: t(19) = -.104, p = .541). In contrast, when frequency and AM 322 were represented in an integrated fashion, the reverse was true with a 323 significant effect of integrated (but not independent) coding (frequency: t(19) = 324 -1.39, p = .910; AM: t(19) = -.429, p = .664; Integrated: t(19) = 33.0, p < .001). 325 Herdener et al., 2013; Leaver and Rauschecker, 2016), our concern here is 378 how frequency and AM features are represented at a more abstract level in 379 activity patterns over multiple voxels. Such representations may reflect both 380 "distributed" and "sparse" coding schemes (Bizley and Cohen, 2013) . It is 381 well-established that multivoxel methods can sensitively measure changes in 382 brain responses to acoustic features (even with standard-resolution data) by 383 pooling weak but consistent signals over voxels and exploiting between-voxel 384 correlations (e.g. Linke and Cusack, 2015) . 385
Group-level statistics
Note that while significant independent coding of frequency and AM 386 might be consistent with separate underlying neural populations responding to 387 those features, this need not be the case. That is, the same neurons could 388 simply be responding in a linear (additive) fashion to changes in frequency 389 and AM rate. Thus, the extent of representational independence and 390 integration in multivoxel patterns reveals more abstract computational 391
properties (rather than the precise spatial configuration) of neural populations 392 in a cortical region. 393 
Effect of
Cortical distribution of independent and integrated codes 398
We used cross-validated MANOVA (Allefeld and Haynes, 2014) to 399 determine the extent to which cortical activity patterns show evidence for 1) 400 independent coding of frequency, in which the influence of frequency was 401 invariant with respect to AM, 2) independent coding of AM, in which the 402 influence of AM was invariant with frequency or 3) integrated coding, in which 403 the influences of frequency and AM were interdependent. This was achieved 404 by testing whether the pattern distinctness D over a searchlight sphere or ROI 405 was significantly above zero for the independent and integrated effects of 406
interest (see First-level statistics in the Methods section). 407
Using a whole-cortex searchlight analysis (Kriegeskorte et al., 2006) , 408
we detected large clusters in the superior temporal plane bilaterally (extending 409 into the superior temporal gyrus) that showed significant independent coding 410 of frequency and AM (Figure 2A and Table 1 ). Within these regions of 411 auditory cortex, there was no evidence for integrated coding after correcting 412 for multiple comparisons over the whole cortex. Instead, significant integrated 413 coding was observed in a cluster outside of classically defined auditory cortex 414 in the left posterior parietal lobe, extending over the inferior and superior 415 portions of the parietal lobule and the intraparietal sulcus. This suggests that the integrated coding effects revealed by cvMANOVA are 481 inherently multivariate and arise from the pattern (and not strength) of 482 multivoxel activity, a point to which we will return in the Discussion. 483 
Multidimensional scaling analysis 484
Having established the cortical distribution of independent and 485 integrated codes, we next used classical MDS to further characterize those 486 codes (Kriegeskorte and Kievit, 2013) . In three selected ROIs (right Te1.0, 487 right PT and left parietal), we computed the pattern distinctness for all pairs of 488 stimuli and assembled the results into dissimilarity matrices. These ROIs were 489 chosen as together they fully sample the transition from auditory core to non-490 core to parietal cortex and show a mixture of independent and integrated 491 coding profiles. After averaging the matrices over participants and 492 thresholding at p < .05 uncorrected ( Figure 4A) , MDS was performed to 493 project the multivoxel dissimilarity structure onto a simple two-dimensional 494 space ( Figure 4B ). In this visualization, stimuli that are close together are 495 associated with similar multivoxel activation patterns while stimuli that are far 496 from each other are associated with dissimilar patterns. 497
In right primary auditory cortex (area Te1.0) and right PT, frequency 498 and AM features were automatically projected by the MDS solution onto 499 separate dimensions, despite the method having no information as to the 500 stimulus features. Frequency was carried by the first MDS dimension (shown 501
as the x-axis in Figure 4B ) while AM was carried by the second dimension (y-502 axis). This is consistent with our previous observation of these regions 503 representing frequency and AM in a largely independent manner. We note 504 further that the 4 and 10 Hz AM rates (in right Te1.0) and the 10 and 25 Hz 505 AM rates (in right PT) were closer in MDS space for the middle carrier 506 frequency (1300 Hz), which may account for the small degree of integrated 507 coding observed in these regions. However, as establishing the group-level 508 reliability of MDS solutions is difficult due to the arbitrary rotation induced by 509 the method (Ejaz et al., 2015) , we refrain from drawing strong conclusions 510 about this latter observation. 511
In contrast to auditory cortex, MDS for the left parietal ROI did not 512 clearly separate frequency and AM features. Instead, activation patterns in 513 this region were modulated by particular conjunctions of carrier frequency and 514 AM rate (e.g. F500AM10 and F3380AM25). This is again consistent with our 515 previous observation that parietal cortex is characterized solely by an 516 integrated code. 517 
Saliency analysis
In the visual domain, parietal cortex has repeatedly been implicated in 518 the processing of bottom-up saliency (Arcizet et al., 2011; Bogler et al., 2011) . 519
We therefore asked to what extent the integrated coding effect observed in 520 posterior parietal cortex could be explained by between-stimulus differences 521 in perceived saliency. In a separate behavioral session, listeners listened to 522 all pairwise combinations of the nine sounds and judged which sound in each 523 pair was more salient. We then estimated the perceived saliency of each 524 sound as the percentage of trials the sound was chosen as more salient 525 (shown in Figure 5A as thick black line). Because saliency is related (although 526 not identical) to loudness (Liao et al., 2015) , we also show for comparison the 527 loudness of the stimuli as predicted by the model of Moore et al. 2016 (shown 528 in Figure 5A as thick blue line). 529
Repeated measures ANOVA of the saliency judgments, with frequency 530 and AM rate as factors, revealed a significant main effect of frequency 531 (reflecting higher saliency for increasing frequency; F(2,10) = 31.5, p < .001) 532 and a significant main effect of AM rate (reflecting higher saliency for the 533 middle AM rate; F(2,10) = 6.34, p < .025). However, the interaction between 534 frequency and AM rate was not significant (F(4,20) = .808, p = .512). To 535 directly test whether there was positive evidence for the null effect of no 536 interaction, we also conducted repeated measures ANOVA as a Bayesian 537 analysis (Rouder et al., 2016 (Rouder et al., , 2017 Marsman and Wagenmakers, 2017) . We 538 contrasted a model which contained both main effects of frequency and AM 539
and their interaction, with a null model that had the same structure but lacked 540 the interaction (both models were assigned a prior probability of 0.5). This 541 analysis indicated that the null model was 5 times more likely than the 542 alternative model (Bayes Factor = 5.31). As the integrated coding effect in 543 parietal cortex is defined by the interaction between frequency and AM, the 544 absence of an interaction in the saliency judgments is therefore inconsistent 545 with a saliency-based account of the integrated coding effect in parietal 546 cortex, or indeed, in any other of the regions in which integrated coding was 547
observed. 548
As a further test of a saliency-based account, we used representational 549 similarity analysis (RSA) to relate listeners' saliency judgments to the 550 observed multivoxel patterns (Kriegeskorte and Kievit, 2013) . For each pair of 551 sounds presented in the saliency judgment task, we pooled saliency 552 judgments over trials and participants and computed the absolute difference 553 in the percentage of observations each sound in the pair was chosen as more 554 salient. From this we assembled a distance matrix quantifying the difference 555 in saliency between the two sounds of all presented pairs ( Figure 5B ). This 556 "saliency distance" matrix provides a more detailed characterization of 557 between-stimulus differences in saliency than the summary measure 558 presented in Figure 5A , which we could then correlate with the multivoxel 559 dissimilarity matrix observed in each searchlight across the cortex of 560 individual participants. As shown in Figure 5C , the (Fisher-transformed) 561
Spearman correlation between the saliency and multivoxel dissimilarity 562 structure was significantly above zero in the superior temporal plane 563 bilaterally but not in parietal cortex (for MNI coordinates, see Table 1 ). This 564 pattern was further supported by an ROI analysis ( Figure 5D ) in which the 565 Spearman correlation significantly decreased from superior temporal to 566 parietal cortex (F(1,19) = 57.8, p < .001; effects involving hemisphere were 567 not significant). We further note with interest how this saliency-to-multivoxel 568 correlation peaked in posteromedial auditory area Te1.1, which clearly differs 569 to how the independent and integrated coding effects were expressed over 570 cortical regions (compare Figure 5D with Figure 2B ). Nearly identical results 571
were obtained when using loudness in this ROI analysis (here a loudness 572 distance matrix was formed by computing the absolute differences in 573 loudness between the stimuli). This suggests that saliency/loudness can be 574 reliably dissociated from the independent and integrated coding effects of the 575 earlier analyses. In summary then, this RSA analysis together with the 576 absence of interactive influences of frequency and AM on behavioral saliency 577 judgments suggests that the integrated coding effect we observe cannot be 578 attributed to saliency/loudness. We will return to this point in the Discussion. 579 
Discussion
580
In the current study, we manipulated two important acoustic features in 581 parallel, frequency and AM rate, and determined the extent to which they are 582 represented by independent versus integrated codes in fMRI multivoxel 583 patterns. We demonstrate that these spectral and temporal dimensions are Rauschecker, 2016). These conflicting findings may be attributed to the small 611 size of auditory cortex and high inter-subject variability in anatomy. In the 612 current study we overcame these challenges by using a multivariate analysis 613 method that abstracts away from the precise configuration of voxels. 614 Importantly, this approach allowed us to directly test and quantify the degree 615 of representational independence, an approach distinct to the more qualitative 616 inferences of previous mapping studies. Thus, our study provides new evidence that frequency and AM are 626 orthogonal dimensions of sound analysis. Such independent representation 627 may support listeners' ability to selectively process information in frequency 628 versus time. In addition, as noted by Schnupp (2001) , an independent coding 629 scheme will tend to convey more information than a highly-selective 630 integrated code. This property would be desirable if the role of primary 631 auditory cortex was to relay information to more specialized feature 632 conjunction detectors in higher-level regions. using multivariate methods), with damage to this region leading to feature 644 binding deficits (Humphreys et al., 2000) . Second, BOLD activation in the IPS 645 has been shown to systematically vary in auditory bi-stability (Cusack, 2005 ) 646 and figure-ground paradigms (Teki et al., 2011 (Teki et al., , 2016 . Indeed, the peak 647 locations of the posterior parietal effects reported by these latter studies fall 648 inside the cluster reported here. In both these auditory paradigms, perceptual 649 outcomes are critically dependent on the way in which information across 650 multiple features (frequency and time) is combined. Thus, the integrated 651 representation for frequency and AM we observe here in posterior parietal 652 cortex is consistent with previous work suggesting a role for the IPS in feature 653 integration and the structuring of acoustic input, possibly alongside other 654 parietal regions specialized for visual information (for further discussion, see 655 Cusack, 2005) . However, our study goes beyond previous work that 656 measured overall regional differences in fMRI or MEG signal amplitude by 657 more directly probing representational content in multivoxel patterns, an 658 approach which is less susceptible to confounding factors such as task 659 difficulty (Baumgartner et al., 2013) . we also asked a separate group of listeners to rate the subjective saliency of 663 the stimuli. While the sounds clearly differed in their subjective saliency, we 664 found that influences of frequency and AM on the saliency ratings combined 665 independently without evidence for an interaction, an observation inconsistent 666 with a saliency based account. Moreover, when using RSA to relate saliency 667 judgments to the dissimilarity structure of the multivoxel patterns, we found 668 that saliency did not correlate with multivoxel patterns in parietal cortex. 669
Rather, the effect of saliency was confined to superior temporal plane regions 670 with a peak in posteromedial auditory area Te1.1, which is reminiscent of 671 findings by Behler and Uppenkamp (2016) who reported correlates of 672 loudness in this region (see Liao et al., 2015 for the close relationship 673 between loudness and saliency). Thus, the results from this saliency analysis 674 suggest that the integrated coding effect we observe cannot be attributed to 675 bottom-up saliency. 676 the effect size for integrated coding was small in comparison with that 709 observed for independent coding in the superior temporal plane. Why then do 710 we observe only weak integration of frequency and AM rate? As discussed 711 above, frequency and AM may be privileged dimensions of sound analysis 712 that are separable in a way that other dimensions are not. Our results may 713 also be attributed to listeners performing an attentionally undemanding task 714 that did not require explicit integration of frequency and AM features. It has 715 been suggested that while individual features are detected automatically, 716 feature integration is a computationally demanding process requiring focused 717 attention (Treisman and Gelade, 1980; Shamma et al., 2011) . Thus, the 718 absence of focused attention to feature conjunctions could explain the weak 719 integration we observe. Future work, using manipulations of attention, will be 720 required to test this proposal. 721
