Fuchsian codes for AWGN channels by Blanco-Chacón, Iván et al.
Noname manuscript No.
(will be inserted by the editor)
Fuchsian Codes for AWGN Channels
Iva´n Blanco-Chaco´n · Dionis Remo´n ·
Camilla Hollanti · Montserrat Alsina
Received: date / Accepted: date
Abstract We develop a new transmission scheme for additive white Gaus-
sian noisy (AWGN) single-input single-output (SISO) channels without fading
based on arithmetic Fuchsian groups. The properly discontinuous character of
the action of these groups on the upper half-plane translates into fast decod-
ability.
Keywords Arithmetic Fuchsian groups · AWGN · Coding gain · Fast
decoding · Lattice codes · Quaternion algebras · SISO Channels
Mathematics Subject Classification (2000) 94B60 · 94B35 · 11F06 ·
20H10
I. Blanco-Chaco´n
Aalto University, Department of Mathematics and Systems Analysis, P.O. Box 11100, FI-
00076 AALTO, Helsinki, Finland.
Partially supported by the Academy of Finland grant 131745.
E-mail: ivan.blancochacon@aalto.fi
C. Hollanti
Aalto University, Department of Mathematics and Systems Analysis, P.O. Box 11100, FI-
00076 AALTO, Helsinki, Finland.
Partially supported by the Academy of Finland grant 131745.
E-mail: camilla.hollanti@aalto.fi
D. Remo´n
University of Barcelona, Faculty of Mathematics. Gran Via de les Corts Catalanes 585,
08007 Barcelona (Spain).
Partially supported by MTM2012-33830.
E-mail: dremon@ub.edu
M. Alsina
Universitat Polite`cnica de Catalunya- BarcelonaTech, Dept. Applied Mathematics III -
EPSEM, Av. Bases de Manresa 61-73, 08242 Manresa (Spain)
Partially supported by MTM2009-07024.
E-mail: montserrat.alsina@upc.edu
ar
X
iv
:1
30
7.
72
52
v2
  [
cs
.IT
]  
23
 Ja
n 2
01
4
2 Iva´n Blanco-Chaco´n et al.
Introduction
In the last ten years, a group of people have used Number Theory as a
tool to construct powerful transmission schemes for fast fading multiple-input
multiple-output (MIMO) channels. We refer to the use of the structure of or-
ders in number fields and in central simple division algebras over number fields
(cf. [4] and [12]).
In the setting of space-time block codes, in [17] it is shown how to use class
field theory to derive an upper bound for the coding gain of a space-time block
code attached to a cyclic division algebra, and explicit constructions as well as
simulations are also carried out. Space-time block codes obtained from cyclic
division algebras via the left regular representation over a suitable center have
non vanishing minimal determinants (NVD property), and this translates into
better coding gains. Maximal orders in the context of space-time coding were
first considered in [11].
In the present paper we also use some ideas from Number Theory to con-
struct a transmission scheme. We assume one transmit (Tx) antenna, one
receive (Rx) antenna, and an alphabet consisting of a finite collection of 4-
tuples of integers {(xi, yi, zi, ti)}|C|i=1, where C is the codebook and |C| <∞ its
size. We will encode each 4-tuple into a codeword to be transmitted by a single
transmit antenna, and then reconstruct (decode) the sent 4-tuple. Intuitively,
we are sending 4 integers simultaneously by a single antenna. However, our 4-
tuple will consist of 3 independent integers, and the fourth will be determined
according to these as an additional check-up symbol.
To this end, we will suppose that each 4-tuple determines a matrix belong-
ing to an arithmetic Fuchsian group of the first kind attached to the maximal
order (up to conjugation) of an indefinite quaternion Q-algebra which has been
fixed at the beginning. This condition translates into the fact that each 4-tuple
(x, y, z, t) of our alphabet satisfies an equation of the form x2 − ay2 − cz2 +
abt2 = 1 for fixed a, b ∈ Z. Geometrically, this means that our alphabet is
contained in a 4-dimensional hyper quadric.
Arithmetic Fuchsian groups of the first kind arise in the study of Shimura
curves (cf. [13]), a rich theory with a large number of theoretical applications
in very deep branches of Number Theory, like in Jacquet-Langlands correspon-
dence, the theory of canonical models or the proof of the Shimura-Taniyama-
Weil conjecture (the main argument in Fermat’s Last Theorem). But Shimura
curves are also present in the theory of error-correcting codes (cf. [10]). In addi-
tion, we mention that arithmetic Fuchsian groups have been used in the design
of space-time block codes (cf. [7]). Our approach is of completely different na-
ture, since our code is non-linear and has logarithmic complexity. Besides that,
it uses in a crucial way a recent result: the point-reduction algorithm 1 and
its generalization given in theorem 2. In particular, our transmission scheme
can be thought of as a non-linear information-compressing scheme. We also
remark that the usual reason as to why linear codes are preferred over non-
linear ones, namely their simple linear decoding methods, do not apply here,
since we shall also demonstrate how to decode the constructed non-linear code
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with lesser complexity than that of typical linear maximum-likelihood (ML)
decoders, as we will soon explain.
Fixed an indefinite quaternion Q-algebra, one can embed the group of
units of reduced norm 1 in its maximal order into M2(K) via the left-regular
representation (for some totally real number field K), obtaining in this way a
discrete group Γ (cf. [1]).
The crucial properties which yield a remarkably efficient decoding are that
the action of Γ on the complex upper half plane (which throughout this paper
will be denoted byH) is properly discontinuous, and that there exists a recently
produced explicit algorithm by Remo´n et al. ([3]) to reduce points in H to
any given fundamental domain, once a presentation of the group has been
obtained. In fact, our algorithm does O(log(n)) operations, where n is the
number of generating matrices of a given matrix input. We present in this
paper a very particular version of this algorithm for a concrete arithmetic
Fuchsian group, leaving the general case for forthcoming publications, since it
would significantly increase the length of the present paper.
The paper is organized as follows: in Section 1 we describe in detail our
transmission problem and give some coding theoretical motivations for our
work. In Section 2, we review some terminology and facts about orders in
quaternion algebras and arithmetic Fuchsian groups which will be used later.
In Section 3 we develop the transmission scheme and explain the algorithm
on which it is based. We compute the complexity of this algorithm. In Section
4 we apply the reduction point algorithm to the AWGN channel, and study
how to generate the constellation. In Section 5 we plot the error performance
of our Fuchsian codes with constellation sizes 4, 8 and 16 by computing the
codeword error rate (CER) as a function of signal-to-noise ratio (SNR). Finally,
in Section 6 we discuss some topics for further research.
1 Generalities
We are interested in sending 4-tuples of integers (x, y, z, t) subject to the re-
striction x2−ay2−bz2 +abt2 = 1, where a > 0 and b < 0 and each component
can take a finite prescribed number of values. We will send this 4-tuple as the
complex signal γ(τ) where γ =
(
x+
√
ay z +
√
at
b(z −√at) x−√ay
)
and τ is an element
in the complex upper half-plane H to be determined for optimality. We are
interested in the case when the matrices belong to a finite subset G of an arith-
metic Fuchsian group Γ . In this case, we will refer to the set {γ(τ)|γ ∈ G}
as a Fuchsian code. We will take τ such that γ1(τ) 6= γ2(τ) if γ1 6= ±γ2. To
obtain this, it is enough that τ is an interior point of a fundamental domain
for Γ acting on H. Hence, in this case, we have as many codewords as 4-tuples.
We will suppose that our channel is affected by additive white Gaussian noise
(AWGN), having a channel equation
v = u+ n,
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where u = γ(τ) is the transmitted signal, v the received signal and n ∈ C is a
complex circular Gaussian random variable.
Definition 1 Let C be a code. The data rate in bits per channel use (bpcu)
of C is defined as R =
log2(|C|)
N
, where N is the number of channel uses.
Notice that in our case N = 1.
The code rate of C in (real) dimensions per channel use (dpcu) is defined as
Rc =
dimQ(C)
N
, where dimQ(C) is the number of independent integer symbols
in the codeword and N is again the number of channel uses. Notice that in
our case the code rate is 3 dpcu.
We will refer to the set of codewords as non uniform Fuchsian (NUF) con-
stellation. It is important to point out that, due to the algebraic dependence
of the 4 integers in each of our 4-tuples, we are essentially sending three inde-
pendent integers at a time by a unique antenna. We will carry out simulations
for 4-NUF (2 bpcu), 8-NUF (3 bpcu) and 16-NUF (4 bpcu) constellations.
In this paper by signal-to-noise ratio we will mean the quotient SNR =
10 log10
(
E
N0
)
(dB), where E is the average energy, i.e., E = 1|C|
∑|C|
k=1 ||wk||22,
{wk}|C|k=1 ⊂ C being the set of the codewords, || · ||2 the Euclidean norm, and
N0 the noise variance.
2 Arithmetic Fuchsian groups acting on H
2.1 Quaternion algebras, orders and arithmetic Fuchsian groups
In this section, we survey some facts on the arithmetic of quaternion algebras.
We mainly follow the references [1] and [18].
Let a, b ∈ Z\{0} and let H =
(
a,b
Q
)
be the quaternion Q-algebra generated
by I and J with the standard relations I2 = a, J2 = b, IJ = −JI. Denote
K = IJ . For ω = x+yI+zJ+tK ∈ H, the conjugate is ω = x−yI−zJ−tK,
and the reduced trace and the reduced norm are defined by
Tr(ω) = ω + ω = 2x, N(ω) = ωω = x2 − ay2 − bz2 + abt.
The following map is a monomorphism of Q-algebras
φ :
(
a, b
Q
)
→ M2 (Q(
√
a))
x+ yI + zJ + tK 7→
(
x+ y
√
a z + t
√
a
b(z − t√a) x− y√a
)
.
Notice that for any ω ∈ H, N(ω) = det (φ(ω)), and Tr(ω) = Tr (φ(ω)). In the
rest of the paper, H will denote a quaternion Q-algebra.
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For any absolute value | |p of Q attached to a prime number p or to p =∞,
Hp := H ⊗Q Qp is a quaternion Qp-algebra. If Hp is a division algebra, it is
said that H is ramified at p. As is well known, H is ramified at a finite even
number of places. The discriminant DH is defined as the product of the primes
at which H ramifies. Moreover, two quaternion Q-algebras are isomorphic if
and only if they have the same discriminant.
Definition 2 If DH = 1, H is said to be non-ramified; in this case, it is
isomorphic to M2(Q). If H is ramified at p = ∞, it is said to be definite,
and indefinite otherwise. An indefinite quaternion algebra is said to be small
ramified if DH is equal to the product of two distinct primes.
An element α ∈ H is said to be integral if N(α),Tr(α) ∈ Z. A Z-lattice Λ
of H is a finitely generated torsion free Z-module contained in H. A Z-ideal of
H is a Z-lattice Λ such that Q⊗Λ ' H. A Z-ideal is not in general a ring. An
order O of H is a Z-ideal which is a ring. Each order of a quaternion algebra
is contained in a maximal order. In an indefinite quaternion algebra, all the
maximal orders are conjugate (cf. [18]).
Definition 3 Two groups G1 and G2 are said to be commensurable if G1∩G2
has finite index both in G1 and in G2.
Definition 4 Given D > 1, fix a quaternion algebra H of discriminant D.
Let us denote by Γ (D, 1) the image under φ of the group of units of reduced
norm 1 in a maximal order of H. The groups Γ (D, 1) are Fuchsian groups
of the first kind. A discrete group Γ ⊆ GL (2,R) is said to be an arithmetic
Fuchsian group of the first kind (Fuchsian group from now on) if there exists
some quaternion Q-algebra of discriminant D such that Γ is commensurable
with Γ (D, 1).
Remark 1 The notation Γ (D, 1) is a particular case of Γ (D,N), which stands
for the group of units of reduced norm 1 in a special kind of orders, so called
Eichler orders, which are intersections of two maximal orders (cf. [1]).
2.2 Fundamental domains
The group SL(2,R) acts on H by Mo¨bius transformations and its action fac-
torizes through PSL(2,R).
Definition 5 Let Γ be an arithmetic Fuchsian group commensurable with
Γ (D, 1). A fundamental domain for the action of Γ on H is a region F of H
satisfying:
a) For any z, w ∈ F , if there exists γ ∈ Γ such that γ(z) = w, then z = w
and γ = Id.
b) For any z ∈ H, there exists w ∈ F and γ ∈ Γ such that γ(z) = w.
Fundamental domains for several groups Γ (D, 1) can be found in [1].
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3 The point reduction algorithm: the case of an absolutely reliable
channel
Let us suppose that we have an alphabet consisting of a finite set of 4-tuples
of integers, say A = {(xi, yi, zi, ti)}Ni=1 ⊂ Z4. Let us also suppose that the
elements (x, y, z, t) ∈ A satisfy x2− ay2− bz2 + abt2 = 1, the normic equation
for H. We can think of these 4-tuples as elements of a hyper quadric in R4.
The way of sending (x, y, z, t) ∈ A will be by sending γ(τ) where γ =(
x+ y
√
a z + t
√
a
b(z − t√a) x− y√a
)
and τ is an interior point of a prescribed fundamental
domain F and with maximal distance to the boundary of F . Notice that we are
compressing 4 information symbols, namely, x, y, z and t into γ(τ) ∈ C, and
transmitting it by a single antenna. The usual way of sending 4 integers would
be to use e.g. spatial multiplexing and transmit 2 independent QAM symbols
from two transmit antennas, or employ the channel two times sending one
QAM symbol each time. Our method avoids involving more than one transmit
antenna and employs the channel only once. In case the channel is very noisy
at one channel use, there is still of course the option to use further coding over
multiple antennas or over multiple channel uses by e.g. a simple repetition.
But let us assume in this section that our channel is absolutely reliable. The
problem is how to decode the received symbol γ(τ) to recover (x, y, z, t), which
is equivalent to obtain γ out from γ(τ).
Since τ is an interior point, and interior points have trivial stabilizers, it
suffices to find an algorithm which, given z ∈ H, returns a representative
w ∈ F of z. This problem is known as point reduction. Since ±γ induce the
same map on H, we would recover ±γ. Hence, we will assume that we know
how to decide if γ or −γ has been sent. We will prove that this is the case.
3.1 Arithmetic Fuchsian groups of signature (1; e)
We will develop our algorithm for the so called arithmetic Fuchsian groups Γ of
signature (1; e) (for a precise definition cf. Takeuchi [16]). These groups Γ are
not the image under φ of a group Γ (D, 1), but indeed, the group Γ 2 generated
by products of two elements of Γ is. The index [Γ : Γ 2] is explicitly computed
according to a formula by Shimizu (cf. [16]). This being said, Takeuchi groups
cannot be (at first glance) used to encode NUF symbols. The reason why
we develop our algorithm for them, is that the general algorithm is more
complicated. Nevertheless, we have implemented the algorithm also in the
general case and we will plot our SNR/CER graphs with it. The authors are
more than satisfied to provide an implementation of our algorithm to any
interested reader.
For g =
(
a b
c d
)
∈ Γ , if g is not a homothety then denote by I(g) the
isometry circle of g, namely, the set {z ∈ H | | cz + d |= 1}. If g is a
homothety of factor λ, then define I(g) = {z ∈ H | | λz |= 1}. Denote by
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Ext(I(g)) the exterior of I(g) and by Int(I(g)) the complement of Ext(I(g)).
For any λ ∈ R, λ > 0, denote
S(λ) = {z ∈ H | λ−1 ≤| z |≤ λ}.
If h is a homothety of factor λ, then notice that the isometry circles of h and
h−1 are parallel in the hyperbolic metric. Sometimes (cf. [1]), it is possible to
find a system of generators G of Γ such that one of them is an hyperbolic
homothety h of factor λ and a fundamental domain of the form
F =
⋂
g∈G\{h,h−1}
Ext(I(g)) ∩ S(λ).
In this case, we shall call S(λ) the fundamental strip of F . We can construct
such a fundamental domain, for instance, when Γ is one of the 73 arithmetic
Fuchsian groups of signature (1; e), which were classified by Takeuchi in [16].
These arithmetic Fuchsian groups admit a presentation of the form Γ = 〈α, β :(
αβα−1β−1
)e
= ±1〉.
Proposition 1 (Sijsling, [14]) Let Γ be an arithmetic Fuchsian group of
signature (1; e) generated by α and β. Then, after a change of variables, we
can suppose that α is a homothety of factor λ and β =
(
a b
b a
)
. Furthermore,
the hyperbolic rectangle F = S(λ)∩Ext(I(β))∩Ext(I(β−1)) is a fundamental
domain for Γ .
Figure 1 shows a fundamental domain for the group of signature (1; 2) labeled
e2d1D6ii in [14]. In this case,
α =
(√
6
2 +
√
2
2 0
0
√
6
2 −
√
2
2
)
and β =
(√
2 1
1
√
2
)
.
Let Γ be an arithmetic Fuchsian group of signature (1; e) generated by
α, β. Our aim is to develop an algorithm that given z ∈ H returns w ∈ F and
γ ∈ Γ such that γ(z) = w. This problem is equivalent to the following: given
g ∈ Γ , to express g as a product of powers of α and β. The idea is to multiply
g on the left by a suitable sequence of matrices {gkj}, with gkj a power of α
or β to obtain a product gk1 · · · gkng, such that gk1 · · · gkng(τ) belongs to the
interior of F , being τ as above. In this case, g = (gk1gk2 · · · gkn)−1. Observe
that the decomposition of g as a product of generators is not unique in general.
Let z ∈ H and g ∈ Γ be such that g(z) 6∈ S(λ). Define N(g) ∈ Z such that
λ−1 ≤ |αN(g)(τ)| ≤ λ. We propose the following procedure, whose theoretical
justification has been given in [2].
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Fig. 1 Fundamental domain for Γ = e2d1D6ii.
Algorithm 1 Decomposition into distinguished closed paths
Require: g ∈ Γ, τ ∈ Int (F).
Ensure: {nα, nβ} such that {τ, g(τ)} = nα{τ, α(τ)}+ nβ{τ, β(τ)}.
γ ← g, nα ← 0, nβ ← 0;
flag = false.
while flag == false do
if γ(τ) 6∈ S then
nα ← nα +N(g).
g ← αN(g)g.
γ ← γα−N(g).
else
if γ(τ) ∈ F then
flag ← true.
end if
end if
if γ(τ) ∈ S+ then
nβ ← nβ + 1.
g ← β−1g.
γ ← γβ.
end if
if γ(τ) ∈ S− then
nβ ← nβ − 1.
g ← βg.
γ ← γβ−1.
end if
end while
return {nα, nβ} such that {τ, g(τ)} = nα{τ, α(τ)}+ nβ{τ, β(τ)}.
3.2 Complexity
As promised, the properly discontinuous character of the action of the group
Γ of signature (1; e) implies fast decodability. Let {(xk, yk, zk, tk)}Nk=1 be the
set of integral 4-tuples to be encoded, and {γk}Nk=1 the corresponding set of
matrices. Since we have chosen τ in the interior of F , |C| = N .
Proposition 2 The total complexity of the point reduction algorithm (count-
ing points, comparisons and additions) is at most 10 log2 (|C|+ 1).
Proof In the proof of the correctness of our algorithm, if a matrix is expressible
as a product of m generator matrices, the algorithm does exactly m steps, each
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step consisting of at most 2 comparison and 1 matrix product (which accounts
for at most 4 products and 4 sums of real numbers). Hence, 10m operations if
the matrix is a product of m generators.
On the other side, we can write |C| ≤ ∑Mk=0 2k = 2M+1 − 1 for certain
M ≥ 1. Indeed, we can decompose |C| as a sum in which the k-th is at
most the number of matrices which are a product of k matrices. Hence, the
worst case happens when the algorithm needs to decompose a matrix which is
product of M = log2(|C|+ 1) generators. It performs 10M operations.
4 The Gaussian channel
Now, we suppose that our channel is affected by an additive white Gaussian
noise, which we model as a sequence of independent identically distributed
random variables CN(0, Σ) with ||Σ|| = N0. In this case, we have N 4-tuples
encoded by matrices {γ1, ..., γN} ∈ Γ . Fix a fundamental domain F for Γ and
let τ ∈ F be an interior point with maximal distance to the boundary of F .
As in the previous section, if we want to transmit the 4-tuple (xk, yk, zk, tk),
we actually send the corresponding matrix acting on τ , i.e., γk(τ). But the
receiver will have γk(τ) + nk, where nk is a realization of CN(0, Σ) at the
time in which the receiver receives the information. The fact that we have as
many matrices as 4-tuples is due to the fact that the point τ ∈ H on which our
matrices act is chosen to be interior to the prescribed fundamental domain F .
Lemma 1 Let Γ be a Fuchsian group. If γ1(F) = γ2(F) for some γ1, γ2 ∈ Γ ,
then γ1 = ±γ2.
Proof Take an interior point τ ∈ F . Then, γ1(τ) = γ2(w), where w ∈ F is
another interior point. Hence, w = γ−12 γ1(τ). Since interior points cannot be
congruent each other modulo Γ , it follows that w = τ and γ1 = ±γ2.
Hence, suppose that nk is small enough to ensure that both γk(τ), γk(τ) +
nk ∈ γk(F). In this case, according with the previous lemma, the reduction
algorithm will return the same matrix (up to a sign).
4.1 An alternative Fuchsian group
Here, we explore the Fuchsian code attached to Γ (6, 1) (see notations in 2.2.1).
Theorem 1 (Alsina, Bayer, cf. [1]) Given α = a + b
√
3 ∈ Z[√3] denote
α′ = a− b√3. Then, the group Γ (6, 1) is{
γ =
1
2
(
α β
−β′ α′
)
| α, β ∈ Z[
√
3],det(γ) = 1, α ≡ β ≡ α
√
3 (mod 2)
}
.
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This group contains Γ 2, the group generated by the squares of the elements
of the Takeuchi group Γ labeled e2d1D6ii in [14]. Furthermore, Γ (6, 1) is
the image by φ of the multiplicative group of elements of reduced norm 1
in a maximal order (unique up to conjugation) of
(
3,−1
Q
)
. Notice that we
are interested in a particuar subgroup of Γ (6, 1), namely, the subgroup of
matrices whose entries belong to Z[
√
3], since our codewords consists of 4-
tuples of integers. This is the image by the left-regular representation of the
group of unit of reduced norm 1 in the natural order of the quaternion Q.
Hence, if (x, y, z, t) is a codeword encoded by an element of Γ (6, 1), it satisfies
x2 − 3y2 + z2 − 3t2 = 1.
Lemma 2 The sum of the elements of the first (or second) column of any
element of Γ (6, 1) is non zero.
Proof If this were not the case, let γ = 12
(
α β
−β′ α′
)
∈ Γ (6, 1) with α−β′ = 0.
We would have that ββ′ = 2, in particular we would have that 2 is a square
modulo 3.
Remark 2 We point out that the reduction algorithm can recover the trans-
mitted matrix up to a sign; how to determine the sign will be discussed in the
further research section.
Theorem 2 ([3]) There exists a reduction point algorithm for each cocompact
Fuchsian group. Fixed C a codebook and n = |C|, the complexity is asymptot-
ically logarithmic in n.
Proof The proof uses isometric circles in order to determine which map has
to be applied in each step of the reduction algorithm.
The fundamental domains in these particular cases are given by a number
of isometric circles equal twice the number of generators of Γ . Therefore, in
each step of the reduction algorithm, we perform at most twice the number of
generators comparisons and 2× 2 matrix products.
The complexity of the algorithm is due to the fact that once we fixed a
code we will know in advance the number of the steps the algorithm is going
to use. With a fixed number of steps, say n, we have, asymptotically en codes
which reduce with n steps.
Remark 3 Recall that linearly structured codes are bound to have a worst-
case maximum-likelihood (ML) decoding complexity proportional to |S|κ =
|C|, where |S| is the size of the underlying (e.g., QAM) symbol alphabet, κ
is the number of independent (QAM) symbols in one codeword, and |C| is
the size of the resulting code. The complexity is measured in the number of
metric evaluations ||y − hx||F one has to do in order to decode. Notice that
each metric evaluation involves two multiplications of real numbers and one
addition. So when measuring the complexity in number of operations, the
complexity becomes 3|C| in the SISO case, and 3ntT |C| in the nt×nr MIMO
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case, where nt, nr and T denote the number of transmit and receive antennas
and decoding delay (=matrix block length), respectively.
Usually linear codes are preferred due to simple decoding methods such as
a sphere decoder, but here we have seen that by using nonlinear Fuchsian codes
one can actually reduce the decoding complexity from O(|C|) to O(log |C|).
The constant terms are nevertheless relevant when the code size is small;
it can be shown in an analogous way that in the proof of Proposition 2, that
the Fuchsian code Γ (6, 1) has complexity 19 log3(2|C|+ 1) which is less than
3|C| for |C| ≥ 30.
We have to be careful with the choice of τ . If γ(τ) is close to the bound-
ary of γ(F), it will be less immune to noise than other point further to the
boundary: noise in the direction of minimal distance with this minimal dis-
tance as magnitude could eventually bring the point outside the fundamental
domain, while this is less likely to happen to a point of bigger distance to
the border. We have adopted the following optimality criterion for choosing
τ : denoting by ∂γk(F) the boundary of γk(F) and by Int (γk (F)) its interior,
let ck ∈ γk(F) be such that d(ck, ∂γk(F)) = max
z∈γk(F)
d(z, ∂γk(F)). Then, we
have to find z ∈ Int(F) minimizing ∑k |γk(z) − ck|2, i.e., the point τ such
that its transforms are simultaneously closest to the corresponding centers on
quadratic average. The choice of such an optimal τ is critical to the perfor-
mance of the code, as also confirmed by our earlier simulations. Notice that
different quaternion algebras can also yield drastically different performances.
4.2 Generating the constellation
We address now the problem of how to produce the 4-tuples (x, y, z, t) ∈ Z4
such that x2−ay2−bz2+abt2 = 1, which will be sent in the form of matrices of
Γ (D, 1) acting on τ by Mo¨bius transforms. We will restrict ourselves to a = 3
and b = −1, to derive explicit results, but the same analysis works in general.
As we have said before, only three symbols in each 4-tuple are independent,
hence, we would like to parametrize the set of these 4-tuples by an infinite set of
3-tuples (m, k1, k2) ∈ Z. Since the quaternion algebra
(
3,−1
Q
)
is indefinite, one
has that the normic equation x2−3y2+z2−3t2 = 1 has infinitely many integer
solutions (cf.[1]). It is possible to parametrize all the rational solutions of this
normic equation by means of rational functions in three variables, but using
this method to produce integer solutions seems a difficult task. We develop
instead, an alternative method to produce an infinite set of such solutions.
Next, we detail our construction.
First, notice that the ring of integers of the number field Q(
√
3) is Z[
√
3].
The multiplicative group of units of this ring is {±εm : m ∈ Z}, where ε is
a unit of infinite order (called a fundamental unit). This is a very particular
version of Dirichlet’s theorem on units, but in our case it is easy to find by
inspection such a fundamental unit. We will consider ε = 2 +
√
3. Given an
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element θ = a+
√
3b ∈ Q(√3), let us denote by θ′ its Galois conjugated, i.e.,
a−√3b.
Given (m, k1, k2) a triple of non-negative integers (m 6= 0), define am +√
3bm = ε
m. We have that a2m − 3b2m = εm(ε′)m = 1. Now, set xm,k1 +√
3ym,k1 := amε
k1 and zm,k2 +
√
3tm,k2 :=
√
3bmε
k2 . Notice that x2m,k1 −
3y2m,k1 = a
2
m and z
2
m,k2
+ 3t2m,k2 = −3b2m, hence
x2m,k1 − 3y2m,k1 + z2m,k2 − 3t2m,k2 = a2m − 3b2m = 1.
We will denote by φ(m, k1, k2) the 4-tuple (xm,k1 , ym,k1 , zm,k2 , tm,k2). This way,
we have parametrized by three variables an infinite subset of integer points of
the hyper quadric x2 − 3y2 + z2 − 3t2 = 1.
Proposition 3 The map φ is bijective over its image, which is contained in
the set {(x, y, z, t) ∈ Z4≥0 : x2 − 3y2 = m2, z2 − 3t2 = −3r2, for some m, r ∈
Z}.
Proof Let (m1, k1,1, k1,2) and (m2, k2,1, k2,2) two triples of non-negative in-
tegers with m1,m2 6= 0. Suppose m1 = m2 = m. If k1,1 6= k2,1, then
amε
k1,1 6= amεk2,1 and φ(m1, k1,1, k1,2) 6= φ(m2, k2,1, k2,2). The case k2,1 6= k2,2
is analogous. Suppose that m1 6= m2. In this case, am1 6= am2 or bm1 6= bm2 .
Suppose that am1 6= am2 . In this case, am1εk1,1 6= am2εk2,1 , since otherwise,
a2m1 = a
2
m2 , and since ε > 0, we would have that am1 = am2 . The remaining
case is identical.
As an example, we have that φ(1, 0, 1) = (2, 0, 3, 2), φ(2, 0, 1) = (7, 0, 12, 8),
or φ(2, 1, 1) = (14, 7, 12, 8). Notice that the last two values are difficult to
obtain merely by inspection.
The explicit parametrization of the whole group of units is a delicate prob-
lem. On the contrary to the number field setting, the structure of the group
of units of reduced norm 1 in quaternion algebras has not been explicitly
described yet. However, there exist some interesting theoretical results, as [6].
4.3 An alternative approach
In this subsection we fix D = 6, N = 1, and the quaternion algebra of discrim-
inant 6, H =
(
3,−1
Q
)
; but analogous results hold in general. From the theory
of embeddings of quadratic fields into quaternion algebras (cf.[1]) it is known
that there exist embeddings of Q(
√
d) into H for any square-free d > 0 such
that
(
d
2
)
=
(
d
3
)
= −1 (for example d = 3,−1, 6).
Fixing an embedding of Q(
√
d) into H is equivalent to fix a pure quaternion
ω = xI + yJ + zK ∈ H of norm −d, that is (x, y, z) ∈ Z3 such that 3x2 −
y2 + 3z2 = d. Since H is indefinite, this normic equation has infinitely many
solutions, hence, there exist bijections ϕd : N → {xI + yJ + zK ∈ Z3 :
3x2 − y2 + 3z2 = d}. Determining such a bijection is equivalent to solve the
diophantine equation 3x2 − y2 + 3z2 = d, which is a classical problem in
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Number Theory. It is possible to give asymptotic estimates of the number of
solutions, which involves the use of modular forms of fractional weight 3/2 (cf.
[8]). Nevertheless, there exists a polynomial algorithm which computes finite
sets of solutions (cf. [15]).
Now, given a real quadratic field Q(
√
d) embedded in H we can obtain
units in H from the group of units of the quadratic field, generated by ε =
a + b
√
d (notice that the fundamental unit ε is usually normalized so that
a, b > 0 and its absolute value is greater than 1). Thus, identifying the units
in the quaternion order with the corresponding matrices in the arithmetic
Fuchsian group Γ (6, 1), we define maps ψd : N2 → Γ (6, 1) given by ψd(t,m) =
(a+ bϕd(t))
m
.
Proposition 4 The map ψd is injective when restricted to N× (N \ {0}).
Proof Consider ψd(t1,m1) = ψd(t2,m2). Suppose first that m1 = m2 = m.
Then, since we have εm = l+ r
√
d, with r 6= 0, from l+ rϕd(t1) = l+ rϕd(t2),
we deduce ϕd(t1) = ϕd(t2), hence t1 = t2.
Suppose now that m1 6= m2. In this case, setting ψd(t1, n1) = l1+m1ϕd(t1)
and ψd(t2,m2) = l2 + r2ϕd(t2), since riϕd(ti) is a pure quaternion, we have
that l1 = l2. However, by the binomial formula, and taking into account that
ϕd(t1)
2 = ϕd(t2)
2 = d, we have
l1 =
m1∑
j = 0
j even
(
m1
j
)
bjd
j
2 am1−j .
Now assume m1 > m2 ≥ j, so we have that
(
m1
j
)
>
(
m2
j
)
, hence
l1 >
m2∑
j = 0
j even
(
m1
j
)
bjd
j
2 am1−j >
m2∑
j = 0
j even
(
m2
j
)
bjd
j
2 am2−j = l2,
which is a contradiction.
With these maps we can produce a countable family of non-overlapping
infinite families of codewords:
Proposition 5 Let d1, d2 be two different square-free positive integers such
that Q(
√
d1),Q(
√
d2) ↪→ H. Then ψd1(t1,m1) = ψd2(t2,m2) if and only if
m1 = m2 = 0.
Proof The if clause is trivial. Suppose ψd1(t1,m1) = ψd2(t2,m2). Writing
ψd1(t1,m1) = l1 + r1ϕd1(t1) and ψd2(t2,m2) = l2 + r2ϕd2(t2), we have that
l1 = l2 and r1ϕd1(t1) = r2ϕd2(t2). Taking squares we obtain r
2
1d1 = r
2
2d2,
which implies r1 = r2 = 0 and, since d1, d2 > 0, we deduce that m1 = m2 = 0.
The above facts, allow us to conclude the following
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Fig. 2 Example of constellation for Γ = e2d1D6ii
Theorem 3 Let Γ be the subgroup of Γ (6, 1) consisting of matrices with en-
tries in Z[
√
3]. There exists a parametrization of an infinite subset of Γ by
three degrees of freedom.
Proof Let A be the infinite set of square-free integers d such that Q(
√
d)
embeds into
(
3,−1
Q
)
. For any d > 0, fix a generator of the unit group of the
form ad + bd
√
d with a, b > 0. Now, the map Ψ : A× N× (N \ {0})→ Γ (6, 1)
defined by Ψ(d, s,m) = ψd(s,m) is injective.
Remark 4 Notice that this theorem is not explicit, since it depends on how to
produce the solutions of the normic form. But using the algorithm described in
[15], we can explicitly parametrize an infinite family of units by two dregrees
of freedom. Further studies on the structure of the group of units will allow
us to make the full parametrization more explicit.
4.4 Duplicating the size
As a last step in our design, we can duplicate the size of the codebook in the
following way: once we have made an optimal choice of matrices of Γ (D,N)
and τ ∈ H having a codebook C = {γk(τ)}|C|k=1, we can consider the new code-
book C = {±γk(τ)}|C|k=1. If a matrix γ corresponds with the 4-tuple (x, y, z, t),
and this 4-tuple corresponds to the 3-tuple (m, k1, k2) of independent non-
negative integers, we can impose that the matrix −γ corresponds to the 3-
tuple (−m, k1, k2). Notice that this is not ambiguous since the original triples
are assumed to have non negative entries, and θ > 0.
To recover the right 3-tuple from a received signal, first, we check if it be-
longs to H or to −H. In the first case, we use the point reduction algorithm
to obtain (x, y, z, t) and the parametrization to obtain (m, k1, k2). In the sec-
ond case, we have received (unless the channel is in outage and an error is
unavoidable) v = −γk(τ) + n, hence, we apply the point reduction algorithm
to −v, obtain (x, y, z, t) and (m, k1, k2), and we decode it as (−m, k1, k2).
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Fig. 5 16 NUF codes vs 16 QAM
5 Simulation results
The simulations displayed in Figures 3, 4 and 5 have been done with 106
rounds to compute the relative frequency of errors at each level of SNR. By
8-QAM we mean a subset of 8 symmetric symbols of a 16-QAM constellation
having minimal average energy. We can observe that the best of our 4-NUF
codes is still clearly outperformed by the 4-QAM except for very low SNRs,
but the gap to the worse 4-NUF is so vast that it gives hope to improve by
another similar gap, which would bring us very close to 4-QAM. Considering
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the logarithmic decoding complexity1, some performance loss can easily be
tolerated. For bigger constellations the gap to QAM seems to grow, but luckily
there are many more groups, fundamental domains, tessellations, generators,
and centers τ to be tested that might have significantly better performance, as
already observed in these preliminary simulations. In addition, our tentative
results suggest that the point reduction algorithm can be improved at the
penalty of increasing the complexity to O(log2 |C|).
Remark 5 Non uniform constellations have been used in early-state signal
transmission, the so-called codec transmission. Nowadays, the usage of cer-
tain non uniform constellations like ConQAM or NUQAM is being discussed
and seriously considered for the design of MIMO systems for digital video (ter-
restrial) broadcasting (DVB-T2). While at this point we are only considering
the AWGN channel, our aim is to generalize this framework for wireless fading
channels and to design codes directly applicable to the DVB framework (for
more information, see [9]).
6 Further research
As we have seen, the performance gap for different groups Γ , as Γ = e2d1D6ii,
Γ (6, 1), Γ (10, 1) can be remarkable. In future work we will compare the perfor-
mance and complexity for a bigger number of Γ (D, 1) and for different code-
book sizes, as well as the explicit parametrization of all the 4-tuples. A further
study on our Fuchsian codes should also include the issue of error correction
after point reduction, while not substantially increasing the complexity.
6.1 Towards the fading channel
For now, our scheme is valid only for AWGN channels, since in a fading chan-
nel a message γk(τ) would reach the receiving end as hγk(τ) + n, with h a
random variable with circular Gaussian distribution CN(0, 1). One common
simplification in the existing literature is to suppose that the receiver has per-
fect knowledge of the fading coefficient h (via sending pilots in the signal, for
instance).
It is well known that we can write h = reiθ where r is Rayleigh distributed
and θ is uniformly distributed in [0, 2pi]. It is also common to suppose that the
noise n originates at the receiver side, hence, if we suppose as a first approach
that h = eiθ, we can still use our scheme to decode: since n is distributed as
CN(0, Σ), once the signal v = eiθγk(τ) + n reaches the receiver, we perform
v∗ = e−iθy = γk(τ) + e−iθn. Obviously, e−iθn has the same distribution as
n, since n is a complex circular symmetric random variable. We further have
1 In general, there are also fast decoding algorithms for QAM constellations, but they
come with a complexity–performance tradeoff, meaning that also the performance of a QAM
constellation is degraded if we use suboptimal algorithms that are faster.
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|n| = |e−iθn|, i.e., the noise does not get amplified. Hence, it is enough to
suppose that h takes values in R and is Rayleigh distributed.
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