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Abstract
Let rk(C2m+1) be the k-color Ramsey number of an odd cycle C2m+1 of length 2m+1.
It is shown that for each fixed m ≥ 2,
rk(C2m+1) < c
k
√
k!
for all sufficiently large k, where c = c(m) > 0 is a constant. This improves an old result
by Bondy and Erdo˝s (Ramsey numbers for cycles in graphs, J. Combin. Theory Ser. B
14 (1973) 46-54).
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1 Introduction
Let G be a graph. The multicolor Ramsey number rk(G) is defined as the minimum
integer N such that each edge coloring of the complete graph KN with k colors contains a
monochromatic G as a subgraph. The Tura´n number ex(N ;G) is the maximum number of
edges among all graphs of order N that contain no G. For the complete bipartite graph Kt,s
with s ≥ t, a well known argument of Ko¨va´ri, So´s, and Tura´n [17] gives that ex(N ;Kt,s) ≤
1
2
[
(s− 1)1/tN2−1/t + (t− 1)N] . For large N , the upper bound was improved by Fu¨redi [13]
to 12 ((s− t+1)1/t + o(1))N2−1/t. Let N = rk(Kt,s)− 1. Since there exists a k-coloring of the
edges of KN such that it contains no monochromatic Kt,s, which implies that each color class
can have at most ex(N ;Kt,s) edges. Thus
(N
2
) ≤ k · ex(N ;Kt,s). From an easy calculation,
we have rk(Kt,s) ≤ (s− t+ 1 + o(1))kt as k →∞. Hence rk(G) can be bounded from above
by a polynomial of k if G is a bipartite graph.
∗Supported in part by NSFC(11671088), NSFFP(2016J01017) and CSC(201406655002).
1
However, the situation becomes dramatically different when G is non-bipartite. Denote
rk(K3) by rk(3) for short. An old problem proposed by Erdo˝s is to determine
lim
k→∞
(rk(3))
1/k.
It is known from Chung [5] that rk(3) is super-multiplicative in k so that limk→∞(rk(3))1/k
exists. Up to now, we only know that
1073k/6 ≤ rk(3) ≤ c · k!,
where c > 0 is a constant, see [2, 6, 10, 12, 22] and their references for more details.
Let C2m+1 be an odd cycle of length 2m+ 1. For m = 1, the multicolor Ramsey number
rk(3) has attracted a lot of attention. For general fixed integer m ≥ 2, Erdo˝s and Graham
[9] showed that
m2k < rk(C2m+1) < 2(k + 2)!m. (1)
Bondy and Erdo˝s [4] observed that
m2k + 1 ≤ rk(C2m+1) ≤ (2m+ 1) · (k + 2)!. (2)
For the lower bound, a recent result by Day and Johnson [8] gives that for m ≥ 2, there
exists a constant ǫ = ǫ(m) > 0 such that rk(C2m+1) > 2m · (2 + ǫ)k−1 for all large k. For the
upper bound, which was improved by Graham, Rothschild and Spencer [14] to rk(C2m+1) <
2m · (k + 2)!. In particular, for m = 2, Li [18] showed that rk(C5) ≤ c
√
18kk! for all k ≥ 3,
where 0 < c < 1/10 is a constant. However, there are not too many substantial progress of
rk(C2m+1) for m ≥ 3.
Let us point out that the situation is much different when k is fixed. For k = 2, Bondy and
Erdo˝s [4], Faudree and Schelp [11] and Rosta [21] independently obtained that r2(C2m+1) =
4m+1 for allm ≥ 2. For k = 3,  Luczak [9] proved that r3(C2m+1) = (8+o(1))m asm→∞ by
using the regularity lemma. Kohayakawa, Simonovits and Skokan [16] used  Luczaks method
together with stability methods proved that r3(C2m+1) = 8m + 1 for sufficiently large m.
Recently, Jenssen and Skokan [15] established that rk(C2m+1) = 2
km+ 1 for all fixed k and
sufficiently large m.
In this short note, we have an upper bound for rk(C2m+1) as follows.
Theorem 1 Let m ≥ 2 be a fixed integer. We have
rk(C2m+1) < c
k
√
k!
for all sufficiently large k, where c = c(m) > 0 is a constant.
Remark. We do not attempt to optimize the constant c = c(m) in the above theorem,
since we care more about the exponent of k!.
Let N = rk(G) − 1. From the definition, there exists a k-edge coloring of KN containing
no monochromatic G. In such an edge coloring, any graph induced by a monochromatic set
of edges is called a Ramsey graph. Let ǫ > 0 be a constant. Under the assumption that each
Ramsey graph H for rk(C2m+1) has minimum degree at least ǫd(H) for large k, Li [18] showed
that rk(C2m+1) ≤
(
ckk!
)1/m
, where d(H) is the average degree of H and c = c(ǫ,m) > 0 is a
constant.
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2 Proof of the main result
In order to prove Theorem 1, we need the following well-known result.
Theorem 2 (Chva´tal [7]) Let Tm be a tree of order m. We have
r(Tm,Kn) = (m− 1)(n − 1) + 1.
For a graph G, let α(G) denote the independence number of G.
Lemma 1 (Li and Zang [19]) Let m ≥ 2 be an integer and let G = (V,E) be a graph of
order N that contains no C2m+1. We have
α(G) ≥ 1
(2m− 1)2(m−1)/m
(∑
v∈V
d(v)1/(m−1)
)(m−1)/m
,
where d(v) is the degree of v in graph G.
Proof of Theorem 1. Letm ≥ 2 and k ≥ 3 be integers. For convenience, let rk = rk(C2m+1)
and N = rk − 1. Let KN = (V,E) be the complete graph on vertex set V of order N .
From the definition, there exists an edge-coloring of KN using k colors such that it contains
no monochromatic C2m+1. Let Ei denote the monochromatic set of edges in color i for
i = 1, 2, . . . , k. Without loss of generality, we may assume that E1 has the largest cardinality
among all Ei
′
s. Therefore |E1| ≥
(N
2
)/
k. Let G be the graph with vertex set V and edge set
E1. Then the average degree d of G satisfies
d =
2|E1|
N
≥ N − 1
k
=
rk − 2
k
.
Consider an independent set I of G with |I| = α(G). Since any edge of KN between
two vertices in I is colored by one of the colors 2, 3, . . . , k, the subgraph induced by I is an
edge-colored complete graph using k − 1 colors, which contains no monochromatic C2m+1.
Thus |I| ≤ rk−1 − 1, and thus Lemma 1 implies that
rk−1 − 1 ≥ a
(∑
v∈V
d(v)1/(m−1)
)(m−1)/m
, (3)
where a = a(m) is a constant.
Claim. We have that
rk ≤ c1
√
k rk−1
for some constant c1 = c1(m).
Proof. For m = 2, the assertion is clear since the inequality (3) implies that
rk−1 − 1 ≥ a
√
Nd ≥ a
√
(rk − 1)(rk − 2)
k
> a
rk − 2√
k
.
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In the following, we shall suppose m ≥ 3 and separate the proof into two cases.
Case 1. The maximum degree ∆(G) of the graph G satisfies ∆(G) > rk√
k
, i.e. there is
some vertex v such that d(v) > rk√
k
. As the neighborhood N(v) of v contains no path P2m of
order 2m, we have from Theorem 2 that
rk−1 − 1 ≥ α(G) ≥ d(v)
2m
>
rk
2m
√
k
,
and so the claim holds for Case 1.
Case 2. ∆(G) ≤ rk√
k
. Define a function
f(x1, x2, . . . , xN ) =
N∑
i=1
x
1/(m−1)
i ,
and consider the following optimization problem

min f = min f(x1, . . . , xN ),
s.t.
∑N
i=1 xi = Nd,
and 0 ≤ xi ≤ rk√k for 1 ≤ i ≤ N.
Using Lagrange multiplier method by setting
L = L(x1, . . . , xN , λ) = f(x1, . . . , xN ) + λ
( N∑
i=1
xi −Nd
)
,
we find the unique extreme point x = (d, . . . , d). Note that the Hessian matrix of L (also f) at
the point x is negative definite since its diagonal elements equal 2−m
(m−1)2 d
(3−2m)/(m−1) which
is negative for m ≥ 3 while the off diagonal elements equal zero, so f takes the maximum
value at x. However, the point x is not what we want. Let
D =
{
(x1, . . . , xN ) : 0 ≤ xi ≤ rk√
k
, 1 ≤ i ≤ N
}
denote the feasible region of the above optimization problem.
Note that f is a concave and continuous function with D closed, hence the point we shall
find such that f(x1, . . . , xN ) = min f must be at the boundary of D, namely, at least one
xi = 0 or xi =
rk√
k
, say xN = 0 (The case that xi =
rk√
k
is similar). Hence the optimization
problem become that for N − 1 variables x1, . . . , xN−1. By induction, we see that f attains
the minimum value at the point which has as many xi = 0 (or xi =
rk√
k
) as possible. Let
h =
⌊Nd√k
rk
⌋
.
Thus, we may take xi =
rk√
k
for 1 ≤ i ≤ h, xi = 0 for h+ 2 ≤ i ≤ N and xh+1 = Nd− h rk√k ,
and f attain the minimum value at ( rk√
k
, . . . , rk√
k
, xh+1, 0, . . . , 0). That is to say,
min f = f
( rk√
k
, . . . ,
rk√
k
, xh+1, 0, . . . , 0
)
≥ h
( rk√
k
)1/(m−1)
=
⌊Nd√k
rk
⌋( rk√
k
)1/(m−1)
≥ 1
2
Nd
( rk√
k
)−(m−2)/(m−1)
. (4)
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Therefore, from (3) and (4), we obtain
rk−1 − 1 ≥ a
2
[
Nd
( rk√
k
)−(m−2)/(m−1)](m−1)/m
.
As Nd ≥ (rk − 1) rk−2k > (rk−2)
2
k , we have
rk−1 − 1 > a
2
[
(rk − 2)2
k
( rk√
k
)−(m−2)/(m−1)](m−1)/m
>
a
2
· rk − 2√
k
.
This completes the proof of Case 2 and hence the claim. ✷
Note that r2(C2m+1) = 4m+1 for m ≥ 2, see [4, 11, 21], and repeatedly apply the above
claim yields that
rk ≤ c1
√
k rk−1 ≤ ck−21
√
k(k − 1) · · · 3 · r2(C2m+1) < ck
√
k!
for some constant c = c(m). This completes the proof of Theorem 1. ✷
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