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ABSTRACT 
Dikes, also referred to as groynes, have been used on rivers in both the U.S. and abroad to solve 
river engineering problems dating back to the nineteenth century.  They are the prominent tool 
used to maintain navigation depths and prevent bank erosion on many major rivers in the 
world.   A dike is defined as a structure constructed at an angle to the flow for the purpose of 
redirecting the flows to achieve a desired result.  The elevation and shape of the structure can 
be manipulated to result in different flow and scour patterns.   
Although dikes used in the United States are constructed below the top of bank and designed 
to be effective only in low water, it is necessary to understand their effect on water surfaces, 
particularly for flood flows.  To help answer questions that have arisen as to the effect of dikes 
on flood levels, this study considers effect of movable bed, which has been largely neglected in 
previous studies.  Previous research on this topic has relied on field data, numerical modeling 
and physical modeling.  A majority of the modeling has been a fixed bed condition and has not 
accounted for the bed scour resulting from the presence of dikes.  
This study tested the effect of submerged dikes and dike fields on water surfaces in a moveable 
bed sediment transport flume.  The flows tested varied from mean flow (1/2 bankfull) to 200 
year flood flows to determine the effect of increasing flow and submergence on water surface.  
The length and number of dikes in the dike fields were changed to determine what effect, if 
any, the number of dikes had on water surface.  The results of the tests were used to determine 
if the presence of dikes can result in an increase in flood heights.     
The results of the tests in this thesis showed that the effect of dikes on water surfaces 
decreased as flow/submergence increased along the rating curve.  There was no direct 
cumulative effect for up to the four structures tested in this study.  Additionally, this study 
found that other variables exist in the model and in the prototype that have a greater effect on 
water surfaces than the presence of dikes.   
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Chapter 1: INTRODUCTION 
1.1 Background 
River Engineering, the practice of using manmade structures to manipulate the river dates back 
to the sixteenth century on the Yellow River in China.  The use of Dikes, also referred to as 
groynes, has been studied since at least 1576 in the Netherlands.  Currently, dikes are used 
across the world including in Europe and the United States to solve river engineering problems.  
They are the prominent tool used to maintain navigation depths and prevent bank erosion on 
many major rivers in the world.     
A dike is defined as a structure constructed at an angle to the flow for the purpose of 
redirecting the flows to achieve a desired result.   Dikes placed in the channel vary in size, 
shape, and crest elevation, all with the intent of providing some type of sediment and flow 
response to achieve a desired result in a particular reach of river.  Dikes have been referred to 
by different names dependent upon their shape and elevation.  For example, bendway weirs 
are dikes constructed at a crest elevation fifteen feet below low water and usually located in 
bends.  Typical dikes (or perpendicular dikes) are constructed at approximately one half 
bankfull elevation and are perpendicular to the bank (Figure 1.1).  Chevrons are dikes 
constructed at the same elevation as typical dikes away from the bankline in a horseshoe 
shape.  
The geometry of the dikes used in this study were based off of those used on the Middle 
Mississippi River (MMR), USA.  The Middle Mississippi River is defined as the reach of the 
Mississippi River between the confluence with the Missouri River and the confluence of the 
Ohio River (Figure 1.2).  This reach is under the jurisdiction of the U.S. Army Corps of Engineers, 
St. Louis District.  Of the 195.5 River Miles (RM) that make up the Middle Mississippi River, 
190.3 river miles flow as an open river.  The most upstream 5.2 miles are impounded by the 
Chain of Rocks low water dam and Locks 27.   
In the MMR reach, the most frequently occurring structure is the dike.  Dikes are usually 
attached to the revetted bank and are directed out into the channel, either perpendicular to 
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the bank or at a slightly downstream angle.  Dikes are constructed solely for low water 
purposes; the intent is to constrict flow thereby deepening the navigation channel during times 
of low flow.  Dikes are usually designed in groupings called dike fields, usually spaced 
appropriate distances apart from each other in a way that generates the most efficient 
improvement of the channel.  
1.2 State of Science of Dikes 
1.2.1 Effect of Perpendicular Dikes on Water Surface  
1.2.1.1 Numerical Modeling  
The USACE (1996) used the one dimensional fixed bed backwater model HEC-2 to conduct an 
analysis of the pre- and post-construction water surface elevations for the Nebraska Point Dike 
field on the Lower Mississippi River, which is comprised of four dikes and bankline revetment 
between Lower Mississippi River Miles 809.0-807.0.  For each cross section analyzed, the dike 
field construction in general lowered water surface elevations and reduced overbank 
discharges for the 2 year, 5 year and 10 year recurrence interval.  The magnitude of the 
decrease in water surfaces was between 0.18 m (0.6 ft) and 0.54 m (1.8 ft).   
Remo and Pinter (2007) compared historical hydrologic and geospatial data to modern day data 
to assess the magnitude and type of changes in flood stages associated with 20th century river 
engineering using HEC-RAS, a 1-D unsteady fixed bed model.  The historical data used was 
1888-1889 survey data and 1900-1904 hydrologic data.  The results showed an increase in flood 
stages on the Middle Mississippi River of 2.3 – 4.7 m for large events (>50-year recurrence 
interval). The increase in flood stages were attributed to an increase in roughness of the 
floodway coupled with reduction in channel and floodplain area due to levees and channel 
regulation works.  It has been found by Dyhouse (1985), Dieckmann and Dyhouse (1998), and 
Watson and Biedenharn (2010) that the historical discharge data used by Remo and Pinter 
(2007) was overestimated compared to modern day data. 
Xia (2009) used the two dimensional, fixed bed Adaptive Hydraulics (ADH) Model to study the 
water surface changes resulting from the raising of the crest of a series of six river training 
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structures on the Upper Mississippi River in Pool 22 between Upper Mississippi River Miles 
304.2-301.2.  The model study found that the maximum effect of the structures, independent 
of the resulting changes in bathymetry, on water surface was less than 0.03 m (0.11 ft).  The 
greatest change in water surface elevation due to the dikes occurred at a discharge 
representing average flow (4,530 m3/s).  The change in water surface elevation due to the dikes 
decreased with increasing and decreasing river flow.  Since the model did not account for 
changes in bathymetry, this result is believed to be greater than what is observed in the field.   
1.2.1.2 Physical Modeling  
In a moveable bed model study conducted to develop structural alternatives for a power plant 
on the Minnesota River, Parker et al (1988) measured water surface changes from a baseline 
for a series of dikes and determined that construction of the structures had a negligible effect 
on flood stages compared to calibration values.   
Oak (1992) studied the backwater rise due to a submerged weir using a fixed bed, physical 
model study.  The main purpose of his study was to determine the backwater effect in a 
complex “over and around” scenario typical to that of a submerged spur dike.  Weirs of varying 
materials were tested in both an 800 and 1200 mm flume.  The weirs studied varied in shape, 
size and roughness.  The shapes tested were a sharp crested spur and triangular spur.  The 
materials used were smooth plastic and stone.   As a result of the experiments, Oak verified 
that less streamlined shapes, an increase in channel constriction and an increase in spur 
roughness all increase backwater.   
Building on the work done by Oak (1992), Azinfar and Kells (2007) developed a multiple 
function model to predict the drag coefficient and backwater effect of a single spur dike in a 
fixed bed.  They found that the drag coefficient of a spur dike is dependent on the structure 
geometry and flow condition through the aspect ratio (P/L), contraction ratio (1-L/B), 
submergence ratio (h1/P) and Froude number of the flow (Figure 1.3).  The authors concluded 
that the submergence ratio (h1/P) has the greatest effect on the drag coefficient; an increasing 
submergence ratio resulted in a decreasing backwater effect.   The variable that had the least 
effect on the backwater was the Froude number of the flow.  
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Yossef (2005) used a 1:40 scale fixed bed physical model of the Dutch River Waal to study the 
morphodynamics of rivers with groynes including their effect on water surface.  Yossef found 
that on the River Waal, the effect of groynes decreased with increasing submergence.  It was 
also observed that the maximum possible water level reduction of the design flood (10,700 
m3/s) by lowering all of the groynes in the system was 0.06 m.    
1.2.2 Flow Structure  
Flow and scour patterns around emerged, single dikes have been studied by a number of 
researchers including Ishii et al. (1983), Chen and Ikeda (1997), Ouillon and Dartus (1997), 
Sukhodolov et al. (2002) and summarized in a literature review by Yossef (2002).  These studies 
each analyzed the geometry of the separation region downstream of a dike in a rectangular 
channel.  The flow past dikes is divided into a main flow zone, a wake zone and a mixing zone 
located in between (Figure 1.4).   
The main flow zone is the region where a reduction in channel width accelerates the flow.  This 
occurs from the riverside tip of the dike to the opposite channel bank (or in some instances, the 
riverside tip of a dike on the other side of the channel).  Using experimental research, including 
numerical and experimental methods, Molinas et al. (1998) and Ho et al. (2007) found that the 
velocity at the dike tip can be increased up to 1.5 times the approaching flow velocity.  The 
increase in velocity is dependent on the flow conditions and the dike’s contraction ratio (1-L/B).   
 The wake zone, which is the zone behind the dike, can be sub-divided into two zones: the 
return flow zone and reattachment zone.  The return flow zone is located on the downstream 
face of the dike.  The return flow zone consists of a large and a small eddy with opposite 
directions.  The distance to the center of the larger eddy is located about 6 times the dike 
length downstream.  The center of the smaller eddy is located approximately one times the 
dike length downstream (Yossef 2002). The deposition patterns behind the structure are 
defined by the location, mutual interactions, and energy exchange between the eddys.   
The reattachment zone is the area where the separated flow reaches the channel bank behind 
the structure.  The location of this point fluctuates due to the intermittence of eddys in the 
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shear layer and the unstable balance of entrainment and pressure gradient between the main 
flow and the recirculation zone.  Chen and Ikeda (1997) found that the length of the 
reattachment zone, which is usually simplified as a point, is approximately 6 times the length of 
the dike and located a distance of between 11 and 17 times the dike length downstream of the 
structure.  Liu et al. (1994) found numerically that the reattachment point is dependent more 
on the angle of the dike in relation to the flow than the shape of the dike.  Ho et al. (2007) 
found that the distance to the reattachment point from the structure decreases with increasing 
dike permeability.   
1.2.3 Mean Velocity Profile 
1.2.3.1 Single Dike 
Ouillon and Dartus (1997) found through numerical and experimental evaluation of dikes that 
the hydrodynamics at the tip of the dike are 3-D due to the dramatic change in velocities 
between bed and water surface upstream of the dike.  The numerical simulations found the 
highest velocities to be at the surface, whereas the experimental evaluation found the highest 
velocities to be located at a depth of 0.8 times the water depth.   
1.2.3.2 Dike Field  
The use of only one dike to solve a river engineering problem is uncommon.  Dikes are usually 
constructed as a series of structures working together as a group.  This series of dikes is 
referred to as a dike field.  In dike fields the velocity distribution is dictated by the aspect ratio 
(W/L)   between the length of the embayment region between the dikes (W) and the effective 
length of the dikes (L) (Figure 1.3).  This has been studied by Nakagawa et al. (1995), Muto et al 
(2000), Sukhodolov et al. (2002) and Zhang (2005).   
In dike fields with low aspect ratios, W/L < 0.5, Sukhodolov et al. (2002) found two eddys were 
formed; a larger one, covering two thirds of the area, in the downstream part of the 
embayment and a second smaller eddy rotating much slower in an opposing direction to the 
primary eddy located closer to the upstream dike.  When the aspect ratio was 0.5 < W/L < 2.0 a 
one eddy system occupied the entire area of the dike field with a center point lying at the 
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geometrical center of the embayment between the dikes.  Large aspect ratios, W/L > 2.0 
produced two similarly sized eddys, one on the channel side of the embayment between the 
structures and the other on the bank side.  In dike fields with W/L ratios exceeding six, main 
channel flow penetrates into the embayment.  In this scenario, there still exists the two eddys 
discussed above in a relatively stable position.  These flume study results were also observed in 
the field.  
In fixed bed physical model experiments, Uijttewaal et al. (2001) found that the flow pattern in 
the embayment is dependent on the water level and not main channel velocity.  Lowering the 
water level made the bottom slope more pronounced which shifted the center of the eddy 
towards the main channel.  The same study found that the shape of the dike was of minor 
importance for the exchange process. 
1.2.4 Pressure Field  
Ouillon and Dartus (1997) modeled the pressure field in the immediate vicinity around a dike 
with respect to the water depth and velocity fields.  Approaching the dike there is a local water 
surface increase resulting from a pressure jump.  The downflow of water from the surface and 
its ejection to the dike tip caused 3-D recirculation upstream of the dike.  A quasi-uniform rise 
in water surface occurred along the upstream side of the dike.  This correlates to the pressure 
increase due to the transverse velocity component growing from zero near the bank to a 
maximum close to the dike head.  At the dike head tip, a decrease in water level and an 
increase in longitudinal velocity were observed resulting from a decrease in pressure.   
1.2.5 Shear Stress Distribution  
Ouillon and Dartus (1997) found the maximum shear stress to be located at the upstream, 
channel side corner of the dike tip.  They also found that the shear stresses were weak along 
the recirculating zone downstream of the dike.  Particles put into motion due to the strong 
shear stress at the head of the dike would come to rest downstream along the wake zone.  
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1.2.6 Submerged Dikes 
Since dikes on the Middle Mississippi River are built at an elevation of approximately one half 
bankfull, they are submerged a majority of the time.  To fully understand the flow 
characteristics of dikes, it is important to have an understanding of both the emerged and 
submerged scenarios.  The body of work for the submerged case is much less than that of the 
emerged case.   
Uijttewaal (2005) studied the difference between submerged and emerged dikes in laboratory 
experiments. The mean velocity patterns and contours of total turbulence intensity in the 
submerged case are much smoother compared to the emerged case.  The flow in the main 
stream and the dike field was parallel to the flow direction in the main channel near the free 
surface with a local maximum over the crest of the dike (Figure 1.5).  The highest velocities 
were found downstream of the dike crest which reflects the asymmetry and vertical separation 
downstream of the dike.  The 2-D horizontal eddys found on the surface in the emerged case 
did not exist when submerged although the embayment showed a strong recirculatory motion. 
The nature of the flow around a submerged dike is complicated and 3-D with a significant 
velocity gradient over the vertical direction.  The streamwise flow patterns are dramatically 
different between the submerged and emerged cases due to the vertical flow separation within 
the embayment.  The maximum velocity gradient is at the level of the dike crest and the upper 
layer moves much faster than the part in the lee of the dike.   
In the emerged dike field, momentum and mass exchange takes place only laterally at the 
interface between the embayment and the main channel.  In the case of a submerged dike 
field, the flow is more complicated due to the combination of the lateral mass exchange with 
the vertical mass exchange over the structure.  Momentum is exchanged between the flow 
over the dike and the embayment through their vertical mixing zone and is controlled by the 
coherent structures that populate the interfacial mixing layer.  The local 3-dimensionality of the 
flow is intensified by the velocity and pressure fluctuations inside the two mixing layers.   
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The 2-D velocity streamlines found numerically by McCoy (2007) were similar to what was 
observed in the lab by Uijttewaal (2005).  The flow near the free surface was parallel to the 
mean flow direction.  Within the embayment there was flow separation similar to the emerged 
case.  Within the embayment there existed a large recirculation region and secondary vorticies 
near the junction between the dikes and the lateral wall.  Other differences between the 
submerged and emerged cases were the size of the recirculation eddy downstream of the 
second dike.  This eddy is largest in the emerged case and decreases in size with increasing 
submergence.  Upstream of the leading dike the same relation between size and submergence 
was found for the vortex.   
1.2.7 Schematization of Dikes 
There are many different ways in which dikes have been schematized.  One is that the presence 
of dikes effectively creates a compound channel within the in-bank flows.  The two main 
sections of the compound channel are the main channel and the dike field.  The main channel 
can be described using general open channel equations similar to those used if no dikes are 
present.  The area over the dike structures is more complicated.  One scenario is that 
vegetation grows over time and the deposition around the structure and the dike field becomes 
an extension of the floodplain.  The roughness over the structure is similar to that of the 
floodplain.  This was more predominant on the MMR before the transition to stone structures 
from permeable pile structures (USACE 1975).   
Another schematization is dikes as submerged weirs.  Van Leeuwen (2006) tested the idea of 
schematizing dikes as weirs using equations for weirs.  The study tested a series of popular weir 
equations against dike criteria to find the best equations to describe the behavior of a structure 
field (for example, the influence of structure height on water depth approaching zero with a 
structure height of zero).  The equations that successfully fit the criteria were then compared 
against data from the river Waal.  Van Leeuwen (2006) found that one equation that best 
represented the behavior of dikes as weirs was an imperfect broad-crested weir discharge 
equation based on Carnot’s rule described by Van Rijn (1990).  This equation uses momentum 
balance to calculate the energy loss caused by the deceleration of flow. 
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𝑷𝟐 − 𝑷𝟑 = 𝜌 ∗ 𝑢3
2 ∗  𝑕3 − 𝜌 ∗ 𝑢2
2 ∗ 𝑕2 = 𝜌  
𝑞2
𝑕3
−
𝑞2
𝑕2
           (𝐸𝑞𝑛 1.1)    
Where,  
𝑷𝟐 =
1
2
𝜌 ∗ 𝑔 ∗ (𝑕2)
2          (𝐸𝑞𝑛 1.2) 
𝑷𝟑 =
1
2
𝜌 ∗ 𝑔 ∗ (𝑕3)
2          (𝐸𝑞𝑛 1.3) 
With:  
P2 = pressure at the crest of the weir 
P3 = pressure downstream of the weir 
ρ = fluid density 
u3 = depth averaged flow velocity downstream of the weir 
u2 = depth averaged flow velocity at the crest of the weir 
h2 = water depth over weir 
h3 = water height downstream of the weir 
P = height of the weir 
q = unit discharge 
g = acceleration due to gravity  
Yossef (2005) proposed a schematization of dikes as a large obstacle.  In the equation 
developed by Yossef (2005), which was also tested by van Leeuwen (2006), the resistance of 
structure field was described by a combination of the resistance of the bed between structures 
and the resistance due to the structure as a form of a drag resistance.   
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𝑔𝑕𝑡𝑖 =
𝑔
𝐶𝐵𝐴𝑆𝐸
2 𝑢𝑔𝑟
2 +
1
2
𝐶𝐷  
𝑃
𝑊
 𝑢𝑔𝑟
2           (𝐸𝑞𝑛 1.4)                         
Where the Chezy coefficient representing the total resistance of the structure region can be 
expressed as:  
𝐶𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 =  
1
1
𝐶𝐵𝐴𝑆𝐸
2 +
1
2𝑔𝐶𝐷  
𝑃
𝑊 
          (𝐸𝑞𝑛 1.5) 
And the discharge coefficient can be calculated by: 
𝐶𝐷
𝐹𝑟2
= 𝑎  
𝑃
𝑕2
 
𝑏
          (𝐸𝑞𝑛 1.6) 
With:  
i = water surface slope 
h1= upstream water depth  
CBASE = base Chezy- coefficient in the main channel 
ugr = velocity in the weir region away from the mixing layer 
P = the weir height 
W = the spacing between two weirs 
CD = a representative discharge coefficient for the weirs 
Fr = Froude number of the main channel 
a, b = constants having the values of 76.4 and 3.7 respectively 
In the theoretical description of a fixed bed model study, Oak (1992) described flow in the 
presence of dikes as “over and around” that is the combination of an obstacle, weir 
submergence and backwater complicated by the presence of a downstream mixing zone where 
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the two types of flows reunite.  For the weir submergence Oak (1992) schematized river 
training structures as sharp crested weirs as developed by Brazin and reported by King (1939) 
which applies when hs/h > 0.4.     
𝑄𝑠
𝑄
=  1.05 + 0.21
𝑕3 − 𝑃
𝑃
 (1 −
𝑕3 − 𝑃
𝑕1 − 𝑃
)
1
3          (𝐸𝑞𝑛 1.7) 
Where:  
Qs = the discharge with submergence 
Q = the discharge without submergence 
h1 = upstream depth 
h3 = the downstream depth  
H = total head above the weir 
P = weir height 
As h1/P approaches zero, the values of Qs/Q begin to mirror the values given by the Francis 
curve (Figure 1.6).  The value of Qs/Q in the equation developed by Brazin is affected by weir 
height; larger values of h/P result in larger values for Cs/C.   
Building off of Oak (1992), Azinfar and Kells (2007) described dikes using a momentum balance 
between a cross section upstream and downstream of the structures.   
𝑃1 − 𝑃3 − 𝐹𝐷 − 𝐹𝑓 = 𝜌𝑄 𝛽3𝑣3 − 𝛽1𝑣1          (𝐸𝑞𝑛 1.8) 
Where:  
P1 = the force due to the upstream hydrostatic pressure distribution 
P3 = the force due to the downstream hydrostatic pressure distribution 
FD = the drag force due to the structure 
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Ff = the friction force due to boundary friction between sections 1 and 3 
β1, β3 = momentum correction factors applicable at sections 1 and 2 respectively 
It was assumed that there was no bed slope, the friction force was negligible and the 
momentum correction factors are equal to unity.  The drag force FD was expressed as 
𝐹𝐷 = 𝐶𝐷𝐴𝑠𝜌
𝑣2
2
          (𝐸𝑞𝑛 1.9) 
Where:  
CD = drag coefficient  
As = upstream projected area of structure 
v = approach velocity  
1.2.7.1 Scour 
The methods described by van Leeuwen (2006), Yossef (2005), Oak (1992) and Azinfar and Kells 
(2007) all analyze a fixed bed scenario and therefore fail to account for the changes in channel 
geometry due to the scour induced by the contraction of the channel.  The main channel scour 
resulting from a field of structures can be treated as a long contraction scour.  Long contraction 
scour is the scour that transpires due to the reduction of the flow area of a stream.  This can 
occur as the result of a natural contraction or a man-made contraction such as a bridge pier, 
embankment or dike.  The decrease in flow area causes an increase in average velocity and bed 
shear stress.  This increase in bed shear stress causes an increase in sediment transport 
resulting in a lowering of the bed elevation.  The lowering of the bed elevation results in an 
increase in flow area causing the shear stress and velocity to decrease.  This process continues 
until equilibrium is reached.     
There are two types of long contraction scour; live bed and clear water.  In live bed contraction 
scour there is an equilibrium where the sediment transported into the contracted section 
equals sediment transported out and the conditions for sediment continuity are in balance.  
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Scour is classified as clear water scour when the sediment transport into the contracted section 
is essentially zero. 
An equation to estimate live bed scour depth was developed by Laursen (1960), 
𝐿
𝑕
= 2.75  
𝑑𝑠
𝑕
   
1
𝑟
𝑑𝑠
𝑕
+ 1 
7
6
− 1          (𝐸𝑞𝑛 1.10) 
Where 
L = effective length (projected length perpendicular to the flow) 
h = water depth from initial bed 
ds = equilibrium scour depth 
r = ratio of scour depth at abutment to scour depth in equivalent long contraction 
(Assumed to be 11.5 and 12 for live bed scour and clear water scour, respectively)   
To estimate clear water scour depth , Larsen (1963) developed the equation: 
𝐿
𝑕
= 2.75  
𝑑𝑠
𝑕
    
1
𝑟
𝑑𝑠
𝑕
+ 1 
7
6
 /(
𝑢∗𝑝
𝑢∗𝑐
− 1          (𝐸𝑞𝑛 1.11) 
 Where  
 u*p = shear velocity associated with sediment particles 
u*c = critical shear velocity  
Unlike the case of a classical contraction scour, a flow separation zone is formed around each 
training structure tip causing a decrease in bed degradation.  Michiue et al (1984) developed a 
multiplication factor that modifies the constriction width caused by a series of dikes into an 
equivalent constriction width by a solid constriction.  
𝑓𝑜𝑟 
𝑊
𝐿
→ 0                    𝜆 → 1         ( 𝐸𝑞𝑛 1.12) 
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𝑓𝑜𝑟 
𝑊
𝐿
→ ∞                𝜆 →  
𝐵0
𝐵1
       (𝐸𝑞𝑛 1.13) 
Where,  
W = spacing between structures 
L = effective structure length  
B0 = channel width  
B1 = constriction width (B1=B0-L) 
Suzuki et al (1987) showed through the use of flume experiments for a series of structures that 
when the ratio (W/L) is very small, the structures work as a group, whereas when (W/L) is very 
large, each structure works independently.   
In addition to the contraction scour attributed to a field of structures, local scour also exists 
around each dike due to the formation of vorticies caused by the pileup of water on the 
upstream surface and acceleration of flow around the structure.  Similar to contraction scour, 
local scour can be classified into two distinct categories: clear-water scour and live-bed scour.  
Scour is classified as clear-water scour when there is no sediment transport upstream of the 
scour area due to the near-bed shear stress being below the critical shear stress for the 
initiation of particle movement.   Scour is classified as live-bed scour when there is sediment 
transport upstream due to the near-bed shear stress being above the critical shear stress for 
the initiation of particle movement.  Live bed scour is typically directly related to the 
hydrograph.  The bed scours during the rising limb of the hydrograph and fills during the falling 
limb.     
The local scour is dependent on the location of the structure within the field, with the scour 
depth at the head of the most upstream structure similar to that of a single structure.  After the 
fourth structure, the change in local scour becomes insignificant and can be described by the 
following equation developed by Suzuki (1989) and Zhang (2005).    
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𝑑𝑠𝑐
𝑑𝑠1
= 0.07
𝑊
𝐿
+ 0.14   𝑓𝑜𝑟 2 <
𝑆
𝐿
< 10          (𝐸𝑞𝑛 1.14) 
Where,  
dsc = scour depth after the 4
th structure 
ds1 = scour depth at the first structure 
W = space between structures  
L= structure length 
The scour depth around a dike is a function of the dike spacing to length ratio (S/L).  When S/L > 
12 the scour depth at a dike is similar to a single dike since they are spaced far apart.  
1.3 Dimensional Analysis 
The focus of this thesis is to determine the effect of perpendicular dikes on water surfaces in a 
movable bed.  This analysis takes into account the parameters related to changes in water 
surface slope.  The five main groups of variables are; the fluid, the flow, the channel the 
sediment, and the structure.   
1.3.1 Parameters 
1.3.1.1 Parameters Related to the Fluid 
The parameters related to the fluid include; the specific weight of the fluid, , which describes 
the effect of gravity on the flow, density of the fluid, ρ, which expresses the mass of the fluid 
and the dynamic viscosity, µ, which is directly related to shear and resistance to flow.  The flow 
parameters are dependent on the gravitational acceleration, g, and temperature,º.  
Temperature has been found to have an effect on sediment transport and channel bedforms 
and the friction factor of alluvial streams which in turn effects the stage at which a fixed flow 
passes a cross section (Fenwick,1969, Simon, Li and Associates, 1985).  These parameters and 
their associated dimensions are given in Table 1.1.  Dynamic viscosity, and density of the fluid 
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are both functions of temperature and therefore temperature will be incorporated into their 
analysis.   
1.3.1.2 Parameters Related to the Flow 
The variables describing the flow include; water surface slope, Sw, which is the dependent 
variable that is described from other variables and parameters,  the flow depth, h, discharge, Q, 
cross sectional mean velocity, V and the flow unsteadiness factor, U, which describes the local 
acceleration of the flow.  These parameters and their associated dimensions are given in Table 
1.2.  Velocity is discharge divided by area and will be incorporated in the analysis of them.  Flow 
in this study is steady and therefore the flow unsteadiness factor is constant.     
1.3.1.3 Parameters Related to Sediment 
The variables describing sediment include; the sediment size, ds, which describes the size of the 
sediment particles, sediment density, ρs, which expresses the mass of the sediment, angle of 
repose of the sediment, Ц, and the non-dimensional sediment shape, gradient and other 
factors, ζs. These parameters and their associated dimensions are given in Table 1.3.  Sediment 
shape and angle of repose are constant in this study.    
1.3.1.4 Parameters Related to Channel Geometry 
The purpose of dikes is to manipulate the channel geometry.  Following the construction of the 
structures the adjacent river reach is dynamic and undergoes changes in channel geometry 
both from the presence of the structure itself and the subsequent change in the channel due to 
the induced scour.  This change in channel geometry can have a large effect on the stage and 
discharge relationship.  Parameters describing the channel geometry include; cross sectional 
area, A, bottom width, B, hydraulic radius, R, channel roughness, n, non-dimensional shape 
factor,, bed slope, S0, longitudinal variation in the cross-section shape, ’, longitudinal 
variation in slope, , and longitudinal change in channel alignment, . These parameters and 
their associated dimensions are given in Table 1.4. 
The hydraulic radius is a function of the depth and bottom width.  Cross sectional area is a 
function of the non-dimensional shape factor, depth and bottom width.  Channel roughness is a 
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function of the geometric properties of the channel and velocity.  Longitudinal variation in slope 
and longitudinal change in channel alignment are both negligible in a straight, short reach.  The 
bed slope was assumed to be constant in this study and therefore is omitted from this analysis.     
1.3.1.5 Parameters Related to Dikes 
The presence of dikes has a large influence on the channel geometry and channel roughness.  
The channel geometry is changed as a result of the blockage of the channel due to the physical 
presence of the structure and the change in channel area due to the induced scour resulting 
from the structure.  The channel roughness is impacted by the physical roughness of the 
structure and the change in main channel conveyance resulting from the change in channel 
geometry.  The variables describing dike are; the projected structure area, Ad, the dike height, 
hd, dike length, L, shape, DS, alignment, , permeability, K, roughness, nd, spacing of the 
structures, W, and number of structures, #. These parameters and their associated dimensions 
are given in Table 1.5.   
Projected dike area is the dike height multiplied by the dike length which are both included in 
the analysis.  Although dike shape can vary in the field (i.e., crest width, side slopes, and crest 
slope) the dikes used in this study were fixed and therefore this term is negligible.  The dikes 
used in this study were impermeable.  Dike roughness in this study remained constant 
throughout this study.  Changes in channel roughness resulting from the presence of dikes are 
analyzed using other variables. 
 1.3.2 Analysis    
The change in water surface slope resulting from the presence of dikes can be described as a 
function of the following variables:  
 
Sw =  ɸ(ρw, µ, g, °, Q, hw, V, U, ds, ρs, Ц, ζ, A, B, R, n, hform, , So, ', Ad, hd, L, DS, ns, S, 
#) 
 
The parameters ,°, V, U, Ц, ζ, A, R, n, So,Ad, DS, ns and S were removed because they 
are either constant, a function of another parameter or negligible.  
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ρw µ g Q hw ds ρs B hform  ' hd L # 
L -4 -2 1 3 1 1 -4 1 1 0 0 1 1 0 
T 2 1 -2 -1 0 0 2 0 0 0 0 0 0 0 
F 1 1 0 0 0 0 1 0 0 0 0 0 0 0 
 
Dividing through by ρw results in:  
 
 
v g Q hw ds ρs/ρw B hform  ' hd L # 
L 2 1 3 1 1 0 1 1 0 0 1 1 0 
T -1 1 -1 0 0 0 0 0 0 0 0 0 0 
F 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
Dividing through by g results in:  
 
 
v/√g Q/√g hw ds ρs/ρw B hform  ' hd L # 
L 3/2 5/2 1 1 0 1 1 0 0 1 1 0 
T 0 -1 0 0 0 0 0 0 0 0 0 0 
F 0 0 0 0 0 0 0 0 0 0 0 0 
 
Dividing through by hw results in:  
 
 
v/(hw
3/2√g) Q/(hw
5/2√g) ds/hw ρs/ρw B/hw hform/hw  ' hd//hw L/hw # 
L 0 0 0 0 0 0 0 0 0 0 0 
T 0 0 0 0 0 0 0 0 0 0 0 
F 0 0 0 0 0 0 0 0 0 0 0 
 
All of the parameters have been made dimensionless by dividing through by ρw, g and hw. 
 
19 
 
Dividing   
𝑄
𝑕𝑤
5
2 𝑔
  by  
𝑣
𝑕𝑤
3
2 𝑔
 gives
𝑄
𝑕𝑤𝑣
, dividing again by 
𝑏
𝑕𝑤
 gives 
𝑄𝑕𝑤
𝐴𝑣
=  
𝑉𝑕𝑤
𝑣
= 𝑅𝑒  
 
Similarly, dividing 
𝑄
𝑕𝑤
5
2 𝑔
 by 
𝑏
𝑕𝑤
 gives 
𝑄𝑕𝑤
𝑕𝑤𝐵𝑕𝑤
3
2 𝑔
 = 
𝑉
 𝑔𝑕𝑤
=  𝐹𝑟   
 
Dividing 
𝐿
𝑕𝑤
 by 
𝐵
𝑕𝑤
 gives 
𝐿
𝐵
 
 
Dividing 
𝑊
𝑕𝑤
 by 
𝐿
𝑕𝑤
 gives 
𝑊
𝐿
 
 
The results of the dimensional analysis are that:  
 
Sw = ɸ(Re, Fr, ds/hw, ρs/ρw,, hform/hw , hd//hw, L/B ,W/L, ', #) 
 
The relationship between Sw and the parameters L/b, W/L and # are directly studied in this 
model study.  The changes in cross sectional shape and area, A, and ' between the baseline 
and tests were not directly measured but are known to have an effect on the changes in Sw.   
 
It was assumed that for each similar Q and hw pair the value of Re, Fr, ds/hw and hd//hw were the 
same between the test and the baseline.  For each different Q and hw pairs along the rating 
curve the values of Fr, ds/hw and hd//hw were different.    
 
The values of ds/hw, ρs/ρw and hform/hw are all related to channel roughness due to skin friction 
and form drag.  These parameters, although not directly measured in this study, can affect 
changes in Sw between the tests and the baseline.    
 
1.4 Motivation and Objectives 
Since the USACE is responsible for the missions of navigation and flood protection, having an 
understanding of the effect of dikes on water surfaces is of great importance.  The majority of 
past research that has been conducted on dikes has focused on flow and scour patterns and has 
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not addressed the effect of dikes on water surfaces.  The limited amount of research addressing 
water surface, using both numerical and physical models, has been primarily limited to 
assuming that the bed is fixed around the structures.  Since a fixed bed does not incorporate 
bed changes due to scour as a result of the structures, the results are extremely conservative.  
Furthermore, much of the existing research focuses on a single dike and does not give insight 
into the cumulative effects of multiple dikes.   
The objective of this study was to conduct a generic physical moveable bed model to analyze 
the effect of river training structures on water surfaces.  The model experiments in this study 
were used to bridge some of the gaps in the previous fixed bed research to better understand 
the interactions between dikes and water surface effects in a mobile bed. 
1.5 Scope 
In a controlled moveable bed physical model scaled to be similar to the Middle Mississippi 
River, relationships between the number of perpendicular dike structures and structure lengths 
with water surface were developed.  Scaled stages and discharges along the rating curve were 
analyzed, representing flows from one half bankfull to major flood stages, to help understand 
the effect of submergence of the structures and increasing discharge on water surface changes.   
This study was limited to one to four perpendicular dikes, a rectangular channel without a 
floodplain, homogeneous sediment size, scaled flows representing 250,000 cfs to 1,000,000 cfs 
in the prototype and a simple hydrograph.    
 The results of the generic moveable bed flume study can serve as a baseline for other 
numerical and physical studies on the topic.   
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1.6 Figures 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.1:  Perpendicular Dikes on the Middle Mississippi River 
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Figure 1.2: Location of the Middle Mississippi River 
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Figure 1.4: Flow zones around dikes 
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Figure 1.5: Flow patterns around submerged and emerged dikes 
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Figure 1.6: Effect of Submergence on the Discharge Coefficient for rectangular sharp crested 
weirs.  Based off of Smith (1985) 
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1.7 Tables 
 
 
Symbol Description  Dimensions 
 Specific weitht of the fluid FL-3 
ρw Density of the fluid FT
2L-4 
µ Dynamic viscosity FTL-2 
g Gravitational acceleration LT-2 
° Temperature - 
 
Table 1.1: Fluid Parameters 
 
 
 
 
 
 
 
 
 
 
 
 
Symbol Description  Dimensions 
Q Discharge L3T-1 
hw Flow Depth  L 
V Velocity LT-1 
U Flow unsteadiness factor - 
 
Table 1.2: Flow Parameters 
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Symbol Description  Dimensions 
ds Sediment Size L 
ρs Sediment density FT
2L-4 
Ц angle of repose - 
ζ Sediment shape - 
 
Table 1.3: Sediment Parameters 
 
 
 
 
 
 
 
Symbol Description  Dimensions 
Cross Section Properties 
A  Cross sectional area L2 
B Bottom Width L 
R Hydraulic Radius L 
n channel roughness L 
hform Bedform height L 
 Non-dimensional shape factor - 
S0 Bed slope - 
Reach Properties 
' longitudinal variation in cross section shape - 
 Longitudinal variatoin I slope - 
 longitudinal change in channel alignment - 
 
Table 1.4: Geometry Parameters 
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Symbol Description  Dimensions 
Ad Projected dike area L
2 
hd Dike height L 
L Dike length L 
DS Dike shape - 
 Dike alignment  - 
K Permeability L2 
ns roughness L 
S Dike spacing L 
# Number of dikes in dike field - 
 
Table 1.5: Dike Parameters 
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Chapter 2: Experimental Methods 
2.1 Description of Laboratory Facilities 
The model experiments were performed on one of the existing flumes at the Ven Te Chow 
Hydrosystems Laboratory at the University of Illinois.  The flume used measured 19.5 m (64 ft) 
long with an effective length of 13.4 m (44 ft) and width of 1 m (3 ft).  The most upstream 3.7 m 
(12 ft) of the flume had 1.2 m (4 ft) high walls and the remaining flume had 0.6 m (2 ft) high 
walls.  The walls were constructed of Plexiglas with a metal frame divided into 1.2 m (4 ft) 
increments (Figure 2.1). 
Flow into the flume was supplied by the laboratory’s constant head tank and flow discharge 
was measured using a digital electromagnetic flow meter.  The flume was modified to include a 
sediment bed with a depth of 22.9 cm (9 in).  At the downstream 2.4 m (8 ft) of the flume a 
sloping bottom ramp leading to a sediment trap was constructed.  The combination of the ramp 
and the sediment trap collected a mixture of the transported sediment and water and 
recirculated it back to the upstream end of the flume through two centrifugal pumps in parallel 
with a combined flowrate of 4.8 l/s.  The recirculated discharge was measured using a digital 
electromagnetic flow meter.  The recirculated flowrate remained constant for each test (Figure 
2.2).  The recirculated sediment was re-introduced to the flow through a sloping, vaned 
sediment distribution box (Figure 2.2).  The remaining flow exited the model over the weir at 
the downstream end of the flume and was eventually recirculated through the laboratory’s 
sump and constant head system.   
To achieve the desired discharge, the amount of water/sediment mixture that was recirculated 
was subtracted from the target discharge to determine the flow needed from the constant 
head tank.  Flow entering from the constant head tank was regulated using a gate valve.   
The water depth was controlled using a gate located immediately downstream of the sediment 
trap.  The gate was controlled by a hydraulic pump (Figure 2.2).  
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2.2 Physical Model Scaling 
The model was developed to represent a generic straight reach of river.  The model scaling was 
based off of the principle of Froude similarity satisfying:  
 
𝑉
 𝑔𝐻
 
𝑚
=  
𝑉
 𝑔𝐻
 
𝑝
          (𝐸𝑞𝑛 2.1) 
Where,  
m = model  
p = prototype  
Although the model represented a generic straight reach of river, the Mississippi River at St. 
Louis was used to develop scale relationships.  The prototype channel width modeled in the 
flume was 731.5 m (2400 feet).  To maximize the horizontal and vertical scales and reduce the 
necessary distortion, half of the channel was modeled and symmetry was assumed.  The 
resulting horizontal scale ratio Lr of 1:400 was used to fit the 731.5 m (2400 ft) wide channel 
into the width of the flume.   
The vertical scale ratio, Yr , of 1:133.33 was selected leading to a distortion of 3.0.  The use of a 
distorted model changes some of the scale relationships.  A comparison of the scale 
relationships for distorted and undistorted models can be found in Table 2.1.  
Since direct geometric scaling of the prototype sediment would have led to an extremely small 
D50, it was necessary to use sediment in the model with a smaller specific gravity.  Due to its 
availability and success in other models conducted at the Ven Te Chow Hydrosystems 
Laboratory, crushed walnut shells with a specific gravity of 1.3 were chosen.  The median 
diameter of the walnut shells was chosen to satisfy the criterion:  
 
𝑢∗
𝑢𝑠
 
𝑚
=  
𝑢∗
𝑢𝑠
 
𝑝
          (𝐸𝑞𝑛 2.2) 
Where,  
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vs = fall velocity of the median size of the sediment,  
u* =  shear velocity given by the relation 
𝑢∗ =  𝑔𝐻𝑆          (𝐸𝑞𝑛 2.3) 
The fall velocity was calculated using the relationship developed by Ferguson and Church (2004) 
(Table 2.3) 
𝑢𝑠 =
𝑅𝑔𝐷2
𝐶1𝑣 +   0.75𝐶2𝑅𝑔𝐷3
          (𝐸𝑞𝑛 2.4) 
Where,  
  R = the submerged specific gravity of the sediment ((ρs – ρw)/ ρw)  
ρs = density of the sediment particles  
ρw = density of water  
D = particle diameter 
v =kinematic viscosity of the water  
g = gravity.   
C1 and C2 = constants set equal to 18 and 1 respectively. 
The model sediment size estimated using the Froude relationship was 265 microns (Table 2.4).  
The walnut shell gradation closest to the estimated diameter that was commercially available 
was 30/100 which corresponds to a diameter between 590 to 149 microns.  A grain size 
distribution of the model sediment can be found in Figure 2.3. 
2.2.1 Distortion Effects 
A distorted model was required in this study.  Franco (1978) discussed that model distortion 
was necessary in physical moveable-bed models for “the hydraulic forces developed to be 
sufficient to move the material forming the channel bed in simulation of the sediment 
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movement in the prototype and that the model be capable of defining the problem.  The 
horizontal scales that would result in a practical size model based on operation, space, and cost 
are usually too small to provide the hydraulic forces sufficient to move material of a practical 
size and specific weight; therefore these forces are obtained by distortion of the linear scales 
and/or supplementary slope and exaggeration of the discharge and velocity scale relations.  
Distortion of the linear scales involves the use of a vertical scale ratio larger than the horizontal 
scale ratio, thus providing greater model depths and slopes”.  Following a survey of loose-bed 
modeling, ASCE (2000) recommended a limit of 6 for vertical distortion.   
For further guidance on acceptable model distortion when studying water surfaces, two 
physical modeling experts from the U.S. Army Corps of Engineers Engineer Research and 
Development Center (ERDC) were contacted; Stephen T. Maynord and Thomas J. Pokrefke, Jr.  
In personal communication, they both agreed that as long as a straight reach was being studied 
and the distortion was below 3-4 that the results would be valid in respect to water surface 
changes. 
It has been found that mild scale effects on the stage-discharge relationship have occurred in 
distorted physical models around hydraulic structures such as weirs.  Vertical distortion causes 
a decrease in the aspect ratio (width-to-depth ratio) of flow over the weir which exaggerates 
flow separation, thus reducing the discharge coefficient of the model structure.  This results in a 
proportionately greater head necessary to pass flow over the structure (ASCE 2000).  This 
model effect is directly applicable to this study since the structures used in the model are 
effectively weirs.      
2.3 Data Collection 
The main focus of this study was water surface changes for different structure lengths and 
numbers for a series of stages and discharges.  Water surfaces were measured using a water 
surface sensor developed by Integrated Sensor Systems, Inc (ISS) (Figures 2.4, 2.5).  The ISS 
sensors are capacitance based sensors that can collect a high frequency (up to 1000 Hz) time 
series of water-surface measurements with a resolution of 0.850 mm (0.0026 ft) (Landry et al.).   
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The downstream sensor was located at the downstream end of the sediment bed and the 
upstream sensor was located 8.5 m (27.97 ft) upstream of the downstream boundary of the 
sediment bed.   The data collected by the ISS sensors was processed using a Matlab code and 
the results of the time averaged velocity were used in analysis. In addition to the ISS sensors, 
water surface was measured using Vermier Point Gages with a precision of 0.3 mm (0.001 ft).  
The probes were located in the center of the channel along the same cross section as the 
sensors (Figure 2.4).    
2.4 Model Dikes 
The representative dikes tested in the flume were molded from acrylic to the properly scaled 
dimensions (Figure 2.6).  The dikes were modeled as an equilateral triangle with a crown width 
of 6.35 mm (0.25 in), a height of 25.4 cm (10 in) and a base of 25.4 cm (10 in).  For ease of 
construction, the slopes of the structures extended to the floor of the flume.  After the vertical 
distortion of the model was incorporated into the design, the dimensions of the modeled 
structures scaled to a prototype crown width of 2.5 m (8.33 ft) and a slope of 1:1.5.  The acrylic 
was not modified to add any additional roughness to the structure.   
The acrylic dikes consisted of 4 individual 15.24 cm (6 in) sections that could be removed or 
added to decrease or increase the length of the structure.  An end cap was added to the 
channel side of the structure rather than a sloped end for ease of construction.  To prevent 
buoyancy of the structure, the hollow interior was filled with rocks.  The wall side of the 
structure was flush with the side of the flume.  
The spacing between the dikes in the flume remained constant at 1.14 m (3.75 ft) in each test.  
This spacing corresponds to a prototype spacing of 457.2 m (1500 m).  The top elevation of the 
structures was set at an elevation of (from upstream to downstream) 4.29 cm (0.141 ft), 4.14 
cm (0.136 ft), 4.02 cm (0.132 ft) and 4.02 cm (0.132 ft) from the top of the sediment gate 
(Figure 2.7).  The dike elevations were staggered to compensate for the channel slope and 
ensure that each structure was submerged at all flows.      
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2.5 Model Stages and Discharges 
For each test scenario, the same series of stages and discharges were evaluated.  The rating 
used in the model was roughly scaled to be similar to the rating curve on the Mississippi River 
at St. Louis.  Selected stage and discharge pairs along the rating were extracted from the rating 
curve and scaled to the model.  The flume used was generic in shape with vertical side walls.  
The floodplain was not modeled and therefore the additional cross sectional area found in the 
prototype at flows above bankfull, 14,160 cms (500,000 cfs) or 11.5 l/s in the model, was not 
available in the model.  To compensate for this, the rating for within-bank flows was 
extrapolated and used for flows higher than bankfull (Figure 2.8).  Modeling stage and 
discharge relationships for flows greater than bankfull directly from the rating curve without 
the available cross sectional area would have resulted in modeled velocities substantially higher 
than those in the prototype.  The modeled discharges and corresponding stages tested are 
shown in Table 2.5.  All stages and discharges represent flows where the structures are 
submerged. 
When running each test, the flow in the flume was set to match the target flow then the 
tailgate was adjusted to achieve the desired depth.  Due to the limitations in the precision of 
the flow valve and the tailgate adjustment the target flow and discharge was not exactly 
achieved.  Figure 2.9 shows the tested stage and discharge pairs plotted on the model rating 
curve.   
The dike lengths tested in the model were 0.15 m (0.5 ft) increments from 0 (representing no 
structures) to 0.76 m (2.5 ft) in length.  These dike lengths correspond to contraction ratios 
(L/B) of 0.17, 0.33, 0.50 and 0.67.  In addition to varying lengths, the number of structures was 
adjusted from 0 - 4.  When multiple dikes were tested, the length of each dike was the same.  
The spacing between each dike was scaled to a prototype distance of 458 m (1,500 ft).  Since 
the dike spacing remained constant throughout the study, the aspect ratio, L/S, varied between 
the tests of different dike lengths.  When dikes were added to the dike field, they were added 
from upstream to downstream.  A Summary of all data collected can be found in Tables 2.6-
2.10.  All data measurements can be found in the appendix.    
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2.6 Figures 
  
 
Figure 2.1: Schematic of test flume 
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Figure 2.2:  (Clockwise from top right) Sediment distribution box, Flow meter, Sediment 
Recirculation Pumps, downstream hydraulic gate 
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Figure 2.3:  Model Sediment Distribution 
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Figure 2.4:  (clockwise from top left) Upstream water surface sensor, upstream water 
surface probe, downstream water surface sensor, downstream water surface probe 
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Figure 2.5:  ISS Recorder Program 
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Figure 2.6: Photographs of acrylic dike 
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Figure 2.7: Photograph of test flume and test structures (looking upstream) 
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Figure 2.8: Model Rating Curve 
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Figure 2.9: Deviation from the Rating Curve 
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2.7 Tables 
 
 
 
 
Length, 
Horizontal 
Lr Lr 
Length, Vertical Lr Yr 
Area, Horizontal Lr
2 Lr
2 
Area, Vertical Lr
2 LrYr 
Time Lr
1/2 Lr/Yr
1/2 
Velocity Lr
1/2 Yr
1/2 
Discharge Lr
5/2 LrYr
3/2 
 
Table 2.1: Distorted and Undistorted Scale Relationships 
 
 
Length, Horizontal Lr 400.00 
Length, Vertical Yr 133.33 
Area, Horizontal Lr
2 160,000 
Area, Vertical LrYr 53,332 
Time Lr/Yr
1/2 34.6 
Velocity Yr
1/2 11.5 
Discharge LrYr
3/2 615,817 
Slope Yr/Lr 0.33 
Reynolds Number Yr3/2 1,540 
 
Table 2.2: Model Scale Relations 
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Model Prototype 
Vs (m/s) 0.0085 0.0565 
g (m/s2) 9.81 9.81 
R 0.3 1.65 
D (m) 0.0003 0.0004 
C1 18 18 
C2 1 1 
v (m/s) 0.000001 0.000001 
 
Table 2.3: Sediment Fall Velocity 
 
 
 
 
 
 
 
u*p 0.1184 
u*m 0.0178 
(u*/vs)p 2.10 
(u*/vs)m 2.10 
 
Table 2.4: Froude Similarity 
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Flow (L/s) Depth (m) 
5.7 0.034 
6.9 0.042 
8.0 0.049 
9.2 0.056 
10.3 0.063 
11.5 0.069 
13.8 0.083 
16.1 0.097 
18.4 0.111 
20.7 0.125 
23.0 0.139 
* 1/2 of the channel was 
modeled 
 
Table 2.5: Model Stages and Depths 
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Discharge (l/sec) Number of 
Observations 
Depth (m) Water Surface 
Difference (m) Target Actual Target Actual 
5.7 5.74 4 0.0341 0.0360 ± 0.0000 0.0132 ± 0.0005 
6.9 6.73 3 0.0421 0.0427 ± 0.0000 0.0112 ± 0.0000 
6.9 6.97 4 0.0421 0.0416 ± 0.0004 0.0137 ± 0.0008 
8.0 7.93 4 0.0494 0.0514 ± 0.0004 0.0107 ± 0.0008 
8.0 8.14 4 0.0494 0.0484 ± 0.0004 0.0107 ± 0.0004 
9.2 9.01 3 0.0562 0.0585 ± 0.0005 0.0086 ± 0.0005 
9.2 9.16 4 0.0562 0.0566 ± 0.0000 0.0089 ± 0.0005 
10.3 10.19 4 0.0626 0.0641 ± 0.0004 0.0094 ± 0.0005 
10.3 10.29 3 0.0626 0.0643 ± 0.0000 0.0086 ± 0.0000 
11.5 11.53 4 0.0687 0.0706 ± 0.0005 0.0084 ± 0.0004 
13.8 13.74 4 0.0826 0.0834 ± 0.0000 0.0063 ± 0.0005 
16.1 15.94 3 0.0966 0.0961 ± 0.0000 0.0080 ± 0.0005 
16.1 16.08 4 0.0966 0.0963 ± 0.0004 0.0067 ± 0.0004 
18.4 18.34 4 0.1106 0.1114 ± 0.0002 0.0079 ± 0.0002 
18.4 18.38 4 0.1106 0.1113 ± 0.0000 0.0063 ± 0.0000 
20.7 20.62 4 0.1247 0.1116 ± 0.0000 0.0061 ± 0.0004 
20.7 20.69 3 0.1247 0.1246 ± 0.0005 0.0059 ± 0.0005 
23.0 22.94 3 0.1387 0.1370 ± 0.0005 0.0055 ± 0.0005 
 
Table 2.6: Summary of Baseline Test Data. 
[Values for depth and water surface difference give the mean value followed 
by ‘±’ and then the standard deviation.  For tests with only one observation, 
the standard deviation is not given.] 
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Discharge (l/sec) Number of 
Observations 
Depth (m) Water Surface 
Difference (m) 
Difference From 
Baseline (m) Target Actual Target Actual 
Contraction Ratio (L/B) = 0.17 
5.7 5.9 4 0.0341 0.0339 ± 0.0004 0.0159 ± 0.0007 0.0034 ± 0.0007 
6.9 6.9 4 0.0421 0.0445 ± 0.0004 0.0126 ± 0.0007 0.0012 ± 0.0007 
8.0 8.1 4 0.0494 0.0503 ± 0.0008 0.0123 ± 0.0008 0.0018 ± 0.0008 
9.2 9.2 4 0.0562 0.0549 ± 0.0000 0.0127 ± 0.0000 0.0030 ± 0.0000 
10.3 10.3 4 0.0626 0.0628 ± 0.0004 0.0126 ± 0.0004 0.0035 ± 0.0004 
11.5 11.4 4 0.0687 0.0674 ± 0.0008 0.0114 ± 0.0008 0.0028 ± 0.0008 
13.8 14.1 4 0.0826 0.0844 ± 0.0004 0.0076 ± 0.0007 0.0000 ± 0.0007 
16.1 16.1 4 0.0966 0.0961 ± 0.0000 0.0078 ± 0.0000 0.0007 ± 0.0000 
18.4 18.3 4 0.1106 0.1104 ± 0.0000 0.0065 ± 0.0004 ‐0.0001 ± 0.0004 
20.7 20.8 4 0.1247 0.1261 ± 0.0008 0.0057 ± 0.0012 ‐0.0004 ± 0.0012 
23.0 23.0 4 0.1387 0.1407 ± 0.0004 0.0042 ± 0.0023 ‐0.0016 ± 0.0023 
Contraction Ratio (L/B) = 0.33 
5.7 5.4 4 0.0341 0.0328 ± 0.0004 0.0179 ± 0.0007 0.0047 ± 0.0007 
6.9 7.0 4 0.0421 0.0412 ± 0.0004 0.0163 ± 0.0007 0.0049 ± 0.0007 
8.0 8.1 4 0.0494 0.0495 ± 0.0000 0.0134 ± 0.0005 0.0029 ± 0.0005 
9.2 9.2 4 0.0562 0.0584 ± 0.0005 0.0106 ± 0.0007 0.0008 ± 0.0007 
10.3 10.4 4 0.0626 0.0618 ± 0.0011 0.0121 ± 0.0015 0.0031 ± 0.0015 
11.5 12.2 4 0.0687 0.0685 ± 0.0005 0.0114 ± 0.0008 0.0031 ± 0.0008 
13.8 13.9 4 0.0826 0.0817 ± 0.0000 0.0054 ± 0.0005 ‐0.0023 ± 0.0005 
16.1 16.1 1 0.0966   0.0969   0.0043    ‐0.0027 
18.4 18.3 3 0.1106 0.1116 ± 0.0005 0.0054 ± 0.0000 ‐0.0011 ± 0.0000 
20.7 20.7 4 0.1247 0.1246 ± 0.0004 0.0026 ± 0.0015 ‐0.0035 ± 0.0015 
23.0 23.1 4 0.1387 0.1392 ± 0.0007 0.0024 ± 0.0007 ‐0.0033 ± 0.0007 
 
Table 2.7: Summary of Test Data for one structure in the dike field. 
[Values for depth and water surface difference give the mean value followed by 
‘±’ and then the standard deviation.  For tests with only one observation, the 
standard deviation is not given.] 
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Discharge (l/sec) Number of 
Observations 
Depth (m) Water Surface 
Difference (m) 
Difference From 
Baseline (m) Target Actual Target Actual 
Contraction Ratio (L/B) = 0.50 
5.7 5.8 4 0.0341 0.0357 ± 0.0004 0.0182 ± 0.0004 0.0054 ± 0.0004 
6.9 6.9 4 0.0421 0.0419 ± 0.0000 0.0170 ± 0.0004 0.0055 ± 0.0004 
8.0 8.1 4 0.0494 0.0512 ± 0.0000 0.0124 ± 0.0004 0.0019 ± 0.0004 
9.2 9.2 3 0.0562 0.0563 ± 0.0000 0.01260 ± 0.001 0.0028 ± 0.0010 
10.3 10.4 4 0.0626 0.0630 ± 0.0000 0.0124 ± 0.0007 0.0033 ± 0.0007 
11.5 11.6 4 0.0687 0.0681 ± 0.0000 0.0112 ± 0.0009 0.0026 ± 0.0009 
13.8 13.9 4 0.0826 0.0840 ± 0.0004 0.0060 ± 0.0004 ‐0.0016 ± 0.0004 
16.1 15.9 4 0.0966 0.0967 ± 0.0004 0.0071 ± 0.0004 0.0000 ± 0.0004 
18.4 18.3 4 0.1106 0.1113 ± 0.0000 0.0063 ± 0.0000 ‐0.0003 ± 0.0000 
20.7 20.7 4 0.1247 0.1248 ± 0.0000 0.0056 ± 0.0000 ‐0.0005 ± 0.0000 
23.0 23.0 4 0.1387 0.1382 ± 0.0004 0.0052 ± 0.0004 ‐0.0005 ± 0.0004 
Contraction Ratio (L/B) = 0.67 
5.7 5.7 4 0.0341 0.0360 ± 0.0000 0.0180 ± 0.0000 0.0051 ± 0.0000 
6.9 6.7 4 0.0421 0.0436 ± 0.0000 0.0149 ± 0.0004 0.0032 ± 0.0004 
8.0 7.7 4 0.0494 0.0501 ± 0.0004 0.0139 ± 0.0000 0.0031 ± 0.0000 
9.2 8.9 4 0.0562 0.0588 ± 0.0000 0.0110 ± 0.0005 0.0011 ± 0.0005 
10.3 10.2 4 0.0626 0.0630 ± 0.0000 0.0119 ± 0.0005 0.0027 ± 0.0005 
11.5 11.3 3 0.0687 0.0704 ± 0.0005 0.0108 ± 0.0000 0.0021 ± 0.0000 
13.8 13.8 4 0.0826 0.0834 ± 0.0000 0.0067 ± 0.0007 ‐0.0010 ± 0.0007 
16.1 16.0 4 0.0966 0.0969 ± 0.0000 0.0078 ± 0.0000 0.0007 ± 0.0000 
18.4 18.3 3 0.1106 0.1104 ± 0.0000 0.0068 ± 0.0005 0.0003 ± 0.0005 
20.7 20.7 4 0.1247 0.1242 ± 0.0004 0.0065 ± 0.0007 0.0004 ± 0.0007 
23.0 23.0 4 0.1387 0.1380 ± 0.0005 0.0063 ± 0.0005 0.0005 ± 0.0005 
 
Table 2.7: Summary of Test Data for one structure in the dike field (Cont). 
[Values for depth and water surface difference give the mean value followed by 
‘±’ and then the standard deviation.  For tests with only one observation, the 
standard deviation is not given.] 
51 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Discharge (l/sec) Number of 
Observations 
Depth (m) Water Surface 
Difference (m) 
Difference From 
Baseline (m) Target Actual Target Actual 
Contraction Ratio (L/B) = 0.17 
5.7 5.9 4 0.0341 0.0354 ± 0.0010 0.0160 ± 0.0010 0.0033 ± 0.0010 
6.9 6.9 4 0.0421 0.0414 ± 0.0000 0.0139 ± 0.0005 0.0023 ± 0.0005 
8.0 8.1 4 0.0494 0.0484 ± 0.0004 0.0125 ± 0.0004 0.0020 ± 0.0004 
9.2 9.1 4 0.0562 0.0558 ± 0.0000 0.0102 ± 0.0000 0.0004 ± 0.0000 
10.3 10.3 4 0.0626 0.0645 ± 0.0004 0.0103 ± 0.0007 0.0012 ± 0.0007 
11.5 11.4 3 0.0687 0.0677 ± 0.0000 0.0086 ± 0.0000 0.0000 ± 0.0000 
13.8 14.3 4 0.0826 0.0853 ± 0.0008 0.0065 ± 0.0008 ‐0.0010 ± 0.0008 
16.1 16.0 4 0.0966 0.0971 ± 0.0004 0.0078 ± 0.0007 0.0007 ± 0.0007 
18.4 18.2 4 0.1106 0.1145 ± 0.0004 0.0061 ± 0.0004 ‐0.0004 ± 0.0004 
20.7 20.7 3 0.1247 0.1223 ± 0.0008 0.0070 ± 0.0005 0.0009 ± 0.0005 
23.0 23.2 4 0.1387 0.1384 ± 0.0000 0.0069 ± 0.0004 0.0012 ± 0.0004 
Contraction Ratio (L/B) = 0.33 
5.7 5.7 4 0.0341 0.0351 ± 0.0000 0.0143 ± 0.0004 0.0014 ± 0.0004 
6.9 6.9 4 0.0421 0.0417 ± 0.0004 0.0150 ± 0.0005 0.0035 ± 0.0005 
8.0 8.1 4 0.0494 0.0495 ± 0.0000 0.0139 ± 0.0000 0.0034 ± 0.0000 
9.2 9.2 4 0.0562 0.0588 ± 0.0000 0.0108 ± 0.0004 0.0010 ± 0.0004 
10.3 10.3 3 0.0626 0.0647 ± 0.0000 0.0113 ± 0.0005 0.0022 ± 0.0005 
11.5 11.5 4 0.0687 0.0690 ± 0.0000 0.0110 ± 0.0011 0.0024 ± 0.0011 
13.8 14.2 4 0.0826 0.0834 ± 0.0000 0.0067 ± 0.0000 ‐0.0009 ± 0.0000 
16.1 15.9 3 0.0966 0.0969 ± 0.0000 0.0065 ± 0.0007 ‐0.0006 ± 0.0007 
18.4 18.3 4 0.1106 0.1113 ± 0.0000 0.0050 ± 0.0005 ‐0.0016 ± 0.0005 
20.7 20.7 4 0.1247 0.1215 ± 0.0000 0.0075 ± 0.0004 0.0014 ± 0.0004 
23.0 23.1 4 0.1387 0.1390 ± 0.0004 0.0067 ± 0.0007 0.0010 ± 0.0007 
 
Table 2.8: Summary of Test Data for two structures in the dike field. 
[Values for depth and water surface difference give the mean value followed by 
‘±’ and then the standard deviation.  For tests with only one observation, the 
standard deviation is not given.] 
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Discharge (l/sec) Number of 
Observations 
Depth (m) Water Surface 
Difference (m) 
Difference From 
Baseline (m) Target Actual Target Actual 
Contraction Ratio (L/B) = 0.50 
5.7 5.8 4 0.0341 0.0338 ± 0.0005 0.0145 ± 0.0000 0.0018 ± 0.0000 
6.9 6.9 4 0.0421 0.0436 ± 0.0000 0.0131 ± 0.0004 0.0016 ± 0.0004 
8.0 8.2 4 0.0494 0.0508 ± 0.0005 0.0128 ± 0.0004 0.0024 ± 0.0004 
9.2 9.3 4 0.0562 0.0556 ± 0.0004 0.0129 ± 0.0008 0.0032 ± 0.0008 
10.3 10.3 4 0.0626 0.0630 ± 0.0000 0.0132 ± 0.0000 0.0041 ± 0.0000 
11.5 11.3 4 0.0687 0.0675 ± 0.0004 0.0116 ± 0.0000 0.0030 ± 0.0000 
13.8 13.8 4 0.0826 0.0819 ± 0.0004 0.0079 ± 0.0005 0.0002 ± 0.0005 
16.1 16.1 4 0.0966 0.0961 ± 0.0000 0.0086 ± 0.0000 0.0016 ± 0.0000 
18.4 18.3 4 0.1106 0.1126 ± 0.0005 0.0076 ± 0.0005 0.0010 ± 0.0005 
20.7 20.7 4 0.1247 0.1257 ± 0.0000 0.0072 ± 0.0004 0.0011 ± 0.0004 
23.0 22.9 4 0.1387 0.1392 ± 0.0007 0.0067 ± 0.0007 0.0010 ± 0.0007 
Contraction Ratio (L/B) = 0.67 
5.7 6.0 4 0.0341 0.0357 ± 0.0004 0.0171 ± 0.0000 0.0046 ± 0.0000 
6.9 6.7 4 0.0421 0.0440 ± 0.0005 0.0146 ± 0.0007 0.0030 ± 0.0007 
8.0 8.0 4 0.0494 0.0508 ± 0.0005 0.0137 ± 0.0008 0.0031 ± 0.0008 
9.2 9.0 4 0.0562 0.0582 ± 0.0004 0.0117 ± 0.0008 0.0018 ± 0.0008 
10.3 10.3 4 0.0626 0.0630 ± 0.0000 0.0124 ± 0.0007 0.0033 ± 0.0007 
11.5 11.3 4 0.0687 0.0704 ± 0.0004 0.0110 ± 0.0004 0.0024 ± 0.0004 
13.8 13.6 4 0.0826 0.0834 ± 0.0000 0.0086 ± 0.0004 0.0009 ± 0.0004 
16.1 16.0 4 0.0966 0.0969 ± 0.0007 0.0097 ± 0.0004 0.0026 ± 0.0004 
18.4 18.3 4 0.1106 0.1115 ± 0.0004 0.0093 ± 0.0005 0.0028 ± 0.0005 
20.7 20.7 4 0.1247 0.1240 ± 0.0000 0.0073 ± 0.0000 0.0012 ± 0.0000 
23.0 23.0 4 0.1387 0.1375 ± 0.0000 0.0078 ± 0.0004 0.0020 ± 0.0004 
 
Table 2.8: Summary of Test Data for two structures in the dike field (Cont). 
[Values for depth and water surface difference give the mean value followed by 
‘±’ and then the standard deviation.  For tests with only one observation, the 
standard deviation is not given.] 
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Discharge (l/sec) Number of 
Observations 
Depth (m) Water Surface 
Difference (m) 
Difference From 
Baseline (m) Target Actual Target Actual 
Contraction Ratio (L/B) = 0.17 
5.7 5.8 4 0.0341 0.0363 ± 0.0000 0.0160 ± 0.0000 0.0032 ± 0.0000 
6.9 6.8 4 0.0421 0.0409 ± 0.0005 0.0149 ± 0.0004 0.0034 ± 0.0004 
8.0 8.0 4 0.0494 0.0498 ± 0.0000 0.0116 ± 0.0004 0.0011 ± 0.0004 
9.2 9.1 4 0.0562 0.0564 ± 0.0004 0.0108 ± 0.0004 0.0011 ± 0.0004 
10.3 10.3 4 0.0626 0.0615 ± 0.0004 0.0109 ± 0.0008 0.0018 ± 0.0008 
11.5 11.4 4 0.0687 0.0702 ± 0.0000 0.0104 ± 0.0007 0.0018 ± 0.0007 
13.8 14.0 1 0.0826 0.0859 0.0007 ‐0.0069 
16.1 16.0 3 0.0966 0.0989 ± 0.0005 0.0035 ± 0.0017 ‐0.0036 ± 0.0017 
18.4 18.2 3 0.1106 0.1113 ± 0.0000 0.0028 ± 0.0000 ‐0.0037 ± 0.0000 
20.7 20.8 4 0.1247 0.1244 ± 0.0005 0.0035 ± 0.0005 ‐0.0026 ± 0.0005 
23.0 23.1 3 0.1387 0.1387 ± 0.0005 0.0050 ± 0.0009 ‐0.0007 ± 0.0009 
Contraction Ratio (L/B) = 0.33 
5.7 5.8 4 0.0341 0.0340 ± 0.0004 0.0186 ± 0.0004 0.0059 ± 0.0004 
6.9 7.0 4 0.0421 0.0436 ± 0.0000 0.0125 ± 0.0009 0.0011 ± 0.0009 
8.0 8.1 4 0.0494 0.0495 ± 0.0000 0.0139 ± 0.0000 0.0034 ± 0.0000 
9.2 9.3 4 0.0562 0.0575 ± 0.0008 0.0101 ± 0.0008 0.0004 ± 0.0008 
10.3 10.5 4 0.0626 0.0630 ± 0.0000 0.0115 ± 0.0000 0.0025 ± 0.0000 
11.5 11.5 4 0.0687 0.0679 ± 0.0004 0.0105 ± 0.0011 0.0020 ± 0.0011 
13.8 13.5 4 0.0826 0.0823 ± 0.0008 0.0116 ± 0.0004 0.0038 ± 0.0004 
16.1 16.0 4 0.0966 0.0963 ± 0.0004 0.0110 ± 0.0004 0.0039 ± 0.0004 
18.4 18.4 4 0.1106 0.1109 ± 0.0005 0.0078 ± 0.0004 0.0012 ± 0.0004 
20.7 20.7 4 0.1247 0.1265 ± 0.0000 0.0065 ± 0.0000 0.0004 ± 0.0000 
23.0 23.0 4 0.1387 0.1390 ± 0.0004 0.0069 ± 0.0004 0.0012 ± 0.0004 
 
Table 2.9: Summary of Test Data for three structures in the dike field. 
[Values for depth and water surface difference give the mean value followed by 
‘±’ and then the standard deviation.  For tests with only one observation, the 
standard deviation is not given.] 
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Discharge (l/sec) Number of 
Observations 
Depth (m) Water Surface 
Difference (m) 
Difference From 
Baseline (m) Target Actual Target Actual 
Contraction Ratio (L/B) = 0.50 
5.7 5.7 4 0.0341 0.0357 ± 0.0004 0.0205 ± 0.0007 0.0077 ± 0.0007 
6.9 6.8 4 0.0421 0.0406 ± 0.0005 0.0176 ± 0.0005 0.0061 ± 0.0005 
8.0 7.9 4 0.0494 0.0495 ± 0.0000 0.0158 ± 0.0004 0.0052 ± 0.0004 
9.2 8.9 4 0.0562 0.0563 ± 0.0000 0.0136 ± 0.0005 0.0036 ± 0.0005 
10.3 10.3 4 0.0626 0.0630 ± 0.0000 0.0117 ± 0.0004 0.0026 ± 0.0004 
11.5 11.5 4 0.0687 0.0696 ± 0.0004 0.0118 ± 0.0004 0.0033 ± 0.0004 
13.8 14.0 4 0.0826 0.0838 ± 0.0005 0.0097 ± 0.0005 0.0021 ± 0.0005 
16.1 16.0 4 0.0966 0.0946 ± 0.0004 0.0105 ± 0.0004 0.0034 ± 0.0004 
18.4 18.3 4 0.1106 0.1113 ± 0.0000 0.0082 ± 0.0004 0.0017 ± 0.0004 
20.7 20.7 4 0.1247 0.1242 ± 0.0004 0.0071 ± 0.0004 0.0010 ± 0.0004 
23.0 23.0 4 0.1387 0.1363 ± 0.0005 0.0080 ± 0.0005 0.0022 ± 0.0005 
Contraction Ratio (L/B) = 0.67 
5.7 5.8 4 0.0341 0.0374 ± 0.0008 0.0165 ± 0.0008 0.0037 ± 0.0008 
6.9 6.8 4 0.0421 0.0451 ± 0.0004 0.0147 ± 0.0007 0.0031 ± 0.0007 
8.0 8.0 3 0.0494 0.0520 ± 0.0000 0.0145 ± 0.0010 0.0039 ± 0.0010 
9.2 9.0 4 0.0562 0.0588 ± 0.0000 0.0134 ± 0.0008 0.0035 ± 0.0008 
10.3 10.4 4 0.0626 0.0630 ± 0.0000 0.0132 ± 0.0000 0.0042 ± 0.0000 
11.5 11.5 4 0.0687 0.0700 ± 0.0008 0.0123 ± 0.0008 0.0037 ± 0.0008 
13.8 13.8 4 0.0826 0.0834 ± 0.0000 0.0058 ± 0.0000 ‐0.0019 ± 0.0000 
16.1 16.0 4 0.0966 0.0958 ± 0.0004 0.0073 ± 0.0005 0.0003 ± 0.0005 
18.4 18.3 4 0.1106 0.1113 ± 0.0000 0.0082 ± 0.0004 0.0017 ± 0.0004 
20.7 20.7 4 0.1247 0.1240 ± 0.0000 0.0073 ± 0.0000 0.0012 ± 0.0000 
23.0 23.0 3 0.1387 0.1373 ± 0.0005 0.0073 ± 0.0005 0.0015 ± 0.0005 
 
Table 2.9: Summary of Test Data for three structures in the dike field (Cont). 
[Values for depth and water surface difference give the mean value followed by 
‘±’ and then the standard deviation.  For tests with only one observation, the 
standard deviation is not given.] 
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Discharge (l/sec) Number of 
Observations 
Depth (m) Water Surface 
Difference (m) 
Difference From 
Baseline (m) Target Actual Target Actual 
Contraction Ratio (L/B) = 0.17 
5.7 5.8 4 0.0341 0.0337 ± 0.0000 0.0151 ± 0.0000 0.0023 ± 0.0000 
6.9 6.8 4 0.0421 0.0422 ± 0.0007 0.0156 ± 0.0005 0.0041 ± 0.0005 
8.0 8.0 4 0.0494 0.0486 ± 0.0005 0.0122 ± 0.0011 0.0017 ± 0.0011 
9.2 9.1 4 0.0562 0.0562 ± 0.0005 0.0115 ± 0.0005 0.0017 ± 0.0005 
10.3 10.3 4 0.0626 0.0626 ± 0.0000 0.0111 ± 0.0000 0.0020 ± 0.0000 
11.5 11.4 4 0.0687 0.0696 ± 0.0004 0.0106 ± 0.0008 0.0020 ± 0.0008 
13.8 13.7 4 0.0826 0.0831 ± 0.0004 0.0065 ± 0.0004 ‐0.0013 ± 0.0004 
16.1 16.0 4 0.0966 0.0963 ± 0.0004 0.0078 ± 0.0007 0.0007 ± 0.0007 
18.4 18.2 4 0.1106 0.1124 ± 0.0008 0.0074 ± 0.0008 0.0008 ± 0.0008 
20.7 20.8 4 0.1247 0.1236 ± 0.0005 0.0069 ± 0.0005 0.0008 ± 0.0005 
23.0 23.1 4 0.1387 0.1388 ± 0.0005 0.0067 ± 0.0000 0.0010 ± 0.0000 
Contraction Ratio (L/B) = 0.33 
5.7 5.8 4 0.0341 0.0343 ± 0.0000 0.0171 ± 0.0000 0.0044 ± 0.0000 
6.9 6.9 4 0.0421 0.0419 ± 0.0000 0.0138 ± 0.0000 0.0022 ± 0.0000 
8.0 8.0 4 0.0494 0.0482 ± 0.0005 0.0141 ± 0.0004 0.0035 ± 0.0004 
9.2 9.1 4 0.0562 0.0580 ± 0.0000 0.0114 ± 0.0000 0.0016 ± 0.0000 
10.3 10.4 4 0.0626 0.0626 ± 0.0005 0.0104 ± 0.0004 0.0013 ± 0.0004 
11.5 11.4 4 0.0687 0.0681 ± 0.0000 0.0120 ± 0.0005 0.0034 ± 0.0005 
13.8 13.7 4 0.0826 0.0821 ± 0.0005 0.0064 ± 0.0004 ‐0.0013 ± 0.0004 
16.1 16.1 4 0.0966 0.0994 ± 0.0007 0.0065 ± 0.0005 ‐0.0005 ± 0.0005 
18.4 18.2 4 0.1106 0.1117 ± 0.0005 0.0071 ± 0.0000 0.0006 ± 0.0000 
20.7 20.6 4 0.1247 0.1242 ± 0.0004 0.0071 ± 0.0004 0.0010 ± 0.0004 
23.0 23.1 3 0.1387 0.1381 ± 0.0005 0.0064 ± 0.0005 0.0007 ± 0.0005 
 
Table 2.10: Summary of Test Data for four structures in the dike field. 
[Values for depth and water surface difference give the mean value followed by 
‘±’ and then the standard deviation.  For tests with only one observation, the 
standard deviation is not given.] 
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Discharge (l/sec) Number of 
Observations 
Depth (m) Water Surface 
Difference (m) 
Difference From 
Baseline (m) Target Actual Target Actual 
Contraction Ratio (L/B) = 0.50 
5.7 5.6 4 0.0341 0.0343 ± 0.0000 0.0162 ± 0.0000 0.0033 ± 0.0000 
6.9 6.9 4 0.0421 0.0436 ± 0.0007 0.0131 ± 0.0004 0.0016 ± 0.0004 
8.0 8.0 4 0.0494 0.0478 ± 0.0000 0.0130 ± 0.0000 0.0025 ± 0.0000 
9.2 9.1 4 0.0562 0.0584 ± 0.0005 0.0112 ± 0.0008 0.0014 ± 0.0008 
10.3 10.3 4 0.0626 0.0635 ± 0.0005 0.0120 ± 0.0005 0.0028 ± 0.0005 
11.5 11.5 4 0.0687 0.0679 ± 0.0004 0.0129 ± 0.0005 0.0043 ± 0.0005 
13.8 13.7 4 0.0826 0.0834 ± 0.0000 0.0069 ± 0.0004 ‐0.0008 ± 0.0004 
16.1 16.1 4 0.0966 0.0939 ± 0.0008 0.0088 ± 0.0004 0.0018 ± 0.0004 
18.4 18.4 4 0.1106 0.1104 ± 0.0000 0.0071 ± 0.0000 0.0006 ± 0.0000 
20.7 20.6 4 0.1247 0.1246 ± 0.0008 0.0084 ± 0.0008 0.0023 ± 0.0008 
23.0 23.0 4 0.1387 0.1386 ± 0.0004 0.0069 ± 0.0004 0.0012 ± 0.0004 
Contraction Ratio (L/B) = 0.67 
5.7 5.7 4 0.0341 0.0368 ± 0.0000 0.0171 ± 0.0000 0.0043 ± 0.0000 
6.9 6.8 4 0.0421 0.0442 ± 0.0004 0.0151 ± 0.0005 0.0034 ± 0.0005 
8.0 7.9 4 0.0494 0.0529 ± 0.0000 0.0139 ± 0.0007 0.0033 ± 0.0007 
9.2 9.1 4 0.0562 0.0588 ± 0.0000 0.0132 ± 0.0000 0.0033 ± 0.0000 
10.3 10.2 4 0.0626 0.0641 ± 0.0004 0.0143 ± 0.0004 0.0052 ± 0.0004 
11.5 11.4 4 0.0687 0.0688 ± 0.0004 0.0127 ± 0.0004 0.0041 ± 0.0004 
13.8 13.7 4 0.0826 0.0848 ± 0.0004 0.0095 ± 0.0004 0.0018 ± 0.0004 
16.1 16.1 3 0.0966 0.0955 ± 0.0005 0.0103 ± 0.0009 0.0033 ± 0.0009 
18.4 18.4 3 0.1106 0.1113 ± 0.0000 0.0077 ± 0.0013 0.0012 ± 0.0013 
20.7 20.6 4 0.1247 0.1265 ± 0.0000 0.0070 ± 0.0005 0.0008 ± 0.0005 
23.0 23.0 4 0.1387 0.1384 ± 0.0000 0.0076 ± 0.0000 0.0018 ± 0.0000 
 
Table 2.10: Summary of Test Data for four structures in the dike field (Cont). 
[Values for depth and water surface difference give the mean value followed by 
‘±’ and then the standard deviation.  For tests with only one observation, the 
standard deviation is not given.] 
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Chapter 3: Experimental Results 
3.1 Raw Data 
For each paired depth and flow upstream and downstream water surface was collected four 
times using two independent sets of instruments; point probe and ISS Sensor.  A calibration 
surface was developed by filling the flume and allowing the water to settle thus creating a level 
plane.  The elevation of the plane was measured using both the probes and water surface 
sensors to develop a direct relationship between all of the measurement devices.    
The raw sensor data were processed using a Matlab code that converted the raw input for each 
sensor to a difference from the calibration surface.  The relationship between the sensor 
elevations and the probe elevations was then developed to convert the sensor data to 
equivalent probe elevations so they could be directly compared to the probe data.  The 
elevation of the sediment gate at the downstream end of the flume was subtracted from all of 
the values to calculate a downstream flow depth.   
Once the sensor data were converted to equivalent probe elevations, the data were checked 
for obvious errors using the following steps:  
- Sensor data were omitted if there were obvious erroneous values.    
- If the absolute value of the difference between the sensor and the probe measurements 
was greater than 0.01 ft, the sensor data were omitted.   
After the erroneous data were deleted, the remaining data were used in the subsequent data 
analysis.  The data analysis used only sensor data for the following reasons; (1) the sensor data 
averaged the water surface over a specific time period which theoretically produced more 
accurate results than the probe (2) the sensor data was not affected by human interaction.     
3.2 Baseline Development  
The initial step in data analysis was to develop a baseline relation that describes the change in 
depth between the upstream and downstream measurement points for the condition with no 
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dikes in the reach.  The purpose of the baselines was to develop a smooth curve for which to 
compare all of the model runs.  Due to the natural variance in the data, the data analysis 
without a smooth baseline would have made it more difficult to establish trends.  All the 
baseline flows (Appendix A.1) were used to develop this relation which had the format d = aQb 
(Figure 3.1).  The best fit relationship for the baseline data was d = 0.0350Q-0.5771.  The 
baseline relationship had a correlation coefficient of r2 = 0.92 and a standard error of 0.00039 
m.   
The residuals (differences between d predicted by the baseline equation and that observed 
for the baseline measurements) were examine to see if there was any significant bias from the 
actual flow and/or downstream depth differing from the rating relation (Figure 2.9).   Figures 
3.3 and 3.4 show the results from this analysis.  Results from the residuals analysis indicated 
that the residuals between the baseline relation and the measured d for the baseline 
condition ranged from -0.00029 m to +0.00019 m, while the water level differences between 
the two gages ranged from 0.0057 m to 0.0143 m.  These residuals from the baseline equation 
were smaller than the precision of the water-level sensors; therefore the baseline relation 
provides a statistically reasonable description of the difference in depth in the reach for the 
baseline condition. 
The standard error shows the natural variation in the model independent of the structures 
(Figure 3.2).  This variation in model roughness as shown through the variation in water surface 
slope was expected.  In the prototype it has been shown channel roughness is affected by 
numerous natural factors.  Two factors that have a large influence in similar laboratory 
experiments are temperature (Fenwick 1969, Simon, Li and Associates, 1985) and variation in 
bedform roughness (van Rijn, 1984, Holmes and Garcia, 2008, Simons and Richardson 1962). 
A source of variability related to bedform roughness is hysteresis, or a looped rating curve.  For 
some tests the flow and depth were slowly increased to achieve the desired values.  In other 
instances the desired values were overshot and it was necessary to decrease the flow and/or 
the depth.  This could have resulted in an alteration of roughness elements similar to what is 
observed in the prototype (Simons and Richardson, 1962).    
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Another source of variability in the baseline data is deviation from the rating curve.  Due to the 
precision limitations of the flow control and lift gate, it was sometimes difficult to match exactly 
the depth and/or flow of the rating curve.  As part of the data quality control, data points that 
had flows which deviated from the rating curve more than 0.2 L/s or depths deviating from the 
rating curve 0.003 m or more were omitted.   
3.3 Data Analysis  
For all tests, the downstream water surface elevation was subtracted from the upstream value 
to calculate a water surface difference between the sensors.  The baseline value for the same 
flow was then subtracted from the computed water surface difference to determine the effect 
of the tested structures.  Figures 3.5 through 3.8 show the water surface difference compared 
to the baseline for each test grouped by the contraction ratio, L/B.  Each figure includes the 
tests for 1,2,3 and 4 structures of similar lengths.  Figures 3.9 through 3.23 show the water 
surface difference compared to the baseline for each test independently.     
3.4 Statistical Analysis  
3.4.1 Relationship between Discharge and Water Surface Difference 
A regression analysis was conducted on each of the tests to determine if a statistically 
significant relationship existed between increasing flow and depth along the rating curve (X) 
and a difference in water surface from the baseline (Y).  The null hypothesis tested was that 
there was an increasing or neutral trend in the difference in water surface from the baseline as 
flows and depths increase.   The p-value chosen to determine if a relationship was statistically 
significant was 0.05.  A p-value less than 0.05 means the null hypothesis is rejected and the 
slope of the trend line is classified as being significantly different than zero.  Conversely if the p-
value is greater than 0.05 then the null hypothesis is accepted and the slope of the trend line is 
not significantly different than zero.  The coefficient of determination, R2, refers to the fraction 
of variance explained by a model.  In this case, the R2 provides a measure of the amount of 
variability in the water surface difference from the baseline that can be explained by an 
increase in flow and depth. The results are shown in Table 3.1.   
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Of the 16 tests, 16 tests had a downward slope meaning that the difference in water surface, as 
compared to the baseline, decreased with an increase in flow and depth along the rating curve.  
Of the 16 tests, 16 had statistically significant trends.   
3.4.2 Cumulative Effect of Number of Structures  
To test for the cumulative effect of the number of structures on water surface, an analysis of 
variance (ANOVA) single factor test was conducted for each contraction ratio.  For each 
contraction ratio, the difference in water surface from the baseline was grouped by the number 
of structures.  The p-values for each contraction ratio are shown in Table 3.2.  The p-values for 
each contraction ratio were less than 0.05.  Therefore the null hypothesis that all of the values 
are the same was rejected signifying that the values are different.   
The results of the ANOVA test signified that there was a difference in water surface compared 
to the baseline for each number of structures.  To determine the magnitude and direction of 
the differences, boxplots were created for each contraction ratio (Figures 3.25 to 3.28).  The 
boxplots show that there is no defined upward or downward trend in the number of structures 
in the dike field and water surface slope. 
3.4.3 Effect of Structures compared to Baseline 
The last relationship explored was the effect of structures in the flume compared to the “no 
structure” baseline.  To determine if a relationship existed, a regression analysis was 
performed.  The water surface difference from the baseline was averaged over all of the flows 
for each set of tests (number of structures and contraction ratio).  The water surface difference 
was analyzed against the contraction ratio.  The regression analysis revealed that the trend 
between the contraction ratio and the water surface difference from the baseline was not 
statistically significant (p = 0.265, R2 = 0.088). 
3.5 Variables Affecting Results 
The flume tests showed that the difference in water surface resulting from the presence of 
dikes was very small.  The combination of the generic nature of the model (i.e., long straight 
flume rather than a scaled river reach) and the artifacts of a distorted sediment transport 
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model presented some variables that can affect the results.  These variables all increase the 
changes in water surface in the flume.  The changes in water-surface profiles in the prototype 
due to structures are expected to be no larger than the scaled changes from the model due 
limitations of the modeling process and natural variables in the prototype.   
The presence of some of these factors can be seen through the scour patterns in the flume 
around the structures.  Figure 3.29 is a photo showing the scour around the structure in the 
flume.  Figure 3.30 is a series of measurements around a structure detailing the scale of the 
scour.  The magnitude of the scour observed around the structure in the flume, when scaled to 
the prototype, is much greater than that observed in the field.  Figure 3.31 is a hydrographic 
survey of a typical dike field on the Middle Mississippi River.   
Despite the presence of these variables that can affect the changes in water surface, this study 
provides an important bound to understanding the effect of dikes on water surface.  Previous 
studies conducted using a fixed bed flume neglected the impact of the changes in the channel 
due to the scour resulting from the presence of the structures which has been shown to be of 
great importance.  
3.5.1 Effect of Distortion 
The effect of model distortion is the most difficult to quantify.  As discussed in section 2.2.1, 
there exists a relationship between the model distortion, the size of the hydraulic structure and 
the increased distorted head required to pass flow over the structure.  Distortion effects may 
help explain the relationship between the contraction ratio and the increased difference in 
water surface from the baseline.  Testing distortion effects in physical models over dikes would 
be a time consuming task and is outside of the scope of this thesis. 
3.5.2 Effect of Thalweg Alignment 
The second variable potentially affecting the results of the model tests is thalweg alignment 
relative to the structure locations.  Flow in the model was uniform across the channel as it 
approached the model structures.  In the prototype, perpendicular dikes are placed off of the 
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main thalweg in locations with less energy and velocity.  Examples include the insides of bends 
and in channel crossings.    
3.5.3 Effect of Bedform Roughness 
The development of ripples and dunes in alluvial channels has an effect on the channel 
resistance.   Simons and Richardson (1962) observed that the magnitude of the resistance to 
flow can vary by up to 300 percent with changes in the form of bed roughness.  A plane bed can 
have a Manning’s n value as low as 0.012 whereas a dune bed condition can have a Manning’s n 
as high as 0.036.  Yen (1992) documented the relationship between the different bedforms, 
Weisbach resistance coefficient and the Froude number. 
The effect of bedform roughness on the water surface slope was observed in the experimental 
flume.  This was first observed when the flow was abruptly stopped in the middle of a series of 
tests.  During the time that the flow was stopped, the bed of the flume became flat, absent of 
the bedforms that had been developed while the flume was running.   When the flow was 
restarted, the water surface at the upstream sensor was much less than it had been previously 
and increased with time.   
To quantify the difference in water surface slope associated with changes in bedform 
roughness, time-series tests were conducted.  The first tests analyzed the effect of bedforms 
when no dikes were present. At time zero the model bed was flattened.  Throughout the test a 
constant flow of 11.5 l/s, corresponding to bankfull flow in the prototype, was run in the model.  
Periodic measurements of the upstream and downstream water surfaces were measured to 
determine the water surface difference from the baseline. The results are shown in Figure 3.32.     
At time zero when the bed was flat and the least amount of bedform roughness existed, the 
water surface difference from the baseline was large and negative.  As bedforms developed 
between time 6 minutes and 44 minutes the water water surface difference from the baseline 
decreased.  After the bedforms developed, the water surface remained at an equilibrium value.  
The variation in water surface difference due to bedforms exceeds the difference in water 
surface from the baseline found resulting from the presence of dikes.  The range of water 
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surface difference from the baseline resulting from changes in bedform roughness was 0.0061 
m.    
A second test was conducted to look at the effect of bedform roughness when dikes were 
present.  Four structures with a contraction ratio of 0.33 were placed in the model.  An 
important difference between this test and the previous test was the reduction of the cross 
sectional area at time = 0 due to the presence of the dikes.  At time = 0 the dikes acted as an 
obstruction to the flow similar to what would be observed in a fixed bed flume.  After time = 0 
the structure induced bed scour which increased the cross sectional area.  In addition to the 
changes to the cross sectional area, bedforms began to develop similar to what was observed in 
the previous tests.  The results in this test show the development of the persistent 
modifications to the channel cross section with transient bedforms superposed on the cross 
section over time.  The flow was fixed at 11.5 l/s through the entire test. Periodic 
measurements of the upstream and downstream water surfaces were measured to determine 
the difference in water surface compared to the baseline.  The results are shown in Figure 3.33.          
When the dikes were present the water surface difference oscillated over equilibrium from 
time = 0.  The range of water surface difference from the baseline resulting from changes in 
bedform roughness and cross sectional area was 0.0027 m.  This is the result of the cumulative 
effect of the cross sectional changes in the model resulting from the dikes and the formation of 
bedforms.  Similar to the tests without dikes, the variation exceeds the difference in water 
surface from the baseline found resulting from the presence of dikes.   
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3.6 Figures 
 
 
Figure 3.1: Baseline 
 
 
 
Figure 3.2: Baseline Residual Plot 
0
0.005
0.01
0.015
0.02
5.00 10.00 15.00 20.00 25.00
W
at
e
r 
Su
rf
ac
e
 D
if
fe
re
n
ce
 
B
et
w
e
e
n
 S
e
n
so
rs
 (
m
)
Flow (l/s)
Baseline
d = 0.035044Q-0.577180
r2 = 0.92
s = 0.00039 m 
-0.005
0.000
0.005
5.00 10.00 15.00 20.00 25.00
W
at
e
r 
Su
rf
ac
e
 D
if
fe
re
n
ce
 
B
et
w
e
e
n
 S
e
n
so
rs
 (
m
)
Flow (l/s)
Baseline - Residual Plot
65 
 
 
 
 
Figure 3.3: Relationship Between Deviation from Target Flow and Water Surface Difference 
From Baseline 
 
Figure 3.4: Relationship Between Deviation from Target Depth and Water Surface Difference 
From Baseline 
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Figure 3.5: Water Surface Difference from Baseline, L/B = 0.17 
 
 
 
 
Figure 3.6: Water Surface Difference from Baseline, L/B = 0.33 
-0.010
-0.005
0.000
0.005
0.010
5.00 10.00 15.00 20.00 25.00W
at
e
r 
Su
rf
ac
e
 D
if
fe
re
n
ce
 
Fr
o
m
 B
as
e
lin
e
 (
m
)
Flow (L/s)
L/B = 0.17
1 Str 2 Str 3 Str 4 Str
-0.010
-0.005
0.000
0.005
0.010
5.00 10.00 15.00 20.00 25.00W
at
e
r 
Su
rf
ac
e
 D
if
fe
re
n
ce
 
Fr
o
m
 B
as
e
lin
e
 (
m
)
Flow (L/s)
L/B = 0.33
1 Str 2 Str 3 Str 4 Str
67 
 
 
 
Figure 3.7: Water Surface Difference from Baseline, L/B = 0.5 
 
 
 
Figure 3.8: Water Surface Difference from Baseline, L/B = 0.67 
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Figure 3.9: Water Surface Difference from Baseline, 1 Structure, L/B = 0.17 
 
 
 
Figure 3.10: Water Surface Difference from Baseline, 2 Structures, L/B = 0.17 
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Figure 3.11: Water Surface Difference from Baseline, 3 Structures, L/B = 0.17 
 
 
 
Figure 3.12: Water Surface Difference from Baseline, 4 Structures, L/B = 0.17 
 
-0.010
-0.005
0.000
0.005
0.010
5.00 10.00 15.00 20.00 25.00
W
at
e
r 
Su
rf
ac
e
 D
if
fe
re
n
ce
 
Fr
o
m
 B
as
e
lin
e
 (
m
)
Flow (L/s)
L/B = 0.17    3 Structures
-0.010
-0.005
0.000
0.005
0.010
5.00 10.00 15.00 20.00 25.00
W
at
e
r 
Su
rf
ac
e
 D
if
fe
re
n
ce
 
Fr
o
m
 B
as
e
lin
e
 (
m
)
Flow (L/s)
L/B = 0.17    4 Structures
70 
 
 
 
Figure 3.13: Water Surface Difference from Baseline, 1 Structure, L/B = 0.33 
 
 
 
Figure 3.14: Water Surface Difference from Baseline, 2 Structures, L/B = 0.33 
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Figure 3.15: Water Surface Difference from Baseline, 3 Structures, L/B = 0.33 
 
 
 
Figure 3.16: Water Surface Difference from Baseline, 4 Structures, L/B = 0.33 
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Figure 3.17: Water Surface Difference from Baseline, 1 Structure, L/B = 0.5 
 
 
 
Figure 3.18: Water Surface Difference from Baseline, 2 Structures, L/B = 0.5 
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Figure 3.19: Water Surface Difference from Baseline, 3 Structures, L/B = 0.5 
 
 
 
 
Figure 3.20: Water Surface Difference from Baseline, 4 Structures, L/B = 0.5 
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Figure 3.21: Water Surface Difference from Baseline, 1 Structure, L/B = 0.67 
 
 
 
Figure 3.22: Water Surface Difference from Baseline, 2 Structures, L/B = 0.67 
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Figure 3.23: Water Surface Difference from Baseline, 3 Structures, L/B = 0.67 
 
 
 
Figure 3.24: Water Surface Difference from Baseline, 4 Structures, L/B = 0.67 
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Figure 3.25: Water Surface Difference from Baseline Boxplots, L/B = 0.17 
 
 
 
Figure 3.26: Water Surface Difference from Baseline Boxplots, L/B = 0.33 
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Figure 3.27: Water Surface Difference from Baseline Boxplots, L/B = 0.50 
 
 
 
Figure 3.28: Water Surface Difference from Baseline Boxplots, L/B = 0.67 
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Figure 3.29: Exaggerated Scour around structures in model 
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Figure 3.30: Cross Sections around structure in model. 
 
 
 
 
-0.25
-0.2
-0.15
-0.1
-0.05
0
0.05
0 0.2 0.4 0.6 0.8 1
D
e
p
th
 B
e
lo
w
 T
o
p
 o
f 
St
ru
ct
u
re
 m
Distance from Flume wall (looking downstream) m
Dike 1 L/B = 0.33
x-section at 
structure
0.15 m upstream
0.30 m upstream
80 
 
 
Figure 3.31: Typical Dike Field on the Middle Mississippi River 
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Figure 3.32:  Bedform Roughness Test: No Structures 
 
 
Figure 3.33:  Bedform Roughness Test: Structures 
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3.7 Tables 
 
 
 
Regression Analysis 
Contraction 
Ratio, L/B 
Number of 
Structures 
x 
variable 
p-
value 
R2 
0.17 
1 -0.0003 0.000 0.562 
2 -0.0001 0.002 0.218 
3 -0.0004 0.000 0.556 
4 -0.0001 0.000 0.280 
0.33 
1 -0.0005 0.000 0.762 
2 -0.0002 0.000 0.266 
3 -0.0001 0.006 0.166 
4 -0.0002 0.000 0.385 
0.5 
1 -0.0004 0.000 0.663 
2 -0.0001 0.001 0.251 
3 -0.0003 0.000 0.627 
4 -0.0001 0.024 0.115 
0.67 
1 -0.0002 0.000 0.527 
2 -0.0001 0.001 0.251 
3 -0.0002 0.000 0.311 
4 -0.0002 0.000 0.510 
 
Table 3.1: Regression Analysis (Flow) 
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Contraction 
Ratio 
p-value 
0.17 6.85E-04 
0.33 1.15E-03 
0.50 6.61E-09 
0.67 6.61E-09 
 
Table 3.2: ANOVA Analysis Results 
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Chapter 4: Analysis of Results 
As shown in Table 3.1, all of the tests conducted in this research exhibited a statistically 
significant downward trend in water surface change versus increased flow and depth along the 
rating curve.  The results of this statistical analysis support the conclusion that the effect of 
river training structures on water surfaces decreases as submergence and flow increases. 
An ANOVA analysis used to determine the cumulative effect of multiple river training structures 
showed that the means for different numbers of structures were different.  A visual analysis 
using boxplots revealed that there is no trend due to the variance in the data.  A visual analysis 
of the data showed that there was a lot of variability in the number of structures that produced 
the greatest difference in water surface elevation.  The results of this analysis lead to the 
conclusion that, within the natural variability of the model, there is no cumulative impact of 
additional structures on water surface.  
Although the trend was not statistically significant, a visual upward trend existed between the 
contraction ratio and the difference in water surface from the baseline.  It is believed that this 
trend was an artifact of the variables that existed in the model.  As discussed in section 2.2.1, a 
relationship exists between model distortion and the amount of head required to pass an 
equivalent full-scale discharge through the model (ASCE 2000).  In the model, an increase in 
contraction ratio is effectively an increase in the width of the weir over which flow is required 
to pass.  During the initial design and setup of the model, Stephen Maynord warned that 
vertical accelerations of flow around dikes be affected by the model distortion, which would 
affect the water surface slope (personal communication) potentially leading to conservative 
results. 
It was also shown through tests for the effect of bedform roughness that there are other 
variables that have a greater effect on water surface than the presence of dikes.  Difference in 
bedform roughness resulted in a difference of 0.006 m.  A comparison of the bedform 
roughness tests with and without structures details the role that cross sectional changes 
resulting from the presence of dikes plays on water surface.        
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Another attribute of the model, which could produce water surface differences greater than 
what is expected to be observed in the prototype, is the alignment of the flow entering the 
model.  Generally, river training structures are designed in a way to work with the existing 
alignment of the flow.  The scenario modeled in this thesis was a straight reach with a series of 
structures placed directly in the area of highest velocity. In the prototype, straight reaches are 
followed by bends where the flows are concentrated towards the outside of the bend.  The 
structures in the prototype are designed to work with the flow leaving the bend.   
Distorted roughness of the impermeable structures used in the tests could have an impact on 
the results leading to changes in water surface greater than what is expected in the prototype.  
The distorted roughness resulted in exaggerated scour patterns upstream and around the 
structures (Figure 3.29, 3.30).  These exaggerated scour patterns observed in the flume do not 
exist in the prototype (Figure 3.31).  The presence of the distorted scour is the result of 
increased velocities and increased turbulence upstream of the structure.   A secondary effect of 
the exaggerated scour was that in some cases, particularly at higher contraction ratios, the 
scour depth was all the way to the bottom of the flume.  
The model test results showed that regardless of the difference from the baseline for the first 
structure, the presence of the remaining three structures had no effect on water surfaces.  This 
is the result of the first structure in the model realigning flows towards the channel.  When the 
flow reached the other structures downstream it was already aligned towards the main channel 
and away from the dike field.  
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Chapter 5: Summary and Conclusions  
The objective of this study was to conduct a generic physical moveable bed model to analyze 
the effect of river training structures on water surfaces.  The model experiments in this study 
were used to help tie together some of the gaps in the previous fixed bed research to better 
understand the interactions between dikes and water surface effects.  The three main 
questions this study attempted to answer were (1) what effect an increase in submergence and 
flow has on the relationship between perpendicular dikes and water surfaces, (2) the 
cumulative effect an increasing number of dikes has on water surfaces and (3) determine if 
dikes increase flood heights.   
The results of the tests described in chapters 3 and 4 of this thesis showed that the effect of 
dikes on water surfaces decreased as flow and depth increased along the rating curve.  The 
downward trend is similar to results found using a fixed bed.  The magnitudes of the changes in 
water surface observed in this study are less than those observed in fixed bed studies.  The 
research in this thesis showed the impact that cross sectional changes resulting from the 
presence of dikes has on water surfaces.  Additionally, this thesis showed that other variables 
exist in the model and in the prototype that have a greater effect on water surfaces than the 
presence of dikes.  
Each group of model tests were repeated for one to four dikes to determine the cumulative 
effect of multiple dikes on water surface.  The model tests reveal that there is no connection 
between the number of structures and the effect on water surface. 
The test results in this thesis show that the effect of dikes on water surface is negligible when 
submerged and decreases with increasing flow and submergence along the rating curve.  Since 
dikes in the prototype are submerged by over 15 feet at flood stage and over 30 feet at major 
flood stages, they do not have an effect on flood heights.  The cumulative impact of additional 
structures tested did not affect water surface.  
This study was limited to studying the effect of perpendicular dikes in a rectangular channel.  
The model in this study did not include sloped banks or overbank area.  The model used in this 
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study did not account for the effect of bankline vegetation or any other physical properties 
found in the prototype.  The absence of these variables allowed the effects of the dikes to be 
singled out from the many other physical variables found in the prototype. 
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NOTATION 
a  constant equal to 76.4 
A  cross sectional area 
As  upstream projected area of dike 
b  constant equal to 3.7 
B  channel width 
B0  initial channel width 
B1  constriction width (B1 = B0 - L) 
β1  momentum correction factor applicable at section 1 
β2  momentum correction factor applicable at section 2  
C1  constant equal to 18  
C2  constant equal to 1 
CBASE  base Chezy coefficient in main channel 
CD  representative drag coefficient for weirs  
D  particle diameter 
deq  equilibrium scour depth 
dsc  scour depth after 4
th structure 
ds  sediment size 
ds1  scour depth at first structure 
º  Temperature 
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FD  drag force due to structure 
Ff  friction force due to boundary friction 
Fr  Froude number of main channel 
g  acceleration due to gravity 
  specific weight of the fluid  
  longitudinal change in channel alignment 
hW   water depth 
h1  water depth upstream of structure 
h2   water depth over structure 
h3  water depth downstream of structure 
H  total head above weir 
i  water surface slope 
L  effective structure length 
m  model 
n  channel roughness 
ns  dike roughness 
  non- dimensional shape factor 
’  longitudinal variation in cross section shape 
p  prototype 
P   height of structure 
94 
 
P2  Pressure at crest of weir 
P1  Pressure downstream of weir 
q  unit discharge 
Q  discharge  
Qs  discharge with submergence 
r ratio of scour depth at abutment to scour depth of equivalent long contraction 
(assumed to be 11.5 for live bed scour and 12 for clear water scour) 
  longitudinal variation in slope  
R  submerged specific gravity  
Rh  hydraulic radius 
ρ  fluid density  
ρs  density of sediment 
ρw  density of water 
S  bed slope 
  dike alignment  
U  flow unsteadiness factor 
u2  depth average flow at crest of weir 
u3   depth averaged flow downstream of weir 
u*   shear velocity 
u*c  critical shear velocity 
u*p  shear velocity associated with sediment particles 
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ugr  velocity at weir region away from mixing zone 
us  sediment fall velocity 
Ц  angle of repose 
v  velocity 
µ  dynamic viscosity  
υ  kinematic viscosity of water 
W  spacing between dikes (embayment length) 
z  elevation 
Ζ  sediment shape 
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Date 
 
Time 
Flow (L/s) Depth (m)  
Baseline (m) 
 

Target Actual Target Downstream Upstream Difference(m) 
2/1/12 7:59 5.7 / 5.7 0.0340 0.0360 0.0487 0.0128 0.0128 0.0000 
2/1/12 8:00 5.7 5.7 0.0340 0.0360 0.0496 0.0137 0.0128 ‐0.0009 
2/1/12 8:01 5.7 5.7 0.0340 0.0360 0.0487 0.0128 0.0128 0.0000 
2/1/12 8:02 5.7 5.7 0.0340 0.0360 0.0496 0.0137 0.0128 ‐0.0009 
9/21/11 13:56 6.9 7.0 0.0420 0.0422 0.0548 0.0126 0.0114 ‐0.0012 
9/21/11 13:57 6.9 7.0 0.0420 0.0414 0.0548 0.0134 0.0114 ‐0.0020 
9/21/11 13:58 6.9 7.0 0.0420 0.0414 0.0557 0.0143 0.0114 ‐0.0029 
9/21/11 13:59 6.9 7.0 0.0420 0.0414 0.0557 0.0143 0.0114 ‐0.0029 
2/1/12 8:17 6.9 6.7 0.0420 0.0427 0.0539 0.0112 0.0117 0.0005 
2/1/12 8:18 6.9 6.7 0.0420 0.0427 0.0539 0.0112 0.0117 0.0005 
2/1/12 8:19 6.9 6.7 0.0420 0.0427 0.0539 0.0112 0.0117 0.0005 
9/21/11 14:08 8.0 8.1 0.0490 0.0490 0.0591 0.0101 0.0104 0.0003 
9/21/11 14:09 8.0 8.1 0.0490 0.0482 0.0591 0.0110 0.0104 ‐0.0005 
9/21/11 14:10 8.0 8.1 0.0490 0.0482 0.0591 0.0110 0.0104 ‐0.0005 
9/21/11 14:11 8.0 8.1 0.0490 0.0482 0.0591 0.0110 0.0104 ‐0.0005 
2/1/12 8:25 8.0 7.9 0.0490 0.0512 0.0617 0.0105 0.0106 0.0001 
2/1/12 8:26 8.0 7.9 0.0490 0.0520 0.0617 0.0096 0.0106 0.0010 
2/1/12 8:27 8.0 7.9 0.0490 0.0512 0.0625 0.0113 0.0106 ‐0.0007 
2/1/12 8:28 8.0 7.9 0.0490 0.0512 0.0625 0.0113 0.0106 ‐0.0007 
9/21/11 14:22 9.2 9.2 0.0560 0.0566 0.0651 0.0085 0.0098 0.0013 
9/21/11 14:23 9.2 9.2 0.0560 0.0566 0.0651 0.0085 0.0098 0.0013 
9/21/11 14:24 9.2 9.2 0.0560 0.0566 0.0660 0.0093 0.0098 0.0004 
9/21/11 14:25 9.2 9.2 0.0560 0.0566 0.0660 0.0093 0.0098 0.0004 
2/1/12 8:40 9.2 9.0 0.0560 0.0580 0.0668 0.0089 0.0099 0.0010 
2/1/12 8:41 9.2 9.0 0.0560 0.0588 0.0668 0.0080 0.0099 0.0018 
2/1/12 8:42 9.2 9.0 0.0560 0.0588 0.0677 0.0089 0.0099 0.0010 
9/21/11 14:33 10.3 10.3 0.0630 0.0643 0.0728 0.0086 0.0091 0.0006 
9/21/11 14:34 10.3 10.3 0.0630 0.0643 0.0728 0.0086 0.0091 0.0006 
9/21/11 14:35 10.3 10.3 0.0630 0.0643 0.0728 0.0086 0.0091 0.0006 
2/1/12 8:57 10.3 10.2 0.0630 0.0639 0.0728 0.0089 0.0092 0.0002 
2/1/12 8:58 10.3 10.2 0.0630 0.0639 0.0737 0.0098 0.0092 ‐0.0006 
2/1/12 8:59 10.3 10.2 0.0630 0.0639 0.0737 0.0098 0.0092 ‐0.0006 
2/1/12 9:00 10.3 10.2 0.0630 0.0647 0.0737 0.0090 0.0092 0.0002 
9/21/11 14:42 11.5 11.5 0.0690 0.0702 0.0788 0.0086 0.0085 ‐0.0001 
9/21/11 14:43 11.5 11.5 0.0690 0.0702 0.0788 0.0086 0.0085 ‐0.0001 
9/21/11 14:44 11.5 11.5 0.0690 0.0710 0.0788 0.0078 0.0085 0.0008 
9/21/11 14:45 11.5 11.5 0.0690 0.0710 0.0797 0.0086 0.0085 ‐0.0001 
2/29/12 9:14 13.8 13.7 0.0830 0.0834 0.0900 0.0067 0.0077 0.0010 
2/29/12 9:15 13.8 13.7 0.0830 0.0834 0.0892 0.0058 0.0077 0.0019 
2/29/12 9:16 13.8 13.7 0.0830 0.0834 0.0892 0.0058 0.0077 0.0019 
2/29/12 9:17 13.8 13.7 0.0830 0.0834 0.0900 0.0067 0.0077 0.0010 
2/2/12 10:03 16.1 15.9 0.0970 0.0961 0.1038 0.0078 0.0071 ‐0.0007 
2/2/12 10:04 16.1 15.9 0.0970 0.0961 0.1038 0.0078 0.0071 ‐0.0007 
2/2/12 10:05 16.1 15.9 0.0970 0.0961 0.1047 0.0086 0.0071 ‐0.0015 
2/29/12 9:34 16.1 16.1 0.0970 0.0969 0.1029 0.0060 0.0071 0.0010 
2/29/12 9:35 16.1 16.1 0.0970 0.0961 0.1029 0.0069 0.0071 0.0002 
2/29/12 9:36 16.1 16.1 0.0970 0.0961 0.1029 0.0069 0.0071 0.0002 
2/29/12 9:37 16.1 16.1 0.0970 0.0961 0.1029 0.0069 0.0071 0.0002 
2/2/12 10:17 18.4 18.3 0.1110 0.1113 0.1193 0.0080 0.0065 ‐0.0015 
2/2/12 10:18 18.4 18.3 0.1110 0.1117 0.1193 0.0076 0.0065 ‐0.0010 
2/2/12 10:19 18.4 18.3 0.1110 0.1113 0.1193 0.0080 0.0065 ‐0.0015 
2/2/12 10:20 18.4 18.3 0.1110 0.1113 0.1193 0.0080 0.0065 ‐0.0015 
2/29/12 9:46 18.4 18.4 0.1110 0.1113 0.1176 0.0063 0.0065 0.0003 
2/29/12 9:47 18.4 18.4 0.1110 0.1113 0.1176 0.0063 0.0065 0.0003 
2/29/12 9:48 18.4 18.4 0.1110 0.1113 0.1176 0.0063 0.0065 0.0003 
2/29/12 9:49 18.4 18.4 0.1110 0.1113 0.1176 0.0063 0.0065 0.0003 
2/2/12 10:28 20.7 20.6 0.1250 0.1265 0.1322 0.0057 0.0061 0.0004 
2/2/12 10:29 20.7 20.6 0.1250 0.1265 0.1322 0.0057 0.0061 0.0004 
2/2/12 10:30 20.7 20.6 0.1250 0.1265 0.1322 0.0057 0.0061 0.0004 
2/2/12 10:31 20.7 20.6 0.1250 0.1265 0.1331 0.0065 0.0061 ‐0.0004 
2/29/12 10:01 20.7 20.7 0.1250 0.1248 0.1305 0.0056 0.0061 0.0005 
2/29/12 10:02 20.7 20.7 0.1250 0.1240 0.1305 0.0065 0.0061 ‐0.0004 
2/29/12 10:03 20.7 20.7 0.1250 0.1248 0.1305 0.0056 0.0061 0.0005 
2/29/12 10:18 23.0 22.9 0.1390 0.1375 0.1434 0.0058 0.0057 ‐0.0001 
2/29/12 10:20 23.0 22.9 0.1390 0.1367 0.1425 0.0058 0.0057 ‐0.0001 
2/29/12 10:21 23.0 22.9 0.1390 0.1367 0.1417 0.0050 0.0057 0.0008 
A.1: Contraction Ratio, L/B = 0.00, Number of Structures = 0 
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Date 
 
Time 
Flow (L/s) Depth (m)  
Baseline (m) 
 

Target Actual Target Downstream Upstream Difference(m) 
9/22/11 9:11 5.7  / 5.9 0.0340 0.0346 0.0497 0.0151 0.0125 0.0026 
9/22/11 9:12 5.7 5.9 0.0340 0.0337 0.0497 0.0159 0.0125 0.0034 
9/22/11 9:13 5.7 5.9 0.0340 0.0337 0.0497 0.0159 0.0125 0.0034 
9/22/11 9:14 5.7 5.9 0.0340 0.0337 0.0505 0.0168 0.0125 0.0043 
9/22/11 9:24 6.9 6.9 0.0420 0.0439 0.0565 0.0126 0.0115 0.0012 
9/22/11 9:25 6.9 6.9 0.0420 0.0448 0.0565 0.0118 0.0115 0.0003 
9/22/11 9:26 6.9 6.9 0.0420 0.0448 0.0574 0.0126 0.0115 0.0012 
9/22/11 9:27 6.9 6.9 0.0420 0.0448 0.0582 0.0135 0.0115 0.0020 
9/22/11 9:35 8.0 8.1 0.0490 0.0498 0.0625 0.0127 0.0105 0.0022 
9/22/11 9:36 8.0 8.1 0.0490 0.0498 0.0625 0.0127 0.0105 0.0022 
9/22/11 9:37 8.0 8.1 0.0490 0.0498 0.0625 0.0127 0.0105 0.0022 
9/22/11 9:38 8.0 8.1 0.0490 0.0515 0.0625 0.0110 0.0105 0.0005 
9/22/11 9:49 9.2 9.2 0.0560 0.0549 0.0677 0.0127 0.0097 0.0030 
9/22/11 9:50 9.2 9.2 0.0560 0.0549 0.0677 0.0127 0.0097 0.0030 
9/22/11 9:51 9.2 9.2 0.0560 0.0549 0.0677 0.0127 0.0097 0.0030 
9/22/11 9:52 9.2 9.2 0.0560 0.0549 0.0677 0.0127 0.0097 0.0030 
9/22/11 10:04 10.3 10.3 0.0630 0.0634 0.0754 0.0120 0.0091 0.0029 
9/22/11 10:05 10.3 10.3 0.0630 0.0626 0.0754 0.0128 0.0091 0.0037 
9/22/11 10:06 10.3 10.3 0.0630 0.0626 0.0754 0.0128 0.0091 0.0037 
9/22/11 10:07 10.3 10.3 0.0630 0.0626 0.0754 0.0128 0.0091 0.0037 
9/22/11 10:15 11.5 11.4 0.0690 0.0685 0.0788 0.0103 0.0086 0.0017 
9/22/11 10:16 11.5 11.4 0.0690 0.0677 0.0788 0.0112 0.0086 0.0026 
9/22/11 10:17 11.5 11.4 0.0690 0.0668 0.0788 0.0120 0.0086 0.0034 
9/22/11 10:18 11.5 11.4 0.0690 0.0668 0.0788 0.0120 0.0086 0.0034 
2/2/12 12:55 13.8 14.1 0.0830 0.0842 0.0918 0.0076 0.0076 0.0000 
2/2/12 12:56 13.8 14.1 0.0830 0.0842 0.0926 0.0084 0.0076 0.0008 
2/2/12 12:57 13.8 14.1 0.0830 0.0842 0.0918 0.0076 0.0076 0.0000 
2/2/12 12:58 13.8 14.1 0.0830 0.0851 0.0918 0.0067 0.0076 ‐0.0009 
2/2/12 13:09 16.1 16.1 0.0970 0.0961 0.1038 0.0078 0.0071 0.0007 
2/2/12 13:10 16.1 16.1 0.0970 0.0961 0.1038 0.0078 0.0071 0.0007 
2/2/12 13:11 16.1 16.1 0.0970 0.0961 0.1038 0.0078 0.0071 0.0007 
2/2/12 13:12 16.1 16.1 0.0970 0.0961 0.1038 0.0078 0.0071 0.0007 
2/2/12 13:26 18.4 18.3 0.1110 0.1104 0.1176 0.0071 0.0065 0.0006 
2/2/12 13:27 18.4 18.3 0.1110 0.1104 0.1167 0.0063 0.0065 ‐0.0003 
2/2/12 13:28 18.4 18.3 0.1110 0.1104 0.1167 0.0063 0.0065 ‐0.0003 
2/2/12 13:29 18.4 18.3 0.1110 0.1104 0.1167 0.0063 0.0065 ‐0.0003 
2/2/12 13:36 20.7 20.8 0.1250 0.1248 0.1322 0.0074 0.0061 0.0013 
2/2/12 13:37 20.7 20.8 0.1250 0.1265 0.1322 0.0057 0.0061 ‐0.0004 
2/2/12 13:38 20.7 20.8 0.1250 0.1265 0.1313 0.0048 0.0061 ‐0.0013 
2/2/12 13:39 20.7 20.8 0.1250 0.1265 0.1313 0.0048 0.0061 ‐0.0013 
2/2/12 13:58 23.0 23.0 0.1390 0.1401 0.1460 0.0059 0.0057 0.0002 
2/2/12 13:59 23.0 23.0 0.1390 0.1409 0.1460 0.0050 0.0057 ‐0.0007 
2/2/12 14:00 23.0 23.0 0.1390 0.1409 0.1417 0.0007 0.0057 ‐0.0050 
2/2/12 14:01 23.0 23.0 0.1390 0.1409 0.1460 0.0050 0.0057 ‐0.0007 
 
A.2: Contraction Ratio, L/B = 0.17, Number of Structures = 1 
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Date 
 
Time 
Flow (L/s) Depth (m)  
Baseline (m) 
 

Target Actual Target Downstream Upstream Difference(m) 
9/22/11 12:58 5.7 / 5.9 0.0340 0.0363 0.0514 0.0151 0.0126 0.0025 
9/22/11 12:59 5.7 5.9 0.0340 0.0363 0.0514 0.0151 0.0126 0.0025 
9/22/11 13:00 5.7 5.9 0.0340 0.0346 0.0514 0.0168 0.0126 0.0042 
9/22/11 13:01 5.7 5.9 0.0340 0.0346 0.0514 0.0168 0.0126 0.0042 
9/22/11 13:12 6.9 6.9 0.0420 0.0414 0.0548 0.0134 0.0115 0.0019 
9/22/11 13:13 6.9 6.9 0.0420 0.0414 0.0548 0.0134 0.0115 0.0019 
9/22/11 13:14 6.9 6.9 0.0420 0.0414 0.0557 0.0143 0.0115 0.0028 
9/22/11 13:15 6.9 6.9 0.0420 0.0414 0.0557 0.0143 0.0115 0.0028 
9/22/11 13:25 8.0 8.1 0.0490 0.0482 0.0608 0.0127 0.0105 0.0022 
9/22/11 13:26 8.0 8.1 0.0490 0.0482 0.0608 0.0127 0.0105 0.0022 
9/22/11 13:27 8.0 8.1 0.0490 0.0482 0.0608 0.0127 0.0105 0.0022 
9/22/11 13:28 8.0 8.1 0.0490 0.0490 0.0608 0.0118 0.0105 0.0013 
9/22/11 13:37 9.2 9.1 0.0560 0.0558 0.0660 0.0102 0.0098 0.0004 
9/22/11 13:38 9.2 9.1 0.0560 0.0558 0.0660 0.0102 0.0098 0.0004 
9/22/11 13:39 9.2 9.1 0.0560 0.0558 0.0660 0.0102 0.0098 0.0004 
9/22/11 13:40 9.2 9.1 0.0560 0.0558 0.0660 0.0102 0.0098 0.0004 
9/22/11 13:58 10.3 10.3 0.0630 0.0643 0.0745 0.0103 0.0091 0.0012 
9/22/11 13:59 10.3 10.3 0.0630 0.0643 0.0745 0.0103 0.0091 0.0012 
9/22/11 14:00 10.3 10.3 0.0630 0.0651 0.0745 0.0094 0.0091 0.0003 
9/22/11 14:01 10.3 10.3 0.0630 0.0643 0.0754 0.0111 0.0091 0.0020 
9/22/11 15:40 11.5 11.4 0.0690 0.0677 0.0763 0.0086 0.0086 0.0000 
9/22/11 15:41 11.5 11.4 0.0690 0.0677 0.0763 0.0086 0.0086 0.0000 
9/22/11 15:42 11.5 11.4 0.0690 0.0677 0.0763 0.0086 0.0086 0.0000 
9/22/11 15:43 11.5 11.4 0.0690 ‐‐ ‐‐ ‐‐ ‐‐ ‐‐ 
2/2/12 14:30 13.8 14.3 0.0830 0.0842 0.0900 0.0058 0.0075 ‐0.0017 
2/2/12 14:31 13.8 14.3 0.0830 0.0851 0.0926 0.0076 0.0075 0.0000 
2/2/12 14:32 13.8 14.3 0.0830 0.0859 0.0918 0.0059 0.0075 ‐0.0017 
2/2/12 14:33 13.8 14.3 0.0830 0.0859 0.0926 0.0067 0.0075 ‐0.0008 
2/2/12 14:47 16.1 16.0 0.0970 0.0969 0.1055 0.0086 0.0071 0.0015 
2/2/12 14:48 16.1 16.0 0.0970 0.0969 0.1047 0.0078 0.0071 0.0007 
2/2/12 14:49 16.1 16.0 0.0970 0.0977 0.1047 0.0069 0.0071 ‐0.0002 
2/2/12 14:50 16.1 16.0 0.0970 0.0969 0.1047 0.0078 0.0071 0.0007 
2/2/12 14:59 18.4 18.2 0.1110 0.1138 0.1202 0.0063 0.0066 ‐0.0002 
2/2/12 15:00 18.4 18.2 0.1110 0.1147 0.1202 0.0055 0.0066 ‐0.0011 
2/2/12 15:01 18.4 18.2 0.1110 0.1147 0.1210 0.0063 0.0066 ‐0.0002 
2/2/12 15:02 18.4 18.2 0.1110 0.1147 0.1210 0.0063 0.0066 ‐0.0002 
2/2/12 15:09 20.7 20.7 0.1250 0.1231 0.1305 0.0073 0.0061 0.0012 
2/2/12 15:10 20.7 20.7 0.1250 ‐‐ ‐‐ ‐‐ ‐‐ ‐‐ 
2/2/12 15:11 20.7 20.7 0.1250 0.1223 0.1288 0.0065 0.0061 0.0004 
2/2/12 15:12 20.7 20.7 0.1250 0.1215 0.1288 0.0073 0.0061 0.0012 
2/2/12 15:21 23.0 23.2 0.1390 0.1384 0.1460 0.0076 0.0057 0.0019 
2/2/12 15:22 23.0 23.2 0.1390 0.1384 0.1451 0.0067 0.0057 0.0010 
2/2/12 15:23 23.0 23.2 0.1390 0.1384 0.1451 0.0067 0.0057 0.0010 
2/2/12 15:24 23.0 23.2 0.1390 0.1384 0.1451 0.0067 0.0057 0.0010 
 
A.3: Contraction Ratio, L/B = 0.17, Number of Structures = 2 
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Date 
 
Time 
Flow (L/s) Depth (m)  
Baseline (m) 
 

Target Actual Target Downstream Upstream Difference(m) 
9/22/11 18:32 5.7 / 5.8 0.0340 0.0363 0.0522 0.0160 0.0127 0.0032 
9/22/11 18:33 5.7 5.8 0.0340 0.0363 0.0522 0.0160 0.0127 0.0032 
9/22/11 18:34 5.7 5.8 0.0340 0.0363 0.0522 0.0160 0.0127 0.0032 
9/22/11 18:35 5.7 5.8 0.0340 0.0363 0.0522 0.0160 0.0127 0.0032 
9/22/11 18:46 6.9 6.8 0.0420 0.0414 0.0565 0.0152 0.0116 0.0036 
9/22/11 18:47 6.9 6.8 0.0420 0.0414 0.0557 0.0143 0.0116 0.0027 
9/22/11 18:48 6.9 6.8 0.0420 0.0405 0.0557 0.0152 0.0116 0.0036 
9/22/11 18:49 6.9 6.8 0.0420 0.0405 0.0557 0.0152 0.0116 0.0036 
9/22/11 18:58 8.0 8.0 0.0490 0.0498 0.0608 0.0110 0.0105 0.0004 
9/22/11 18:59 8.0 8.0 0.0490 0.0498 0.0617 0.0118 0.0105 0.0013 
9/22/11 19:00 8.0 8.0 0.0490 0.0498 0.0617 0.0118 0.0105 0.0013 
9/22/11 19:01 8.0 8.0 0.0490 0.0498 0.0617 0.0118 0.0105 0.0013 
9/22/11 19:07 9.2 9.1 0.0560 0.0558 0.0668 0.0110 0.0098 0.0013 
9/22/11 19:08 9.2 9.1 0.0560 0.0566 0.0668 0.0102 0.0098 0.0004 
9/22/11 19:09 9.2 9.1 0.0560 0.0566 0.0677 0.0111 0.0098 0.0013 
9/22/11 19:10 9.2 9.1 0.0560 0.0566 0.0677 0.0111 0.0098 0.0013 
9/22/11 19:17 10.3 10.3 0.0630 0.0617 0.0720 0.0103 0.0091 0.0011 
9/22/11 19:18 10.3 10.3 0.0630 0.0617 0.0720 0.0103 0.0091 0.0011 
9/22/11 19:19 10.3 10.3 0.0630 0.0617 0.0728 0.0111 0.0091 0.0020 
9/22/11 19:20 10.3 10.3 0.0630 0.0609 0.0728 0.0120 0.0091 0.0028 
9/22/11 19:28 11.5 11.4 0.0690 0.0702 0.0797 0.0095 0.0086 0.0009 
9/22/11 19:29 11.5 11.4 0.0690 0.0702 0.0806 0.0104 0.0086 0.0018 
9/22/11 19:30 11.5 11.4 0.0690 0.0702 0.0806 0.0104 0.0086 0.0018 
9/22/11 19:31 11.5 11.4 0.0690 0.0702 0.0814 0.0112 0.0086 0.0026 
2/2/12 17:25 13.8 14.0 0.0830 ‐‐ ‐‐ ‐‐ ‐‐ ‐‐ 
2/2/12 17:26 13.8 14.0 0.0830 ‐‐ ‐‐ ‐‐ ‐‐ ‐‐ 
2/2/12 17:27 13.8 14.0 0.0830 ‐‐ ‐‐ ‐‐ ‐‐ ‐‐ 
2/2/12 17:28 13.8 14.0 0.0830 0.0859 0.0866 0.0007 0.0076 ‐0.0069 
2/2/12 17:33 16.1 16.0 0.0970 ‐‐ ‐‐ ‐‐ ‐‐ ‐‐ 
2/2/12 17:34 16.1 16.0 0.0970 0.0986 0.1004 0.0018 0.0071 ‐0.0053 
2/2/12 17:35 16.1 16.0 0.0970 0.0994 0.1029 0.0035 0.0071 ‐0.0036 
2/2/12 17:36 16.1 16.0 0.0970 0.0986 0.1038 0.0052 0.0071 ‐0.0019 
2/2/12 17:45 18.4 18.2 0.1110 ‐‐ ‐‐ ‐‐ ‐‐ ‐‐ 
2/2/12 17:46 18.4 18.2 0.1110 0.1113 0.1141 0.0028 0.0066 ‐0.0037 
2/2/12 18:46 18.4 18.2 0.1110 0.1113 0.1141 0.0028 0.0066 ‐0.0037 
2/2/12 19:46 18.4 18.2 0.1110 0.1113 0.1141 0.0028 0.0066 ‐0.0037 
2/2/12 17:54 20.7 20.8 0.1250 0.1240 0.1279 0.0039 0.0061 ‐0.0022 
2/2/12 17:55 20.7 20.8 0.1250 0.1240 0.1279 0.0039 0.0061 ‐0.0022 
2/2/12 17:56 20.7 20.8 0.1250 0.1248 0.1279 0.0031 0.0061 ‐0.0030 
2/2/12 17:57 20.7 20.8 0.1250 0.1248 0.1279 0.0031 0.0061 ‐0.0030 
2/2/12 18:07 23.0 23.1 0.1390 ‐‐ ‐‐ ‐‐ ‐‐ ‐‐ 
2/2/12 19:07 23.0 23.1 0.1390 0.1384 0.1434 0.0050 0.0057 ‐0.0007 
2/2/12 20:07 23.0 23.1 0.1390 0.1392 0.1434 0.0042 0.0057 ‐0.0016 
2/2/12 21:07 23.0 23.1 0.1390 0.1384 0.1442 0.0059 0.0057 0.0001 
 
A.4: Contraction Ratio, L/B = 0.17, Number of Structures = 3 
106 
 
 
 
Date 
 
Time 
Flow (L/s) Depth (m)  
Baseline (m) 
 

Target Actual Target Downstream Upstream Difference(m) 
9/23/11 9:13 5.7 / 5.8 0.0340 0.0337 0.0488 0.0151 0.0127 0.0023 
9/23/11 9:14 5.7 5.8 0.0340 0.0337 0.0488 0.0151 0.0127 0.0023 
9/23/11 9:15 5.7 5.8 0.0340 0.0337 0.0488 0.0151 0.0127 0.0023 
9/23/11 9:16 5.7 5.8 0.0340 0.0337 0.0488 0.0151 0.0127 0.0023 
9/23/11 9:33 6.9 6.8 0.0420 0.0431 0.0582 0.0152 0.0116 0.0036 
9/23/11 9:34 6.9 6.8 0.0420 0.0422 0.0582 0.0160 0.0116 0.0045 
9/23/11 9:35 6.9 6.8 0.0420 0.0422 0.0574 0.0152 0.0116 0.0036 
9/23/11 9:36 6.9 6.8 0.0420 0.0414 0.0574 0.0160 0.0116 0.0045 
9/23/11 9:43 8.0 8.0 0.0490 0.0490 0.0600 0.0110 0.0105 0.0004 
9/23/11 9:44 8.0 8.0 0.0490 0.0490 0.0608 0.0118 0.0105 0.0013 
9/23/11 9:45 8.0 8.0 0.0490 0.0482 0.0608 0.0127 0.0105 0.0021 
9/23/11 9:46 8.0 8.0 0.0490 0.0482 0.0617 0.0135 0.0105 0.0030 
9/23/11 9:56 9.2 9.1 0.0560 0.0566 0.0677 0.0111 0.0098 0.0012 
9/23/11 9:57 9.2 9.1 0.0560 0.0566 0.0677 0.0111 0.0098 0.0012 
9/23/11 9:58 9.2 9.1 0.0560 0.0558 0.0677 0.0119 0.0098 0.0021 
9/23/11 9:59 9.2 9.1 0.0560 0.0558 0.0677 0.0119 0.0098 0.0021 
9/23/11 10:09 10.3 10.3 0.0630 0.0626 0.0737 0.0111 0.0091 0.0020 
9/23/11 10:10 10.3 10.3 0.0630 0.0626 0.0737 0.0111 0.0091 0.0020 
9/23/11 10:11 10.3 10.3 0.0630 0.0626 0.0737 0.0111 0.0091 0.0020 
9/23/11 10:12 10.3 10.3 0.0630 0.0626 0.0737 0.0111 0.0091 0.0020 
9/23/11 10:20 11.5 11.4 0.0690 0.0702 0.0797 0.0095 0.0086 0.0009 
9/23/11 10:21 11.5 11.4 0.0690 0.0694 0.0806 0.0112 0.0086 0.0026 
9/23/11 10:22 11.5 11.4 0.0690 0.0694 0.0797 0.0103 0.0086 0.0017 
9/23/11 10:23 11.5 11.4 0.0690 0.0694 0.0806 0.0112 0.0086 0.0026 
2/2/12 18:34 13.8 13.7 0.0830 0.0825 0.0892 0.0067 0.0077 ‐0.0011 
2/2/12 18:35 13.8 13.7 0.0830 0.0834 0.0892 0.0058 0.0077 ‐0.0019 
2/2/12 18:36 13.8 13.7 0.0830 0.0834 0.0900 0.0067 0.0077 ‐0.0010 
2/2/12 18:37 13.8 13.7 0.0830 0.0834 0.0900 0.0067 0.0077 ‐0.0010 
2/2/12 18:45 16.1 16.0 0.0970 0.0969 0.1038 0.0069 0.0071 ‐0.0002 
2/2/12 18:46 16.1 16.0 0.0970 0.0961 0.1047 0.0086 0.0071 0.0015 
2/2/12 18:47 16.1 16.0 0.0970 0.0961 0.1038 0.0078 0.0071 0.0007 
2/2/12 18:48 16.1 16.0 0.0970 0.0961 0.1038 0.0078 0.0071 0.0007 
2/2/12 18:55 18.4 18.2 0.1110 0.1113 0.1193 0.0080 0.0066 0.0014 
2/2/12 18:56 18.4 18.2 0.1110 0.1121 0.1202 0.0080 0.0066 0.0014 
2/2/12 18:57 18.4 18.2 0.1110 0.1130 0.1193 0.0063 0.0066 ‐0.0003 
2/2/12 18:58 18.4 18.2 0.1110 0.1130 0.1202 0.0072 0.0066 0.0006 
2/2/12 19:06 20.7 20.8 0.1250 0.1240 0.1305 0.0065 0.0061 0.0004 
2/2/12 19:07 20.7 20.8 0.1250 0.1240 0.1305 0.0065 0.0061 0.0004 
2/2/12 19:08 20.7 20.8 0.1250 0.1231 0.1305 0.0073 0.0061 0.0012 
2/2/12 19:09 20.7 20.8 0.1250 0.1231 0.1305 0.0073 0.0061 0.0012 
2/2/12 19:17 23.0 23.1 0.1390 0.1384 0.1451 0.0067 0.0057 0.0010 
2/2/12 19:18 23.0 23.1 0.1390 0.1384 0.1451 0.0067 0.0057 0.0010 
2/2/12 19:19 23.0 23.1 0.1390 0.1392 0.1460 0.0067 0.0057 0.0010 
2/2/12 19:20 23.0 23.1 0.1390 0.1392 0.1460 0.0067 0.0057 0.0010 
 
A.5: Contraction Ratio, L/B = 0.17, Number of Structures = 4 
107 
 
 
 
Date 
 
Time 
Flow (L/s) Depth (m)  
Baseline (m) 
 

Target Actual Target Downstream Upstream Difference(m) 
10/4/11 7:37 5.7 / 5.4 0.0340 0.0326 0.0513 0.0188 0.0132 0.0055 
10/4/11 7:38 5.7 5.4 0.0340 0.0326 0.0505 0.0179 0.0132 0.0047 
10/4/11 7:39 5.7 5.4 0.0340 0.0326 0.0505 0.0179 0.0132 0.0047 
10/4/11 7:40 5.7 5.4 0.0340 0.0334 0.0505 0.0171 0.0132 0.0038 
10/4/11 7:50 6.9 7.0 0.0420 0.0410 0.0573 0.0163 0.0114 0.0049 
10/4/11 7:51 6.9 7.0 0.0420 0.0419 0.0573 0.0155 0.0114 0.0040 
10/4/11 7:52 6.9 7.0 0.0420 0.0410 0.0573 0.0163 0.0114 0.0049 
10/4/11 7:53 6.9 7.0 0.0420 0.0410 0.0582 0.0172 0.0114 0.0057 
10/4/11 8:03 8.0 8.1 0.0490 0.0495 0.0625 0.0130 0.0105 0.0025 
10/4/11 8:04 8.0 8.1 0.0490 0.0495 0.0634 0.0139 0.0105 0.0034 
10/4/11 8:05 8.0 8.1 0.0490 0.0495 0.0625 0.0130 0.0105 0.0025 
10/4/11 8:06 8.0 8.1 0.0490 0.0495 0.0634 0.0139 0.0105 0.0034 
10/4/11 8:13 9.2 9.2 0.0560 0.0580 0.0677 0.0097 0.0097 0.0000 
10/4/11 8:14 9.2 9.2 0.0560 0.0580 0.0694 0.0114 0.0097 0.0017 
10/4/11 8:15 9.2 9.2 0.0560 0.0588 0.0694 0.0106 0.0097 0.0008 
10/4/11 8:16 9.2 9.2 0.0560 0.0588 0.0694 0.0106 0.0097 0.0008 
10/4/11 8:25 10.3 10.4 0.0630 0.0605 0.0746 0.0141 0.0091 0.0050 
10/4/11 8:26 10.3 10.4 0.0630 0.0613 0.0737 0.0123 0.0091 0.0033 
10/4/11 8:27 10.3 10.4 0.0630 0.0622 0.0737 0.0115 0.0091 0.0024 
10/4/11 8:28 10.3 10.4 0.0630 0.0630 0.0737 0.0107 0.0091 0.0016 
10/4/11 8:35 11.5 12.2 0.0690 0.0681 0.0789 0.0107 0.0083 0.0025 
10/4/11 8:36 11.5 12.2 0.0690 0.0681 0.0789 0.0107 0.0083 0.0025 
10/4/11 8:37 11.5 12.2 0.0690 0.0690 0.0806 0.0116 0.0083 0.0033 
10/4/11 8:38 11.5 12.2 0.0690 0.0690 0.0814 0.0125 0.0083 0.0042 
2/3/12 7:47 13.8 13.9 0.0830 0.0817 0.0866 0.0049 0.0077 ‐0.0027 
2/3/12 7:48 13.8 13.9 0.0830 0.0817 0.0875 0.0058 0.0077 ‐0.0019 
2/3/12 7:49 13.8 13.9 0.0830 0.0817 0.0866 0.0049 0.0077 ‐0.0027 
2/3/12 7:50 13.8 13.9 0.0830 0.0817 0.0875 0.0058 0.0077 ‐0.0019 
2/3/12 8:00 16.1 16.1 0.0970 ‐‐ ‐‐ ‐‐ ‐‐ ‐‐ 
2/3/12 8:01 16.1 16.1 0.0970 ‐‐ ‐‐ ‐‐ ‐‐ ‐‐ 
2/3/12 8:02 16.1 16.1 0.0970 ‐‐ ‐‐ ‐‐ ‐‐ ‐‐ 
2/3/12 8:03 16.1 16.1 0.0970 0.0969 0.1012 0.0043 0.0070 ‐0.0027 
2/3/12 8:11 18.4 18.3 0.1110 0.1113 0.1167 0.0054 0.0065 ‐0.0011 
2/3/12 8:12 18.4 18.3 0.1110 0.1113 0.1167 0.0054 0.0065 ‐0.0011 
2/3/12 8:13 18.4 18.3 0.1110 0.1121 0.1176 0.0054 0.0065 ‐0.0011 
2/3/12 8:14 18.4 18.3 0.1110 ‐‐ ‐‐ ‐‐ ‐‐ ‐‐ 
2/3/12 8:22 20.7 20.7 0.1250 0.1248 0.1253 0.0005 0.0061 ‐0.0056 
2/3/12 8:23 20.7 20.7 0.1250 0.1248 0.1279 0.0031 0.0061 ‐0.0030 
2/3/12 8:24 20.7 20.7 0.1250 0.1240 0.1279 0.0039 0.0061 ‐0.0022 
2/3/12 8:25 20.7 20.7 0.1250 0.1248 0.1279 0.0031 0.0061 ‐0.0030 
2/3/12 8:33 23.0 23.1 0.1390 0.1384 0.1417 0.0033 0.0057 ‐0.0024 
2/3/12 8:34 23.0 23.1 0.1390 0.1392 0.1417 0.0024 0.0057 ‐0.0033 
2/3/12 8:35 23.0 23.1 0.1390 0.1392 0.1417 0.0024 0.0057 ‐0.0033 
2/3/12 8:36 23.0 23.1 0.1390 0.1401 0.1417 0.0016 0.0057 ‐0.0041 
 
A.6: Contraction Ratio, L/B = 0.33, Number of Structures = 1 
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Date 
 
Time 
Flow (L/s) Depth (m)  
Baseline (m) 
 

Target Actual Target Downstream Upstream Difference(m) 
10/4/11 1:10 5.7 / 5.7 0.0340 0.0351 0.0487 0.0136 0.0129 0.0008 
10/4/11 1:11 5.7 5.7 0.0340 0.0351 0.0496 0.0145 0.0129 0.0016 
10/4/11 1:12 5.7 5.7 0.0340 0.0351 0.0496 0.0145 0.0129 0.0016 
10/4/11 1:13 5.7 5.7 0.0340 0.0351 0.0496 0.0145 0.0129 0.0016 
10/4/11 4:59 6.9 6.9 0.0420 0.0410 0.0565 0.0155 0.0115 0.0039 
10/4/11 5:00 6.9 6.9 0.0420 0.0419 0.0565 0.0146 0.0115 0.0031 
10/4/11 5:01 6.9 6.9 0.0420 0.0419 0.0565 0.0146 0.0115 0.0031 
10/4/11 5:02 6.9 6.9 0.0420 0.0419 0.0573 0.0155 0.0115 0.0039 
10/4/11 2:03 8.0 8.1 0.0490 0.0495 0.0634 0.0139 0.0105 0.0034 
10/4/11 2:04 8.0 8.1 0.0490 0.0495 0.0634 0.0139 0.0105 0.0034 
10/4/11 2:05 8.0 8.1 0.0490 0.0495 0.0634 0.0139 0.0105 0.0034 
10/4/11 2:06 8.0 8.1 0.0490 0.0495 0.0634 0.0139 0.0105 0.0034 
10/4/11 2:18 9.2 9.2 0.0560 0.0588 0.0703 0.0114 0.0098 0.0017 
10/4/11 2:19 9.2 9.2 0.0560 0.0588 0.0694 0.0106 0.0098 0.0008 
10/4/11 2:20 9.2 9.2 0.0560 0.0588 0.0694 0.0106 0.0098 0.0008 
10/4/11 2:21 9.2 9.2 0.0560 0.0588 0.0694 0.0106 0.0098 0.0008 
10/4/11 2:30 10.3 10.3 0.0630 ‐‐ ‐‐ ‐‐ ‐‐ ‐‐ 
10/4/11 2:31 10.3 10.3 0.0630 0.0647 0.0754 0.0107 0.0091 0.0016 
10/4/11 2:32 10.3 10.3 0.0630 0.0647 0.0763 0.0115 0.0091 0.0024 
10/4/11 2:33 10.3 10.3 0.0630 0.0647 0.0763 0.0115 0.0091 0.0024 
10/4/11 2:41 11.5 11.5 0.0690 0.0690 0.0789 0.0099 0.0086 0.0013 
10/4/11 2:42 11.5 11.5 0.0690 0.0690 0.0797 0.0108 0.0086 0.0022 
10/4/11 2:43 11.5 11.5 0.0690 0.0690 0.0797 0.0108 0.0086 0.0022 
10/4/11 2:44 11.5 11.5 0.0690 0.0690 0.0814 0.0125 0.0086 0.0039 
2/3/12 8:55 13.8 14.2 0.0830 0.0834 0.0900 0.0067 0.0076 ‐0.0009 
2/3/12 8:56 13.8 14.2 0.0830 0.0834 0.0900 0.0067 0.0076 ‐0.0009 
2/3/12 8:57 13.8 14.2 0.0830 0.0834 0.0900 0.0067 0.0076 ‐0.0009 
2/3/12 8:58 13.8 14.2 0.0830 0.0834 0.0900 0.0067 0.0076 ‐0.0009 
2/3/12 9:07 16.1 15.9 0.0970 0.0969 0.1042 0.0073 0.0071 0.0002 
2/3/12 9:08 16.1 15.9 0.0970 0.0969 0.1029 0.0060 0.0071 ‐0.0010 
2/3/12 9:09 16.1 15.9 0.0970 0.0969 0.1029 0.0060 0.0071 ‐0.0010 
2/3/12 9:10 16.1 15.9 0.0970 ‐‐ ‐‐ ‐‐ ‐‐ ‐‐ 
2/3/12 9:19 18.4 18.3 0.1110 0.1113 0.1159 0.0046 0.0066 ‐0.0020 
2/3/12 9:20 18.4 18.3 0.1110 0.1113 0.1159 0.0046 0.0066 ‐0.0020 
2/3/12 9:21 18.4 18.3 0.1110 0.1113 0.1167 0.0054 0.0066 ‐0.0011 
2/3/12 9:22 18.4 18.3 0.1110 0.1113 0.1167 0.0054 0.0066 ‐0.0011 
2/3/12 9:32 20.7 20.7 0.1250 0.1215 0.1296 0.0082 0.0061 0.0021 
2/3/12 9:33 20.7 20.7 0.1250 0.1215 0.1288 0.0073 0.0061 0.0012 
2/3/12 9:34 20.7 20.7 0.1250 0.1215 0.1288 0.0073 0.0061 0.0012 
2/3/12 9:35 20.7 20.7 0.1250 0.1215 0.1288 0.0073 0.0061 0.0012 
2/3/12 9:42 23.0 23.1 0.1390 0.1392 0.1451 0.0059 0.0057 0.0001 
2/3/12 9:43 23.0 23.1 0.1390 0.1392 0.1460 0.0067 0.0057 0.0010 
2/3/12 9:44 23.0 23.1 0.1390 0.1392 0.1460 0.0067 0.0057 0.0010 
2/3/12 9:45 23.0 23.1 0.1390 0.1384 0.1460 0.0076 0.0057 0.0019 
 
A.7: Contraction Ratio, L/B = 0.33, Number of Structures = 2 
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Date 
 
Time 
Flow (L/s) Depth (m)  
Baseline (m) 
 

Target Actual Target Downstream Upstream Difference(m) 
10/5/11 7:14 5.7 / 5.8 0.0340 0.0343 0.0530 0.0188 0.0127 0.0061 
10/5/11 7:15 5.7 5.8 0.0340 0.0343 0.0530 0.0188 0.0127 0.0061 
10/5/11 7:16 5.7 5.8 0.0340 0.0343 0.0522 0.0179 0.0127 0.0052 
10/5/11 7:17 5.7 5.8 0.0340 0.0334 0.0522 0.0188 0.0127 0.0061 
10/5/11 7:26 6.9 7.0 0.0420 0.0436 0.0548 0.0112 0.0114 ‐0.0002 
10/5/11 7:27 6.9 7.0 0.0420 0.0436 0.0565 0.0129 0.0114 0.0015 
10/5/11 7:28 6.9 7.0 0.0420 0.0436 0.0565 0.0129 0.0114 0.0015 
10/5/11 7:29 6.9 7.0 0.0420 0.0436 0.0565 0.0129 0.0114 0.0015 
10/5/11 7:37 8.0 8.1 0.0490 0.0495 0.0634 0.0139 0.0105 0.0034 
10/5/11 7:38 8.0 8.1 0.0490 0.0495 0.0634 0.0139 0.0105 0.0034 
10/5/11 7:39 8.0 8.1 0.0490 0.0495 0.0634 0.0139 0.0105 0.0034 
10/5/11 7:40 8.0 8.1 0.0490 0.0495 0.0634 0.0139 0.0105 0.0034 
10/5/11 7:50 9.2 9.3 0.0560 0.0563 0.0677 0.0114 0.0097 0.0017 
10/5/11 7:51 9.2 9.3 0.0560 0.0580 0.0677 0.0097 0.0097 0.0000 
10/5/11 7:52 9.2 9.3 0.0560 0.0580 0.0677 0.0097 0.0097 0.0000 
10/5/11 7:53 9.2 9.3 0.0560 0.0580 0.0677 0.0097 0.0097 0.0000 
10/5/11 8:04 10.3 10.5 0.0630 0.0630 0.0746 0.0115 0.0090 0.0025 
10/5/11 8:05 10.3 10.5 0.0630 0.0630 0.0746 0.0115 0.0090 0.0025 
10/5/11 8:06 10.3 10.5 0.0630 0.0630 0.0746 0.0115 0.0090 0.0025 
10/5/11 8:07 10.3 10.5 0.0630 0.0630 0.0746 0.0115 0.0090 0.0025 
10/5/11 8:15 11.5 11.5 0.0690 0.0681 0.0771 0.0090 0.0086 0.0005 
10/5/11 8:16 11.5 11.5 0.0690 0.0681 0.0789 0.0107 0.0086 0.0022 
10/5/11 8:17 11.5 11.5 0.0690 0.0681 0.0789 0.0107 0.0086 0.0022 
10/5/11 8:18 11.5 11.5 0.0690 0.0673 0.0789 0.0116 0.0086 0.0030 
2/3/12 10:16 13.8 13.5 0.0830 0.0817 0.0935 0.0118 0.0078 0.0040 
2/3/12 10:17 13.8 13.5 0.0830 0.0817 0.0935 0.0118 0.0078 0.0040 
2/3/12 10:18 13.8 13.5 0.0830 0.0825 0.0943 0.0118 0.0078 0.0040 
2/3/12 10:19 13.8 13.5 0.0830 0.0834 0.0943 0.0110 0.0078 0.0032 
2/3/12 10:29 16.1 16.0 0.0970 0.0961 0.1072 0.0112 0.0071 0.0041 
2/3/12 10:30 16.1 16.0 0.0970 0.0961 0.1072 0.0112 0.0071 0.0041 
2/3/12 10:31 16.1 16.0 0.0970 0.0961 0.1072 0.0112 0.0071 0.0041 
2/3/12 10:32 16.1 16.0 0.0970 0.0969 0.1072 0.0103 0.0071 0.0033 
2/3/12 10:48 18.4 18.4 0.1110 0.1113 0.1193 0.0080 0.0065 0.0015 
2/3/12 10:49 18.4 18.4 0.1110 0.1113 0.1184 0.0071 0.0065 0.0006 
2/3/12 10:50 18.4 18.4 0.1110 0.1104 0.1184 0.0080 0.0065 0.0014 
2/3/12 10:51 18.4 18.4 0.1110 0.1104 0.1184 0.0080 0.0065 0.0014 
2/3/12 11:03 20.7 20.7 0.1250 0.1265 0.1331 0.0065 0.0061 0.0004 
2/3/12 11:04 20.7 20.7 0.1250 0.1265 0.1331 0.0065 0.0061 0.0004 
2/3/12 11:05 20.7 20.7 0.1250 0.1265 0.1331 0.0065 0.0061 0.0004 
2/3/12 11:06 20.7 20.7 0.1250 0.1265 0.1331 0.0065 0.0061 0.0004 
2/3/12 11:14 23.0 23.0 0.1390 0.1384 0.1460 0.0076 0.0057 0.0018 
2/3/12 11:15 23.0 23.0 0.1390 0.1392 0.1460 0.0067 0.0057 0.0010 
2/3/12 11:16 23.0 23.0 0.1390 0.1392 0.1460 0.0067 0.0057 0.0010 
2/3/12 11:17 23.0 23.0 0.1390 0.1392 0.1460 0.0067 0.0057 0.0010 
 
A.8: Contraction Ratio, L/B = 0.33, Number of Structures = 3 
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Date 
 
Time 
Flow (L/s) Depth (m)  
Baseline (m) 
 

Target Actual Target Downstream Upstream Difference(m) 
10/5/11 13:15 5.7 / 5.8 0.0340 0.0343 0.0513 0.0171 0.0127 0.0044 
10/5/11 13:16 5.7 5.8 0.0340 0.0343 0.0513 0.0171 0.0127 0.0044 
10/5/11 13:17 5.7 5.8 0.0340 0.0343 0.0513 0.0171 0.0127 0.0044 
10/5/11 13:18 5.7 5.8 0.0340 0.0343 0.0513 0.0171 0.0127 0.0044 
10/5/11 13:25 6.9 6.9 0.0420 0.0419 0.0556 0.0138 0.0115 0.0022 
10/5/11 13:26 6.9 6.9 0.0420 0.0419 0.0556 0.0138 0.0115 0.0022 
10/5/11 13:27 6.9 6.9 0.0420 0.0419 0.0556 0.0138 0.0115 0.0022 
10/5/11 13:28 6.9 6.9 0.0420 0.0419 0.0556 0.0138 0.0115 0.0022 
10/5/11 13:42 8.0 8.0 0.0490 0.0486 0.0634 0.0147 0.0106 0.0041 
10/5/11 13:43 8.0 8.0 0.0490 0.0486 0.0625 0.0139 0.0106 0.0033 
10/5/11 13:44 8.0 8.0 0.0490 0.0478 0.0617 0.0138 0.0106 0.0033 
10/5/11 13:45 8.0 8.0 0.0490 0.0478 0.0617 0.0138 0.0106 0.0033 
10/5/11 13:58 9.2 9.1 0.0560 0.0580 0.0694 0.0114 0.0098 0.0016 
10/5/11 13:59 9.2 9.1 0.0560 0.0580 0.0694 0.0114 0.0098 0.0016 
10/5/11 14:00 9.2 9.1 0.0560 0.0580 0.0694 0.0114 0.0098 0.0016 
10/5/11 14:01 9.2 9.1 0.0560 0.0580 0.0694 0.0114 0.0098 0.0016 
10/5/11 14:13 10.3 10.4 0.0630 0.0622 0.0720 0.0098 0.0091 0.0007 
10/5/11 14:14 10.3 10.4 0.0630 0.0622 0.0728 0.0106 0.0091 0.0016 
10/5/11 14:15 10.3 10.4 0.0630 0.0630 0.0737 0.0107 0.0091 0.0016 
10/5/11 14:16 10.3 10.4 0.0630 0.0630 0.0737 0.0107 0.0091 0.0016 
10/5/11 14:33 11.5 11.4 0.0690 0.0681 0.0806 0.0125 0.0086 0.0038 
10/5/11 14:34 11.5 11.4 0.0690 0.0681 0.0806 0.0125 0.0086 0.0038 
10/5/11 14:35 11.5 11.4 0.0690 0.0681 0.0797 0.0116 0.0086 0.0030 
10/5/11 14:36 11.5 11.4 0.0690 0.0681 0.0797 0.0116 0.0086 0.0030 
2/3/12 12:12 13.8 13.7 0.0830 0.0817 0.0883 0.0067 0.0077 ‐0.0011 
2/3/12 12:13 13.8 13.7 0.0830 0.0817 0.0883 0.0067 0.0077 ‐0.0011 
2/3/12 12:14 13.8 13.7 0.0830 0.0825 0.0883 0.0058 0.0077 ‐0.0019 
2/3/12 12:15 13.8 13.7 0.0830 0.0825 0.0892 0.0067 0.0077 ‐0.0011 
2/3/12 12:23 16.1 16.1 0.0970 0.0986 0.1047 0.0061 0.0071 ‐0.0010 
2/3/12 12:24 16.1 16.1 0.0970 0.0994 0.1064 0.0069 0.0071 ‐0.0001 
2/3/12 12:25 16.1 16.1 0.0970 0.0994 0.1064 0.0069 0.0071 ‐0.0001 
2/3/12 12:26 16.1 16.1 0.0970 0.1003 0.1064 0.0061 0.0071 ‐0.0010 
2/3/12 12:34 18.4 18.2 0.1110 0.1113 0.1184 0.0071 0.0066 0.0006 
2/3/12 12:35 18.4 18.2 0.1110 0.1113 0.1184 0.0071 0.0066 0.0006 
2/3/12 12:36 18.4 18.2 0.1110 0.1121 0.1193 0.0072 0.0066 0.0006 
2/3/12 12:37 18.4 18.2 0.1110 0.1121 0.1193 0.0072 0.0066 0.0006 
2/3/12 12:45 20.7 20.6 0.1250 0.1240 0.1313 0.0073 0.0061 0.0012 
2/3/12 12:46 20.7 20.6 0.1250 0.1240 0.1313 0.0073 0.0061 0.0012 
2/3/12 12:47 20.7 20.6 0.1250 0.1240 0.1313 0.0073 0.0061 0.0012 
2/3/12 12:48 20.7 20.6 0.1250 0.1248 0.1313 0.0065 0.0061 0.0004 
2/3/12 12:56 23.0 23.1 0.1390 ‐‐ ‐‐ ‐‐ ‐‐ ‐‐ 
2/3/12 12:57 23.0 23.1 0.1390 0.1384 0.1442 0.0059 0.0057 0.0001 
2/3/12 12:58 23.0 23.1 0.1390 0.1375 0.1442 0.0067 0.0057 0.0010 
2/3/12 12:59 23.0 23.1 0.1390 0.1384 0.1451 0.0067 0.0057 0.0010 
 
A.9: Contraction Ratio, L/B = 0.33, Number of Structures = 4 
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Date 
 
Time 
Flow (L/s) Depth (m)  
Baseline (m) 
 

Target Actual Target Downstream Upstream Difference(m) 
10/6/11 11:33 5.7 / 5.8 0.0340 0.0351 0.0539 0.0188 0.0128 0.0060 
10/6/11 11:34 5.7 5.8 0.0340 0.0360 0.0539 0.0180 0.0128 0.0052 
10/6/11 11:35 5.7 5.8 0.0340 0.0360 0.0539 0.0180 0.0128 0.0052 
10/6/11 11:36 5.7 5.8 0.0340 0.0360 0.0539 0.0180 0.0128 0.0052 
10/6/11 11:50 6.9 6.9 0.0420 0.0419 0.0591 0.0172 0.0115 0.0057 
10/6/11 11:51 6.9 6.9 0.0420 0.0419 0.0582 0.0163 0.0115 0.0048 
10/6/11 11:52 6.9 6.9 0.0420 0.0419 0.0591 0.0172 0.0115 0.0057 
10/6/11 11:53 6.9 6.9 0.0420 0.0419 0.0591 0.0172 0.0115 0.0057 
10/6/11 12:04 8.0 8.1 0.0490 0.0512 0.0634 0.0122 0.0105 0.0017 
10/6/11 12:05 8.0 8.1 0.0490 0.0512 0.0642 0.0130 0.0105 0.0025 
10/6/11 12:06 8.0 8.1 0.0490 0.0512 0.0634 0.0122 0.0105 0.0017 
10/6/11 12:07 8.0 8.1 0.0490 0.0512 0.0634 0.0122 0.0105 0.0017 
10/6/11 12:17 9.2 9.2 0.0560 ‐‐ ‐‐ ‐‐ ‐‐ ‐‐ 
10/6/11 12:18 9.2 9.2 0.0560 0.0563 0.0677 0.0114 0.0098 0.0016 
10/6/11 12:19 9.2 9.2 0.0560 0.0563 0.0694 0.0131 0.0098 0.0034 
10/6/11 12:20 9.2 9.2 0.0560 0.0563 0.0694 0.0131 0.0098 0.0034 
10/6/11 12:28 10.3 10.4 0.0630 0.0630 0.0746 0.0115 0.0090 0.0025 
10/6/11 12:29 10.3 10.4 0.0630 0.0630 0.0754 0.0124 0.0090 0.0033 
10/6/11 12:30 10.3 10.4 0.0630 0.0630 0.0754 0.0124 0.0090 0.0033 
10/6/11 12:31 10.3 10.4 0.0630 0.0630 0.0763 0.0132 0.0090 0.0042 
10/6/11 12:44 11.5 11.6 0.0690 0.0681 0.0806 0.0125 0.0085 0.0039 
10/6/11 12:45 11.5 11.6 0.0690 0.0681 0.0789 0.0107 0.0085 0.0022 
10/6/11 12:46 11.5 11.6 0.0690 0.0681 0.0789 0.0107 0.0085 0.0022 
10/6/11 12:47 11.5 11.6 0.0690 0.0681 0.0789 0.0107 0.0085 0.0022 
2/17/12 12:59 13.8 13.9 0.0830 0.0842 0.0900 0.0058 0.0077 ‐0.0018 
2/17/12 13:00 13.8 13.9 0.0830 0.0834 0.0900 0.0067 0.0077 ‐0.0010 
2/17/12 13:01 13.8 13.9 0.0830 0.0842 0.0900 0.0058 0.0077 ‐0.0018 
2/17/12 13:02 13.8 13.9 0.0830 0.0842 0.0900 0.0058 0.0077 ‐0.0018 
2/17/12 13:12 16.1 15.9 0.0970 0.0961 0.1038 0.0078 0.0071 0.0006 
2/17/12 13:13 16.1 15.9 0.0970 0.0969 0.1038 0.0069 0.0071 ‐0.0002 
2/17/12 13:14 16.1 15.9 0.0970 0.0969 0.1038 0.0069 0.0071 ‐0.0002 
2/17/12 13:15 16.1 15.9 0.0970 0.0969 0.1038 0.0069 0.0071 ‐0.0002 
2/17/12 13:25 18.4 18.3 0.1110 0.1113 0.1176 0.0063 0.0065 ‐0.0003 
2/17/12 13:26 18.4 18.3 0.1110 0.1113 0.1176 0.0063 0.0065 ‐0.0003 
2/17/12 13:27 18.4 18.3 0.1110 0.1113 0.1176 0.0063 0.0065 ‐0.0003 
2/17/12 13:28 18.4 18.3 0.1110 0.1113 0.1176 0.0063 0.0065 ‐0.0003 
2/17/12 13:36 20.7 20.7 0.1250 0.1248 0.1305 0.0056 0.0061 ‐0.0005 
2/17/12 13:37 20.7 20.7 0.1250 0.1248 0.1305 0.0056 0.0061 ‐0.0005 
2/17/12 13:38 20.7 20.7 0.1250 0.1248 0.1305 0.0056 0.0061 ‐0.0005 
2/17/12 13:39 20.7 20.7 0.1250 0.1248 0.1305 0.0056 0.0061 ‐0.0005 
2/17/12 13:49 23.0 23.0 0.1390 0.1375 0.1434 0.0058 0.0057 0.0001 
2/17/12 13:50 23.0 23.0 0.1390 0.1384 0.1434 0.0050 0.0057 ‐0.0007 
2/17/12 13:51 23.0 23.0 0.1390 0.1384 0.1434 0.0050 0.0057 ‐0.0007 
2/17/12 13:52 23.0 23.0 0.1390 0.1384 0.1434 0.0050 0.0057 ‐0.0007 
 
A.10: Contraction Ratio, L/B = 0.50, Number of Structures = 1 
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Date 
 
Time 
Flow (L/s) Depth (m)  
Baseline (m) 
 

Target Actual Target Downstream Upstream Difference(m) 
10/6/11 15:26 5.7 / 5.8 0.0340 0.0334 0.0479 0.0145 0.0127 0.0018 
10/6/11 15:27 5.7 5.8 0.0340 0.0334 0.0479 0.0145 0.0127 0.0018 
10/6/11 15:28 5.7 5.8 0.0340 0.0343 0.0487 0.0145 0.0127 0.0018 
10/6/11 15:29 5.7 5.8 0.0340 0.0343 0.0487 0.0145 0.0127 0.0018 
10/6/11 15:38 6.9 6.9 0.0420 0.0436 0.0565 0.0129 0.0115 0.0014 
10/6/11 15:39 6.9 6.9 0.0420 0.0436 0.0565 0.0129 0.0115 0.0014 
10/6/11 15:40 6.9 6.9 0.0420 0.0436 0.0565 0.0129 0.0115 0.0014 
10/6/11 15:41 6.9 6.9 0.0420 0.0436 0.0573 0.0138 0.0115 0.0023 
10/6/11 15:56 8.0 8.2 0.0490 0.0503 0.0634 0.0130 0.0104 0.0026 
10/6/11 15:57 8.0 8.2 0.0490 0.0503 0.0634 0.0130 0.0104 0.0026 
10/6/11 15:58 8.0 8.2 0.0490 0.0512 0.0642 0.0130 0.0104 0.0026 
10/6/11 15:59 8.0 8.2 0.0490 0.0512 0.0634 0.0122 0.0104 0.0018 
10/6/11 16:13 9.2 9.3 0.0560 0.0554 0.0677 0.0123 0.0097 0.0025 
10/6/11 16:14 9.2 9.3 0.0560 0.0554 0.0677 0.0123 0.0097 0.0025 
10/6/11 16:15 9.2 9.3 0.0560 0.0554 0.0694 0.0140 0.0097 0.0043 
10/6/11 16:16 9.2 9.3 0.0560 0.0563 0.0694 0.0131 0.0097 0.0034 
10/6/11 16:30 10.3 10.3 0.0630 0.0630 0.0763 0.0132 0.0091 0.0041 
10/6/11 16:31 10.3 10.3 0.0630 0.0630 0.0763 0.0132 0.0091 0.0041 
10/6/11 16:32 10.3 10.3 0.0630 0.0630 0.0763 0.0132 0.0091 0.0041 
10/6/11 16:33 10.3 10.3 0.0630 0.0630 0.0763 0.0132 0.0091 0.0041 
10/6/11 16:44 11.5 11.3 0.0690 0.0673 0.0789 0.0116 0.0086 0.0030 
10/6/11 16:45 11.5 11.3 0.0690 0.0673 0.0789 0.0116 0.0086 0.0030 
10/6/11 16:46 11.5 11.3 0.0690 0.0681 0.0797 0.0116 0.0086 0.0030 
10/6/11 16:47 11.5 11.3 0.0690 0.0673 0.0789 0.0116 0.0086 0.0030 
2/27/12 14:31 13.8 13.8 0.0830 0.0817 0.0900 0.0084 0.0077 0.0007 
2/27/12 14:32 13.8 13.8 0.0830 0.0817 0.0892 0.0075 0.0077 ‐0.0002 
2/27/12 14:33 13.8 13.8 0.0830 0.0817 0.0900 0.0084 0.0077 0.0007 
2/27/12 14:34 13.8 13.8 0.0830 0.0825 0.0900 0.0075 0.0077 ‐0.0002 
2/27/12 14:45 16.1 16.1 0.0970 0.0961 0.1047 0.0086 0.0071 0.0016 
2/27/12 14:46 16.1 16.1 0.0970 0.0961 0.1047 0.0086 0.0071 0.0016 
2/27/12 14:47 16.1 16.1 0.0970 0.0961 0.1047 0.0086 0.0071 0.0016 
2/27/12 14:48 16.1 16.1 0.0970 0.0961 0.1047 0.0086 0.0071 0.0016 
2/27/12 14:56 18.4 18.3 0.1110 0.1121 0.1202 0.0080 0.0065 0.0015 
2/27/12 14:57 18.4 18.3 0.1110 0.1121 0.1202 0.0080 0.0065 0.0015 
2/27/12 14:58 18.4 18.3 0.1110 0.1130 0.1202 0.0072 0.0065 0.0006 
2/27/12 14:59 18.4 18.3 0.1110 0.1130 0.1202 0.0072 0.0065 0.0006 
2/27/12 15:10 20.7 20.7 0.1250 0.1257 0.1331 0.0074 0.0061 0.0013 
2/27/12 15:11 20.7 20.7 0.1250 0.1257 0.1331 0.0074 0.0061 0.0013 
2/27/12 15:12 20.7 20.7 0.1250 0.1257 0.1322 0.0065 0.0061 0.0004 
2/27/12 15:13 20.7 20.7 0.1250 0.1257 0.1331 0.0074 0.0061 0.0013 
2/27/12 15:23 23.0 22.9 0.1390 0.1392 0.1460 0.0067 0.0057 0.0010 
2/27/12 15:24 23.0 22.9 0.1390 0.1384 0.1460 0.0076 0.0057 0.0018 
2/27/12 15:25 23.0 22.9 0.1390 0.1392 0.1460 0.0067 0.0057 0.0010 
2/27/12 15:26 23.0 22.9 0.1390 0.1401 0.1460 0.0059 0.0057 0.0001 
 
A.11: Contraction Ratio, L/B = 0.50, Number of Structures = 2 
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Date 
 
Time 
Flow (L/s) Depth (m)  
Baseline (m) 
 

Target Actual Target Downstream Upstream Difference(m) 
10/7/11 7:07 5.7 / 5.7 0.0340 0.0351 0.0565 0.0214 0.0128 0.0086 
10/7/11 7:08 5.7 5.7 0.0340 0.0360 0.0565 0.0205 0.0128 0.0077 
10/7/11 7:09 5.7 5.7 0.0340 0.0360 0.0565 0.0205 0.0128 0.0077 
10/7/11 7:10 5.7 5.7 0.0340 0.0360 0.0556 0.0197 0.0128 0.0068 
10/7/11 7:20 6.9 6.8 0.0420 0.0410 0.0582 0.0172 0.0116 0.0056 
10/7/11 7:21 6.9 6.8 0.0420 0.0402 0.0582 0.0180 0.0116 0.0065 
10/7/11 7:22 6.9 6.8 0.0420 0.0402 0.0582 0.0180 0.0116 0.0065 
10/7/11 7:23 6.9 6.8 0.0420 0.0410 0.0582 0.0172 0.0116 0.0056 
10/7/11 7:35 8.0 7.9 0.0490 0.0495 0.0651 0.0156 0.0107 0.0049 
10/7/11 7:36 8.0 7.9 0.0490 0.0495 0.0651 0.0156 0.0107 0.0049 
10/7/11 7:37 8.0 7.9 0.0490 0.0495 0.0660 0.0165 0.0107 0.0058 
10/7/11 7:38 8.0 7.9 0.0490 0.0495 0.0651 0.0156 0.0107 0.0049 
10/7/11 7:53 9.2 8.9 0.0560 0.0563 0.0703 0.0140 0.0099 0.0041 
10/7/11 7:54 9.2 8.9 0.0560 0.0563 0.0703 0.0140 0.0099 0.0041 
10/7/11 7:55 9.2 8.9 0.0560 0.0563 0.0694 0.0131 0.0099 0.0032 
10/7/11 7:56 9.2 8.9 0.0560 0.0563 0.0694 0.0131 0.0099 0.0032 
10/7/11 8:09 10.3 10.3 0.0630 0.0630 0.0746 0.0115 0.0091 0.0024 
10/7/11 8:10 10.3 10.3 0.0630 0.0630 0.0746 0.0115 0.0091 0.0024 
10/7/11 8:11 10.3 10.3 0.0630 0.0630 0.0754 0.0124 0.0091 0.0033 
10/7/11 8:12 10.3 10.3 0.0630 0.0630 0.0746 0.0115 0.0091 0.0024 
10/7/11 8:21 11.5 11.5 0.0690 0.0698 0.0814 0.0116 0.0086 0.0031 
10/7/11 8:22 11.5 11.5 0.0690 0.0690 0.0814 0.0125 0.0086 0.0039 
10/7/11 8:23 11.5 11.5 0.0690 0.0698 0.0814 0.0116 0.0086 0.0031 
10/7/11 8:24 11.5 11.5 0.0690 0.0698 0.0814 0.0116 0.0086 0.0031 
2/27/12 15:45 13.8 14.0 0.0830 0.0842 0.0935 0.0093 0.0076 0.0016 
2/27/12 15:46 13.8 14.0 0.0830 0.0842 0.0935 0.0093 0.0076 0.0016 
2/27/12 15:47 13.8 14.0 0.0830 0.0834 0.0935 0.0101 0.0076 0.0025 
2/27/12 15:48 13.8 14.0 0.0830 0.0834 0.0935 0.0101 0.0076 0.0025 
2/27/12 16:00 16.1 16.0 0.0970 0.0952 0.1055 0.0103 0.0071 0.0032 
2/27/12 16:01 16.1 16.0 0.0970 0.0944 0.1055 0.0112 0.0071 0.0041 
2/27/12 16:02 16.1 16.0 0.0970 0.0944 0.1047 0.0103 0.0071 0.0032 
2/27/12 16:03 16.1 16.0 0.0970 0.0944 0.1047 0.0103 0.0071 0.0032 
2/27/12 16:18 18.4 18.3 0.1110 0.1113 0.1193 0.0080 0.0066 0.0014 
2/27/12 16:19 18.4 18.3 0.1110 0.1113 0.1193 0.0080 0.0066 0.0014 
2/27/12 16:20 18.4 18.3 0.1110 0.1113 0.1193 0.0080 0.0066 0.0014 
2/27/12 16:21 18.4 18.3 0.1110 0.1113 0.1202 0.0089 0.0066 0.0023 
2/27/12 16:29 20.7 20.7 0.1250 0.1240 0.1313 0.0073 0.0061 0.0013 
2/27/12 16:30 20.7 20.7 0.1250 0.1248 0.1313 0.0065 0.0061 0.0004 
2/27/12 16:31 20.7 20.7 0.1250 0.1240 0.1313 0.0073 0.0061 0.0013 
2/27/12 16:32 20.7 20.7 0.1250 0.1240 0.1313 0.0073 0.0061 0.0013 
2/27/12 16:47 23.0 23.0 0.1390 0.1358 0.1442 0.0084 0.0057 0.0027 
2/27/12 16:48 23.0 23.0 0.1390 0.1358 0.1442 0.0084 0.0057 0.0027 
2/27/12 16:49 23.0 23.0 0.1390 0.1367 0.1442 0.0076 0.0057 0.0018 
2/27/12 16:50 23.0 23.0 0.1390 0.1367 0.1442 0.0076 0.0057 0.0018 
 
A.12: Contraction Ratio, L/B = 0.50, Number of Structures = 3 
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Date 
 
Time 
Flow (L/s) Depth (m)  
Baseline (m) 
 

Target Actual Target Downstream Upstream Difference(m) 
10/7/11 10:53 5.7 / 5.6 0.0340 0.0343 0.0505 0.0162 0.0130 0.0033 
10/7/11 10:54 5.7 5.6 0.0340 0.0343 0.0505 0.0162 0.0130 0.0033 
10/7/11 10:55 5.7 5.6 0.0340 0.0343 0.0505 0.0162 0.0130 0.0033 
10/7/11 10:56 5.7 5.6 0.0340 0.0343 0.0505 0.0162 0.0130 0.0033 
10/7/11 11:05 6.9 6.9 0.0420 0.0427 0.0556 0.0129 0.0115 0.0014 
10/7/11 11:06 6.9 6.9 0.0420 0.0436 0.0565 0.0129 0.0115 0.0014 
10/7/11 11:07 6.9 6.9 0.0420 0.0436 0.0573 0.0138 0.0115 0.0023 
10/7/11 11:08 6.9 6.9 0.0420 0.0444 0.0573 0.0129 0.0115 0.0014 
10/7/11 11:17 8.0 8.0 0.0490 0.0478 0.0608 0.0130 0.0105 0.0025 
10/7/11 11:18 8.0 8.0 0.0490 0.0478 0.0608 0.0130 0.0105 0.0025 
10/7/11 11:19 8.0 8.0 0.0490 0.0478 0.0608 0.0130 0.0105 0.0025 
10/7/11 11:20 8.0 8.0 0.0490 0.0478 0.0608 0.0130 0.0105 0.0025 
10/7/11 11:32 9.2 9.1 0.0560 0.0588 0.0694 0.0106 0.0098 0.0008 
10/7/11 11:33 9.2 9.1 0.0560 0.0588 0.0694 0.0106 0.0098 0.0008 
10/7/11 11:34 9.2 9.1 0.0560 0.0580 0.0694 0.0114 0.0098 0.0016 
10/7/11 11:35 9.2 9.1 0.0560 0.0580 0.0703 0.0123 0.0098 0.0025 
10/7/11 11:44 10.3 10.3 0.0630 0.0630 0.0746 0.0115 0.0091 0.0024 
10/7/11 11:45 10.3 10.3 0.0630 0.0630 0.0746 0.0115 0.0091 0.0024 
10/7/11 11:46 10.3 10.3 0.0630 0.0639 0.0763 0.0124 0.0091 0.0033 
10/7/11 11:47 10.3 10.3 0.0630 0.0639 0.0763 0.0124 0.0091 0.0033 
10/7/11 12:05 11.5 11.5 0.0690 0.0673 0.0806 0.0133 0.0086 0.0047 
10/7/11 12:06 11.5 11.5 0.0690 0.0681 0.0806 0.0125 0.0086 0.0039 
10/7/11 12:07 11.5 11.5 0.0690 0.0681 0.0814 0.0133 0.0086 0.0048 
10/7/11 12:08 11.5 11.5 0.0690 0.0681 0.0806 0.0125 0.0086 0.0039 
2/27/12 17:18 13.8 13.7 0.0830 0.0834 0.0900 0.0067 0.0077 ‐0.0010 
2/27/12 17:19 13.8 13.7 0.0830 0.0834 0.0900 0.0067 0.0077 ‐0.0010 
2/27/12 17:20 13.8 13.7 0.0830 0.0834 0.0900 0.0067 0.0077 ‐0.0010 
2/27/12 17:21 13.8 13.7 0.0830 0.0834 0.0909 0.0075 0.0077 ‐0.0002 
2/27/12 17:30 16.1 16.1 0.0970 0.0952 0.1038 0.0086 0.0070 0.0016 
2/27/12 17:31 16.1 16.1 0.0970 0.0935 0.1029 0.0094 0.0070 0.0024 
2/27/12 17:32 16.1 16.1 0.0970 0.0935 0.1021 0.0086 0.0070 0.0015 
2/27/12 17:33 16.1 16.1 0.0970 0.0935 0.1021 0.0086 0.0070 0.0015 
2/27/12 17:40 18.4 18.4 0.1110 0.1104 0.1176 0.0071 0.0065 0.0006 
2/27/12 17:41 18.4 18.4 0.1110 0.1104 0.1176 0.0071 0.0065 0.0006 
2/27/12 17:42 18.4 18.4 0.1110 0.1104 0.1176 0.0071 0.0065 0.0006 
2/27/12 17:43 18.4 18.4 0.1110 0.1104 0.1176 0.0071 0.0065 0.0006 
2/27/12 18:02 20.7 20.6 0.1250 0.1248 0.1331 0.0082 0.0061 0.0021 
2/27/12 18:03 20.7 20.6 0.1250 0.1240 0.1331 0.0091 0.0061 0.0030 
2/27/12 18:04 20.7 20.6 0.1250 0.1240 0.1331 0.0091 0.0061 0.0030 
2/27/12 18:05 20.7 20.6 0.1250 0.1257 0.1331 0.0074 0.0061 0.0013 
2/27/12 18:16 23.0 23.0 0.1390 0.1384 0.1451 0.0067 0.0057 0.0010 
2/27/12 18:17 23.0 23.0 0.1390 0.1384 0.1451 0.0067 0.0057 0.0010 
2/27/12 18:18 23.0 23.0 0.1390 0.1384 0.1460 0.0076 0.0057 0.0018 
2/27/12 18:19 23.0 23.0 0.1390 0.1392 0.1460 0.0067 0.0057 0.0010 
 
A.13: Contraction Ratio, L/B = 0.50, Number of Structures = 4 
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Date 
 
Time 
Flow (L/s) Depth (m)  
Baseline (m) 
 

Target Actual Target Downstream Upstream Difference(m) 
1/30/12 14:30 5.7 / 5.7 0.0340 0.0360 0.0539 0.0180 0.0128 0.0051 
1/30/12 14:31 5.7 5.7 0.0340 0.0360 0.0539 0.0180 0.0128 0.0051 
1/30/12 14:32 5.7 5.7 0.0340 0.0360 0.0539 0.0180 0.0128 0.0051 
1/30/12 14:33 5.7 5.7 0.0340 0.0360 0.0539 0.0180 0.0128 0.0051 
1/30/12 14:50 6.9 6.7 0.0420 0.0436 0.0582 0.0146 0.0117 0.0029 
1/30/12 14:51 6.9 6.7 0.0420 0.0436 0.0582 0.0146 0.0117 0.0029 
1/30/12 14:52 6.9 6.7 0.0420 0.0436 0.0582 0.0146 0.0117 0.0029 
1/30/12 14:53 6.9 6.7 0.0420 0.0436 0.0591 0.0155 0.0117 0.0038 
1/30/12 15:03 8.0 7.7 0.0490 0.0495 0.0634 0.0139 0.0108 0.0031 
1/30/12 15:04 8.0 7.7 0.0490 0.0503 0.0642 0.0139 0.0108 0.0031 
1/30/12 15:05 8.0 7.7 0.0490 0.0503 0.0642 0.0139 0.0108 0.0031 
1/30/12 15:06 8.0 7.7 0.0490 0.0503 0.0642 0.0139 0.0108 0.0031 
1/30/12 15:14 9.2 8.9 0.0560 0.0588 0.0694 0.0106 0.0099 0.0007 
1/30/12 15:15 9.2 8.9 0.0560 0.0588 0.0703 0.0114 0.0099 0.0015 
1/30/12 15:16 9.2 8.9 0.0560 0.0588 0.0703 0.0114 0.0099 0.0015 
1/30/12 15:17 9.2 8.9 0.0560 0.0588 0.0694 0.0106 0.0099 0.0007 
1/30/12 15:23 10.3 10.2 0.0630 0.0630 0.0754 0.0124 0.0092 0.0032 
1/30/12 15:24 10.3 10.2 0.0630 0.0630 0.0746 0.0115 0.0092 0.0023 
1/30/12 15:25 10.3 10.2 0.0630 0.0630 0.0754 0.0124 0.0092 0.0032 
1/30/12 15:26 10.3 10.2 0.0630 0.0630 0.0746 0.0115 0.0092 0.0023 
1/30/12 15:34 11.5 11.3 0.0690 0.0698 0.0806 0.0108 0.0087 0.0021 
1/30/12 15:35 11.5 11.3 0.0690 ‐‐ ‐‐ ‐‐ ‐‐ ‐‐ 
1/30/12 15:36 11.5 11.3 0.0690 0.0707 0.0814 0.0108 0.0087 0.0021 
1/30/12 15:37 11.5 11.3 0.0690 0.0707 0.0814 0.0108 0.0087 0.0021 
2/28/12 10:05 13.8 13.8 0.0830 0.0834 0.0909 0.0075 0.0077 ‐0.0002 
2/28/12 10:06 13.8 13.8 0.0830 0.0834 0.0900 0.0067 0.0077 ‐0.0010 
2/28/12 10:07 13.8 13.8 0.0830 0.0834 0.0900 0.0067 0.0077 ‐0.0010 
2/28/12 10:08 13.8 13.8 0.0830 0.0834 0.0892 0.0058 0.0077 ‐0.0019 
2/28/12 10:19 16.1 16.0 0.0970 0.0969 0.1047 0.0078 0.0071 0.0007 
2/28/12 10:20 16.1 16.0 0.0970 0.0969 0.1047 0.0078 0.0071 0.0007 
2/28/12 10:21 16.1 16.0 0.0970 0.0969 0.1047 0.0078 0.0071 0.0007 
2/28/12 10:22 16.1 16.0 0.0970 0.0969 0.1047 0.0078 0.0071 0.0007 
2/28/12 10:30 18.4 18.3 0.1110 0.1104 0.1176 0.0071 0.0065 0.0006 
2/28/12 10:31 18.4 18.3 0.1110 ‐‐ ‐‐ ‐‐ ‐‐ ‐‐ 
2/28/12 10:32 18.4 18.3 0.1110 0.1104 0.1176 0.0071 0.0065 0.0006 
2/28/12 10:33 18.4 18.3 0.1110 0.1104 0.1167 0.0063 0.0065 ‐0.0003 
2/28/12 10:43 20.7 20.7 0.1250 0.1240 0.1305 0.0065 0.0061 0.0004 
2/28/12 10:44 20.7 20.7 0.1250 0.1248 0.1305 0.0056 0.0061 ‐0.0005 
2/28/12 10:45 20.7 20.7 0.1250 0.1240 0.1305 0.0065 0.0061 0.0004 
2/28/12 10:46 20.7 20.7 0.1250 0.1240 0.1313 0.0073 0.0061 0.0013 
2/28/12 10:58 23.0 23.0 0.1390 0.1375 0.1442 0.0067 0.0057 0.0010 
2/28/12 10:59 23.0 23.0 0.1390 0.1375 0.1442 0.0067 0.0057 0.0010 
2/28/12 11:00 23.0 23.0 0.1390 0.1384 0.1442 0.0059 0.0057 0.0001 
2/28/12 11:01 23.0 23.0 0.1390 0.1384 0.1442 0.0059 0.0057 0.0001 
 
A.14: Contraction Ratio, L/B = 0.67, Number of Structures = 1 
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Date 
 
Time 
Flow (L/s) Depth (m)  
Baseline (m) 
 

Target Actual Target Downstream Upstream Difference(m) 
1/31/12 7:20 5.7 / 6.0 0.0340 0.0351 0.0522 0.0171 0.0125 0.0046 
1/31/12 7:21 5.7 6.0 0.0340 0.0360 0.0530 0.0171 0.0125 0.0046 
1/31/12 7:22 5.7 6.0 0.0340 0.0360 0.0530 0.0171 0.0125 0.0046 
1/31/12 7:23 5.7 6.0 0.0340 0.0360 0.0530 0.0171 0.0125 0.0046 
1/31/12 7:35 6.9 6.7 0.0420 0.0436 0.0582 0.0146 0.0117 0.0030 
1/31/12 7:36 6.9 6.7 0.0420 0.0444 0.0582 0.0138 0.0117 0.0021 
1/31/12 7:37 6.9 6.7 0.0420 0.0436 0.0591 0.0155 0.0117 0.0038 
1/31/12 7:38 6.9 6.7 0.0420 0.0444 0.0591 0.0147 0.0117 0.0030 
1/31/12 7:49 8.0 8.0 0.0490 0.0503 0.0642 0.0139 0.0106 0.0033 
1/31/12 7:50 8.0 8.0 0.0490 0.0503 0.0651 0.0147 0.0106 0.0042 
1/31/12 7:51 8.0 8.0 0.0490 0.0512 0.0642 0.0130 0.0106 0.0025 
1/31/12 7:52 8.0 8.0 0.0490 0.0512 0.0642 0.0130 0.0106 0.0025 
1/31/12 8:04 9.2 9.0 0.0560 0.0580 0.0694 0.0114 0.0099 0.0016 
1/31/12 8:05 9.2 9.0 0.0560 0.0580 0.0703 0.0123 0.0099 0.0024 
1/31/12 8:06 9.2 9.0 0.0560 0.0580 0.0703 0.0123 0.0099 0.0024 
1/31/12 8:07 9.2 9.0 0.0560 0.0588 0.0694 0.0106 0.0099 0.0007 
1/31/12 8:23 10.3 10.3 0.0630 0.0630 0.0763 0.0132 0.0091 0.0041 
1/31/12 8:24 10.3 10.3 0.0630 0.0630 0.0754 0.0124 0.0091 0.0033 
1/31/12 8:25 10.3 10.3 0.0630 0.0630 0.0746 0.0115 0.0091 0.0024 
1/31/12 8:26 10.3 10.3 0.0630 0.0630 0.0754 0.0124 0.0091 0.0033 
1/31/12 8:36 11.5 11.3 0.0690 0.0707 0.0814 0.0108 0.0086 0.0022 
1/31/12 8:37 11.5 11.3 0.0690 0.0707 0.0814 0.0108 0.0086 0.0022 
1/31/12 8:38 11.5 11.3 0.0690 0.0707 0.0814 0.0108 0.0086 0.0022 
1/31/12 8:39 11.5 11.3 0.0690 0.0698 0.0814 0.0116 0.0086 0.0030 
2/28/12 11:26 13.8 13.6 0.0830 0.0834 0.0926 0.0093 0.0078 0.0015 
2/28/12 11:27 13.8 13.6 0.0830 0.0834 0.0918 0.0084 0.0078 0.0006 
2/28/12 11:28 13.8 13.6 0.0830 0.0834 0.0918 0.0084 0.0078 0.0006 
2/28/12 11:29 13.8 13.6 0.0830 0.0834 0.0918 0.0084 0.0078 0.0006 
2/28/12 11:39 16.1 16.0 0.0970 0.0977 0.1072 0.0095 0.0071 0.0024 
2/28/12 11:40 16.1 16.0 0.0970 0.0969 0.1064 0.0095 0.0071 0.0024 
2/28/12 11:41 16.1 16.0 0.0970 0.0969 0.1064 0.0095 0.0071 0.0024 
2/28/12 11:42 16.1 16.0 0.0970 0.0961 0.1064 0.0103 0.0071 0.0033 
2/28/12 11:43 18.4 18.3 0.1110 0.1113 0.1202 0.0089 0.0065 0.0023 
2/28/12 11:44 18.4 18.3 0.1110 0.1121 0.1210 0.0089 0.0065 0.0023 
2/28/12 11:45 18.4 18.3 0.1110 0.1113 0.1210 0.0097 0.0065 0.0032 
2/28/12 11:46 18.4 18.3 0.1110 0.1113 0.1210 0.0097 0.0065 0.0032 
2/28/12 12:03 20.7 20.7 0.1250 0.1240 0.1313 0.0073 0.0061 0.0012 
2/28/12 12:04 20.7 20.7 0.1250 0.1240 0.1313 0.0073 0.0061 0.0012 
2/28/12 12:05 20.7 20.7 0.1250 0.1240 0.1313 0.0073 0.0061 0.0012 
2/28/12 12:06 20.7 20.7 0.1250 0.1240 0.1313 0.0073 0.0061 0.0012 
2/28/12 12:16 23.0 23.0 0.1390 0.1375 0.1451 0.0076 0.0057 0.0018 
2/28/12 12:17 23.0 23.0 0.1390 0.1375 0.1451 0.0076 0.0057 0.0018 
2/28/12 12:18 23.0 23.0 0.1390 0.1375 0.1451 0.0076 0.0057 0.0018 
2/28/12 12:19 23.0 23.0 0.1390 0.1375 0.1460 0.0084 0.0057 0.0027 
 
A.15: Contraction Ratio, L/B = 0.67, Number of Structures = 2 
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Date 
 
Time 
Flow (L/s) Depth (m)  
Baseline (m) 
 

Target Actual Target Downstream Upstream Difference(m) 
1/31/12 10:27 5.7 / 5.8 0.0340 0.0368 0.0539 0.0171 0.0127 0.0044 
1/31/12 10:28 5.7 5.8 0.0340 0.0368 0.0539 0.0171 0.0127 0.0044 
1/31/12 10:29 5.7 5.8 0.0340 0.0376 0.0539 0.0163 0.0127 0.0035 
1/31/12 10:30 5.7 5.8 0.0340 0.0385 0.0539 0.0154 0.0127 0.0027 
1/31/12 10:41 6.9 6.8 0.0420 0.0444 0.0582 0.0138 0.0116 0.0022 
1/31/12 10:42 6.9 6.8 0.0420 0.0453 0.0599 0.0147 0.0116 0.0031 
1/31/12 10:43 6.9 6.8 0.0420 0.0453 0.0599 0.0147 0.0116 0.0031 
1/31/12 10:44 6.9 6.8 0.0420 0.0453 0.0608 0.0155 0.0116 0.0039 
1/31/12 10:52 8.0 8.0 0.0490 ‐‐ ‐‐ ‐‐ ‐‐ ‐‐ 
1/31/12 10:53 8.0 8.0 0.0490 0.0520 0.0660 0.0139 0.0106 0.0033 
1/31/12 10:54 8.0 8.0 0.0490 0.0520 0.0660 0.0139 0.0106 0.0033 
1/31/12 10:55 8.0 8.0 0.0490 0.0520 0.0677 0.0156 0.0106 0.0051 
1/31/12 11:06 9.2 9.0 0.0560 0.0588 0.0711 0.0123 0.0098 0.0025 
1/31/12 11:07 9.2 9.0 0.0560 0.0588 0.0720 0.0132 0.0098 0.0033 
1/31/12 11:08 9.2 9.0 0.0560 0.0588 0.0728 0.0140 0.0098 0.0042 
1/31/12 11:09 9.2 9.0 0.0560 0.0588 0.0728 0.0140 0.0098 0.0042 
1/31/12 11:19 10.3 10.4 0.0630 0.0630 0.0763 0.0132 0.0091 0.0042 
1/31/12 11:20 10.3 10.4 0.0630 0.0630 0.0763 0.0132 0.0091 0.0042 
1/31/12 11:21 10.3 10.4 0.0630 0.0630 0.0763 0.0132 0.0091 0.0042 
1/31/12 11:22 10.3 10.4 0.0630 0.0630 0.0763 0.0132 0.0091 0.0042 
1/31/12 11:28 11.5 11.5 0.0690 0.0690 0.0823 0.0133 0.0086 0.0048 
1/31/12 11:29 11.5 11.5 0.0690 0.0698 0.0823 0.0125 0.0086 0.0039 
1/31/12 11:30 11.5 11.5 0.0690 0.0707 0.0823 0.0116 0.0086 0.0031 
1/31/12 11:31 11.5 11.5 0.0690 0.0707 0.0823 0.0116 0.0086 0.0031 
2/28/12 13:25 13.8 13.8 0.0830 0.0834 0.0892 0.0058 0.0077 ‐0.0019 
2/28/12 13:26 13.8 13.8 0.0830 0.0834 0.0892 0.0058 0.0077 ‐0.0019 
2/28/12 13:27 13.8 13.8 0.0830 0.0834 0.0892 0.0058 0.0077 ‐0.0019 
2/28/12 13:28 13.8 13.8 0.0830 0.0834 0.0892 0.0058 0.0077 ‐0.0019 
2/28/12 13:37 16.1 16.0 0.0970 0.0961 0.1038 0.0078 0.0071 0.0007 
2/28/12 13:38 16.1 16.0 0.0970 0.0961 0.1029 0.0069 0.0071 ‐0.0002 
2/28/12 13:39 16.1 16.0 0.0970 0.0961 0.1029 0.0069 0.0071 ‐0.0002 
2/28/12 13:40 16.1 16.0 0.0970 0.0952 0.1029 0.0077 0.0071 0.0007 
2/28/12 13:53 18.4 18.3 0.1110 0.1113 0.1193 0.0080 0.0065 0.0015 
2/28/12 13:54 18.4 18.3 0.1110 0.1113 0.1193 0.0080 0.0065 0.0015 
2/28/12 13:55 18.4 18.3 0.1110 0.1113 0.1202 0.0089 0.0065 0.0023 
2/28/12 13:56 18.4 18.3 0.1110 0.1113 0.1193 0.0080 0.0065 0.0015 
2/28/12 14:09 20.7 20.7 0.1250 0.1240 0.1313 0.0073 0.0061 0.0012 
2/28/12 14:10 20.7 20.7 0.1250 0.1240 0.1313 0.0073 0.0061 0.0012 
2/28/12 14:11 20.7 20.7 0.1250 0.1240 0.1313 0.0073 0.0061 0.0012 
2/28/12 14:12 20.7 20.7 0.1250 0.1240 0.1313 0.0073 0.0061 0.0012 
2/28/12 14:24 23.0 23.0 0.1390 0.1375 0.1451 0.0076 0.0057 0.0018 
2/28/12 14:25 23.0 23.0 0.1390 ‐‐ ‐‐ ‐‐ ‐‐ ‐‐ 
2/28/12 14:26 23.0 23.0 0.1390 0.1375 0.1442 0.0067 0.0057 0.0010 
2/28/12 14:27 23.0 23.0 0.1390 0.1367 0.1442 0.0076 0.0057 0.0018 
 
     A.16: Contraction Ratio, L/B = 0.67, Number of Structures = 3 
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Date 
 
Time 
Flow (L/s) Depth (m)  
Baseline (m) 
 

Target Actual Target Downstream Upstream Difference(m) 
1/31/12 13:23 5.7 / 5.7 0.0340 0.0368 0.0539 0.0171 0.0128 0.0043 
1/31/12 13:24 5.7 5.7 0.0340 0.0368 0.0539 0.0171 0.0128 0.0043 
1/31/12 13:25 5.7 5.7 0.0340 0.0368 0.0539 0.0171 0.0128 0.0043 
1/31/12 13:26 5.7 5.7 0.0340 0.0368 0.0539 0.0171 0.0128 0.0043 
1/31/12 13:34 6.9 6.8 0.0420 0.0436 0.0591 0.0155 0.0116 0.0039 
1/31/12 13:35 6.9 6.8 0.0420 0.0444 0.0591 0.0147 0.0116 0.0030 
1/31/12 13:36 6.9 6.8 0.0420 0.0444 0.0591 0.0147 0.0116 0.0030 
1/31/12 13:37 6.9 6.8 0.0420 0.0444 0.0599 0.0155 0.0116 0.0039 
1/31/12 13:53 8.0 7.9 0.0490 0.0529 0.0668 0.0139 0.0106 0.0033 
1/31/12 13:54 8.0 7.9 0.0490 0.0529 0.0660 0.0131 0.0106 0.0025 
1/31/12 13:55 8.0 7.9 0.0490 0.0529 0.0677 0.0148 0.0106 0.0042 
1/31/12 13:56 8.0 7.9 0.0490 0.0529 0.0668 0.0139 0.0106 0.0033 
1/31/12 14:03 9.2 9.1 0.0560 0.0588 0.0720 0.0132 0.0098 0.0033 
1/31/12 14:04 9.2 9.1 0.0560 0.0588 0.0720 0.0132 0.0098 0.0033 
1/31/12 14:05 9.2 9.1 0.0560 0.0588 0.0720 0.0132 0.0098 0.0033 
1/31/12 14:06 9.2 9.1 0.0560 0.0588 0.0720 0.0132 0.0098 0.0033 
1/31/12 14:13 10.3 10.2 0.0630 0.0639 0.0780 0.0141 0.0092 0.0050 
1/31/12 14:14 10.3 10.2 0.0630 0.0639 0.0780 0.0141 0.0092 0.0050 
1/31/12 14:15 10.3 10.2 0.0630 0.0639 0.0789 0.0150 0.0092 0.0058 
1/31/12 14:16 10.3 10.2 0.0630 0.0647 0.0789 0.0141 0.0092 0.0050 
1/31/12 14:24 11.5 11.4 0.0690 0.0681 0.0814 0.0133 0.0086 0.0047 
1/31/12 14:25 11.5 11.4 0.0690 0.0690 0.0814 0.0125 0.0086 0.0039 
1/31/12 14:26 11.5 11.4 0.0690 0.0690 0.0814 0.0125 0.0086 0.0039 
1/31/12 14:27 11.5 11.4 0.0690 0.0690 0.0814 0.0125 0.0086 0.0039 
2/28/12 15:03 13.8 13.7 0.0830 0.0842 0.0943 0.0101 0.0077 0.0024 
2/28/12 15:04 13.8 13.7 0.0830 0.0851 0.0943 0.0093 0.0077 0.0016 
2/28/12 15:05 13.8 13.7 0.0830 0.0851 0.0943 0.0093 0.0077 0.0016 
2/28/12 15:06 13.8 13.7 0.0830 0.0851 0.0943 0.0093 0.0077 0.0016 
2/28/12 15:16 16.1 16.1 0.0970 ‐‐ ‐‐ ‐‐ ‐‐ ‐‐ 
2/28/12 15:17 16.1 16.1 0.0970 0.0952 0.1055 0.0103 0.0071 0.0033 
2/28/12 15:18 16.1 16.1 0.0970 0.0952 0.1064 0.0112 0.0071 0.0041 
2/28/12 15:19 16.1 16.1 0.0970 0.0961 0.1055 0.0095 0.0071 0.0024 
2/28/12 15:31 18.4 18.4 0.1110 ‐‐ ‐‐ ‐‐ ‐‐ ‐‐ 
2/28/12 15:32 18.4 18.4 0.1110 0.1113 0.1176 0.0063 0.0065 ‐0.0003 
2/28/12 15:33 18.4 18.4 0.1110 0.1113 0.1193 0.0080 0.0065 0.0015 
2/28/12 15:34 18.4 18.4 0.1110 0.1113 0.1202 0.0089 0.0065 0.0023 
2/28/12 15:46 20.7 20.6 0.1250 0.1265 0.1331 0.0065 0.0061 0.0004 
2/28/12 15:47 20.7 20.6 0.1250 0.1265 0.1339 0.0074 0.0061 0.0013 
2/28/12 15:48 20.7 20.6 0.1250 0.1265 0.1339 0.0074 0.0061 0.0013 
2/28/12 15:49 20.7 20.6 0.1250 0.1265 0.1331 0.0065 0.0061 0.0004 
2/28/12 16:00 23.0 23.0 0.1390 0.1384 0.1460 0.0076 0.0057 0.0018 
2/28/12 16:01 23.0 23.0 0.1390 0.1384 0.1460 0.0076 0.0057 0.0018 
2/28/12 16:02 23.0 23.0 0.1390 0.1384 0.1460 0.0076 0.0057 0.0018 
2/28/12 16:03 23.0 23.0 0.1390 0.1384 0.1460 0.0076 0.0057 0.0018 
 
A.17: Contraction Ratio, L/B = 0.67, Number of Structures = 4   
