Abstract. For a software project to succeed, acceptable quality must be achieved within an acceptable cost, providing business value to the customers, and keeping delivery time short. Software testing is a strenuous and expensive process and is often not organized to maximize business value. In this article, we propose a practical value based software testing method which aligns the internal test process with the value objectives coming from the customers and the market. Our case study in a real-life business project shows that this method helps manage testing process effectively and efficiently.
Introduction
Cost, schedule and quality are highly correlated factors in trustworthy software development. They basically form three sides of an under-resourced triangle [1] . Companies are often faced with time and resource constraints that limit their ability to effectively complete testing efforts. This situation can often be improved by regarding the testing activity as an investment during the software life cycle [2] . Maximizing the value contribution of software testing can help us maximize the return on investment during the software testing phase. Managing software testing based on value considerations promises to deal with increasing testing costs and required effort [3] .
Testing is one of the most labor-intensive activities in software development life cycle and consumes between 30% and 50% of total development costs according to many studies [3, 4] . Traditional testing methodologies such as: path, branch, instruction, mutation, scenario, or requirement testing usually treat all aspects of software as equally important [5] , however, in practice 80% of the value often comes from 20% of the software [2, 6, 7] , like a Pareto distribution. As Rudolf Ramler mentioned in [3] , testing's indirect contribution to product value leads to a value-neutral perception of testing. The common separation of concerns between development and testing exacerbates the problem. Testing is often reduced to a purely technical issue leaving the close relationship between testing and business decisions unlinked and the potential value contribution of testing unexploited. He also points out that the key challenge in value-based testing is to integrate two dimensions: aligning the internal test process with the value objectives coming from the customers and the market [3] .
The objective of this research is to apply value-based test management at the system level of trustworthy software development. We propose a value-based software testing method to better align investments with project objectives and business value. This method can provide decision support for test managers to deal with resource allocation, tradeoff and risk analysis, and time to market initiatives and software quality improvement and investment analysis. We also conducted a case study in a reallife project.
Related Work
Our work is primarily relevant to the research areas of Value Based Software Engineering, and Software Testing Methodology. The initial theory of Value Based Software Engineering unveils the fact that successful quality should be achieved at a level that makes all key stakeholders winners [8] . [8] introduces the "4+1" theory of VBSE. The center of the theory is the success-critical stakeholder (SCS) win-win Theory W [9, 10] , which addresses what values are important and how success is assured for a given software engineering organization. The four supporting theories that it draws upon are utility theory, decision theory, dependency theory, and control theory, respectively dealing with how important are the values, how do stakeholders' values determine decisions, how do dependencies affect value realization, and how to adapt to change and control value realization. The basic idea of value-based testing is a branch of value-based Verification & Validation (V&V) which is to treat each V&V activity (analysis, review, test) as a candidate investment in improving the software development process and ensuring that a software solution satisfies its value objectives [11] .
Risk-based testing [12, 13] , value-based testing [3] and value-based quality analysis [14, 15] are process strategies that are the most related with our research objective. Stale Amland introduces a risk-based testing approach [12] in which resources should be focused on those areas representing the highest risk exposure. However, this method doesn't consider the testing cost which is also an essential factor during testing process. Besides we enhance its business importance calculation by Karl Wiegers's method [16] , incorporate risk analysis and improve it by introducing AHP (The Analytic Hierarchy Process) Method [17] to determine risk factors weights and reduce expert estimation bias. Rudolf Ramler outlines a framework for value-based test management [3] , however, his outline doesn't provide the implementation in details. Based on the COCOMO II cost-estimation model [18] and the COQUALMO quality estimation model [19] , Liguo Huang proposes a quantitative risk analysis [20] which helps determine when to stop testing software and release the product. However, her method is more macroscopic and doesn't consider any controlling and monitoring metrics of the testing process.
For adoption by industrial test teams, a prioritization technique with the following attributes would be beneficial [21] : 1) economical, not adding significant overhead or burden to the testing team; 2) improving customer-perceived software quality by decreasing field defects; 3) increasing business value for the customers. Our method is simple to follow and able to align software quality improvement with business value achievements from customers. Fig 1 illustrates the whole process of this value-based software testing method. This method helps test manager enact the testing plan and adjust it during testing execution. This method has three main steps: 1). In Identifying SCSs and their win conditions, section 4 of this paper will consider three main factors for priority: 1 This step brings the stakeholders together to consolidate their value models and to negotiate testing objectives. They are according to the Dependency and Utility Theory in VBSE which help to identify all of the SCSs and understand how the SCSs want to win.
Method Overview
2). We put value, risk and cost together and calculate a value priority number for each feature (section 4.2). This is like a multi-attribute decision and negotiation process which follows the Decision Theory in VBSE. Features' value priority helps us enact the testing plan, and resources should be focused on those areas representing the most important business value, the lowest testing cost and highest quality risk.
3). During the testing process, we adjust each feature's value priority according to the feedback of quality risk indicators, and updated testing cost estimation (section 4.3). This step assists to control progress toward SCS win-win realization which is according to the Control Theory of VBSE.
Finally, the case study result analysis in section 5 shows that this method is especially effective when the market pressure is very high.
Method with a Case Study
Our case study is based on a real-life business project in a software organization. This organization is a research and development organization in China which is appraised and rated at CMMI maturity level 4 in 2005. There is a research group in it focusing on the software process improvement and quantitative process management, which
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has established some quantitative management methods [22, 23] . The group also developed a toolkit called SoftPM which is used to manage software project and has been deployed to many software organizations in China. Our case study is based on one of its web-based system development projects with a whole size of 553 KLOC. It employs iterative development method and CMMI process management. The recent iterative development covers 9 new features with an overall size of 32.6 KLOC Java codes. The features are mostly independent amendments or patches of some existing modules. We use F1,F2…F9 to denote these 9 features for short. We apply this method in its system testing process, and we manage and control our process of testing with the help of SoftPM.
Identify SCSs and Win Conditions
To provide a more practical set of guidelines for prioritizing, the first thing is to identify SCSs and their win conditions. Direct stakeholders of testing are developers and project managers, who directly interact with the testing team. However, in the spirit of value-based software engineering important parties for testing are customers. Customers are the source of value objectives, which set the context and scope of testing. Marketing and product managers assist in testing for planning releases, pricing, promotion, and distribution [3] .
We will look at three factors that must be considered when prioritizing the testing order of new features, and they represent SCSs's win conditions: 2).The quality risk of each feature. For project managers it supports risk management and progress estimation. The focus is on identifying and eliminating risks that are potential value breakers and inhibit value achievements.
3).The cost estimation for testing each feature. Testing managers are interested in the identification of problems particularly the problem trends that helps to estimate and control testing process.
Because most projects are undertaken either to save or to make money, the first and third factors often dominate prioritization discussions. However, proper consideration of the influence of risk on the project is critical if we are to prioritize optimally. We will discuss them respectively in the subsequent three sections. They are according to the Dependency and Utility Theory in VBSE which help to identify all of the SCSs and understand how the SCSs want to win.
Business Importance
To determine business importance of each feature, we apply Karl Wiegers' approach [16] to our case study. This approach considers both the positive benefit of the presence of a feature and the negative impact of its absence and this approach relies on expert judgment by representative customers. Each feature is assessed in terms of the benefits it will bring if implemented, as well as the penalty that will be incurred if it is not implemented. The estimates of benefits and penalties are relative. A scale of 1 to 9 is used. The importance of including relative penalty should not be neglected. For example, failing to comply with a government regulation could incur a high penalty even if the customer benefit is low, as would omitting a feature that any reasonable customer would expect, whether or not they explicitly requested it. For each feature, the relative benefit and penalty are summed up and entered in the Total BI (Business Importance) column in The sum of the Total BI column represents the total BI of delivering all features. To calculate the relative contribution of each feature, divide its total BI by the sum of the Total BI column.
In our case study, we asked our key customers to determine each feature's BI according to the above approach. They emphasize business benefit rather than penalty, and came to the agreement that weights the relative benefit as twice as important as the relative penalty. They gave the explanation that the 9 new features are amendments and updated functions for former version which has implemented the main functions ordered by customers and implementing these 9 features will bring more benefit to customers, while not implementing them will not greatly influence regular use. So in Table 1 they multiply the Relative Benefit by 2 before adding it to Relative Penalty to get the Total BI. Fig 2 shows the BI distribution of the 9 features. As we can see, there is an approximate Pareto distribution in which F1 and F2 contribute 22.2% of the features and 59.2% of the total BI.
Quality Risk
The risk analysis was performed prior to system test start, but was continuously updated during test execution. It aims to calculate the risk probability for each feature. There are three steps in quality risk analysis: the first is listing all risk factors based on history projects and experiences. Then use AHP (The Analytic Hierarchy Process) Method [17] to determine the weight for each risk factor and AHP consistency testing. The third is calculating the risk probability for each feature.
Step 1: Set up the n risks in the rows and columns of an n* n matrix. In our case study, according to Company A's historical projects of the same type, we have six Table 1 . Relative Business Importance Calculation Fig. 2 . Business Importance Distribution main quality risks: Personnel Proficiency, Size, Complexity, Design Quality, Defects Proportion, and Defects Density.
Step 2: The test manager collaborated with the developing manager determine the weights of each quality risk using AHP method. The Analytical Hierarchy Process (AHP) is a powerful and flexible multi-criteria decision-making method that has been applied to solve unstructured problems in a variety of decision-making situations, ranging from the simple personal decisions to the complex capital intensive decisions.
In this case study, the calculation of quality risks weights is illustrated in Table 2 . The number in each cell represents the value pair-wise relative importance: number of 1, 3, 5, 7, or 9 in row i and column j stands for that the stakeholder value in row i is equally, moderately, strongly, very strongly, and extremely strongly more important than the stakeholder value in column j, respectively. In order to calculate weight, each cell is divided by the sum of its column, and then averaged by each row. The results of the final averaged weight are listed in the bolded Weights column in Table 2 . The sum of weights equals 1.
If we were able to determine precisely the relative value of all risks, the values would be perfectly consistent. For instance, if we determine that Risk1 is much more important than Risk2, Risk2 is somewhat more important than Risk3, and Risk3 is slightly more important than Risk1, an inconsistency has occurred and the result's accuracy is decreased. The redundancy of the pairwise comparisons makes the AHP much less sensitive to judgment errors; it also lets you measure judgment errors by calculating the consistency index (CI) of the comparison matrix, and then calculating the consistency ratio (CR). As a general rule, CR of 0.10 or less is considered acceptable [17] . In the case study, we calculated CR according to the steps in [17] ,the CR is 0.01, which means that our result is acceptable.
Step 3: The test manager's in collaboration with the developers, estimates the relative degree of risk factors associated with each feature on a scale from 1 to 9. An estimate of 1 means the risk factor influences the feature very little, while 9 indicates serious concerns should be paid about this risk factor. Initial Risks are risk factors we use to calculate the risk probability before the system testing and Feedback Risks such Table 3 . Quality Risk Probability Calculation (Before System Test) Table 3 will calculate the Probability of the total initial risks that comes from each feature before system test.
Testing Cost
The test manager estimates the relative cost of testing each feature, again on a scale ranging from a low of 1 to a high of 9. The test manager estimates the cost ratings based on factors such as the developing effort of the feature, the feature complexity, and the quality risks. Table 4 will calculate the percentage of total cost for each feature. In our case study, the estimating result is displayed in Table 4 and Fig 3 . 
Put BI, Risk and Cost Together
This step is a multi-attribute decision and negotiation processing which is confirmed with the Decision Theory in VBSE. Once you enter the BI%, Probability and Cost% estimates into the spreadsheet (Table 5) , it calculates a value priority number for each feature. The formula for the Value Priority column is:
Sort the list of features in descending order by calculated priority. The features at the top of the list have the most favorable balance of BI, cost, and risk. Features with high BI, high quality risk and low cost have high testing priority and should be tested first. The key customer and developer representatives should review the completed spreadsheet to agree on the ratings and the resulting sequence. As we can see in Table   Table 5 . Value Priority Calculation 
Adjust Priority According to Feedback during Testing Process
Features' testing value priority provides the decision support for the test manager to enact the testing plan and adjust it according to the feedback of quality risk indicators, such as defects numbers and defects density and updated cost estimation. Usually, we collect defects data, re-estimate cost after one testing round and provide feedback to adjust the next testing round plan. Features with higher priority should be tested to satisfy the stop-test criteria first. When the features with highest priority satisfy the stop-test criteria, delete them from the spreadsheet, update feedback risk and cost estimation for features left and resort features according to the updated priority, continue this process when all features satisfy the stoptest criteria or it's the time to market. As the planning uncertainty is high for the first test round, the test manager decides to schedule the most valuable tests first so less important ones can easily be deferred if running out of time at the end of the cycle. This step helps to control progress toward SCS win-win realization which is according to the Control Theory of VBSE. Table 6 shows the quality probability calculation after testing round 1 when F1, F2 have satisfied stop-test criteria, so we delete them from the spreadsheet and re-sort the remaining features.
Each organization has its own stop-test criteria. In our case study, the company has 4 criteria, and they are: test cases coverage rate is 100%, all planned test cases executed and passed; no defects with impact equal to, or below severity level 3 are detected during at least one day of continuous testing, and to satisfy the quality goal of 0.2 defects/KLOC when released.
Performance Evaluation
In our case study, the test manger plans to execute 4 rounds of testing. During each round, test groups focus on 2-3 features with the highest current priority, and the other features are tested by automated tools. The testing result is when the first round is over, F1 and F2 satisfy the stop-test criteria, when the second round is over, F3, F6, F7 satisfied the stop-criteria, when the third round is over, F4, F8 satisfied the stoptest criteria, and the last round is F5 and F9. And initial estimating testing cost and actual testing cost comparison can be shown in If we regard the testing activity as an investment, its value is realized when features satisfy the stop-test criteria. As we can see in Fig 5 and Fig 6 , when we finished the Round 1 testing, we earned 59.2% BI of all features, at a cost of only 19.8% of the all testing process, the ROI is as high as 1.99. During the Round 2, we earned 22.2% BI, cost 25.3% effort, and the ROI became negative as -0.12. We also can see, from Round 1 to Round 4, both the BI earned line and the ROI line is descending. Round 3 and Round 4 earn only 18.5% BI but cost 54.9% effort. This shows that the Round 1 testing is the most cost effective. Testing the features with higher value priority first is especially useful when the market pressure is very high. In such cases, one could stop testing after finding a negative ROI in Round 1. However, in some cases, continuing to test may be worthwhile in terms of customer-perceived quality. . Time represents the number of unit time cycle. A unit time cycle might be a year, a month, a week even a day. For simplicity, in our case study, the unit time cycle is a testing round. Pressure Rate is estimated and provided by market or product managers, with the help of customers. It represents during a unit time cycle, what is the percentage initial value of the software will depreciated. The more furious the market competition is, the larger the Pressure Rate is. As we can see from the formula above, the longer the time is, the larger the Pressure Rate is, the smaller is . On the other hand, the earlier the product enters the market, the larger the loss caused by poor quality. Finally, we can find a sweet spot (the minimum) from the combined risk exposure due to both unacceptable software quality and market erosion.
We assume three Pressure Rates 1%, 4% and 16% standing for low, median and high market pressure respectively in Fig 7,8,9 . When market pressure is as low as 1% in Fig7, the total loss caused by quality and market erosion reaches the lowest point (sweet spot) at the end of the Round 4.When the Pressure Rate is 4%, the lowest point of total loss is at the end of Round 3 in Fig 8 , which means we should stop testing and release this product even F5 and F9 haven't reached the stop-test criteria at the end of Round 3; this would ensure the minimum loss. When the market pressure rate is as high as 16% in Fig 9, we should stop testing at the end of Round 1.
Discussion of Limitation
This method is based on the assumption that the features for prioritization are independent and the absentness of any features doesn't influence the testing and releasing of others. If the prioritization has already been done in the implementation stage, testing is just a process that ensures the software satisfies customers' needs, instead of a process of trade-offs between quality and time-to-market pressures, and our method becomes meaningless for this situation.
This method is applicable for business critical projects, not suitable for safety critical domains. In safety critical domains, software organizations follow strict guidelines for testing. Sacrifice of quality to satisfy the business goal might be unethical and unprofessional in such situations. This method depends highly on accurate cost estimation to enact testing plans and testing rounds, however, as practical experiences show, it is often not possible to anticipate all influence factors at the beginning of a test cycle. Reestimation during the testing process gives a solution to this problem. Updated testing cost estimation during the testing process produces more accurate testing priorities.
About the method validation, we used a simple function to display the market pressure's influence to BI in our case study; however, this form of market pressure may not fit the real life situation. There are other types of market pressure functions as well [20] . The choice of which function to use depends on different project business cases. 
Conclusion and Future Work
Software testing is a very resource-intensive activity in software development and not always organized to maximize business value. This paper has demonstrated a value-based approach for prioritizing features for testing which aligns the internal test process with the value objectives coming from the customers and the market. This involves prioritizing features based on their business importance, quality risk, and testing cost of each feature; adjusting feature's value priority during the testing process; and providing stop-testing decision criteria based on the market pressure. In the organization's case study, this method helps the test manager to identify features with high business importance, high quality risk and low cost, to focus testing effort on these features and to control and adjust testing plan toward SCSs win-win realization. The result shows that this method can help to improve ROI of testing investment at the early stage, especially when the market pressure is high.
In 2009, we plan to apply this testing approach to a set of e-Services projects at USC to get more empirical validation.
