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1. INTRODUCTION 
In [l] a new comparison theorem is developed that connects the solu- 
tion of perturbed and unperturbed differential systems in a manner useful 
in the theory of perturbations. This comparison result blends, in a sense, 
the two approaches, namely the method of Lyapunov functions and the 
method of variation of parameters, and consequently provides a flexible 
mechanism to preserve the nature of perturbations. The results that are 
given in [l] show that the usual comparison theorem in terms of a 
Lyapunov function is included as a special case and that perturbation 
theory could be studied in a more fruitful way. 
In the study of large scale dynamic systems [S] by the method of 
decomposition and aggregation, several Lyapunov functions result in a 
natural way. This is because one assumes that the given large scale system 
is decomposed into isolated subsystems and interconnections between 
them. If the solution of these subsystems possesses good behavior like 
uniform asymptotic stability, then one can construct a Lyapunov function 
relative to each subsystem which can then be utilized to investigate the 
stability properties of the given large scale dynamic system as a perturbed 
system by employing the method of vector Lyapunov functions. In this 
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approach, one can only preserve the properties of unperturbed subsystems. 
Even though the unperturbed system does not enjoy the nice properties, 
the technique given in [l] offers an improvement which is caused by the 
perturbation terms. To use this approach we need to extend the results of 
[2] in terms of several Lyapunov functions so that we can apply them to 
large scale dynamic systems. 
We plan to discuss precisely this extension in this paper and also indicate 
how one can, using the notion of quasi-solutions, always decompose a 
given large scale dynamic system into isolated subsystems and interconnec- 
tions. We then apply our results to investigate practical stability and, given 
one example, to illustrate the advantage of our approach. 
2. Two DIFFERENTIAL SYSTEMS 
Consider the two differential systems: 
.f=f(r, !I, y(t,)=x, 
x’ = F( 1, s), .u( f,) = .I-(), 
(2.1) 
(2.2) 
where 
f; FE C[R+ x R”, R”]. 
Relative to the system (2.1). let us assume that assumption (A) holds. 
(A) The solutions ~(t, t,, ?rO) of (2.1) exist for all t b t,, unique and 
continuous with respect to the initial data, and Iy(t, I,, so)1 is locally 
Lipschitzian in x,,. For any V E C[ R + x R”, R’: ] and any fixed t E [0, r;cl ), 
we define 
DpV(s, ~(t, s, s)) 
~l~~~blf~[V(S+h’J.(,.s+h,I+hF(s,.~))-V(s.~(r,s,1))] (2.3) 
for t,<s<t and XER”. 
The following comparison result which relates the solutions of (2.2) to 
the solutions of (2.1) is an important tool in the subsequent discussion. 
THEOREM 2.1. Assume that assumption (A) holds. Suppose that 
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(i) V E C[R+ x R”, R’T], V(s, x) is locally Lipschitzian in x and for 
to < s < t, .K E R”, 
D-V(s, ?‘(t, s, x))<g(t, V(s, y(t, s, x))); (2.4) 
(ii) ge C[R+, R’:, R”], g(t, u) is quasimonotone nondecreasing in u 
and the maximal solution r( t, t,, uO) of 
IO = g( 1, u), u( to) = u. 3 0 exists for t 3 t, (2.5) 
Then $x(t) = x(t, t,, x0) is any solution of (2.2) we hate 
V(t. 41, to, xo))<r(t, to, u,), 12 to, 
protlided 
V(to, ?‘(l, to, so)) d uo. (2.6) 
Proof Let x(t)=x(t, to, x0) by any solution of (2.2); set m(s) = 
V(s, y(t, s, x(s))), to d s d t, so that m(to) = V( to, y(t, to, x0)). Then using 
the assumptions (A) and (i), it is easy to obtain D+m(s)< g(.s, m(s)), 
to d s d t, which yields, by comparison with 3.1.2 in [2], the estimate 
4s) 6 r(s, to, uo), t,<s<t, (2.7) 
provided m( to) 6 uo. Since 
m(t) = Vt, ,v(t, 4 -u(t))) = V(t, x(t, to, x0)), 
the desired result (2.6) follows from (2.7) by setting s = t. 
Taking uo= V(t,, y(t, to, x0)), the inequality (2.6) becomes 
V(t, -u(t, to, ,yo)) <r(t, to, V(t,, ,v(t, to, .u,))), 12 to, 
which shows the connection between the solutions of systems (2.1) and 
(2.2) in terms of the maximal solution of (2.5). 
A number of remarks can now be made: 
Remark 2.1. The trivial function f(t, y) = 0 is admissible in 
Theorem 2.1 to yield the estimate (2.6) provided V(t,, x,,) < uo. In this 
case y(t, to, x0)=x0 and the hypothesis (A) is trivially verified. Since 
y(t, s, x) =x, the definition (2.3) reduces to 
DM’(s,x)~l$n~f;[V(s+h,x+hF(s,x))-V(s,x)]. (2.8) 
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which is the usual definition of a generalized derivative of the Lyapunov 
function relative to the system (2.2). Consequently, Theorem 2.1 reduces, 
in this special case, to Theorem 1.3.1 in [2]. 
Remark 2.2. Suppose that f( t, y) = A(t) ~9, where A(t) is n x n con- 
tinuous matrix. The solution ,r( t, to, sO) of (2.1) then satisfies y( t, to, x,) = 
@(t, to) so, where @(I, to) is the fundamental matrix solution of 1,’ = A(t) ~1, 
with @(t,, to) = I (identity matrix). The assumption (A) is clearly verified. 
Suppose also that g( t, U) E 0, then (2.6) yields 
V(t, -u(r, to, so) dV(f,, @(A to) &3), t 2 to 
If, on the other hand, g(t, 10 = Bu, where B = (h,) is an II x n matrix such 
that b,a 0 for i$j, we obtain a sharper estimate, 
V(t,x(t, to,so))dV(to@(~, ~o)-~o)exp(B(t-to)), t> to. (2.9) 
Clearly the relation (2.9) helps to improve the behavior of the solutions of 
(2.2) relative to the behavior of the solutions of (2.1). This is a great asset 
in perturbation theory and it can be seen by setting F(t, .Y) =f( t, x) + 
R( t, x), where R(t, X) is the perturbation term. 
Remark 2.3. Suppose that f( t, y) is nonlinear and J,,( I, ~7) exists and is 
continuous for (t, J) E R + x R”, then, it is well known that the solutions 
y(t, to, so) are differentiable with respect to (to, .yo) and we have 
!x( t, to, -yo) = -@(t, to, -~o)f(fo, .uo), t 3 to 
0 
(2.10) 
$t, t,,.u,)=@(t, t,..u,), 
'0 
where @(t, to, -yo) is the matrix solution of the variational equation Z’ = 
f&. At, to, *yo))Z. 
If V(s, X) is also assumed to be differentiable, then by (2.1), we have for 
a fixed t. 
D-V(s, y(t, 1, +y)) = V,(s, y(t, s, .x)) + Vc(s, y(t, s, -x)1 
. @(t, s, x)[F(s, x) -f(s, x)]. (2.11) 
Relation (2.11) gives an intuitive feeling of the definition (2.3). 
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Remark 2.4. When the solution of (2.1) is known, a possible Lyapunov 
function for (2.2) is 
W(s, s) = V(s, 1’(f, 5, s)), 
where V(s. .K) and !I( t, S, X) are as before. 
3. RELATING OUR COMPARISON THEOREM 
TO LARGE SCALE DYNAMIC SYSTEMS 
Consider the overall large scale system of the form 
s’ = F( t, s), s( to) = *Kg, (3.1) 
which is assumed to consist of isolated subsystems 
x: =.fJt, xi)+ R,(t, x), s, ( to) = .KiO, (3.2) 
where .X E R”, .Y~E R”’ such that x.;“=, n, = II and the Ri are the interconnec- 
tion terms, usually of the form Ri(t, x) = CT= , (R,(t, xi)). 
If there exist functions V, and ni and W, such that 
and if the right-hand side of (3.3) can be majorized such that (3.3) 
takes the general form D ‘V(t, X) 6 H(t, V(t, x)), where H(t, u) is quasi- 
monotone nondecreasing in U, then the method of vector Lyapunov func- 
tions can be employed effectively with suitable conditions on V and H to 
obtain various stability results of (3.1) by means of Theorem 3.9.1 of [2], 
we note that the vector Lyapunov function V( t, X) can be constructed from 
the good behavior (uniform stability of asymptotic stability) of subsystems 
which can then be utilized to determine the behavior of the large scale 
system (3.1) as indicated above. We observe that the decomposition of 
(3.1) in the form (3.2) is crucial for investigation of (3.1) by the method of 
vector Lyapunov functions. It is known [3] that the notion of quasi- 
solutions leads automatically to isolated subsystems and consequently the 
decomposition required is always possible. 
To define quasi-solutions consider the initial value problem 
x’ = f( t, s), x(t,) = lo, (3.4) 
where .f E C[R+ x R”. R”] and fix, for each in { 1, 2, . . . . n ), two non- 
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negative integers pi, q, such that pi + qi = n - 1 and split x E R” into s = 
(xi, [xl,, [xl,,). Then the system (3.4) becomes 
(3.5) 
Also for any y, XE R’, we let [,I, xii denote an element of R” with the 
description [I’, x], = (jyi, [ a~],,, [xl,,). Without further mention we 
assume that i= 1, S, . . . . n and all the inequalities between vectors are 
componentwise. 
DEFINITION 3.1. Let QE C[I, R”]. Then J’E C’[Z, R”] is said to be a 
quasi-solution of (3.4) relative to a if 
In the special case qi= 0 for all i, the quasi-solutions (3.6) are just 
solutions and in the case pi = 0 for all i, the quasi-solutions that result are 
most useful, since they can be determined most easily. 
Now let us write (3.1) as 
where 
Let a E C[I, R”] and consider the subsystems 
-$, = F,,(L a/i,, . . . . xy,, . . . . a,,) =f,,(r, xLc,L 
so that the overall large scale system can be written as 
-x;, =f,(t, -u,,) +R&t, .u), 
where R,,,( t, x, xp) E F,, (t, x) - FJ t, au,, . . . . xl,,, . . . . a,J. Thus it is seen that 
the decomposition of (3.1) into the required isolated subsystems and 
interconnections by the method of vector Lyapunov functions is always 
possible. 
In order to obtain the required composition (3.2), let a E C[R+, R”] and 
define 
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Clearly, the solutions y,(t, t,, .yiO) of 
are quasi-solutions relative to given a(t). 
Let us identify, for convenience, 
.v,(h to, .Yo) = ?‘,(4 10, x0) 
and choose Vi(t, X) = Ix, 12, i= 1, 2, . . . . N. Suppose that partial derivative 
?f(t, y)/@ exists and is continuous on R, x R”, so that the relations (2.10) 
hold. Then we have, in this case, 
which exhibits how the perturbation term is involved in the computation. 
If as before g(t, U) = Bu, then the estimate (2.9) yields 
x(t, to, -yo) being any solution of (3.1). 
4. AN APPLICATION OF THEOREM 2.1 
We shall consider a result on practical stability of the system which we 
define next. 
DEFINITION 4.1. Let 0 < A< A be given. Then the system (3.1) is said to 
be practically stable, if lx01 < 1 implies 
144 to, -yo)I <A, t>t,forsomet,ER+, (4.0) 
where x( t, to, x0) is any solution of (3.1). If (4.0) satisfies for all to E R +, 
then the system is said to be uniformly practically stable. See [4] for other 
definitions. 
THEOREM 4.1. Assume that (A) holds and (i) of Theorem 2.1 is verlj7ed. 
Suppose that g E C[ R + x R y , R”], g( t, u) is quasi-monotone, nondecreasing 
inuandfor(t,x)ER+xs(A), whereS(A)=(xERN:ISxI<A}, 
btlxl j G V,(t, x) G a( 1x1 ), a, b E K, (4.1) 
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bchere K = {u E C[ R +, R + ] : a(u) is strictly, increasing in u and a(u) -+ SK, as 
u -+ x8 } and 
V,( t, x) = c Vi( t. s). 
i= I 
Furthermore, suppose that 0 < i. < A are gitlen and a(d) <b(A). If the unper- 
turbed system (2.1) is (A, A) practically stable, then the practical stability 
properties of (2.1) imply the corresponding practical stability properties of 
the perturbed sjvstem (2.2). 
Proof Assume that (2.5) is strongly practically stable. Then, we have, 
given (i., A, B, T) > 0 such that E. < A, B < A, 
IV N 
1 U,(t, to, 140) <b(A), tat,,if C Uoi<a(A) (4.2) 
i= I i= I 
and 
2 u,, < a(i) implies i Uj(t, to, ~4~) < b(B), t > to + T. (4.3) 
i= I ,=I 
Since (2.1) is (,I, A) practically stable, we have 
I At, to, -uo)l <j., t 2 to, if I?coI <i.. (4.4) 
We claim that 1.~~1 <A also implies that Is(t, to, zc,)l <A, t>, to, where 
X( t, I,, x0) is any solution of (2.2). If this is not true, there would exist a 
solution ~(t, to, x0) of (2.2) with lxol <,I and a t, > to such that 
I-44 to, x0) I d A, to < t G t , Then by Theorem 2.1 we have 
V(t, 46 to, -yo)) 6 r(t, to, Vito, ~(4 to, -x0))), to< t< t,. 
Consequently, we obtain 
b(A)GVo(f,,to,xo))d i ri(t;,to,~(IJ~(t,.ro,~~o)l)) 
I= I 
d i ri(t,, to, a(l))<b(A). 
1=I 
This contradiction proves that I-Y~I < 1 implies Ix(t)/ <A, t 2 to. To show 
strong practical stability, we see from the foregoing argument that we have 
b(l4t, to, .xo)l) G Vo(t, Nt, to, +~o)) 
N 
G C ri(t, to, v(to, ?‘(t, 10, -yo)) 
i=l 
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for all t > to, if l.xOl < 1. From this it follows that 
i= I 
Now (4.3) yields the strong practical stability of the system (2.2) and the 
proof is complete. 
Setting F(t, X) =f(t, s) + R( t, X) in Theorem 4.1, we see that although 
the unperturbed system (2.2) is only practically stable, the perturbed 
system (2.2) is strongly practically stable, an improvement caused by the 
perturbing term. 
5. EXAMPLE 
Let us present a simple but illustrative example. 
I’=e-‘.y2,~~(tO)=-Y0 
I” = -y, y(t,, = J’o. 
(5.1) 
whose solutions are given by 
x( I, 10, x0) = 
X0 
1 +.Y@-C+ 
(5.2) 
y(t, to, Jo)= yoe-“-ro’, t2 to. 
The fundamental matrix solutions of 
equations are 
@(r, to, x0) = 
1 
[l +?co(e-‘--eP’0)2 
the corresponding variational 
; Il/(t, to, yo) = e-” -‘O’. 
Consequently, choosing V,( 1, x) =A?, Vz( t, 1) = y’. We see that 
V;(t, x)= 2x(t, s, x) &t, s, x) R(s, x, y), 
v;(t, x) = 2y(t, s, y) Il/(t, s, y) L(s, x, y), 
where R, L are perturbations so that the perturbed differential system is 
given by 
x’=e-!x’+R(t,x, y), x(t,)=x, 
y’ = -)‘+ L(t, x, y), >I( to) = J’o. 
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Let R(t, x, y) = -x2/2 and L(t, x, ~1) = -y.u’/2. Then it is easy to 
compute 
g,(r, v,, Vz)= -v’:‘, g2trt v,, V,)= -v,v,, 
so that comparison system reduces to 
u; = -u; 2, u,(t,) = L4l” 
u;= -14,u2, I42(r,) = U2”, 
(5.3) 
choosing U,, = V,(t,, x,), U,, = Vz(t,, ?vO). 
We find that the solutions of (5.3 ) are given by 
4u,o 
ul(f, to, 4) = [2 + u;;2(r- to)32 
u2(t, to, 4) = u20 exp 
[ 
-2udt - to) 1 2 + u:b’cr - t,) ’ tg I,. 
Thus by Theorem 2.1 the estimate for the solutions -U(t, t,, x0. I’~), 
j(t, t,, x,,, ~1~) are of the form 
[ 
I&J2 (t-b) 
xexp 1/2+x,(e-‘-e-‘0+(r-t,)/2)][1 +x,(F’--ePro)] ’ 1 
for t z tO, which shows that all solutions (X(t, r,,, x,,, yO), y(f, t,, x0, y,,)) 
+ 0 as t + 1%; although from (5.2), it is clear that the solutions of the 
unperturbed system (5.1) do not enjoy that nice property. In fact, for t, = 0 
and x0 = 1, we obtain 
x(t, to, x0) = e’, t 3 0. 
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