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Many communities around the world have been established in areas of ongoing, as well as 
ceased, underground mining activity. Ground movements induced by ore extraction 
methods and the collapse of abandoned cavities have long been recognized as a hazard to 
surface structures. A number of approaches have been proposed for the prediction of 
subsidence in underground mining regions, and their integration to Geographic 
Information Systems (GIS) can produce a powerful risk management tool. Nevertheless, 
this application is often limited by either a lack of generality or excessive computational 
cost of the methods available. 
In this work, the stochastic subsidence model proposed by Litwiniszyn (1964) was 
investigated. Conceptually, the model assumes the ground mass as a discontinuous medium, 
in which particle displacement towards a collapsing cavity is treated as a Markovian 
process. The accumulation of the discrete movements amounts to the Komolgorov 






In order to gain better understanding of the mechanism at granular scale and test the 
stochastic diffusion model in controlled conditions, subsidence in a granular medium was 
simulated via the Discrete Element Method (DEM). Using a frictional-elastic constitutive 
law for inter-particle contact, large three-dimensional assemblies of gravel-size grains were 
generated with a range of microstructural and bulk properties, these were then subjected to 
trapdoor experiments. In each simulation, particle displacements, ground surface 
deflections, as well as stresses and changes in the granular matrix structure were monitored 
and provided detailed information about the phenomenon. 
The behavior of the granular matrix undergoing subsidence was shown to be highly 
dependent on both its microstructural and bulk properties. A thorough evaluation of the 
impact of porosity, particle size dispersion, inter-particle friction and contact stiffness on 
behavior of the material is presented. The parameters for the stochastic model were 
calculated based on the displacements obtained from DEM. The stochastic diffusion model 
and the DEM experiments were found in very good agreement for medium-dense simulated 







CHAPTER 1. INTRODUCTION 
This chapter covers the motivation for the present study, providing background information 
on its relevance and the state of the art of mining subsidence prediction methods. It 
introduces the goal and the general approach and outlines its contributions. 
 
1.1 Motivation 
Extensive research has been done on the topic of subsidence due to underground mining, 
since its recognition as a source of structural damage in the early 19th century. The 
involved mechanisms have been thoroughly investigated via physical and numerical 
models and a reasonable degree of understanding as how the phenomenon develops has 
been achieved. Numerous subsidence prediction methods have been proposed from all over 
the world, with different levels of complexity. On the lower end of the spectrum, empirical 
relations enjoy popularity, in spite of their limited validity, because these are easy to apply 
and require little information about the site. On the other end, numerical methods 
incorporate more advanced knowledge and require detailed data on the site’s geology. 
Predicting accurately the subsidence patterns would allow for a better assessment of the 





When integrated to Geographic Information Systems (GIS), a reliable prediction method 
becomes a powerful risk management tool. It particularly benefits environmental 
protection agencies, enabling well informed budgetary decisions through strategic 
reclamation and zoning plans. 
While empirical relationships permit a straightforward implementation in GIS, they lack 
generality and produce poor estimates when applied to areas geologically and 
geotechnically different of those which the relationships originated. Numerical methods 
promise much more flexibility, nonetheless, substantial input data is required and the 
computational cost involved in analyzing large areas can make the methods unpractical. 
Therefore, the ideal method for this application should be able to capture the influence of 
the most relevant site characteristics without forsaking simplicity. In the next section, the 
mining subsidence phenomenon is discussed in further detail. 
 
1.2 Subsidence mechanisms 
Shadbolt (1977) defines surface subsidence as a boundary problem in geomechanics. When 
a subsurface void is created, the ground originally in a state of equilibrium of forces and 
stresses, undergoes deformations and significant changes in the state of stress. The ground 
adjusts to the new state, with a range of responses dependent on its geology. This dictates 
the amount of underground movement that reaches the surface and the shape of the 
subsidence trough. 
Early experiments carried out by Fayol (1885) indicated that when the ground above the 
excavated cavity is constituted of strong rock, the roof of the cavity might undergo bending 





This was later revisited by Halbaum (1903; 1905), who proposed that the different layers 
of rock worked as cantilever beams. 
However, when the rock mass is not able to support the new loading conditions, it 
experiences failure and broken rock fills the cavity with a volume increase (Rziha, 1882). 
The overlying strata displace inwards and downwards until stability is reached. Conversely, 
highly fractured rock behaves as a discrete, fragmented material, similarly to granular 
media, and the characteristic dimensions of the fragments is a factor in the development of 
ground subsidence. 
In rock masses presenting directional features such as inclined bedding planes and joint 
sets, their orientation exerts control of the preferential path of ground movement. Faults 
also play an important role, concentrating displacements and yielding discontinuous, or 
step subsidence. Dickinson (1896) attempted at relating the hade of geological planes to 
the determination of support pillars, and in a related endeavor, Briggs (1926) worked on 
the relationship between ground movements and faulting. Later, Potts & Turnbull (1957) 
added to these contributions by working on the correlation of observed surface settlement, 






Figure 1.2.1 Ground movements in different strata. Source: Shadbolt (1977) 
 
Unconsolidated deposits present an even broader range of responses depending on the 
presence of water, geological history and nature of the material. Fine grain soils such as 
clays, peats and some silts have remarkably non-linear time-dependent behavior. When 
inundated, these materials can develop pore-pressures followed by a slow dissipation 
process that causes stress-induced instability and additional movement over time. Coarser 
material such as sand and gravel behave in function of their relative density and angularity. 
They may develop localized shear bands or exhibit failure in a more homogeneous way. 
Piggott (1977) provided a thorough account of ground movements arising from the collapse 







i. Surface movements have their origin in three sources: pillar failure (rare), pillar 
punching and roof collapse. Pillar failure, is only likely to take place when 
construction on the top increases the vertical load excessively. Pillar punching 
is mainly a result of soil softening due to water infiltration and creep and 
movement can happen over extended periods of time. Roof collapse, the most 
common, often occurs due to the loss of support from auxiliary underground 
structures, such as timber bracing. 
ii. Collapse zones can assume different shapes (conical, wedge and rectangular) 
depending on the properties of the strata. The zone affected by caving is also 
largely determined by the nature of the geomaterials and can extend up to ten 
times the height of the original void. 
As a result, the subsidence trough can assume different shapes depending on the geometry 
of the cavity and the nature of the material. The area of extraction is considered subcritical 
when it is smaller than the area of influence, and the subsidence does not reach the 
maximum value, equivalent to the height of the collapsed cavity, at any point. When the 
area of influence is equal to the area of extraction, only the trough center reaches maximum 
subsidence. Finally, the area of extraction is defined as supercritical when it is larger than 
the influence area. Consequently more than one point in the trough area reaches maximum 








Damage to structures can arise from both horizontal and vertical displacements alike. 
Infrastructure such as pipelines and water mains can suffer severe damage due to horizontal 
distortion and movements –the pullout effect of extension at the periphery of the 
subsidence trough. Furthermore, significant disruption can be caused by vertical 
displacement. 
In aboveground structures, while excessive extension of the base can cause significant 
damage, differential vertical movements are the biggest source of concern. Distortions 
induced by uneven movement of foundations create large additional stresses in structures 
that can lead to loss of integrity and stability. While uniform settlements do not impose 
such threat to the building, they can still cause loss of serviceability. 
Structural damage caused by ground movements is an active research topic and several 
charts linking ground movements and damage to structures have been proposed. The topic 
is out of the scope of this work, however mentions should be made to the early works of 
Peck (1969) and Leonards (1975). 
In face of the aforementioned complexities, developing a subsidence general prediction 
method that accounts for all specific features of a region, with different types of 
geomaterials present, was not, in the past, considered a realistic goal. This may explain the 
diversity and number of models that have been proposed over the years. The most 






1.3 Subsidence prediction methods 
1.3.1 Early theories 
Shadbolt (1977) provides a comprehensive review of mining subsidence theories, 
discussing it from a historical perspective and identifying the turning points that shape our 
understanding of the subsidence phenomenon. Basic notions were derived from field 
observations and physical models according to the following stages: 
i. Vertical theory: assumed that fissures developed vertically, on the boundaries 
of the excavation. Based on this assumption, the area of the excavation would 
project directly to the surface and unworked coal pillars were left under 
buildings with the exact shape or little safety margin. 
ii. Normal theory: credited to Gonot (1858) the theory was originally proposed by 
Toillez in 1838. It assumes that rupture surfaces are perpendicular to the 
inclination of the bedding planes and that subsidence is delimited by the 
projection of these lines on the surface, while unconsolidated deposits were 
assumed to displace vertically. In that period, different strata failure modes 
started being recognized and it was conjectured that weak strata would undergo 
a funnel like subsidence, while strong overburden would have a bell shaped one. 
Additionally, it was observed that geological faults would have a significant 
influence the subsidence surface. 
iii. Dome theories: proposed by Rziha (1882), it postulated that the zone of 
fracturing and collapse was delineated by a paraboloid, and that dome shaped 
zones of subsidence would extend laterally and vertically. The theory ignored 





and proposed equations to calculate the dilation coefficient. Jicinsky (1884) 
suggested that in inclined coal seams the fracture line would bisect the normal 
and vertical lines of the excavation and postulated that the area of subsidence is 
proportional to the area worked. Through an extensive laboratory program and 
field surveys, Fayol (1885) corroborated the dome theory with information on 
rock fracturing angles and layered overburden behavior. Dickinson (1896) 
coined the term “draw” defining it as the distance from the vertical projection 
of excavation to the border of the subsidence zone. 
 
1.3.2 Physical models 
Physical models are reduced scale reproductions of the site geology and geometry. The 
first experiments of this kind were carried out by Fayol (1885), using a range of materials 
such as iron, sand, clay and plaster. 
Scale effects, geometric and material similitude are critical issues with physical models. 
Representativity, the paramount technique for overcoming these difficulties, is currently 
handled with the use of centrifuge. This topic is not discussed herein. The challenges 
encountered with physical modeling, the logistical and operational cost, and the advent of 
computational methods have made this approach less popular in recent times. These have 
mostly been repurposed to serve as a tool to gain insight into specific mechanisms such as 






1.3.3 Empirical solutions 
The most noteworthy endeavors in the prediction of surface movements via empirical 
relationships are the studies that led to the publication of the National Coal Board (1965; 
1975) handbook. The manual is founded on the vast database on mining subsidence 
available in England, where information spans a very long period of coal mining 
monitoring. 
Relationships for different mining techniques, cavity geometry and excavation depth 
developed by Orchard (1954; 1957; 1964), Wardell (1953) and Wardell & Webster (1957) 
from field observations were published in the form of curves and charts 
When used appropriately, the charts in the National Coal Board handbook are claimed by 
their authors to predict subsidence with an accuracy of ± 10% (Shadbolt, 1977). 
However, as the method relies heavily on field observations in England, where the rock 
strata above the coal seam is strong, its validity is limited to regions with similar geology. 
This limitation characterizes a disadvantage common to all empirical methods. Another 
major drawback to these methods is gathering reliable and extensive field data. Scant 
record keeping of early mining operations, can misguide the data analysis and yield false 
relationships. In addition, as mining companies are often reluctant to sharing information, 
it is difficult to compile a large enough in order to develop new regional empirical models. 
 
1.3.4 Influence functions 
Influence functions express the effect an elementary source of subsidence would have on 
the ground surface deflection. Initially proposed by Bals (1931-32), the theory postulates 






influence that is inversely proportional to the distance. It hinges on the principle of 
superposition, assuming that the resulting movement at ground surface is the cumulative 
effect of elementary sources. A number of such methods were later developed and a 
complete account is offered by Brauner (1973). Weight functions can be introduced to 
account for different geomaterial properties, multiple cavities and variations in the 
thickness of extraction. 
Given a points such as P(ξ,η) at the center of elementary extraction areas dA, the effect of 
the total extraction area A at a ground surface point P’(x,y) is expressed as a function of 
the projected horizontal distances to the source points (Berry, Progress in the analysis of 
ground movements due to mining, 1977): 
 




where S is the subsidence on the coordinates (x,y), w(ξ,η) is the weight function and f is 
the influence function. 
This set of methods has the great advantage of being applicable to various cavity 
geometries and extraction inclinations. For practical purposes, analytical solutions can be 
easily derived along with formulas for the angle of influence. 
Garcia & Mere (1997) introduced the use of genetic algorithms to optimize the input 
parameters in influence functions based on field data. Sheorey et al. (2000) proposed 
modifications to common influence functions obtaining reasonably good fitting between 
predicted and measured subsidence. Evaluating data from several field observations in 
India, a line separating continuous and discontinuous patterns as a function of the depth of 






that allows the calculation of subsidence for large dip angles and obtained good agreement 
with field observations. 
One of the disadvantages of influence functions, common to empirical methods, is that they 
often require previous subsidence measurements in order to fit the parameters to the 
equations. Nonetheless, more recent studies demonstrate that difficulty can also be 
overcome. 
An interesting application of influence functions was carried out by Cui et al. (2001). 
Implementing the Mitscherlich’s growth law (Mitscherlich, 1909), which allows the 
calculation of subsidence in a point in time, subsidence was accurately predicted without 
previous measurements in the region. This was possible by obtaining input parameters 
purely via mathematical relationships. 
 
1.3.5 Numerical modelling 
1.3.5.1 Continuum mechanics approaches 
Following the initial methods involving influence functions and empirical solutions, (Berry, 
1960; 1963) proposed the elastic modeling approach to mining subsidence. The theory was 
developed over a number of ensuing publications, by himself and others, to account for 
anisotropy, different material properties and constitutive modelling. It was shown that for 
isotropic ground conditions, use of fitting coefficients that have no physical meaning would 






Earning popularity, continuum models started being applied to ground movements due to 
mining using the Finite Element Method (FEM), including the early works of Zienkiewicz 
Cheung, & Stagg (1966), Shippam (1970).and Stacey (1972). 
FEM has been shown to perform badly in the prediction of subsidence. This is largely due 
to the severe fracturing and plastic deformations experienced by the collapsing ground. In 
order to account for this significant loss of strength, after reaching plastic strain the 
elements are assigned negligible stiffness (O'Connor & Dowding, 1992; Yang et al., 1993). 
Since in the vast majority of cases, the displacements within the ground mass are not of 
interest, boundary element methods (BEM) are a valuable continuum based alternative. 
BEM use an integral mathematical formulation to fit the boundary conditions, and allows 
for the implementation of nonlinearities. Yang, et al. (1993) employed this approach to 
predict field measurements with much success. The model consisted of a laminated 
medium with different properties for the beds of coal and rock. Since sliding between beds 
was allowed, the stiffness of the layers was assigned higher values than those measure in 
laboratory. All the other properties were derived from geotechnical tests. 
1.3.5.2 Mechanics of discontinua 
Observing that continuum models did not perform well in simulating the mechanisms of 
fractured rock, Trollope (1968) established a new modeling approach which he named 
“mechanics of discontinua”. The rock mass was assumed as an assembly of blocks allowed 
to move relative to one another, and block fissuring was also incorporated in the analysis. 
This work set the cornerstone for the development of the discrete block analysis (DBA) 






Pioneering the DEM in geomechanics, Cundall (1971; 1974) devised a computational 
model in which deformation took place only on the contacts between blocks –which were 
not allowed to deform internally. The interactions between the intact rock blocks were 
modeled through a force-displacement relationship on both normal and shear directions. 
Hence, the approach amounted to a system of forces rather than a strain-stress analysis as 
in FEM. 
O'Connor & Dowding, (1992) carried out simulations using the DBA to calculate the 
subsidence on a stratified-discontinuous rock. In their study, a set of models were used for 
the simulation of varying contact stiffness, friction and vertical joint spacing. Additionally, 
different material properties were attributed to represent the layers of sandstone, shale and 
coal. While the approach was not very successful because it underestimated the maximum 
settlement, important insight was obtained from the simulations: 
i. Decreasing the contact stiffness and friction between blocks reduced the overall 
system stiffness; 
ii. Horizontal joints, which were not introduced in the model, are consequential to 
the overall stiffness and its absence causes the system to become excessively 
rigid; 
iii. The block caving zone is estimated to reach up to 30 times the thickness 
excavated. 
With the development of commercial software such as UDEC (Itasca Consulting Group 







The DEM has also seen new applications: using a two dimensional formulation, Vairaktaris 
& Stavropoulou (2013) attempted to simulate subsidence in sand during a trapdoor test. 
Woo et al. (2013) applied a coupled FEM-DEM approach to subsidence caused by block 
caving. In their model, immediately before caving the ground is represented by a 
continuum mass with distributed discrete fissures. In response to the stresses imposed by 
caving, fissures may develop into a network of discontinuities and the detached material 
behaves as an assemblage of blocks. This computer implementation is available through 
the software ELFEN (Rockfield Software Ltda., 2016). 
 
1.3.5.3 Non-mechanistic approaches 
The list of parameters that govern subsidence is extensive as discussed previously, and in 
stratified ground where the response of geomaterials may differ significantly from one 
another, applying a numerical model able to capture the response of each material might 
pose an insurmountable challenge. 
The most significant effort in this area is the use of artificial neural networks (ANN) to 
predict subsidence. ANNs are a group of methods inspired in neural biology that connects 
input to output through transfer functions that are progressively refined by running the 
software with example cases for which both input and output are known (i.e. “training” the 
software). 
Ambrozic & Turk (2003) proposed a multi-layer, feed forward, neural network architecture. 
The model is structured so that an input unit is multiplied by its corresponding weight and 






The signal is added to the next layer if not otherwise exceeding an established threshold. 
The non-linear relation between input and output is obtained by using a sigmoid function 
is used as the activation function. 
The model was trained with extraction data on the mined area and the corresponding 
subsidence surface. This step yielded the weights and thresholds that were implemented in 
the model for the validation step. In this step the model trained with data from one site is 
used to predict the surface movements in a nearby site that has already experienced 
subsidence. After having verified that the trained ANN model offered close agreement with 
field measurements at the validation site, it was then possible to use it for predicting the 
surface subsidence related to other mines in the area. 
Yang & Xia (2013) followed a similar approach and obtained exceptional agreement 
between model predictions and field observations. 
 
1.3.6 GIS integration 
In recent years, the field of mining subsidence has extraordinarily benefited from the rapid 
advancements of Geographical Information Systems (GIS). In allying prediction methods 
to GIS, researchers have been able to generate sophisticated hazard maps and refined 
predictions of the subsidence surface. 
Oh & Lee (2010; 2011) demonstrated the efficiency of such combination by creating maps 
of subsidence occurrence. The input consisted of GIS models of (a) intact rock strength; 
(b) stress field; (c) geological structure; (d) depth of mining horizon; (e) extent of the mined 
area and (f) volume of extraction. A range of statistical and probabilistic methods was used 






The methods which included multi-criteria decision trees, weights-of-evidence, ANN, 
frequency ratio and logistic regression were separately used and demonstrated close 
agreement with field observations. 
Song et al. (2012) integrated influence functions to GIS, using parameters obtained from 
survey data. In their application the subsidence trough was calculated and its environmental 
impact determined based on a value analysis. Maps with the predicted damage were 
elaborated. 
An advanced prediction method has been put forward by (Unlu, Akcin, & Yilmaz, 2013), 
named ISP-Tech. It combines two-dimensional finite element models, mining information 
system (MIS), geographic information systems (GIS) and differential interferometry 
synthetic aperture radar (DIn-SAR). MIS and GIS are used to generate cross-sections 
necessary for the numerical models. Using elasto-plastic constitutive models, with Hoek-
Brown failure criterion, the subsidence trough on these cross-sections was calculated. They 
are later interpolated to generate a three-dimensional surface. The results are compared to 
GPS and DIn-SAR measurements of a validation field. When the agreement between the 
predictions and field observations is not good, the FEM models are optimized until the 
overall solution in the field becomes satisfactory. The method performed exceptionally 









1.4 Ground movements due to tunneling 
Parallel to the research in mining subsidence, extensive research has been done on the 
movements originating as a result of tunnel excavation. Many of the subsidence 
mechanisms are shared between mining collapse and tunnel excavation. The breadth of the 
methods developed for tunnels are numerous and outside the scope of this work, however 
reference should be made to the works of Attewell, Yeates, & Selby (1986) and Whittaker 
& Reddish (1989). 
 
1.5 Objective and approach 
The objective of this project is to investigate subsidence in granular materials with a focus 
on five main aspects: 
i. Performing a multi-scale analysis of the changes in the granular matrix due to 
subsidence; 
ii. Analyzing changes in the state of stresses and particle interactions; 
iii. Evaluating the connection between bulk properties and microstructure and their 
relation to subsidence development; 
iv. Assessing the reliability of the stochastic subsidence model proposed by 
Litwiniszyn (CHAPTER 2) 
v. Appraising suitability to a potential GIS implementation. 
In order to obtain the sought information and meet these goals, numerical simulations of 
subsidence in particulate media (CHAPTER 5) were carried out by employing the discrete 






In the DEM the ground mass is treated as a collection of independent bodies subject to 
Newton’s laws of motion (CHAPTER 3). Hence the method offers insight into specific 
features explored in this study. 
A finite different solution was developed for the stochastic diffusion equation based on 
Litwiniszyn’s model. The parameters were obtained by fitting to the data extracted from 
the DEM experiments. The extent to which the theoretical values matched DEM 
observations was evaluated and the limitations of the approach were discussed in the 
conclusion of this thesis. 
 
1.6 Contributions 
This thesis is a contribution to the general understanding of granular behavior undergoing 
subsidence. Specific contributions of this thesis include: 
i. Formal assessment of the microstructural and bulk property changes in the 
subsiding ground mass; 
ii. Stress evolution analysis from microstructural standpoint; 
iii. Calculation of the parameters involved in the model proposed by Litwiniszyn 
(1964) and investigation of their correlation with material properties; 
iv. Appraisal of the theoretical subsidence model reliability and limitations; 







CHAPTER 2.  STOCHASTIC MODEL OF GROUND SUBSIDENCE 
2.1 Stochastic Subsidence Model 
The treatment of subsidence in a granular medium as a stochastic process was first 
proposed by (Litwiniszyn, Statistical methods in the mechanics of granular bodies, 1958) 
and developed over the years in a series of papers (Litwiniszyn, 1964; 1992; 1994). 
In his original description of the theory, the medium is treated as a two-dimensional lattice 
in which each slot is occupied by a particle subjected to gravity (Figure 2.1.1a). Once a 
particle is removed from the bottom, one of the two particles located above it will move to 
fill in the empty slot. This inevitably creates a new a void and a new movement of a particle 
downwards. The probability that a slot will be empty due to the removal of a particle in the 





Figure 2.1.1 (a) Two-dimensional cage system. Source: (Litwiniszyn, 1964). (b) 






Litwiniszyn (1964) then proceeds with the necessary mathematical manipulations to denote 
the probability of a void occupying a position (x,z). In a dense mesh of cages, the 
accumulation of voids amounts to a diffusion process in which the variable time is replaced 
with the vertical coordinate, z. In three dimensions, the subsidence trough can then be 











In which W is the vertical displacement, and Dx and Dy are the diffusion coefficients in the 
x and y directions respectively. Since these two coefficients are always positive, partial 
differential Equation (2.1) is of the parabolic type, similarly to Laplace’s equation. 
This is the most standard format of the model and has been validated in many applications 
over the years with relatively good agreement in the majority of them. 
Mullins (1972) unaware of Litwiniszyn’s work, proposed a nearly indistinguishable 
description of the gravity flow of cohesionless particles. The downwards movement of 
discrete bodies through an orifice had an equivalent upward-biased random flight of voids. 
The model was expressed in terms of the concentration of voids and admits an analogue 
form of equation (2.1). In addition, Mullins provides experimental evidence to the model 
(Mullins, 1974a) and extends the theory to transient conditions and accommodating 
volume changes in the medium (Mullins, 1974b). Mullins later ackowledged Litwiniszyn’s 
research and write a critique of the two methods (Mullins, 1979). 
Osinov (1994) developed a kinematic method based on a discrete stochastic treatment of 
the medium. A computer implementation of the method was developed and the algorithm 






Following the model proposed by Litwiniszyn, Chen (1997) developed a computer 
application to obtain draw contours for cave mining applications. Noticing the mismatch 
between the predicted draw zones and the ones expected in practice, the author put forward 
a modification that accounted for the variation in the rate of diffusion with distance from 
the source. 
Lavrikov & Revuzhenko (2000) constructed a numerical scheme based on a stochastic 
model of gravity flow. The model was programmed in the form of automatic cells and the 
results obtained showed good agreement with experimental data. 
Vardoulakis et al. (2004) carried out plane-strain trapdoor experiments with dry sand and 
used the results to evaluate Litwiniszyn’s model. The authors proposed extensions to the 
original theory, adding a convection term that improved the agreement between the model 
and the laboratory tests. 
Melo et al. (2008) carried out experiments of granular discharge in plain-strain conditions. 
The changes in volume experienced by the material within the draw zone were analyzed 
through intense transmitted light. The predictions of Litwniszyn’s theory were compared 
to a stochastic kinematic model developed by the authors which takes into account 
dilatancy. Litwiniszyn’s model was found to overestimate laboratory test settlements in all 
cases. 
Most recently, Vairaktaris & Stavropoulou (2013) performed two dimensional discrete 
element method simulations of trapdoor tests to obtain data to investigate the quality of 
Litwiniszyn’s model. The authors focused on the fitting of the central displacement to 
which the model successfully predicted. An analytical equation is proposed for the area of 






Stochastic diffusion models of subsidence can now be integrated to the broader framework 
of stochastic mechanics of particulate media, in which is also included stress diffusion as 
the result of random walk propagation of inter-particle forces (Sergeev, 1969). Coupling 
of the void migration and stress propagation concepts was proposed by Bourdeau (1986), 
Bourdeau & Harr (1989), in order to model ground surface settlement due to applied load. 
Here, instead of originating at a localized perturbation in the ground, as in the case of 
subsidence, excess volumes of voids are generated at distributed sources in the 
compressible medium in consequence of stress increase. A comprehensive, more rigorous 
formulation of the expanded theory can be found elsewhere, together with additional 
bibliographic information (Bourdeau, 2001; 2009). In this context, the model of subsidence 
used in the present study can be seen, retrospectively, as a special case. 
 
2.2 Finite Difference Solution 
Analytical methods are available to solve the Laplace equation, such as Green’s functions 
or Fourier transforms. Nevertheless, integration over complex boundary conditions can be 
challenging, making numerical methods a more convenient alternative. 
One solution to the equation under consideration is the Forward-Euler method with a finite 
difference approximation. The domain is discretized in a uniform grid and the value of the 
function yk+1, is the value of the preceding step yk added to an increment that follows the 
slope calculated on the k step, f(x,yk) over the distance h, equation (2.2). 
 𝒚𝑘+1 = 𝒚𝑘 + ℎ𝑓(𝒙, 𝒚𝒌) (2.2) 
Using Taylor expansion, equation (2.2) can be developed into (2.3), and the truncation 


















Therefore, the method has order-2 accuracy. Applying the finite difference approximation 
to equation (2.1), the Forward-Euler scheme is expressed in (2.5) for internal nodes of the 
discretized mesh. 
 𝑊𝑖,𝑗,𝑘+1 = 𝑊𝑖,𝑗,𝑘
+ Δ𝑧 (𝐷𝑥
𝑊𝑖−1,𝑗,𝑘 − 2𝑊𝑖,𝑗,𝑘 + 𝑊𝑖+1,𝑗,𝑘
Δ𝑥2
+ 𝐷𝑦





Assuming reflective boundaries, on the border nodes, the second term on the right side of 













Analogs of the expressions (2.6) and (2.7) are used on the boundaries in the y direction. 
These expressions constitute the basis for the numerical solution of Litwinizsyn’s model. 
An application using this scheme was implemented in a MATLAB (MathWorks Inc., 2015) 
subroutine and examples are presented in the following section. 
It is noted that, in the proposed application, a reflective boundary condition is strictly 
correct if the wall bounding the particulate medium is perfectly smooth that is, there is no 






2.2.1 Example applications 
In this series of examples, an arbitrary domain is subjected to a localized displacement of 
W = 1 m at a depth of 20 m. In cases 1 and 2, the area of the prescribed displacement is a 
square measuring 5 m × 5 m on the horizontal plane. In case 3, the area has a length of 20 
m and a width of 5 m. 
2.2.1.1 Case 1: materials with different diffusivity properties 
Figure 2.2.1 represents a vertical cross-section through the center of the domain where the 
aforementioned displacement was imposed. The top figure represents the displacement 
field in a domain with a diffusion coefficient of 0.05 m2/m, while the figure at the bottom 
is obtained with a coefficient ten times larger, D = 0.50 m2/m. Hypothetically, small 
diffusion coefficients are characteristic of loose granular materials and it can be noticed 
that the displacement imposed at depth propagates almost entirely to the surface with little 
lateral spreading (step subsidence). The contrary is observed in the domain with a larger 
coefficient which could possibly be representing a dense material: the subsidence trough 











Figure 2.2.1 Top: displacement field with small diffusion coefficient (hypothetically in a 
loose material). Bottom: displacement field with larger coefficient of diffusion 
(hypothetically in a more densely packed granular material) 
 
2.2.1.2 Case 2: interaction between subsiding zones 
In this example the diffusion coefficient was assumed as 0.5 m2/m and displacement was 
assigned to two regions. In Figure 2.2.2, the top drawing represents the case in which the 
subsidence troughs are on not close enough to interfere, given the coefficient of diffusion 
and distance to the ground surface, while the graphics at the bottom illustrate a situation of 
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Figure 2.2.2 Top: vertical displacement field of non-interacting subsidence zones. 




Figure 2.2.3 Left: ground surface vertical displacement of non-interacting subsidence 
zones. Right: surface displacement of interacting subsidence zones 
 
2.2.1.3 Case 3: extensive subsidence 
In this example it is intended to model subsidence due to the caving of a long underground 
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Computations were performed using a diffusion coefficient of D = 0.5 m2/m. The result 
represented in Figure 2.2.4 is compatible with the results reported in the literature (Peck, 
1969). 
 
Figure 2.2.4 Vertical displacement field in tunnel caving example 
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CHAPTER 3. DISCRETE ELEMENT METHOD 
3.1 Numerical modelling in geomechanics 
Efforts in modeling soil behavior date to as early as the beginning of the 18th century 
(Skempton, 1979). Fueled by the Industrial Revolution, large infrastructure projects were 
undertaken, many of which resulted in failures due to inappropriate design. These incidents 
ignited the interest in soil mechanics and prompted the first formal geotechnical 
investigations. 
In face of the complexity of soil behavior, early models in geomechanics aimed at capturing 
specific features of the problem under analysis. Influenced by the emergence of continuum 
mechanics (Cauchy, 1823), soils were modeled as elastic materials despite their 
conspicuous non-linear behavior. Analytical solutions were developed for common 
scenarios and many of these expressions are still in use in engineering practice as estimate 
and design tools. These include the prominent contributions of Boussinesq, Coulomb and 
Rankine to earth pressure analysis and the design of retaining structures. 
Later, the works of Terzaghi, Bjerrum, Fellenius and others established the fundamental 
concepts of soil mechanics and collectively redefined it as a science in itself (Skempton, 
1979). The ensuing years abounded in studies that advanced the understanding of soil 







Intense research has been done in the field of constitutive modelling, especially in the 
framework of plasticity theory (Hill, 1950; Drucker & Prager, 1952; Koiter, 1960). This 
ongoing effort has yielded more comprehensive constitutive relations that account for 
many of the particularities of geomaterials such as: strain softening/hardening, pore water 
pressure, transient seepage and particle crushing. Lade (2005) provides an extensive and 
detailed overview of available constitutive models, their input parameters, advantages and 
shortcomings. 
Technological innovations in the 20th century popularized numerical analysis, and the 
Finite Element Method (FEM) and Finite Difference Method (FDM) established 
themselves as the main tools for implementing continuum models. FEM and FDM have 
numerous open source and commercial software applications and commodity computers 
are capable of solving large problems in few hours. 
 
3.2 Particulate based approach in geomechanics 
Numerical modelling of granular materials has been a topic of especial interest to the fields 
of material science, industrial and chemical engineering. Particulate scale approaches have 
been in use from as early as the 1960s, in applications such as the calculation of the stress 
distribution in silos, the study of jamming in granular discharge, mixture processing and 
particle-machine interaction. 
Nevertheless, discrete element modeling (DEM) was first introduced in geomechanics 
much later by Cundall & Strack (1979). Since then, it has been extensively studied and its 






Its ability to provide insight into the fundamental mechanics of granular materials, 
otherwise unobtainable via experiments, has constituted an important usage of DEM. 
O'Sullivan (2011) outlines a number of the unique soil features DEM is able to reproduce 
and the contributions to geomechanics it has allowed. 
In the discrete element method, soil or rock are treated as an ensemble of individual bodies 
subject to Newton’s laws of motion. Contact forces are calculated according to an 
interaction law that reflects the nature of the material, which will be further discussed in 
the next subsections. 
A DEM simulation consists of a time-iterative process that follows the procedure outlined 
in the following (O'Sullivan, 2011): 
i. System geometry and contact law definition; 
ii. Detection of contacts between particles and calculation of corresponding forces; 
iii. Resultant force computation on each body, including external forces; 
iv. Particle acceleration and velocity calculations; 
v. Displacement and rotation calculations over time-step; 
vi. Particle position update for next iteration; 
vii. Loop steps (ii) through (vi) until stop condition is reached. 
The following subsections present an overview of how the basic steps are implemented in 







3.2.1  Constitutive law 
Based on the treatment of a material as a collective of interacting bodies, it is expected that 
much of its overall behavior be governed by the constitutive law employed in modelling 
the contacts. 
Differently from real grains, in which particle roughness and aspherical shape often result 
in more than one contact between particles, in DEM applications, interactions are idealized 
and defined as a single plane or point of contact (O'Sullivan, 2011). 
In a three-dimensional simulation, particles have six degrees of freedom (DoF) with respect 
to one another: normal straining (1 DoF), shearing (2 DoFs), twisting (1 DoF) and bending 
(2 DoFs). Hence, contact laws can be implemented to control the interaction in all of these 
degrees of freedom. 
By drawing concepts from contact and continuum mechanics, normal forces have been 
defined in the context of strain-stress curves. Establishing a normal contact as an 
arrangement of springs and dashpots allows formulations involving elasticity, 
hyperelasticity, viscosity, plasticity, hysteresis and creep. Shear forces are formulated 
separately, and can be represented by different combinations of the spring-dashpot system 
than those implemented in the normal contact. In that respect, contacts can be modeled as 
smooth, frictional with different failure criteria and cohesive.  
Over the years, in order to better represent soil nature a number of constitutive laws have 
been proposed and validated, incorporating resistance to rolling (Jiang et al., 2005), 
cohesion (Jiang et al., 2007; Bourrier et al., 2013), van der Waals forces (Luding, 2008), 
capillary forces (Scholtes et al., 2009) and cementation (Potyondy & Cundall, 2004; Utili 






The most commonly used constitutive laws in the modeling of granular materials are the 
originally proposed by Cundall & Strack (1979), the Hertz-Mindlin contact model (Hertz, 
1881; Mindlin, 1949) and Hertz-Deresiewicz (Deresiewicz, 1974) shear definition. 
In the present study, an implementation of the original Cundall & Strack (1979) contact 




Figure 3.2.1 Normal and tangential forces schematic 
 
Based on the schematic presented in Figure 3.2.1, normal forces are calculated as perfectly 
elastic, as described in equation (3.1). 
 𝐹𝑁 = 𝐾𝑁𝑢𝑁 (3.1) 
Where, KN is the contact stiffness and uN is the overlap distance parallel to the branch 
vector between the two particles, denoted by n in Figure 3.2.1. The shear forces are 
represented by an elasto-plastic model with tangential stiffness and Coulomb failure 
criterion, as presented in (3.2). 
 
𝐹𝑇 = {
𝐾𝑇𝑢𝑇                                       










Where, KT is the tangential stiffness, uT the tangential displacement as illustrated in Figure 
3.2.1 and ϕi the inter-particle friction angle. 
It can be seen in (3.2) that when the shear force is larger than what can be mobilized by 
friction, the contact reaches shear failure and the tangential force is reduced to |FN| tanϕi. 
In the absence of damping, all collisions are perfectly elastic and the total energy of the 
system is conserved throughout the simulation. This often implicates in the impossibility 
to achieve static equilibrium, rendering a non-damped DEM simulation meaningless in the 
context of geomechanics. Cundall & Strack (1979) address this by proposing a numerical 
global damping scheme. The concept is to reduce the forces that increase particle velocities, 
comparing the orientation of the velocity to that of the current acceleration (Smilauer et al., 
2016). This implementation in YADE-DEM is expressed in (3.3). 
 (∆𝐹𝑤)𝑑𝑤
𝐹𝑤
= −𝜆 sgn(𝐹𝑤?̇?𝑤) 
(3.3) 
Where ΔFw is the force decrease to be applied to the resultant force in the present iteration, 
Fw is the resultant force, λ is the numerical damping coefficient and u̇w is the mid-step 
velocity of the particle. 
 
3.2.2 Motion integration 
Once the resulting force on each particle is calculated, the positions for the next iteration 
can be calculated following a motion integration scheme. Numerical stability of the 
simulation is obtained by imposing an upper limit on the time-step. Using the P-wave 
propagation speed to calculate the critical time-step, expression (3.4) can be obtained 














Where, Rb is the sphere’s radius, ρb is the particle density and Eb is the Young’s modulus. 
In the simulations executed in this study, the time-step was set to half of the critical value 
calculated using (3.4). 
The explicit integration algorithm implemented in YADE performs operations (3.5) to 
(3.11) at each iteration. The subscript i denotes the current time-step. First, particle 







Approximating the acceleration by a central difference scheme yields (3.6), in which ui is 
the current position and Δt is the time-step. 
 
?̈?𝑖 ≅




Rewriting (3.6), the position for the next iteration (ui+1) can be expressed by (3.7). 
 𝑢𝑖+1 = 2𝑢𝑖 − 𝑢𝑖−1 + ?̈?𝑖∆𝑡





Replacing the forward difference approximation of the previous step’s velocity (3.8) in 






 𝑢𝑖+1 = 𝑢𝑖 + ∆𝑡(?̇?𝑖−1 + ?̈?𝑖∆𝑡) (3.9) 
Finally, the velocity in the current step is approximated by expression (3.5) and the updated 







 ?̇?𝑖 = ?̇?𝑖−1 + ?̈?𝑖∆𝑡 (3.10) 
 𝑢𝑖+1 = 𝑢𝑖 + ?̇?𝑖∆𝑡 (3.11) 
An analogous scheme is used to update particle orientation and is detailed in (Smilauer et 
al., 2016). 
 
3.3 Generic Algorithm 
The software YADE-DEM (Smilauer et al., 2016) corresponds to a discrete element 
method framework, where the building blocks of an application are coded in C++ and the 
model is setup and commanded via a routine scripted in the Python v2.7 programming 







Figure 3.3.1 Generic DEM simulation setup 
The routines comprise two major components: input and iterative loop. In the input step, 
the geometry of the bodies, particle size distribution, material properties relevant to the 
specified contact law and dynamics of the simulation are defined. 
The boxes in grey represented in Figure 3.3.1 consist of the iterative engines. These bear 
different functions that range from performing vital tasks to trivial monitoring. 
The first four engines are required for all simulations and are offered in prepackaged blocks 
that can be directly implemented via direct call in the routine. These execute the essential 
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the force resetter, sets to zero the dynamic forces acting on all bodies and their respective 
velocities. Then the sort collider identifies for each individual body the possible 
interactions with its neighbors. This can be done via triangulation or by means of a sweep 
and prune subroutine, as was the case in all simulations. The interaction loop then applies 
particle displacement, rotation, overlap and physical properties according to the specified 
contact law to compute the interactions between bodies (forces and/or moments). These 
are passed along with the damping coefficient and gravitational acceleration to the Newton 
integrator. This engine follows the scheme described in section 3.2.2, to integrate 
Newton’s law of motion over a time-step, updating the position of each body for the next 
iteration. The user establishes a stop condition that is relevant to the model within final exit. 
This can be a function of wall displacements, energy of the system, unbalanced forces, and 
maximum particle velocity, amongst others. 
Special engines encompass all prepackaged or user defined subroutines with the purpose 
of commanding processes, monitoring the simulation or exporting data. It is through this 
type of engine that processes such as load application, fluid flow, material property 
evolution, excavation, cavity collapse, amongst others can be included in the simulation. 
This offers great flexibility to model complex phenomena along with the opportunity to 
extract from the simulations insightful data. 
 
3.4 Computational aspects 
When compared to commonly used numerical methods in geomechanics, such as the Finite 
Element Method (FEM) and Finite Difference Method (FDM), the evident disadvantage of 






In order to run representative simulations, large numbers of particles are often necessary. 
Computing time has an exponential relationship with the number of particles and ensuring 
numerical stability can further increase the number of iterations necessary to achieve the 
final state. Timing of the individual engines in some simulations has shown that the most 
costly operation is the calculation of forces on the contacts. 
Intensive research has been done over the years to advance algorithms responsible for basic 
tasks, with special focus on sample generation (refer to CHAPTER 4) and contact detection. 
Despite the progress made in these areas, the base cost remains significantly high and to 
render the method functional, software development was driven into the realm of high 
performance computing (HPC). 
HPC takes advantage of parallel processing to perform operations on problems 
encompassing large datasets or extensive computations. On the hardware side, parallel 
computing has been popularized and is currently present even in commodity computers 
(Barney, 2016). A parallel computer cluster consists of a set of multi-processing units, 
nodes, connected by a network. Each node contains physical processors, called cores, 
which can be hyper-threaded to multiple logical processors. Current technology typically 
allows hyper-threading to two logical units, meaning that a node with 10 physical cores, 
would operate as 20 processors. 
On the software side, parallel computing comes as a set of techniques by which a problem 
is decomposed in smaller parts, concomitantly solved by a series of commands in multiple 
processors (Barney, 2016). This is the opposite of serial computing in which the whole 









             Serial computing                   Parallel computing 
Figure 3.4.1 Serial and parallel computing schemes. Adapted from Barney (2016) 
 
The design of a parallel algorithm involves the following activities (Grama et al., 2003): 
i. Establishing the tasks that can be processed concomitantly; 
ii. Assigning individual portions of work to separate parallel processes; 
iii. Data handling between multiple processors and input-output; 
iv. Synchronizing processors throughout program execution. 
By looking at Figure 3.5.1, one can surmise how these steps can be implemented in the 
design of parallel programs for DEM. The highest efficiency is obtained in a parallel code 
when tasks that bear a high degree of interaction are allotted to the same process (Grama 
et al., 2003). Since in most DEM simulations, particles distant from each other often have 











 Problem  













The packing is sectored in groups of bodies that are processed in different threads. In each 
region, force resetting, collision detection, interaction calculation and motion integration 
are carried separately. Communication between threads only takes place to share data on 
the interfaces between zones and guarantee the simulation is consistent. This allows 
computational time to be tremendously reduced in comparison to serial algorithms. 
It should be noted however, that the computational time does not scale directly with the 
number of logical cores (threads). Among other aspects, performance scalability is limited 
by geometry and data sharing velocity. Computing zones have to be large enough to contain 
the particles strongly affected by the displacements of its neighbors. Additionally, the 
number of interfaces increases with the number of zones. Hence, data exchange between 
processors can become the performance bottleneck, overriding the potential speedup 
obtained in using multiple processors. 
In the present study, simulation scripts were developed in a laptop computer with 8 GB of 
installed random-access memory (RAM) and an Intel® Core™ i7-2670QM quad-core 
processor with 2.20GHz clock rate. 
Once the scripts were debugged, all simulations were loaded into the front-end of Purdue 
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Simulations using YADE-DEM were run in both clusters with durations that varied widely 
depending on the size and engines involved. Sample generation scripts, discussed in detail 
in CHAPTER 4, took in average 40 hours to run, while progressive settlement simulations, 







CHAPTER 4. DOMAIN GENERATION AND CHARACTERIZATION 
In the natural environment, granular soils can be found with a range of different micro-
structures that are highly dependent on its geology and stress history. These express 
themselves in particle shape, porosity of granular assemblies and fabric anisotropy. The 
intrinsic soil characteristics, however, are not the only variables that influence its mechanic 
behavior, and the state of stresses in the field strongly influences shear strength and stress-
strain relationship (Been & Jefferies, 1985; Bolton, 1986; Been et al., 1991; Pestana & 
Whittle, 1995). 
The same features are relevant to discrete element simulations and therefore great attention 
should be placed on the granular packing generation. When attempting to reproduce field 
conditions, ideally sample generation should mimic the natural processes that originated 
the deposit as closely as possible. Similarly, when laboratory experiments are being 
modeled specimen preparation should be simulated in the best possible way within the 
limits of the DEM. 
Numerous algorithms have been developed to generate particle assemblies; these 
approaches follow two major ways: statistical-geometric and kinematic-dynamic. The 
main motivations for the continuing development of such techniques are the reduction of 
computational time and the desire to achieve specific characteristics of the simulated 






4.1 Geometric Methods 
This class of techniques comprehends algorithms that make use of statistics and geometry 
to place spheres inside a specified space. In general, methods use the theoretical description 
of possible monosized sphere arrangements as a starting point. Some of the most common 
structures are presented in Figure 4.1.1. The tetrahedral structure is the densest with a 
porosity of n = 0.2595 and the cubic lattice is the loosest, with a porosity of n = 0.4764. 
  
  
Tetrahedral Tetragonal Orthorhombic Cubic 
Figure 4.1.1 Monosized sphere arrangements 
Haughey & Beveridge (1969) presented a comprehensive review of early developments in 
this field. Initial efforts were gathered in sub-categories: polyhedral methods, in which the 
packing was constructed from the triangulated positions of typical polyhedra formed by 
spherical structures; coupled sphere methods, where the sample is composed by cells of 
cohesive units of spheres; local sphere shell methods, which consist of sequentially 
inserting spheres surrounding an initial point respecting a maximum distance-number of 
contacts criterion; Monte Carlo techniques, by which spheres are placed randomly and new 
positions are rejected when there is overlap. 
Succeeding methods evolved along these lines, making adjustments to incorporate random 






A number of algorithms were proposed, with emphasis on stability considerations. Norman 
et al. (1971) built round dense samples by consecutively placing spheres with randomly 
selected radii (normal or lognormal distribution), tangent to another group of three spheres. 
The voids in these tetrahedral arrangements were occasionally filled with additional 
spheres. In an analogous manner, loose samples were constructed by progressively 
positioning spheres tangent to the tetrahedra already in place, but leaving gaps between 
subsequently added particles. Also producing round samples, the generation process 
described by Gotoh & Finney (1974) constrained particle insertion to ensuring a 
coordination number of six across the whole sample. 
Observing that the centripetal placement of spheres tends to result in heterogeneous 
packings, Powell (1980) adapted the concept of tetrahedral arrangement construction to 
create cubic samples. A box was filled from the bottom up, with spheres being placed one 
by one in contact with three spheres. This and similar methods were revisited and further 
developed by Valera et al. (2015). 
Jodrey & Tory (1981) devised a code for filling a space with randomly placed overlapping 
spheres, later allowed to relax to meet a maximum overlap criterion based on empirical 
studies. Random sets generation processes, such as Boolean, Poisson Voronoi and the 
Stienen model of non-overlapping particles were reviewed by Stoyan (1998). 
In the fashion of early coupled sphere methods, Jerier et al. (2010) designed a packing 
procedure by which a polydisperse dense sample is constructed from an initially meshed 
cubic cell. The triangulated arrangement is populated first with non-coplanar spheres, and 







4.2 Kinetic and Dynamic Methods 
Despite the computational efficiency obtained via geometric methods, many of the 
algorithms are unable to create mechanically stable samples. In face of this limitation, a 
different line of methods has been proposed in which particles are inserted in a sample 
space and allowed to move and interact until stable conditions are reached. 
Approaches concentrate mainly in simulating sedimentation; external compaction, through 
which a loose sample is made denser by applying external forces; or internal compaction 
in which densification is obtained by increasing particle diameter. Where isotropic samples 
are desired, internal and external compaction techniques are the most recommended, these 
being capable of producing homogeneous isotropic samples. 
In kinetic methods, bodies are considered massless and impenetrable. Hence there are no 
dynamic forces, and particle translation takes place at constant velocity. 
Tory et al. (1973) developed an algorithm where rigid spheres were consecutively inserted 
in a finite space and allowed to settle slowly. Bouncing or bumping was restricted and 
stability was fulfilled when further rolling of a sphere would result in an increase of its 
potential energy. Similarly, Rodriguez et al. (1986) proposed a procedure through which 
particles with random diameters were placed atop a stable packing and permitted rolling 
that would lead to a stable position, defined by the contact with three other spheres. 
Soppe (1990) formulated a method by which spheres were dropped in a container and fixed 
to the first surface they touched (wall or other sphere). Later randomly selected particles 
were imposed an arbitrary displacement, and particles movements released so that no 






Nolan & Kavanagh (1993) followed an internal compaction approach and developed a 
method by which overlapping spheres were generated randomly in a finite volume and 
expanded. Rolling and sliding were possible until the packing reached a stable 
configuration for dense packings, or simply allowed to settle slowly in loose packings.  
As opposed to kinetic methods in which forces arising from particle interaction are ignored, 
mechanical methods take these into account modeling the physics through a contact law. 
In that case, the sample generation process constitutes a discrete element method 
simulation in itself. 
Liu et al. (1999) created samples of initially non-overlapping mono-sized spheres, by 
subjecting to a centripetal force newly particles inserted in a spherical space and then by 
computing forces using Hertz-Mindlin (Mindlin, 1949) contact law. Inspired by the 
experimental preparation of granular samples proposed by Ladd (1978), Jiang et al. (2003) 
devised a computational “undercompaction” method. Adopting an elasto-plastic frictional 
Mohr-Coulomb contact law, they represented particles by disks which were randomly 
placed above a previously generated layer. Then a rigid horizontal surface would compress 
the loose layer vertically. The process was repeated until the sample reached its desired 
height. Dang & Meguid (2010) proposed a multistep technique of periodic sample 
generation. Initially, non-overlapping spheres were created in a fraction of the specified 
total volume. A vertical pressure was applied and the box was shaken horizontally. This 
portion of the complete sample was rotated arbitrarily and replicated multiple times so as 







4.3 Discrete Element Sample Preparation 
Mechanical sedimentation techniques are of particular interest to our problem as they are 
a fair representation of many natural deposits genesis. Particle settling under gravity often 
results in anisotropic properties, a prevalent characteristic in all types of soil. 
For the application of the stochastic model being evaluated in this study, loose samples 
presenting natural anisotropy were desired. The procedure to obtain these consisted of 
filling a virtual cubical mold called herein the “box” with spheres in multiple stages. At 
each stage a cloud of particles was generated and deposited immediately above the 
previously created layer using Monte Carlo sequential positioning. This new layer covered 
the whole horizontal area of the box and had a fixed thickness before sedimentation. The 
elasto-plastic frictional contact law described in section 3.2.1 was adopted, and a series of 
samples was generated with different inter-particle and particle-boundary (i.e. the box 
boundaries) parameters. After settling due to gravity and the stability of the newly 
generated layer was achieved, the procedure was repeated until the box was filled to the 
desired level. 
The stability of the sample was verified by calculating the unbalanced force ratio of the 
particle assembly defined as the mean unbalanced force magnitude to the mean contact 
force magnitude. For the placement of each new layer, an unbalanced force ratio smaller 
than 10-2 was accepted as a stable state, while for the final sample a more stringent ratio of 








Figure 4.3.1 Sample generation algorithm flowchart 
 
First, the geometry of the sample, material properties, sphere diameters mean value and 
coefficient of variation are input in the routine. 
Material properties definition 
bodies & scene 
Force resetter 










Data export & final exit 
Newton integrator 






Sphere diameter followed a uniform distribution. Refer to section 3.3 for details on the first 
four engines that constitute the core of the simulation. 
The VTK recorder is a prepackaged subroutine that periodically exports Visual ToolKit 
files readable in Paraview (Ayachit, 2015). This graphical engine allows snapshots to be 
taken from the simulation and rendered for the purpose of verifying if the simulation is 
running adequately. 
The Stability monitor is a subroutine scripted by the author that checks mechanical stability 
according to the criteria described earlier in this section. It handles a Boolean variable to 
the Layer generator engine (also author-written), allowing it to generate a new layer of 
particles on the surface of the already stable packing. 
The Data export and final exit engine verifies if the box has been filled, and if the Stability 
monitor agrees, stops the simulation and exports the particles’ positions and radii to a text 
file. 
 
4.3.1 Baseline Sample and Variations for Parametric Studies 
A baseline sample was initially generated by filling a cubical box, 1.5 m × 1.5 m × 1.5 m, 
with monosized spheres, 30 mm in diameter, with a unit weight of 2650 kg/m3. Each 
incrementally placed layer had a thickness of one particle diameter. The inter-particle 
friction angle (ϕi) was 30°, while the normal contact stiffness KN = 4.5 × 10
6 N/m2 and 
shear contact stiffness was KT = 0.3KN. The box walls had the same interface properties as 






Based on this original sample, other packings were generated by varying a single property 
at a time in order to perform a parametric study. By keeping all of the remaining parameters 
the same, the varying properties are presented in Table 4.3.1 First set of samples. 






1. Numerical damping coefficient (λ) 0.30 0.01, 0.05, 0.1, 0.2, 
0.4 and 0.5 
2. Box walls friction (ϕw) 30° 0°, 15° and 45° 
3. Particle size dispersion (CV)* 0.0 0.1, 0.2, 0.4 and 0.5 
4. Inter-particle friction (ϕi) 30° 10°, 20° and 45° 
5. Normal contact stiffness (KN) (N/m
2) 4.5 × 106 0.01KN(baseline) and 
0.1KN(baseline)** 
6. Deposition layer increment thickness (t)*** 1d 2d, 4d and 6d 
7. Micro-Poisson’s ratio (KT/KN) 0.3 0.7 and 1.0 
* The mean particle diameter was 30 mm for all samples. 
** KN(baseline) represents the baseline normal contact stiffness. 
*** The thickness t is here presented as multiples of the particle diameter denoted by d. 
 
Figure 4.3.2a shows a rendered image of the particles in the baseline sample, in which 
colors were used solely for the purpose of contrast. Figure 4.3.2b shows the contact 
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In the generation of polydisperse samples, particle diameters at the moment of insertion in 
the simulation space were selected according to a uniform size distribution (in the statistical 
sense instead of the geotechnical traditional misnaming). Compliance of the software with 
the specification was verified by performing a grain size analysis with the generated 
samples. The particle size distribution curve was computed by defining the ratio of the 







Where Ps corresponds to the percentage of particles smaller than the diameter d, Nd is the 
number of spheres smaller than diameter d and Vd the volume of particles with the 
corresponding diameter. 
It is noted that, since the specific gravity of the solids is the same for all the spheres in the 
simulation, the above is equivalent to the customary geotechnical definition of percentage 







Figure 4.3.3 Particle size distribution of polydisperse packings 
 
For each sample, the particle size range was divided in five intervals, and the number of 
spheres with diameters within each interval was obtained. It was observed that the sphere 
count was nearly identical for each size group, confirming that the algorithm performed 
the task adequately producing a statistically uniform size distribution.  
Since the number of smaller and bigger particles is practically the same, and the particle 
size distribution curve is defined as a function of volume, the curve tends to larger 
diameters, as seen in Figure 4.3.3. 
A second group of samples was generated with the specific purpose of further testing the 
influence of the numerical damping coefficient. As it will be discussed later, selection of 
this coefficient is critical to the model response. At this point, the baseline value of the 
numerical damping coefficient was reduced from 0.30 to 0.01, the smallest amount of 
































Then, specimens were generated by varying one by one the three parameters indicated in 
Table 4.3.2, while other data were kept at their initial baseline values. 






1-4 Inter-particle friction (ϕi) 30° 10°, 20° and 45° 
1-5 Normal contact stiffness (KN) (N/m
2) 4.5 × 106 0.01KN(baseline) and 
0.1KN(baseline) 
1-7 Micro-Poisson’s ratio (KT/KN) 0.3 0.7 and 1.0 
 
Each sample generated with a different set of parameters was examined from both a 
microstructural and macroscale standpoint. 
As previously stated, it is expected that the behavior of the granular assembly be closely 
related to its microstructure. The most relevant characteristics from this perspective are the 
particle size, local porosity, coordination number, particle size distribution, fabric tensor 
and inter-particle contact orientation. As these microstructural properties are spatially 
variable within a granular assembly they will generally be analyzed using their statistics. 
While the microstructural analysis can provide insight into the behavior originating at the 
particle level, its relevance is related to how it reflects on macroscale engineering 
properties. The relationship between the microstructure and macroscale properties was 








4.4 Material Characterization: Matrix Properties 
This section presents a detailed discussion of the parametric effects on the coordination 
number, porosity, fabric tensor and inter-particle contact orientation. These properties were 
analyzed considering each complete sample. 
 
4.4.1 Coordination Number and Porosity 
In a granular material, the coordination number is defined as the number of contacts an 
individual particle has with its neighbors. It is related to the local equilibrium conditions 
of the particle and the constraints offered by the inter-particle contact properties. In a three-
dimensional system, each particle has six degrees of freedom (translation and rotation), 
and the elasto-plastic frictional contact law being used in the DEM simulations poses three 
constraints (force components in the three directions). Assuming that the system achieves 
equilibrium when freedom is balanced by constraint, Aste (2005) demonstrated that the 
expected coordination number is four, expression (4.2). The left side of the expression 
corresponds to the system total degrees of freedom, while the right hand side corresponds 





→ Γ = 4 
(4.2) 
Where, Γ is the mean coordination number and Np is the number of particles. 
However, Aste (2005) notes that a coordination number of four is not a necessary or 
sufficient condition to stability. The author indicates experimental evidence to sphere 






For the characterization of the samples, the box walls were removed and boundary-particle 
contacts were disregarded. In this context, the coordination number can be established as a 
random discrete variable in the granular assembly, and its statistical distribution is 
evaluated by analyzing the number of contacts of each individual particle. According to 







Where, Nc is the total number of contacts and Np is the total number of particles involved 
in the statistics. 
It should be noted that as boundary-particle contacts are eliminated from the analysis, some 
particles have a coordination number of zero, despite being in equilibrium in the presence 
of the box walls. 
It has been reported in earlier studies that the average coordination number is influenced 
by boundary conditions (e.g. Marketos & Bolton, 2010). This suggests that the walls of the 
sample “box” and their proximity to each other affect the coordination numbers. This was 
evaluated in the generated samples. Detailed results are presented graphically in Appendix 
A. While boundary effect can be actually observed, its relative importance is debatable. 
When the average is calculated disregarding the particles, and their contacts, within a 
distance of five diameters from the box walls, it exceeds the sample value by no more than 
0.2. This represents a relative difference of, at most, 4.0%. It can also be noticed that most 
of the boundary effect is attenuated within one diameter from the boundary and disappears 






The porosity of the simulated medium was computed using a voxel algorithm. This 
approach consists of dividing the volume in a large number of cubes, called voxels, which 
are counted when their centers are located inside a particle, illustrated in a two-dimensional 
representation in Figure 4.4.1. The ratio of the count to the total number of voxels 
represents the porosity. 
 





Where, Ns is the number of voxels located inside particles and Nt the total number of voxels. 
  
Particle assembly Voxel representation 
Figure 4.4.1 Two-dimensional representation of voxel algorithm 
 
Increasing the number of voxels improves the precision of the calculation, at the cost of 
significantly increasing computation time. In the present study, the resolution was limited 
at 800 voxels due to computational limitations. 
Coordination numbers and porosities of the whole samples were analyzed while parameters 






4.4.1.1 Effect of numerical damping coefficient 
Figure 4.4.2 illustrates the remarkable effect produced by the numerical damping 
coefficient (λ) on both porosity and average coordination number. For values of λ larger 
than 0.30, both properties appear to be independent of the amount of numerical damping, 
but for values smaller than 0.30, Γ and n are very sensitive to variations of λ. 
The observed trend in this range is that, as the numerical damping coefficient is decreased, 
the generated sample is more compact (i.e. it exhibits smaller porosity and more inter-
particle contacts). 
 
Figure 4.4.2 Effect of numerical damping coefficient on average coordination number 
and porosity 
 


























































i. The mode as well as the mean are larger with smaller damping coefficients. 
ii. The distribution becomes more symmetric as the damping coefficients are reduced, 
as opposed to the positive skewing noticeable as λ increases. 
iii. Larger damping coefficients produce a slight increase in the spreading of the 
distribution, measured through the coefficient of variation. In the sample generated 
with λ = 0.01, the computed CV = 0.263, while for a λ = 0.50, CV = 0.276. 
The sample generation algorithm requires some amount of damping, prescribed in order to 
facilitate stabilization of the particles being deposited on underlying beds in the mold. 
With strong damping this is achieved relatively gently, mainly with new spheres rolling on 
previously deposited ones until unbalanced forces become negligible, and a stable 
arrangement is obtained. In contrast, when reduced damping is used, particles bounce 
elastically and repeatedly before stabilizing. This produces vibrations, which densify the 
granular packing. 
 



































4.4.1.2 Effect of particle size dispersion 
As expected, particle size dispersion has a notable impact on both the coordination number 
and porosity (Figure 4.4.4). First, as seen Figure 4.4.4, the samples are, on average, denser 
with more broadly distributed particle size (i.e. more dispersity). However, such impact is 
much more visible on the coordination number distribution (Figure 4.4.5). The increase in 
dispersity promotes the occurrence of larger coordination numbers, as well as that of caged 
particles in the voids formed by larger particle arrangements. Dispersity also tends to cause 
the coordination number to distribute less symmetrically with respect to the mode, and 
increases the range of the distribution. In the baseline monosized sample, the coefficient of 
variation of the coordination number is 0.271, while in a sample with a particle size 
dispersion of 0.50, the coefficient of variation is 0.383. 
 



























































Figure 4.4.5 Effect of particle size dispersion on the coordination number distribution 
 
4.4.1.3 Effect of inter-particle friction angle 
Coordination number and porosity are highly influenced by inter-particle friction. 
Increased friction reduces particle sliding and allows spheres to become stable with fewer 
contacts (Figure 4.4.6), but as shown in the following Figures, this is not independent of 











































Figure 4.4.6 Effect of inter-particle friction angle on average coordination number and 
porosity 
 
In highly dampened systems, the distribution skews positively and the mode moves 
towards smaller coordination numbers. This is a contrast with smaller friction angles where 
the distribution is nearly symmetrical around the mode. 
When the sample is generated with low damping, the trends are noticeably different. The 
distribution remains symmetric despite the increase in inter-particle friction and the mode 
and its relative frequency is nearly the same for all samples. Larger coordination numbers 
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4.4.1.4 Effect of contact stiffness 
Figure 4.4.8 illustrates how extraordinarily the contact stiffness affects the coordination 
number and porosity. Softer particles tend to form tighter packings under the effect of 
gravity. The distribution becomes more symmetric with smaller stiffness, and the mode 
tends to be larger. It can also be noticed that the boundary effect is felt much deeper into 
the soft particle samples (See detail in Appendix A). 
These trends remain relatively unchanged for soft samples generated with small damping. 
It must be observed however that the achieved coordination numbers are significantly 
larger than for the more dampened systems. 
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4.4.1.5 Additional observations 
Box walls friction, deposition layer thickness and micro-Poisson’s ratio had negligible to 
no effect on the overall porosity and coordination number. The corresponding plots are 
available in Appendix A. 
An interesting observation derived from Figure A.2, is that wall friction does not have the 
degree of influence one might postulate a priori. The boundary effect is attenuated almost 
entirely within a two-particle diameter distance. 
The small impact made by layer deposition thickness is a result of the gentle settling of the 
particles that precludes dynamic compaction from taking place. The micro-Poisson’s ratio 
also revealed little influence on the distribution and average coordination number. This is 
most likely due to the fact that frictional resistance is the controlling parameter in shear 
resistance, rather than the tangential stiffness. 
Figure 4.4.10 shows the correlation between coordination number and porosity for the 
variation of different parameters. It is noted that this relationship is not unique but depends 
on the particular micro-parameter being varied, though the overall trend is always as 







Figure 4.4.10 Correlation between porosity and average coordination number for different 
micro-properties 
 
4.4.2 Fabric Tensor and Contact Orientation 
The packing generation process under simulated gravity naturally introduces anisotropy in 
the discrete element sample micro-structure. A relevant measure of this feature is the fabric 
tensor. Defined by Satake (1982) it consists of the sum of the dyadic product of the contact 










Where, Nc is the total number of contacts and the nc are contact normal vectors, in which 
the superscript represents the c-th of the unit vectors. The second order tensor reduces to 
expression (4.6), in which ni are the components of the c-th unit vector with respect to the 



























































Null off-diagonal terms indicates that the principal directions of the sample are aligned 
with the Cartesian system of coordinates (Shertzer, 2011). This is consistent with the fact 
that box’s walls were aligned with the Cartesian planes. The sample has a horizontal plane 
of isotropy (F11 = F22 = 0.32) and a small degree of anisotropy with respect to the vertical 
direction (F33 = 0.36). These features are and in good agreement with the sample generation 
process, in which particles settled under gravity, naturally developing vertical anisotropy. 
The distribution of grain contact orientation is an additional measure of the particulate 
arrangement. In the stochastic diffusion theory, preferred contact orientations would relate 
to more likely directions of particle motion and reciprocal void migration. Therefore, a 
statistical analysis of the sample particle contacts is useful in this study and was performed 
according to the procedure described as follows. 
Contact orientation is output in the form of Cartesian vectors. These normal vectors are 
converted into spherical coordinates respecting the convention presented in Figure 4.4.11 







Figure 4.4.11 Spherical coordinates convention 
 
 𝑟 = √𝑥2 + 𝑦2 + 𝑧2 (4.7) 
 









Where, θ corresponds to the elevation, φ is the azimuth and r is the norm of the original 
Cartesian vector. For the representation of these data, the radius is always taken as one and 
the elevation and azimuth are defined respectively in the intervals 0 ≤ θ ≤ π and 0 ≤ φ ≤ 2π. 
The spherical domain is then discretized into regions. Contacts oriented within each region 
are counted and the result, Nregion, is then divided by the total number of contacts to yield 
the average number of contacts per region, nregion. The distribution projected in the 
















Horizontal plane Vertical plane 3-D 
Figure 4.4.12 Contact orientation distribution for the baseline sample 
 
4.4.2.1 Effect of numerical damping coefficient 
The contact orientation distribution is very similar regardless of the damping coefficient 
though, when very little damping is used, the effect of the box boundaries becomes more 




                     λ = 0.01       λ = 0.50 
Figure 4.4.13 Effect of numerical damping coefficient on contact orientation distribution 







4.4.2.2 Effect of particle size dispersion 
Dispersity favors more uniformly distributed contact orientation, reducing the bias along 
the diagonal directions in the vertical plane, as well as the boundary effect in the horizontal 





























   
Figure 4.4.14 Monosized standard sphere packing contact orientation distribution (top). 
Polydisperse packing (CV = 0.5) contact orientation distribution (bottom). 
 
4.4.2.3 Effect of deposition layer incremental thickness 
The deposition layer thickness is largely the most influential parameter for the contact 
orientation. The increase in deposition layer incremental thickness generates a much more 






   
t = 1d t = 2d t = 6d 
Figure 4.4.15 Effect of deposition layer incremental thickness on contact orientation 
distribution 
 
4.4.2.4 Additional observations 
No substantial trends in the contact orientation distribution were observed for variations 
of wall friction, contact stiffness or micro-Poisson’s ratio. The respective graphs can be 
found in Appendix A. 
 
4.5 Sample Characterization: Mechanical Properties 
In order to further characterize the generated samples macro-properties from an 
engineering standpoint, cubical specimens were extracted and subjected to true triaxial 
tests. The specimens were subsets of the generated samples, originally located along the 
central axis and near the bottom of the box (i.e. the region selected to be a source of 
subsidence in subsequent simulations). Their dimensions were 0.60 m × 0.60 m × 0.60 m, 
which were expected to minimize scale effects while still keep the computational effort at 







4.5.1 Stress Tensor and Coefficient of Earth Pressure at Rest (K0) 
Initial stresses in the sample under the effect of gravity were computed according to the 













c corresponds to the force from particle i to particle j, lj
c corresponds to the vector 
connecting the center of particle j to the center of particle i, and V is the volume of the 
specimen. 
The coefficient of earth pressure at-rest (K0) is the ratio between the horizontal and vertical 
stresses when there is no horizontal deformation. Under simulated gravity, and with lateral 














The respective effects on K0 of the numerical damping coefficient, particle size dispersion, 
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Figure 4.5.3 Effect of inter-particle friction angle on the coefficient of earth pressure at rest 
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Analyzing the graphs, the following conclusions can be drawn: 
i. Denser samples (i.e. those generated with smaller damping) yield smaller 
coefficients of earth pressure at-rest than looser ones (i.e. those generated with 
more damping), provided the contact orientation distribution and inter-particle 
friction remain unchanged (Figure 4.5.1, Figure 4.5.2 and Figure 4.5.4); 
ii. As the inter-particle friction angle increases, a larger portion of the vertical 
stresses is carried through frictional forces. This parameter influence is far 
greater than that of the state of compaction, since the coefficient of earth 
pressure K0 decreases despite the increase in porosity (Figure 4.5.3). 
The remaining properties investigated had a negligible impact on the coefficient of earth 
pressure and the respective plots are presented in Appendix B. 
 
4.5.2 True Triaxial Tests 
Once the initial stress tensor was calculated, the extracted cubical specimens were 
subjected to true triaxial tests, in order to characterize both the peak and critical angles of 
internal friction. 
The procedure consisted of consolidating and shearing the samples in a rigid wall stress-
strain controlled apparatus, following a desired loading path. The routine used to perform 







Figure 4.5.5 True triaxial algorithm scheme 
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The triaxial stress controller is a feedback-control subroutine that computes the boundary 
stresses on each wall and adjusts the wall displacement to achieve or maintain the target 
stresses. In order to increase the stress in a given direction, the opposing walls oriented in 
that axis move towards one another, compressing the specimen. The opposite is done to 
unload the specimen when the target stress is surpassed. The boundary stresses are 
computed as the sum of the normal contact forces acting on the wall divided by the wall 
area in contact with the specimen. 
This subroutine is offered in a prepackaged version and was developed by Kozicki & 
Tejchman (2014). 
 


















Where σii is the axial stress, F’ii and Fii are the resultant normal forces acting on opposing 
boundaries, normal to an axis i, and Sii is the total surface area of the two boundary walls. 
All specimens were initially consolidated to ten times the original stress level, while 
maintaining K0 conditions. At the end of consolidation, σv0 depending on the specimens, 
from 120 kPa to 150 kPa, and σh0 from 60 kPa to 110 kPa. This step was necessary to avoid 
high oscillations of the walls that arise from the collisions of particles with the wall at low 
target stresses, which would have been the case if no additional consolidation had been 




× 𝜎𝑣0, 𝜎ℎ𝑛 = 𝐾0𝜎𝑣𝑛 
(4.13) 
Where, σvn and σhn are the step consolidation stresses, n is the current step increment, N is 
the total number of steps, σv0 is the final vertical consolidation stresses, and K0 is the 
coefficient of earth pressure at rest as calculated in section 4.5.1. 
Once consolidated, the samples were sheared following two separate loading paths: 
compression-loading (CL) and extension-unloading (EU). In CL, the sample is lead to 
failure by the gradual increase of vertical stresses while lateral stresses remain constant and 
equal in both directions (Figure 4.5.7a). In geotechnical practice foundation soils are tested 
according to such CL stress path for projects such as embankments and shallow footings. 
Differently, soil elements subjected to EU, undergo vertical stress relief while horizontal 
stresses are kept constant (Figure 4.5.7b). This condition is of particular interest in this 
study, as it approximates the stress history of material located immediately above a 






It is noted that, because the loading protocol is stress-controlled, the at-rest consolidation 
is conducted by maintaining constant the ratio of boundary stresses, equal to the previously 
determined K0 coefficient, and not by preventing lateral deformation of the specimen. This 
implies the coefficient of earth pressure at-rest is constant over the range of stresses 
experienced in the test, a commonly accepted approximation. 
Given that the stresses on the x and y direction are kept equal throughout the test, except 
for unavoidable but small differences due to computational approximations (Figure 4.5.1 










Where σ1 is the major principal stress and σ3 is the minor principal stress. The angle of 
internal friction, according to the Mohr-Coulomb yield criterion can then be easily 
computed using equation (4.15), applicable to cohesionless soil and where q, p’ are 
coordinates of a point on a linear failure line. 

















a) K0CL b) K0EU 
Figure 4.5.7 Stress paths 
 
4.5.2.1 Compression loading results 
The consolidated samples were loaded at a vertical strain rate of 0.1 s-1 up to 30%. Despite 
the strain rate being rather large in comparison to a laboratory experiment, calibration tests 
revealed it did not have a significant impact on the results. 
Differences in matrix fabric and material properties have all manifested themselves in the 
performance of the granular material under K0CL, as illustrated in Appendix C in which 
test results are reported. 
It was verified that wall friction has an extraordinary effect on the results (Figure C.2). In 
trial tests run with frictionless boundaries, the angle of internal friction was nearly 5° 

















Therefore, all tests were conducted with frictionless boundaries. Frictionless walls for these 
triaxial tests simulations is a required condition anyway; otherwise walls are not principal 
stress planes, p’ and q definitions are incorrect and K0 is not the ratio of horizontal to 
vertical stresses. 
It is well known that the void ratio (4.16) along with confining stress is the governing bulk 
property in the static behavior of granular materials (Been & Jefferies, 1985; Been et al., 






Recalling the densest (nmin = 0.2595) and loosest (nmax = 0.4764) sphere arrangements 
described in section 4.1, the minimum and maximum void ratios are emin = 0.3504 and 
emax= 0.9098, respectively. 
For the standard inter-particle friction angle (ϕi = 30°) and micro-Poisson’s ratio (ν = 0.3), 
the majority of the specimens presented contractive behavior, and deformed at constant 
void ratio when the critical state was reached. Such behavior was expected, given these 
were loose packings with porosities of the order of n0 = 0.375 (e0 = 0.600), after 
consolidation. Results suggest that the breakpoint between purely contractive and 
contractive-dilative behavior is n0 = 0.360 (e0 = 0.563). Samples with porosities in the 
interval 0.347 < n0 ≤ 0.360 (0.531 < e0 ≤ 0.563) presented contractive-dilative behavior 
and samples denser than n0 = 0.347 (e0 ≤ 0.531) only dilated. 
The critical state friction angle was approximately 20.5° ± 0.2° and the peak angle of 







At the microscale, the inter-particle friction angle controls the behavior, substantially 
affecting the behavior of both dense and loose specimens (Table 4.5.1). In the sample 
generated with ϕi = 10° the angle of internal friction is much larger than the inter-particle 
friction angle, owing to the interlocking of particles. In samples generated with larger 
friction, this tendency is shifted and the resulting angle of internal friction is smaller than 
inter-particle friction angle. This has been observed in various studies (Kozicki & 
Tejchman, 2014; Huang et al., 2014), and is the consequence of the contact law definition, 
which does not account for rolling resistance that would develop with the interlocking of 
angular particles. 
Table 4.5.1 Effect of the inter-particle friction on the angle of internal friction ϕCL 
Inter-particle friction 
angle (ϕi) 
Angle of internal friction (ϕCL) 
Loose 
(0.530 < e0 < 0.613) 
Dense 
(0.484 < e0 < 0.528) 
10° 16.2° 20.8° 
20° 19.3° 20.1° 
30° 20.3° 20.5° 
45° 22.1° 21.1° 
 
Dense granular materials under medium stress levels undergo dilation, which significantly 
increases shear resistance (Bolton, 1986). As a result, the material reaches a peak resistance 
with an angle of internal friction that is larger in compact materials than loose ones. 
However, this trend is not observed in the results of the triaxial test simulations, presented 
in Table 4.5.1. 
Examination of the stress paths suggest that after extraction of the specimens and the 






loose specimens did. This caused changes in the microstructure which are regarded as the 
cause to the observed contradictory behavior. 
4.5.2.2 Extension unloading 
This set of tests involves shearing the consolidated specimen by unloading it vertically at 
the same constant strain rate as for the loading test, while the horizontal stresses are kept 
constant. 
The trends noted for compression loading hold true for extension unloading: most 
specimens sheared towards reaching critical state, for loose specimens by undergoing 
contraction and dense specimens by dilating. 
The most important observation with respect to the test results is that, overall, the angle of 
internal friction obtained under extension unloading (ϕEU) was substantially higher than 
under compression loading (ϕCL). This is characteristic of granular beds deposited under 
gravity and consolidated vertically (Yuan & Nguyen, 2011), in which preferential particle 
alignment in the horizontal direction, grants higher resistance to lateral compression, a 
manifestation of anisotropy. 
The critical state friction angle in K0EU was approximately 23.3° ± 0.3° (ϕEU
c - ϕCL
c ~ 3°) 
and the peak friction angle was 24.6°.  
The angles of internal friction for specimens generated with different inter-particle friction 








Table 4.5.2 Effect of the inter-particle friction angle on the angle of internal friction ϕEU 
Inter-particle friction 
angle (ϕi) 
Angle of internal friction (ϕEU) 
Loose 
(0.530 < e0 < 0.613) 
Dense 
(0.484 < e0 < 0.528) 
10° 17.7° 18.2° 
20° 21.5° 19.4° 
30° 23.4° 20.4° 
45° 24.5° 21.0° 
 
In Table 4.5.2, the previously discussed effect of sample disturbance in dense samples can 
also be noted. The obtained values of ϕCL and ϕEU for dense samples are comparatively 
similar. This indicates that once the specimen is disturbed, the matrix assumes a more 







CHAPTER 5. DISCRETE ELEMENT SIMULATION OF SUBSIDENCE 
In this chapter, the discrete element method (DEM) is used to investigate the subsidence 
mechanism. Information obtained from these simulations is then used to assess the 
stochastic diffusion model applicability and limitations. 
The discrete element method has been extensively used to model granular flow in hoppers 
and is of great interest for the powder mechanics and chemical engineering community. In 
geomechanics, simulating cases at full regional scale would be computationally unfeasible, 
and applications are limited to two-dimensional models of cross-sections in discontinuous 
rock strata (refer to section 1.3.5)  
The simulations performed in this study differ from the ones in the literature, in that a 
considerably larger number of elements (~106 particles) were used to explore the three-
dimensional nature of the phenomenon, so that boundary or scale effects were minimized. 
Two distinct mechanisms of ground movement were modeled: (i) subsidence due to an 
underground cavity collapsing, and (ii) the situation where loss of ground in the cavity is a 
progressive, incremental process. 
The position of select particles in the domain was traced and compared to the stochastic 
subsidence model. Additionally, local changes in porosity, coordination number, stresses 
and contact orientation were tracked in the domain providing information that confirms 






5.1 Cavity Collapse 
An underground cavity collapse is characterized by the sudden loss of support from the 
structure that was keeping the underground chamber stable (examples in abandoned mines 
areas abound). The overlying mass typically fills the cavity and a new stable configuration 
is reached, with significant changes in the state of stresses and large soil displacements. In 
such circumstances, soil arching is immediately induced, forming a region of free falling 
particles as illustrated in Figure 5.1.1, where the collapsing area is located at the bottom of 
the simulated domain. Particles in free fall most often do not interact with each other, thus 





Figure 5.1.1 DEM collapse test. (a) Immediately after the loss of support (b) after the 







A straightforward procedure (Figure 5.1.4) was employed in modeling cavity collapse. An 
empty recipient (i.e. the “underground cavity”) with parallelepiped shaped, desired cavity 
dimensions, and centered below the bottom boundary of the simulated domain, is defined 
as part of the boundary conditions. At first, the recipient roof supports the overlying 
granular material, then it is removed and particles are allowed to free-fall and to fill the 
recipient. 
The imminence of collapse is when the simulation starts. After the collapse has occurred, 
the final, steady-state of ground movement is considered to have been reached when the 
unbalanced force ratio is smaller than 0.001. During the simulation a software engine was 
implemented to identify particles in free fall by their coordination number of zero, and flag 
them as non-dampened bodies (“Free fall monitor” in Figure 5.1.4). This is important due 
to the fashion in which damping is applied to the bodies in the simulation (refer to 3.2 for 
detailed information on numerical damping). 
Cavity horizontal dimensions were defined as the equivalent of 15 particle diameters in 
each direction (0.45 m × 0.45 m), to minimize element scale effects. Additionally, initial 
calibration tests showed that the original sample size (1.5 m × 1.5 m × 1.5 m) were not 
sufficient to prevent stress concentration on the boundaries during the subsidence 







Figure 5.1.2 Boundary effects on cavity collapse calibration test 
 
In order to overcome this difficulty, it was considered to use periodic boundary conditions, 
but this revealed to be inadequate in this case, due to the critical importance of particle 
displacement monitoring. Instead, the problem was overcome by building a large periodic 
domain, using the already generated samples. 
This was done by arranging and rotating the original packings around their vertical axis 
according to Figure 5.1.3. This resulted in a domain measuring 4.5 m × 4.5 m horizontally, 










   
   
   
Figure 5.1.3 Periodic sample arrangement 
 
As discussed in the previous chapter, the original packings were susceptible to boundary 
effects during their generation process. For this reason they have smaller coordination 
numbers and larger porosity close to the edges. Once the original box walls are replaced 
by adjacent packings, while the periodic domain is constructed, it becomes necessary to 
allow for the complete domain to slightly resettle, so that contacts between partitions can 
adjust in a new state of equilibrium. 
Again, steady-state is considered to be achieved once, until the unbalanced force ratio is 
smaller than 0.001. 
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Figure 5.1.4 Cavity collapse algorithm 
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5.2 Progressive Settlement of Cavity Roof 
The case of progressive settlement of the cavity roof relates to slow movement of the 
ground, such as would happen during the advancing of a tunnel when convergence occurs, 
or in abandoned mines when abandoned pillars yield progressively. 
Induced deformation and stress redistribution initiate a subsidence process at a rate and 
magnitude that are also progressive or incremental. 
In order to model this scenario, at first, similarly to the cavity collapse case, the periodic 
domain was generated and allowed to stabilize, then the recipient was created. The 
recipient/cavity roof was then slowly lowered at a constant displacement rate (see 
“Translation engine” in Figure 5.2.1), The controlled rate of movement was chosen, on the 
basis of preliminary tests, sufficiently small so that it would not induce dynamic effects, 
contrarily to the cavity collapse case. After the target displacement had been reached, the 
granular material was allowed to stabilize, until the unbalanced force ratio was smaller than 







Figure 5.2.1 Progressive settlement algorithm 
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5.3 Data mining 
The stochastic model describes the subsidence as taking place due to the successive and 
erratic exchange of voids with particles. It relies on the assumption that no absorption (in 
the sense of Markovian processes) of traveling voids takes place. In other terms, both 
porosity and coordination numbers would remain the same than in the original state of the 
packing. 
In order to obtain data to test the extent to which these assumptions are valid and whether 
they have a real impact on the agreement between the diffusion model and the DEM 
simulation, the macroscale and microscale parameters were evaluated after the subsidence 
had taken place.  
In addition to tracking particle displacement, the local changes in porosity, average 
coordination number, stress tensor, and contact orientation were monitored. These 
parameters were evaluated by meshing the domain in its initial state, and calculating the 
corresponding changes in each individual cell for snapshots of the simulation taken at 
different stages of the process. 
With the exception of porosity and displacement, the observed quantities only have 
meaning when they have statistical significance. Therefore, the refinement of the local 
mesh is limited, so that each cell includes enough particles for the statistics be 
representative. The dimension adopted was of 10 particle diameters in all three directions 
(0.30 m× 0.30 m ×0.30 m). This yielded 1,125 cells across the whole domain. 
Figure 5.3.1 illustrates the data mining algorithm and is followed by a precise definition of 








Figure 5.3.1 Data mining algorithm 
 
i. Displacement tracking: In order to select the particles that are supposed to be 
tracked, in each cell pertaining to the mesh the distance of all particles to the 
center is computed. The particle with the smallest distance to the center of that 
cell is picked as the tracked point. 
ii. Porosity: the porosity was monitored in two different ways. First, an 
approximate porosity was computed across the whole domain as the 
complement to the solid fraction, defined as the ratio of spheres volume to the 
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cell total volume. Later, the voxel porosity procedure, described in section 4.4.1, 
was employed again, however bounded in individual cells of the mesh. Initial 
simulations indicated that the changes in porosity are only small and 
concentrated in the vicinity of the cavity. Since this method to compute the 
porosity is computationally very expensive, the region for which the porosity 
change was monitored was limited to 1.5 m × 1.5 m × 1.5 m centered above the 
region of subsidence. 
iii. Average coordination number, stress tensor and contact orientation: these were 
all calculated exactly as described in section 4.4 and 4.5, and in each individual 
cell. 
 
5.4 Results and discussion 
At first, the subsidence troughs obtained using the two different types of underground 
perturbation, cavity collapse and progressive deformation, were compared. It was noted 
that after reaching stability, the vertical displacements due to progressive settlement and 
sudden collapse did not differ significantly. Due to the difficulty of reaching equilibrium 
when sudden collapse was induced not all cavity geometry cases were simulated and only 
the results of the progressive settlement are presented. Figure 5.4.1 and Figure 5.4.2 present 























































































5.4.1 Local porosity and coordination number 
The plots relative to the local porosity and coordination number are presented in Appendix 
E. In general, it can be observed that with larger cavity roof displacements, the effects of 
subsidence become more significant and extend farther, both laterally and towards the 
ground surface. 
5.4.1.1 Effect of initial porosity 
The initial porosity of the sample is the most influential parameter with respect to the local 
changes of porosity and coordination number. Referring to Figure E.1 to Figure E.6, 
presented in order of increasing initial porosity (decreasing relative density, Dr), it can be 
observed that dense samples tend to dilate on the proximity of the subsiding cavity. There 
is a localized change in porosity as high as 10%, most likely reflecting the formation of 
shear bands. Looser samples contract, experiencing a more homogeneous change in 
porosity throughout the medium which reaches -5%. 
In denser samples the change in the coordination number extends far and wide into the 
granular bed. In loose samples, the opposite is observed and the changes in coordination 
number are more localized. 
These observations allow an interesting consideration about the behavior of dense against 
loose materials. The tighter particle interlock observed in close packings, establishes a 
broader network of interactions and consequently farther-reaching effects. In summary, 
local disturbances have a wide impact in the microstructure of dense granular materials, as 






5.4.1.2 Effect of particle size dispersion 
Observing Figure E.7 through Figure E.10, it can be noticed that the more variable the 
packing particle diameter is the packing, the more concentrated and scattered are the 
changes in porosity and coordination number. The explanation for this effect lies in the 
mechanics of micro-shearing. Smaller particles located between larger particles operate as 
rollers, promoting sliding and micro-scale yielding. This creates patterns of scattered zones 
of disturbance. 
In Figure E.10, an accentuated change in the coordination number is noticeable at the 
proximity of the cavity. This is largely due to the phenomenon known as particle caging, 
where small particles slide between larger particles into larger pores formed in the new 
arrangement. 
5.4.1.3 Effect of inter-particle friction angle 
The trends observed for different inter-particle friction angles remain the same for both 
loose and dense samples and are illustrated in Figure E.11 to Figure E.13 (loose), and 
Figure E.17 to Figure E.19 (dense). 
Smoother particles have a tendency to participate in more homogeneous changes in 
porosity and lesser changes in the coordination number. The increase in inter-particle 
friction has the effect of increasing the spatial range reach of microstructural effects into 







5.4.1.4 Effect of particle stiffness 
Soft particles tend to dampen localized movements and the changes in local porosity and 
coordination number become intensely local. These trends can be observed by comparing 
Figure E.14, Figure E.15, Figure E.20 and Figure E.21. 
 
5.4.2 Average stress and normal forces 
Using the Love-Webber definition of stresses in a granular material (Nicot et al., 2013), 
introduced in section 4.5.1, the local stress tensor was computed for the established mesh 
used for the calculation of the changes in coordination number. The average normal forces 
in each cell were also computed and the results are represented in Appendix F. 
From the stress analysis, the boundary effect along the borders between periodic packings 
is much more evident, particularly in dense samples. Later evaluation of the displacements 
however, demonstrated that the ground movements were not significantly impacted and 
the simulation results were not compromised by unwanted feature. 
5.4.2.1 Effect of initial porosity 
In denser samples, the stresses redistribute over a large area due to interlocking effect as 
discussed earlier. Loose samples on the contrary, experience sharp local changes in the 
state of stresses, a trend that can be visualized by comparing Figure F.1 to Figure F.6. 
5.4.2.2 Effect of inter-particle friction angle 
Increasing inter-particle friction significantly increases the effect of arching as it increases 
contact stability. Smooth particles develop distinctly lesser arching as can be observed by 







5.4.2.3 Effect of particle stiffness 
In the packings with softer particles, stress changes became much more localized which 
can be verified by comparing Figure F.14, Figure F.15, Figure F.20 and Figure F.21. 
 
5.4.3 Contact reorientation 
As the ground readjusts to its new state of stresses, the contact orientation changes on the 
vicinity of the yielding cavity. It was observed in all simulated packings, that on the 
horizontal plane the contacts reoriented with their major axis nearly parallel to the face of 
the cavity. In the vertical plane the major direction, typically at 45° with the zenith, changes 
and the major direction becomes the horizontal. 
While no particular trends were observed with respect to microstructural properties, 
samples with different relative densities displayed distinct nuances. Denser materials 
experience a contact reorientation in the horizontal plane that extends farther into the 
granular bed than loose packings. The opposite takes place in the vertical plane, and loose 
samples experience a contact reorientation that reaches higher into the granular bed. This 
is consistent with the known caving response of loose materials. 
The local contact orientation was calculated for each element of the prescribed mesh (i.e. 
the same mesh than in the calculation of changes of coordination number and porosity). 
Figure 5.4.3 and Figure 5.4.4 are representations of the northwest corner of the area 
surrounding the cavity. Each histogram represents the contact orientation of a cubic cell 








   
 
   
       
Initial state  At plate displacement of u = 0.03 m 
Figure 5.4.3 Dense packing: local contact orientation map in horizontal cross-section 
 
   
 
   
   
Initial state  At plate displacement of u = 0.03 m 










Figure 5.4.5 and Figure 5.4.6 illustrate the contact reorientation in the vertical plane. The 
figures represent a vertical cross-section of the left side of the region above and next to the 
cavity. Each histogram represents a 0.30 m-side cubic cell, hence the figures cover the 
complete height of the domain and extend laterally to 0.90 m. 
   
 
   
       
Initial state  At plate displacement of u = 0.03 m 








   
 
   
   
Initial state  At plate displacement of u = 0.03 m 
Figure 5.4.6 Loose packing: local contact orientation map in vertical cross-section 
 
5.4.4 Comparison with stochastic diffusion model predictions 
The FDM solution of the stochastic subsidence model equation (CHAPTER 2) and the data 
obtained from DEM were fitted together with the goal of meeting the same value for the 
maximum ground surface deflection. DEM data, obtained from the uppermost layer of the 
monitored particles, at a depth of -0.15 m were used to this purpose. 
Since the movement of individual particles was tracked and these are susceptible to sliding 
through the material, some of the data points are erratic. However, analysis of the whole 








The agreement of the data is dependent on the microstructure and bulk properties of the 
material subjected to subsidence and a discussion on individual aspects follows in the next 
sections. 
An important consideration is that from the point of view of potential distress induced by 
subsidence to surface structure, predicting the settlement through accurately is more 
important than the maximum subsidence at the center. When the differential settlements 
and distortions are underestimated, the hazard to structures is miscalculated and safety 
could be compromised. 
From the perspective of infrastructure, such as utility tunnels, sewage collection systems 
and pipelines, the maximum subsidence is more relevant than the differential movement. 
While linear distortions can be accommodated in these structures, the total movement can 
cause the system to lose its serviceability completely. 
5.4.4.1 Effect of initial porosity 
As previously discussed, loose samples experience much larger displacements of the 
ground surface than dense samples for the same cavity deformation. Figure 5.4.7 and 
Figure 5.4.8 illustrate the agreement of subsidence diffusion model and the DEM data for 
a cavity roof displacement of u = 0.03 m. A reduction of 13% in the relative density (Dr), 
implicated a decrease of approximately an order of magnitude in the diffusion coefficient 
in order to maintain coincidence of the maximal deflection. 
As compared to the DEM simulation, the stochastic diffusion model overestimates the 
deflections in the settlement trough and shows a smoother deformation shape as opposed 







underestimates the settlements and shows a more accentuated trough than the one obtained 























































Figure 5.4.7 Displacement trough at depth -0.15 m of a dense (top) and loose (bottom) 
packing 
























































































































Figure 5.4.8 Vertical displacement above the center of the cavity at different depths 
below ground surface in a dense (top) and loose (bottom) packing 
 
 




















































































































The best agreement between the stochastic diffusion model the DEM simulations are for 
packings with a relative density of approximately 40%. In this medium range of density 
Figure 5.4.9 and Figure 5.4.10 show that for a packing with a baseline inter-particle friction 
angle of ϕi = 30°, the diffusion model and the DEM simulation give very similar settlement 























































Figure 5.4.9 Displacement trough at depth -0.15 m of packings with the best agreement 

















































































































Figure 5.4.10 Vertical displacement above the center of the cavity at different depths 
below ground surface of packings with the best agreement 
 




















































































































5.4.4.2 Effect of particle size dispersion 
In Figure 5.4.11 and Figure 5.4.12, the effect of particle size dispersion is illustrated in a 
comparison between a monosized packing and a polydisperse one with a diameter 
coefficient of variation, CV = 0.4, both sets having similar relative densities around 31%. 
The monosized packing experiences slightly less overall displacement in comparison to the 
polydisperse granular bed. The fitted diffusion coefficient of the polydisperse granulate is 
slightly smaller, approximately 86% than that of the monosized packing. This is once again 
in agreement with the observations made with respect to the tendency of micro-sliding 






























































































Figure 5.4.11 Displacement trough at depth -0.15 m of a monosized (top) and 
polydisperse (bottom) packing 
 



















































































































































Figure 5.4.12 Vertical displacement above the center of the cavity at different depths 
below ground surface in a monosized (top) and polydisperse (bottom) packing 
 





















































































































5.4.4.3 Effect of inter-particle friction angle 
Figure 5.4.13 and Figure 5.4.14 present a comparison between the ground movements in a 
packing with an inter-particle friction angle of ϕi = 20° and a relative density Dr = 30% and 
that of a granular bed with ϕi = 30° and approximately the same relative density. It can be 
seen that in packing with smoother particles, the displacements propagating to the ground 
surface were considerably larger, while the diffusion coefficient was smaller (by about 
40%) than for a rougher material. This pattern is consistent with the observations 













































































Figure 5.4.13 Displacement trough at depth -0.15 m of smoother (top) and rougher 
(bottom) particle packings 
 



































































































































Figure 5.4.14 Vertical displacement at the center of the cavity at different depths below 
ground surface in smoother (top) and rougher (bottom) particle packings 
 





















































































































The effects of microstructural and bulk properties on the diffusion coefficient are 
summarized in Figure 5.4.15, in which n represents the series of monosized packings with 
the same contact stiffness, inter-particle friction angle, and different initial porosities. The 
series represented by ϕi corresponds to beds with different inter-particle friction angles and 
relative density between 38% and 23%. The series represented by k corresponds to 
packings with different particle stiffnesses and finally, the one represented by CV 
corresponds to packings with different degrees of particle size dispersity. 
The increase in overall density has a very strong effect in increasing the diffusion 
coefficient, therefore it would be the most influential parameter in view of the practical 
application of the stochastic diffusion model. 
 
Figure 5.4.15 Relative effects of material properties on the diffusion coefficient as a 









































CHAPTER 6. FINAL CONSIDERATIONS 
6.1 Conclusions 
In this study the discrete element method (DEM) was used to investigate subsidence in a 
granular material and generate data for the validation of the stochastic model proposed by 
Litwiszyn (1964). 
First, a parametric study of the effects of damping, particle size dispersion, inter-particle 
friction, contact stiffness and micro-Poisson’s ratio, on the generation of granular 
assemblies was conducted, and the packings were characterized from a micro- and macro 
scale perspective. 
These assemblies were generated into a larger domain and subjected to subsidence through 
a trapdoor mechanism. Changes in local porosity, local coordination number, contact 
orientation, contact forces and stresses were monitored and analyzed. The following 
considerations are made with respect to the influence of the parameters evaluated: 
i. Porosity exerts the highest degree of influence in the behavior of the material. 
The strong interlocking of particles in dense assemblies elicits a network 
response to local disturbances, and microstructural changes propagate broadly 
into the medium. Conversely, a loose material is not able to engage as many 







ii. Particle size dispersion creates diverse arrangements within the matrix of the 
material. The interaction between particles of very different sizes produces 
metastable structures which are much more susceptible to scattered local 
perturbations. 
iii. Inter-particle friction also impacts the interlocking between particles and has a 
n effect similar to increasing density. In assemblies with rough particles, the 
shear forces collaborate with one another in reacting to a local disturbance, 
causing a broad matrix response. 
iv. Particle stiffness has a determining effect on how the material behaves. Soft 
particles tend to form compact structures with large overlap. Such arrangement 
promotes an almost elastic response to local perturbations that is closer to that 
of a continuum than to that of a discrete medium.  
A finite difference solution was developed for the stochastic diffusion model of subsidence. 
The model was fitted to the maximal ground deflection data obtained from the DEM 
simulations. 
The corresponding diffusion coefficients were calculated and the influence of micro- 
macro- properties of the granular assemblies was evaluated. The diffusion model was found 
in good agreement with DEM simulations for medium-dense monosized granular material 
with a relative density around 40%. This state of compaction coincides with the breakpoint 
between dilative and contractive behavior observed in the simulated triaxial loading tests, 
and thus represents the material critical state. This indicates that when the assumption of 
no volume change postulated in the stochastic diffusion model holds true, it is able to 







The model underestimated the displacements in loose samples and overestimated them in 
dense samples. 
Therefore, for the purpose of surface structure risk analysis in which differential 
movements are a special concern the method requires further exploration, and the 
possibility of extending its formulation. 
The discrete element method constituted a useful tool that enabled insight into information 
otherwise inaccessible with the current experimental techniques. However, it presents 
limitations such as its enormous computational effort and the need for initial calibration. 
 
6.2 Future work 
Despite only partial agreement between the stochastic model and data obtained via DEM, 
the approach is promising and further exploration could lead to a reliable and practical tool 
for the prediction of subsidence. 
In gravel and sand, particles are often angular and their interlocking generates significant 
resistance to rolling (Jiang et al., 2005; O'Sullivan, 2011). Based on the observations of the 
present study, it can be surmised that including rolling resistance in the DEM model would 
significantly influence the displacement diffusion process and make it more representative 
of actual material behavior. 
The most relevant endeavor in earning the stochastic subsidence model more relevance 
would be to integrate the stochastic stress diffusion theory to the current model. This would 
accounting for the effect of surface-applied loads on the subsidence process. 
Ultimately, the model could be integrated to geographic information systems (GIS) both 
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Appendix A Sample Characterization: Matrix Properties 
  



































λ = 0.01 λ = 0.05
λ = 0.1 λ = 0.2




















λ = 0.01 λ = 0.05
λ = 0.1 λ = 0.2










































































































































































































































































































































































































































































































































































































































































































































































































































































































λ = 0.3, Coord number
λ = 0.01, Coord number
λ = 0.3, Porosity





































































































   




































   
















































   
































   
Figure A.17 Effect of the inter-particle friction angle on contact orientation distribution 



































   
Figure A.18 Effect of the inter-particle friction angle on contact orientation distribution 




































   



























   































   





























   



























   








Appendix B Sample Characterization: Stresses 
 
Figure B.1 Effect of wall friction on coefficient of earth pressure at rest 
 
 








0° 10° 20° 30° 40° 50°
K
0










0 1 2 3 4 5 6 7
K
0
























λ = 0.30, K₀x
λ = 0.30, K₀y
λ = 0.01, K₀x















































Figure C.4 K0CL triaxial tests of samples with different inter-particle friction angles and 











Figure C.5 K0CL triaxial tests of samples with different inter-particle friction angles and 























Figure C.7 K0CL triaxial tests of samples with different micro-Poisson’s ratios and 











Figure C.8 K0CL triaxial tests of samples with different micro-Poisson’s ratios and 















































Figure D.4 K0EU triaxial tests of samples with different inter-particle friction angles and 











Figure D.5 K0EU triaxial tests of samples with different inter-particle friction angles and 























Figure D.7 K0EU triaxial tests of samples with different micro-Poisson’s ratios and 











Figure D.8 K0EU triaxial tests of samples with different micro-Poisson’s ratios and 
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