Abstract.
Introduction.
In this paper we study a discrete version of the Dynamical Systems Method (DSM) for solving the equation
where F is a nonlinear twice Fréchet differentiable monotone operator in a real Hilbert space H, and (1.1) is assumed solvable. Monotonicity is understood in the following sense:
Here u, v denotes the inner product in H. It is known (see, e.g., [17] ), that the set N := {u : F (u) = f } is closed and convex if F is monotone and continuous. A closed and convex set in a Hilbert space has a unique minimal-norm element. This element in N we denote by y, F (y) = f . We assume that sup u−u0 ≤R
where F (j) (u) is the j-th Fréchet derivative of F at the point u ∈ H, u 0 ∈ H is an element of H, R > 0 is arbitrary, and f = F (y) is not known but f δ , the noisy data, are known and f δ −f ≤ δ. If F (u) is not boundedly invertible then solving for u given noisy data f δ is often (but not always) an ill-posed problem.
Our goal is to develop an iterative process discrepancy principle type for a stable solution of (1.1), given noisy data f δ , f − f δ ≤ δ. In [17] a general approach to construction of convergent iterative processes for solving (1.1) on the basis of the DSM is developed. Some results on the DSM and its applications one finds in [2, 9, 10, 11, 13, 14, 15, 16, 17] . In [7, 8, 12, 17] and references therein methods for solving ill-posed problems are discussed. Recent works on DSM are [3, 4, 5, 6, 18] .
Although the DSM is presented in detail in the monograph [17] , we briefly give its main idea for convenience of the reader. The idea of solving (1.1) by a version of the DSM consists of finding a nonlinear map Φ(t, u), such that:
a) The Cauchy problem:u Several versions of DSM were proposed and justified mathematically in [9, 10, 11, 13, 14, 15, 17] .
In this paper the following iterative scheme for stable solution to (1.1) is investigated:
For this iterative scheme we formulate and justify an a posteriori stopping rule based on a discrepancy principle:
where C 1 > 1, 0 < γ ≤ 1. The existence of n δ and the convergence of u n δ to a solution of (1.1) are justified provided that u 0 and a n are suitably chosen (see Theorem 2.6). The novel points in this paper are formulated in Lemmas 2.1, 2.3, 2.4, 2.5, and in Theorem 2.6. The ideas of the proofs of these results are new and these results have no intersection with the results in the published literature and with the results in the papers, mentioned in the references. The new discrepancy principle, stated in Theorem 2.6 and justified in the proof of this main theorem may look similar to the well-known Morozov's discrepancy principle (with γ = 1) for linear equations, but in fact it is a completely different principle both in its proof and in its numerical application. Its proof is completely different from the proof of Morozov's principle because we do not use variational regularization, and our problem is fully nonlinear in the sense that no restriction on the global growth of the nonlinearity are made. The essential practical difference of our discrepancy principle from Morozov's principle consists of the following: in Morozov's principle one has to solve a nonlinear equation for the regularization parameter, while in our principle the "stopping rule", that is, the choice of n δ is made automatically. Our results are new not only for nonlinear equations but for linear equations as well. Note that solving the nonlinear equation for the regularization parameter in Morozov's principle is by itself a non-trivial and time consuming task. If γ = 1, then, in general, one cannot prove convergence to the minimalnorm solution y even for linear equations Au = f regularized by the method (A + a)u = f , where A ≥ 0 is a linear operator in H and a > 0 is the regularization parameter (see [12, p. 29 
]).
2 Auxiliary and main results.
Auxiliary results.
Let us consider the following equation:
It is known (see, e.g., [1] and [17] ) that (2.1) with monotone continuous operator F has a unique solution for any fixed a > 0 and f δ ∈ H.
Multiply this equation byṼ a,δ , use the inequality F (Ṽ a,δ ) − F (0),Ṽ a,δ − 0 ≥ 0, which follows from (1.2), and get: Ṽ a − y = 0, whereṼ a :=Ṽ a,0 which solves (2.1) with δ = 0.
Let us consider the following equation
and denote V n := V n,δ when δ = 0. From the triangle inequality one gets:
From the inequality F (V 0 ) − F (0) ≤ M 1 V 0 and Lemma 2.1 it follows that for large a 0 one has:
where > 0 is arbitrarily small for sufficiently large a 0 > 0.
0, and a 0 is sufficiently large. Then, there exists a unique n δ > 0, such that
Proof. We have F (y) = f , and
Here the inequality V n − y, F (V n ) − F (y) ≥ 0 was used. Therefore
On the other hand, one has:
where the inequality V n − y, F (V n ) − F (y) ≥ 0 was used. Therefore,
This implies a n V n − y ≤ a n y + δ. , ∀ > 0, one gets:
where > 0 is fixed, independent of n, and can be chosen arbitrary small. Let n → ∞ so a n 0. Then (2.7) implies lim sup
This, the assumption F (0) − f δ > Cδ, and the fact that F (V n ) − f δ is nonincreasing (see Lemma 2.4), imply that there exists a unique n δ > 0 such that (2.4) holds. Lemma 2.3 is proved.
Indeed, from (2.1) one gets
Multiply this equality with (V δ,n − V 0,n ) and use (1.2) to get:
This implies (2.8). Similarly, from the equation
Similar arguments one can find in [17] .
From (2.8) and (2.9), one gets the following estimate:
Lemma 2.4. Assume F (0) − f δ > 0. Let 0 < a n 0, and F be monotone. Denote
where V n solves (2.3). Then h n is decreasing, and g n is increasing.
(2.11)
(2.12)
Thus, if g m > g n then a m < a n and, therefore, m > n, because a n is decreasing. Similarly, if g m < g n then h n ≤ h m . This implies a m > a n , so m < n.
This implies V m = V n , and then a n = a m . Hence, m = n, because a n is decreasing. Therefore h n is decreasing and g n is increasing. Lemma 2.4 is proved.
Remark 2.2. From Lemmas 2.1 and 2.4 one concludes that
Lemma 2.5. Suppose M 1 , c 0 , and c 1 are positive constants and 0 = y ∈ H. Then there exist λ > 0 and a sequence 0 < (a n ) ∞ n=0 0 such that the following conditions hold a n ≤ 2a n+1 , (2.13)
Proof. Let us show that if 0 < a 0 is sufficiently large then the following sequence
Thus, inequality (2.13) is obtained. Choose
Inequality (2.14) is obtained if a 0 is sufficiently large. Indeed, (2.14) holds if
Let us check inequality (2.16). One has a n − a n+1 a 2 
Thus, inequality (2.17) holds for a n replaced by b n = κa n and λ replaced by λ κ = κλ, where κ ≥ max(1, 
where we have assumed without loss of generality that 0 < δ < 1. With this choice of a 0 and λ, the ratio a0 λ is bounded uniformly with respect to δ ∈ (0, 1) and does not depend on R.
Indeed, with the above choice one has a0 λ ≤ c(1 + √ λ −1 ) ≤ c, where c > 0 is a constant independent of δ, and one can assume that λ ≥ 1 without loss of generality.
This remark is used in the proof of main result in Section 2.2. Specifically, it will be used to prove that an iterative process (2.24) generates a sequence which stays in a ball B(u 0 , R) for all n ≤ n 0 + 1, where the number n 0 is defined by formula (2.33) (see below), and R > 0 is sufficiently large. An upper bound on R is given in the proof of Theorem 2.6, below formula (2.46). Remark 2.5. It is easy to choose u 0 ∈ H such that
Indeed, if, for example, u 0 = 0, then by Remark 2.2 one gets
If (2.14) and (2.23) hold then g 0 ≤ a0 λ .
Main result.
Recall that V n := V n,δ , and
Consider the following iterative scheme:
where u 0 is chosen so that inequality (2.23) holds. Note that F (u n ) ≥ 0 since F is monotone. Thus, A
an . Let a n and λ satisfy conditions (2.13)-(2.17). Assume that equation F (u) = f has a solution y ∈ B(u 0 , R), possibly nonunique, and y is the minimal-norm solution to this equation. Let f be unknown but f δ be given, and f δ − f ≤ δ. We have the following result: Theorem 2.6. Assume a n = d0 (d+n) b where d ≥ 1, 0 < b ≤ 1, and d 0 is sufficiently large so that conditions (2.13)-(2.17) hold. Let u n be defined by (2.24). Assume that u 0 is chosen so that (2.23) holds and F (u 0 ) − f δ > C 1 δ γ > δ. Then there exists a unique n δ , depending on C 1 and γ (see below), such that
be a sequence such that δ m → 0. If N is a cluster point of the sequence n δm satisfying (2.25), then Proof. Denote
We use Taylor's formula and get: 
Since 0 < a n 0, for any fixed δ > 0 there exists n 0 such that
By (2.13), one has an an+1 ≤ 2, ∀ n ≥ 0. This and (2.33) imply
The number n 0 , satisfying (2.35), exists and is unique since a n > 0 monotonically decays to 0 as n → ∞. By Lemma 2.3, there exists a number n 1 such that
where V n solves the equation F (V n ) + a n V n − f δ = 0. We claim that n 1 ∈ [0, n 0 ]. Indeed, one has F (V n1 ) − f δ = a n1 V n1 , and V n1 ≤ y + δ an 1 (cf. (2.10)), so
Here the last inequality is a consequence of (2.34). Since a n decreases monotonically, inequality (2.39) implies n 1 ≤ n 0 . One has C−1 for all n ≤ n 0 + 1. Therefore,
and, by (2.40),
Inequalities (2.32) and (2.42) imply
for all n ≤ n 0 + 1.
By Lemma 2.5 and Remark 2.3, the sequence (a n ) ∞ n=1 , satisfies conditions (2.13)-(2.17), provided that d 0 is sufficiently large and λ > 0 is chosen so that (2.19) holds. Let us show by induction that
Inequality (2.44) holds for n = 0 by Remark 2.5. Suppose (2.44) holds for some n ≥ 0. From (2.43), (2.44) and (2.17), one gets
Thus, by induction, inequality (2.44) holds for all n in the region 0 ≤ n ≤ n 0 +1. From Remark 2.1 one has V n ≤ y + δ an . This and the triangle inequality imply
Inequalities (2.41), (2.44), and (2.46) guarantee that the sequence u n , generated by the iterative process (2.24), remains in the ball B(u 0 , R) for all n ≤ n 0 + 1, where R ≤ a0 λ + u 0 + y + δ an . This inequality and the estimate (2.35) imply that the sequence u n , n ≤ n 0 + 1, stays in the ball B(u 0 , R), where
λ is uniformly bounded as δ → 0 even if M 1 (R) → ∞ as R → ∞ at an arbitrary fast rate. Thus, the sequence u n stays in the ball B(u 0 , R) for n ≤ n 0 + 1 when δ → 0. An upper bound on R is given above. It does not depend on δ as δ → 0.
One has:
where (2.44) was used and M 1 is the constant from (1.3). Since F (V n ) − f δ is nonincreasing, by Lemma 2.4, and n 1 ≤ n 0 , one gets
From (2.15), (2.47), (2.48), the relation (2.33), and the definition C 1 = 2C − 1 (see (2.29)), one concludes that
Thus, if
then one concludes from (2.49) that there exists n δ , 0 < n δ ≤ n 0 + 1, such that
for any given γ ∈ (0, 1], and any fixed C 1 > 1.
Let us prove (2.26). If n > 0 is fixed, then u δ,n is a continuous function of f δ . Denoteũ
where N < ∞ is a cluster point of n δm , so that there exists a subsequence of n δm , which we denote by n m , such that lim m→∞ n m = N.
From (2.51) and the continuity of F , one obtains:
Thus,ũ N is a solution to the equation F (u) = f , and (2.26) is proved.
Let us prove (2.28) assuming that (2.27) holds. From (2.25) and (2.47) with n = n δ − 1, and from (2.50), one gets
If 0 < δ < 1 and δ is sufficiently small, theñ
whereC is a constant. Therefore, by (2.13), Recall that V n,0 =Ṽ an .
From the triangle inequality, inequalities (2.8) and (2.44), one obtains
From (2.27), (2.53), inequality (2.54) and Lemma 2.2, one obtains (2.28). Theorem 2.6 is proved. Remark 2.6. It is practically convenient to choose u 0 = 0. In this case inequality (2.23) holds and we assume that
Remark 2.7. It follows from inequality (2.54) that the following rule:
can be used as an a priori choice of stopping rule for n δ . Indeed, if n δ is chosen as in equation (2.55) then, by inequality (2.54) with n δm = n δ , one gets Let us present a numerical experiment solving nonlinear integral equation (1.1) with
Here we have used the fact that the function: x 2 arctan(x) is increasing on R. Moreover,
The Fréchet derivative of F is: Let us use the iterative process (2.24):
We stop iterations at n := n δ such that the following inequality holds
Integrals of the form 1 0 e −|x−y| h(y)dy in (3.1) and (3.2) are computed by using the trapezoidal rule. The noisy function used in the test is
The noise level δ and the relative noise level are defined by
In the test κ is computed in such a way that the relative noise level δ rel equals to some desired value, i.e.,
We have used the relative noise level as an input parameter in the test. In all figures the x-variable runs through the interval [0, 1], and the graphs represent the numerical solutions u DSM (x) and the exact solution u exact (x).
In the test we have used C = 1.01 and γ = 0.9. As we have proved, the iterative scheme converges when a n = d 1+n , and d is sufficiently large. However, in practice, if we choose d too large, then the method will use too many iterations before reaching the stopping time n δ in (3.4) . This means that the computation time will be large in this case. Since F (V n δ ) − f δ = a n δ V n δ , and V n δ − u n δ = O(a n δ ), we have Cδ γ = F (u n δ ) − f δ ∼ a n δ .
Thus, we choose
In experiments we found that our method works well with C 0 ∈ [1, 4] . Indeed, in the test we chose a n by the formula a n := C 0 δ 0.9
n+6 . The number of node points used in computing integrals in (3.1) and (3.2) was N = 100. In all experiments, the noise function f noise is a vector with random entries normally distributed of mean 0 and variance 1. Numerical results for various values of δ rel are presented in Table 3 .1. Table 3 .1 shows that the iterative scheme yields good numerical results. In computations the functions u, f and f δ are vectors in R N where N is the number of nodal points. The norm used in computations is the 2-norm of R N . From the numerical results we conclude that the proposed stopping rule yields good results in this problem.
