Abstract-This paper addresses the training signal design for the channel estimation in two-way multiple-input-and-multipleoutput (MIMO) relay systems, where the channels are correlated. We first derive the backward channel estimator with the optimal training signal sent by the relay node. Given the estimated backward channels and the probabilistic knowledge of the estimation error, we mainly focus on the forward channel estimation and the related training signal design. We further propose a novel training signal. The design criterion is to minimize the relaxation of the total mean square error (MSE) of the forward channel estimators, which is conditioned on the estimated backward channels. Finally, the numerical results show that the proposed training signal can improve the MSE performance.
I. INTRODUCTION
Relay deployed in wireless systems, where the source sends information to the destination through the relay, has been extensively investigated in recent years. It can improve the performance of long range transmission and increase the system capacity [1] , [2] . Three relay assited retransmission protocols are widely used, which are amplify-and-forward (AF), decodeand-forward (DF) and compress-and-forward (CF). Among the three retransmission protocols, AF is the simplest and amplifies and re-transmits the received signal to the destination node.
For the one-way AF relay systems (OWARS), the channel estimation algorithms have been widely studied in [3] - [6] . In [3] , the least-square (LS) and the linear minimum mean square error (LMMSE) estimators for the channels are respectively derived, where the optimal training signals for the two estimation schemes are also respectively proposed by minimizing the MSE of the estimators. In [4] , the Bayesian estimation method is employed to derive the individual channel estimators, where the author assumes that the first hop channel is a Rician fading channel and the second hop channel is a Rayleigh fading channel. However, the estimation scheme cannot be applied directly in the systems where the first hop channels are Rayleigh fading channels. In [5] , the forwardlink-quadratic (FlinQ) estimation scheme is proposed to obtain the partial channel state information (CSI), which is used for the optimization of the precoder at the source node in [7] . In [6] , the singular value decomposition (SVD) based maximum likelihood (ML) method is proposed to derive the composite channel estimator. Furthermore, the two-stage training based SVD-ML scheme is used to derive the individual channel estimators.
For a two-way AF relay system (TWARS), the relay node receives signals simultaneously sent from multiple source nodes and retransmits the mixed signal to the specific destination node. Therefore, the TWARS is more spectrum efficient compared to that of OWARS. The composite channel estimation in two-way MIMO relay systems has been derived by using LMMSE method in [8] . The optimal training signal is proposed with the criterion of the MSE of the estimators. Superimposed training signals and two-stage channel estimation have been proposed in [9] , where the Golden section search (GSS) is applied to find the optimal training signals. Maximum a posteriori (MAP) scheme has been proposed for both the composite and individual channel estimation in [10] .
In this paper, we propose a two-stage channel estimation scheme which combines LS and LMMSE methods to obtain the individual channel estimators. We assume that the two-way AF relay channels are correlated Rayleigh fading channels. At the first stage where the relay sends two training signals to the source nodes, the LS method is applied to obtain the backward channel estimators. Given the estimated backward channels, the LMMSE method is employed to derive the forward channel estimators. In particularly, the total MSE of the forward channel estimators is calculated. It should be noted that the MSE is conditioned on the estimated backward channel. We also assume that the relay power is high enough that the MSE is tightly approximated. Therefore, the optimization is conducted by minimizing the upper bound of the approximated MSE. Subsequently, the structure for the novel training signal is derived. Hence, the optimization is further simplified and the two-loop bisection search method is applied to find the training signal. The numerical results show that the MSE performance of the estimators with the proposed training scheme is improved.
The remaining paper is organized as follows. Section II describes the system model. The two-stage channel estimation is introduced in section III. Section IV describes the optimization of the training signal. Numerical results are provided in section V to verify the channel estimation and training algorithm. The Notation: we use lower case normal font, upper case bold font and lower case bold font to denote scalars, matrices and vectors, respectively. The superscript (·)
and (·) * denote transpose, Hermitian or conjugate transpose, matrix inversion and conjugate respectively. Trace of a matrix, expectation of random variables and vecterization operator are respectively signified by Tr(·), E(·), vec(·). Symbol ⊗ stands for the Kronecker product. blkdiag{·} is a block diagonal matrix. For two Hermitian matrices, A ≻ B means that A−B is a positive definite matrix.
II. SYSTEM MODEL Consider a three nodes and two hops TWARS as is shown in Fig.1 , the source nodes S 1 and S 2 exchange messages with one another through a relay node R, where S i are equiped with N i , i = 1, 2 antenans and R is equipped with N r antennas. The channel estimation scheme is conducted in two stages. The first stage requires one time slot and the relay node R transmits two same training signals X R ∈ C Nr×Lr to the source node S i through the backward channel H ir ∈ C Ni×Nr . In this paper, we assume the correlated channel H ir satisfy the GaussianKronecker model and therefore we can rewrite the channel matrix as
ir , where Ψ ir is the receive correlation matrix and Φ ir is the transmit correlation matrix. H ir,u is a complex Gaussian random matrix with independent and identically distributed (i.i.d.) zero mean and unit variance entries. Thus, the received signalỸ i ∈ C Ni×Lr at S i is given by:
whereṼ i ∈ C Ni×Lr is the noise at S i and follows i.i.d. complex Gaussian distribution as vec(Ṽ i ) ∼ σ 2 i I NiLr . The second stage requires two time slots, where at the first time slot the source nodes S i transmits an N i × L training signal matrix X i to the relay node R:
where Y r ∈ C Nr×L is the received signal at the relay node R,
Nr×Ni is the forward channel from the source node S i to the relay node R. Similar to the backward channel H ir , we assume that H ri is a correlated Rayleigh fading channel and satisfies the Gaussian-Kronecker model. Thus, H ri is rewritten as
ri , where Ψ ri is the receive correlation matrix and Φ ri is the transmit correlation matrix. H ri,u is a complex Gaussian random matrix with i.i.d. zero mean and unit variance entries. V r ∈ C Ni×Lr is the noise at R with entries being i.i.d. complex Gaussian distribution with variance σ 2 r . Usually, the relay node R first scales the mixed signal with an amplifying factor and then retransmit the amplified signal. However, for simplicity but without loss of generality, the relay R only retransmits the mixed signal back to the source node S i without performing amplification. Hence, the transmission model during the second time slot at the second stage is given by:
where Y i ∈ C Ni×L is the received signal at the source node
Ni×L is the i.i.d. Gaussian noise at S i with variance σ 2 i .
III. CHANNEL ESTIMATION

A. LS Estimation for the Backward Channel
LS method assumes the deterministic scenario [3] . Due to the ease of the implementation, LS method is widely used in practice [12] . For the transmission model (1) at the first stage, by applying LS method, the estimator of H ir is obtained:
To analyze the estimation performance, the error ofĤ ir is calculated:
Before proceeding to derive the MSE ofĤ ir , the following lemma is useful in this paper:
Applying lemma 1 yields:
The total transmission power at the relay node R is calculated and should satisfy the following:
where P r is the maximum total power constraint at the relay node. Hence, the optimization of X R is formulated:
, where the N r × N r matrix U R is a unitary matrix. The solution to (8) is easily derived as:
B. LMMSE Estimation for the Forward Channel
For the LMMSE method, the statistical channel scenario is assumed [3] . We first substitute H ir =Ĥ ir − ∆H ir into (3), which yields:
By using the identity vec(ABC) = (C T ⊗ A)vec(B), and defining y i vec(Y i ),v i vec(V i ),v r vec(V r ), (10) can be reformulated:
. Assuming the LMMSE matrix G i is applied, i.e.,ĥ c = G H i y i , the MSE of the estimatorĥ c is given as:
Therefore, by taking derivative of the MSE with respect to G i , the LMMSE estimator of h c is derived:
where
are the covariance matrices of h c andṽ i respectively. The estimation error ∆H ir is orthogonal to the backward channel H ir , i.e., E(∆H ir H ir ) = 0, which is used to calculate R hcyi and R yi . R hc are further derived to be:
For the derivation of Rṽ i , it should be noted that (5) can be rewritten into ∆H ir = (N r /P r )Ṽ i Ξ H R , hence ∆H ir follows the complex Gaussian distribution, i.e., vec(∆H ir ) ∼ CN (0,
is further calculated as:
Pr I NiNr ), Lemma 1 is applied to derive the seconde term of (15). Noted that the identity (A ⊗ B)(C ⊗ D) = AC ⊗ BD is useful to further calculate the compact form of Rṽ
IV. TRAINING SIGNAL DESIGN AT STAGE TWO
We have derived the two-stage channel estimation scheme, we next consider the criterion for the optimal training signal design. In most optimal training signal designs, the sum MSE has been choosen as the criterion [3] , [8] and [9] . Cramerráo Lower Bound criterion for optimal training sequences have been provided in [13] . However, in our case, due to the nonlinearity in MSE of the forward channel estimator, the tractable analytical expression of the MSE cannot be formulated. Hence, we seek to minimize the upper bound of the approximated conditional MSE of the forward channel estimator, which is conditioned on the given estimated backward channel estimator.
Substituting
yi into (12) and appplying the well-known Woodbury matrix identity (A + UCV) (12) can be rewritten into a compact form:
where we define M i P T ⊗Ĥ ir . Note that the expectation is taken with respect to the random matrices h c , ∆H ir , V i and V r . Therefore, the MSE of the estimatorĥ c is conditioned on the estimatedĤ ir .
Let us introduce the matrixRṽ 
vi M i . Thus, we have:
In (15), it should be noted that under the assumption that the relay total transmission power is large enough, we have the following asymptotic formula:
Subsequently, the following approximation is further calculated:
Let us denote MSE
, the optimization problem is therefore formulated as follows:
For any two nonsingular matrices A and B, they satisfy (A ⊗ B)
To simplify the optimization problem in (21), we rewrite MSE (a) i as:
ir , p, q ∈ {1, 2}. From (22), it can be verified that to minimize the objective function in the optimization problem (21), the training signals should first satisfy:
Subsequently, (22) can be rewritten into
Let us introduce the following eigenvalue decomposition:
Substituting (25) and (26) into (24) and
is a unitary matrix. From (27), with the assistance of the eigenvalue decomposition of Φ rk , we propose an immmediate choice of X k to diagonalizẽ
where Λ k is a diagonal matrix with diagonal elements
s=1 . For simplicity of the optimization, we derive the following lemma to obtain the upper bound MSE 
where MSE
and DẼ i is a diagonal matrix which contains the diagonal elements of E −1 i . P roof : Using the Woodbury matrix identity:
Since for any N × N positive definite matrix A, it satisfies 
Thus, Lemma 2 is proven. According to the discussion above, the relaxed optimization problem is formulated as:
It should be noted that in traditional optimal training signal designs, the relay power constraint is taken into account for the optimization while the study [8] only considers the source power constraint. In this paper, since we assume that the relay transmission power is large enough, we only consider the power constraint at the source node. Subsequently, the optimization problem (32) is easily written in scalar form as:
and {δ
are the diagonal elements of the matrices Λ Φ rk , Λ Ψ rk and DẼ i respectively. For the optimization variable γ k,s , by verifying the secondorder derivative is greater than zero:
the objective function (33) is therefore a convex function with respect to γ k,s . Moreover, the power constraints (34) can be rewritten in linear inequality form, i.e., 1 T γ k ≤ P k , where
T , hence, the problem (33)-(35) is verified to be a convex optimization problem with respect to γ k,s . Subsequently, the Lagrange function is derived:
(37)
where µ k and ν k are the Lagrange multipliers satisfying the complementary slackness conditions given by:
Note that in (38), the left hand side (LHS) is monotonically decreasing function with respect to the positive γ k,s , which can be obtained by using bisection search. Similarly, note the LHS in (34), since γ k,s is monotonically decreasing function of µ k , an outer loop bisection search is applied to efficiently find the optimal µ k . The two-loop bisection search algorithm to find the solution to the optimizaiton problem (33)- (35) consists of the following two major steps:
, set a feasible search region for µ k and γ k,s to be
2. Bisection Search on µ k and γ k,s : while |µ
end while for bisection on µ k .
V. NUMERICAL RESULTS
In this section, we evaluate the performance of the two-stage channel estimation for individual channels through numerical results. We consider a two-way MIMO relay system, where the source nodes are equipped with the same number of antennas and there is a single antenna at relay node, i.e., N i = N r = 4, i = 1, 2. We adopt the correlated channel, where the channel covariance matrices are generated by employing Bessel function [8] . The (p, q) th element of Ψ ir , Φ ir , Ψ ri and Φ ri are generated by at S i and R respectively [8] . For simplicity but without loss of generality, the noise at all nodes have unit variance, i.e., σ 2N ). The average normalized MSE of both backward channel and forward channel estimation are calculated respectively through Monte Carlo, which averages over 10 3 channel realizations. Without loss of generality, we consider the backward channel and forward channel estimated at source node S 1 .
In the first example as is shown in Fig.2 , we compare the performance of LS channel estimation at the first stage. The proposed optimal training signal, which is also orthogonal training signal, and the diagonal training signal are applied respectively. The diagonal training signal is denoted as: λ = 0.05. Thus, the channel estimation schemes are performed under weakly correlated S 1 −R channel and strongly correlated S 2 − R channel. The numerical result shows that the optimal training signal performs better than the diagonal training signal, which matches the theory. It also shows that LS scheme under the correlated channel case I outperforms than that under case II.
In the second example, we evaluate the performance of the proposed training signal as is shown in Fig.3 . Meanwhile, the diagonal training signal which is denoted as: X k,diag = Λ k Ξ k , and the orthogonal training signal, which is signified as: X k,orth = P k N k Ξ k are applied for the comparison. The channel estimation scheme is performed under the correlated channel, where the channel parameters are set as: di λ = 0.05, i = 1, 2 and dr λ = 0.25. The numerical result shows that the proposed training schemes performs the best among the three training schemes. Moreover, the difference between the MSEs of diagonal and orthogonal training schemes tends to be smaller in high P region.
In the last example as is shown in Fig.4 , the parameters of the correlated channels are set as: The proposed training, diagonal training X k,diag and orthogonal training X k,orth are applied. It shows that the proposed training scheme performs better than other schemes. Moreover, In low P region, the proposed training scheme outperforms other schemes more than 1dB. It also shows that the estimation scheme for the case of weakly correlated S 1 − R channel and strongly correlated S 2 − R channel outperforms than that of all strongly correlated channels.
VI. CONCLUSION
In this paper, we propose a novel training signal scheme for the two-stage channel estimation in two-way MIMO relay systems. We first derive the backward channel estimator at the first stage, then given the estimated backward channel and the prior knowledge of the estimator error, the forward channel estimator and the related training signal are proposed. In numerical results, we consider the two correlated channel scenarios: (1) . All strongly correlated channels; (2) . Weakly correlated S 1 − R and strongly correlated S 2 − R channel. It is shown that under both scenarios, the proposed training signal improves the channel estimation MSE performance, while the MSE performance under scenario (2) is better than that under scenario (1). 
