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Abstract—In this paper, we focus on the downlink of a cellular
system, which corresponds to the bulk of the data transfer in
such wireless systems. We address the problem of opportunistic
multiuser scheduling under imperfect channel state information,
by exploiting the memory inherent in the channel. In our setting,
the channel between the base station and each user is modeled
by a two-state Markov chain and the scheduled user sends back
an ARQ feedback signal that arrives at the scheduler with a
random delay that is i.i.d across users and time. The scheduler
indirectly estimates the channel via accumulated delayed-ARQ
feedback and uses this information to make scheduling decisions.
We formulate a throughput maximization problem as a partially
observable Markov decision process (POMDP). For the case of
two users in the system, we show that a greedy policy is sum
throughput optimal for any distribution on the ARQ feedback
delay. For the case of more than two users, we prove that the
greedy policy is suboptimal and demonstrate, via numerical
studies, that it has near optimal performance. We show that
the greedy policy can be implemented by a simple algorithm
that does not require the statistics of the underlying Markov
channel or the ARQ feedback delay, thus making it robust
against errors in system parameter estimation. Establishing
an equivalence between the two-user system and a genie-aided
system, we obtain a simple closed form expression for the
sum capacity of the Markov-modeled downlink. We further
derive inner and outer bounds on the capacity region of the
Markov-modeled downlink and tighten these bounds for special
cases of the system parameters.
Index Terms – Opportunistic multiuser scheduling, cellular down-
link, Markov channel, ARQ feedback, delay, greedy policy, sum
capacity, capacity region.
I. INTRODUCTION
With the ever increasing demand for high data rates, op-
portunistic multiuser scheduling, introduced by Knopp and
Humblet in [1], and defined as allocating the resources to the
user experiencing the most favorable channel conditions, has
gained immense popularity among wireless network designers.
Opportunistic multiuser scheduling essentially exploits the
multiuser diversity in the system and has motivated several
researchers (e.g., [2]- [6]) to study the performance gains
obtained by opportunistic scheduling under various scenarios.
While the i.i.d flat fading model is used in these works
to model time varying channels (for a general treatment on
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opportunistic scheduling with minimal assumptions on the
channel, see [7]), it fails to capture the memory in the channel
observed in realistic scenarios. Hence, more recently, oppor-
tunistic scheduling has also been investigated by modeling the
channels by Markov chains (e.g., [8]–[13]). However, in these
works, the channel state information that is crucial for the
success of any opportunistic scheduling scheme is assumed
to be readily available at the scheduler. This is a simplifying
assumption that does not hold in reality, where a non-trivial
amount of resource must be spent in gathering the informa-
tion on the channel state. Another line of work (e.g., [14],
[15]) attempts to exploit the memory in the Markov-modeled
channels to gather this information. Specifically, Automatic
Repeat reQuest (ARQ) feedback, that is traditionally used for
error control (e.g., [16]–[19]) at the data link layer, is used to
estimate the state of the Markov-modeled channels.
These two lines of work can be combined to create a
new design paradigm: exploit multiuser diversity in Markov-
modeled channels (e.g., [8]–[13]) and use the already ex-
isting ARQ feedback mechanism to estimate the state of
these Markov-modeled channels (e.g., [14], [15]). Assuming
instantaneous ARQ feedback (i.e., it arrives at the end of the
slot) and ON-OFF Markov channel model (the Gilbert-Elliott
model [20]), this problem was addressed in independent works
[21], [22]. In [21], the authors studied opportunistic spectrum
access in a cognitive radio setting — a setup mathemati-
cally equivalent to the instantaneous ARQ based opportunistic
scheduling in a Markov-modeled downlink — and showed
that a simple greedy scheduling policy is optimal. In [22],
we directly addressed the instantaneous ARQ based downlink
scheduling problem. By identifying a special mathematical
structure in the problem, we derived a closed form expression
for the two-user sum capacity of the downlink and obtained
bounds on the system stability region.
In this paper, we model the downlink channels by two state
(ON-OFF) Markov chains and study the ARQ based joint
channel learning-scheduling problem when the ARQ feedback
arrives at the scheduler with a random delay that is i.i.d
across users and time. The delay in the feedback channel is an
important consideration that cannot be overlooked in realistic
scenarios. The effect of feedback delay on channel resource
allocation has been studied under various settings in the past
(e.g., [23]–[26]). While these works assume deterministic
delay, we consider random, i.i.d feedback delay. An instance
when the feedback delay can be i.i.d is when the delay is due
to channel propagation time of the feedback signal and when
the feedback channel environment changes drastically due to
high mobility of users. In essence, by modeling the feedback
2delay to be random, we attempt to capture the effect of the
non-idealities of the feedback channel on the joint channel
learning-scheduling problem, in a more general framework.
It turns out that, despite the random delay, the ARQ
feedback can be used for opportunistic scheduling to achieve
performance gains. A sample of this gain is illustrated in Fig. 1
for a specific set of system parameters to be defined in the next
section. Fig. 1 plots the sum (over all the downlink users) rate
of successful transmission of packets over a length of m slots
under optimal opportunistic scheduling when the scheduler
has: (a) randomly delayed channel state information (CSI)
from all the downlink users (b) randomly delayed CSI from
the scheduled user — i.e., randomly delayed ARQ feedback,
and (c) no CSI - i.e., random scheduling. We make two
observations from the figure: (1) Using delayed ARQ feedback
for opportunistic scheduling can achieve performance close to
opportunistic scheduling using delayed CSI from all users, and
(2) a 49% gain (when m = 7) in the sum rate is associated
with opportunistic scheduling using delayed ARQ over random
scheduling. These observations motivate our approach: exploit
multiuser diversity in Markov-modeled downlink channels
using the already existing (albeit delayed) ARQ feedback
mechanisms.
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Fig. 1. Illustration of the gains associated with opportunistic scheduling
using randomly delayed ARQ feedback. System parameters used: p = 0.8700
r = 0.1083 PD(d = 0) =
1
3
, PD(d = 1) =
1
3
, PD(d = 2) =
1
3
,
PD(d > 2) = 0, pim = [0.3358 0.1851 0.5483].
When compared to the instantaneous ARQ case, the ran-
domly delayed ARQ case adds additional layers of complexity
to the scheduling problem, making it different and far more
challenging than the former. However, we show that, when
there are two users in the system, for any ARQ delay distri-
bution, the greedy policy that was optimal in the instantaneous
ARQ case [21] is also optimal in the delayed ARQ case.
For more than two users, however, using a counterexample,
we show that the greedy policy is not, in general, optimal.
Despite the suboptimality, extensive numerical experiments
suggest that the greedy policy has near optimal performance.
Encouraged by this insight, we study the structure of the
greedy policy and show that it can be implemented via a
simple algorithm that is immune to errors in the estimates of
the Markov channel parameters and the ARQ delay statistics.
We also study the fundamental limits of the Markov-modeled
downlink with randomly delayed ARQ feedback. By estab-
lishing an equivalence between the two-user downlink and a
genie-aided system, we derive a simple closed form expression
for the sum capacity of the two-user downlink, while obtaining
bounds on the sum capacity for larger number of users. We
further derive inner and outer bounds on the capacity region
of the downlink and tighten these bounds for special cases of
the system parameters.
The rest of the paper is organized as follows. The problem
setup is described in Section II, followed by a study of the
optimality properties of the greedy policy in Section III-A.
Section III-B contains a numerical performance analysis of the
greedy policy. In Section III-C, we discuss the implementation
structure of the greedy policy. We then study the sum capacity
and the capacity region of the Markov-modeled downlink in
Section IV, followed by concluding remarks in Section V.
II. PROBLEM SETUP
A. Channel Model
We consider downlink transmissions with N users. For each
user, there is an associated queue at the base station that
accumulates packets intended for that user. We assume that
each queue is infinitely backlogged. The channel between
the base station and each user is modeled by an i.i.d two-
state Markov chain. Each state corresponds to the degree of
decodability of the data sent through the channel. State 1
(ON) corresponds to full decodability, while state 0 (OFF)
corresponds to zero decodability. Time is slotted and the
channel of each user remains fixed for a slot and moves into
another state in the next slot following the state transition
probability of the Markov chain. The time slots of all users are
synchronized. The two-state Markov channel is characterized
by a 2× 2 probability transition matrix
P =
[
p 1− p
r 1− r
]
, (1)
where
p := Prob{channel is in ON state in the current slot|
channel was in ON state in the previous slot}
r := Prob{channel is in ON state in the current slot|
channel was in OFF state in the previous slot}.
The states can be interpreted as a quantized representation
of the underlying channel strength, which lies on a con-
tinuum. It is known from classic works [27], [28] that the
fading channel, with reasonable accuracy, can be modeled
by finite state Markov chains and that, in reality, the fading
process is observed to be gradual enough that the state
transitions/crossovers can be restricted to adjacent states of
the Markov model. With the top ‘half’ of the states in these
models cumulatively represented by the ON state and the
rest by the OFF state in our two-state model, we see that,
3in realistic scenarios, the crossover from ON to OFF state
(respectively, OFF to ON) is less likely to occur than staying in
ON state (respectively, OFF state). This is positive correlation,
i.e., p > r. Motivated by this, we restrict our attention to p > r
throughout this work.
B. Scheduling Problem
The base station (henceforth known as the scheduler) is the
central controller that controls the transmission to the users
in each slot. In any time slot, the scheduler does not know
the exact channel state of the users and it must schedule the
transmission of the head-of-line packet of exactly one user.
Thus, a TDMA styled scheduling is performed here. The
power spent in each transmission is fixed. At the beginning
of a time slot, the head-of-line packet of the scheduled user
is transmitted. The scheduled user attempts to decode the
received packet and based on the decodability of the packet
sends back ACK(bit 1)/NACK(bit 0) feedback signals to the
scheduler at the end of the time slot, over an error-free
feedback channel. The feedback channel is assumed to suffer
from a random delay that is i.i.d across users and time. This
delayed feedback information, along with the label of the time
slot from which it is acquired, will be used by the scheduler
in scheduling decisions. The scheduler aims to maximize the
sum of the rate of successful transmission of packets to all the
users in the system. We formally define the problem below.
C. Formal Problem Definition
Since the scheduler must make scheduling decisions based
only on a partial observation1 of the underlying Markov chain,
the scheduling problem can be represented by a partially
observable Markov decision process (POMDP). See [29] for
an overview of POMDPs. We now formulate our problem in
the language of POMDPs. The key quantities used throughout
this paper are summarized in Appendix E.
Horizon: The number of consecutive slots over which
scheduling is performed is the horizon. We index the time
slots in decreasing order with slot 1 corresponding to the end
of the horizon. Throughout this paper, the horizon is denoted
by m, i.e., the scheduling process begins at slot m.
Feedback arriving at slot t: For some slot t, t ≤ m, let
n(t) be the number of ARQ feedback bits ({0, 1}) arriving
at the end of slot t from the users scheduled in the previous
slots. Due to the random nature of the feedback delay, n(t)
can take values in the set {0, . . . ,m− t+1}. Let Ft represent
all the ARQ feedback arriving at the end of slot t. Thus Ft ∈
{0, 1}n(t), if n(t) > 0 and Ft = ∅, if n(t) = 0. The ARQ
feedback is time-stamped and thus, since the scheduler has a
record on which users were scheduled in the past slots, it can
map the feedback bits Ft to the users and slots they originated
from. Let fk be the feedback that originated during slot k,
where k ≤ m. Note that since in each slot one and only one
user is scheduled, fk is neither empty nor has multiple values,
i.e., fk ∈ {0, 1} with bit 0 mapped to NACK and bit 1 to
ACK feedback.
1In this case, the set of time-stamped binary delayed feedback on the
channels.
Delay of feedback from user i in slot t: Let D(i, t) be
the random variable corresponding to the delay, in number of
slots, experienced by the feedback sent by user i in slot t. Let
D(i, t) = 0 correspond to the case when the ARQ feedback
originating from user i in slot t arrives at the scheduler at the
end of the same slot t. We assume the distribution of D(i, t)
to be i.i.d across users i and time t throughout this work, and
let PD(d), d ∈ {0, 1, . . .} denote the probability mass function
of D.
Belief value of user i in slot t - πt(i): This represents the
probability that the channel of user i ∈ {1 . . .N}, in slot t, is
in the ON state, given all the past feedback about the channel.
Define T u(.), for u ∈ {0, 1, . . .}, as the u-step belief evolution
operator given by T u(x) = T (T (u−1)(x)) = T (u−1)(T (x))
with T (x) = xp + (1 − x)r and T 0(x) = x for x ∈ [0, 1].
Now if, at the end of slot t + 1, the arriving feedback
Ft+1 contains the ARQ feedback from user i from slot
k ∈ {m,m − 1, . . . , t + 1}, i.e., fk, then, if k is the latest
slot from which an ARQ feedback from user i has arrived,
then πt(i) is obtained by applying the 1-step belief evolution
operator repeatedly over all the time slots between ‘now’ (slot
t) and slot k, i.e.,
πt(i) =
{
T k−t(1) = T (k−t−1)(p), if fk = 1
T k−t(0) = T (k−t−1)(r), if fk = 0,
(2)
where we have used T u(x) = T u−1(T (x)). If k is not the
latest slot from which an ARQ feedback from user i has
arrived (possible since the random nature of the feedback delay
can result in out-of-turn arrival of ARQ feedback), then due
to the first-order Markovian nature of the channels, this ARQ
feedback does not have any new information to affect the belief
value, and so πt(i) = T (πt+1(i)). Similarly, if Ft+1 does not
contain any feedback from user i, then πt(i) = T (πt+1(i)).
Reward structure: In any slot t, a reward of 1 is accrued at
the scheduler when the channel of the scheduled user is found
to be in the ON state, else 0 is accrued.
Scheduling Policy Ak: A scheduling policy Ak in slot k is
a mapping from all the information available at the scheduler
in slot k along with the slot index k to a scheduling decision
ak. Formally,
Ak : ([πm, πm−1, . . . , πk]
k, {am, am−1, . . . , ak+1})→ ak
∀k ∈ [1,m], πk ∈ [0, 1]
N . (3)
where {am, am−1, . . . , ak+1} are the past scheduling deci-
sions and [πm, πm−1, . . . , πk]k are the belief values of the
channels of all users, corresponding to slots {m,m−1, . . . , k},
held by the scheduler at the moment (slot k).
Net expected reward in slot t, Vt: With the scheduling policy,
{Ak}tk=1, fixed, the net expected reward in slot t, i.e., Vt, is
the sum of the reward expected in the current slot t and the
net reward expected in all the future slots k < t. Formally,
with ak denoting the scheduling decision in slot k,
Vt([πm, πm−1, . . . , πt]
t, {am, am−1, . . . , at+1}, {Ak}
t
k=1)
= Rt(πt, at) + E
[
Vt−1([πm, πm−1, . . . , πt, πt−1]
t−1,
{am, am−1, . . . , at+1, at}, {Ak}
t−1
k=1)
]
,
(4)
4where Rt(πt, at) is the expected immediate reward and the
expectation in the future reward is over the feedback received
in slot t, i.e., Ft, along with the originating slot indices. Note
that the belief vector [πm, πm−1, . . . , πt]t is up-to-date based
on all previous scheduling decisions and the ARQ feedback
received before slot t. With the reward structure defined earlier,
the expected immediate reward can be written as
Rt(πt, at) = πt(at).
Performance Metric: For a given scheduling policy
{Ak}mk=1, the performance metric is given by the sum through-
put (sum rate of successful transmission) over a finite horizon,
m:
ηsum(m, {Ak}
m
k=1) =
Vm(πm, {Ak}mk=1)
m
, (5)
where πm is the initial belief values of the channels.
III. GREEDY POLICY - OPTIMALITY, PERFORMANCE
EVALUATION AND THE IMPLEMENTATION STRUCTURE
A. On the Optimality of the Greedy Policy
Consider the following policy:
Âk : πk → ak = argmax
i
Rk(πk, ak = i)
= argmax
i
πk(i) ∀k ≥ 1, πk ∈ [0, 1]
N .
(6)
Since the above given policy attempts to maximize the ex-
pected immediate reward, without any regard to the expected
future reward, it follows an approach that is fundamentally
greedy in nature. We henceforth call {Âk}mk=1 the greedy
policy and let aˆk denote the scheduling decision in slot k under
the greedy policy. We now proceed to establish the optimality
of the greedy policy when N = 2. We first introduce the
following lemma.
Lemma 1: For any u, v ∈ {0, 1, 2, . . .} and any x, y ∈ [0, 1]
with x ≥ y,
T u(p) ≥ T u+1(x)
T u(r) ≤ T u+1(x)
T u(x) ≥ T u(y)
T u(p) ≥ T v(r). (7)
The results of Lemma 1 can be explained intuitively. Note
that T u(x) is the belief value of the channel (probability that
the channel is in the ON-state) in the current slot given the
belief value, u slots earlier, was x. Also note that T u(p)
(similarly T u(r)) gives the belief value in the current slot
given the channel was in the ON state (similarly OFF state)
u+1 slots earlier. Now, since the Markov channel is positively
correlated (p > r), the probability that the channel is in the
ON state in the current slot given it was in the ON state u+1
slots earlier (T u(p)) is at least as high as the probability that
the channel is ON in the current slot given it was ON with
probability x ∈ [0, 1], u + 1 slots earlier (T (u+1)(x)). This
explains the first inequality in Lemma 1. The second and third
inequalities can be explained along similar lines. Regarding the
last inequality, consider slots t, k such that t > k. Due to the
Markovian nature of the channel, the closer slot k is to t, the
stronger is the memory, i.e., the dependency of the channel
state in k with that of t. Now, since the channel is positively
correlated, if the channel was in the ON state in slot t, the
closer k is to t, the higher is the probability that the channel is
ON in slot k. By definition, this probability is given by T u(p)
with u = t−k− 1. Thus T u(p) monotonically decreases with
u. Using a similar explanation, T u(r) monotonically increases
with u. The limiting value of both these functions, as u→∞,
is the probability that the channel is ON when no information
on the past channel states is available. This is given by the
steady state probability2. This explains T u(p) ≥ T v(r) for
any u, v ∈ {0, 1, . . .}. A formal proof of Lemma 1 can be
found in Appendix A.
Proposition 2: For N = 2, the sum throughput,
ηsum(m, {Ak}mk=1), of the system is maximized by the greedy
policy {Âk}mk=1 for any ARQ delay distribution.
Proof: Consider a slot t < m. Fix a sequence of
scheduling decisions ~at+1 := {am, am−1, . . . , at+1}. Recall
the definition of Ft+1, the feedback arriving at the end of slot
t+1, from Section II-C. Let τt+1 denote the originating slots
corresponding to feedback Ft+1, i.e., if the feedback from
users au and av, for m ≥ u > v ≥ t + 1, both arrive at slot
t + 1, then Ft+1 = [fu fv] and τt+1 = [u v]. Also define
k1 ∈ {∅,m,m−1, . . . , t+1} as the latest slot from which the
ARQ feedback of user 1 is available at the scheduler by (the
beginning of) slot t. Formally, if at least one ARQ feedback
from user 1 has arrived at the scheduler by slot t, then
k1 = min
k∈{m,m−1,...,t+1} s.t ak=1, fk has arrived by slot t
k.
(8)
If no ARQ feedback from user 1 has arrived by slot t, i.e.,
if ∄ a k such that ‘k ∈ {m,m − 1, . . . , t + 1} s.t ak =
1, fk has arrived by slot t’, then k1 = ∅. Let l1 = k1− t− 1,
when k1 6= ∅, be a measure of ‘freshness’ of the latest
feedback from user 1. Let l1 = ∅ when k1 = ∅. Similarly
define k2, l2 for user 2. With these definitions, the proof
proceeds in two steps: In step 1, we show that the greedy
decision in slot t, given the ARQ feedback and the scheduling
decision from slot min(k1, k2), is independent of the feedback
and scheduling decision corresponding to slot max(k1, k2). In
step 2, we show that, if the greedy policy is implemented
in slot t, then the expected immediate reward in slot t is
independent of the scheduling decisions ~at+1. We then provide
induction based arguments to establish the proposition.
Step 1: Let ~Ft+1 := {Fm, Fm−1, . . . , Ft+1} and ~τt+1 :=
{τm, τm−1, . . . , τt+1}. The greedy decision in slot t, condi-
tioned on the past feedback and scheduling decisions is given
by
aˆt|~Ft+1,~τt+1,~at+1,πm = aˆt|fk1 ,fk2 ,l1,l2,~at+1,πm . (9)
The preceding equation comes directly from the first order
Markovian property of the underlying channels. Consider the
case when k1 < k2 ≤ m (⇒ l1 < l2) or k1 = k2 = ∅
2We will discuss the steady state probability in Section IV.
5(⇒ l1 = l2 = ∅). The belief values in slot t as a function of
feedback fk1 and fk2 is given below:
(πt(1), πt(2))
=

(T l1(p), T l2(p)), if fk1 = 1, fk2 = 1
(T l1(p), T l2(r)), if fk1 = 1, fk2 = 0
(T l1(p), T (m−t)(πm(2))), if fk1 = 1, k2 = ∅
(T l1(r), T l2(p)), if fk1 = 0, fk2 = 1
(T l1(r), T l2(r)), if fk1 = 0, fk2 = 0
(T l1(r), T (m−t)(πm(2))), if fk1 = 0, k2 = ∅
(T (m−t)(πm(1)), T
(m−t)(πm(2))), if k1 = ∅, k2 = ∅
(10)
Using Lemma 1, the greedy decision can be written as
aˆt|fk1 ,fk2 ,l1,l2,~at+1,πm
=

1, if fk1 = 1
2, if fk1 = 0
argmaxi∈{1,2}(πm(i)), if k1 = ∅, k2 = ∅.
(11)
Thus the greedy decision is independent of feedback fk2 if
k1 < k2. We now proceed to generalize equation (11). Let k∗
denote the latest slot for which an ARQ feedback is available
from one of the users by slot t, i.e.,
k∗ =

min{k1, k2}, if k1 6= ∅, k2 6= ∅
k1, if k1 6= ∅, k2 = ∅
k2, if k1 = ∅, k2 6= ∅
∅, if k1 = ∅, k2 = ∅.
(12)
Let l = k∗ − t − 1 for k∗ 6= ∅ and l = ∅ for k∗ = ∅ be a
measure of freshness of the latest ARQ feedback. Thus, using
the preceding discussion, we have
aˆt|fk1 ,fk2 ,l1,l2,~at+1,πm
= aˆt|fk∗ ,l,~at+1,πm
=

ak∗ , if k∗ 6= ∅, fk∗ = 1
a¯k∗ , if k∗ 6= ∅, fk∗ = 0
argmaxi∈{1,2}(πm(i)), if k∗ = ∅
(13)
where a¯k∗ is the user not scheduled in slot k∗. This completes
step 1 of the proof.
Step 2: If the greedy policy is implemented in slot t, the im-
mediate reward expected in slot t, conditioned on scheduling
decisions ~at+1 and initial belief πm can be rewritten as
Eπt|~at+1,πm Rt(πt, aˆt)
= Eπt|l=∅,~at+1,πm(Rt(πt, aˆt))P (l = ∅|~at+1, πm)
+El,l 6=∅|~at+1,πm Eπt|l,l 6=∅,~at+1,πm(Rt(πt, aˆt)), (14)
where l is defined after (12). Note that
Eπt|l=∅,~at+1,πm(Rt(πt, aˆt)) = max
i
T (m−t)(πm(i))(15)
since, with l = ∅, i.e., no past feedback at the scheduler, the
belief values at slot t is independent of the past scheduling
decisions and is simply given by πt = T (m−t)(πm). Now
rewriting the second part of (14),
El,l 6=∅|~at+1,πm Eπt|l,l 6=∅,~at+1,πm(Rt(πt, aˆt))
= El,l 6=∅|~at+1,πm Eπl+t+1|l,l 6=∅,~at+1,πm
Eπt|πl+t+1,l,l 6=∅,~at+1,πm(Rt(πt, aˆt)). (16)
Consider Eπt|πl+t+1,l,l 6=∅,~at+1,πm(Rt(πt, aˆt)). From the first
step of the proof, the greedy decision in slot t can be made
solely based on the latest feedback, i.e., fk∗=l+t+1. This was
recorded in (13). Thus, if the feedback fk∗ is an ACK (occurs
with probability πl+t+1(al+t+1)) reschedule the user al+t+1
in slot t. Conditioned on fk∗ = 1, the belief value πt(al+t+1)
and hence the expected immediate reward in slot t is given
by T l(p). If the feedback is a NACK, schedule the other user
denoted by a¯l+t+1. Conditioned on fk∗ = 0, the belief value
πt(a¯l+t+1) and hence the expected immediate reward in slot t
is given by T (l+1)(πl+t+1(a¯l+t+1)) = πl+t+1(a¯l+t+1)T l(p)+
(1 − πl+t+1(a¯l+t+1))T l(r). Averaging over fk∗=l+t+1, we
have
Eπt|πl+t+1,l,l 6=∅,~at+1,πm(Rt(πt, aˆt))
= πl+t+1(al+t+1)T
l(p) + (1− πl+t+1(al+t+1))×(
πl+t+1(a¯l+t+1)T
l(p) + (1 − πl+t+1(a¯l+t+1))T
l(r)
)
= P
(
{Sl+t+1(1) = 1 ∪ Sl+t+1(2) = 1}|
πl+t+1, l, l 6= ∅,~at+1, πm
)
T l(p)
+P
(
{Sl+t+1(1) = 0 ∩ Sl+t+1(2) = 0}|
πl+t+1, l, l 6= ∅,~at+1, πm
)
T l(r)
(17)
where Sk(i) is the 1/0 state of the channel of user i in slot
k. From (16),
El,l 6=∅|~at+1,πm Eπt|l,l 6=∅,~at+1,πm(Rt(πt, aˆt))
= El,l 6=∅|~at+1,πm Eπl+t+1|l,l 6=∅,~at+1,πm(
P
(
{Sl+t+1(1) = 1 ∪ Sl+t+1(2) = 1}|
πl+t+1, l, l 6= ∅,~at+1, πm
)
T l(p)
+P
(
{Sl+t+1(1) = 0 ∩ Sl+t+1(2) = 0}|
πl+t+1, l, l 6= ∅,~at+1, πm
)
T l(r)
)
= El,l 6=∅|~at+1,πm
(
P
(
{Sl+t+1(1) = 1 ∪ Sl+t+1(2) = 1}|
l, l 6= ∅,~at+1, πm
)
T l(p)
+P
(
{Sl+t+1(1) = 0 ∩ Sl+t+1(2) = 0}|
l, l 6= ∅,~at+1, πm
)
T l(r)
)
= El,l 6=∅|~at+1,πm(
P
(
{Sl+t+1(1) = 1 ∪ Sl+t+1(2) = 1}|πm
)
T l(p)
+P
(
{Sl+t+1(1) = 0 ∩ Sl+t+1(2) = 0}|πm
)
T l(r)
)
(18)
We have used the following argument in the last equality:
the event ({Sl+t+1(1) = 1 ∪ Sl+t+1(2) = 1}) is controlled
by the underlying Markov dynamics and is independent of the
scheduling decisions ~at+1. Likewise, this event is independent
6of the value of l since we have assumed that the feedback
channel and the forward channel are independent.
Recall D(i, k) is the random variable indicating the delay
incurred by the ARQ feedback sent by user i in slot k. Let
L be the random variable corresponding to the quantity l, the
degree of freshness of the latest ARQ feedback, and PL(.) be
the probability mass function of L. Therefore, for 0 ≤ l ≤
m− t− 1,
PL(l|~at+1, πm)
= P
(
{D(al+t+1, l + t+ 1) ≤ l, D(al+t, l+ t) > (l − 1),
D(al+t−1, l + t− 1) > (l − 2)), . . . ,
D(at+1, t+ 1) > 0}|~at+1, πm
)
= P
(
{D(al+t+1, l + t+ 1) ≤ l, D(al+t, l+ t) > (l − 1),
D(al+t−1, l + t− 1) > (l − 2)), . . . ,
D(at+1, t+ 1) > 0}|~at+1
)
= P (D(1, l+ t+ 1) ≤ l)
t+1∏
k=t+l
P (D(1, k) > k − t− 1)
(19)
where we have used the independence between the forward
and the feedback channel to remove the condition on πm in the
second equality. The last equality comes from the assumption
that the ARQ delay is i.i.d across users and time3. Similarly
PL(l = ∅|~at+1, πm) =
t+1∏
k=m
P (D(ak, k) > k − t− 1)
(20)
Applying the preceding equations in (14), we have
Eπt|~at+1,πm Rt(πt, aˆt)
=
t+1∏
k=m
P (D(ak, k) > k − t− 1)max
i
T (m−t)(πm(i))
+
m−t−1∑
l=0
P (D(1, l + t+ 1) ≤ l)
t+1∏
k=t+l
P (D(1, k) > k − t− 1)(
P
(
{Sl+t+1(1) = 1 ∪ Sl+t+1(2) = 1}|πm
)
T l(p)
+P
(
{Sl+t+1(1) = 0 ∩ Sl+t+1(2) = 0}|πm
)
T l(r)
)
(21)
The expected reward in slot t is thus independent of the
sequence of actions {am, am−1 . . . at+1} if the greedy policy
is implemented in slot t. By extension, the total reward
expected from slot t until the horizon is independent of the
scheduling vector ~at+1 if the greedy policy is implemented in
slots {t, t− 1, . . . , 1}, i.e.,
1∑
k=t
Eπk|~at+1,πm Rk(πk, aˆk) =
1∑
k=t
Eπk|πm Rk(πk, aˆk).
(22)
3Note: here we do not require the ARQ delay to be identically distributed
across time.
Thus, if the greedy policy is optimal in slots {t, t− 1, . . . , 1},
then, it is also optimal in slot t + 1. Since t is arbitrary and
since the greedy policy is optimal at the horizon, by induction,
the greedy policy is optimal in every slot {m,m− 1, . . . , 1}.
This establishes the proposition.
Remarks: When the Markov channels are negatively cor-
related, i.e., p < r - the case of limited practical significance,
using arguments similar to those in the preceding proof, we
can show that the greedy policy is optimal when N = 2, for
any ARQ delay distribution. We record this below.
Corollary 3: When the Markov channels are negatively
correlated, i.e., p < r, and when N = 2, the sum throughput,
ηsum(m, {Ak}mk=1), of the system is maximized by the greedy
policy {Âk}mk=1 for any ARQ delay distribution.
A formal proof can be found in Appendix B.
Returning to the original positive correlation setup, the
arguments in the proof of Proposition 2 hold true even when
the ARQ delay is not identically distributed across time. Thus,
the greedy policy is optimal for N = 2 even when the ARQ
delay distribution is time-variant. Also, since m is arbitrary, the
greedy policy maximizes the sum throughput over an infinite
horizon. We record this below.
Corollary 4: For N = 2, the greedy policy is optimal when
the performance metric is the sum throughput over an infinite
horizon, i.e.,
{Aˆk}k≥1 = arg max
{Ak}k≥1
lim
m→∞
Vm(π, {Ak}k≥1)
m
(23)
for any initial belief π.
The optimality of the greedy policy does not extend to the
case N > 2. We record this in the following proposition.
Proposition 5: The greedy policy is not, in general, optimal
when there are more than two users in the downlink.
Proof outline: We establish the proposition using a coun-
terexample with deterministic ARQ delay of D = 1, i.e.,
PD(d = 1) = 1, and arbitrary values of N ;N > 2 and
m;m > 3. We construct a variant of the greedy policy that
schedules a non-greedy user in a specific time slot under a
specific sample path of the past channel states observable by
the scheduler. In the rest of the slots and under other realiza-
tions, the constructed policy performs greedy scheduling. We
explicitly evaluate the difference in the rewards corresponding
to the constructed policy and the greedy policy and show that,
there exists system parameters such that the constructed policy
has a reward strictly larger than the greedy policy. Thus the
greedy policy is, in general, not optimal when N > 2. A
formal proof can be found in Appendix C.
Remarks: Note that, in contrast, it has been shown in [21]
that the greedy policy is optimal for any number of users
when the ARQ feedback is instantaneous, i.e., D = 0. To
summarize, the optimality of the greedy policy vanishes
• when the ARQ delay is increased from zero to higher
values, with the number of users unconstrained, or
• when the number of users is increased from two to
higher values, with the ARQ delay being random and
unconstrained.
7These observations point to the volatile nature of the underly-
ing dynamics of the scheduling problem, with respect to the
greedy policy optimality.
It would be interesting to see how the optimality properties
of the greedy policy extend to more general channel models.
Considering the multi-rate channels, i.e., when the number of
states is greater than two, the special ‘toggle’ structure that led
to the optimality of the greedy policy in the ON-OFF channel
vanishes. In fact, we have shown [30] that, even when the
number of states is increased by 1, the general greedy policy
optimality vanishes and the optimality can be shown to hold
only under very restrictive conditions on the Markov channel
statistics. Now, consider the case when the two-state Markov
channels are non-identical across users. In this setup, we can
show that the greedy policy is not, in general, optimal, even
when the ARQ delay is instantaneous. We record this below.
Proposition 6: The greedy policy is not, in general, optimal
when the Markov channels are not identical across users, even
when N = 2 and the ARQ feedback is instantaneous.
The proposition is established using counterexamples. Proof
is available in Appendix D.
In summary, continuing our discussion before Proposition 6,
the optimality of the greedy policy vanishes even under
minimal deviations from the original setup. These observations
further indicate the volatile nature of the underlying scheduling
problem dynamics.
Returning to the original setup at hand, numerical results
suggest that the greedy policy, despite being not optimal in
general, has near optimal performance. We discuss this next.
B. Performance Evaluation of the Greedy Policy
Table I provides a sample of the net expected reward under
the greedy policy (Vgreedy) in comparison with that of the
optimal policy (Vopt) when N = 3, and when N = 4, for
horizon length m = 7. The ARQ delay probability mass
function is generated (uniform) randomly with the maxi-
mum delay dmax fixed first. The high values of the quantity
%subopt= Vopt−Vgreedy
Vopt
× 100% illustrates the near optimal
performance of the greedy policy for the system parameters
considered. Note that, the optimal reward, Vopt, is evaluated
by a brute-force search over the scheduling decisions in every
slot t ∈ {m,m− 1, . . . , 1}, that is prohibitively complex for
larger values of N and m. We, therefore, perform an indirect
study of the greedy policy performance in Tables II-IV, that
allows us to consider wider range of system parameters. We
first define the genie-aided system as follows: for any slot
k, the feedback fk includes the channel state information,
corresponding to slot k, of not only the scheduled user ak but
also that of all the users in the system. Thus the optimal reward
in the genie-aided system, Vgenie, is an upper bound to the
optimal reward in the original system, Vopt. Also, Vgenie can
be evaluated using closed-form expressions, with complexity
much lower than that of Vopt. We will discuss the evaluation
of Vgenie in the context of the genie-aided system sum capacity
in Section IV-A.
In Table II, with the maximum ARQ delay dmax = 1,
the net expected reward under the greedy policy is compared
with Vgenie when N = 10 and when N = 20, for randomly
generated values of p and r. The length of the horizon is
fixed at m = 10. The probability mass function of the
ARQ delay, denoted by ‘Delay’ in the table, is controlled
to have a weakening ‘tail’ from [0 1] to [ 23
1
3 ]. The quantity
%genie= Vgenie−Vgreedy
Vgenie
× 100% is an upper bound to the
quantity %subopt introduced earlier. Table III is similarly
constructed with the maximum ARQ delay dmax = 2. In both
Tables II and III, we see that %genie is predominantly low-
valued, suggesting that the greedy policy has near optimal
performance. Also, note that, as the tail of the ARQ delay
mass function weakens, both Vgenie and Vgreedy increase. This
is expected since, with a weakening tail, the ARQ feedback is
stochastically more ‘fresh’, thereby facilitating better informed
scheduling decisions and higher rewards in both genie-aided
and original systems. Also note that, as the tail weakens, the
gap between the optimal rewards in the genie-aided system
and the original system can be expected to increase, since
the gap between the information content of the full feedback
(genie-aided system) and the ARQ feedback increases with
a weakening tail. Thus, the relatively high values of %genie
corresponding to weaker delay tails, could be due to an
inherent system level gap between the genie-aided and the
original systems, and need not necessarily be a pointer to
the greedy policy performance. The last statement is further
strengthened by the fact that the greedy policy is optimal when
the ARQ delay tail is at the weakest, i.e., when the feedback
is [21].
In Table IV, we study the effect of the Markov channel
memory, defined as (p − r), on the reward functions. With
dmax = 2, m = 10 and N = 20, we consider two extreme
values of the channel memory, i.e., (p − r) = 0.2 and
(p−r) = 0.8. In both cases of channel memory, we have fixed
the steady state probability of the ON state to be πss = 0.5,
by fixing p + r = 1. This essentially provides a degree of
fairness when comparing these two cases. Note that, for a
fixed delay statistic, the rewards Vgenie and Vgreedy increase
with increase in the channel memory. This is due to an increase
in the value of the feedback, as the channel memory increases.
Also, we see an increase in the value of %genie as the memory
increases. This points to two underlying phenomena: 1) An
increase in the inherent sub-optimality associated with greedy
scheduling as the channel memory increases 2) Similar to
the case of weakening delay tail, an increase in the channel
memory results in an increase in the system level gap between
the genie-aided and the original systems, by way of an increase
in the gap between the information content of full feedback
(genie-aided system) and the ARQ feedback.
Summarizing, Tables I-IV suggest that the greedy policy
has near optimal performance for a wide range of system
parameters and that the ARQ delay profile and the channel
memory affect the reward values in ways that can be explained
intuitively. In addition, note that %genie is also an upper bound
to the quantity Vgenie−Vopt
Vgenie
× 100%. Thus the low values of
%genie provide the following larger message: using only the
1-bit ARQ feedback for opportunistic scheduling is associated
with system level performance comparable to the case when
8N Delay = [PD(0) . . . PD(dmax)] p r Vopt Vgreedy %subopt
3 [0.8822 0.1178] 0.9172 0.2858 6.0707 6.0696 0.0182 %
4 [0.5387 0.4613] 0.9464 0.1666 5.9700 5.9586 0.1910 %
3 [0.5908 0.3959 0.0132] 0.6619 0.2389 3.9933 3.9914 0.0476 %
4 [0.6647 0.1844 0.1510] 0.9281 0.2824 5.8934 5.8854 0.1364 %
TABLE I
COMPARISON OF THE PERFORMANCE OF THE GREEDY POLICY WITH THE OPTIMAL REWARD.
N=10
Delay
p = 0.5848, r = 0.3509 p = 0.6392, r = 0.2328
Vgenie Vgreedy %genie Vgenie Vgreedy %genie
[0 1] 5.3908 5.2912 1.8470 % 5.5279 5.2067 5.8109 %
[ 1
3
2
3
] 5.6547 5.4281 4.0072 % 5.9195 5.4119 8.5741 %
[ 1
2
1
2
] 5.7867 5.4987 4.9771 % 6.1152 5.5208 9.7203 %
[ 2
3
1
3
] 5.9187 5.5712 5.8703 % 6.3110 5.6353 10.7070 %
N=20
Delay
p = 0.9148, r = 0.4309 p = 0.3079, r = 0.2517
Vgenie Vgreedy %genie Vgenie Vgreedy %genie
[0 1] 8.8565 8.8254 0.3504 % 3.4487 3.4371 0.3368 %
[ 1
3
2
3
] 8.9715 8.9291 0.4723 % 3.5525 3.4661 2.4315 %
[ 1
2
1
2
] 9.0290 8.9820 0.5203 % 3.6043 3.4807 3.4300 %
[ 2
3
1
3
] 9.0865 9.0357 0.5593 % 3.6562 3.4955 4.3967 %
TABLE II
COMPARISON OF THE PERFORMANCE OF THE GREEDY POLICY WITH THE OPTIMAL REWARD IN THE GENIE-AIDED SYSTEM. MAXIMUM ARQ DELAY,
dmax = 1.
N=10
Delay
p = 0.2148, r = 0.1100 p = 0.6863, r = 0.4136
Vgenie Vgreedy %genie Vgenie Vgreedy %genie
[0 0 1] 2.0196 2.0162 0.1716 % 6.2768 6.2571 0.3131 %
[ 1
6
1
3
1
2
] 2.1261 2.0384 4.1241 % 6.4895 6.3813 1.6663 %
[ 1
3
1
3
1
3
] 2.2152 2.0577 7.1089 % 6.6375 6.4743 2.4587 %
[ 1
2
1
3
1
6
] 2.3018 2.0772 9.7568 % 6.7764 6.5677 3.0792 %
N=20
Delay
p = 0.8822, r = 0.2816 p = 0.7120, r = 0.5713
Vgenie Vgreedy %genie Vgenie Vgreedy %genie
[0 0 1] 8.0485 7.9811 0.8376 % 7.0084 7.0066 0.0251 %
[ 1
6
1
3
1
2
] 8.3208 8.1880 1.5952 % 7.0868 7.0585 0.3989 %
[ 1
3
1
3
1
3
] 8.4754 8.3186 1.8493 % 7.1495 7.1017 0.6675 %
[ 1
2
1
3
1
6
] 8.6131 8.4490 1.9057 % 7.2099 7.1448 0.9018 %
TABLE III
COMPARISON OF THE PERFORMANCE OF THE GREEDY POLICY WITH THE OPTIMAL REWARD IN THE GENIE-AIDED SYSTEM. MAXIMUM ARQ DELAY,
dmax = 2.
9(p − r) Delay Vgenie Vgreedy %genie (p− r) Delay Vgenie Vgreedy %genie
0.2
[0 0 1] 5.6342 5.6232 0.1953 %
0.8
[0 0 1] 7.9848 7.7252 3.2520 %
[ 1
6
1
3
1
2
] 5.8068 5.7105 1.6592 % [ 1
6
1
3
1
2
] 8.3585 8.0181 4.0726 %
[ 1
3
1
3
1
3
] 5.9357 5.7797 2.6283 % [ 1
3
1
3
1
3
] 8.5551 8.1843 4.3347 %
[ 1
2
1
3
1
6
] 6.0584 5.8494 3.4499 % [ 1
2
1
3
1
6
] 8.7265 8.3522 4.2890 %
TABLE IV
ILLUSTRATION OF THE EFFECT OF THE MARKOV CHANNEL MEMORY, (p − r) ON THE REWARD FUNCTIONS. MAXIMUM ARQ DELAY, dmax = 2.
feedback is available from all the users.
C. Structure of the Greedy Policy
Motivated by the near optimal performance of the greedy
policy, we proceed to study its structure, which turns out to
be very amenable for practical implementation. We begin by
defining the following quantity:
Schedule order vector, Ot, in slot t: The user indices in
decreasing order of πt(i), i.e.,
Ot(1) = argmax
i
πt(i)
.
.
.
Ot(N) = argmin
i
πt(i).
Thus, the greedy decision in slot t is aˆt = Ot(1).
Now, in any slot t ≤ m, any user i falls under one of the
following two cases:
1) The scheduler has received at least one ARQ feedback
from user i by the beginning of slot t. Let ki, for m ≥
ki > t, be the latest slot for which the ARQ feedback
from user i is available at the scheduler. Since the channel
is first-order Markovian, the belief value of the channel
of user i in the current slot t is dependent only on the
feedback fki and ki. The belief value is given by
πt(i) =
{
T ki−t−1(p) if fki = 1
T ki−t−1(r) if fki = 0.
(24)
2) The scheduler does not have any ARQ feedback from
user i by the beginning of slot t. In this case
πt(i) = T
(m−t)πm(i). (25)
Recall that πm(i) is the initial belief value of the channel
of user i when the scheduling process started at slot m.
At slot t, let At denote the set of users, i, whose latest
feedback, fki , is an ACK. Let Nt denote the set of users,
j, whose latest feedback, fkj , is a NACK. Let the users
from whom the scheduler has not yet received any feedback
constitute set Xt. From (24) and (25), using Lemma 1, the
greedy decision in slot t can be written as
aˆt =

argmini∈At ki if At 6= ∅
argmaxi∈Xt πm(i) if At = ∅ and Xt 6= ∅
argmaxi∈Nt ki if At = ∅ and Xt = ∅.
(26)
Now, for ease of implementation, we visualize the sets At,
Xt and Nt as queues with elements ordered in the following
specific ways: Let At(i) denote the ith element of queue At
and the elements be ordered such that kAt(1) < kAt(2) . . . <
kAt(n(At)), where n(A) denotes the cardinality of set A. Note
that the user that gave an ACK from the most recent slot lies
at the head of queue At. The elements of Xt are ordered such
that πm(Xt(1)) ≥ πm(Xt(2)) . . . ≥ πm(Xt(n(Xt))). The
elements of Nt satisfy kNt(1) > kNt(2) . . . > kNt(n(Nt)), i.e.,
the user with the oldest NACK feedback lies on top of queue
Nt. Define a combined queue constructed by concatenating the
queues At, Xt and Nt in that order. From (24) and (25), using
Lemma 1, we see that the users in the combined queue are
arranged in decreasing order (top-down) of belief values with
the top-most user being the greedy decision in slot t. Thus the
combined queue is, in fact, the schedule order vector Ot.
We now discuss the evolution of the schedule order vector.
For every user a whose ARQ feedback is contained in Ft,
implement the following procedure: Let ta indicate the orig-
inating slot for the ARQ feedback from user a contained in
Ft. Now, if ta is the latest slot from which the ARQ feedback
of user a is available at the scheduler, then ka = ta. The
new schedule order vector Ot−1 is formed by removing user
a from its current position (in Ot) and placing it in the sub-
queueAt−1 (if fka = 1) or in the sub-queueNt−1 (if fka = 0)
at an appropriate location (so that the ordering based on ki is
not violated). If ta 6= ka, i.e., ta is not the latest slot, then user
a is not moved. Similarly, users whose ARQ feedback are not
contained in Ft are not moved. The last two statements are
direct consequences of the following facts:
• For an user a whose ARQ feedback is contained in Ft
but is not the latest feedback from that user, the belief
value evolves as πt−1(a) = T (πt(a)). Similarly, for an
user b whose ARQ feedback is not contained in Ft, the
belief value evolves as πt−1(b) = T (πt(b)). Both these
cases were discussed in Section II-C.
• From Lemma 1, if x ≥ y, then T (x) ≥ T (y).
Now, at slot t − 1, the user on top of Ot−1 is the greedy
decision. Thus the greedy decision in any slot is determined
by the latest ARQ feedback and the corresponding originating
slot index of all the users in the system. Note that this
implementation does not require the Markov channel statistics
(other than the knowledge that p > r) and the statistics of
the ARQ feedback delay. An illustration of the greedy policy
implementation is provided in Fig. 2.
For the special case of deterministic ARQ feedback delay
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Fig. 2. Greedy policy implementation under random ARQ delay.
D = d, the evolution from Ot to Ot−1 is greatly simplified as
follows. At the end of slot t, since D = d, Ft contains feed-
back only from the user scheduled in slot t+d, i.e., user aˆt+d.
Thus Ft = ft+d. The feedback bits fm, fm−1, . . . , ft+d+1
from users aˆm, aˆm−1, . . . , aˆt+d+1 have already arrived at the
end of slots m−d,m−1−d, . . . , t+1 and the feedback from
users aˆt+d−1, aˆt+d−2, . . . are yet to arrive. Thus Ft = ft+d
from user aˆt+d is the latest feedback available from any
user. Thus, recalling the ordering rules for At−1 and Nt−1,
if Ft = 1, user aˆt+d is removed from its current position
and placed on top in the updated schedule order vector, i.e.,
Ot−1 = [aˆt+d Ot − aˆt+d], 4 (user aˆt+d becomes the greedy
decision in slot t − 1). If Ft = 0, aˆt+d is placed at the
bottom, i.e., Ot−1 = [Ot − aˆt+d aˆt+d]. When there is no
ARQ delay (D = d = 0), the implementation becomes even
simpler: on receiving an ACK, Ot−1 = Ot, and on NACK,
Ot−1 = [Ot −Ot(1) Ot(1)], since aˆt+d = aˆt = Ot(1). This
results in a simple round robin implementation of the greedy
policy as discussed in [21], [22]. Fig. 3 and Fig. 4 illustrate the
greedy policy implementation in the deterministically delayed
ARQ and instantaneous ARQ systems, respectively.
IV. ON DOWNLINK SUM CAPACITY AND CAPACITY
REGION
We now proceed to study the fundamental limits on the
downlink system performance — the sum capacity and the
capacity region.
4If Z = [z1 z2 z3] then Z − z2 := [z1 z3] and hence [z2 Z − z2] =
[z2 z1 z3]
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Fig. 3. Greedy policy implementation under deterministically delayed ARQ,
i.e., D = d.
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Fig. 4. Greedy policy implementation under instantaneous (end of slot) ARQ,
i.e., D = 0.
A. Sum Capacity of the Downlink
The sum capacity of the downlink is defined as the maxi-
mum sum throughput over an infinite horizon with steady state
initial conditions. Formally, with N users in the system,
Csum(N) = max
{Ak}k≥1
lim
m→∞
Vm(πss, {Ak}k≥1)
m
, (27)
where ∀i ∈ {1, . . . , N}, πss(i) = ps, the steady state
probability of the Markov channel. We now proceed to derive
ps. The Markov chain transition matrix P =
[
p 1− p
r 1− r
]
can
be expressed as P = UΛV , where
U =
[
1 1
1 −r1−p
]
Λ =
[
1 0
0 p− r
]
V =
1
1 + r1−p
[
r
1−p 1
1 −1
]
,
with V U =
[
1 0
0 1
]
. Assuming5 p+ (1 − r) < 2,
lim
n→∞
Pn =
[
r
1−(p−r) 1−
r
1−(p−r)
r
1−(p−r) 1−
r
1−(p−r)
]
⇒ ps =
r
1− (p− r)
.
Recall, from Section III-B, the definition of the genie-aided
system: In any slot k, the feedback fk contains the channel
state information, corresponding to slot k, of not only the
scheduled user but also that of all the users in the system.
Also, the delay profile from the original system is retained
in the genie-aided system, i.e., the cumulative feedback fk
arrive at the scheduler with delay D(ak, k) that is i.i.d across
scheduling choice ak and originating slot k with the proba-
bility mass function PD(d). Thus, thanks to the cumulative
nature of the feedback, the scheduling decision in the current
slot does not affect the information available for scheduling in
future slots. Hence, the greedy policy is optimal in the genie-
aided system. With this insight, we now report our result on
the sum capacity of the original downlink with two users.
Proposition 7: When N = 2, the sum capacity of the
Markov-modeled downlink with randomly delayed ARQ
equals that of the genie-aided system. This sum capacity
equals
Csum(N = 2)
=
∞∑
l=0
[
psT
l(p) + (1− ps)ps
]
P (D ≤ l)
l−1∏
d=0
P (D > d).
(28)
Furthermore, the greedy policy achieves this sum capacity.
Proof: We first focus on the sum capacity of the genie-
aided system, i.e., the sum throughput of the greedy policy
in the genie-aided system. Recall, from Section III-A, the
quantity L – the measure of freshness of the latest ARQ
feedback. We defined L such that L = l ⇒ the latest
feedback is l + 1 slots old. We extend the meaning of L
to the genie-aided system. Due to the first order Markovian
nature of the channels, in the genie-aided system, conditioned
on the latest feedback, ft+l+1 (with t denoting the current
slot), the belief values (and hence the greedy scheduling
decision) in the current slot are independent of the feedback
from previous slots, i.e., fk,k>t+l+1. Thus, with Rgreedygenie (l, N)
denoting the conditional (conditioned on L = l) immediate
reward corresponding to the greedy policy, in the N -user
genie-aided system with steady state initial conditions, the sum
capacity of the genie-aided system can be written as
Cgeniesum (N) = El
[
Rgreedygenie (l, N)
]
. (29)
We now evaluate Rgreedygenie (l, N). From Lemma 1, the belief
value (in the current slot) of an user with an ON channel l+1
slots earlier, i.e., T l(p), is higher than the belief value of an
5p + (1 − r) = 2 leads to P =
[
1 0
0 1
]
, a trivial case with no steady
state.
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user with an OFF channel l+1 slots earlier, i.e., T l(r). Thus,
in steady state,
Rgreedygenie (l, N)
= P (at least one of the N users has an ON channel in
steady state)T l(p)
+P (all users have OFF channels in steady state)T l(r)
= (1− (1 − ps)
N )T l(p) + (1− ps)
NT l(r). (30)
By explicitly including the probability mass function of the
quantity l as a function of the ARQ delay statistics, from (29)
and (30), we have
Cgeniesum (N)
= ElR
greedy
genie (l, N)
=
∞∑
l=0
[
(1 − (1− ps)
N )T l(p) + (1− ps)
NT l(r)
]
×
P (D ≤ l)
l−1∏
d=0
P (D > d). (31)
When N = 2, with minor algebraic manipulations, we have
Cgeniesum (2)
=
∞∑
l=0
[
psT
l(p) + (1− ps)ps
]
P (D ≤ l)
l−1∏
d=0
P (D > d).
(32)
We now proceed to prove that the sum throughput of
the greedy policy in the original system equals that of the
greedy policy in the genie-aided system when N = 2. We
established in the course of the proof of Proposition 2 that,
in the original system with N = 2, conditioned on L = l,
the greedy decision in the current slot t is solely determined
by the ARQ feedback from slot t+ l + 1 with the following
decision rule: When the user scheduled in slot t+ l + 1, i.e.,
at+l+1, sends back an ACK, that user is scheduled in the
current slot t, i.e., aˆt = at+l+1. Otherwise, the other user is
scheduled in slot t. We can interpret this decision logic of
the greedy policy as below:
When at least one of the users had an ON channel in slot
t+ l+ 1, that user6 is identified for scheduling in the current
slot t, leading to an expected current reward of T l(p). Reward
T l(r) is accrued only when both the channels were in the
OFF state in slot t+ l + 1.
Note that the decision rule and the accrued immediate rewards
corresponding to the greedy policy in the original system
are the same as that of the greedy policy in the genie-aided
system. Thus, in the original system, under the greedy policy,
no improvement in the immediate reward can be achieved
even if the channel states of both the users in slot t + l + 1
are available at the scheduler in slot t. This, along with
the fact that both the systems have the same delay profile,
6User at+l+1 is given higher priority if both channels were ON.
establishes the equivalence between the original and the genie-
aided systems, when N = 2, in terms of the sum throughput
achieved by the greedy policy. We have already proved the
sum throughput optimality of the greedy policy in the original
system when N = 2 (Proposition 2) and in the genie-aided
system for a general value of N . Thus the sum capacity of
the original system for N = 2 is given by Cgeniesum (2) in (32).
The proposition thus follows.
Remarks: Insights on the result in Proposition 7 can
be obtained by examining the fundamental trade-off when
scheduling in the Markov-modeled downlink. In particular,
scheduling must take into account
1) data transmission in the current slot, which influences the
immediate reward, and
2) probing of the channel for future scheduling decisions,
which influences the reward expected in future slots.
The optimal schedule strikes a balance between these two
objectives (that need not contradict each other). From the
discussion in the proof of Proposition 7, we see that, in
the original system, when N = 2, the choice of the user
whose channel is probed becomes irrelevant as far as the
optimal future reward is concerned. Similarly, in the genie-
aided system, since the channel state information of all the
users (general N system) is sent to the scheduler (with equal
delay that is i.i.d across the scheduling choice) irrespective
of which user was scheduled, the optimal future reward is
independent of the current scheduling decision. This results
in the optimality of the greedy policy in the original and the
genie-aided systems and creates a sum capacity equivalence
between these two systems, when N = 2.
The equivalence with the genie-aided system vanishes when
N > 2, since observing only one user is not enough to capture
an ‘ON-user’, if one exists. This was possible when N = 2.
Thus, when N > 2, there is room for throughput improvement
when the channel state information of all the users is available
at the scheduler even if there is a delay (the genie-aided
system). The genie-aided system sum capacity is thus an upper
bound to the sum capacity of the original system. We record
this next.
Corollary 8: When N > 2, the sum capacity, Csum(N), of
the downlink can be bounded as
Csum(2) ≤ Csum(N) ≤ C
genie
sum (N) (33)
Proof: The lower bound Csum(2), given in (28), is
achieved by the scheduler when, in each slot, it considers
only two users (fixed set) for scheduling and ignores the rest,
effectively emulating a two-user downlink. The upper bound
is the sum capacity of the genie-aided system with N users,
as given in (31).
B. Bounds on the Capacity Region of the Downlink
Define the capacity region of the downlink as the exhaustive
set of achievable throughput vectors. Formally, let µAi denote
the throughput of user i under policy A. Let Ik(i) be the
indicator function on whether user i was scheduled in slot
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k, i.e.,
Ik(i) =
{
1 if i = ak
0 otherwise.
(34)
Thus
µAi = lim
m→∞
E
[∑m
k=1R
A
k (πk, ak)Ik(i)
]
m
, (35)
where RAk (πk, ak) is the immediate reward accrued by the
scheduler in slot k under policy A. The expectation is over
the belief vector πk with steady state initial conditions. Now,
the capacity region of the downlink, C, is defined as the union
of the throughput vectors, (µA1 , . . . , µAN ), over all scheduling
policies, i.e.,
C = ∪
A
{(µA1 , . . . , µ
A
N )}. (36)
Let Hconvex(X) be the convex hull of the set of points X ,
defined as
Hconvex(X)
=
{ n(X)∑
i=1
βixi
∣∣∣ xi ∈ X, βi ∈ R, βi ≥ 0, n(X)∑
i=1
βi = 1
}
.
where n(X) is the cardinality of set X . With these definitions
we now state our results on the downlink capacity region.
Proposition 9: An outer bound on the capacity region of
the Markov-modeled downlink with randomly delayed ARQ
is given by the complement of the N -dimensional polyhedron
P represented by
P =
{
(x1 ≥ 0, x2 ≥ 0 . . . xN ≥ 0) :∑
i∈S
xi ≤ C
genie
sum (n(S)), ∀S ⊆ {1, . . .N}
}
, (37)
where
Cgeniesum (N) =
∞∑
l=0
[
(1− (1 − ps)
N )T l(p) + (1− ps)
NT l(r)
]
×
P (D ≤ l)
l−1∏
d=0
P (D > d).
An inner bound on the capacity region is given by the set of
points (x1, . . . , xN ) such that
(x1, . . . , xN )
∈ Hconvex(O, {Xi}∀i∈{1,...,N}, {Yj,k}∀j,k∈{1,...,N},j 6=k)
(38)
where O,Xi, Yj,k ∈ RN . O is the origin (0, . . . , 0). Xi =
(0, . . . , 0, ps, 0, . . . , 0) with ps at the ith location. Yj,k,j 6=k =
(0, . . . , 0, Csum(2)2 , 0, . . . , 0,
Csum(2)
2 , 0, . . . , 0) with
Csum(2)
2 at
locations j and k, where
Csum(2) =
∞∑
l=0
[
psT
l(p) + (1 − ps)ps
]
×
P (D ≤ l)
l−1∏
d=0
P (D > d).
Proof: Considering the genie-aided system, for any
policy A, let the throughput vector be denoted by
(µA,genie1 , . . . , µ
A,genie
N ). For a subset of users S ⊆ {1 . . .N},
by the definition of sum capacity, we have∑
i∈S
µA,geniei ≤ C
genie
sum (n(S)). (39)
This establishes the complement of the polyhedron P as an
outer bound on the capacity region of the genie-aided system,
and by extension, an outer bound on the capacity region of
the original system.
Now, consider the inner bound
Hconvex(O, {Xi}∀i∈{1,...,N}, {Yj,k}∀j,k∈{1,...,N},j 6=k).
In the original system, throughput vector Xi =
(0, . . . , 0, ps, 0, . . . , 0) can be achieved by scheduling to
user i at all times. Recall that the greedy policy achieves
the sum capacity when N = 2. Also the sum throughput
Csum(2) is split equally between the two users thanks to the
inherent symmetry between users. Thus throughput vector
Yj,k,j 6=k = (0, . . . , 0,
Csum(2)
2 , 0, . . . , 0,
Csum(2)
2 , 0, . . . , 0) can
be achieved by greedy scheduling over the users j and k alone
at all slots. Throughput vector O corresponds to idling in
every slot. Therefore, any throughput vector in the convex hull
Hconvex(O, {Xi}∀i∈{1,...,N}, {Yj,k}∀j,k∈{1,...,N},j 6=k) can be
achieved by time sharing between the policies that achieve
throughput vectors ∈ {O,Xi, Yj,k,j 6=k}. This establishes the
result on the inner bound.
Fig. 5 illustrates the capacity region bounds from Proposi-
tion 9 when N = 2 and when N = 3.
For the special case of N = 2 users and deterministic ARQ
feedback delay, D = d, we obtain the exact capacity region
of the genie-aided system and hence tighter bounds to the
capacity region of the original system.
Proposition 10: For N = 2 users, with a deterministic
ARQ delay of D = d, d ≥ 0 slots, the capacity region of
the genie-aided system is given by the set of points (x1, x2)
such that
(x1, x2) ∈ Hconvex(O,X1, Z1, Z2, X2)
where O = (0, 0)
X1 = (ps, 0)
X2 = (0, ps)
Z1 =
(
psT
d(p) + (1− ps)
2T d(r), (1 − ps)psT
d(p)
)
Z2 =
(
(1 − ps)psT
d(p), psT
d(p) + (1− ps)
2T d(r)
)
.
(40)
Proof: The relative positions of the points
X1, X2, Z1, Z2 and O are illustrated in Fig. 6.
We proceed by first showing that the region complementary
to Hconvex(O,X1, Z1, Z2, X2) is an outer bound on the capac-
ity region of the genie-aided downlink. Consider a broad class
of schedulers in the genie-aided system, with each member
identified by the parameters αi ∈ [0, 1], i ∈ {1, . . . , 4}. A
member of this class obeys the following decision logic at
slot t:
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Fig. 5. Illustration of bounds on the capacity region of the downlink with
randomly delayed ARQ when N = 2 and when N = 3.
• If
[
St+d+1(1)
St+d+1(2)
]
=
[
0
0
]
, then schedule user 1 with probabil-
ity α1 and user 2 w.p. 1− α1.
• If
[
St+d+1(1)
St+d+1(2)
]
=
[
0
1
]
, then at =
{
1 w.p. α2
2 w.p. 1− α2
• If
[
St+d+1(1)
St+d+1(2)
]
=
[
1
0
]
, then at =
{
1 w.p. α3
2 w.p. 1− α3
• If
[
St+d+1(1)
St+d+1(2)
]
=
[
1
1
]
, then at =
{
1 w.p. α4
2 w.p. 1− α4
Note that, thanks to the first order Markovian nature of the
underlying channels, any scheduling policy in the genie-aided
system falls under the above class of schedulers or will
have a member of this class achieving the same throughput
vector as itself. We now proceed to show that the throughput
vector achieved by any member of this class belongs to
Hconvex(O,X1, Z1, Z2, X2).
PSfrag replacements
x1
x2
O = (0, 0)
Y1,2 = (
Csum(2)
2
,
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)
Outer bound from Proposition 9
Z1
Z2
X1 = (ps, 0)
X2 = (0, ps)
(ps, Csum − ps)
(Csum − ps, ps)
Capacity region of the genie-aided system
and a tighter outer bound on the capacity
region of the original system
Inner bound
Fig. 6. Illustration of the capacity region of the genie-aided system and
tighter bounds on the capacity region of the original system when N = 2,
with deterministic ARQ delay.
With ~α = {α1, . . . , α4} ∈ [0, 1]4 fixed, the throughput for
user 1 is given by
µ~α,genie1
=
∑
i,j∈{0,1}
P
( [St+d+1(1)
St+d+1(2)
]
=
[
i
j
] )
×
P
(
at = 1
∣∣∣[St+d+1(1)
St+d+1(2)
]
=
[
i
j
])
P (St(1) = 1|St+d+1(1) = i)
= (1− ps)
2α1T
d(r) + (1− ps)psα2T
d(r)
+ ps(1− ps)α3T
d(p) + p2sα4T
d(p), (41)
with ps = r1−(p−r) . Similarly,
µ~α,genie2
= (1 − ps)
2(1 − α1)T
d(r) + (1− ps)ps(1− α2)T
d(p)
+ ps(1− ps)(1− α3)T
d(r) + p2s(1− α4)T
d(p).
(42)
For notational simplicity, we will henceforth denote the
throughputs simply by µ1 and µ2. The sum throughput is now
given by
µ1 + µ2 = ps + (1 − ps)ps(T
d(p)− T d(r))(α3 − α2). (43)
Note that the values of α1 and α4 are irrelevant from the
sum throughput point of view. Consider the following two
cases.
Case 1, when α3 ≤ α2:
0 ≤ µ1 + µ2 ≤ ps.
Since X1(1) +X1(2) = X2(1) +X2(2) = ps, we have
(µ1, µ2) ∈ Hconvex(O,X1, X2). (44)
Case 2, when α3 > α2:
ps < µ1 + µ2 ≤ ps + (1 − ps)ps(T
d(p)− T d(r))
= psT
d(p) + (1 − ps)ps.
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Since Z1(1) + Z1(2) = Z2(1) + Z2(2) = psT d(p) + (1 −
ps)
2T d(r) + (1 − ps)psT d(p) = psT d(p) + (1 − ps)ps, we
can find points EX1Z1 and EX2Z2 on edges X1Z1 and X2Z2,
respectively, such that EX1Z1(1) + EX1Z1(2) = EX2Z2(1) +
EX2Z2(2) = µ1 + µ2. Any point PX1Z1 on the edge X1Z1
can be written as a convex combination of points X1 and Z1,
i.e., ∃ β ∈ [0, 1] such that
PX1Z1 = X1β + Z1(1− β)
=
(
psβ + (psT
d(p) + (1− ps)
2T d(r))(1 − β),
(1− ps)psT
d(p)(1− β)
)
.
With β = 1 − (α3 − α2), we have PX1Z1(1) + PX1Z1(2) =
µ1 + µ2. Thus
EX1Z1=
(
ps(1 − (α3 − α2)) + (psT
d(p) + (1− ps)
2T d(r)) ×
(α3 − α2), (1− ps)psT
d(p)(α3 − α2)
)
.
Due to the symmetry between X1, Z1 and X2, Z2, we have
EX2Z2 = (EX1Z1(2), EX1Z1(1)). Using µ1 from (41), it can
be shown that, for any αi∈{1...4} ∈ [0, 1] with α3 > α2,
EX2Z2(1) ≤ µ1 ≤ EX1Z1(1). (45)
Since EX1Z1(1)+EX1Z1(2) = EX2Z2(1)+EX2Z2(2) = µ1+
µ2, (45) translates to
(µ1, µ2) ∈ Hconvex(EX1Z1 , EX2Z2).
The above relation, along with the fact that EX1Z1 ∈
Hconvex(X1, Z1) and EX2Z2 ∈ Hconvex(X2, Z2), yields
(µ1, µ2) ∈ Hconvex(X1, Z1, Z2, X2). (46)
Combining the results in (44) and (46), we establish that the
region complementary to Hconvex(O,X1, Z1, Z2, X2) is an
outer bound on the capacity region of the genie-aided system.
Revisiting the class of schedulers identified by ~α, it can
be shown from (41) and (42) that a scheduler with ~α =
{1, 0, 1, 1} achieves a throughput vector (µ1, µ2) = Z1 =(
psT
d(p) + (1 − ps)2T d(r), (1 − ps)psT d(p)
)
. Similarly, a
scheduler with ~α = {0, 0, 1, 0} achieves a throughput vector
(µ1, µ2) = Z2 =
(
(1−ps)psT
d(p), psT
d(p)+(1−ps)
2T d(r)
)
.
Throughput vectors X1 or X2 can be achieved by scheduling
to only user 1 or 2, respectively, at all times. Thus any through-
put vector within the region Hconvex(O,X1, Z1, Z2, X2) can
be supported by time sharing between the schedulers that
achieve throughput vector ∈ {O,X1, Z1, Z2, X2}. This estab-
lishes Hconvex(O,X1, Z1, Z2, X2) as an inner bound on the
capacity region of the genie-aided system.
Combining the outer and inner bound results establishes the
proposition.
We now report tighter bounds on the capacity region of
the original system, when N = 2 and the ARQ delay is
deterministic.
Corollary 11: For N = 2 users, with a deterministic ARQ
delay of D = d, d ≥ 0 slots, an outer bound on the capacity
region of the original system is given by the set of points
(x1, x2) such that
(x1, x2) /∈ Hconvex(O,X1, Z1, Z2, X2)
where O = (0, 0)
X1 = (ps, 0)
X2 = (0, ps)
Z1 =
(
psT
d(p) + (1− ps)
2T d(r), (1 − ps)psT
d(p)
)
Z2 =
(
(1− ps)psT
d(p), psT
d(p) + (1− ps)
2T d(r)
)
(47)
and an inner bound is given by the set of points (x1, x2) such
that
(x1, x2) ∈ Hconvex(O,X1, Y1,2, X2)
where Y1,2 = (
Csum(2)
2
,
Csum(2)
2
)
with Csum(2) = psT d(p) + (1 − ps)ps, the sum capacity of
the system.
Proof: The outer bound is the region complementary
to the capacity region of the genie-aided system reported in
Proposition 10. The inner bound was obtained in Proposition 9
with Csum(2) from (28) re-derived using P (D = d) = 1.
Fig. 6 illustrates the improved outer bound from Corol-
lary 11 along with the bounds derived in Proposition 9.
V. CONCLUSION
We addressed the problem of opportunistic multiuser
scheduling for a system consisting of a base station or access
point transmitting to users within its domain. We model the
downlink channels by two-state Markov chains, with ON and
OFF states, and assume that the data destined for each user is
infinitely backlogged. We allow for the ARQ feedback from
each user to the base station to be randomly (i.i.d. over all
users) delayed. For the case of two users in the system, we
showed that the greedy policy is sum throughput optimal for
any distribution of the ARQ feedback delay. However, for
more than two users, there exists scenarios for which the
greedy policy is not optimal. Nevertheless, extensive numerical
experiments suggest that the greedy policy has near optimal
performance. Encouraged by this, we studied the structure of
the greedy policy and showed that it can be implemented
by a simple algorithm that does not require the statistics of
the underlying Markov channel nor the ARQ feedback delay,
thus making it robust against errors in estimation of these
statistics. Focusing on the fundamental limits of the downlink
system, we obtained an elegant closed form expression for the
sum capacity of the two-user downlink and derived inner and
outer bounds on the capacity region of the Markov-modeled
downlink with randomly delayed ARQ feedback.
In summary, we addressed opportunistic multiuser schedul-
ing based on existing ARQ feedback mechanisms, while taking
into account an important non-ideality in the feedback channel
- the random delay. We studied this scheduling problem by
examining various aspects of the ‘easy to implement’ greedy
policy and by establishing fundamental limits on the downlink
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system performance. We believe that the work we have initi-
ated here, along with the proof techniques we have developed,
could be the first steps towards studying the joint channel
learning - scheduling problem under more general scenarios:
such as, when the users have heterogeneous demands, when
the queues are non-backlogged with random packet arrivals.
APPENDIX A
PROOF OF LEMMA 1
Recall the definition of the u−step belief evolution operator:
T u(x) = T (T (u−1)(x)) = T (u−1)(T (x)) with T (x) = xp +
(1 − x)r = x(p − r) + r and T 0(x) = x for x ∈ [0, 1] and
u ∈ {0, 1, 2, . . .}. For u ∈ {1, 2, . . .}, x ∈ [0, 1],
T u(p) = T (u−1)(p)p+ (1− T (u−1)(p))r
T (u+1)(x) = T u(x)p+ (1 − T u(x))r
T u(p)− T (u+1)(x) = (p− r)(T (u−1)(p)− T u(x)).(48)
Thus if, for u ∈ {1, 2, . . .}, T (u−1)(p) − T u(x) ≥ 0, then,
since p > r, we have T u(p)− T (u+1)(x) ≥ 0. By induction,
using p ≥ T (x) = xp+ (1 − x)r for any x ∈ [0, 1], we have
T u(p) ≥ T u+1(x) for any u ∈ {0, 1, 2, . . .} and x ∈ [0, 1].
The second inequality in the lemma can be proved along the
same lines using r ≤ T (x) = xp+ (1 − x)r.
Consider the third inequality. By definition, for any x, y ∈
[0, 1], T u(x) − T u(y) = (p − r)(T (u−1)(x) − T (u−1)(y)).
Thus, if T (u−1)(x) − T (u−1)(y), then T u(x) − T u(y) ≥ 0.
When x ≥ y, by induction, T u(x) − T u(y) ≥ 0 for any
u ∈ {0, 1, 2, . . .}. This establishes the third inequality.
Considering the last inequality, the belief evolution operator
can be expressed as
T u(x) = T (T (u−1)(x)) = T (T (T (u−2)(x)))
= x(p− r)u + r(
1 − (p− r)u
1− (p− r)
)
=
r
1− (p− r)
+ (p− r)u
(
x−
r
1− (p− r)
)
(49)
for u ∈ {0, 1, 2, . . .} and x ∈ [0, 1]. Thus T u(p) = r1−(p−r) +
(p − r)u
[ (p−r)(1−p)
1−(p−r)
]
. Note that, since p > r, T u(p) ≥
r
1−(p−r) . Also, T
u(r) = r1−(p−r) − (p − r)
u
[ (p−r)r
1−(p−r)
]
≤
r
1−(p−r) . This establishes the last inequality in the lemma.
APPENDIX B
PROOF OF COROLLARY 3
The proof proceeds closely follows that of Proposition 2.
Recall the quantities fk, Fk, τk, k1, k2, l1, l2 from the proof of
Proposition 2. Consider a slot t < m with the sequence of past
actions given by ~at+1 = {am . . . at+1}. The proof proceeds in
two steps. In step 1, we show that the greedy decision in slot t,
given the ARQ feedback and the scheduling decision from slot
min(k1, k2), is independent of the feedback and scheduling
decision corresponding to slot max(k1, k2). In step 2, we show
that, if the greedy policy is implemented in slot t, then the
expected immediate reward in slot t is independent of the
scheduling decisions ~at+1. We then provide induction based
arguments to establish the proposition.
Step 1: Let ~Ft+1 := {Fm, Fm−1, . . . , Ft+1} and ~τt+1 :=
{τm, τm−1, . . . , τt+1}. The greedy decision in slot t, condi-
tioned on the past feedback and scheduling decisions is given
by
aˆt|~Ft+1,~τt+1,~at+1,πm = aˆt|fk1 ,fk2 ,l1,l2,~at+1,πm . (50)
The preceding equation comes directly from the first order
Markovian property of the underlying channels. Consider the
case when k1 < k2 ≤ m (⇒ l1 < l2) or k1 = k2 = ∅
(⇒ l1 = l2 = ∅). The belief values in slot t as a function of
feedback fk1 and fk2 is given below:
(πt(1), πt(2))
=

(T l1(p), T l2(p)), if fk1 = 1, fk2 = 1
(T l1(p), T l2(r)), if fk1 = 1, fk2 = 0
(T l1(p), T (m−t)(πm(2))), if fk1 = 1, k2 = ∅
(T l1(r), T l2(p)), if fk1 = 0, fk2 = 1
(T l1(r), T l2(r)), if fk1 = 0, fk2 = 0
(T l1(r), T (m−t)(πm(2))), if fk1 = 0, k2 = ∅
(T (m−t)(πm(1)), T
(m−t)(πm(2))), if k1 = ∅, k2 = ∅
(51)
Now, from the definition of T k(.) and using the fact that p <
r, the following ineualities can be readily verified. For u ∈
{1, 3, 5 . . .}, v > u and x ∈ [0, 1],
T u(p) ≥ T v(x)
T u(r) ≤ T v(x). (52)
For u ∈ {0, 2, 4 . . .}, v > u and x ∈ [0, 1],
T u(p) ≤ T v(x)
T u(r) ≥ T v(x). (53)
The preceding inequalities essentially result from the oscil-
lating nature of the evolution of belief values in a negatively
correlated Markov channel. Using these inequalities and (51),
the greedy decision in slot t can be written as
aˆt|fk1 ,fk2 ,l1,l2,~at+1,πm
=

{
1, if fk1 = 1
2, if fk1 = 0
, if k1 6= ∅, l1 is odd{
2, if fk1 = 1
1, if fk1 = 0
, if k1 6= ∅, l1 is even{
argmaxi∈{1,2}(πm(i)), if m− t is even
argmini∈{1,2}(πm(i)), if m− t is odd
, k1, k2 = ∅
(54)
Thus the greedy decision is independent of feedback fk2 if
k1 < k2. We now proceed to generalize equation (54). Let k∗
denote the latest slot for which an ARQ feedback is available
from one of the users by slot t. Let l = k∗− t− 1 for k∗ 6= ∅
and l = ∅ for k∗ = ∅ be a measure of freshness of the latest
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ARQ feedback. Thus, using the preceding discussion, we have
aˆt|fk1 ,fk2 ,l1,l2,~at+1,πm
=

{
ak∗ , if fk∗ = 1
a¯k∗ , if fk∗ = 0
, if k∗ 6= ∅, k∗ − t is even{
a¯k∗ , if fk∗ = 1
ak∗ , if fk∗ = 0
, if k∗ 6= ∅, k∗ − t is odd{
argmaxi∈{1,2}(πm(i)), if m− t is even
argmini∈{1,2}(πm(i)), if m− t is odd
, k∗ = ∅
(55)
where a¯k∗ is the user not scheduled in slot k∗. This completes
step 1 of the proof.
Step 2: If the greedy policy is implemented in slot t, the im-
mediate reward expected in slot t, conditioned on scheduling
decisions ~at+1 and initial belief πm can be rewritten as
Eπt|~at+1,πm Rt(πt, aˆt)
= Eπt|l=∅,~at+1,πm(Rt(πt, aˆt))P (l = ∅|~at+1, πm)
+El,l 6=∅|~at+1,πm Eπt|l,l 6=∅,~at+1,πm(Rt(πt, aˆt)). (56)
Note that
Eπt|l=∅,~at+1,πm(Rt(πt, aˆt)) = max
i
T (m−t)(πm(i))
(57)
since, with l = ∅, i.e., no past feedback at the scheduler, the
belief values at slot t is independent of the past scheduling
decisions and is simply given by πt = T (m−t)(πm). Now
rewriting the second part of (56),
El,l 6=∅|~at+1,πm Eπt|l,l 6=∅,~at+1,πm(Rt(πt, aˆt))
= El,l 6=∅|~at+1,πm Eπl+t+1|l,l 6=∅,~at+1,πm
Eπt|πl+t+1,l,l 6=∅,~at+1,πm(Rt(πt, aˆt)). (58)
Consider Eπt|πl+t+1,l,l 6=∅,~at+1,πm(Rt(πt, aˆt)). From the first
step of the proof, the greedy decision in slot t can be made
solely based on the latest feedback, i.e., fk∗=l+t+1. This was
recorded in (55).
Thus, when l is an odd number (equivalently k∗ − t is
even), if the feedback fk∗ is an ACK (occurs with probability
πl+t+1(al+t+1)) reschedule the user al+t+1 in slot t. Con-
ditioned on fk∗ = 1, the belief value πt(al+t+1) and hence
the expected immediate reward in slot t is given by T l(p). If
the feedback is a NACK, schedule the other user denoted by
a¯l+t+1. Conditioned on fk∗ = 0, the belief value πt(a¯l+t+1)
and hence the expected immediate reward in slot t is given
by T (l+1)(πl+t+1(a¯l+t+1)) = πl+t+1(a¯l+t+1)T l(p) + (1 −
πl+t+1(a¯l+t+1))T
l(r). Averaging over fk∗=l+t+1, when l is
odd,
Eπt|πl+t+1,l,l 6=∅,~at+1,πm(Rt(πt, aˆt))
= πl+t+1(al+t+1)T
l(p) + (1− πl+t+1(al+t+1))×(
πl+t+1(a¯l+t+1)T
l(p) + (1 − πl+t+1(a¯l+t+1))T
l(r)
)
= P
(
{Sl+t+1(1) = 1 ∪ Sl+t+1(2) = 1}|
πl+t+1, l, l 6= ∅,~at+1, πm
)
T l(p)
+P
(
{Sl+t+1(1) = 0 ∩ Sl+t+1(2) = 0}|
πl+t+1, l, l 6= ∅,~at+1, πm
)
T l(r)
(59)
where Sk(i) is the 1/0 state of the channel of user i in slot k.
Using similar arguments, when l is an even number,
Eπt|πl+t+1,l,l 6=∅,~at+1,πm(Rt(πt, aˆt))
= P
(
{Sl+t+1(1) = 0 ∪ Sl+t+1(2) = 0}|
πl+t+1, l, l 6= ∅,~at+1, πm
)
T l(r)
+P
(
{Sl+t+1(1) = 1 ∩ Sl+t+1(2) = 1}|
πl+t+1, l, l 6= ∅,~at+1, πm
)
T l(p)
(60)
Now, from (58), using arguments similar to those used for
(18) in the proof of Proposition 2, we have
El,l 6=∅|~at+1,πm Eπt|l,l 6=∅,~at+1,πm(Rt(πt, aˆt))
= El,l 6=∅|~at+1,πm
(
P
(
{Sl+t+1(1) = 1 ∪ Sl+t+1(2) = 1}|πm
)
T l(p)
+P
(
{Sl+t+1(1) = 0 ∩ Sl+t+1(2) = 0}|πm
)
T l(r)
)
,
if l is odd(
P
(
{Sl+t+1(1) = 0 ∪ Sl+t+1(2) = 0}|πm
)
T l(r)
+P
(
{Sl+t+1(1) = 1 ∩ Sl+t+1(2) = 1}|πm
)
T l(p)
)
,
if l is even
(61)
Now, along the lines of the proof of Proposition 2, we average
the expected reward over l and obtain
Eπt|~at+1,πm Rt(πt, aˆt)
=
t+1∏
k=m
P (D(ak, k) > k − t− 1)max
i
T (m−t)(πm(i))
+
m−t−1∑
l=0
P (D(1, l + t+ 1) ≤ l)
t+1∏
k=t+l
P (D(1, k) > k − t− 1)
El,l 6=∅|~at+1,πm Eπt|l,l 6=∅,~at+1,πm(Rt(πt, aˆt)) (62)
where the last quantity is given by (61). Thus the expected
reward in slot t is independent of the sequence of actions
{am, am−1 . . . at+1} if the greedy policy is implemented in
slot t. By extension, the total reward expected from slot t
until the horizon is independent of the scheduling vector ~at+1
if the greedy policy is implemented in slots {t, t− 1, . . . , 1},
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i.e.,
1∑
k=t
Eπk|~at+1,πm Rk(πk, aˆk) =
1∑
k=t
Eπk|πm Rk(πk, aˆk).
(63)
Thus, if the greedy policy is optimal in slots {t, t− 1, . . . , 1},
then, it is also optimal in slot t + 1. Since t is arbitrary and
since the greedy policy is optimal at the horizon, by induction,
the greedy policy is optimal in every slot {m,m− 1, . . . , 1}.
This establishes the proposition.
APPENDIX C
PROOF OF PROPOSITION 5
The proof proceeds in two steps: (1) We first construct a
counterexample to the optimality of the greedy policy when
the horizon, m = 4 and arbitraty number of users N ;N > 2,
(2) Based on this counterexample, we then construct a more
general counterexample, with arbitraty m;m > 3 and N ;N >
2. We proceed with the first step next.
Assume an arbitrary number of users, N ;N > 2. Let the
horizon m = 4. Assume a deterministic ARQ delay of one
time slot, i.e., PD(d = 1) = 1 and PD(d 6= 1) = 0. Let the
users be indexed in decreasing order of their initial beliefs,
i.e., πm(1) ≥ πm(2) ≥ . . . πm(N). The net expected reward
corresponding to the greedy policy is given by
V4(π4, {Aˆk}
4
k=1)
= π4(1) + T (π4(1))
+Ef4|π4,a4=1[Rˆ2] + Ef3,f4|π4,a4=1,a3=1[Rˆ1] (64)
Note that since the delay is one slot, the first ARQ feedback
comes at the end of slot 3. Thus, the greedy decision in both
slots 4 and 3 is user 1. Also, the greedy scheduler has access to
feedback f4 only, at the beginning of slot 2 and both feedback
f4 and f3, at the beginning of slot 1. Therefore, Rˆ2 is averaged
over f4 and Rˆ1 is averaged over f4 and f3. The average total
reward under greedy policy can thus be evaluated by averaging
over all realizations of f4 and f3. Table V lists the belief values
of the three users in slots 2 and 1 for various values of {f4, f3}
along with the greedy decisions and immediate rewards in slots
2 and 1. Note from the table that the belief value π2 at slot
2 is a function of f4 only, while π1 at slot 1 is a function of
both f4 and f3, consistent with the preceding discussion.
The probabilities of occurrence of the various realizations
of {f4, f3} are summarized below
P (f4, f3) =

π4(1)p, if {f4, f3} = {1, 1}
π4(1)(1− p), if {f4, f3} = {1, 0}
(1− π4(1))r, if {f4, f3} = {0, 1}
(1− π4(1))(1 − r), if {f4, f3} = {0, 0}.
(65)
Thus the net expected reward under the greedy policy is given
by
V4(π4, {Aˆk}
4
k=1)
= π4(1) + T (π4(1)) + π4(1)p
(
2T (p)
)
+π4(1)(1 − p)
(
T (p) + T 3(π4(2))
)
+(1− π4(1))r
(
T 2(π4(2)) + T (p)
)
+(1− π4(1))(1− r)
(
T 2(π4(2)) + T
3(π4(2))
) (66)
Now, with a∗k indicating the optimal decision in slot k,
consider the following policy A˜k such that a˜4 = 1, a˜3 =
2, a˜2 = a
∗
2, a˜1 = a
∗
1. Since the ARQ delay is deterministic
and equals one slot, the decision in slot 2 does not affect the
reward in slot 1. Thus the greedy policy is optimal in slot
2. Trivially, greedy policy is optimal in slot 1, as well. Thus
a∗2 = aˆ2, a
∗
1 = aˆ1. The average total reward under A˜k is given
by
V4(π4, {A˜k}
4
k=1) = π4(1) + T (π4(2)) + Ef4|π4,a4=1[R˜2]
+Ef3,f4|π4,a4=1,a3=2[R˜1]
= π4(1) + T (π4(2)) + Ef4|π4,a4=1[Rˆ2]
+Ef3,f4|π4,a4=1,a3=2[Rˆ1] (67)
We evaluate V4(π4, {A˜k}4k=1) along the lines of the greedy net
expected reward evaluation. Table VI summarizes the beliefs,
scheduling decision a˜k and immediate rewards in slots 2 and
1 for all the realizations of {f4, f3} when {a˜4, a˜3} = {1, 2}.
Users are once again ordered according to their initial belief
values, i.e., π4(1) ≥ π4(2) ≥ π4(3). Note from the table that
the belief value π2 at slot 2 is a function of f4 only, while π1
at slot 1 is a function of both f4 and f3, consistent with the
ARQ delay profile.
The probabilities of occurrence of the various realizations
of {f4, f3} when a4 = 1, a3 = 2, are summarized below.
P (f4, f3)
=

π4(1)T (π4(2)), if {f4, f3} = {1, 1}
π4(1)(1− T (π4(2))), if {f4, f3} = {1, 0}
(1 − π4(1))T (π4(2)), if {f4, f3} = {0, 1}
(1 − π4(1))(1 − T (π4(2))), if {f4, f3} = {0, 0}.
(68)
Thus, the net expected reward under policy A˜k is given by
V4(π4, {A˜}
4
k=1)
= π4(1) + T (π4(2)) + π4(1)T (π4(2))
(
2T (p)
)
+π4(1)(1− T (π4(2)))
(
T (p) + T 2(p)
)
+(1− π4(1))T (π4(2))
(
T 2(π4(2)) + T (p)
)
+(1− π4(1))(1− T (π4(2)))
(
T 2(π4(2)) + T
3(π4(3))
)
(69)
We now proceed to show that, for N = 3, deterministic ARQ
delay D = 1 and horizon m = 4, ∃ p, r, π4 such that the net
expected reward corresponding to policy A˜k is strictly higher
than that of the greedy policy. The difference in reward, after
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{f4, f3} pi2 at slot 2 aˆ2 Rˆ2 pi1 at slot 1 aˆ1 Rˆ1
{1,1}


T (p)
T 2(pi4(2))
T 2(pi4(3))

 1 T (p)


T (p)
T 3(pi4(2))
T 3(pi4(3))

 1 T (p)
{1,0}


T (p)
T 2(pi4(2))
T 2(pi4(3))

 1 T (p)


T (r)
T 3(pi4(2))
T 3(pi4(3))

 2 T 3(pi4(2))
{0,1}


T (r)
T 2(pi4(2))
T 2(pi4(3))

 2 T 2(pi4(2))


T (p)
T 3(pi4(2))
T 3(pi4(3))

 1 T (p)
{0,0}


T (r)
T 2(pi4(2))
T 2(pi4(3))

 2 T 2(pi4(2))


T (r)
T 3(pi4(2))
T 3(pi4(3))

 2 T 3(pi4(2))
TABLE V
BELIEF VALUES, SCHEDULING DECISIONS, IMMEDIATE REWARDS IN SLOTS 2 AND 1 FOR VARIOUS REALIZATIONS OF ARQ FEEDBACK UNDER THE
GREEDY POLICY.
{f4, f3} pi2 at slot 2 a˜2 R˜2 pi1 at slot 1 a˜1 R˜1
{1,1}


T (p)
T 2(pi4(2))
T 2(pi4(3))

 1 T (p)


T 2(p)
T (p)
T 3(pi4(3))

 2 T (p)
{1,0}


T (p)
T 2(pi4(2))
T 2(pi4(3))

 1 T (p)


T 2(p)
T (r)
T 3(pi4(3))

 1 T 2(p)
{0,1}


T (r)
T 2(pi4(2))
T 2(pi4(3))

 2 T 2(pi4(2))


T 2(r)
T (p)
T 3(pi4(3))

 2 T (p)
{0,0}


T (r)
T 2(pi4(2))
T 2(pi4(3))

 2 T 2(pi4(2))


T 2(r)
T (r)
T 3(pi4(3))

 3 T 3(pi4(3))
TABLE VI
BELIEF VALUES, SCHEDULING DECISIONS, IMMEDIATE REWARDS IN SLOTS 2 AND 1 FOR VARIOUS REALIZATIONS OF ARQ FEEDBACK UNDER POLICY
A˜k .
p r pi4 V4(pi4, {A˜}4k=1) V4(pi4, {Aˆ}
4
k=1
) V4(pi4, {A˜}4k=1)
−V4(pi4, {Aˆ}4k=1)
0.9308 0.1797


0.5216
0.5130
0.3305

 2.6368 2.6141 0.0227
0.8875 0.0186


0.3416
0.3310
0.2648

 1.6155 1.5454 0.0701
TABLE VII
SAMPLE SYSTEM PARAMETERS WHEN THE GREEDY POLICY IS SUBOPTIMAL. NUMBER OF USERS N = 3, DETERMINISTIC DELAY D = 1, HORIZON
m = 4 IS USED.
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algebraic manipulations is given by
V4(π4, {A˜}
4
k=1)− V4(π4, {Aˆ}
4
k=1)
= (p− r)
(
π4(2)− π4(1)
+(p− r)2(1− π4(1))π4(3)
(
1− r − (p− r)π4(2)
))
.
(70)
For the special case π4(1) = π4(2) = 12 , we have
V4(π4, {A˜}
4
k=1)− V4(π4, {Aˆ}
4
k=1)
=
(p− r)3
2
(
1−
p+ r
2
)
π4(3) (71)
For any p < 1, since p > r, V4(π4, {A˜}4k=1) >
V4(π4, {Aˆ}4k=1) ∀ π4(3) > 0. With the net expected reward of
the optimal policy being no less than V4(π4, {A˜}4k=1), we see
that the greedy policy is not in general optimal. Table VII
lists a few other values of p, r, π4 for which the greedy
policy is suboptimal. This establishes a counterexample for
the optimality of the greedy policy when N > 2.
A more general counterexample for an arbitrary horizon
length m can be constructed based on the one thus established.
We proceed with this constructuion in the sequel. As before,
asssume πm(1) ≥ πm(2) ≥ . . . πm(N) and a deterministic
ARQ delay of one time slot, i.e., PD(d = 1) = 1. With
Sk(i) indicating the underlying state of the channel of user
i in slot k, consider the following realization of the channel:
R1 = {Sm(1) = 1, Sm−1(1) = 1, . . . S5(1) = 1;Sm(2) =
1, Sm−1(2) = 1, . . . S5(2) = 1}. Recall the policy A˜ from
above. We define a variant of this policy, B˜, as follows.
Policy B˜ performs greedy scheduling in slots {m. . . 5}. Under
realization R1, policy B˜, being a greedy scheduler, schedules
user 1 in slots {m. . . 5}. Thus the realization {Sm(1) =
1, Sm−1(1) = 1, . . . S6(1) = 1} is observable by policy B˜
by the beginning of slot 4. From slot 4, under realization R1,
define policy B˜ such that it behaves along the lines of policy A˜
defined earlier. Also, policy B˜ performs greedy scheduling in
all slots {m. . . 1} under all channel realizations other thanR1.
Thus the reward difference between policy B˜ and the greedy
scheduler Aˆ is given by the difference in slots {4 . . .1}, under
realization R1, weighted by the probability of this realization.
Formally,
Vm(πm, {B˜}
m
k=1)− Vm(πm, {Aˆ}
m
k=1)
= Prob{R1} ×(
V4(π4, {A˜}
4
k=1)− V4(π4, {Aˆ}
4
k=1)
) (72)
with π4 = {p, p, Tm−4(πm(3)), . . . Tm−4(πm(N))}. Note
that the belief values π4 reflect the realization R1 and the
greedy nature of both policies until slot 5. Now, since policy
B˜ is defined to behave like policy A˜ from slot 4, we can use
the reward difference expression in (70) to simplify (72), as
below.
Vm(πm, {B˜}
m
k=1)− Vm(πm, {Aˆ}
m
k=1)
= Prob{R1}
(
(p− r)
(
π4(2)− π4(1)
+(p− r)2(1− π4(1))π4(3)×(
1− r − (p− r)π4(2)
)))
|π4(1)=π4(2)=p
= Prob{R1}
(
(p− r)3(1 − p)((1− r) − (p− r)p)
)
(73)
Note that the last equality is always positive rendering the
greedy policy Aˆ suboptimal. This establishes a more general
counterexample to the optimality of the greedy policy when
N > 2. The proposition is thus proved.
APPENDIX D
PROOF OF PROPOSITION 6
Consider the case when N = 2 and the ARQ feedback is
instantaneous (end of slot), i.e., D = 0. Let pi, ri indicate the
Markov channel probabilities for user i ∈ {1, 2}. Let p1 =
p2 > r1 > r2. Assume horizon length m = 2. Let π2(1) >
π2(2). The total reward under greedy decision in the current
slot k = 2 and optimal reward at the horizon, i.e., k = 1, is
given by
Vˆ2 = π2(1) + π2(1)max(p1, T (π2(2)))
+(1− π2(1))max(r1, T (π2(2)))
= π2(1) + π2(1)p1 + (1− π2(1))max(r1, T (π2(2)))
(74)
where we have used the fact that the greedy policy is optimal
in the last slot and p1 > T (π2(1)) > T (π2(2)).
The total reward when the non-greedy decision is made in
the current slot and optimal decision is made in the last slot
is given by
V˜2 = π2(2) + π2(2)max(p2, T (π2(1)))
+(1− π2(2))max(r2, T (π2(1)))
= π2(2) + π2(2)p2 + (1− π2(2))max(r1, T (π2(1)))
(75)
where we have used p2 = p1 > T (π2(1)) and r2 <
T (π2(2)) < T (π2(1)). Now considering the special case when
T (π2(2)) > r1, we have, with algebraic manipulations,
Vˆ2 − V˜2 = (π2(1)− π2(2))
−(r1 − r2)(1− π2(1))(1− π2(2)). (76)
In Table VIII, we provide numerical examples consistent with
the setup assumed above, yielding negative values for Vˆ2 −
V˜2. This establishes that the greedy policy is not, in general,
optimal, when the Markov channels are non-identical, even
when the number of users, N = 2 and the ARQ delay is
instantaneous. The proposition is thus proved.
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p1 = p2 r1 r2 pi1 pi2 T (pi2(1)) T (pi2(2)) Vˆ2 − V˜2
0.5060 0.1411 0.1054 0.2276 0.2179 0.2241 0.1926 -0.0119
0.6333 0.3952 0.1296 0.5864 0.5861 0.5348 0.4248 -0.0452
TABLE VIII
SAMPLE SYSTEM PARAMETERS WHEN THE GREEDY POLICY IS SUBOPTIMAL UNDER NON-IDENTICAL MARKOV CHANNELS. NUMBER OF USERS N = 2,
INSTANTANEOUS ARQ FEEDBACK D = 0, HORIZON m = 2 ARE ASSUMED.
APPENDIX E
KEY QUANTITIES
N : Number of users in the downlink
p : P (channel is ON in the current slot |
channel was ON in the previous slot)
r : P (channel is ON in the current slot |
channel was OFF in the previous slot)
m : Horizon
πt(i) : Belief value of user i in slot t
T u(.) : u-step belief evolution operator
ak : Index of the user scheduled in slot k
Ak : Scheduling policy applied in slot k
Âk : Greedy scheduling policy applied in slot k
fk : Feedback originating from slot k
Ft : Feedback arriving at slot t
D(i, t): Delay of feedback from user i in slot t
PD(.) : Probability mass function of i.i.d delay D
Vt : Net expected reward in slot t
Csum : Sum capacity of the downlink
Cgeniesum : Sum capacity of the genie-aided downlink
µAi : Throughput of user i under scheduling policy A
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