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Abstract
This paper deals with multifrequency slow–fast systems. It is shown that, under a suitable
change of coordinates, the system can be reduced to a simple form such that slow motions are
described by autonomous equations except for exponential error of perturbations. Hence, the
fast and slow motions are decoupled. The Newton rapid iteration is used. In addition, for a
perturbation, only the smallness condition is needed.
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1. Introduction and main results
Consider the slow–fast system
’x ¼ oðyÞ þ ef ðx; y; eÞ; ’y ¼ egðx; y; eÞ; ð1:1Þ
where xATn ¼ Rn=Zn and yADCRm; D is an open set, and e40 is a small
parameter.
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As well known, the above system (1.1) is important in the classical perturbation
theory [2–4,6,8]. The variables x and y are said to be fast and slow, respectively. This
paper discusses system (1.1) from the point of view of the decomposition of
differential equations. To be more precise, we weaken the dependence of the right-
hand sides of System (1.1) on fast variables. Under a series of changes of variables
(1.1) is reduced to a simple form such that the slow motions can be described by an
autonomous system except for an error of exponential order. Thus, the fast and slow
variables are decoupled.
For some r40; we denote the r-neighborhood of Tn  D in Cnm by ðTn  DÞ þ r:
Deﬁne
Oðt; gÞ ¼ fy : yAD; j/oðyÞ; kSjXgjkjt; kAZn\f0gg;
where (and below) for kAZn; denote jkj ¼ jk1j þ jk2j þ?þ jknj:
Theorem A. For all eAð0; 1Þ assume that o; f ; and g are real analytic functions defined
on ðTn  DÞ þ r: Let f and g be smooth in e: For any positive constants t and g; if
y0AOðt; gÞ and e is small enough, then there exists a change of coordinates S
; defined
on some neighborhood of y0; such that S
 reduces (1.1) into
’X ¼ oðy0Þ þ O
ðY ;
ﬃﬃ
e
p Þ þ ﬃﬃep F1
 ðX ; Y ; ﬃﬃep Þ;
’Y ¼ ﬃﬃep ðG
ðY ; ﬃﬃep Þ þ G1
ðX ; Y ; ﬃﬃep ÞÞ; ð1:2Þ
which satisfies the estimates
jO
ðY ;
ﬃﬃ
e
p Þjo2a ﬃﬃep ;
jG
ðY ;
ﬃﬃ
e
p Þjo2a;
jF1
 ðX ; Y ;
ﬃﬃ
e
p Þj þ jG1
ðX ; Y ;
ﬃﬃ
e
p Þjoa expðbe
1
2ðnþtþ2ÞÞ;
where a and b are positive constants independent of e:
Now we make some comments on Theorem A.
* If o satisﬁes certain nondegeneracy condition on D; that is, the vector set
consisting of o and its derivatives suits some full rank condition, then, from the
KAM theory [1,2,4,7,9,13,14], it follows that there exists a positive constant t
such that Oðt; gÞ is a Cantor set with positive measure, provided g is not large.
This shows that, in general, Oðt; gÞ is nonempty.
* We can approximately solve (1.1) by applying the equations
’X ¼ oðy0Þ þ O
ðY ;
ﬃﬃ
e
p Þ; ’Y ¼ ﬃﬃep G
ðY ; ﬃﬃep Þ:
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This accuracy achieves order Oðexpðbe
1
2ðnþtþ2ÞÞÞ of size e of perturbation in a
time expðb
2
e
 1
2ðnþtþ2ÞÞ:
* As n ¼ 1; our situation is one of those in [4,10]. Of course, the results in [4,10] are
global, but ours local.
* Treschev and other mathematicians researched the problem of separation of fast
and slow motions by using averaging methods in a series of papers [10,12,15–18].
Recently, employing continuous averaging, Pronin and Treschev have accom-
plished the decomposition of fast and slow motions for system (1.1). In contrast to
our result, they impose smallness condition upon the average values of f and g: In
this sense, there is no restriction on the perturbation in Theorem A.
* Let y0AD: If there exists k0AZn\f0g that satisﬁes /k0;oðy0ÞS ¼ 0; then there is
an integer matrix M with det M ¼ 1 such that Moðy0Þ ¼ ð %oðy0Þ; 0ÞT ; where the
vector %oARl ; lon: Assume that %oðy0Þ satisﬁes the Diophantine condition
j/ %k; %oðy0ÞSjXg0j %kjt0 ; 0a %kAZl :
We introduce a transformation
y ¼ Y 0; x ¼ M1 X
Y 00
 
; ð1:3Þ
where XATl ; Y ¼ ðY 0; Y 00ÞTARmþnl ; which transforms (1.1) into the following:
’X ¼ %oðy0Þ þ eFðX ; Y ; eÞ; ’Y ¼ eGðX ; Y ; eÞ: ð1:4Þ
Here
FðX ; Y ; eÞ
GðX ; Y ; eÞ
 
¼
Mf ðM1 X
Y 00
 
; Y 0; eÞ
gðM1 X
Y 00
 
; Y 0; eÞ
0
BBB@
1
CCCA:
So we can apply Theorem A to (1.4). In [12], an analogous transformation has
been used.
* Consider a nearly twisted mapping
xˆ ¼ x þ oðyÞ þ ef ðx; y; eÞ; yˆ ¼ y þ egðx; y; eÞ; ð1:5Þ
where oðyÞ satisﬁes the usual Diophantine condition at y0: By using the technique
of iteration, similarly, we obtain the result.
Theorem B. There exists a transformation of coordinates defined on some neighbor-
hood of y0 which changes (1.5) into
Xˆ ¼ X þ oðy0Þ þ O
ðY ;
ﬃﬃ
e
p Þ þ ﬃﬃep f
ðX ; Y ; ﬃﬃep Þ;
Yˆ ¼ Y þ ﬃﬃep ðG
ðY ; ﬃﬃep Þ þ g
ðX ; Y ; ﬃﬃep ÞÞ;
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with
jO
joc
ﬃﬃ
e
p
; jG
joc
and
j f
j þ jg
joc expðce
1
2ðnþtþ2ÞÞ
for some positive constant c: Here t is the Diophantine exponent; that is, t
satisfies
j/k;oðy0ÞSþ k0jXg0jkjt; for all 0akAZn and k0AZ:
* For a nonautonomous differential equation
’x ¼ oðyÞ þ ehðx; y; t; eÞ; ’y ¼ elðx; y; t; eÞ; ð1:6Þ
where ðx; yÞATn  DCRn  Rm; and h and l are 1-periodic in t: Let xnþ1 ¼ t;
and
X ¼ x
xnþ1
 
; HðX ; y; eÞ ¼ hðx; y; t; eÞ
0
 
;
*oðyÞ ¼ oðyÞ
1
 
; LðX ; y; eÞ ¼ lðx; y; t; eÞ:
Then
’X ¼ *oðyÞ þ eHðX ; y; eÞ; ’y ¼ eLðX ; y; eÞ; ð1:7Þ
where XATnþ1: If oðyÞ satisﬁes
rank
@ao
@ya
: 1pjajpminfn; mg

 
¼ n;
by [5,14], for t4n2  1; the set
*Oðg; tÞ ¼ fyAD : j/k; *oðyÞSjXgjkjt; 0akAZnþ1g
is a Cantor set with positive measure. Hence, we can apply Theorem A to (1.7).
* Finally, consider a nonautonomous system
’x ¼ oðyÞ þ epðx; y; t; eÞ; ’y ¼ eqðx; y; t; eÞ; ð1:8Þ
where p and q are quasi-periodic functions with the same frequency o0; that is,
pðx; y; t; eÞ ¼ Pðx;o0t; y; eÞ and qðx; y; t; eÞ ¼ Qðx;o0t; y; eÞ; and P and Q are
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deﬁned on Tnþl  DCRnþl  Rm; where l is the dimension of the vector
o0: Let
X ¼ x
o0t
 
; #oðyÞ ¼ oðyÞ
o0
 
;
P˜ðX ; y; eÞ ¼ Pðx;o
0t; y; eÞ
0l
 
; Q˜ðX ; y; eÞ ¼ Qðx;o0t; y; eÞ;
where 0l denotes the l-dimensional zero vector. Then (1.8) is reduced into
’X ¼ #oðyÞ þ eP˜ðX ; y; eÞ; ’y ¼ eQ˜ðX ; y; eÞ: ð1:9Þ
Assume that o0 satisﬁes the Diophantine condition
j/k;o0SjXgjkjt; 0akAZl
for some positive g and sufﬁciently large t: Imposing some nondegeneracy upon
oðyÞ; it can be shown that the set
#Oðg; tÞ ¼ yAD : j/k; #oðyÞSjXgjkjt; 0akAZnþl 
is nonempty. Thus, we can use Theorem A to solve (1.8).
2. The slow–fast system with a ﬁxed frequency
In this section we consider the slow–fast system
’x ¼ oþ ef ðx; y; eÞ; ’y ¼ egðx; y; eÞ; ð2:1Þ
where f and g are real analytic on ðTn  DÞ þ r; and o satisﬁes the Diophantine
condition
j/k;oSjXgjkjt; 0akAZn;
for given positive constants g and t:
We denote the usual maximum norm on the determined domain by j  j under cases
without any confusion. ½ denotes the integer part of a given real number. In the
sequel, all constants c1; c2;? are positive and independent of e: For any real analytic
function lðx; y; eÞ; we set
%lðy; eÞ ¼
Z
Tn
lðx; y; eÞ dx:
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Theorem C. There exists a change of coordinates T
 : ðX ; Y Þ-ðx; yÞ defined on
ðTn  DÞ þ 1
4
r; which is real analytic and reduces (2.1) to the form
’X ¼ oþ O
ðY ; eÞ þ ef
ðX ; Y ; eÞ; ’Y ¼ eðG
ðY ; eÞ þ g
ðX ; Y ; eÞÞ
with the estimate
jO
jo2K1e; jG
jo2K1; j f
j þ jg
jpK1 expðc
e
1
nþ½tþ2 Þ
for some positive constants K1 and c
:
In order to prove Theorem C by using Newton rapid iteration, we need the
following lemma.
Lemma 1. Assume that hðxÞ is a real analytic function defined on Tn þ ðrþ dÞ with
r40 and d40: Then the following equation
@u
@x
o ¼ hðxÞ  %h ð2:2Þ
has a unique analytic solution with %u ¼ 0: Moreover, on Tn þ r; u satisfies the estimate
jujpaðg; tÞjhj 1
dnþ½tþ1
;
where
aðg; tÞ ¼ 2
n
g
n þ ½t þ 1
e
 nþ½tþ1XN
j¼1
1
j2tþ½t
:
Proof. Expanding h as a Fourier series,
hðxÞ ¼
X
kAZn
hke
ﬃﬃﬃﬃ1p /k;xS: ð2:3Þ
Obviously,
u ¼
X
0akAZn
hkﬃﬃﬃﬃﬃﬃ1p /k;oSe
ﬃﬃﬃﬃ1p /k;xS
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is a solution of (2.2). Therefore, on Tn þ r; by Cauchy’s formula, we have
jujp
X
0akAZn
jhkj
gjkjt e
rjkj
p jhj
g
X
0akAZn
jkjt
edjkj
p 2
njhj
g
XN
j¼1
jnþt1
ejd
p 2
n
g
ðn þ ½t þ 1Þnþ½tþ1en½t1
XN
j¼1
1
j2tþ½t
jhj 1
dnþ½tþ1
p aðg; tÞjhj 1
dnþ½tþ1
:
Here the inequality
xnþ½tþ1exdp n þ ½t þ 1
d
 nþ½tþ1
eðnþ½tþ1Þ; xX0 ð2:4Þ
is used. The proof of (2.4) is obtained by ﬁnding the maximal value of the function
lðxÞ ¼ xnþ½tþ1exd; xX0: &
Let
d ¼ e
1
nþ½tþ2;
N ¼ r
8Kd
h i
þ 1;
Di ¼ ðTn  DÞ þ 3
4
r 2jKd
 
; j ¼ 1; 2;y; N;
Dˆi ¼ ðTn  DÞ þ 3
4
r ð2j  1ÞKd
 
; j ¼ 1; 2;y; N;
where K40 is a constant determined below. Theorem C will be proven by the
inductive method. Assume that (2.1) is reduced to
’x ¼ oþ Oiðy; eÞ þ efiðx; y; eÞ; ’y ¼ eðGiðy; eÞ þ giðx; y; eÞÞ; ð2:5Þ
deﬁned on Di; where
jGijo2K1; ð2:6Þ
ARTICLE IN PRESS
F.-Z. Cong / J. Differential Equations 196 (2004) 466–480472
jOijo2K1e; ð2:7Þ
j fij þ jgijpMi ¼ 1
2i
K1; ð2:8Þ
and
K1 ¼ sup
ððTnDÞþrÞð0;1Þ
j f ðx; y; eÞj þ sup
ððTnDÞþrÞð0;1Þ
jgðx; y; eÞj þ 1:
Introducing a transformation Ti : ðX ; YÞ-ðx; yÞ;
x ¼ X þ euiðX ; Y ; eÞ; y ¼ Y þ eviðX ; Y ; eÞ; ð2:9Þ
we require Ti to change (2.5) to the same form,
’X ¼ oþ Oiþ1ðY ; eÞ þ efiþ1ðY ; Y ; eÞ; ’y ¼ eðGiþ1ðY ; eÞ þ giþ1ðX ; Y ; eÞÞ; ð2:10Þ
except the lower script. Take
Oiþ1ðY ; eÞ ¼ OiðY ; eÞ þ e %fiðY ; eÞ; ð2:11Þ
Giþ1ðY ; eÞ ¼ GiðY ; eÞ þ %giðY ; eÞ: ð2:12Þ
Deﬁne Ti by the following equations:
@vi
@X
ðX ; Y ; eÞo ¼ giðX ; Y ; eÞ  %giðY ; eÞ; ð2:13Þ
@ui
@X
ðX ; Y ; eÞo ¼ fiðX ; Y ; eÞ  %fiðY ; eÞ þ @Oi
@Y
ðY ; eÞviðX ; Y ; eÞ: ð2:14Þ
By Lemma 1, (2.13) and (2.14), on Dˆi; we have
jvijp2aðg; tÞ 1
dnþ½tþ1
jgij; ð2:15Þ
juijp aðg; tÞ 1
dnþ½tþ1
2j fij þ @Oi
@Y

jvij
 
p c0a2ðg; tÞ 1
dnþ½tþ1
ðj fij þ jgijÞ; ð2:16Þ
where the deﬁnition of d and K41 are used.
From (2.5), (2.9), and (2.10), it follows that
oþ Oiðy; eÞ þ efiðx; y; eÞ ¼ ’X þ e @ui
@X
’X þ e @ui
@Y
’Y;
eðGiðy; eÞ þ giðx; y; eÞÞ ¼ ’Y þ e @vi
@X
’X þ e @vi
@Y
’Y;
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from which (2.11)–(2.14) lead to the relations
e En þ e @ui
@X
 
fiþ1ðX ; Y ; eÞ ¼Oiðy; eÞ  OiðY ; eÞ  e @Oi
@Y
vi
þ eðfiðx; y; eÞ  fiðX ; Y ; eÞÞ
þ e @ui
@X
Oiþ1ðY ; eÞ
þ e2@ui
@Y
Giþ1ðY ; eÞ
þ e2 @ui
@Y
giþ1ðX ; Y ; eÞ
9 e En þ e @ui
@X
 
ðF1iþ1 þ F 2iþ1 þ F3iþ1 þ F4iþ1Þ
þ e2 @ui
@Y
giþ1ðX ; Y ; eÞ ð2:17Þ
e Em þ e @vi
@Y
 
giþ1ðX ; Y ; eÞ ¼ eðGiðy; eÞ  GiðY ; eÞÞ
þ eðgiðx; y; eÞ  giðX ; Y ; eÞÞ
þ e @vi
@X
Oiþ1ðY ; eÞ
þ e2 @vi
@Y
Giþ1ðY ; eÞ
þ e2 @vi
@X
fiþ1ðX ; Y ; eÞ
9 e Em þ e @vi
@Y
 
ðG1iþ1 þ G2iþ1 þ G3iþ1 þ G4iþ1Þ
þ e2 @vi
@X
fiþ1ðX ; Y ; eÞ: ð2:18Þ
Here ui and vi are functions in X and Y : In (2.17) and (2.18) we use the conclusion
that matrices En þ e@ui@X and Em þ e@vi@Y are invertible for sufﬁciently small e; which
should be proven below. On the basis of (2.15), (2.16), and the deﬁnition of d;
one has
jeuijpc0K1a2ðg; tÞdpKd; ð2:19Þ
jevijp2K1aðg; tÞdpKd; ð2:20Þ
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provided
KXmaxfc0K1a2ðg; tÞ; 2K1aðg; tÞg: ð2:21Þ
Eqs. (2.19) and (2.20) show that as ðX ; YÞADiþ1; ðx; yÞADˆi: In addition,
max e
@ui
@X

; e @vi@Y



 
pc1K1
1
K
o1
2
if
KX2c1K1: ð2:22Þ
Here (2.15) and (2.16) are used. Therefore, En þ e @ui@X and Em þ e @vi@Y are inverse, and
max En þ e @ui
@X
 1
; Em þ e @vi@Y
 1

( )
pc2: ð2:23Þ
From the mean value theorem,
fiðx; y; eÞ  fiðX ; Y ; eÞ ¼ @fi
@x
ðx; Z; eÞðx  X Þ þ @fi
@y
ðx; Z; eÞðy  YÞ;
where ðx; ZÞ ¼ ðtx; tyÞ þ ðð1 tÞX ; ð1 tÞYÞ; 0ptp1: Thus, for ðX ; YÞADiþ1;
ðx; ZÞADˆi: By using Cauchy’s formula, (2.9), (2.15), (2.16), and (2.23), we obtain that
jF2iþ1jp ec2
@fi
@x

juij þ @fi@y

jvij
 
p c3
e
Kdnþ½tþ2
ðj fij þ jgijÞpc3
K
ðj fij þ jgijÞ: ð2:24Þ
By (2.9), (2.15), (2.16), (2.23), (2.11), (2.12), and Cauchy’s formula, one has
jF 1iþ1jp ec2
@2Oi
@Y 2

jvij2
p c4e
2
K2d2ðnþ½tþ1Þþ2
jgijp c4
K2
ðj fij þ jgijÞ; ð2:25Þ
jF3iþ1jp
@ui
@X

ðjOij þ ej fijÞ
p 3K1c5
e
Kdnþ½tþ2
ðj fij þ jgijÞp3K1c5
K
ðj fij þ jgijÞ; ð2:26Þ
ARTICLE IN PRESS
F.-Z. Cong / J. Differential Equations 196 (2004) 466–480 475
jF4iþ1jp e
@ui
@Y

ðjGij þ j %gijÞ
p ð2K1 þ KÞaðg; tÞ e
Kdnþ½tþ2
ðj fij þ jgijÞpc6
K
ðj fij þ jgijÞ: ð2:27Þ
Similarly to the estimates of fiþ1; we can derive
jG1iþ1jpec2
@Gi
@Y

jvijp c7e
Kdnþ½tþ2
jgijpc7
K
ðj fij þ jgijÞ; ð2:28Þ
jG2iþ1jpec2
@gi
@x

juij þ @gi@y

jvij
 
pc8
K
ðj fij þ jgijÞ; ð2:29Þ
jG3iþ1jp
@vi
@X

ðjOij þ ej fijÞp3K1c9K ðj fij þ jgijÞ; ð2:30Þ
jG4iþ1jpe
@vi
@Y

ðjGij þ j %gijÞpc10K ðj fij þ jgijÞ: ð2:31Þ
Obviously,
max e En þ e @ui
@X
 1
@ui
@Y

; e Em þ e @v@Y
 1
@vi
@X


( )
pc11c2eK1
1
Kdnþ½tþ2
ðj fiþ1j þ jgiþ1jÞ
pc11c2K1
K
ðj fiþ1j þ jgiþ1jÞ: ð2:32Þ
Now we choose K such that (2.21), (2.22), and
KXmaxf16c3; 16c4; 48K1c5; 16c6; 16c7; 16c8; 48K1c9; 16c10; 4c11c2K1g ð2:33Þ
hold. Then, from (2.24)–(2.32), it follows that
j fiþ1j þ jgiþ1jp1
2
ðj fij þ jgijÞpMiþ1 ¼ 1
2iþ1
K1:
Inductively, on Diþ1;
jGiþ1jp
Xiþ1
j¼0
j %gjjo2K1; jOiþ1jpe
Xiþ1
j¼0
j %fjjo2K1e:
We deﬁne a change of coordinates
T ¼T0 3T1 3?TN : DN-D0
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by the equations
x ¼ X þ eu
ðX ; Y ; eÞ; y ¼ Y þ ev
ðX ; Y ; eÞ;
where ðTn  DÞ þ 1
4
rCDN ¼ ðTn  DÞ þ ð34r 2NKdÞCðTn  DÞ þ 12r: By (2.19)
and (2.20), we have
maxfjeu
j; jev
jgpNKdpr
8
þ Kdp1
4
:
Here we need that ro1 and d is sufﬁciently small. Hence, T is invertible.
Let f
 ¼ fN ; g
 ¼ gN ; G
 ¼ GN and O
 ¼ ON : Then, under the transformation T;
(2.1) is reduced to
’x ¼ oþ O
ðy; eÞ þ ef
ðx; y; eÞ; ’y ¼ eðG
ðy; eÞ þ g
ðx; y; eÞÞ
on ðTn  DÞ þ 1
4
r; which satisﬁes
j f
j þ jg
jp 1
2N
K1pK1 expðc12e
1
nþ½tþ2Þ; jO
jo2K1e; jG
jo2K1: ð2:34Þ
The proof of Theorem C is ﬁnished. &
* If (2.1) is Hamiltonian, transformation (2.9) can be chosen as canonical. Hence,
the ﬁnal system in Theorem C is also Hamiltonian.
* The Diophantine condition can be weaken. In fact, by Arnold’s technique of
cutting functions [1], for sufﬁciently small and ﬁxed e40; we need to solve the
equation
@u
@x
o ¼
X
0ojkjpLðeÞ
fke
ﬃﬃﬃﬃ1p /k;xS;
where LðeÞ is a given integer dependent on e; which needs only o satisfying the
ﬁnite inequalities
j/k;oSjXgjkjt; 0ojkjpLðeÞ:
3. Proof of Theorem A
For any given y0AOðg; tÞ we introduce a transformation S : ðX ; Y Þ-ðx; yÞ;
y ¼ y0 þ
ﬃﬃ
e
p
Y ; x ¼ X :
Then
’X ¼ oðy0Þ þ
ﬃﬃ
e
p
FðX ; Y ; ﬃﬃep Þ; ’Y ¼ ﬃﬃep GðX ; Y ; ﬃﬃep Þ; ð3:1Þ
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where
FðX ; Y ; ﬃﬃep Þ ¼ oðy0 þ ﬃﬃep Y Þ  oðy0Þﬃﬃ
e
p þ f ðX ; y0 þ
ﬃﬃ
e
p
Y ; eÞ;
GðX ; Y ; ﬃﬃep Þ ¼ gðX ; y0 þ ﬃﬃep Y ; eÞ:
Let
O ¼ fYARm: jY jo1g:
For sufﬁciently small e40; we discuss (3.1) on ðTn  OÞ þ r0 with r040: By
Theorem C, there exists a real analytic transformation T
 : ðX 0; Y 0Þ-ðX ; Y Þ on
ðTn  OÞ þ 1
4
r0; which reduces (3.1) to the form
’X 0 ¼ oðy0Þ þ O
ðY 0;
ﬃﬃ
e
p Þ þ ﬃﬃep F1
 ðX 0; Y 0; ﬃﬃep Þ;
’Y 0 ¼ ﬃﬃep ðG
ðY 0; ﬃﬃep Þ þ G1
ðX 0; Y 0; ﬃﬃep ÞÞ; ð3:2Þ
where O
; G
; F1
 ; and G
1

 satisfy
jO
jo2a
ﬃﬃ
e
p
; jG
jo2a; jF 0
j þ jG0
jpa expðbe
 1
2ðnþ½tþ2ÞÞ;
for some positive constants a and b: So S3T
 is just the change needed in
Theorem A. &
* We have to reduce (1.1) into a system with a ﬁxed frequency before applying
Theorem C. For this purpose, let
oðyÞ ¼ oðy0Þ þ ðoðyÞ  oðy0ÞÞ;
where y0AOðt; gÞ for some t and g: In order to ensure that oðyÞ  oðy0Þ is small
enough, there is need to consider (1.1) on a small neighborhood of y0: In addition,
we also require that the system with the ﬁxed frequency, reduced by us, is deﬁned
on a large domain of slow variables. So that neighborhood of y0 is enlarged. The
change of coordinates
y ¼ y0 þ ekY ; x ¼ X ð3:3Þ
suits the above conditions. Here kAð0; 1Þ: It is not difﬁcult to ﬁnd that k ¼ 1
2
is
optimal. In fact, inserting (3.3) into (3.1), we have
’X ¼ oðy0Þ þ OðekÞ þ ef ðX ; y0 þ ekY ; eÞ; ’Y ¼ e1kgðX ; y0 þ ekY ; eÞ;
hence, 1 k ¼ k; that is, k ¼ 1
2
: The new system has a minimal perturbation.
* From KAM theory we know that in formulae of the transformation of
coordinates the denominators /k;oðyÞS cannot vanish in the domain considered.
This condition is fulﬁlled in single-frequency systems with nonvanishing
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frequency and in systems with constant frequency that satisfy the Diophantine
condition. Hence, in [10] and in Section 2 of this paper, the global results of the
approximate decomposition of slow–fast motions are developed. However, for the
general case, this condition fails. On the other hand, KAM theory also tell us that
for t4n  1; Sg40 Oðt; gÞ has full measure. Thus,we can require that /k;oðyÞS
does not vanish on some neighborhood of every y0AOðt; gÞ; whose radius are
order of
ﬃﬃ
e
p
(see [4, pp. 144, 162]). This is the geometric meaning of the square
root of the original small perturbation parameter.
* To extend S
 in Theorem A in the entire Cantor set
S
g40 Oðt; gÞ is a complicate
problem. This needs Whitney’s analytic extensions theory. For details, see [11].
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