Abstract-Group testing is the process of pooling arbitrary subsets from a set of n items so as to identify, with a minimal number of tests, a "small" subset of d defective items. In "classical" non-adaptive group testing, it is known that when d is substantially smaller than n, (d log(n)) tests are both information-theoretically necessary and sufficient to guarantee recovery with high probability. Group testing schemes in the literature that meet this bound require most items to be tested (log(n)) times, and most tests to incorporate (n/d) items. Motivated by physical considerations, we study group testing models in which the testing procedure is constrained to be "sparse." Specifically, we consider (separately) scenarios in which 1) items are finitely divisible and hence may participate in at most γ ∈ o(log(n)) tests; or 2) tests are size-constrained to pool no more than ρ ∈ o(n/d) items per test. For both scenarios, we provide information-theoretic lower bounds on the number of tests required to guarantee high probability recovery. In particular, one of our main results shows that γ -finite divisibility of items forces any non-adaptive group testing algorithm with the probability of recovery error at most to perform at least γ d(n/d) (1−5)/γ tests. Analogously, for ρ-sized constrained tests, we show an information-theoretic lower bound of (n/ρ) tests for high-probability recovery-hence in both settings the number of tests required grows dramatically (relative to the classical setting) as a function of n. In both scenarios, we provide both randomized constructions and explicit constructions of designs with computationally efficient reconstruction algorithms that require a number of tests that is optimal up to constant or small polynomial factors in some regimes of n, d,γ , and ρ. The randomized design/reconstruction algorithm in the ρ-sized test scenario is universal-independent of the value of d, as long as ρ ∈ o(n/d). We also investigate the effect of unreliability/noise in test outcomes, and show that whereas the impact of noise in test outcomes can be obviated with a small (constant factor) penalty in the number of tests in the ρ-sized tests scenario, there is no 
I. INTRODUCTION
T HE problem of group testing deals with identifying a relatively small number of "defective" items among a large population via non-linear "grouped" tests. The model was introduced by Dorfman [1] in 1943, motivated by the task of identifying syphilitic individuals among military inductees during World War II. Individual blood tests for syphilis were expensive, so the idea was to pool and test multiple blood samples simultaneously. It was desirable to minimize the number of tests, while correctly identifying the disease status of every individual.
This paper studies group testing with two potential types of constraints on the group-testing procedure. First, we consider a model wherein each item can be tested a limited number γ of times (e.g. due to a limited amount of blood that can be taken from an individual). Second, we consider a model wherein each test can be a pool of at most a certain number ρ of items (e.g. equipment limitations may impose a maximum on the number of objects that can be simultaneously tested).
Our primary technical contribution in this work is to demonstrate that even relatively mild constraints on γ or ρ can dramatically change the nature of the group-testing problem. In contrast to the classical (unconstrained) group-testing literature, where (d log(n)) tests are necessary and sufficient for high probability recovery, in our (γ -or ρ-constrained) setting the necessary number of tests required may be as much as an exponential factor larger (polynomial in n rather than logarithmic in n)! We also present a suite of algorithms (in a variety of problem settings) that meet these information-theoretic bounds up to constant or small polynomial (in d or n) factors. The randomized design/reconstruction algorithm in the ρ-sized test scenario may also be made universal -independent of the value of d, as long as ρ ∈ o(n/d). Finally, we also investigate the effect of unreliability/noise in test outcomes, and show an interesting dichotomy. In the ρ-sized tests scenario the impact of noise in test outcomes can be obviated with a small (constant factor) penalty in the number of tests. However, there is no group-testing procedure, regardless of the number of tests, that can combat noise in the γ -divisible scenario.
A. Related Work
While there is significant literature on multiple alternative models of group testing (see for instance [8] - [10] , [13] , [15] , [17] , [19] , [22] , [24] , [26] ), the focus of this work is primarily 0018-9448 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
on non-adaptive group testing (NAGT) under a vanishing-error reconstruction guarantee, with d ∈ o(n). Thus the prior work that we benchmark against pertains to the literature on lower bounds and algorithms (both deterministic and randomized) for vanishing-error non-adaptive group testing, with d ∈ o(n).
A lower bound of (1 − )d log(n/d) tests is known to hold for -error group testing, [12] , [18] . This is met (up to constant factors) by [3] , [24] , and [32] . 1 In the works mentioned above there are no a priori constraints on the group tests themselves. In classical group testing algorithms that meet (up to constant factors) the informationtheoretic lower bound of (d log(n)) tests for -error reconstruction, each item is tested (log(n/d)) times.
1) Most Relevant Papers:
In this section we discuss in somewhat more detail prior work that is potentially the closest to this paper.
• While an earlier conference version [21] of this paper also had results on zero-error designs in the γ -divisible items and ρ-sized test settings, subsequent work in [27] subsequently significantly improved on those results with nearly matching upper and lower bounds in the zero-error setting. We hence refer readers interested in zero-error combinatorial designs with constraints to [27] . We note in passing that while a direct comparison between the results in [27] and this work is unfair due to the difference in error criteria (vanishing error versus zero-error), the number of tests required for some designs in our work are significantly smaller than corresponding results in [27] (for instance an upper bound of O γ d(n/) 1/γ tests sufficing to ensure probability of error of at most in Theorem 4 of this work, versus a lower bound of about (nd 2 ) d/γ in [27] ). This significant penalty that one pays when one demands zero-error performance (instead of being satisfied with vanishing error performance) is analogous to the difference between information-theoretic and coding-theoretic results in general, and to corresponding known results in classical non-adaptive group testing, where (d log(n)) tests are both necessary and sufficient, as opposed to the significantly higher number of tests for the zero-error performance -see Footnote 1.
• An early work to consider group-testing with constraints on column or row weights of the design matrix was [4] , wherein an elegant construction with both row and column constraints was provided under a zero-error reconstruction criteria. However, the number of tests required in [4] is significantly greater than required in this work. Specifically, viewed as a γ -constrained design, the number of tests required in [4] design, the number of tests required in [4] scales as
, which is significantly larger than the O n ρ tests that suffice in the randomized design (Theorem 8) in this work.
• The title of [16] is "Improved group testing rates with constant column weight designs", and as such it may be tempting to consider this work as related to the column-constrained group-testing problem. While [16] is indeed very nice work for other reasons outlined below, in actuality is not directly relevant to the problem at hand since the value of γ chosen is (log(n)). Hence the word "constant" does not truly mean a constant independent of n (as can be the case in our setting when γ ∈ o(log(n))).
The reason for this choice of γ by Aldridge et al. [16] is that this allows them to improve over prior work by a constant factor the number of tests required for successful reconstruction, from
where c 2 is a somewhat smaller constant than c 1 (both constants depending on the limiting behavior log(d)/ log(n)). However, as we note in our discussion in Section IV, γ ∈ (log(n)) is no longer "sparse" -if γ is substantially smaller (γ ∈ o(log(n)) then indeed the number of tests required may increase by a factor that is as much as exponentially larger in n).
• Certain works such as [7] focused on graph-based testmatrix ensembles with fixed row/column weights, and used insights from statistical physics (in particular via the "replica symmetric cavity method") to analyze their performance. 2 However, full proofs of correctness in these works have been omitted.
• An intriguing related line of work [6] , [13] , [34] is motivated by the problem of network tomography (localizing network failure locations by analyzing packets that get "dropped"). In this line of work, tests may only be performed on connected components of an underlying graph (corresponding to paths that packets injected into the network may take). For certain types/ensembles of graphs (such as expander graphs, or Erdös-Rényi graphs), [34] derive nearly matching upper and lower bounds on the number of tests required to localize failures.
II. MODEL
Let S be the set of n elements, and let set D ⊂ S with |D| = d consist of the defective items. The elements in S/D are called non-defective. Here d is considered to be "small" with respect to n -it could be as small as a constant, or as large as n α for some constant α strictly less than 1. 3 We wish to identify the defective items through a series of group tests, which take as input a subset (group) of the n items, and output whether or not there exists at least one defective item in the subset (group). 4 The goal of nonadaptive group testing is to correctly identify the exact set of defective items with a minimum number of non-adaptive group tests.
Group testing may be adaptive (the set of items to be tested in a group may be a function of prior test outcomes) or nonadaptive (all group tests have to be chosen independently of prior test outcomes). Aside from naturalness of the nonadaptive group testing problem viewed as a nonlinear estimation problem, the advantage of non-adaptive group tests over adaptive group tests is that they allow for parallel testing, and can use off-the-shelf hardware. Another reason to prefer non-adaptive group testing over adaptive group testing is its application as a module in other algorithms, for instance in streaming algorithms [5] . We thus focus on non-adaptive group testing in this paper.
Formally, we represent the set S by the weight-d binary input vector X ∈ {0, 1} n , which is the indicator vector of S. For a vector v ∈ {0, 1} n we let Supp(v) denote the set of non-zero indices in v.
The sequence of T non-adaptive tests is represented by the rows M i ∈ {0, 1} n of a test matrix M ∈ {0, 1} T ×n , and the outcomes Y i ∈ {0, 1} are computed as
. Therefore, the result of a test is positive if and only if the test contains at least one defective item. We note that the test matrix could be chosen deterministically, or may be randomized.
Given the tests and their outcomes, the decoding algorithm outputs an estimate vector X ∈ {0, 1} n , representing an estimate of the indicator vector of the defectives.
We are interested in tests that fail with small probability. In particular, we focus on -group testing and design tests for which the probability of error is bounded by some > 0, 5 namely
The probability in the above definition is taken over the randomness of the set of defectives, and over the randomness of the test matrix (if the tests are randomized). Here we assume that the set D of defectives is chosen uniformly at random among all sets of size d, except in Theorem 6/Section VII-A, where for ease of analysis we consider instead the closely 4 In classical group testing, the true value of d (or a (good) upper bound on it) is typically known a priori. Our algorithms in general only require knowledge of a (good) upper bound on d -they are designed under the assumption that the number of defectives is at most d, and will still have low probability of reconstruction error if the true number of defectives is any smaller value. Indeed, in some scenarios (for instance see Remark 17) our designs and reconstruction algorithms are universal, in the sense that they do not need to know the value of d at all, as long as one is guaranteed that d ∈ o(n/ρ). 5 Note that in our proofs does double duty as both the probability of error, and as a "generic sufficiently small positive quantity" whenever some slack is needed. This allows us to reduce the number of parameters to keep track of, and eases exposition. related model wherein items are defective i.i.d. Binomial(d/n), leading to an expected group size of d. 6 Some authors [9] , [14] consider "noisy" tests, in which test outcomes are misreported with some small probability. In this setting, the output vector Y ∈ {0, 1} T is obtained as Y = Y ⊕ Z , where Z ∈ {0, 1} T is a noise vector produced by a binary-symmetric channel with crossover probability σ . In such models, an -error reconstruction guarantee is desired again, with P error = Pr X = X < , where the probability is taken over the randomness of X, possibly that of M, and that of the noise process that converts Y to a noisy vector Y . We briefly consider such models in Section VII.
We define the γ -divisible group-testing model as one in which each item can be tested at most γ times, and so each column of M contains at most γ many 1's. Similarly, we define the ρ-sized group-testing model as one in which each test can include at most ρ items, and so each row of M contains at most ρ many 1's.
In what follows, all logarithms are base 2. The function H (X) denotes the entropy of the (vector valued) random variable X, H ( p) denotes the binary entropy function, and I (X; Y ) the mutual information between X and Y .
We first reprise the well-known Stirling's approximation for the factorial function.
Fact 1 (Stirling's Approximation [37] ):The factorial function n! can be bounded from above and below as
We use the following bounds [36] on the binomial coefficients which follow from Stirling's approximations.
Fact 2 (Bounds on Binomial Coefficients [36] ): For any integers n > 0, and d ≤ n,
III. OUTLINE
Before the formal statements (in Section IV) and proofs (in subsequent sections) of our results, we first present in this section a summary of our techniques, with supplementary intuition. 6 Another slightly different distribution over D that might be considered is to have a uniform distribution over all d For our information-theoretic lower bounds on -error nonadaptive group testing (in Sections V-A and VI-A), we start with the observation that for any group testing procedure to succeed, the entropy of the test outcome vector Y must almost equal the entropy of the input vector X (which has entropy log
is, say, a constant, or scales logarithmically in n, this may be interpreted as α being an arbitrarily small positive constant.). Indeed, in classical group testing, this is a design principle for the test matrices M, leading to designs such that the probability of test outcomes being either positive or negative are each close to 1/2 (and hence the entropy of each individual test is close to 1). 7 This design principle implies that each test should include about g * = (n/d) ln (2) items, since then the probability of a negative test outcome can then be shown to be ≈ 1/2. This density of items per test (corresponding to the density of items per row of M) coupled with the desire to use only an information-theoretically optimal number of tests of about
But for "sparse" matrices, for instance when tests are sizeconstrained to ρ = o(n/d), it may be impossible to meet this design principle. This implies a fundamental upper bound on the entropy that can be "squeezed" out of each test Y i . Coupled with the need to squeeze a total of d log(n/d) bits of entropy out of the test vector Y , and "standard" information-theoretic techniques (such as Fano's inequality) relating entropic quantities to the probability of error gives us non-trivial lower bounds on the number of tests required in the ρ-size constrained model, as outlined in Section VI-A.
Similar techniques also work in Section V-A to provide lower bounds on the number of tests required in the case when the testing procedure involves γ -divisible items -this puts an upper bound of γ on the number of 1's in any column of the testing matrix M. This implies a constraint on the average density of each row in M. However, more care is required in this model, since there may be a few test rows of M with "high" weight. Our bounding technique therefore proceeds by choosing a threshold above which we consider a test to be "heavy". We then do a two-stage approximation to obtain an upper bound on the entropy of the test outcome vector Y , and the rest of the proof is similar to the one in Section VI-A.
As an explicit example of the type of results obtainable via these lower bounding techniques, we can show that to detect a single defective (d = 1) out of n items, with the constraint that each item may be tested at most twice (γ = 2), it must be the case that the group testing procedure has at least about √ n tests. (Compared with log(n) tests, which would suffice in the unconstrained case.) To gain further intuition on why such a lower bound might be tight, consider the following testing algorithm. The n items are arranged into a √ n × √ n grid, as in Figure 1 . The test matrix then comprises of 2 √ n rows, corresponding to the √ n sets of √ n items in each column of this grid, and the √ n sets of √ n items in each row of this grid. The unique defective item then must correspond to the item sitting at the intersection of the single column and the single row that return positive test outcomes.
Generalizing this explicit design to general item and test constrained settings takes more work. We provide explicit constructions that use the toy example (d = 1, γ = 2) and generalize to arbitrary d, and γ or ρ, via a "divide-and-conquer" approach. Details are provided in Sections V-C and VI-C.
In Sections V-B and VI-B we also provide randomized designs that draw intuition from the analysis of "classical" (unconstrained) group testing schemes. We analyze the probability that randomly chosen matrices chosen from suitable ensemble of matrices with either ρ-sparse rows or γ -sparse columns (for the two models considered) have a "reasonable" probability of success, by analyzing the probability that a non-defective item is "masked" by the set of d defective items. These results are outlined in Sections V-B and VI-B. We highlight a special feature of the result in Section VI-B, that it is universal, in the sense that the corresponding design/reconstruction algorithms are independent of the value of d (as long as ρ is in the range of interest, i.e.,
Finally, in Section VII we examine the effect of σ -noise (say BSC(σ ) noise for concreteness) in test outcomes Y i on the reconstructability of X -interestingly, while nontrivial achievability schemes exist in the ρ-test size constrained setting with σ -noisy test outcomes (for instance by repeating each test an appropriate number of times and taking the majority), in the γ -divisible item scenario any non-trivial amount of noise renders any group testing algorithm unable to reconstruct X with a vanishing probability of error. This latter impossibility result stems from the fact that if the columns of M are sufficiently sparse (o(log(n)), then with non-trivial probability all information about the status of at least one item will be completely masked by the noise in the tests in which the item participates.
IV. RESULTS
We now formally state our results, with proofs presented in subsequent sections.
A. γ -Divisible Items
We begin with discussing our results for the scenario wherein each item may be tested at most γ times.
1) Parameter Regime of Interest for γ -Divisible Items: Some prefatory remarks that will be useful in the proofs are in order. It is well-known in the classical group-testing literature (see for instance [18] , [24] ) that in unconstrained settings T > (1 − )(d log(n/d)) tests are necessary to reconstruct all defectives with error probability at most , hence the same is certainly true in the constrained setting. It is also known that if each item can be tested (log(n/d)) times, then (d log(n)) tests suffice for group-testing algorithms with vanishing error. Hence the parameter regime of primary interest is when
for some positive constant α < 1), and when T ∈ (d log(n/d)). Note that this implies a fact that will be useful later in our proofs, that
To trade off between precision and readability, we specify explicit (upper and lower) bounds in the following theorems, but use instead Bachmann-Landau asymptotic notation to specify parameter regimes and computational complexity.
2) Results for γ -Divisible Items:
Perhaps the result with the most technically-involved proof is a lower bound (Theorem 3) on the number of tests in any non-adaptive group-testing algorithm that tests each item at most γ ∈ o(log(n)) times, and is allowed to make an error with probability at most . This result sets the stage for the remainder of this work, by showing the stark price one pays for imposing constraints on test designs, with the number of tests shooting up from being logarithmic in n in the unconstrained setting, to being polynomial in n in the constrained setting.
Theorem 3 (Section V-A): For any sufficiently large n, sufficiently small > 0, and d ∈ o(n α ) for some positive constant α < 1, any non-adaptive group-testing algorithm that tests each item at most γ ∈ o(log n) times and has a probability of error of at most requires at least γ d
tests. To complement this lower bound, we also present two designs, both of which have affiliated reconstruction algorithms with computational complexities that are polynomial in problem parameters.
The first provides a randomized construction, requiring a number of tests that is larger than the lower bound by a factor that scales essentially as ( The second design is explicit (does not require randomness in designing the test matrix). On the one hand this design requires more tests than the one in Theorem 4 (by a factor of d 1−2/γ ), but on the other hand for small d (say constant d, or d ∈ O(log n)) has reconstruction complexity that can be exponentially smaller in n than that of the algorithm in Theorem 4. One point to highlight about Theorem 5 is that due to technical reasons, the construction only works when Noisy Tests: Finally, we consider the case where there is Bernoulli(σ ) noise in test outcomes -individual test outcomes are mis-reported in an i.i.d. manner, with the probability of misreporting σ ∈ (0, 1/2). In this scenario we show that when items may be tested at most γ times, if log(d)/γ ∈ (1), (for instance when γ ∈ (1), or when γ ∈ o(log(n)) and d ∈ (n α ) for some α in (0, 1)) the probability of error of any non-adaptive design/reconstruction algorithm is bounded away from zero, regardless of the number of tests performed. This is in contrast to results in unconstrained group-testing, wherein reliable reconstruction is still possible, albeit at the cost of a constant (dependent on σ ) factor increase in the number of tests required. 
B. ρ-Sized Tests
We now discuss our results for the scenario wherein each test may comprise of at most ρ items.
1) Parameter Regime of Interest for ρ-Sized
Tests: As before, we begin by first identifying the parameter regimes of interest for ρ. Recall that it is well-known in the classical group-testing literature (see for instance [18] , [24] ) that in unconstrained settings T > (1 − )(d log(n/d)) tests are necessary to reconstruct all defectives with error probability at most , hence the same is certainly true in the constrained setting. It is also known (see for instance [18] , [24] ) that if each test can comprise of 
for some β ∈ [0, 1). If d or ρ behave like constants, or say logarithmically in n, one may then set the corresponding value of α or β respectively to zero.
2) Results for ρ-Sized Tests: We now discuss our results for the scenario wherein each test may comprise of at most ρ items. The results here are broadly similar in flavor to those corresponding to the γ -divisible constrained ones above, with one notable exception being the difference between Theorem 6 above and Theorem 10 below.
The lower bound we derive in Theorem 7 for the ρ-sized scenario corresponds to the one derived in Theorem 3.
Theorem 7 (Section VI-A): For any sufficiently large n, sufficiently small > 0, and d ∈ (n α ) for some α ∈ [0, 1), any non-adaptive group-testing algorithm that includes ρ ∈ ((n/d) β ) (for some β ∈ [0, 1)) items per test and has a probability of error of at most requires at least
tests.
Analogously to the γ -divisible group testing schemes in Section IV-A2, we now give two different constructions of test matrices (and affiliated computationally tractable reconstruction algorithms) which are row-constrained.
First we give (in Theorem 8) a construction of a randomized test matrix that requires a number of tests that is larger by a constant factor of essentially 1/(1 − α) (neglecting mild dependencies on the probability of reconstruction error) than the lower bound (in Theorem 7) to reliably identify d ∈ o(n α ) defective items. We note that this additional factor of 1/(1 − α) is similar to the state of affairs in classical group testing scenario (with no row/column constraints) (for instance see [18] , [24] ).
For ease of presentation in Theorem 8 below it will be convenient to scale the probability of error as n −ζ for some sufficiently small ζ > 0. 8 Theorem 8 In fact, if the scheme in Theorem 8 is used to design a test matrix with ω(n/ρ) tests instead of (n/ρ) tests, we then have a universal design, which works regardless of the value of d, as long as d ∈ o(n/ρ). See Remark 17 for details.
Our second design results in an explicit construction, analogous to the design in Theorem 5. Even though the number of tests required by the design in Theorem 9 is somewhat larger (by a factor of between O(log(ρ)) to O(d) larger, depending on the regime of ρ and d) than the randomized construction, the reconstruction algorithm in Theorem 9 may be significantly faster. To do this, it will help to subdivide ρ into two separate regimes (our design will have different behaviors for these parameter regimes):
1) The first "test-size constrained" regime when ρ is less than n d 2 , and 2) The second "block-number constrained" when ρ is larger than Noisy Tests: Finally, we consider the impact of noise in test outcomes when the size of each test is constrained to at most ρ. The situation here is more akin to the situation in unconstrained noisy non-adaptive group-testing (for instance see [12] , [18] , [28] ) wherein one can ensure reliable reconstruction even from noisy test outcomes at the cost of at most a "small" multiplicative factor in the number of test outcomes -a constant factor (dependent on σ but independent of d and n) in unconstrained group-testing. In the setting we now consider a factor that is at most logarithmic in n will suffice to ensure reliable recovery (i.e., ( n log(n) ρ ) tests suffice in this setting), and indeed, as discussed in Remark 20, it is conceivable that even the need for this logarithmic factor can be obviated by somewhat more sophisticated arguments than those we consider in this work.
Theorem 10 (Section VII): For any sufficiently large n, sufficiently small ζ > 0, and d ∈ (n α ) for some positive constant α < 1, there exists a randomized non-adaptive group-testing design that includes at most ρ ∈ n d β (for some positive constant β < 1) items per test, using at most 2 
tests, and an affiliated reconstruction algorithm of computational complexity
that ensures a reconstruction error of at most = 2n −ζ . All results stated in this section are summarized in Table I .
V. γ -DIVISIBLE ITEMS
In Section V-A we present the proof of an informationtheoretic lower bound on the number of tests required by any non-adaptive group-testing scheme that is allowed to test each item no more than γ times and has probability of error no more than . In Section V-B we provide a randomized construction of a corresponding group-testing algorithm, and in Section V-C we provide an alternative explicit construction (that requires more tests than the randomized construction, but on the other hand has significantly smaller computational complexity of decoding). 
A. Proof of Theorem 3: Information-Theoretic Lower Bounds
We begin by partitioning the tests T into sets S l and S h , where i ∈ S l if test i includes fewer than
and i ∈ S h otherwise (that is, test i includes at least
items). Roughly speaking, tests in set S l are "light" (test "few" items per test) and hence have a "high" probability of being negative, and thus "low" entropy (significantly less than 1 bit per test). Conversely, tests in set S h are "heavy" (test "many items per test) and may potentially have "high" entropy (as much as 1 bit per test) -however, there cannot be too many heavy tests, due to the constraint that each item is tested at most γ times.
We first bound the entropy of the heavy tests. Since there are at most a total of γ n 1's in the test matrix and the entropy of each test outcome binary variable Y i is at most 1,
Next, we bound from above the entropy of the light tests. For any i ∈ T , let g i denote the number of items in test i . We first note that since for light tests,
, and hence by Equation (1),
Next, for any fixed test i with a fixed set of g i items being tested, we bound from below the probability (with randomness uniformly distributed over all possible n d sets of defectives) that test outcome Y i is negative, and denote this probability
. While the precise value of p
, via direct calculation this equals
, which may be interpreted as the probability that for a fixed set of d items being defective, the probability (with randomness uniformly distributed over all possible n g i sets of tests of size g i ) that
test outcome Y i is negative, i.e., the randomness is shifted from sampling the defectives without replacement d times, to sampling the test items without replacement g i times. But for a fixed set of d defectives the probability of a negative test outcome by sampling g i items without replacement is strictly greater than that of sampling g i items with replacement, which in turn equals 1 − d n g i . Hence
where the latter inequality follows from Bernoulli's identity [39] . Hence, for light tests, the probability of negative test outcomes is very close to 1. This allows us to bound the entropy of any individual light test from above as follows:
for any > 0 and sufficiently large n. Here Equation (5) follows from Equation (3) and using the fact that − log (1 − x) ≤ x 1−x , for x < 1, x = 0. Note that since the total number of 1's in the test matrix is at most γ n, the entropy over all light tests ( i∈S l H (Y i )) is bounded from above by the following constrained optimization problem, where the optimization variables are the g i for light tests:
It can be readily verified (via, for instance the method of Lagrange multipliers) that the maximum of (6) occurs when each of the g i 's are equal, and hence each is at most γ n |S l | . Thus, since |S l | ≤ T , the total entropy over all the light tests is at most
Hence, adding Equation (2) to (7), the overall entropy H (Y ) of all test outcomes, is bounded from above by
The remainder of this proof follows relatively standard lines (see for instance [12] , [18] ) in the literature on informationtheoretic converses for (classical) group-testing. Specifically, we begin by noting that X ↔ Y ↔ X form a Markov chain. 9 From standard information-theoretic definitions, we have
where H (X) is the binary entropy of the length-n binary vector X, and I (X; X ) is the mutual information between X and X. Since X is uniformly distributed over X , the set of all lengthn, d-sparse binary vectors, we have
We now upper bound each of the terms in RHS of Equation 9 separately. By Fano's Inequality,
Note that for < 1 2 ,
Also, by the data processing inequality and standard information theoretic inequalities,
Combining Equations (10), (12), (11), (8) and (9) we have
By reordering the terms we get a lower bound on the number of tests as
where the second line holds for sufficiently large n and the third line holds by Fact 2. Hence,
tests are needed by any non-adaptive group-testing procedure that has probability of error at most .
Remark 11: As pointed out by an anonymous reviewer, the approach followed in the above proof does not carry through for adaptive group testing, since our proof bounding the entropy H (Y i ) of individual testing outcomes critically relies on the test matrix M being independent of X. Since the focus of this work is on the nonadaptive setting, we leave open the question of deriving lower bounds for the adaptive setting as an interesting open question.
B. Proof of Theorem 4: Randomized Construction of Test Matrices
We now describe a randomized construction of a T × n test matrix M, where T = eγ d n 1/γ tests suffice to guarantee a probability of reconstruction error of at most via a reconstruction algorithm of computational complexity O γ d n 1+1/γ . The test matrix is obtained by picking each column of M uniformly at random from the set {0, 1} T of length T binary vectors of Hamming weight γ . We now describe how to reconstruct the estimate vector X from the test results. This reconstruction algorithm is essentially the same as one outlined for classical group-testing in [18] , adapted to the parameter settings in this paper.
1) The Column Matching Algorithm (CoMa): To obtain the estimate vector X from result vector Y , the Column Matching algorithm (CoMa) from [18] uses the tests which have positive outcomes to identify all defective items, while declaring all other items to be non-defective. Namely, the algorithm marks item i defective if every test in which i is included is positive. Note that CoMa cannot incorrectly mark defective items as non-defective. CoMa can only incorrectly designate a nondefective item as defective if the item is not tested, or is only tested in positive tests (i.e., every test it occurs in has at least one defective item). If M is chosen to have enough rows, then we show that with significant probability, each non-defective item appears in at least one negative test, and hence will be appropriately marked non-defective. Note that the computational complexity of this reconstruction algorithm
2) Analysis:
Since each of the d defective items can be tested at most γ times, the maximum number of tests which are positive is at most dγ . Now, an item will be marked by CoMa as defective if all the tests which pick this particular item are positive. Therefore for a fixed non-defective item i , the probability that it is incorrectly marked defective is the probability that i is always tested with one of the d defective items which happens with probability at most Remark 12: Note that the ratio between the number of tests required via the algorithm considered here and the lower bound in Section V-A scales essentially as ((d/) 1/γ ) (neglecting lower-order dependencies on the probability of error ), which for large values of d (say d scaling as n α for some α ∈ (0, 1)) may be significant. It is conceivable that there is room to improve on our upper bound. Specifically, if one were to consider the Definitely Defective decoder (see, for instance, [16] ) or Maximum Likelihood decoding (for instance, via the approach followed in [24] ) instead of the greedy CoMa decoding considered in this section, it is possible that one may be able to significantly improve the gap between the upper and lower bounds in this work. Alternatively, it might also be possible to improve our lower bound in this model, by using the approach in [30] (attempting to quantify the correlation between tests, and thereby obtaining a tighter bound on H (Y ) than
, or the approach in [31] (which bounds from below the probability that at least one item is completely masked by other items, and hence leads to error). We leave these directions open as interesting questions to be explored in future work.
C. Proof of Theorem 5: Explicit Construction of Test Matrices
In this section we focus on an explicit construction of nonadaptive test matrices. Even though the explicit construction requires more tests than the randomized construction (shown in Section V-B), its decoding complexity far better. We first attempt to generalize the grid construction for γ = 2 in Section III, and point out a shortcoming in a naïve implementation.
1) First Tool: γ -Dimensional Hypergrid: For ease of presentation, define b = n 1/γ . We represent each item i ∈ {0, . . . , n − 1} by its base-b representation (x γ . . . x 2 x 1 ) b , so that each x j ∈ {0, 1, . . . , b − 1} and
For test t, where t = αb + k, for α ∈ {0, 1, . . . , γ − 1} and k ∈ {0, 1, . . . , b − 1}, we include exactly the items whose (α + 1)th coordinate is k, i.e., x α+1 = k. Hence, there are γ b = γ n 1/γ tests in total. See Figure 2 for an example. Intuitively, test t = αb+k returns whether or not there exists a defective item i whose base-b representation has x α+1 = k. Note that a defective item i ∈ [n] will cause exactly γ tests to be positive, corresponding to when each of its coordinates is tested. Thus, if there exists a unique defective item, it can be successfully recovered from its unique base-b representation.
Remark 13: Indeed, note that if the vector Y of test outcomes is provided as a list of indices corresponding to positive test outcomes (rather than the full length-T vector Y ), then the computational complexity of the reconstruction algorithm is just O(γ log(n 1/γ )) = O(log(n)).
However, with multiple defective items, we may not be able to uniquely determine each item. For example, for n = 9, d = 2 and γ = 2, if items 2 and 4 are defective, then positive tests will tell us that there exist defective items with x 1 = 1 (corresponding to item 4), x 1 = 2 (corresponding to item 2), x 2 = 0 (corresponding to item 2) and x 2 = 1 (corresponding to item 4). However, another pair of defective items that return the same positive test results are items 1 and 5. Thus, we cannot uniquely recover all defective items, unless there is only one defective item. See Figure 2 for more details.
2) Block Algorithm: Divide and Conquer:
2 ) 1/γ , using the previous ideas. The key observation is that the algorithm from Section V-C1 succeeds if there is a unique defective item. Thus, we split [n] into cd 2 blocks, where c =
1
, and run the algorithm in Section V-C1 separately on each block of size n = n/cd 2 . (See Figure 3 for an example.) Then the probability that no two defective items fall into the same block is at most
where the last line holds by Bernoulli's Inequality. Thus with probability at least 1 − no block contains more than one defective item, so we can also successfully identify the d defective items with probability at least 1 − using the algorithm in Section V-C1 for n items. Since there are at . Hence, while the number of tests required by this explicit design is larger (by a factor of d 1−2/γ ) than the randomized design discussed in Section V-B1, for small values of d (for instance if d is constant or logarithmic in n) the computational complexity of the reconstruction algorithm may be exponentially less than that of the CoMa algorithm in Section V-B1. Explicit constructions (with affiliated fast reconstruction algorithms), perhaps using the coding-theoretic ideas in [8] , [22] , [25] , and [26] , perhaps also obviating the need to restrict d ∈ o( √ n) rather than d ∈ o(n), is an interesting direction for future research.
VI. ρ-SIZED TESTS
This section parallels the results in Section V, but with constraints on the size of each test rather than constraints on the number of times items can be divided. Specifically, in Section VI-A we present the proof of an informationtheoretic lower bound on the number of tests required, in Section VI-B we provide a randomized construction of a corresponding group-testing algorithm, and in Section VI-C we provide an alternative explicit construction.
A. Proof of Theorem 7: Information-Theoretic Lower Bounds
This proof broadly parallels the one in Section V-A with some simplifications (in particular, one does not have to divide tests into light and heavy tests -all tests may be treated as light tests, with at most ρ items).
Via the same approach as in Section V-A (see the argument leading up to Equation (4)), noting that each test may have at most ρ items, the probability of a negative test outcome is bounded from below by 1 − Therefore,
The last inequality follows, for sufficiently large n, from Stirling's approximation for 
B. Proof of Theorem 8: Randomized Construction of Test Matrices
We now describe a randomized construction of a T × n test matrix M, where T = c n ρ , where c is a constant positive integer to be chosen later. For ease of exposition in this algorithm, it will help to require that the probability of error scales as n −ζ for some ζ > 0. Also recall that d scales as o(n α ), and ρ ∈ (n/d) β , for non-negative constants α and β both less than 1.
We pick M by sampling uniformly from all T × n binary matrices with exactly ρ items per test, and each item sampled exactly c times. 10 We output the estimate vector X from the test results using the same CoMa algorithm as in Section V-B1.
A fixed item is incorrectly marked defective when all the tests it participates in also correspond to tests in which at least one other defective item participates in, and hence is marked positive. While the choice of test matrix (uniform over T × n matrices with c ones per column and ρ ones per row) implies that any individual column is uniformly distributed among all length-T columns of Hamming weight c. Since the total number of positive tests may be bounded from above by cd, the number of times each item is tested is exactly c, and any individual column of the test matrix is uniformly distributed among all length-T columns of weight exactly c, therefore the probability that the item is incorrectly marked defective is 
Recalling that ρ ∈ o(n/d) β for some β < 1 (hence eρ (n/d) β ), Equation (14) holds for c > log
= n −ζ , we have that Equation (14) holds for sufficiently large n if c >
1+ζ
(1−α) (1−β) . Hence for sufficiently large n,
tests suffice to guarantee a probability of error of at most = n −ζ .
Remark 15: Note that the computational complexity of reconstruction of this algorithm, as in CoMa in Section V-B1, is T n, which is in O(n 2 /ρ).
Remark 16: Note that this construction of a randomized test matrix that requires a number of tests that is larger by a factor of essentially 1/(1 − α) (neglecting dependencies on the probability of error) than the lower bound (in Theorem 7) to reliably identify d ∈ o(n α ) defective items. We note that this additional factor of 1/(1 − α) is similar to the state of affairs in classical group testing scenario (with no row/column constraints) (for instance see [18] , [24] ).
Remark 17: Note that the design proposed in this section depends only very weakly on the specific value of d -the only place where the value of d matters is in the constant pre-factor multiplying n/ρ in the number of tests, and the requirement that ρ ∈ o(n/d); the remainder of the design and reconstruction algorithm are independent of the specific value of d. Indeed, it can be directly verified that if one chooses T ∈ ω(n/ρ) (instead of T ∈ (n/ρ) as in the design above), and one is guaranteed that d ∈ o(n/ρ), then regardless of the specific value of d, the scheme above will also result in a design with a low probability of reconstruction error. This universality is reminiscent of universal (fixed-length) source coding -as long as the input vector is "sparse enough", a given random code will be able to compress it in a manner compatible with low probability of reconstruction error.
C. Proof of Theorem 9: Explicit Construction of Test Matrices
As in Section V-C we now provide an explicit design of test matrices for the scenario with ρ-sized tests. As in Section V-C, this explicit design only works for a restricted parameter range for d,
The first tool in our explicit construction is similar to the divide-and-conquer idea in Section V-C. We divide the n items into at least n d 2 blocks, where each block contains at most ρ items. Specifically: blocks, therefore as in Section V-C, with probability at least 1 − , each group contains at most one defective item.
Within each block, our test-design is a "non-adaptive binary search". Specifically, for each i th block of size n , there is a log(n + 1) × n "sub-test matrix" M (i) that non-adaptively tests only the corresponding n items. The j th column of M (i) comprises of the (length-log(n + 1)) binary representation of the integer j . The decoding algorithm, on observing test outcomes corresponding to block i , declares no defectives to be present if all test outcomes are negative. On the other hand, if some test outcomes are positive, then viewing positive test outcomes as 1s and negatives test outcomes as 0s, the length-log(n + 1) test outcome vector viewed as the binary representation of integer j precisely identifies the unique defective item in block i . Hence, conditioned on each block containing at most one defective item (which happens with probability at least 1 − ), the above algorithm always outputs the correct answer.
The number of tests and computational complexity of reconstruction of this design are as follows: 1) When ρ < n d 2 , the number of tests and computational complexity of reconstruction are both at most n ρ log(ρ + 1). 2) When ρ ≥ n d 2 , the number of tests and computational complexity of reconstruction are both at most
Remark 18: Note that in the first regime, the number of tests required exceed the information-theoretic lower bound derived in Theorem 7 by only a factor of about log(ρ). On the other hand, in the second regime the number of tests required is larger than the unconstrained information-theoretic lower bound (d log(n)) by a factor of (d), which may be as large as O( √ n) (since in our design d is restricted to be in O( √ n)). As in Section V-C, test designs that reduce these extra factors (and obviate the need to restrict d to be in O( √ n)) is an interesting open question.
VII. IMPACT OF NOISY TESTS
We now consider the impact of noise in test outcomes on the performance on group-testing algorithms. While multiple noise models (for instance, erasures [20] , bit-flips [12] , [18] , [28] , dilution noise [12] ) have been considered in the literature, for the sake of concreteness, we focus on perhaps the most commonly considered model in the literature, bit-flip noise, wherein test outcomes are passed through a binarysymmetric channel with crossover probability 0 < σ < 1/2.
Remark 19: At first sight, it might seem surprising that the model with ρ-size constraints on tests allows for designs that are robust to noise, but the model with γ -divisibility constraints on items does not. The underlying reason for this asymmetry is that if an item only participates in relatively few tests (as in the γ -divisible model), then with non-trivial probability evidence of its status (defective or not) can be erased. On the other hand, even if tests are highly constrained in size (as in the ρ-sized tests model), relatively simple ideas like repetition coding (as described in Section 10) allow for each individual test to be made highly reliable -this option is unavailable in the γ -divisible setting.
A. Proof of Theorem 6: γ -Divisible Items
We first consider the noisy setting, where each test can be incorrect with probability 0 < σ < 1/2, for γ -divisible tests. Recall that, for ease of analysis, the probability distribution we use over the set D of defectives (solely in this section) corresponds to each item being defective with probability d/n in an i.i.d. manner.
Given the observed length-T vector of noisy test outcomeŝ Y , say the decoder outputs the length-n vectorX . LetX (i c ) denote the length-n vector that equalsX in each coordinate except the i th, in which location the value (X(i c )) i equals 1 − (X) i , i.e., corresponds to i th bit ofX i being flipped. Roughly speaking, we will now show that for any fixed test matrix M the set of theseX (i c )s is "relatively easily confusable" withX. More precisely, our strategy will be to show that for any fixed test matrix M with at most γ ones per column, anyŶ , and anyX (corresponding to a decoding strategy mappingŶ toX), the ratio r = n i=1 Pr(X =X(i c )|Ŷ ) Pr(X =X |Ŷ )
is "non-trivial", where the probabilities are over the noise process. That is, given its observationŶ , regardless of how the decoder picks its estimateX, the probability that the true X corresponded to one ofX(i c ) is at least a factor r of the probability that X equaledX . This would imply a lower bound on the probability of decoding error as P error = Pr(X = X) ≥ r r + 1 .
Hence as long as one can bound r by a quantity asymptotically bounded away from zero, one can bound the probability of error away from zero. To do so, we individually bound each of the n terms in Equation (15) . By Bayes' Rule, for any i ,
Pr(X =X(i c )|Ŷ )
Pr(X =X|Ŷ ) = Pr(Ŷ |X =X (i c ))
Pr(X =X)
We now bound from below the two factors in Equation (17) Noting thatX andX(i c ) differ in just the i th bit, the ratio 
We next consider the term Substituting Equations (18) and (19) into Equation (17) , and noting that there are n terms in Equation (15) , allows us to bound r from below as d σ 1−σ γ , and substituting this bound into Equation (16) gives the required bound on the probability of error. Note that if log(d)/γ ∈ (1), the probability of error is bounded away from zero.
B. Proof of Theorem 10: ρ-Sized Tests
Finally, we consider the setting where each test can be incorrect with probability 0 < σ < 1/2, for ρ-sized tests.
The idea here is quite straightforward -we use essentially the same design as in Section VI-B, but each test is repeated k times, for a design parameter k specified below. For each set of k repeated tests, the reconstruction algorithm takes the majority outcome to represent the outcome of the single test in the noiseless model, and thence uses the reconstruction algorithm in Section VI-B. Since each test is misreported with probability σ , the expected number of failures over k repetitions is kσ . Then by standard Chernoff bounds, the probability that the number of failures is at least k/2 is at most exp − (1/2−σ ) 2 , the probability that any single majority outcome is incorrect is at most n −1−ζ . Since the number of tests in the design in Section VI-B is n ρ ∈ o(n), therefore the probability that any of the o(n) majority test outcomes is less than n −ζ . Hence the overall probability of error is at most 2n −ζ (n −ζ from the probability of an incorrect majority outcome, and n −ζ from the probability of reconstruction error in the algorithm in Section VI-B), the overall number of tests is at most k times the number of tests in the design in Section VI-B, i.e. (1/2−σ ) 2 , and the overall reconstruction complexity is at most O n 2 log(n) ρ .
Remark 20:
While the repetition coding scheme presented above has the advantage of relative simplicity of presentation and analysis, it does require a number of tests that is larger than the noiseless scenario by a multiplicative factor of log(n). In principle, however, it is conceivable that the Noisy CoMa algorithm in [18] will also work in the ρ-sized noisy test setting. To avoid the intricate calculations required to validate this suggested code-design, in this journeyman work on sparse group testing we leave open this possibility for future work.
VIII. CONCLUSION
In this work we consider the impact of constraints on non-adaptive group-testing the number of times items can be tested, or the size of tests. In both settings we show that even mild constraints can result in a dramatic blowup (compared to the unconstrained setting) in the number of tests required, and provide algorithms with computationally efficient reconstruction algorithms that (nearly) match the performance (in terms of the number of tests required for reliable reconstruction) of the lower bounds we prove. We also consider the impact of noisy test outcomes.
