In this paper, a class of large-scale distributed nonsmooth convex optimization problem over time-varying multi-agent network is investigated. Specifically, the decision space which can be split into several blocks of convex set is considered. We present a distributed block coordinate descent (DSBCD) method in which for each node, information communication with other agents and a block Bregman projection are performed in each iteration. In contrast to existing work, we do not require the projection is operated on the whole decision space. Instead, in each step, distributed projection procedure is performed on only one random block. The explicit formulation of the convergence level depending on random projection probabilities and network parameters is achieved. An expected O(1/ √ T ) rate is achieved. In addition, we obtain an explicit O(b 2 /ǫ 2 ) complexity bound with target accuracy ǫ and characteristic constant factor b. The complexity with dependency on ǫ and b is shown to be the best known in this literature.
Introduction
Recent years have witnessed the resurgence of interest in solving convex constrained optimization and learning problems over time-varying multi-agent network ([1]- [7] , [12] - [16] , [19] , [20] ). Numerous problems coming from areas like wireless sensor network, signal processing, machine learning can be modeled as multi-agent optimization model (e.g., [14] , [15] ). In multi-agent optimization, the objective function is often a sum of locally known convex functions of agents in the network. Network topology is often modeled as a directed graph. Each agent can only operate on its corresponding objective function and update by communicating information with its instant neighbors. The algorithms developed for solving these problems are generally distributed variants of subgradient-based methods which arise in centralized convex optimization. Different from centralized algorithms, consensus of data variables distributed among agents in a network is an essential objective to be considered (see e.g., [1] , [19] , [20] ).
Block coordinate decent (BCD), which is an extension of classical coordinate decent method, has been studied extensively in last few years for solving large-scale optimization problems (e.g. [8] - [13] ). Nesterov [8] gives the seminal work on the iteration complexity of a randomized BCD method for smooth convex optimization. In what follows, Beck and Tetruashvili [9] analyze a class of BCD method under both unconstrained and constrained conditions in deterministic case, the gradient operation is performed with respect to a different block taken in cyclic order. In [10] , they further extend the cyclic block idea to obtain a class of block coordinate conditional gradient methods. Dang and Lan [11] investigate convergence behavior of a class of stochastic BCD method in for both convex and strongly convex functions. Large-deviation properties of their BCD method are analyzed in detail. Ion Necoara [12] develops a randomized BCD methods for solving multiagent convex optimization problems with linearly coupled constraints. Very recently, Xiao et al. [13] develop a primal-dual type BCD method for solving smooth distributed optimization problem. We note that most of these researches has the strong smoothness requirement that the objective functions are continuously differentiable with Lipschitz gradient.
In real life environment, large-scale data is common in network optimization. For practical consideration, it makes sense to model the network as a time-varying object. On the other hand, for a constraint set with block structure of convex sets, when the dimension of decision variable or data set becomes larger, the projection subproblem over the whole constraint set in each iteration will become rather more costly. However, a time-varying multi-agent optimization model in which the decision domain itself has block structure is still unexplored. These facts motivate us to establish a model of time-varying multi-agent optimization on constraint set with block structure of convex sets, and develop a distributed algorithm to reduce the iteration cost and obtain good convergence behavior.
In this paper, time-varying multi-agent optimization problem in which the objective function is a sum of agents' local (perhaps nonsmooth) objective functions is considered, the objective function and each local objective function are defined on same convex domain. Besides, the domain can be split into the product of several convex sets. It is noted that this model is absent in this area. Inspired by the projection consensus based algorithm in [1] and random block projection technique in [8] , we aim to develop a distributed stochastic block coordinate descent (DSBCD) algorithm to solve it and investigate the convergence of the algorithm. Our work in this paper is related to distributed stochastic gradient method for multi-agent network and random coordinate descent technique. We also implement an Bregman projection procedure by invoking the mirror decent scheme (e.g., [11] , [17] , [18] ). Each agent outputs a data after information communication with other agents. Then, the algorithm performs a Bregman projection in only one random block in which the randomness obeys discrete probability distribution. The convergence performance of the proposed algorithm will be analyzed.
The main theoretical contributions of this paper are summarized as follows: (i) In contrast to the existing work, this is the first time to consider a block decision variable model for time-varying multi-agent optimization problem and implement a distributed stochastic block coordinate algorithm. In contrast to existing methods for time-varying multi-agent optimization problems, when decision space has block structure of convex sets, in each iteration (a) the projection step is only performed on one block component instead of the whole decision space; (b) evaluation of a single block component of subgradient is implemented instead of the full subgradient. This procedure makes the proposed algorithm significantly save iteration cost coming from projection computational subproblem and the subgradient evaluation. These merits make the proposed method better face the contemporary challenges of large-scale distributed optimization.
(ii) Bregman Projection is considered instead of the classical Euclidean projection, making the DSBCD method better reflect the underling geometry feature and practical flexibility. For instance, the distance generating function can be chosen as norm square function and entropy function, the proposed algorithm degenerates to the distributed stochastic Euclidean block coordinate projec-tion method and distributed stochastic block entropic descent method, which themselves possess potential theoretical and practical value.
(iii) The convergence behavior of DSBCD is investigated. The explicit expected error bound which depends on the random block probabilities and network parameters is achieved. An expected T -rate of O( 1 √ T ) is obtained, the rate matches the best known nonsmooth centralized convex optimization rate. Furthermore, for finding an ǫ-solution of the objective function, we achieve a best known O(b 2 /ǫ 2 ) complexity bound on target accuracy ǫ, with a characteristic factor b 2 of DSBCD in nonsmooth time-varying multi-agent optimization literature.
Notation: Denote the n-dimension Euclidean space by R n , let R ns , s = 1, 2, ..., b be the Euclidean spaces with norm · i induced by the inner product ·, · such that n 1 +n 2 +· · ·+n b = n. The dual norm of · i is denoted by · * i . For a matrix M ∈ R n×n , denote the element in ith row and jth column by [M ] ij , denote the transpose of M by M T . Denote the identity matrix in R n by I n and let H i ∈ R n×ni , i = 1, 2, ..., b be the sets of matrices such that (H 1 , H 2 , ..., H b ) = I n . For a vector x ∈ R n , denote its ith block by
For two functions f and g, write f (n) = O(g(n)) if there exist N < ∞ and positive constant C < ∞ such that f (n) ≤ Cg(n) for n ≥ N . For a random variable X, use E[X] to denote its expected value.
Problem setting
This paper considers convex optimization problem over time-varying multi-agent network. The agents are indexed by i = 1, 2, ..., N . Agents' communication topology is modeled as a directed graph G k = (V, E k , P k ). V = {1, 2, ..., N } is the node set, P k is the communication matrix corresponding to the graph structure at time k, E k is the set of edges induced by P k at iteration k defined as
The paper considers the following multi-agent optimization problem
(2.1)
In (2.1), x ∈ X ⊂ R n is a global decision vector, X is the decision domain which is assumed to have the following block structure
2)
in which X s ∈ R ns , s = 1, 2, ..., b, are closed convex sets and n 1 + n 2 + · · · + n b = n. f i : R n → R is the convex objective function known only at the ith agent. In this paper, all the objective functions are supposed to be nonsmooth. The optimal point of the optimization problem is denoted by x ⋆ . We also give the following definition for later use.
Definition 1.
Assume thatx is the output of an algorithm and ǫ is a target accuracy. If f is the objective function in problem
The following boundedness assumption is made for block stochastic subgradient: Assumption 1. For any i ∈ V , the stochastic block subgradient of f i , i = 1, 2, ..., N satisfies the following expected norm boundedness condition:
Under this assumption, we denote the maximal index for the stochastic subgradient estimation of all objective functions in sth-block asM
Then the following consequence for the norm bound of g i (x) holds:
Generally, if Φ s is σ s -strongly convex, then the scaled function Φ s = 1 σs Φ s become 1-strongly convex. The Φ s can be used for generating above block Bregman distance function D s (·, ·). A basic result of Bregman divergence is listed in the following lemma, the result will be used in subsequent analysis. the proof follows from the definition directly. Under Definition 2 and Assumption 2, a direct consequence is the relation between Bregman divergence and the classical Euclidean distance:
Another important consequence obtained from Assumption 2 is the separate convexity of Bregman divergence D s (x, y): for any s = 1, 2, ..., b,
In what follows, the standard assumption on the graph G k = (V, E k , P k ) is made.
for any i and j. There exists some positive integer B such that the graph (V,
Denote the transition matrices by P (k, s) = P k P k−1 · · · P k , k ≥ s ≥ 0, an important consequence about the transition matrices is listed in the following lemma. The result will be useful in subsequent analysis.
Lemma 2. ([1]) Let Assumption 3 hold, then for all
For calculating convenience and saving space, without loss of generality, it is assumed that x i,0 = 0 for any i ∈ V . For nonzero case, the term containing x i,0 will be absorbed by main order terms in convergence analysis and does not make contributions to convergence behavior of the algorithm essentially.
The algorithm and convergence analysis
In this section, we present the main algorithm DSBCD for solving distributed problem (2.1). The algorithm is given in Algorithm 1. Step k = 0, 1, ..., T − 1: For agent i = 1, 2, ..., N : (1) Query the stochastic subgradient oracle at x i,k for computing the ζ i,k -th block of the stochastic subgradient G
Algorithm 1 DSBCD method
(2) Generate random variables {ζ i,k } in an i.i.d. manner according to P rob(ζ i,k = s) = ps, s = 1, 2, ..., b.
Update by
Output:
Remark 1.
When treating with the time-varying multi-agent optimization problem in which the decision space X has block structure mentioned above, the proposed distributed algorithm implements a Bregman projection on only one random block X ζ i,k of X, instead of the whole space X, that is considered by recent distributed algorithm when solving similar class of problems. This operation makes the DSBCD method largely reduce the projection cost resulting from the projection (perhaps non-Euclidean) computational subproblem.
Denote the Bregman projection error of node i ∈ V by 
Proof. Use the first-order optimality to the ζ i,k th block, the following holds,
By setting x = y i,k in (3.2) and using the 1-strongly convexity of Φ ζ i,k , it follows that
By using Cauchy inequality to the left hand side of the above inequality, the following holds, 
By taking total expectation on random variables {ξ
The proof is concluded.
Define the average of all agents at step k as follow:
Lemma 4. Under Assumptions 1 and 3, let {x i,k } k≥0 be the sequence generated by the DSBCD algorithm. Then for any non-increasing positive stepsizes α k and any agent i, j ∈ V , the following estimate holds:
Proof. By iterating recursively, expand x i,k into the following form
By taking average on both sides and using the fact that P k is doubly stochastic, x k can be written in the following form,
Combining (3.6) and (3.7) yields
Take total expectation on both sides of the inequality above and use x j,0 = 0, j ∈ V , by using Lemma 2, Lemma 3 and the triangle inequality, after a summation over the indices from k = 1 to T and i = 1 to N , it can be obtained that
combining the two terms completes the proof.
The following result serves as a bridge for the main convergence results.
Lemma 5.
Under Assumptions 2 and 3, let {x i,k } k≥1 and {y i,k } k≥1 be the sequences generated by the DSBCD algorithm, α k is any non-increasing sequence, then for random ζ i,k th block and any T ≥ 1, we have
Proof. For ζ i,k th block, substituting x = x ⋆ in (3.2) and using Bregman three point inequality in Lemma 1, we have 3.10) in which the second inequality follows from the definition of Bregman divergence and the 1-strong convexity of Φ ζ i,k . On the other hand,
where the second inequality follows from Fenchel inequality. Thus (3.10) and (3.11) together imply (3.9). Assumptions 1, 2 and 3 , let {x i,k } be the local sequence generated by the DSBCD algorithm. {α k } is a positive nonincreasing sequence. For any h ∈ V , the output vector
Theorem 1. Under
Proof. Start from the following estimate,
The inequality follows from Lemma 5. Note that, by separate convexity of Bregman divergence and the doubly stochasticity of the matrix of P k , the first term on the right hand side of (3.13) satisfies
.
Sum up both sides from k = 1 to T , it follows that 
Denote τ i,k = (ζ i,k , ξ i,k ), also use τ |k = (τ i,1 , τ i,2 , ..., τ i,k ) to denote the history of the randomness until round k, then
After taking total expectation, it can be obtained that
On the other hand,
which leads to
Now estimate the lower bound of
Due to the fact that P k is doubly stochastic and the Euclidean norm · is convex, it follows that
On the other hand, by using convexity of f i , it follows that, for an arbitrary fixed index h ∈ V ,
By combining (3.14) , (3.15) , (3.17) , (3.18) and (3.19) , (3.20) , (3.21) , taking expectation on both sides and using Lemma 4, it can be obtained that, for any Equipped with Theorem 1, we are ready to present a main result on expected convergence rate of the proposed DSBCD via a probability strategy and stepsize strategy. 
(3.24) Remark 4. We emphasize that, the bound in (3.27) does not mean that, with larger b, the DSBCD method becomes worse intuitively. b is in fact a characteristic constant factor which can not be changed freely as our desired. In our original intention, we consider the decision space X which can be split into form of (2.2). However, on one hand, in practical settings, a decision space always has a fixed decomposition (closed set and coercive convexity need to be satisfied at least to form a block). This means that it is prohibited to make a free decomposition on X in these situations and b is in fact some fixed constant. We even can not make a second decomposition on one of the simplest theoretical example: the product space of two m- (3.26 ) of the stepsize is essential to achieve a second order result of complexity in terms of block index b and target accuracy ǫ. We also mention that, when b = 1, the proposed method degenerates to the special case of previous distributed gradient projection methods, though they have not considered the iteration complexity for each agent yet. This indicates the proposed method has extended the former methods to more general circumstances. Also, the proposed result is the best known nonsmooth multi-agent optimization complexity result.
Numerical experiment
In this section, we report several results from our numerical experiments to illustrate several aspects of the DSBCD. The following sensor network distributed estimation problem is considered:
in which a i ∈ R + and b i ∈ R n are data known only to agent i. The constraint set considered in the problem is X = {x ∈ R n : w j ≤ [x] j ≤ r j , j = 1, 2, ..., n}. Then, X can denoted by X = Y 1 × Y 2 × · · · × Y n with Y j = {x ∈ R : w i ≤ x ≤ r j }, j = 1, 2, ..., n. The parameters and distance functions in DSBCD are chosen as follows: We consider n = 10. In each trial, for i = 1, 2, ..., N , a i and b i are generated according to the uniform distribution of interval [0, 1] and [0, 1] 10 . Parameters w j = −1 and r j = 1 for j = 1, 2, .., 10 are considered. We split the space X into X = X 1 × X 2 with X 1 = Y 1 × Y 2 × · · · X 5 and X 2 = Y 6 × Y 7 × · · · Y 10 . The distance generating function is selected as Φ s (x) = 1 2 x 2 s with x ∈ X s , s = 1, 2. The random block projection probabilities are set to be p 1 = p 2 = 0.5 corresponding to the case when random variables ζ i,k are uniformly distributed. The stochastic subgradient noise are generated from the normal distribution N (0, I 10×10 ). The initial values are set to be x i,0 = (0, 0, ..., 0) T . The stepsizes {α k } are selected as α k = 1 √ k+1 , k ≥ 0. All the experiment results are based on the average of 30 runs. We consider the DSBCD method under different network scales N = 5, 15, 30. We give comparisons between the DSBCD method and former distributed stochastic gradient descent (DSGD) method to show its efficiency. In our experiment, we consider the direct error f (x T h ) − f (x ⋆ ) (h ∈ V ) instead of the normalized average error. For a random chosen node, Table ( 1) presents the function error value in different cases. We see that, for different network scale N , the DSBCD presents an advantage over DSGD on convergence. Furthermore, the gap between DSBCD and DSGD becomes bigger when the network scale N becomes larger. Note that when N = 30 and T = 8000, DSBCD has already been in 10 −1 accuracy level while DSGD is still around 10 0 . This is more or less expected, since the increasing network scale N results in bigger projection burden for the DSGD to project weighted summation y i,k to the whole space X. Moreover, the DSBCD only performs the projection on only one block, saving the cost and making it more efficient than DSGD.
