We give a simple proof of Voisin's Theorem for general canonical curves of even genus. This completely determines the terms of the minimal free resolution of the coordinate ring of such curves.
Introduction
The aim of this paper is to give a simple proof of a theorem of Voisin [V1] on the equations of general canonical curves of even genus. Recall that the classical Theorem of Noether-Babbage-Petri states that canonical curves are projectively normal, and that the ideal I C/P g−1 is generated by quadrics (with a few, well-understood, exceptions), see [AS] for a modern treatment. In the 1980s, M. Green realized that these classical results about the equations defining canonical curves should be the first case of a much more general statement about higher syzygies, and he made a very influential conjecture [G1] in this direction.
Whilst the general case of Green's Conjecture remains open, in 2002 Voisin made a breakthrough by proving the conjecture for general curves of even genus [V1] . Voisin's argument relies on an intricate study of the geometry of Hilbert schemes on a K3 surface. Recently, an alternative proof of Voisin's Theorem was given in [AFPRW] . In this proof, the authors first degenerate the K3 surface to the tangent developable. The proof then relies on a sophisticated use of the representation theory of the SL 2 action present in this special situation. In particular, various explicit plethysm formulae play a key role.
In this paper, we give a simple proof of Voisin's Theorem, using only basic homological algebra. We achieve this by a direct computation using K3 surfaces. Let X be a K3 surface over C with Picard group generated by an ample line bundle L of even genus g = 2k, i.e. (L) 2 = 2g − 2. Define K p,q (X, L) as the middle cohomology of
Voisin's Theorem states that K k,1 (X, L) = 0, [V1] . This single vanishing suffices to prove Green's Conjecture for general canonical curves in even genus.
Our proof is short and direct. Let E be the rank two Lazarsfeld-Mukai bundle associated to a g 1 k+1 on a smooth curve C ∈ |L|, see [L] . The dual bundle E ∨ fits into the exact sequence
for A a g 1 k+1 on C, where i : C ֒→ X is the inclusion. The vector bundle E has invariants det(E) = L, h 0 (E) = k + 2, h 1 (E) = h 2 (E) = 0.
We deduce Voisin's Theorem from the Künneth formula on X × P(H 0 (E)). Our proof quickly reduces to showing that a certain square matrix is nonsingular. However, our matrix takes the form H i (Sym j F) → H i (Sym j−1 F ⊗ F), for some vector bundle F, so that the desired nonsingularity is automatic, see Proposition 1.5.
The starting point for our new approach is based on a variation of the secant construction from [EL, §3] . With the same method (but using a different exterior power), we proved in [Ke] the Geometric Syzygy Conjecture, a higher syzygy version of Green's Theorem on Quadrics, [G2] , in even genus. We further expect that our approach will generalize well to the study of syzygies of higher dimensional varieties.
Green's Conjecture applied to general curves is particularly strong in that it completely determines the terms in the resolution of the canonical ring Γ C (ω C ) := q H 0 (ω ⊗q C ), see [F, §4.1] . Note that, for a general curve, Green's Conjecture naturally breaks down into even and odd genus cases. A few years after her breakthrough for even genus curves, Voisin deduced the odd genus case of Green's conjecture out of the even genus case [V2] . We hope to port our method to this setting, but have not yet achieved this. It is very likely that our proof works in characteristic p for large p, but we have not checked this.
The reader may notice a resemblance between our argument and [V2] , Proof of Proposition 8. The idea of considering Sym k+1 S was foreshadowed in [AFPRW] . Other contributions to this topic include [AF] , which relies on Voisin's results, and [RS] , which relies instead upon the results of [AFPRW] . 0.1. Preliminaries. We gather here a few facts. Let 0 → F 1 → F 2 → F 3 → 0 be a short exact sequence of vector bundles over C. From [W] , for any i we have exact sequences
We state two formulae which we will often use without specific mention. Let f : X → Y be a morphism of varieties and F ∈ Coh(X) a sheaf. If E is a vector bundle on Y then we have the Projection Formula [H, III, Ex. 8.3] . In particular,
Assume we have an exact sequence 0 → F → G → H → 0 of coherent sheaves on a smooth variety, with G locally free. Assume either H is locally free or H ≃ O D for a divisor D. Then F is locally free. This follows from [H, III, Ex 6.5 ].
The proof
Consider the unique rank two, Lazarsfeld-Mukai, bundle E on X as in the introduction. For general s ∈ H 0 (E), the zero-locus Z(s) corresponds to a g 1 k+1 on a smooth C ∈ |L|. For any s ∈ H 0 (E), Z(s) ⊆ X is zero-dimensional and we have an exact sequence
Set P := P(H 0 (E)) ≃ P k+1 . Consider X × P with projections p : X × P → X, q : X × P → P. Define Z ⊆ X ×P as the locus {(x, s) | s(x) = 0}. Since E is globally generated, Z is a projective bundle over X and hence smooth. We have an exact sequence
where the first nonzero map is given by multiplication by
Note that Z → P is finite and flat, [Gr, Prop. 6.1.5] .
Remark. As soon as there exists a nontrivial, effective divisor C on X with H 0 (E(−C)) nonzero, then Z → P cannot be finite and flat. For this reason, it is essential that Pic(X) ≃ Z [L] .
By the well-known Kernel Bundle description of Koszul cohomology [EL, §3] , it suffices to show
We now adapt [EL, p. 615 ]. Let π : B → X × P be the blow-up along Z with exceptional divisor D. Then π * O B ≃ O X×P , π * I D ≃ I Z and R i π * O B = R i π * I D = 0 for i > 0, cf. [H, V, Prop. 3.4 and Ex. 3.1]. Set p ′ := p • π, q ′ := q • π. We have canonical identifications Proof. Applying Rq * we have the exact sequence 0 → W → q * (L | Z ) → R 1 q * (p * L ⊗ I Z ) → 0. For any s ∈ H 0 (E), we have H 1 (X, L ⊗ I Z(s) ) ≃ H 2 (O X ) ≃ C. Thus q * (L | Z ) and R 1 q * (p * L ⊗ I Z ) are locally free of ranks k + 1 and 1, respectively, by Grauert's Theorem [H, III, §12] . The claim follows.
Since D is a divisor, we have a rank k vector bundle Γ := Ker q ′ * W ։ p ′ * L | D . Let S be the vector bundle on B defined by the exact sequence
Remark. The Secant Sheaves defined in [EL, §3] are only torsion-free in general. To apply [W] , we need Γ to be locally free and hence we must pass to the blow-up B.
To prove Voisin's Theorem it suffices to show
One readily shows these vanishings for i < k + 1 (see Theorem 1.6). The crucial point is to show H k+1 (B, Sym k+1 S) = 0. To ease the notation, we set Lemma 1.2. We have natural isomorphisms
The vanishing H k+1 (Sym k+1 G) = 0 follows from
The next lemma is a similar computation to the previous one.
Proof. We have the short exact sequence
By the Künneth formula, H k+2 (O X ⊠ O P (−k − 3)) = 0. We have
To finish the proof, it suffices to show that the boundary map
is an isomorphism, which follows from the fact that H i (E ⊠ O(−k − 1)) = 0 for all i.
We now repeat the previous lemma, twisting instead by G := q * q * (p * L ⊗ I Z ).
Lemma 1.4. The evaluation morphism G ։ p * L ⊗ I Z induces an isomorphism
Proof. We have the short exact sequences
As a corollary, we now deduce:
Proposition 1.5. The natural map gives an isomorphism
Proof. By the previous lemmas, it suffices to show that the natural morphism
is injective. For a vector bundle F the composition Sym i F → Sym i−1 F ⊗F → Sym i F of natural maps is just multiplication by i. This completes the proof.
We now complete the proof that K k,1 (X, L) = 0.
Theorem 1.6. We have H i (B, k+1−i π * M ⊗ Sym i S) = 0 for 1 ≤ i ≤ k + 1.
Proof. Observe π * G ≃ q ′ * q ′ * (p ′ * L ⊗ I D ). From the defining sequence for S, we have an exact sequence
Using the projection formula, and recalling the identities π * O B ≃ O X×P , π * I D ≃ I Z and R j π * O B = R j π * I D = 0 for j > 0, we may identify
with the natural map H ℓ (X× P, Sym i G) → H ℓ (X× P, Sym i−1 G ⊗ p * L ⊗ I Z ), for any ℓ. Taking the long exact sequence of cohomology for the sequence (1) for i = k + 1 and applying the previous lemmas, we immediately see H k+1 (B, Sym k+1 S) = 0.
To complete the proof, it suffices to show
The first vanishing follows from the exact sequence 0 → Sym i−1 q * q * p * E ⊗ q * O(−i − 1) → Sym i q * q * p * E ⊗ q * O(−i) → Sym i G → 0, 
