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1. Introduction
Schützenberger’s theorem [17,8] shows that the behaviors of weighted finite automata over an arbitrary semiring are
precisely the rational formal power series. Considering the Boolean semiring, one obtains as a corollary Kleene’s classical
result [11] on the equivalence of the rationality and regularity of languages of finite words. Looking at the classical proofs
of these two theorems, the similarity becomes even more evident: the proof of Schützenberger’s theorem follows the same
line as that of Kleene’s theorem but adds several nontrivial details. In particular, in order to show recognizability of all
rational languages or formal power series, one presents a list of constructions on (weighted) automata that demonstrate
the closure of the set of recognizable languages (or formal power series) under the rational operations. In contrast, we will
transform a rational expression (describing a formal power series) into a rational language expression. Then, by Kleene’s
theorem, the language of this rational language expression is recognizable. The minimal deterministic automaton for this
automaton can then be transformed into a weighted automaton for the original formal power series. This proof technique
even works for rational expressions over formal power series extended by the Hadmard product (that corresponds to the
intersection of languages). The converse implication of Schützenberger’s theorem states that the behavior of everyweighted
finite automaton can be described by a rational expression. Its proof is based on an analysis of the paths in the automaton
and dynamic programming arguments as in the proof of Kleene’s theorem. Following Heiko Vogler’s ideas [18] in a more
elementary presentation, we will not explicitly use the techniques of Kleene’s proof, but the theorem itself to analyse the
set of paths.
Kleene’s and Schützenberger’s theorems have been extended to other structures like infinitewords [10,5,7], trees [12,3,9,
16,2,6], sp-pomsets [13,15], and pictures [4,14] using direct automata constructions as in [17] or the algebraic approach via
iteration theories from [1]. It seems likely that, using our elementary proof technique, one can alternatively obtain Schützen-
berger-type theorems for all these structures from the respective Kleene-type theorems.
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2. Definitions
2.1. Finite automata and their language
This section just fixes some standard notation for later reference. A finite automaton is a tupleA = (Q,Σ, I, T, F)where Q
is a finite set of states,Σ an alphabet (i.e., a finite set of letters), I, F ⊆ Q sets of initial and final states, resp., and T ⊆ Q×Σ×Q
the set of transitions. The automaton A is deterministic if I = {ι} is a singleton and, for every state p ∈ Q and every letter
a ∈ Σ , there is precisely one state q ∈ Q with (p, a, q) ∈ T; δ : Q × Σ+ → Q denotes the transition function. Often, we will
writeA = (Q,Σ, ι, δ, F) for a deterministic automaton.
Now let A = (Q,Σ, I, T, F) be some finite automaton. A path from p1 to pm+1 is a sequence U = (pi, ai, pi+1)1≤i≤m of
transitions in T; its label is the word pi(U) = a1a2 . . . am ∈ Σ+. The language L(A) ⊆ Σ+ is the set of all labels pi(U) of paths
from some initial to some final state. A language L ⊆ Σ+ is recognizable if there exists a finite automatonAwith L(A) = L.
A rational language expression is a term using the constants {a} for a ∈ Σ , the binary operations + and ·, and the unary
operation +. The alphabet alph(E) of E is the set of letters a such that {a} appears in E. The semantics L(E) of a rational language
expression E is defined canonically (with L(E+F) = L(E)∪L(F)). The set ofunambiguous rational language expressions is defined
semantically by restricting the use of the operators+, ·, and +:
• {a} is an unambiguous rational language expression for every letter a
• If E1 and E2 are unambiguous rational language expressions and L(E1)∩L(E2) = ∅, then E1+E2 is an unambiguous rational
language expression
• If E1 and E2 are unambiguous rational language expressions such that, for every ui, vi ∈ L(Ei) with u1u2 = v1v2, we have
u1 = v1, then E1 · E2 is an unambiguous rational language expression
• If E is an unambiguous rational language expression such that for every ui, vj ∈ L(E) for 1 ≤ i ≤ m and 1 ≤ j ≤ n with
u1u2 . . . um = v1v2 . . . vn, we have m = n and u1 = v1, then E+ is an unambiguous rational language expression.
A language L ⊆ Σ+ is (unambiguously) rational if there exists an (unambiguous) rational language expression E with
L(E) = L.
Theorem 2.1 (Kleene [11]). Let L ⊆ Σ+ be a language. Then the following are equivalent
(1) L is rational,
(2) L is unambiguously rational,
(3) L is recognizable, and
(4) there exists a deterministic finite automatonA with L = L(A).
2.2. Weighted automata and their behavior
A structure (S,⊕,, 0, 1) is a semiring if (S,⊕, 0) is a commutative monoid, (S,, 1) a monoid, is both left- and right-
distributive over⊕, and 0 x = x 0 = 0 for all x ∈ K. Important examples include
(1) the natural numbersN = (N,+, ·, 0, 1)with the usual addition andmultiplication, similarly, the sets of (non-negative)
rational or real numbers form a commutative semiring with usual addition and multiplication,
(2) the Boolean semiring B = ({0, 1},∨,∧, 0, 1),
(3) the tropical semiringRmax = (R≥0∪{−∞},max,+,−∞, 0) (that is also knownasmax-plus semiring)withR≥0 = [0,∞)
and−∞+ x = −∞ for each x ∈ Rmax.
If there is no ambiguity, we denote a semiring just by S.
Aweighted S-automaton is a tupleA = (Q,Σ,λ,µ, γ)where Q is a finite and nonempty set of states, Σ is some alphabet,
λ ∈ S1×Q is a row vector,µ : Σ+ → (SQ×Q ,) is a (semigroup-) homomorphism, and γ ∈ SQ×1 is a column vector. Its behavior
‖A‖ is a mapping from Σ+ into S given by ‖A‖(u) = λµ(u) γ for all u ∈ Σ+. Mappings s from Σ+ into a semiring S can
be considered as formal power series (fps for short). In this context, one usually writes (s, u) for the value s(u) and S〈〈Σ+〉〉
for the set of all formal power series.
For p, q ∈ Q and a ∈ Σ , we say (p, a, q) is a transition ofA if µ(a)p,q 6= 0. The set of transitions will usually be denoted Γ .
A path of lengthm is a sequence U = (pi, ai, pi+1)1≤i≤m of transitions; its label is the word pi(U) = a1a2 . . . am and its weight is
c(U) = ∏1≤i<m µ(ai)pi,pi+1 . Then the behavior ofA can also be described in terms of these paths, namely we have
(‖A‖, u) =∑(λ(ι) c(U) γ(f ) ∣∣ ι, f ∈ Q,U is a path from ι to f with pi(U) = u) (1)
for all u ∈ Σ+ ([8, Cor. VI.6.2]). We write p u−→A q if there exists a u-labeled path from p to q. The weighted automatonA is
normalized if there exist distinct states ι, f ∈ Q such that for all q ∈ Q
1. λ(q) =
{
1 if q = ι
0 otherwise
and γ(q) =
{
1 if q = f
0 otherwise.
2. Furthermore, there are no transitions of the form (q, a, ι) or (f , a, q).
D. Kuske / Theoretical Computer Science 401 (2008) 243–248 245
Hence, the initial state ι is a ‘source’ and the final state f a ‘sink’ state. By [8, Prop. VI.6.4], any weighted automatonA can be
normalized, i.e., one can construct a normalized weighted automatonB such that ‖A‖ = ‖B‖.
A fps s ∈ S〈〈Σ+〉〉 is recognizable if it is the behavior of some weighted S-automaton.
For s, t ∈ S〈〈Σ+〉〉 and A ⊆ Σ , we next define formal power series s+ t, s · t, and s+. To this aim, let u ∈ Σ+ and set
(s+ t, u) = (s, u)⊕ (t, u)
(s · t, u) = ∑
v,w∈Σ+
u=vw
(s, v) (t,w)
(s+, u) = ∑
1≤i≤|u|
(si, u)
where si denotes the ith power of the formal power series s.
A rational S-expression is a term using the constants ka for k ∈ S and a ∈ Σ , the binary operations + and ·, and the unary
operation +. Any such expression E can be interpreted as a fps ‖E‖ ∈ S〈〈Σ+〉〉, the semantics of E. More formally, we defined
inductively
(‖ka‖, u) =
{
k if u = a
0 otherwise
‖E+ F‖ = ‖E‖ + ‖F‖,
‖E · F‖ = ‖E‖ · ‖F‖, and
‖E+‖ = ‖E‖+.
We call a formal power series s : Σ+ → S rational if it is the semantics of some rational S-expression.
Then we have
Theorem 2.2 (Schützenberger [17], Eilenberg [8]). Let S be a semiring, Σ an alphabet, and s ∈ S〈〈Σ+〉〉. Then s is recognizable iff
it is rational.
Schützenberger [17] considers only the case of the semiring of integers, the general result can be found in Eilenberg’s
book [8]. Both these authors deal with formal power series over the free monoid Σ∗, i.e., also include the empty word. But
the result holds likewise for the free semigroup of nonempty finite words.
It is generally accepted that the equivalence of (1) and (3) in Kleene’s Theorem 2.1 arises as a special case of Theorem 2.2,
namely for the Boolean semiring B: If E is a rational language expression, then replace every constant {a}with 1a. This results
in a rational B-expression E′. The semantics ‖E′‖ is the characteristic function of the language L(E). By Theorem 2.2, it is the
behavior of some weighted B-automaton A′ = (Q,Σ,λ,µ, γ). Let I = {q ∈ Q | λ(q) = 1}, F = {q ∈ Q | γ(q) = 1}, and
T = {(p, a, q) ∈ Q × Σ × Q | µ(a)p,q = 1}. Then ‖A′‖ is the characteristic function of the language of the finite automaton
A = (Q,Σ, I, T, F). Hence L(A) = L(E) proving (1)⇒(3) in Theorem 2.1. The converse implication can be shown similarly.
What seems not to be known is that one can also consider Schützenberger’s Theorem 2.2 as a formal corollary of Kleene’s
Theorem 2.1, the proofs of Proposition 4.1 and 3.3 below demonstrate this fact.
3. From expressions to automata
3.1. Rational S-expressions
We construct, from a rational S-expression E, a weighted S-automatonAwhose behavior ‖A‖ equals the semantics ‖E‖ of
the expression E. To use Kleene’s Theorem 2.1, we first transform E into a rational language expression F over some alphabet
Γ and define two homomorphisms pi : Γ+ → Σ+ and c : Γ+ → (S,⊕) such that
(‖E‖, u) =∑(c(U) | U ∈ L(F) ∩ pi−1(u)) (2)
holds for all words u ∈ Σ+. Then, by Kleene’s Theorem 2.1, the language L(F) is recognizable. Interpreting this automaton as
a weighted S-automaton, recognizability of ‖E‖will follow (cf. proof of Lemma 3.2 below).
The basic idea in the construction of F is to replace each occurrence of a constant ka in Ewith a new letter (k, a) and define
pi(k, a) = a and c(k, a) = k. A naïve implementation of this idea causes two problems that we explain using the semiring
N of natural numbers.
(P1) The rational N -expression E = 1a + 1a would be transformed into the rational language expressions F = {(1, a)} +
{(1, a)}. With u = a, the left hand side in Eq. (2) then equals 2, the right-hand side is just 1.
(P2) The rational N -expression E = ((1a)+)+ would be transformed into F = ({(1, a)}+)+. Note that ‖(1a)+‖ is the
characteristic function of {a}+, hence (‖E‖, aa) = (‖(1a)+‖, aa)+(‖(1a)+‖, a) ·(‖(1a)+‖, a) = 2. On the other hand, ‖F‖
is the set of nonempty words of arbitrary length over (1, a). Hence the right-hand side of Eq. (2) yields 1 (with u = aa).
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The first of these problems can be solved by replacing the constants in E with pairwise distinct new letters. The solution of
the second problem is based on the observation that ‖E+‖ = ‖E+ (E · E)+ + (E · E)+ · E‖.
To perform this programme formally, let Σ be some alphabet. We define a relation Red between rational S-expressions E
over Σ , rational language expressions F over an arbitrary alphabet, and homomorphisms pi : alph(F)+ → Σ+ and
c : alph(F)+ → (S,) by induction:
• (ka, F,pi, c) ∈ Red iff F = {⊥} for an arbitrary letter⊥, pi(⊥) = a and c(⊥) = k.
• (E0 + E1, F,pi, c) ∈ Red iff there exist rational language expressions F0 and F1 with disjoint alphabets Γ0 and Γ1 and
homomorphisms pi0, pi1, c0, and c1 such that F = F0 + F1, (Ei, Fi,pii, ci) ∈ Red for i = 0, 1, pi = pi0 ∪ pi11, and c = c0 ∪ c1.
• (E0 · E1, F,pi, c) ∈ Red iff there exist rational language expressions F0 and F1 with disjoint alphabets and homomorphisms
pi0, pi1, c0, and c1 such that F = F0 · F1, (Ei, Fi,pii, ci) ∈ Red for i = 0, 1, pi = pi0 ∪ pi1, and c = c0 ∪ c1.
• (E+, F,pi, c) ∈ Red iff there exist rational language expressions F0 and F1 with disjoint alphabets and homomorphisms
pi0, pi1, c0, and c1 such that F = F1 + (F1 · F0)+ + (F1 · F0)+ · F1, (E, Fi,pii, ci) ∈ Red for i = 0, 1, pi = pi0 ∪ pi1, and c = c0 ∪ c1.
Lemma 3.1. For (E, F,pi, c) ∈ Red, Eq. (2) holds for all u ∈ Σ+.
Proof. The lemma is shown by induction on the construction of E. The base case E = ka is obvious. So let E = E0 + E1. Then
there are rational language expressions F0 and F1 with disjoint alphabets and homomorphisms pii and ci such that F = F0+F1
and (Ei, Fi,pii, ci) ∈ Red. We have
(‖E‖, u) = (‖E0‖, u)+ (‖E1‖, u)
=∑(c(U) | U ∈ L(F0) ∩ pi−1(u))⊕∑(c(U) | U ∈ L(F1) ∩ pi−1(u)).
Since the alphabets of F0 and F1 are disjoint, so are the languages L(F0) and L(F1). Hence we can continue
=∑(c(U) | U ∈ (L(F0) ∪ L(F1)) ∩ pi−1(u))
=∑(c(U) | U ∈ L(F) ∩ pi−1(u)) .
Next let E = E0 · E1. Again, there are rational language expressions F0 and F1 with disjoint alphabets and homomorphisms
pii and ci such that F = F0 · F1 and (Ei, Fi,pii, ci) ∈ Red. We have
(‖E‖, u) = ∑
u=vw
(‖E0‖, v) (‖E1‖,w)
= ∑
u=vw
(∑
(c(V) | V ∈ L(F0) ∩ pi−1(v))∑(c(W) | W ∈ L(F1) ∩ pi−1(w)))
=∑(c(V) c(W) | u = vw, V ∈ L(F0) ∩ pi−1(v),W ∈ L(F1) ∩ pi−1(w)) .
Since the alphabets of F0 and F1 are disjoint, every word U from L(F0 · F1) has a unique factorization VW into factors from
L(F0) and L(F1), resp. Hence we can continue
=∑(c(V) c(W) | VW ∈ L(F0)L(F1) ∩ pi−1(u))
=∑(c(U) | U ∈ L(F0 · F1) ∩ pi−1(u)) .
It remains to consider the rational S-expression E = E′+. Again, there are rational language expressions F0 and F1 with
disjoint alphabets and homomorphisms pii and ci such that F = F1 + (F1 · F0)+ + (F1 · F0)+ · F1 and (E′, Fi,pii, ci) ∈ Red. We
have
(‖E‖, u) = ∑
1≤i≤|u|
∑
u=u1...ui
∏
1≤j≤i
(‖E′‖, uj)
= ∑
1≤i≤|u|
∑
u=u1...ui
∏
1≤j≤i
∑(
c(Uj) | Uj ∈ L(Fj mod 2) ∩ pi−1(uj)
)
=∑(c(U1) c(U2) . . . c(Ui) | 1 ≤ i ≤ |u|, u = u1 . . . ui, for all 1 ≤ j ≤ i : Uj ∈ L(Fj mod 2) ∩ pi−1(uj)) .
Since the alphabets of F0 and F1 are disjoint, every word U from L(F) has a unique factorization U1U2 . . .Ui into alternating
factors from L(F1) and L(F0). Hence we can continue
=∑(c(U) | U ∈ L(F) ∩ pi−1(u)) . 
Lemma 3.2. Let L ⊆ Γ+ be a recognizable language and pi : Σ+ → Γ+ and c : Σ+ → (S,) homomorphisms. Then the formal
power series s ∈ S〈〈Σ+〉〉 with (s, u) =∑(c(U) | U ∈ L ∩ pi−1(u)) is recognizable.
1We write simply pi0 ∪ pi1 for the unique homomorphism pi : (Γ0 ∪ Γ1)+ → Swith pi(u) = pii(u) for u ∈ Γ+i .
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Proof. Let A = (Q,Γ , ι, δ, F) be a deterministic automaton with L(A) = L. Then define a weighted S-automaton B =
(Q,Σ,λ,µ, γ) on the set of states Q as follows:
• λ(q) = 1 if q = ι and λ(q) = 0 otherwise,
• γ(q) = 1 if q ∈ F and γ(q) = 0 otherwise, and
• µ(u)p,q =∑(c(U) | U ∈ Γ+,pi(U) = u, δ(p,U) = q) for u ∈ Σ+ and p, q ∈ Q .
Then µ : Σ+ → (SQ×Q ,) is a homomorphism: for u, v ∈ Σ+ and p, r ∈ Q , one has
µ(uv)p,r =
∑
(c(W) | W ∈ Γ+,pi(W) = uv, δ(p,W) = r)
=∑(c(U) c(V) | U, V ∈ Γ+,pi(U) = u,pi(V) = v, δ(p,UV) = r)
=∑
q∈Q
∑(
c(U) c(V) | U, V ∈ Γ+,pi(U) = u,pi(V) = v, δ(p,U) = q, δ(q, V) = r)
=∑
q∈Q
(∑
(c(U) | U ∈ Γ+,pi(U) = u, δ(p,U) = q)∑(c(V) | V ∈ Γ+,pi(V) = v, δ(q, V) = r))
=∑
q∈Q
(µ(u)p,q  µ(v)q,r)
= (µ(u)µ(v))p,r .
HenceB is indeed a weighted S-automaton. For u ∈ Σ+, we have
(‖B‖, u) = ∑
ι,f∈Q
λ(ι) µ(u)ι,f  γ(f ) =
∑
f∈F
µ(u)ι,f
=∑
f∈F
∑
(c(U) | U ∈ Γ+,pi(U) = u, δ(ι,U) = f )
=∑(c(U) | U ∈ Γ+,pi(U) = u, δ(ι,U) ∈ F)
=∑(c(U) | U ∈ L ∩ pi−1(u)). 
Now we derive the implication “⇐=” of Schützenberger’s Theorem 2.2:
Proposition 3.3. Let S be a semiring and E a rational S-expression. Then ‖E‖ is recognizable.
Proof. By Lemma 3.1, there exists a rational language expression F such that Eq. (2) holds. Then, by Kleene’s Theorem 2.1,
the language L(F) is recognizable. Hence, by Lemma 3.2, ‖E‖ is recognizable. 
3.2. Hadamard product
Recall that the class of recognizable languages is closed under intersection. The corresponding operation on formal power
series is the Hadamard product: for two formal power series s, t : Σ+ → S, define (s t,w) = (s,w) (t,w) for all w ∈ Σ+
(for the Boolean semiring, s t is the characteristic function of the intersection of the supports of s and t). We now extend
the set of rational language and S-expressions by allowing, in addition, the binary operation symbol . The semantics are
given by
L(E F) = L(E) ∩ L(F) and ‖E F‖ = ‖E‖  ‖F‖, resp.
We also extend the relation Red to extended rational expressions as follows: (E1 E2, F,pi, c) ∈ Red iff there exist extended
rational language expressions F1 and F2 over the alphabets Γ1 and Γ2, resp., and homomorphisms pii : Γ+i → Σ+ and
ci : Γ+i → (S,) such that
• (Ei, Fi,pii, ci) ∈ Red for i = 1, 2,
• F = G1  G2 is an extended rational language expression over the alphabet Γ = {(a1, a2) ∈ Γ1 × Γ2 | pi1(a1) = pi2(a2)},
• replacing each occurrence of a letter a1 in F1 with∑a2∈Γ2,pi1(a1)=pi2(a2)(a1, a2) results in G1,• replacing each occurrence of a letter a2 in F2 with∑a1∈Γ1,pi1(a1)=pi2(a2)(a1, a2) results in G2, and• c(a1, a2) = c1(a1) c2(a2) and pi(a1, a2) = pi1(a1) (which equals pi2(a2)) for all (a1, a2) ∈ Γ .
Now we demonstrate that Lemma 3.1 also holds for extended rational S-expressions E provided the semiring S is
commutative (i.e., the multiplicative monoid (S,) is commutative). For this, it suffices to verify Eq. (2) for (E1  E2, F,pi, c)
satisfying the above conditions and for u ∈ Σ+. First we define homomorphisms ρi : Γ+ → Γ+i : (a1, a2) 7→ ai for i = 1, 2.
Then U 7→ (ρ1(U),ρ2(U)) defines a bijection from L(F)∩pi−1(u) onto (L(F1)∩pi−11 (u))× (L(F2)∩pi−12 (u)). Since S is assumed
to be commutative, we also have c(U) = c1(ρ1(U)) c2(ρ2(U)). This proves the last equation in the following calculation.
248 D. Kuske / Theoretical Computer Science 401 (2008) 243–248
(‖E‖, u) = (‖E1‖, u) (‖E2‖, u)
=
(∑
(c1(U1) | U1 ∈ L(F1) ∩ pi−11 (u))
)

(∑
(c2(U2) | U2 ∈ L(F2) ∩ pi−12 (u))
)
=∑(c1(U1) c2(U2) | Ui ∈ L(Fi) ∩ pi−1i (u) for i = 1, 2)
=∑(c(U) | U ∈ L(F) ∩ pi−1(u)) .
Now the following proposition can be shown in the same way as Proposition 3.3 using, in addition, that any language L(E)
with E an extended rational language expression is recognizable:
Proposition 3.4. Let S be a commutative semiring and E an extended rational S-expression. Then ‖E‖ is recognizable.
4. From automata to expressions
In this section, we show that every recognizable formal power series is rational.
Let S be an arbitrary semiring and letA1 = (Q,Σ,λ,µ, γ) be some weighted S-automaton. By [8, Prop. VI.6.4], we can,
without loss of generality, assumeA1 to be normalized.
Let Γ be the set of transitions of A1 and let L ⊆ Γ+ be the set of paths from the initial state ι to the final state f in
A1. Let T ⊆ Q × Γ × Q denote the set of all triples (p, (p, a, p′), p′) ∈ Q × Γ × Q . Then A2 = (Q,Γ , {ι}, T, {f }) is a finite
automaton and its language is L(A2) = L. Hence, by Kleene’s Theorem 2.1, L is an unambiguous rational language, i.e., there
is an unambiguous rational language expression Ewith semantics L(E) = L.
For a rational language expression over the alphabet Γ , define a rational S-expression red(E) inductively:
red((p, a, q)) = µ(a)p,qa red(E+ F) = red(E)+ red(F)
red(E · F) = red(E) · red(F) red(E+) = red(E)+.
Furthermore, define homomorphisms c : Γ+ → (S,) and pi : Γ+ → Σ+ by c(p, a, q) = µ(a)p,q and pi(p, a, q) = a. Then one
shows inductively along the construction of the unambiguous rational language expression E
‖red(E)‖(v) =∑(c(V) | V ∈ L(E) ∩ pi−1(v)) .
Since L(E) = L is the set of paths from ι to f in A1, the above sum equals (‖A1‖, v) by Eq. (1). Thus, we derived the
following proposition (i.e., the implication “=⇒” of Schützenberger’s Theorem 2.2) from the implication (3)=⇒(1) in
Kleene’s Theorem 2.1.
Proposition 4.1. Let S be a semiring andA a weighted S-automaton. Then ‖A‖ is a rational formal power series.
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