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Geleitwort
Gemäß dem klassischen Verständnis betrieblicher Anwendungssysteme stehen
die Verarbeitungsprinzipien OLTP (online transaction processing) und OLAP (on-
line analytical processing) „quer“ zueinander. Während OLTP an einzelnen Ge-
schäftsprozessen orientiert ist, zielt OLAP auf die geschäftsprozessübergreifende
Auswertung von Kennzahlen, die in der Regel historisiert sind und nach unter-
schiedlichen weiteren Dimensionen analysiert werden. Anders ausgedrückt, un-
terstützt OLTP die operativen Bereiche der Leistungserstellung eines Unterneh-
mens, während OLAP auf die dispositiven Managementbereiche Bezug nimmt.
Die Nachteile dieses klassischen Ansatzes treten insbesondere mit zunehmen-
dem Umfang des Gesamtsystems zutage. Die Zweiteilung in ein operatives und
ein dispositives Teilsystem ist zu unﬂexibel, um auf Änderungsanforderungen im
System zeitnah zu reagieren.
Thomas Benker greift in seiner Dissertation „Konstruktion geschäftsprozessori-
entierter operativ-dispositiver Komponentenarchitekturen“ dieses Problem auf.
Er schlägt für betriebliche Anwendungssysteme eine Komponentenarchitektur
vor, die operative und dispositive Elemente integriert. Hierfür entwickelt er eine
zugehörige Konstruktionsmethodik und evaluiert Architektur und Konstruktions-
methodik anhand einer ausführlichen und praxisrelevanten Fallstudie.
DenUntersuchungsgegenstand der Arbeit bilden somit Architektur und Entwick-
lung prozessorientierter Data-Warehouse-Systeme. Zugehörige Untersuchungs-
ziele sind: (1) die Architektur so zu gestalten, dass eine ﬂexible Anpassbarkeit an
Veränderungen der Prozessstruktur sowie die bedarfs- und zeitgerechte Unter-
stützung heterogener Nutzergruppen ermöglicht und (2) eine umfassende, abge-
stimmte Methodik zur Entwicklung dieser Architektur bereitgestellt wird.
Mit der vorliegenden Arbeit werden die Themenbereiche (a) der konzeptuellen
Grundlagen betrieblicher Informationssysteme, (b) der Systementwicklung und
(c) des Data-Warehousing zusammengeführt. Thomas Benkers Ansatz ist theo-
retisch wie methodisch fundiert und gleichzeitig praxistauglich. Die Lektüre der
I
Geleitwort
Arbeit kann allen empfohlen werden, die sich in Wissenschaft und Praxis mit
Fragen der ganzheitlichen, komponentenbasierten und prozessorientierten Ar-
chitektur von Anwendungssystemen beschäftigen. Möge die Dissertation einen
nachhaltigen Beitrag leisten, die entwicklungshistorisch bedingte Trennung zwi-
schen OLTP und OLAP mit dem Ziel der Gewinnung ﬂexibler Anwendungssys-
temarchitekturen zu überwinden.
Bamberg, im Januar 2018
Prof. Elmar J. Sinz
II
Vorwort
Geschäftsprozesse bilden die Lösungsverfahren betrieblicher Systeme und gleich-
zeitig die zentralen Artefakte zur Realisierung der unternehmerischen Ziele. In
Zeiten dynamischer Märkte mit intensivem Wettbewerb ist es umso wichtiger,
zeitnah auf Veränderungen amMarkt sowie auf Ereignisse in denProzessen selbst
zu reagieren. In der Konsequenz gilt es, die eigenen Geschäftsprozesse stetig zu
hinterfragen und Maßnahmen zu deren eﬃzienterer und innovativerer Durch-
führung abzuleiten. Mit dem geschäftsprozessorientierten Data-Warehouse-Konzept
als zentralem Baustein operativ-dispositiver Anwendungssysteme leistet die Ar-
beit einen Beitrag zur Realisierung dieser Zielsetzung.
Die Intention der eﬃzienten und innovativen Durchführung lässt sich auch auf
den Promotionsprozess übertragen. Hier ist jedoch das Umfeld mindestens ge-
nauso wichtig wie der Prozess selbst. Zunächstmöchte ichmich beimeinemDok-
torvater Herrn Prof. Dr. Elmar J. Sinz für seine Unterstützung von der ersten Idee
bis hin zur Fertigstellung bedanken. Ein immer oﬀenesOhr und kontroverse, aber
stets sachliche und v.a. konstruktive Diskussionen haben maßgeblich zum Ge-
lingen der Arbeit beigetragen. Ebenso möchte ich den weiteren Mitgliedern der
Promotionskommission, Herrn Prof. Overhage und Herrn Prof. Wirtz, für ihre
Unterstützung herzlich danken.
Das kollegiale und konstruktive Umfeld des Lehrstuhls stellte ideale Rahmenbe-
dingungen zur Promotion dar. Herzlich danken möchte ich allen Kollegen für die
zahlreichen Beiträge in Doktorandenseminaren und persönlichen Gesprächen.
Einige Weggefährten möchte ich aufgrund ihrer intensiven, freundschaftlichen
Unterstützung hervorheben: Für Matthias Wolf waren das Teilen eigener Erfah-
rungen, die stetige Motivation und die fachliche Diskussion eine Selbstverständ-
lichkeit. Mit stets kritischem Blick und vielen wertvollen Ratschlägen trug Cars-
ten Jürck maßgebend zur Qualität der Arbeit bei. Mit Andree Teusch wusste ich
den idealen Sparringspartner im Nachbarbüro. Armin Duske, Markus Plaha und
AchimUlbrich-vom Ende hatten immer ein oﬀenes Ohr und sorgten nicht zuletzt
für die technischen und organisatorischen Rahmenbedingungen zur Fertigstel-
lung der Dissertation.
III
Vorwort
Zu guter Letzt möchte ich meiner Familie danken. Liebe Anja, lieber Lasse, ohne
eure Liebe, eure Unterstützung, eure Kraft und eure Rückendeckung wäre dies
alles nicht möglich gewesen. Gleiches möchte ich auch meinen Eltern Winfried
und Brigitta sagen. Danke für die bedingungslose Unterstützung und die stete
Motivation, endlich fertig zu werden.
Bamberg, im Januar 2018
Thomas Benker
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1 Einführung
Geschäftsprozesse (GP) bilden die Lösungsverfahren für Unternehmen zur Rea-
lisierung ihrer Ziele. Operative und dispositive Aufgaben zur Durchführung und
Gestaltung dieser Lösungsverfahren bilden den fachlichen Kontext der Arbeit.
Den zentralenUntersuchungsgegenstand stellen Anwendungssysteme (AwS) dar,
die die Realisierung und die Integration dieser Aufgaben unterstützen und im
Rahmen der Arbeit als Geschäftsprozessorientierte operativ-dispositive Anwendungs-
systeme bezeichnet werden. Nachfolgend wird der zugehörige thematische Rah-
men zunächstmotiviert (Abschn. 1.1) und, anhand der identiﬁzierten Forschungs-
lücke, dasUntersuchungsproblem (Abschn. 1.2) abgleitet. Dieses bildet dieGrund-
lage zur Speziﬁkation von Hypothesen (Kap. 1.3) sowie von Lösungsstrategie und
-methode (Abschn. 1.4). In Abschn. 1.5 wird der Aufbau der Arbeit mit Bezug zur
Problemstellung eingeführt.
1.1 Motivation und Problemstellung der Arbeit
Den Einstieg bildet eine allgemeine Hinführung zum Thema der Arbeit. In Ab-
schn. 1.1.1 werden die Relevanz von Geschäftsprozessen, deren stetige Analyse
und Gestaltung sowie AwS zur Unterstützung operativer und dispositiver Aufga-
ben motiviert. In Abschn. 1.1.2 wird darauf aufbauend das Konzept des operativ-
dispositiven Anwendungssystems eingeführt. Ausgehend von diesem Systemver-
ständnis wird in Abschn. 1.1.3 die bestehende Forschungslücke des Themenkom-
plexes aufgezeigt.
1.1.1 Motivation des Themengebietes
In Zeiten dynamischer Märkte mit intensivemWettbewerb stehen Unternehmen
vor der Herausforderung, rechtzeitig und angemessen auf Veränderungen im
Markt- und Kundenverhalten zu reagieren (Dorn et al. 2010). Neben der ständigen
überprüfung der Positionierung eines Unternehmens aus Außensicht, also seiner
direktenBeziehungen zuGeschäftspartnern sowie der globalen Positionierung im
Markt, rückt auch zusehends die Bewertung der Innensicht der Unternehmens-
aufgabemit deren eﬃzienter und innovativer Durchführung in den Fokus (Becker &
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Kahn 2012, S. 1f.). GPs bilden das Lösungsverfahren zur Realisierung des Unter-
nehmensplans und stellen die Innensicht der Unternehmensaufgabe dar (Ferstl
& Sinz 2013, S. 195f.). Als Haupt- oder Serviceprozesse beeinﬂussen sie direkt
bzw. indirekt die betriebliche Leistungserstellung (Ferstl & Sinz 2013, S. 196f.).
Die eﬃziente und innovative Durchführung der Geschäftsprozesse wird aus orga-
nisatorischer Sicht in erster Linie durch den Wechsel von einer funktions- hin zu
einer prozessorientiertenUnternehmensorgansisation (z.B. Gaitanides 1983, Por-
ter 1989, Davenport 1993) sowie der damit einhergehendenReduktion der Schnitt-
stellen zwischen Funktionsbereichen gestärkt (Becker & Kahn 2012, S. 3). Zur
Steigerung von Eﬃzienz und Innovationsgrad der Prozesse ist aber auch deren
fortwährende Analyse notwendig. Hierzu ist mit dem übergang zur prozessorien-
tierten Unternehmensorganisation auch die Prozessorientierung in Konzepten
der Business Intelligence (BI) zu berücksichtigen (Bucher & Dinter 2008b). Zur
fortwährenden Neuausrichtung von Geschäftsprozessen an sich verändernde Be-
dingungen des Unternehmensumfeldes (Kunden-, Marktverhalten) sowie zur Be-
wertung von Prozessqualität und Performance schlagenBecker &Chamoni (2008)
die Unterstützung durch Analytische Informationssysteme vor. Etablierte Konzepte
aus dem Data-Warehouse (DWH) bzw. BI-Umfeld können bei der Analyse der
Ist-Situation sowie bei der Ableitung prozessbezogener Reaktionen unterstützen.
Durch die Berücksichtigung einer Prozessperspektive inDWH-Systemenwird ein
tieferes Verständnis der Prozesse, ihres Verhaltens und ihrer Schwankungen so-
wie das frühzeitige Gegensteuern ermöglicht (Becker &Chamoni 2008). AusCom-
pliance-Sicht wird zudemdie Einhaltung regulatorischer Rahmenbedingungen ge-
fördert (zur Muehlen & Shapiro 2010). Prozessbezogene Reaktionen können vom
steuernden Eingreifen in laufende Prozessinstanzen bis hin zur mittelfristigen
Prozessgestaltung reichen. Sowohl Modelle als auch laufende Instanzen der Ge-
schäftsprozesse liefern den Kontext für eine qualitativ hochwertige Datenanalyse
und sind in einem prozessorientierten BI-Ansatz zu berücksichtigen (Marjano-
vic 2007). Ohne diese Prozess-Assoziation würden zahlreiche Informationen nur
außerhalb ihres Interpretationskontextes oder ggf. gar nicht Gegenstand von Ana-
lysen werden (Bucher et al. 2009).
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1.1.2 Einführung prozessorientierter operativ-dispositiver
Anwendungssysteme
Zur Bereitstellung entscheidungsrelevanter Daten zu Prozessstrukturen und Ver-
halten wird das Konzept des DWH-Systems vorgeschlagen, für das sich der Be-
griﬀ prozessorientiertes Data-Warehouse-System (pDWH-System) etabliert hat (z.B.
Becker & Chamoni 2008, Bange & Fuchs 2011, Casati et al. 2007). Ein prozess-
orientiertes Data-Warehouse-System übernimmt mit der Datenbereitstellung ei-
ne Basisfunktionalität bei der Analyse von Prozessen sowie deren eﬃzienter und
innovativer Gestaltung. Diese zentrale Rolle nimmt das pDWH-Konzept auch in
der vorliegenden Arbeit ein. Die Betrachtung eines pDWH-Systems erfolgt jedoch
nicht isoliert, sondern integriert mit Quellsystemen sowie nutzenden Personen
und AwS. Die enge Integration mit operativen Systemen (als Quellsystem sowie
als automatisierter pDWH-Nutzer) wird u.a. bei Russom (2011) gefordert, um oh-
ne großen Zeitverzug Daten für prozessbezogene Analysen bereitzustellen und
ummögliche Reaktionen in laufenden Prozessinstanzen berücksichtigen zu kön-
nen. Diese ganzheitliche Betrachtung manifestiert sich im Begriﬀ des operativ-
dispositiven Anwendungssystems, das schematisch in Abb. 1.1 dargestellt ist. Auf
Basis der Begriﬀsabgrenzung von Kemper et al. (2010, S. 15) erfolgt die Bildung
von Teilsystemen. Das operative Teilsystem ist auf die Unterstützung der Abwick-
lung von Geschäftsprozessen ausgerichtet. Das dispositive Teilsystem übernimmt
die Vorbereitung von Entscheidungen durch das pDWH-System sowie die Ent-
scheidungsunterstützung (EU) selbst. Entscheidungen können sich dabei direkt
oder indirekt auf die operative Prozessausführung auswirken. Geschäftsprozes-
sen kommen in diesem Kontext zwei Funktionen zu: Zum einen dienen beende-
te und laufende Instanzen als Informationsquelle über Ereignisse im Prozess-,
Markt- oder Kundenverhalten. Als Beispiel können Verzögerungen in Vertriebs-
prozessen genannt werden. Zum anderen stellen die Prozesse auch das Ziel ent-
sprechender Reaktionen auf Instanz- oder Schemaebene dar.
Zur eﬃzienteren und innovativerenDurchführung vonGeschäftsprozessen kön-
nen zwei grundsätzliche Szenarien zurNutzung von pDWH-Systemen abgegrenzt
werden: Bei Bucher & Dinter (2008a) und Bucher et al. (2009) wird die Nutzung
analytischer Funktionen, realisiert auf Basis von pDWH-Systemen, zur aktiven
Steuerung desVerhaltens vonProzessinstanzen vorgeschlagen.Das Entscheidungs-
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Operatives System
Prozessorientiertes 
DWH-System
aufbereitete 
Daten
operative   
Steuerung
Gestaltung
Entscheidungsunter-
stützungssystem
Prozessorientiertes operativ-dispositives Anwendungssystem
Abb. 1.1: Teilsysteme prozessorient. operativ-dispositiver Anwendungssysteme
unterstützungssystem (EU-System) kann dabei sowohl voll- als auch teilautoma-
tisiert realisiert sein. Als übergeordnete Zielsetzung wird die Förderung der Pro-
zessorientierung eines Unternehmens mit der Steigerung des Prozessverständ-
nisses und der Identiﬁkation von Kernkompetenzen genannt. Positive Auswir-
kungen werden zudem hinsichtlich der Prozesslaufzeiten, der Prozesskosten, der
Qualität der Prozessleistung, der Prozessrisiken sowie der Ressourcennutzung
erwartet (Bucher & Dinter 2008b). Ein zweites Szenario ist auf die mittelfristige
Anpassung (Gestaltung) der Prozessstruktur sowie der Rahmenbedingungen (Res-
sourcen und Aufgabenträger) zur eﬃzienteren und innovativeren Durchführung
ausgerichtet (Felden et al. 2010). Für pDWH-Systeme leitet sich, auch auf Basis der
beiden Szenarien, eine Vielzahl potenzieller Nutzer auf operativer, taktischer und
strategischer Ebene ab (z.B. Eckerson 2007, White 2006, Hrach & Alt 2012). Für
jede Nutzergruppe ist von individuellen Anforderungen an das pDWH-System
(z.B. bzgl. Informationsbedarf oder Latenz) auszugehen.
1.1.3 Explikation der Forschungslücke
Auf Basis des kommunizierten Verständnisses eines geschäftsprozessorientier-
ten operativ-dispositiven AwS kann sowohl hinsichtlich der AwS-Architektur als
auch bzgl. der methodisch geleiteten Entwicklung ein weiterer Forschungsbedarf
identiﬁziert werden. Dieser wird nachfolgend aufgezeigt. Die Ausführungen stel-
len jeweils eine Zusammenfassung der detaillierten Literaturanalyse zu Architek-
tur (Kap. 5.2), Prozessperspektive bzw. Datenmodell (Kap. 6.3) sowie Entwicklung
(Kap. 7.2) dar.
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Lücke bzgl. der Architektur prozessorientierter operativ-dispositiver
Anwendungssysteme
Das Serviceorientierte Paradigma, wie es auch zur Realisierung operativer AwS An-
wendung ﬁndet, wird bei Bucher & Dinter (2008a), Bucher et al. (2009) oder auch
Panian (2008) motiviert, um DWH-Anwendungen mit Analysefokus auf dem zu-
grundeliegenden Prozess zu realisieren. Als Vorteile gegenüber etablierten Ar-
chitekturformen unternehmensweiter DWH-Systeme werden dabei v.a. die ﬂexi-
ble Anpassbarkeit an sich dynamisch verändernde Anforderungen sowie die ﬂe-
xible Reaktionsfähigkeit genannt. Über das Konzept der Services kann zudem die
Integration analytischer Funktionen in den operativen Betrieb erfolgen. Zahlrei-
che Arbeiten (z.B. Bucher et al. 2009, Markarian et al. 2007, Nguyen et al. 2005,
Oberhofer & Nijkamp 2009, Pospiech & Felden 2013, Vogt et al. 2008) greifen
dieses Funktionsparadigma auf, betrachten aber im Wesentlichen die Steuerung
des Verhaltens operativer Prozesse durch die Identiﬁkation und die Nutzung ana-
lytischer Services (Funktionen) zur Laufzeit. Die Realisierung der Dienste ﬁndet
i.d.R. keine Berücksichtigung. Die mittelfristige eﬃzientere und innovativere Ge-
staltung der Prozesse wird meist als Anwendung etablierter DWH-Konzepte ver-
standen, die um eine Prozessperspektive zu erweitern sind (z.B. zur Muehlen
2001). Dies erfolgt hauptsächlich durch dieDeﬁnition entsprechenderDatenstruk-
turen. Bei Schiefer et al. (2004) und Casati et al. (2007) werden zudem Erweiterun-
gen der DWH-Komponenten zumLaden, Verwalten undVerarbeiten von Prozess-
daten eingeführt. Die Betrachtung der Flexibilität von DWH-Architekturen zur
Realisierung der genannten Szenarien kommt in verwandten Ansätzen generell
zu kurz.
Bestehende serviceorientierte Ansätze bieten eine solide und geeignete Aus-
gangsbasis bzgl. der Identiﬁkation und der Integration von dispositiven Diens-
ten in operative AwS. Die Realisierung der Dienste sowie die Strukturierung ei-
nes DWH-Systems anhand des zugehörigen Funktionsparadigmas werden nicht
hinreichend betrachtet. Dies gilt sowohl für die Interaktion innerhalb des DWH-
Systems als auch mit dem operativen und dem EU-System. Ein ganzheitlicher
Architekturansatz wirkt sich zudem positiv auf die Anwendbarkeit von pDWH-
Systemen im betrieblichem Kontext aus und trägt zur Beherrschung der damit
verbunden Komplexität bei. Ebenfalls erscheint die Unterstützung beider Nut-
zungsszenarien (aktive Verhaltenssteuerung und Gestaltung der Prozessstruktur)
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durch ein gemeinsames pDWH-System sinnvoll. Verwandte Architekturkonzepte
sind i.d.R. jedoch nur auf eines der Szenarien ausgerichtet.
Lücke bzgl. der Prozessperspektive in prozessorientierten DWH-Systemen
Die Bereitstellung einer Prozessperspektive durch ein pDWH-System ist im We-
sentlichen durch die Berücksichtigung vonProzessmerkmalen in denDatenstruk-
turen beeinﬂusst. Ansätze hierzu verwenden den Begriﬀ Prozess softwarenahe im
Sinne von Workﬂow. Prozessausführende Workﬂow Management Systeme dienen
dabei als Quellsysteme für das pDWH-System. Der Begriﬀ Workﬂow wird jedoch
heterogen abgegrenzt. Einige Arbeiten verwenden ein informales, andere ein pro-
prietäres Begriﬀsverständnis, z.T. ohne graﬁsche Notation (z.B. Eder et al. 2002,
Grigoria et al. 2004, Pau et al. 2007). Durch den informalen Begriﬀ wird die Nach-
vollziehbarkeit des multidimensionalen Datenmodells, insbes. die Begründung
von Dimensionen und Kennzahlen, eingeschränkt. Die Verwendung proprietä-
rer Workﬂow-Modelle erschwert die Anwendbarkeit der abgeleiteten Prozessper-
spektive. Andere Arbeiten (z.B. Mansmann et al. 2007b, Mansmann et al. 2007a,
Kueng et al. 2001) beschreiben Datenstrukturen zur Prozessanalyse ausgerichtet
an den speziﬁschen Anforderungen einer fachlichen Domäne. Generische Da-
tenstrukturen (z.B. Casati et al. 2007, Sun 2014) abstrahieren zwar von dieser,
jedoch i.d.R. auch von der Workﬂow-Sprache. Alle Ansätze sind insbesondere ge-
genüber aktuellen Workﬂow-Sprachen, wie z.B. der Business Process Modell and
Notation (BPMN) (OMG 2011), eingeschränkt. Die Lücke lässt sich als Fehlen
eines multidimensionalen Datenmodells beschreiben, das zum einen generisch
bzgl. der Anwendungsdomäne und zum anderen mächtig genug bzgl. aktueller
Workﬂow-Konzepte ist.
Abzugrenzen von der softwarenahen Prozessinterpretation ist der eingangs ver-
wendete und dem Workﬂow übergeordnete Begriﬀ des Geschäftsprozesses. Die-
ser beschreibt, ausgerichtet an Unternehmenszielen, die fachliche Ausgestaltung
der betrieblichen Leistungserstellung (Ferstl & Sinz 2013, S. 196f.) und stellt die
Grundlage zur Ableitung softwarenaher Prozessbeschreibungen (Workﬂows) dar.
Fachliche Maßnahmen zur eﬃzienteren und innovativeren Gestaltung werden
primär anhand der Geschäftsprozesse durchgeführt (Becker & Kahn 2012, S. 1ﬀ.)
und darauf folgend auf die zugehörigen Workﬂows zur Realisierung abgebildet.
Die dazu notwendige fachliche Interpretation von Prozessdaten sowie deren Ein-
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ordnung in denKontext derUnternehmensaufgabewird jedoch nur eingeschränkt
thematisiert. Lediglich bei Becker (2007) wird die Geschäftsprozess-Perspektive
über ein multidimensionales Datenmodell für die erweiterte Ereignisgesteuerte Pro-
zesskette (eEPK) berücksichtigt, jedoch ohne eine Einordnung in den übergeordne-
ten Kontext der betrieblichen Leistungserstellung vorzunehmen.
Ebenso wenig werden Workﬂows auf technischer Ebene betrachtet, sodass bei
Analysen kein Wechsel von fachlicher zu technischer Perspektive möglich ist.
Lücke bzgl. der Entwicklung geschäftsprozessorientierter operativ-dispositiver
Anwendungssysteme
Die methodisch geleitete Entwicklung geschäftsprozessorientierter operativ-dis-
positiver AwS mit einem pDWH-System als zentralem Teilsystem bildet einen
weiteren Aspekt der bestehenden Lücke. Die konsistente Entwicklung der einzel-
nen Teilsysteme sowie die Integration dieser stellen komplexe Aufgaben dar. Der
Entwickler ist in seiner Tätigkeit zur Beherrschung dieser Komplexität zu unter-
stützen. Lediglich der Ansatz nach Becker (2007) thematisiert neben Architektur
und Datenmodell auch das Vorgehen zu Gestaltung und Nutzung von pDWH-
Systemen. Das ganzheitliche Konzept wird als modellbasierter closed-loop-Ansatz
für das GP-Controlling charakterisiert. Er rückt Strategie sowie Unternehmens-
und Prozessmodelle der ARIS-Methodik (Architektur integrierter Informationssyste-
me nach Scheer (2001, 2002)) in den Fokus. Diese Modelle dienen sowohl als Aus-
gangspunkt zur Speziﬁkation von operativen AwS als auch des pDWH-Systems
(ETL-Prozess undDWH-Schema), sind rückgekoppelt aber selbst Gegenstand von
Anpassungen aufgrundDWH-basierter Analysen. ZurUnterstützung desProzess-
Controllings berücksichtigt der Ansatz neben Anpassung der Prozessstrukturen
auch verhaltenssteuerndeMaßnahmen in Prozessinstanzen, z.B. ausgelöst durch
Mail-Benachrichtigungen. Die Architektur wird, unabhängig von einemArchitek-
turparadigma, als prozessorientierte Erweiterung etablierter DWH-Architekturen
beschrieben. Das Entwicklungsvorgehen orientiert sich aufgrund dessen am ide-
altypischen Prozess zur DWH-Entwicklung, erweitert um Beziehungen zur Kon-
sistenzprüfungmit dem parallel verlaufenden Prozess desGeschäftsprozess-Mana-
gements. Die Entwicklung von DWH-Systemen mit Berücksichtigung des kompo-
nenten- bzw. serviceorientierten Paradigmas wird in der Literatur nicht themati-
siert.
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1.2 Untersuchungsproblem der Arbeit
Anhand der Forschungslücke wird das Untersuchungsproblem abgeleitet. Dieses
setzt sich aus Untersuchungsgegenstand (Abschn. 1.2.1) und Untersuchungsziel
(Abschn. 1.2.2) zusammen. Betrachtet wird die speziﬁsche Form des Konstrukti-
onsproblems. Zielsetzung dabei ist die Speziﬁkation einer Struktur zur Realisie-
rung des geforderten Systemverhaltens (Sinz 2010).
1.2.1 Untersuchungsgegenstand
Das in Abschn. 1.1.2 eingeführte prozessorientierte operativ-dispositive AwS bildet
den Untersuchungsgegenstand der Arbeit mit dem zentralen Artefakt des prozess-
orientierten DWH-Systems. Der Aufgabenbereich des pDWH-Systems umfasst Ex-
traktion, Aufbereitung und Bereitstellung entscheidungsrelevanter Prozessdaten.
Wie in Abschn. 1.1.3 deutlich wird, besteht v.a. bzgl. der Architektur, der Prozess-
perspektive sowie der Entwicklung von pDWH-Systemen und operativ-dispositiven
AwS weiterer Forschungsbedarf. Diese bilden Teilaspekte des Untersuchungsge-
genstandes und werden nachfolgend detaillierter vorgestellt:
1. Architektur: Die Architektur von prozessorientierten operativ-dispositiven
Anwendungssystemen stellt einen Teilaspekt dar. Das prozessorientierte
DWH-System bildet hier den zentralen Architekturbaustein. Die Betrach-
tung erfolgt sowohl ausAußen- als auch aus Innensicht anhand seiner Funk-
tionen und Datenstrukturen zur Bereitstellung der Prozessperspektive. Das
operative AwS sowie das EU-System werden hingegen nur aus Außensicht
über die Integration mit dem pDWH-System betrachtet.
2. Entwicklung: Aufbauend auf einer Referenzarchitektur für prozessorien-
tierte operativ-dispositive AwS (siehe Punkt 1) bildet die Entwicklung die-
ser Systeme auf Basis von Geschäftsprozessmodellen einen weiteren Be-
standteil des Untersuchungsobjektes. Auch hier stellt das pDWH-System
das zentrale Entwicklungsartefakt dar.
1.2.2 Untersuchungsziel
Als übergeordnete Zielsetzung wird die Unterstützung der innovativeren und eﬃ-
zienteren Durchführung von Geschäftsprozessen (siehe Abschn. 1.1) durch Bereitstel-
lung von Referenzarchitektur und Entwicklungsmethodik für operativ-dispositive
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AwS aufgestellt. Als Anwendungsszenarien sind dabei sowohl die Nutzung ana-
lytischer Informationen zur Steuerung laufender Prozessinstanzen als auch die
mittelfristige Gestaltung der Prozessstruktur zu unterstützen. Abb. 1.2 zeigt sche-
matisch das Untersuchungsproblem mit Fokus auf dem zentralen Artefakt des
pDWH-Systems. Nachfolgend wird das Untersuchungsziel anhand von Referenz-
architektur und Entwicklungsmethodik weiter präzisiert:
1. Zielsetzung der Referenzarchitektur für das pDWH-System sowie für ope-
rativ-dispositive AwS ist die Integration der operativen Ausführung mit der
Analyse von Geschäftsprozessen über das zentrale Artefakt des pDWH-Sys-
tems. Zu berücksichtigende Anforderungen stellen die ﬂexible Anpassbarkeit
an Veränderungen der Prozessstruktur sowie die bedarfs- und zeitgerechte
Unterstützung heterogener Nutzergruppen mit einer prozessorientierten Per-
spektive dar.
2. Durch die Bereitstellung einer Entwicklungsmethodik wird die Anwendbar-
keit der Referenzarchitektur in betrieblichen Anwendungsszenarien ange-
strebt. Zudem soll im Rahmen eines mehrstuﬁgen Entwicklungsvorgehens
die Einordnung von Informationen zur operativen Prozessausführung in
den Kontext der betrieblichen Leistungserstellung ermöglicht werden. Ne-
ben der prozessorientierten soll auch eine fachliche, geschäftsprozessorien-
tierte Perspektive bereitgestellt werden. Die Herausforderung der Methodik
stellt die Komplexität der Entwicklung sowie der konsistenten Abstimmung
operativer und dispositiver Teilsysteme dar.
Daten-
schema
pDWH-System
A
rc
h
it
ek
tu
r
Entwicklungs-
methode
Abb. 1.2: Schematische Darstellung des Untersuchungsgegenstandes
Es wird davon ausgegangen, dass sich durch eine ﬂexible Referenzarchitektur,
ausgerichtet auf die eingeführten Nutzungsszenarien einschließlich einer darauf
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abgestimmtenEntwicklungsmethodik, positive Auswirkungenhinsichtlich der Ef-
ﬁzienz und Innovation in denGeschäftsprozessen einerUnternehmung ergeben.
1.3 Hypothesen der Arbeit
Zur Lösung des Untersuchungsproblems wird die Markt-Metapher von Angebot
und Nachfrage aufgegriﬀen. In der Betriebswirtschaftslehre ist ein Markt wenigs-
tens über Angebot, Nachfrage, Tauschobjekt (knappesGut) undTauschmittel (i.d.R.
Geld) deﬁniert (Gabler 2014, S. 2106f.). Als Tauschobjekt werden Daten bzw. In-
formationen zu Geschäftsprozessen festgelegt. Angebot und Nachfrage dienen
der Bildung von Teilsystemen. Als angebotsorientiert wird ein Teilsystem charak-
terisiert, das ausgehend von Vorsystemen (Quellsystemen) ein aufbereitetes und
vollständiges Informationsangebot bereitstellt. Das davon entkoppelte nachfrage-
orientierte Teilsystem richtet sich nach dem Informationsbedarf der Systemnut-
zer und erfüllt diesen auf Basis des angebotsorientierten Teilsystems. Das Tausch-
mittel wird, auch aufgrund mangelnder Knappheit von Prozessdaten (vollständi-
ges Angebot), im Rahmen der Metapher vernachlässigt. Ausgerichtet auf diese
Metapher werden fünf Hypothesen formuliert:
Hypothese: Die Komponentenorientierung stellt ein geeignetes Paradigma zur Struk-
turierung operativ-dispositiver Anwendungssysteme dar.
Das pDWH-System bildet den zentralen Architekturbaustein zur Integration ope-
rativer AwS auf Angebots- und dispositiver Systeme auf Nachfrageseite. Zur Spe-
ziﬁkation einer ﬂexiblen Systemstruktur für das pDWH-System sowie für das
operativ-dispositive AwS stellt die Komponentenorientierung geeignete Gestal-
tungsprinzipien bereit. Minimale Kopplung zwischen Komponenten bei maxima-
ler Kohäsion innerhalb einer Komponente (z.B. Szyperski et al. 2002, S. 40) oder
die lose Kopplung über wohldeﬁnierte Schnittstellen (z.B. Ackermann et al. 2002)
sind stellvertretend als wesentliche Eigenschaften des Komponentenentwurfs zu
nennen.
Hypothese: über das Konzept der betrieblichen Aufgabe können aus pDWH-Systemen
abgeleitete Informationen auch im Kontext der betrieblichen Leistungserstellung bewer-
tet werden.
Ein Geschäftsprozess, als Menge vernetzter betrieblicher Aufgaben beschrieben,
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speziﬁziert die betriebliche Leistungserstellung (Ferstl & Sinz 2013, S. 196f.) und
kann als Brücke zwischen operativer und strategischer Unternehmensebene ver-
standen werden (Marjanovic 2007). Das Modell der betrieblichen Aufgabe kann,
verbunden mit der Diﬀerenzierung von Außen- und Innensicht, als Hilfsmittel
zur Einordnung softwarenah angebotener Ablaufdaten in den übergeordneten be-
trieblichen Kontext dienen. Neben dem Informationsbedarf technisch-orientierter
Nutzer kann auch der Bedarf von Nutzern mit betriebswirtschaftlichem Hinter-
grund gedeckt werden.
Hypothese:Das für themenorientierte DWH-Systeme etabliertemultidimensionale Da-
tenmodell ist auch zur Realisierung prozessorientierter DHW-Systeme anwendbar.
Die Datenbereitstellung in DWH-Systemen erfolgt, ausgerichtet an relevanten
Entscheidungsfeldern (subject-oriented), inmultidimensionaler Form (Sinz 2002b).
Das multidimensionale Datenmodell ist auch zur Datenbereitstellung in prozess-
orientierten DWH-Systemen, sowohl auf der Angebots- als auch auf der Nachfra-
geseite, anwendbar. Aus der übergeordneten Zielsetzung, der eﬃzienteren und
innovativeren Durchführung von Geschäftsprozessen nach Becker & Kahn (2012,
S. 1f.), ergeben sich jedoch auchHerausforderungen: Zum einen wird neben dem
Prozessergebnis auch der Ablauf zum Gegenstand von DWH-Systemen und da-
mit auch des multidimensionalen Datenschemas. Zum anderen ist von der ste-
tigen Anpassung der operativen Prozessstrukturen (z.B. durch deren innovativere
Gestaltung) auszugehen und impDWH-System entsprechend zu berücksichtigen.
Hypothese: Prozessorientierte DWH-Systeme stellen eine konsistente Erweiterung pro-
zessübergreifender themenorientierter DWH-Systeme dar.
Themenorientierte DWH-Systeme sind, basierend auf einem aggregierten Daten-
bestand, auf bestimmte Analysethemen ausgerichtet und abstrahieren von einzel-
nen Geschäftstransaktionen (Bauer & Günzel 2013, S. 10f.). pDWH-Systeme hin-
gegen führen explizit Daten auf feinster Granularität der Geschäftstransaktionen
und assoziieren diese mit relevanten Prozessdaten. pDWH-Systeme können als
Vorsysteme themenorientierter Systeme verstanden und als solche integriert wer-
den. Die Bildung von Teilsystemen anhand von Angebot und Nachfrage im pDWH-
System ermöglicht heterogene Schnittstellen zur Integration. Mehrwert aus der
Integration ergibt sich v.a. mit Blick auf die Konsistenz der Aussagen, die aus bei-
den Systemen abgeleitet werden können.
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Hypothese:Bestehende Ansätze der geschäftsprozessorientierten Systementwicklung kön-
nen zur Entwicklung operativ-dispositiver Anwendungssysteme erweitert werden.
Methodiken zur Entwicklung betrieblicher operativer AwS, die das Konzept des
Geschäftsprozesses als zentrales Entwicklungsartefakt verstehen, können zur Ent-
wicklung geschäftsprozessorientierter operativ-dispositiver Anwendungssysteme
erweitert werden. Anhand der Metapher von Angebot und Nachfrage kann dabei
die zeitlichen Entkopplung der Entwicklungsabschnitte einzelner Teilsysteme be-
schrieben und begründet werden. Die Entwicklungsmethodik kann zudem für
bestehende Entwicklungsprojekte übernommen und in diese integriert werden
und erfordert keine vollständige Neugestaltung der operativen Systeme.
1.4 Lösungsstrategie und methodisches Vorgehen der
Arbeit
Im Weiteren wird in Abschn. 1.4.1 die grundsätzliche Strategie zur Lösung des
Untersuchungsproblems vorgestellt sowie in Abschn. 1.4.2 auf die methodische
Behandlung eingegangen.
1.4.1 Lösungsstrategie
Die Architektur sowie die Entwicklung von operativ-dispositiven AwS bilden das
Untersuchungsobjekt. Ziel ist es, eine geeignete Struktur für beide zur Realisie-
rung der postulierten Eigenschaften Flexibilität,Geschäftsprozessorientierung sowie
bedarfs- und zeitgerechte Informationsversorgung zu ﬁnden. Das Untersuchungspro-
blemwird als Konstruktionsproblem nach Sinz (2010) klassiﬁziert. Als grundsätz-
liche Lösungsstrategie leitet sich daraus ein gestaltungsorientiertes Vorgehen ab,
womit sich die Arbeit in den entsprechendenGegenstandsbereich derWirtschafts-
informatik einordnet. Als Erkenntnisziele der gestaltungsorientiertenWirtschafts-
informatik werden
”
(...) Handlungsanleitungen (normative, praktisch verwendbare
Ziel-Mittel-Aussagen) zur Konstruktion und zum Betrieb von betrieblichen Informati-
onssystemen sowie Innovationen in den Informationssystemen (Instanzen) selbst“
(Österle et al. 2010) beschrieben. An diesen Erkenntniszielen werden Strategie
und methodisches Vorgehen der Arbeit unter Berücksichtigung nachfolgender
Aspekte ausgerichtet:
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• Bei der Konzeption der Referenzarchitektur sowie der Entwicklungsmetho-
dik bildet die Komponentenorientierung, abgeleitet aus den Hypothesen der
Arbeit in Abschn. 1.3, das durchgehende Systemparadigma.
• Zur Beherrschung der Komplexität bei der Bearbeitung desUntersuchungs-
problems erfolgt die Konzeption entlang von Aufgaben- und Aufgabenträ-
gerebene. Die Aufgabenebene ermöglicht durch Beschreibung von Aufga-
ben und Informationsbeziehungen die fachliche Betrachtung des Unter-
suchungsobjekts. Auf Aufgabenträgerebene wird hingegen die Aufgaben-
durchführung durch einen Aufgabenträger (AT) betrachtet (Ferstl & Sinz
2013, S. 4f.). Anhand der Ebenen wird zudem die Diﬀerenzierung der Pro-
zessperspektive (Workﬂow vs. Geschäftsprozess) ermöglicht (vgl. Hypothese
Abschn. 1.3).
• Die Entwicklung neuer Modellierungssprachen und -methoden für betrieb-
liche AwS ist nicht Ziel der Arbeit. Etablierte Lösungen werden aufgegriﬀen
und hinsichtlich der Problemlösung erweitert. Das SemantischeObjektmodell
(SOM) nach Ferstl & Sinz (vgl. Kap. 2.2) wird als Methode zur geschäftspro-
zessorientierten Systementwicklung, die Business Process Modell and Notati-
on (BPMN) (vgl. Kap. 6.1) als Modellierungssprache für Workﬂows und das
Semantische Data-Warehouse-Modell (SDWM) nach Böhnlein (vgl. Kap. 3.4)
zur Speziﬁkation multidimensionaler Datenschemata genutzt. Ergebnisse
der Arbeit werden zunächst auf Grundlage dieser Konzepte erarbeitet, bevor
abschließend deren Allgemeingültigkeit aufgezeigt wird.
Die Arbeit startet mit der Konzeption von Referenzarchitektur und Datensche-
ma, auf deren Grundlage im nächsten Schritt eine Entwicklungsmethodik spezi-
ﬁziert wird. Damit wird auch der Zielsetzung, die Anwendbarkeit der Referenzar-
chitektur in betrieblichen Szenarien zu ermöglichen, Rechnung getragen.
1.4.2 Methodisches Vorgehen
Die der Arbeit zugrunde gelegte Forschungsmethodik ist an den idealtypischen
Erkenntnisprozess der gestaltungsorientiertenWirtschaftsinformatik nachBecker
(2010) angelehnt. Entsprechend der Forderung von Frank (2006) wird die Metho-
de an die speziﬁschen Anforderungen und Eigenschaften der Problemstellung
angepasst. Die resultierende Methodik ist in Abb. 1.3 mit Ablauf- sowie Validie-
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rungsbeziehungen angegeben. Neben projektspeziﬁschen Anforderungen sind
die allgemeinen Anforderungen an gestaltungsorientierte Ergebnisse nach Frank
(2006) und Österle et al. (2010) berücksichtigt: Abstraktion, Originalität, Begrün-
dung,Nutzen. Grundsätzlich wird einmethodisches Vorgehen zur Argumentation
(Begründung) gewählt, das sich anhand des Methodenspektrums der Wirtschafts-
informatik nach Wilde & Hess (2007) als qualitativ-konstruktiv, im Speziellen als
konzeptionell- sowie argumentativ-deduktiv klassiﬁzieren lässt.
Entwurfsphase
Motivation und 
Identifikation der 
Problemstellung
Entwurf der 
Referenzarchitektur
Entwurf des 
Datenschemas
Entwurf der 
Entwicklungs-
methodik
Evaluation und 
Abstraktion
Anforderungs-
definition
Abgrenzung 
verwandter 
Ansätze
Entwurf
Angemessenheit und Machbarkeit
Anwendbarkeit
AllgemeingültigkeitAngemessenheit
Legende:
Innensicht ValidierungsbeziehungHauptrichtung des Vorgehens
Diffusion
Demonstration
Abb. 1.3:Methodisches Vorgehen zur Lösung des Untersuchungsproblems
Motivation und Identiﬁkation der Problemstellung bilden dieAnalysephasenach
Becker (2010). Als Forschungsziele werden ebenfalls in dieser Phase die Zielarte-
fakte der Referenzarchitekturmit Datenschema sowie der Entwicklungsmethodik
identiﬁziert. Während der folgenden Entwurfsphase werden der Entwurf der Re-
ferenzarchitektur, der zugehörigen Datenstrukturen sowie der Entwicklungsme-
thodik aus Gründen der Komplexitätsbeherrschung in jeweils eigenen Schritten
durchgeführt. Die sequentielle Abfolge der Schritte ergibt sich aus den Abhängig-
keiten der Artefakte. Die Sequenz beschreibt dabei, wie im gesamten Ablaufsche-
ma, die Hauptrichtung des Vorgehens. Rücksprünge oder Iterationen zwischen
den Schritten sind hinsichtlich Konsistenz und Qualität der Artefakte notwendig.
Der Entwurf der einzelnen Artefakte erfolgt einheitlich. Neben der eigentlichen
Konzeption der Artefakte erfolgt die Abgrenzung gegenüber bekannten Lösungen
ausWissenschaft und Praxis (Originalität) (Becker 2010). Konzeption und Abgren-
zung erfolgen auf Basis der Literatur sowie daraus extrahierter Anforderungen
(Begründung).
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Die Validierung der Ergebnisse erfolgt mehrstuﬁg. Begleitend zur Konzeption
der einzelnen Artefakte erfolgt die Demonstration der Ergebnisse anhand einer
Fallstudie und dient gleichzeitig alsMachbarkeitsstudie. Angelehnt an Frank (2006)
wird zudem die Angemessenheit der Artefakte zur Realisierung der erhobenen An-
forderungen bewertet. Einen Aspekt der Angemessenheit stellt die Anwendbar-
keit der Ergebnisse dar. Die Entwicklungsmethodik mit der Zielsetzung der An-
wendbarkeit der Referenzarchitektur (vgl. Abschn. 1.2.2) wird als Beitrag zur Vali-
dierung verstanden. Evaluation und Abstraktion bilden den artefaktübergreifenden
Teil der Validierung und den Proof-of-Concept im eigentlichen Sinn. Basierend auf
Frank (2006) erfolgt die Evaluation gegenüber den Hypothesen der Arbeit. Abs-
traktion beschreibt die Allgemeingültigkeit der Ergebnisse. In der Arbeit wird von
Modellierungssprachen und Anwendungsfällen, die während der Entwurfsphase
Anwendung ﬁnden, abstrahiert. Zur Generierung eines Nutzens gegenüber Inter-
essenten ausWissenschaft und Praxis werden auf Basis der Ergebnisse normative
Aussagen abgeleitet und veröﬀentlicht. Einen wichtigen Teil der Evaluation über-
nehmen auch wissenschaftliche Begutachtungen und Diskussionen der Artefakte
(Becker 2010), die in der Phase der Diﬀusion zielgerichtet veröﬀentlicht wurden
bzw. noch werden. Neben der Veröﬀentlichung dieser Arbeit wurden zur Quali-
tätssicherung Ergebnisse auch bei nachfolgenden Konferenzen und Workshops
diskutiert:
• Begutachtung, Diskussion und Publikation (Benker 2013) des initialen Ar-
chitekturentwufs im Rahmen des Fifth International Workshop on Enterprise
Modelling and Information Systems Architectures (EMISA 2013).
• Begutachtung und Diskussion des Exposé zur Arbeit im Rahmen des Dok-
torandensymposiums der TagungModellierung 2014.
• Begutachtung und Diskussion des fortgeschrittenen Architekturkonzeptes
im Rahmen des 7. Workshop für Business Intelligence (WSBI 2015) sowie Ver-
öﬀentlichung (Benker 2015) als Bamberger Beitrag zur Wirtschaftsinformatik
und Angewandten Informatik (Nr. 97).
• Begutachtung, Diskussion und Publikation (Benker 2016) des pDWH-Sche-
mas im Rahmen der 19th International Conference on Business Information
Systems (BIS 2016).
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1.5 Aufbau der Arbeit
Der Aufbau der Arbeit, schematisch dargestellt in Abb. 1.4, leitet sich aus der Spe-
ziﬁkation des Untersuchungsproblems (Abschn. 1.2) sowie der Forschungsme-
thode (Abschn. 1.4) ab. Die Kapitel 2 bis 4 bilden das Fundament der Arbeit. In
Kapitel 2 werden methodische Grundlagen zur Gestaltung betrieblicher Informa-
tionssysteme über mehrere Beschreibungsebenen vom Geschäftsprozessmodell
hin zur Automatisierung basierend auf dem komponentenorientierten Paradig-
ma eingeführt. Kapitel 3 führt darauf folgend Grundlagen zu DWH-Systemen im
Allgemeinen sowie zu prozessorientierten DWH-Systemen im Speziellen ein. In
Kapitel 4 wird eine umfassende Fallstudie vorgestellt. Diese dient der Demonstra-
tion sowie als Machbarkeitsstudie für die Ergebnisse der Arbeit in nachfolgenden
Kernkapiteln.
EINFÜHRUNG DER DURCHGEHENDEN
FALLSTUDIE (Kap. 4)
EINFÜHRUNG (Kap. 1)
Problem | Ziel | Aufbau | method. Behandlung
GRUNDLAGEN (Kap. 2)
zur Gestaltung betr. Informationssysteme 
REFERENZARCHITEKTUR PROZESSORIENTIERTER
OPERATIV-DISPOSITIVER SYSTEME (Kap. 5)
DATENSTRUKTUREN PROZESSORIENTIERTER
DATA-WAREHOUSE-SYSTEME (Kap. 6)
ENTWICKLUNG GESCHÄFTSPROZESSORIENTIERTER
OPERATIV-DISPOSITIVER SYSTEME (Kap. 7)
REFLEXION UND AUSBLICK (Kap. 9)
EXTENSION DER ENTWICKLUNGSMETHODIK
(Kap. 8)
Grundstruktur:
• Anforderungen
• Stand der Literatur
• Konzeption
• Zusammenfassung/
Diskussion
GRUNDLAGEN (KAP. 3)
zu prozessorientierten DWH-Systeme
Abb. 1.4: Aufbau der Arbeit
Kapitel 5, 6 und 7 bilden den Kern der Arbeit. Sie dienen der Vorstellung sowie
der Begründung der zentralen Ergebnisse. Sie folgen einer einheitlichen Grund-
struktur. Zunächst werdenAnforderungen an den jeweiligen Teil desUntersuchungs-
objektes auf Basis der Literatur erarbeitet. Anhand dieser Anforderungen wer-
den unter Stand der Literatur verwandte Arbeiten gespiegelt und diskutiert. Im
Kern des Kapitels erfolgt die Konzeption des jeweiligen Artefakts. Den Kapitelab-
schluss bilden Zusammenfassung und Diskussion der Ergebnisse mit Blick auf
die eingangs formulierten Anforderungen. Kapitel 5 stellt eine Referenzarchitek-
tur für prozessorientierte operativ-dispositive AwS vor. Im Fokus der funktionsori-
entierten Betrachtung steht im Speziellen das pDWH-System aus Außen- und In-
nensicht sowie dessen Integration in die Komponentenarchitektur des ganzheitli-
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chen Anwendungssystems. In Kapitel 6 werden die Datenstrukturen als zentraler
Aspekt des prozessorientierten DWH-Systems bzw. der Referenzarchitektur ver-
tieft betrachtet. Zum einen wird ein generisches multidimensionales Schema für
pDWH-Systeme betrachtet, das als Grundlage zur Entscheidungsﬁndung in ak-
tiven Prozessinstanzen als auch zur Gestaltung des Prozessschemas dient. Zum
anderen wird die Bereitstellung des Datenschemas anhand der in Kapitel 5 vorge-
stellten Komponenten thematisiert. Die Entwicklung geschäftsprozessorientier-
ter operativ-dispositiver Komponentenarchitekturen ist Gegenstand vonKapitel 7.
Die Entwicklungsmethodik ist auf die anhand ihrer Funktionen und Datenstruk-
turen (Kapitel 5 u. 6) vorgestellte Referenzarchitektur ausgerichtet. In Kapitel 5
und 6 wird der Prozessbegriﬀ im Sinne einesWorkﬂows als Lösungsverfahren be-
trieblicher Aufgaben verwendet. Durch die Entwicklungsmethodik erfolgt die Ein-
ordnung der Datenstrukturen, Funktionen und Komponenten in den fachlichen
Kontext von Geschäftsprozessen und begründet den Begriﬀ des geschäftsprozess-
orientierten AwS.
Kapitel 8 u. 9 bilden den Abschluss der Arbeit. Kapitel 8 thematisiert über die
Extension der Entwicklungsmethodik die Gültigkeit der Ergebnisse und trägt da-
mitmaßgeblich zumProof-of-Concept bei. Gegenstand sind die Einordnung der Er-
gebnisse sowie die Abstraktion vonModellierungssprachen undMethoden, die im
Rahmen der Konzeption angewendet werden. Zudem werden allgemeine Merk-
male vonGeschäftsprozessen aufgezeigt, anhand derer sichAnwendungsfälle ope-
rativ-dispositiver AwS abgrenzen lassen. Das ﬁnale Kapitel 9 reﬂektiert die aufge-
stellten Hypothesen anhand der Ergebnisse der Arbeit und gibt darauf aufbauend
einen Ausblick auf künftige Aktivitäten.
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2 Methodische Grundlagen zur
Gestaltung betrieblicher
Informationssysteme
Kapitelzusammenfassung: Das betriebliche Informationssystem stellt den
zentralen Untersuchungsgegenstand der Wirtschaftsinformatik dar.
Ausgehend von der Abgrenzung des betrieblichen Informationssystems
anhand verschiedener Kriterien werden Grundlagen zu dessen Gestal-
tung eingeführt (Abschn. 2.1). Auf Basis dieser Abgrenzung werden der
zentrale Begriﬀ der Arbeit, der desGeschäftsprozessesnäher bestimmt so-
wie Grundlagen der SOM-Methodik zur modellbasierten Entwicklung
betrieblicher Anwendungssysteme auf Basis von Geschäftsprozessmo-
dellen geschaﬀen (Abschn. 2.2). Die Konzeption dieser Anwendungs-
systeme basiert in der Arbeit auf dem komponentenorientierten Para-
digma, dessen methodische Grundlagen abschließend eingeführt wer-
den (Abschn. 2.3).
Abschn. 2.1 basiert in Teilen auf der Veröﬀentlichung Benker & Jürck
(2016, S. 25f.).
2.1 Grundlagen betrieblicher Informationssysteme
Zu Beginn werden für die Arbeit notwendige Grundlagen betrieblicher Informa-
tionssysteme vorgestellt. Zunächst erfolgt die Abgrenzung und Bestimmung des
Konzeptes Informationssystem (Abschn 2.1.1), bevor das betriebliche Aufgaben-
modell als ein zentrales Beschreibungskonzept eingeführt wird (Abschn. 2.1.2).
Grundlagen zur Modellierung des betrieblichen Informationssystems werden
schließlich mit Abschn. 2.1.3 geschaﬀen.
2.1.1 Abgrenzung des betrieblichen Informationssystems
Kerngegenstand der Wirtschaftsinformatik bilden Informationssysteme als Teil
betrieblicher Systeme (beispielsweise Unternehmen oder Unternehmensberei-
che) aus Wirtschaft und Verwaltung sowie mit zunehmender Vernetzung auch
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privater Haushalte (Ferstl & Sinz 2013, S. 3). Unter einem Unternehmen wird
in der Wirtschaftsinformatik ein oﬀenes, sozio-technisches und zielorientiertes Sys-
tem verstanden. Unternehmen treﬀen eigenständige Entscheidungen bei eige-
nem Risiko. Oﬀen meint die Interaktion eines Unternehmens mit seiner Um-
welt, zielorientiert die Ausrichtung einesUnternehmens anhand eines Zielsystems
bestehend aus Sach- und Formalzielen. Als sozio-technisch werden Systeme be-
zeichnet, die sowohl technische Komponenten als auch Personen samt Mensch-
Technik-Interaktion umfassen. Die Interaktion erfolgt zweckorientiert zur Errei-
chung der genannten Ziele (Ferstl & Sinz 2013, S. 65f.). Ein betriebliches System,
präziser ein betriebliches Objektsystem, kann anhand unterschiedlicher Kriterien in
Teilsysteme strukturiert werden. Das betriebliche Objektsystem bezeichnet einen
zweckorientiert abgegrenzten Ausschnitt der Realität (betriebliche Diskurswelt) so-
wie seine Beziehungen zuObjekten der Umwelt (Ferstl & Sinz 2013, S. 7). Ferstl &
Sinz (2013, S. 7f.) schlagen als Kriterien zur StrukturierungObjektprinzip, Phasen-
prinzip sowie die Art des Aufgabenträgers vor. Die resultierenden Teilsysteme wer-
den nachfolgend vorgestellt und sind in Abb. 2.1 dargestellt (Ferstl & Sinz 2013,
S. 7f.):
• Entlang des Objektprinzips wird das betriebliche Objektsystem anhand be-
handelter bzw. ausgetauschter Objekte strukturiert. Das resultierende Infor-
mationssystem bezeichnet dabei das Teilsystem, das die Objektart Informa-
tion verarbeitet bzw. austauscht. Das Basissystem beschreibt das Teilsystem,
das nicht Informationen sondern die physischen Güter (beispielsweise ma-
terielle Güterﬂüsse) zum Gegenstand hat.
• Das Phasenprinzip strukturiert das betriebliche Objektsystem anhand der
Aufgabenphasen Planung, Steuerung, Kontrolle der Leistungserstellung so-
wie der Leistungserstellung selbst. Letztere wird dem Leistungssystem zuge-
ordnet. Planung, Steuerung und Kontrolle bilden das Lenkungssystem.
• Abgegrenzt durch die Art des Aufgabenträgers werden das automatisierte so-
wie das nicht automatisierte Teilsystem unterschieden. Personen überneh-
men dabei nicht automatisierte Aufgaben,Maschinen, sowohl Anwendungs-
systeme als auch Produktions- oder Transportmaschinen die automatisier-
ten Aufgaben.
Die in Abb. 2.1 dargestellten Grenzen der Teilsysteme bestimmen sich jeweils
in Abhängigkeit vom konkreten Objektsystem. Informations- und Lenkungssys-
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Informations-
system
(Information)
Objektprinzip Aufgabenträger Phasenprinzip
automatisiert nicht automatisiert
Leistungssystem
(Durchführung)
Basissystem
(Nicht-Information)
Lenkungssystem 
(Planung, 
Steuerung, 
Kontrolle)
Anwendungs-
systeme
Informationssystem i.w.S. Informationssystem i.e.S.
Abb. 2.1: Abgrenzung des Informationssystems im betrieblichen Objektsystem
(Benker & Jürck 2016 basierend auf Ferstl & Sinz 1995)
tem können zusammenfallen, wenn ausschließlich physische Güter durch das
Leistungssystem erstellt werden. Beratungsunternehmen als reine Dienstleister
verfügen ausschließlich über ein Informationssystem. Das Basissystem entfällt
in diesem Fall. Das Informationssystem umspannt dann sowohl Lenkungs- als
auch Leistungssystem (Ferstl & Sinz 2013, S. 7). Der Begriﬀ des Informationssys-
tems nach Ferstl & Sinz (2013) umfasst sowohl die automatisierten als auch die
nicht automatisierten Aufgabenträger. Diese weite Begriﬀsabgrenzungwird nach-
folgend als Informationssystem im weiteren Sinne (i.w.S.) bezeichnet. Häuﬁg ﬁndet
sich der Begriﬀ jedoch auch enger abgegrenzt und kann als Informationssystem im
engeren Sinn (i.e.S.) bezeichnet werden. Bei Gabriel (2014) wird so das Informati-
onssystem mit dem des betrieblichen Anwendungssystems im Leistungssystem
(z.B. operative Transaktionssysteme) oder im Lenkungssystem (z.B. Management
Support Systeme) gleichgesetzt. Beide Begriﬀsinterpretationen sind in Abb. 2.1
kartiert. Im weiteren Verlauf der Arbeit wird unter einem Informationssystem
das Informationssystem i.w.S. verstanden. Zentraler Bestandteil des Begriﬀs des
Informationssystems ist die Information. Nach Ferstl & Sinz (2013, S. 144f.) stellt
eine Information die semantische Interpretation von Daten (codierte Zeichenfol-
ge auf syntaktischer Ebene) dar. Eine Information leitet sich durch Anwendung
einer Interpretationsvorschrift auf diesen Daten ab (Bauer et al. 1991, S. 4). Daten
selbst stellen das Ergebnis der Modellierung eines Ausschnittes der betrieblichen
Realität dar. Wissen bzgl. dieser Modellbildung ist in der Interpretationsvorschrift
zu berücksichtigen (Ferstl & Sinz 2013, S. 144f.).
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2.1.2 Einführung des betrieblichen Aufgabenmodells
Ein zentrales Konzept zur Beschreibung des betrieblichen Informationssystems
stellt die betriebliche Aufgabe dar. Das Informationssystem wird dabei als Menge
von Aufgaben zur Informationsverarbeitung verstanden, die über entsprechende
Informationsbeziehungen miteinander verknüpft sind (Ferstl & Sinz 2013, S. 4).
Der Begriﬀ der Aufgabe basiert auf den Ausführungen von Kosiol (1976), der eine
Aufgabe als Zielsetzung zweckbezogenen menschlichen Handelns über die fünf
Merkmale Verrichtungsvorgang, Aufgabenobjekt, benötigte Arbeits- und Hilfs-
mittel sowie Raum und Zeit der Verrichtung charakterisiert. Ferstl & Sinz (2013,
S. 98) deﬁnieren die Struktur einer betrieblichen Aufgabe aus Außen- und Innen-
sicht, die in Abb. 2.2 dargestellt ist.
Innensicht
Aufgabenobjekt
auslösende
Ereignisse
resultierende
Ereignisse
Sachziel Formalziel
1,* 1,*
Lösungs-
verfahren
Abb. 2.2: Struktur der betrieblichen Aufgabe (Benker & Jürck 2016 basierend auf
Ferstl 1992)
DieAußensicht einer Aufgabe ist über folgende Bestandteile beschreibbar (Ferstl
& Sinz 2013, S. 97ﬀ.): Das Aufgabenobjekt beschreibt die von der Aufgabendurch-
führung betroﬀenen Datenstrukturen. Die Auslöser der Aufgabendurchführung
stellen Vorereignisse, die Resultate Nachereignisse dar. Die bei Aufgabendurchfüh-
rung zu erreichenden Zielsetzungen werden über Sach- und Formalziele speziﬁ-
ziert. Das Lösungsverfahren zur Durchführung der Aufgabe ist Teil der Innensicht
(Ferstl & Sinz 2013, S. 98ﬀ.): Die Beschreibung des Lösungsverfahrens erfolgt
ausgerichtet auf einen Aufgabenträgertyp. Hier können personelle Aufgabenträ-
ger, maschinelle Aufgabenträger (Anwendungssysteme) oder eine Kombination
aus beiden als Mensch-Rechner-Systeme unterschieden werden. Aufgabenträger
sind für die eigenständige Aufgabendurchführung verantwortlich. Die Aufgaben-
durchführung erfolgt in Form von Vorgängen. Die Durchführung eines Lösungs-
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verfahrens auf einem Aufgabenobjekt wird über einen Vorgangstyp speziﬁziert
und zur Laufzeit instanziiert. Das Lösungsverfahren ist als Menge von Aktionen
auf dem Aufgabenobjekt sowie der übergeordneten Aktionensteuerung zur Be-
rücksichtigung der Sach- und Formalziele beschreibbar (Ferstl & Sinz 2013, S.
102ﬀ.).
2.1.3 Modellierung betrieblicher Informationssysteme
Betriebliche Informationssysteme setzen sich aus einer Vielzahl von Aufgaben,
deren Aufgabenträgern (Personen und AwS) sowie der zwischen ihnen bestehen-
den Interaktions-, Koordinations- und Kommunikationsbeziehungen zusammen.
Zur Beherrschung der damit einhergehenden Komplexität bei Analyse und Ge-
staltung betrieblicher Informationssysteme haben sich Modelle mit damit in Be-
ziehung stehenden Mechanismen der Komplexitätsbeherrschung etabliert (Ben-
ker & Jürck 2016, S. 28). Der generische Architekturrahmen nach Sinz (1997)
zur Speziﬁkation der Modellarchitekturen betrieblicher Informationssysteme be-
schreibt diese Konzepte im Zusammenhang und wird nachfolgend eingeführt.
Der generische Architekturrahmen
Der generische Architekturrahmen, dargestellt in Abb. 2.3 nach Sinz (1997), be-
rücksichtigt als Konzepte zur Beherrschung der Komplexität bei Analyse und Ge-
staltung betrieblicher Informationssysteme die Modellbildung auf heterogenen
Beschreibungsebenen sowie die Verwendung von Sichten und Strukturmustern
(Patterns) innerhalb einer Ebene. Die nachfolgenden grundlegenden Ausführun-
gen zum generischen Architekturrahmen entstammen der Speziﬁkation nach
Sinz (1997) und werden, sofern notwendig, um weitere Quellen ergänzt: Eine
Modellebene umfasst die vollständige Beschreibung eines Systems unter einer be-
stimmten Perspektive. Ein Beispiel hierfür ist die konzeptuelle Modellierung mit
Betrachtung des Systems aus fachlicher Perspektive. Die Realisierung eines AwS
mit Plattformbezug stellt als weiteres Beispiel die softwaretechnische Betrachtung
in den Mittelpunkt (Benker & Jürck 2016, S. 30). Ausgerichtet auf den Modellie-
rungszweck, also die zu unterstützende Perspektive einer Beschreibungsebene,
ist als zentrales Konzept ein Metamodell vorgesehen. Ein Metamodell beschreibt
das zur Modellierung zur Verfügung stehende Begriﬀssystem. Dies umfasst die
zur Verfügung stehenden Modellbausteine und Beziehungen (einschl. der graﬁ-
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schen Darstellung), die Semantik von Bausteinen und Beziehungen sowie Regeln
zu deren Verknüpfung (Ferstl & Sinz 2013, S. 137f.). Eine umfassende Einführung
von Konzepten der Modellierung und Metamodellierung ﬁndet sich beispielswei-
se bei Strahringer (2016). Sichten gestalten die Komplexität einer Modellebene be-
herrschbar und beschreiben einen Ausschnitt dieser. Bei Sinz (1999) und Ferstl
& Sinz (2013, S. 142f.) werden vier wesentliche Sichten zur Beschreibung des be-
trieblichen Informationssystems unterschieden: Zu den statischen, strukturori-
entierten Sichten zählen die Funktions-, die Daten- sowie die Interaktionssicht. Die
Funktionssicht hebt die Funktionen des betrieblichen Informationssystems bzw.
seiner Bausteine hervor, während die Datensicht auf die zu unterstützenden Da-
tenstrukturen fokussiert. Die Interaktionssicht beschreibt Kommunikationskanäle
zwischen Bestandteilen bzw. Teil-Funktionen des Informationssystems. Das Ver-
halten des Informationssystems wird über die dynamischeVorgangssicht beschrie-
ben. Sichten können als Projektionen auf ein Metamodell interpretiert und reali-
siert werden. Die Wiederverwendung von Modellierungswissen oder auch struk-
turelle Integritätsbedingungen können in Form von Strukturmustern einer Ebene
zugeordnet werden.
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Abb. 2.3: Generischer Architekturrahmen (Sinz 1997)
Auf den verschiedenen aufeinander aufbauendenModellebenen können jeweils
zur Zielsetzung der Ebene passende Modellierungssprachen eingesetzt werden.
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Dies führt zu der Notwendigkeit, Beziehungen zwischen Ebenen bzw. der dort
verorteten Modellierungssprachen näher zu beschreiben (Benker & Jürck 2016,
S. 31). Der generische Architekturrahmen sieht hierzu die Beschreibung über die
Beziehung der Objekte der Metamodelle vor. Das Konzept wird als Beziehungs-
Metamodell bezeichnet. Über Beziehungsmuster kann heuristisches Wissen bzgl.
der Modellableitung berücksichtigt werden.
Modellebenen des betrieblichen Informationssystems
Als generelle Abstraktionsebenen zur orthogonalen Strukturierung der Teilsys-
teme aus Abschn. 2.1.1, im Speziellen des betrieblichen Informationssystems,
könnenAufgaben- undAufgabenträgerebene (AT-Ebene) unterschiedenwerden. Die
Abgrenzung der Ebenen folgt dem Modell der betrieblichen Aufgabe sowie der Dif-
ferenzierung von Innen- und Außensicht (vgl. Abschn. 2.1.2). Auf Aufgabenebe-
ne wird das Informationssystem in Form von Aufgaben zur Informationsverar-
beitung (aus Außensicht) beschrieben, die über Informationsbeziehungen inter-
agieren. Die AT-Ebene beschreibt Aufgabenträger zur Durchführung der Aufga-
ben anhand speziﬁscher Lösungsverfahren (Innensicht der betrieblichen Aufga-
be) (Ferstl & Sinz 2013, S. 4f.). Der Zusammenhang der Ebenen ist in Abb. 2.4
schematisch dargestellt.
A1
automatisierbar
A2
automatisierbar
A3
nicht autom. A4
automatisierbar
Personeller
Aufgabenträger
AwS1
AwS2
Aufgabenebene
Aufgabenträger-
ebene
Abb. 2.4: Zusammenhang von Aufgaben- und Aufgabenträgerebene (Benker &
Jürck 2016)
Bei der Ableitung der Speziﬁkation der AT-Ebene aus der Aufgabenebene ist
die Automatisierbarkeit der Aufgaben festzulegen. Wie in Abschn. 2.1.2 beschrie-
ben, werden automatisierte, teilautomatisierte und nicht-automatisierte Aufgaben
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unterschieden. Das Beispiel aus Abb. 2.4 nach Benker & Jürck (2016, S. 29) klas-
siﬁziert die Aufgaben A1, A2 und A4 als automatisierbar. Diese werden auf AT-
Ebene AwS1 (A1 u. A2) und AwS2 (A4) zugeordnet. Die nicht automatisierbare
Aufgabe (A3) wird personell durchgeführt. Zudem sind die Informationsbezie-
hungen zwischen Aufgaben auf Kommunikationsbeziehungen zwischen Aufga-
benträgern abzubilden (Ferstl & Sinz 2013, S. 5). Die Kommunikation von AwS1
mit dem personellen Aufgabenträger des Beispiels (Abb. 2.4) leitet sich aus der
Aufgabenbeziehung A1-A3, die Beziehung zu AwS2 aus der Informationsbezie-
hung A2-A4 ab.
2.2 Gestaltung betrieblicher Informationssysteme auf
Basis des Semantischen Objektmodells
Der Begriﬀ Geschäftsprozess ist für das Untersuchungsproblem der Arbeit sowie
generell für das betriebliche Informationssystem von zentraler Bedeutung. Zu-
nächst wird dieser Begriﬀ abgegrenzt (Abschn. 2.2.1) und in den Kontext der
SOM-Methodik eingeordnet (Abschn. 2.2.2). Das Semantische Objektmodell
(SOM) stellt zum einen die methodische Grundlage zur Beschreibung der Fall-
studie der Arbeit dar, zum anderen bildet sie die Basis der Konzeption der Ent-
wicklungsmethodik für GP-orientierte operativ-dispositive AwS in Kap. 7. In die-
sem Abschnitt werden zunächst allgemeine methodische Grundlagen zur SOM-
Methodik eingeführt. Eine detaillierte Betrachtung erfolgt mit der Anwendung
der einzelnen SOM-Konzepte in nachfolgenden Kapiteln.
2.2.1 Einordnung des Prozessbegriﬀs im Kontext des betrieblichen
Informationssystems
Der Begriﬀ Prozess wird im Kontext der Modellierung betrieblicher Informations-
systeme imWesentlichen in den SpezialisierungenGeschäftsprozess undWorkﬂow
verwendet. Bei Pütz & Sinz (2010) werden beide Begriﬀe, basierend auf dem Ge-
schäftsprozessverständnis nach Ferstl & Sinz (2013, S. S. 196f.), abgegrenzt:
• Geschäftsprozess:Die Speziﬁkation vonGeschäftsprozessen erfolgt anhand
betrieblicher Aufgaben (vgl. Abschn. 2.1.2) und der Ereignisbeziehungen
zwischen diesen. Ausgerichtet an den Unternehmenszielen erfolgt in ei-
nem Geschäftsprozessmodell (GP-Modell) die Speziﬁkation der betriebli-
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chen Leistungserstellung, der zugehörigen Lenkung sowie der benötigten
Ressourcen. Ein GP-Modell ist der Aufgabenebene zugeordnet.
• Workﬂow:Workﬂows werden dagegen der AT-Ebene zugeordnet. Durch ei-
nen Workﬂow wird das Lösungsverfahren zur Durchführung einer oder
mehrerer betrieblicher Aufgaben, ausgerichtet auf den jeweiligenAufgaben-
träger, beschrieben. Als Aufgabenträger können sowohl maschinelle Aufga-
benträger (von Interesse sind hier insbesondere AwS) sowie Personen sein.
Die Speziﬁkation von Workﬂows erfolgt anhand von Aktivitäten (elementar
oder nicht-elementar) und ihrer ablauforientierten Beziehungen.
In der Literatur ﬁnden sich weitere heterogene Interpretationen des Begriﬀs
Geschäftsprozess. Nachfolgend werden exemplarisch zwei betrachtet. BeiBecker &
Kahn (2012) wird eine v.a. bzgl. der Bedeutung der Unternehmensziele vergleich-
bare Deﬁnition des Begriﬀs Geschäftsprozess angegeben und die Interaktion mit
der Unternehmensumwelt hervorgehoben:
”
Ein Geschäftsprozess ist ein spezieller
Prozess, der der Erfüllung der obersten Ziele der Unternehmung (Geschäftsziele) dient
und das zentrale Geschäftsfeld beschreibt. Wesentliche Merkmale eines Geschäftsprozes-
ses sind die Schnittstellen des Prozesses zu den Marktpartnern des Unternehmens (z.B.
Kunden, Lieferanten)“ (Becker & Kahn 2012, S. 6f.). Häuﬁg erfolgt jedoch keine
oder nur eine unscharfe Trennung zwischen Geschäftsprozess undWorkﬂow (Pütz
& Sinz 2010). Bei Weske (2012, S. 5) werden die Begriﬀe eher als Synonym ver-
wendet. Dieser Deﬁnition folgend stellt ein Geschäftsprozess eine Menge von Ak-
tivitäten einer Organisation zur Realisierung bestimmter Geschäftsziele dar. Die
Aktivitäten sind in bestimmten organisationalen und technischen Umgebungen
ausführbar (Weske 2012, S. 5). In dieser Interpretation bildet die Ausführbarkeit
des Prozesses ein zentrales Kriterium und deutet auf ein Prozessverständnis auf
AT-Ebene hin.
Für die vorliegende Problemstellung erscheint die Abgrenzung nach Pütz &
Sinz (2010) sinnvoll und ﬁndet nachfolgend Anwendung. Durch die Abgrenzung
der Begriﬀe wird die Verortung von Ergebnisartefakten auf Aufgaben- bzw. AT-
Ebene deutlich sowie ein Beitrag zur Komplexitätsbeherrschung bei der Lösung
des Untersuchungsproblems geleistet.
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2.2.2 Die Unternehmensarchitektur der SOM-Methodik
Das Semantische Objektmodell stellt einen umfassenden Modellierungsansatz für
betriebliche Systeme dar. Er bildet zusammenmit Unternehmensarchitektur und
Vorgehensmodell (Abschn. 2.2.3) die SOM-Methodik (Ferstl & Sinz 2013, S. 194f.).
Die SOM-Methodik betrachtet ein betriebliches System aus Außensicht als oﬀen,
sozio-technisch und ziegerichtet. Die Innensicht wird als verteiltes System ver-
standen, dessen Komponenten kooperieren, um gemeinsame übergeordnete Zie-
le zu erreichen (Ferstl & Sinz 2013, S. 197). Bei Ferstl & Sinz (2006) sowie Ferstl
& Sinz (2013, S. 194ﬀ.) wird die SOM-Methodik ganzheitlich beschrieben. Der
Teilaspekt der objektorientierten Modellierung betrieblicher Informationssyste-
me auf Aufgabenträgerebene wird initial in Ferstl & Sinz (1990) vorgestellt und in
Ferstl & Sinz (1991) in das Vorgehensmodell eingeordnet. Die Konzeption von
Unternehmensarchitektur und Geschäftsprozessebene (Aufgabenebene) ist in
Ferstl & Sinz (1995) erstmalig publiziert. Für nachfolgende Belege zur SOM-
Methodik wird als aktuellste ganzheitliche Quelle Ferstl & Sinz (2013, S. 194ﬀ.)
verwendet.
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Abb. 2.5: Unternehmensarchitektur der SOM-Methodik (Ferstl & Sinz 2013, S. 195)
In der Unternehmensarchitektur (Abb. 2.5) ist die Beschreibung betrieblicher
Systeme durch Teilmodelle vorgesehen. Mit der Zuordnung dieser Teilmodelle
zu Modellebenen wird ein Beitrag zur Beherrschung der Komplexität der Model-
lierungsaufgabe geleistet. Die in Abschn. 2.1.3 eingeführte Diﬀerenzierung zwi-
schen Aufgaben- und Aufgabenträgerebene wird, zusammenmir der Diﬀerenzie-
rung zwischen Innen- und Außenperspektive, zur Abgrenzung derModellebenen
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herangezogen (Ferstl & Sinz 2013, S. 195f.) und damit auch die Diﬀerenzierung
zwischen Geschäftsprozess- und Workﬂow-Verständnis (vgl. Abschn. 2.2.1) un-
terstützt. Die SOM-Methodik berücksichtigt auch die Beziehungen zwischen den
nachfolgend eingeführten Teilmodellen, um deren konsistente Abstimmung zu
ermöglichen.
• Unternehmensplan (Ferstl & Sinz 2013, S. 196):DerUnternehmensplan be-
trachtet ein betriebliches System als globale Unternehmensaufgabe (Meta-
pher). Die Speziﬁkation berücksichtigt sowohl die Abgrenzung vonDiskurs-
welt und Umwelt als Aufgabenobjekt, die Aufgabenziele, die Leistungsbe-
ziehungen zwischen Diskurs- und Umwelt sowie die notwendigen Ressour-
cen. Das betriebliche System wird dabei aus Außenperspektive sowohl auf
Aufgaben- (Leistungserbringung) als auch auf Aufgabenträgerebene (Res-
sourcen zur Leistungserbringung) beschrieben.
• Geschäftsprozessmodell (Ferstl & Sinz 2013, S. 196f.):Mit Betrachtung der
Geschäftsprozessebene (GP-Ebene) erfolgt der Wechsel zur Innenperspek-
tive auf das betriebliche System. Das Geschäftsprozessmodell beschreibt
dabei auf Aufgabenebene das Lösungsverfahren der Unternehmensaufga-
be ausgerichtet an der Metapher des verteilten Systems. Haupt- und Ser-
viceprozesse, die sich hinsichtlich der Erfüllung gemeinsamer Ziele koor-
dinieren, bilden die Systemkomponenten. Hauptprozesse dienen unmittel-
bar der Erfüllung der Sachziele des betrieblichen Systems und stehen in
Leistungsbeziehungenmit der Umwelt. Serviceprozesse hingegen erstellen
Leistungen für Haupt- oder andere Serviceprozesse.
• Ressourcenmodell (Ferstl & Sinz 2013, S. 197): Auf der dritten Ebene er-
folgt die Speziﬁkation der Ressourcen des betrieblichen Systems (Innenper-
spektive, Aufgabenträgerebene). Von zentraler Bedeutung für das betriebli-
che Informationssystem sowie diese Arbeit ist die Ressource AwS zur auto-
matisierten Aufgabendurchführung. Workﬂows (vgl. Abschn. 2.2.1) werden
dieser Ebene zugeordnet. Weitere Ressourcen sind Maschinen und Anla-
gen sowie Personal. Auf AT-Ebene wird die teilautomatisierte Durchfüh-
rung der Unternehmensaufgabe als sozio-technisches System (Metapher)
beschrieben.
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2.2.3 Das Vorgehensmodell der SOM-Methodik
Das Vorgehensmodell der SOM-Methodik (V-Modell, Abb. 2.6, initial vorgestellt
in Ferstl & Sinz 1991) beschreibt auf drei mit der Unternehmensarchitektur kor-
respondierenden Ebenen die Modellierung betrieblicher Systeme. Je Modellebe-
ne erfolgt die Modellierung sowohl aus struktur- (linker V-Schenkel) als auch aus
verhaltensorientierter Sicht (rechter V-Schenkel). Die Hauptrichtung der Model-
lierung ist, mit abnehmenden Freiheitsgraden in der Modellgestaltung, entlang
der Ebenen von oben nach unten (Ferstl & Sinz 2013, S. 197ﬀ.).
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Abb. 2.6: Vorgehensmodell der SOM-Methodik (Ferstl & Sinz 2013, S. 198)
• 1. Ebene (Ferstl & Sinz 2013, S. 198): Die Speziﬁkation des Unternehmens-
plans erfolgt durch Objekt- und Zielsystem. Durch das Objektsystem sind
die Abgrenzung von Diskurs- und Umwelt sowie deren Leistungsbeziehun-
gen, durch das Zielsystem Sach- und Formalziele, Strategien und Rahmen-
bedingungen zur Realisierung beschrieben.
• 2. Ebene (Ferstl & Sinz 2013, S. 198): Auf der zweiten Ebene erfolgt die
Speziﬁkation des Geschäftsprozessmodells anhand von Interaktionssche-
ma (IAS) und Vorgangs-Ereignis-Schema (VES). Das IAS beschreibt dabei
die Struktur, das VES das Verhalten eines Geschäftsprozesses. Die Struktur
wird durch betriebliche Objekte sowie deren Transaktionen zur Interaktion
beschrieben. Das Verhalten wird dazu konsistent in Form von Vorgangsty-
pen und deren Ereignisbeziehungen erfasst.
• 3. Ebene (Ferstl & Sinz 2013, S. 198f.):Aus demGeschäftsprozessmodell lei-
tet sich für zu automatisierende Aufgaben die fachliche AwS-Speziﬁkation
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ab. Als konzeptuelles Objektschema (KOS) wird die objektorientierte Spezi-
ﬁkation der Struktursicht in Form von Objekttypen und Nachrichtenbezie-
hungen bezeichnet. Das Zusammenwirken zur Realisierung einer betrieb-
lichen Aufgabe wird durch das Vorgangsobjektschema (VOS) speziﬁziert.
2.3 Komponentenarchitekturen zur Automatisierung
betrieblicher Informationssysteme
Nachfolgend werden Grundlagen von Komponentenarchitekturen zur Automati-
sierung betrieblicher Informationssysteme eingeführt. Zunächst werden hierzu
relevante Begriﬀe geklärt (Abschn. 2.3.1), bevor die Speziﬁkation entsprechender
AwS betrachtet wird (Abschn. 2.3.2).
2.3.1 Begriﬄiche Grundlagen zu Komponentenarchitekturen
Der Begriﬀ Komponentenarchitektur meint die Architektur eines AwS (Software-
Architektur), die entlang der Grundsätze des komponentenorientierten Paradig-
mas speziﬁziert ist. Nachfolgend werden zunächst die einzelnen Begriﬀsbestand-
teile Software-Architektur und Komponente eingeführt.
Der Begriﬀ der Software-Architektur
ImUnternehmenskontext unterstützenAwSbei der Erreichung betrieblicher Ziel-
setzungen. Der Architektur des AwS kommt dabei eine zentrale Rolle zu. Sie kann
als Brücke zur Realisierung z.T. abstrakter Ziele durch konkrete Systeme verstan-
den werden und dient als Hilfsmittel zur Beherrschung der Komplexität der Ent-
wicklung (Bass et al. 2013, S. 3). Unter einer Software-Architektur wird die grund-
legende Organisation, also der Bauplan eines AwS, verstanden. Dies umfasst die
einzelnen Komponenten (i.S.v. Bestandteil) des Systems mit deren Beziehungen
untereinander sowie zur Umwelt. Eine Software-Architektur folgt dabei bestimm-
ten Konstruktionsregeln und Prinzipien, über die der grundlegende Entwurf be-
stimmt ist (Reussner & Hasselbring 2009, S. 1, Sinz 2002a). Als Beispiel kön-
nen verteilte Systeme genannt werden, deren autonome Komponenten basierend
auf dem Prinzip der losen Kopplung hinsichtlich der Erreichung gemeinsamer
Ziele kommunizieren (Sinz 2002a). Gerade die Realisierung nicht-fachlicher An-
forderungen (z.B. Performanz, Wartbarkeit, Verlässlichkeit, Verteilbarkeit) hängt
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maßgeblich von Architekturentscheidungen bzw. -formen ab (Bosch 2000, S. 11).
Software-Architekturen können hinsichtlich des unterstützten Abstraktionsgra-
des unterschieden werden (Sommerville 2016, S. 169): Die Feinarchitektur bezieht
sich im Wesentlichen auf die Strukturierung der Realisierung von Teilsystemen.
Die Grobarchitektur beschreibt hingegen die Strukturierung, Verteilung und In-
teraktion eines komplexen AwS.
Basierend auf Sommerville (2016, S. 169) und Bass et al. (2013, S. 328f.) können
der Nutzen und die Funktion einer dokumentierten Software-Architektur unter
nachfolgenden Punkten zusammengefasst werden:
• Die Architektur kann alsKommunikationsgrundlage zwischen verschiedenen
Projektbeteiligten (Stakeholdern) eingesetzt werden.
• Die Architektur stellt die Grundlage zur Systemanalyse und den Ausgangs-
punkt der Entwicklung dar und macht Vorgaben zur Implementierung.
• Die Dokumentation der Architektur kann als Schulungsgrundlage für neue
Mitarbeiter auf Entwickler- als auch auf Nutzerseite dienen.
• Die Architektur eines AwS kann Grundlage zur Wiederverwendung sein. Die
Architektur bzw. Teile davon können auf zu entwickelnde Systeme mit ver-
gleichbaren Anforderungen übertragen werden.
Anzumerken ist, dass sich der Detailgrad eines Architekturmodells bzw. der Do-
kumentation je nach Anwendung unterscheidet (Reussner & Hasselbring 2009,
S. 2).
Der Begriﬀ der Komponente
In der vorliegenden Arbeit wird eine Architektur auf Basis des komponentenori-
entierten Paradigmas vorgestellt. Die Begründung des gewählten Paradigmas er-
folgt im Rahmen der Konzeption in Kap. 5. Die Grundbegriﬀe werden im nach-
folgenden Abschn. vorgestellt. Der Begriﬀ der Komponente ist dabei von zentraler
Bedeutung. Zunächst wird dieser allgemein eingeführt, bevor die Spezialisierung
der Fachkomponente erläutert wird.
Software-Komponente Bei Ackermann et al. (2002) wird der Begriﬀ der (Soft-
ware-) Komponente wie folgt deﬁniert:
”
Eine Komponente besteht aus verschiedenar-
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tigen (Software-) Artefakten. Sie ist wiederverwendbar, abgeschlossen und vermarktbar,
stellt Dienste über wohldeﬁnierte Schnittstellen zur Verfügung, verbirgt ihre Realisierung
und kann in Kombinationmit anderen Komponenten eingesetzt werden, die zur Zeit der
Entwicklung nicht unbedingt vorhersehbar ist.“ Eine Komponente wird zudem aus-
schließlich als Einheit verwendet und verfügt über explizit speziﬁzierte Kontextab-
hängigkeiten (Szyperski et al. 2002, S. 41). Unter Kontextabhängigkeiten werden
sowohl Abhängigkeiten zu anderen Komponenten als auch zum zu Grunde lie-
genden Komponentenmodell und zur Laufzeitumgebung verstanden (Szyperski
et al. 2002, S. 44). Der Bezug zu Komponentenmodell und Laufzeitumgebung (als
Socket bezeichnet) wird auch bei Herzum& Sims (2000, S. 7) genannt. Der eigent-
liche Nutzen einer Komponente entsteht durch Komposition und Kollaboration
mit anderen Komponenten zur Realisierung einer höheren Funktionalität (Herz-
um & Sims 2000, S. 6). Als zentrale Eigenschaft hierzu wird von Hopkins (2000)
die Trennung von Schnittstelle und Implementierung hervorgehoben. Über das
Konzept der Schnittstelle wird die Funktionalität einer Komponente beschrieben
und nach außen angeboten. Eine Komponente kann mehrere Schnittstellen be-
sitzen, die mit den verschiedenen Zugriﬀspunkten einer Komponente korrespon-
dieren (Szyperski et al. 2002, S. 43). Schnittstellenspeziﬁkationen werden auch
als Nutzungsvertrag zwischen Client und Komponente eingeordnet. Hierzu sind
neben Festlegung der Funktionalität (einschl. Parameter) weitere Speziﬁkationen
vorzunehmen (Szyperski et al. 2002, S. 53f.): Dazu zählen vom Client zu erfül-
lenden Vorbedingungen sowie Nachbedingungen seitens der Komponente. Hin-
zu kommenVersionsinformationen sowie zugesichterte qualitative Eigenschaften
der Komponente wie Durchsatz, Datensicherheit, Perfomance, Verfügbarkeit und
durchschnittliche Wartungszeiten.
Fachkomponente Im Kontext betrieblicher Informationssysteme ist die Funk-
tionalität einer Komponente häuﬁg aufgrund fachlicher anstatt rein technischer
Aspekte festgelegt (Birkmeier & Overhage 2012b). Als Fachkomponente wird eine
Komponente verstanden,
”
(...) die eine bestimmte Menge von Diensten einer betrieb-
lichen Anwendungsdomäne anbietet“(Ackermann et al. 2002). Durch die Kompo-
nente wird ein abgeschlossenes Funktionsbündel zur Durchführung einer spe-
ziﬁschen fachlichen Aufgabe, basierend auf einem technologischen Framework,
angeboten. Sie stellt die Implementierung eines autonomen fachlichen Konzeptes
oder Prozesses dar (Birkmeier & Overhage 2012b, basierend auf Baster et al. 2001
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u. Herzum & Sims 2000, S. 40). Nach Herzum & Sims (2000, S. S. 118ﬀ.) besitzt
die innere Struktur einer Fachkomponente eine oder mehrere der nachfolgenden
vier logisch abgrenzbaren Ebenen: Innerhalb der User-Ebene werden Elemente
und deren Darstellung zur Nutzerinteraktion beschrieben. Auf Workspace-Ebene
wird die lokale Komponentenlogik zur Untersützung der Nutzerinteraktion be-
schrieben. Die globale fachliche Logik mit Zugriﬀ auf fachliche Ressourcen ist
der Enterprise-Ebene zugeordnet. Der physische Zugriﬀ auf diese Ressource er-
folgt über die sog. Resource-Ebene. Nach Herzum & Sims (2000, S. S. 173ﬀ.) las-
sen sich drei wesentliche Kategorien von Fachkomponenten unterscheiden: Pro-
cess Business Components sind für die Ausführung von Prozessen oder von Teilen
dieser verantwortlich. Die Aufgabe von Entity Business Components ist die Verwal-
tung (Zugriﬀsoperationen undWartung) von fachlichenKonzepten undEntitäten.
Sonstige übergreifend benötigte unterstützende Konzepte werden durch Utility
Business Components zur Verfügung gestellt.
Sowohl bei der Bestimmung des Begriﬀs der Software-Komponente als auch der
Fachkomponente anhand der Literatur wird der Bezug zur Laufzeitumgebung the-
matisiert. Bzgl. des Untersuchungsproblems der Arbeit wird davon abstrahiert.
Der Fokus liegt auf konzeptueller Ebene und untersucht die fachliche Abgren-
zung und Interaktion von Komponenten.
2.3.2 Grundlagen zur Speziﬁkation von Komponentenarchitekturen
NachfolgendwerdenGrundlagen zur Speziﬁkation von komponentenorientierten
AwS eingeführt. Zunächst werden generelle Eigenschaften dieser Systeme aufge-
zeigt, bevor ein idealtypisches Vorgehen zur Komponentenentwicklung, grund-
legende Überlegungen zur Granularität sowie das Komponentendiagramm der
Uniﬁed Modeling Language (UML) vorgestellt werden.
Eigenschaften der komponentenorientierten Software-Entwicklung
Zentrale Treiber der komponentenorientierten Software-Entwicklung stellen Evo-
lution und Wiederverwendung dar (Hopkins 2000). Bei Sharp & Ryan (2005) wird
zudem die Eigenschaft der Portierbarkeit ergänzt. Cheesman&Daniels (2001, S. 2)
heben die Flexibilität (Evolutionsfähigkeit) als eigentlichen Treiber der komponen-
tenorientierten Softwareentwicklung nochmals von den genannten Eigenschaf-
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ten ab. Auch bei Sharp & Ryan (2005) wird explizit die Entwicklung hoch ﬂexi-
bler Systeme genannt, um Herausforderungen sich dynamisch verändernder Ge-
schäftsprozesse gewachsen zu sein. Komponentenorientiert entwickelte AwS kön-
nen als hochgradig evolutionsfähig (highly evolvable systems) charakterisiert werden
(Herzum& Sims 2000, S. 55). Durch die Integration vordeﬁnierter und wiederver-
wendbarer Softwarekomponenten können Kosten-, Zeit- und Wartungsaufwand
im Vergleich zu objektorientierten oder auch strukturierten Entwicklungsansät-
zen reduziert werden (Sharp & Ryan 2005). Nach Szyperski et al. (2002, S. S. 4ﬀ.)
werden, ein funktionierender Marktplatz für Komponenten vorausgesetzt, durch
die kombinierte Nutzung von Standardkomponenten und Eigenentwicklungen
konﬁgurierbare AwS mit überschaubaren Risiken (z.B. ﬁnanzielle und zeitliche
Risiken) und ﬂexibler Anpassbarkeit ermöglicht. Durch eingekaufte Standard-
komponenten werden Risiken sowie Aufwände für Anpassung und Wartung an
den Komponentenhersteller übertragen. Die Nutzung eigenentwickelter Kompo-
nenten im Zielsystem ermöglicht die ﬂexible Ausrichtung auf individuelle Anfor-
derungen und Rahmenbedingungen (Szyperski et al. 2002, S. 4ﬀ.).
Vorgehen zur komponentenorientierten Softwareentwicklung
Cheesman & Daniels (2001) stellen ein idealtypisches Vorgehen zur Entwicklung
komponentenorientierter AwS vor. Der in der Praxis durchaus verbreitete Ent-
wicklungsprozess (Birkmeier & Overhage 2012b) ist in Abb. 2.7 dargestellt. Als
idealtypischer Prozess wird von mehrfachen Iterationen während der Entwick-
lung abstrahiert. In der ersten Phase erfolgt die Speziﬁkation fachlicher Anforde-
rungen (Requirements Deﬁnition). Als Resultate der Anforderungsanalyse werden
konzeptuelle Modelle zur fachlichen Domäne sowie Anwendungsfälle zur Spezi-
ﬁkation funktionaler Anforderungen vorgeschlagen. Die Phase zur Speziﬁkation
(Speciﬁcation) der Komponentenarchitektur erfolgt in den drei Schritten Compo-
nent Identiﬁcation, Component Interaction und Component Speciﬁcation (Cheesman
& Daniels 2001, S. 27). Ausgehend von einer fachlichen Speziﬁkation der Kompo-
nentenarchitektur wird mit jedem Schritt des Entwicklungsvorgehens der techni-
sche Detaillierungsgrad erhöht. Im Rahmen der Component Identiﬁcation erfolgt
ein initiales Architekturmodell, das Komponenten und deren Schnittstellen über-
wiegend auf Basis der fachlichen Anforderungen der Requirements Deﬁnition be-
schreibt. Mit der Component Interaction wird eine detaillierte Sicht auf die inita-
le Architektur eingenommen und diese ggf. unter Berücksichtigung der techni-
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schenRealisierung restrukturiert. ZudemwerdenAbhängigkeiten zwischenKom-
ponenten bzw. deren Schnittstellen speziﬁziert. Sofern eine stabile Architektur
vorliegt, werden Schnittstellenspeziﬁkationen im Schritt Componenten Speciﬁcati-
onweiter präzisiert. Als Beispiele sind die Deﬁnition der vollständigen Signaturen
vonOperatoren, Vor- undNachbedingungen zu deren Ausführung sowie diemög-
lichen Zustände der verwalteten Objekte zu nennen (Cheesman & Daniels 2001,
S. 33ﬀ.). Gegenstand der Phasen Provisioning und Assembly sind die Breitstellung
der implementierten Komponenten sowie deren Integration zu einem ausführba-
ren AwS (Cheesman & Daniels 2001, S. 27).
Requirements Requirements
Definition
Specification Component
Identification
Component
Interaction
Component
Specification
Provisioning
Assembly
- Konzeptuelles Modell der fachlichen Domäne
- Funktionale Anforderungen (Anwendungsfälle)
- fachliche Sicht auf die Architektur
- initiales Architekturkonzept (Schnittstellen und
  Komponenten)
- (detaillierte) technische Sicht auf die Architektur
- Restrukturierung der initialen Architektur
- Abhängigkeiten zwischen Komponenten
- detaillierte Schnittstellenspezifikation
- Vor- / Nachbedingungen, Objektzustände
- Vollständige Signaturen der Operationen
Abb. 2.7: Idealtypische Entwicklung komponentenorientierter Anwendungssyste-
me (Cheesman & Daniels 2001, S. 27)
Granularität von Komponenten
Die Bestimmung der Granularität von Komponenten stellt eine zentrale Frage-
stellung bei der Entwicklung komponentenorientierter AwS dar. Kopplung (Cou-
pling) und Kohäsion (Cohesion) sind dabei die entscheidenden Faktoren (Hopkins
2000). Unter Kopplung wird der Grad der Beziehung von Klassen innerhalb einer
Komponente zu Klassen außerhalb dieser Komponente verstanden. Kohäsion ist
hingegen über den Bezug der Klassen innerhalb einer Komponente zueinander
deﬁniert (Vitharana et al. 2004).
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Je weiter Komponenten gefasst werden, desto komplexer gestalten sich deren
Schnittstellen und desto häuﬁger werden diese zum Gegenstand von Anpassun-
gen. Komponenten mit zu weit gefasstem Funktionsumfang schränken folglich
die Flexibilität eines Gesamtsystems ein (Hopkins 2000). Die Speziﬁkation von
Komponenten mit eher eng gefasstem Funktionskontext und Auslagerung von
Sekundärfunktionen führt zwar zu einer Steigerung der Flexibilität des Systems,
gleichzeitig aber auch zu zunehmenden Abhängigkeiten zwischen Komponenten
(Hopkins 2000, Szyperski et al. 2002, S. 45f.). Dies führt zu einer zeit- und ressour-
cenintensiven Kommunikation der Komponenten (Hopkins 2000). Mit Blick auf
die Vermarktbarkeit stellen komplexe Abhängigkeiten auch eine Einschränkung
der Anwendbarkeit einer Komponente in heterogenen Szenarien dar
(Szyperski et al. 2002, S. S. 45f.).
Grundsätzlich gilt es die Balance zwischen möglichst niedriger Kopplung zwi-
schen Komponenten undmöglichst hoher Kohäsion innerhalb der Komponenten
zu ﬁnden. Die richtige Balance ist im Einzelfall festzulegen und hängt u.a. von den
konkreten Anforderungen an Abstraktionsgrad, Flexibilität oder Komplexität der
Komponenten ab (Hopkins 2000). Als zentrales Prinzip der komponentenorien-
tierten Softwareentwicklung gilt also Maximierung der Kohäsion bei gleichzeitiger
Minimierung der Kopplung von Komponenten (maximize cohesion and minimize cou-
pling). Das Prinzip geht, wie auch andere Prinzipien der komponentenorientier-
ten Entwicklung, auf Kriterien zur Modularisierung von Systemen nach Parnas
(1972) zurück (Szyperski et al. 2002, S. 40). Ein Vorschlag von Birkmeier & Over-
hage (2012b) lautet, zur Minimierung der Abhängigkeiten Funktionen und Da-
tenobjekte, die zur Laufzeit gemeinsam verwendet werden, in einer Komponente
zusammenzufassen. Zur Maximierung der Kohäsion sollten auch nur diese ge-
meinsam verwendeten Funktionen und Datenobjekte eine Komponente bilden.
Bei Vitharana et al. (2004) sowie darauf basierend bei Birkmeier & Overhage
(2012b) werden Auswirkungen von Kopplung und Kohäsion auf übergeordnete
Ziele beleuchtet. Diese sind in Abb. 2.8 dargestellt und werden nachfolgend zu-
sammenfassend erläutert:
• Kosteneﬀektivität: Die Steigerung der Kopplung bzw. der Abhängigkeiten
zwischen Komponenten führt notwendigerweise zu weiteren und komple-
xeren Schnittstellen. Ein höherer Entwicklungsaufwand ist nach Birkmei-
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Kopplung
Kosten-
effektivität
Anpassbarkeit
Wiederver-
wendbarkeit
Wartbarkeit
Kohäsion
-
-
-
-
+
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+
+
- negative Korrelation + positive Korrelation
Übergeordnete
Managementziele
Abb. 2.8: Auswirkungen der Faktoren Kohäsion und Kopplung (Birkmeier & Over-
hage 2012b) (eigene Darstellung)
er & Overhage (2012b) die Folge. Die Zusammenfassung zusammengehö-
riger Elemente zu einer Komponente reduziert gleichzeitig die Kopplung
zwischen diesen und führt zu einem positiven Eﬀekt bzgl. der Kosteneﬀek-
tivität (Birkmeier & Overhage 2012b), wenngleich auch bei Vitharana et al.
(2004) darauf hingewiesen wird, dass mit zunehmender Größe und Kom-
plexität der inneren Strukturen einer Komponente die Entwicklungskosten
steigen.
• Anpassbarkeit des Anwendungssystems: Unter Anpassbarkeit wird die Ei-
genschaft eines AwS (nicht einzelner Komponenten) verstanden, durch die
Kombination unabhängig voneinander entwickelter Komponenten Anfor-
derungen des Gesamtsystems zu realisieren. Nach Vitharana et al. (2004)
steigt mit zunehmender Kohäsion der Funktionen einer Komponente auch
die Wahrscheinlichkeit, dass durch die Komponente zusammengehörige
Anforderungen des Ziel-AwS realisiert werden. Dadurch wird ein positi-
ver Eﬀekt der Kohäsion auf die Anpassbarkeit des Gesamtsystems erwartet.
Durch starke Kopplung zwischen Systembestandteilen wird die Anpassung
des Gesamtsystems hingegen erschwert (Vitharana et al. 2004).
• Wiederverwendbarkeit:Mit zunehmender Kopplung vonKomponentenwird
dieWiederverwendbarkeit in anderenAnwendungsszenarien eingeschränkt
(Vitharana et al. 2004). Szyperski et al. (2002, S. S. 45f.) stützen dieses Argu-
ment und prognostizieren eine bessere Vermarktbarkeit für größere Kom-
ponenten. Stark gekoppelte Komponenten sind i.d.R. auch in heterogenen
Anwendungsszenarien gemeinsam zu verwenden (Birkmeier & Overhage
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2012b). In sich geschlossene Komponenten mit hoher Kohäsion der Funk-
tionen und der realisierten Anforderungen sind aufgrund weniger Abhän-
gigkeiten besser zur Wiederverwendung geeignet (Szyperski et al. 2002, S.
45f., Vitharana et al. 2004).
• Wartbarkeit: Starke Kopplung beeinﬂusst die Wartbarkeit eines komponen-
tenorientierten AwS negativ. Änderungen an einer Komponente (z.B. deren
Schnittstelle) betreﬀen mit erhöhter Wahrscheinlichkeit auch davon abhän-
gige Komponenten (Vitharana et al. 2004). Zwar wird von Vitharana et al.
(2004) auch ein hoher Wartungsaufwand für Komponenten mit hoher Ko-
häsion angenommen, nach Birkmeier & Overhage (2012b) ist aus Sicht des
Gesamtsystems der Wartungsaufwand einzelner im Vergleich zu stark ge-
koppelten Komponenten niedriger.
Das Komponentendiagramm der Uniﬁed Modeling Language
Zur Speziﬁkation der Struktur einer Komponentenarchitektur wird in der vor-
liegenden Arbeit das Komponentendiagramm der UML (OMG 2015, S. 206ﬀ.)
eingesetzt. Die Ausführungen dazu beschränken sich auf für die Arbeit notwen-
digen Aspekte. Das im vorherigen Abschnitt vorgestellte Komponentenverständ-
nis wird auch durch die UML-Speziﬁkation unterstützt. Eine Komponente wird
als autonome Einheit verstanden, die ihre Funktionalität über eine bzw. mehrere
wohl-deﬁnierte Schnittstellen anbietet. Zur Realisierung der Funktionalität kann
eine Komponente auch andere Komponenten über deren Schnittstellen nutzen.
Durch das Konzept der Schnittstelle ist eine Komponente innerhalb einer deﬁ-
nierten Umgebung ﬂexibel austauschbar und wiederverwendbar (OMG 2015, S.
206).
Component Interface
required
provided
*
**
*
Metamodell Graphische Syntax
Komponente
benötigte Schnittstelle
(required)
angebotene Schnittstelle
(provided)
<<Component>>
Abb. 2.9: Speziﬁkation von Komponenten mit der UML basierend auf OMG (2015,
S. 206ﬀ.)
39
2 Methodische Grundlagen zur Gestaltung betrieblicher Informationssysteme
In Abb. 2.9 ist das Konzept zur Modellierung von Komponenten (Stereotyp
<<Component>>) aus Außensicht mit Metamodell (Verkürzung bzgl. relevanter
Bestandteile) und graphischer Syntax dargestellt. Angebotene Schnittstellen (pro-
vided) einer Komponente werden über die Lollipop-Notation, benötigte Schnitt-
stellen über Sockets modelliert (OMG 2015, S. 208f.). Schnittstellen können über
Bezeichner und öﬀentliche Eigenschaften bzw. Operationen einer Komponen-
te näher beschrieben sowie über Ports logisch strukturiert werden (OMG 2015,
S. 208). Die Speziﬁkation von Abhängigkeiten zwischen Komponenten erfolgt
durch die Verknüpfung kompatibler benötigter und angebotener Schnittstellen.
Neben der Funktionalität können zur Bestimmung der Kompatibilität auch nicht-
fachliche Anforderungen, wie beispielsweise Performance-Anforderungen, rele-
vant sein (OMG 2015, S. 208). Für alternative bzw. weiterführende Notationen
sowie für Konzepte zur Modellierung der Innensicht von Komponenten wird auf
die Literatur, primär auf die zugehörige Speziﬁkation OMG (2015, S. 206ﬀ.), ver-
wiesen.
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Kapitelzusammenfassung: Zunächst wird der Begriﬀ des dispositi-
ven Anwendungssystems allgemein abgegrenzt und im Anschluss das
Konzept Data-Warehouse-System als solches eingeordnet (Abschn. 3.1).
DWH-Systeme stellen eine etablierte Klasse von Anwendungssystemen
dar. Die zugehörigen Grundlagen zu Architektur und Datenmodell wer-
den in Abschn. 3.2 sowie Abschn. 3.3 geschaﬀen. Zur Modellierung
multidimensionaler Datenstrukturenwird in der Arbeit das Semantische
Data-Warehouse-Modell (SDWM) verwendet. Dieses wird anhand seines
Metamodells in Abschn. 3.4 eingeführt. Im Mittelpunkt des Untersu-
chungsproblems der Arbeit steht das prozessorientierte DWH-System.
Dieses wird in Bezug auf das klassische DWH-Verständnis abgegrenzt
und anhand möglicher Anwendungsszenarien als Spezialisierung vor-
gestellt (Abschn. 3.5).
Abschn. 3.1.2, 3.2.1, 3.3 u. 3.4 basieren in Teilen auf der Diplomarbeit
Benker (2010).
3.1 Grundlagen dispositiver Anwendungssysteme
Abschn. 3.1 bildet die Basis nachfolgender Abschnitte, die speziﬁscheGrundlagen
zu DWH-Systemen schaﬀen. Hierzu wird zunächst der Begriﬀ des dispositiven
Anwendungssystems eingeführt (Abschn. 3.1.1) und das Konzept DWH-System als
solches eingeordnet (Abschn. 3.1.2).
3.1.1 Bestimmung des Begriﬀs des dispositiven Anwendungs-
systems
Nach Kemper et al. (2010, S. 15f.) basiert das Konzept des dispositiven Anwendungs-
systems auf dem Begriﬀ der dispositiven Arbeitsleistung nach Gutenberg (1983, S.
3). Demnach handelt es sich um dispositive Leistungen, wenn die Arbeiten
”
(...)
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mit der Leitung und Lenkung der betrieblichen Vorgänge in Zusammenhang stehen“
(Gutenberg 1983, S. 3). AwS zur Unterstützung der dispositiven Leistung werden
auch als dispositive Systeme (Kemper et al. 2010, S. 15) bezeichnet. Auf Grundlage
dieser ersten Begriﬀsnäherung kann, bei phasenorientierter Systemabgrenzung
nach Ferstl & Sinz (1995) (vgl. Kap. 2.1.1), ein dispositives System als Aufgaben-
träger des Lenkungssystem (mit den Aufgaben Planung, Steuerung und Kontrolle)
verstanden werden. Als operative Anwendungssysteme werden hingegen, z.B. bei
Kemper et al. (2010, S. 15), AwS verstanden, die unmittelbar die Leistungserstel-
lung bzw. -verwertung unterstützen. Als solches werden diese dem Leistungssys-
tem zugeordnet. Eine Abgrenzung beider Systemarten anhand der Ausrichtung
sowie der Eigenschaften ihrer Datenstrukturen wird, basierend auf Kemper et al.
(2010, S. 16) und Christmann (1996, S. C822.07), in Tab. 3.1 gezeigt. Während die
operativen Systeme auf die Abwicklung von Geschäftsprozessen ausgerichtet sind
und auf einer detaillierten, transaktionsorientierten und zeitpunktbezogenen Da-
tenbasis aufsetzen, zeichnet sich die dispositive Datenbasis durch transformierte,
themenbezogene und verdichtete Datenstrukturen zur Managementinformation
und Entscheidungsunterstützung aus.
Charakteristika Charakteristika
operativer AwS dispositiver AwS
Ausrichtung d. AwS Abwicklung von
Geschäftsprozessen
Managementinformation;
Entscheidungsunterstützung
Granularität detaillierte Daten zu
Geschäftsvorfällen
i.d.R. verdichtete u. trans-
formierte Daten
Zeitbezug aktueller, zeitpunktbezo-
gener Datenbestand
historisierter Datenbestand;
aufgabenabh. Aktualität
Datenstrukturierung funktionsorientiert; abgeleitet
aus dem Geschäftsprozess
themenorientiert; Berück-
sichtigung des Endbenutzers
Datenaktualisierung laufend u. konkurrierend ständige Erweiterung des
Datenbestandes
Anfragen strukturiert ad-hoc Fragestellungen u.
Standardauswertungen
Tab. 3.1: Charakterisierung operativer und dispositiver Anwendungssysteme basie-
rend auf Kemper et al. (2010, S. 16) und Christmann (1996, S. C822.07)
ImZeitverlauf entwickelten sich zahlreiche Systeme zurUnterstützung desMa-
nagements eines Unternehmens bei der Durchführung dispositiver Aufgaben.
Die typischerweise genannten Systemformen werden basierend auf Gluchowski
et al. (2008, S. 55ﬀ.) nachfolgend kurz vorgestellt:
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• Management Information Systeme (MIS): Ein Management Information
System (MIS) dient der Erstellung standardisierter, periodischer Berichte
für Führungskräfte verschiedener Hierarchieebenen. Damit ist das vergan-
genheitsbezogene Monitoring von Geschäftsaktivitäten möglich. Einblicke
in den operativen Datenbestand können sowohl detailliert als auch verdich-
tet vorgenommen und extrahiert werden. Aus der Historie betrachtet stellen
MIS einen ersten Schritt zur Unterstützung dispositiver Aufgaben auf Füh-
rungsebene dar (Gluchowski et al. 2008, S. 55f.).
• Decision Support Systeme (DSS): In einem DSS bzw. Entscheidungsun-
terstützungssystem wird das Verhalten von Fach- und Führungskräften bei
der Lösung fachlicher Probleme abgebildet. DSS stellen interaktive Systeme
dar, die basierend auf Modellen, Methoden und problembezogenen Daten
Nutzer im Entscheidungsprozess unterstützen (Gluchowski et al. 2008, S.
63). DSS sind auf ein speziﬁsches Problem oder eine Klasse von Aufgaben
ausgerichtet (Mertens & Meier 2009, S. 12). Die Anwendung ist sowohl bei
strukturierten aber auch semi- und unstrukturierten Entscheidungssitua-
tionen denkbar (Gluchowski et al. 2008, S. 63).
• Executive Information Systeme (EIS): Ein EIS (auch Führungsinformations-
system) stellt ein interaktives AwS mit ﬂexibel anpassbarer und intuitiver
Nutzeroberﬂäche dar, das (nicht nur) Führungskräften Einblicke in aktu-
elle interne und externe Informationen ermöglicht. Explorative Datenana-
lysen basierend auf multidimensionalen Strukturen, Standardreporting so-
wie Ad-hoc-Abfragen stellen zentrale Charakteristika dar (Gluchowski et al.
2008, S. 74ﬀ.).
• Executive Support Systeme (ESS): ESS nutzen Funktionen von EIS zur Auf-
deckung grundlegender betrieblicher Zusammenhänge und erweitern die-
se um Funktionalitäten von DSS. Betriebswirtschaftliche Kausalmodelle so-
wie Methoden zur Analyse, Simulation, Prognose und Optimierung sind
beispielsweise zu nennen. ESS sind auf die ganzheitliche, phasen- und pro-
blemübergreifende Unterstützung von Führungskräften ausgerichtet
(Gluchowski et al. 2008, S. 82ﬀ.).
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3.1.2 Einordnung von Data-Warehouse-Systemen als dispositive
Anwendungssysteme
Nachfolgend wird die Rolle von DWH-Systemen anhand zweier unterschiedli-
cher, dennoch komplementärer Perspektiven im Kontext dispositiver Systeme be-
leuchtet.
Einordnung von Data-Warehouse-Systemen anhand des Konzeptes der
integrierten Informationsverarbeitung
Bei Mertens (2009, S. 6) werden im Konzept der integrierten Informationsverarbei-
tung zwei grundsätzliche Klassen von Anwendungssystemen, operative Systeme
sowie Planungs- und Kontrollsysteme, unterschieden. Der Gesamtzusammenhang
ist in Abb. 3.1 dargestellt.
VertriebF&E Beschaffung Produktion Versand Kunden-
dienst
Data-Warehouse-System
Operative Systeme
(Administrations-
und Dispositionssysteme)
Querschnittsfunktionen
Finanzen – Rechnungswesen –Personal – etc.
Planungs- und
Kontrollsysteme
Horizontale Integration
V
ertikale In
tegratio
n
F&E Vertrieb
Beschaf-
fung
Produktion Versand Kd.
Querschnittsfunktionen
U-
Planung
Abb. 3.1: Integrierte Informationsverarbeitung (Mertens 2009, S. 6) (eigene Dar-
stellung)
Als operative SystemewerdenAdministrations-undDispositionssystemeunterschie-
den. Administrationssysteme dienen insbesondere der Kostensenkung und Ent-
lastung menschlicher Aufgabenträger durch die Übernahme von Routineaufga-
ben (Mertens 2009, S. 13). Sie bilden transkationsorientiert den Einsatz von Ele-
mentarfaktoren einerUnternehmung imProzess der Leistungserstellung ab (Cha-
moni & Gluchowski 2016, S. 6). Dipositionssysteme übernehmen darüber hin-
aus die Entscheidungsunterstützung auf operativer Ebene. Entscheidungen sind
entweder teilautomatisiert, werden also automatisiert vorbereitet und personell
getroﬀen, oder vollautomatisiert (Mertens 2009, S. 13). Als Entscheidungsauf-
gaben des Dispositionssystems werden Steuerungs- und Lenkungsaufgaben mit
strukturierter Entscheidbarkeit und Delegationsfähigkeit verstanden (Chamoni &
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Gluchowski 2016, S. 6). Der Begriﬀ des operativen Systems ist bei Mertens (2009)
somit weiter gefasst und umfasst mit Dispositionssystemen auch einen Teil des
Lenkungssystems.
Planungs- und Kontrollsysteme sind den operativen Systemen übergeordnet. Pla-
nungssysteme können als Fortsetzung der Dispositionssysteme verstanden wer-
den, unterscheiden sich jedoch in nachfolgenden Punkten (Mertens 2009, S. 14):
Planungssysteme sind auf schlecht strukturierte Entscheidungsprobleme ausge-
richtet, die in größeren Zeitabständen und unregelmäßig auftreten. Zielgruppe
bildet das höhere Management, das in Mensch-Computer-Interaktion die Lösung
der Probleme anstrebt. Als Grundlage dient ein auf die Entscheidung ausgerich-
teter Datenbestand, wie er beispielsweise durch DWH-Systeme zur Vefügung ge-
stellt wird. Dispositionssysteme bearbeiten hingegen gut strukturierte, z.T. vollau-
tomatisierbare Entscheidungsprobleme auf einem detaillierten, transaktionsori-
entiertenDatenbestand. Ziel- oder Nutzergruppe vonDispositionssystemen bildet
das operative/mittlere Management (Mertens 2009, S. 14). Kontrollsysteme bilden
den komplementären Part von Planungssystemen zur Prüfung der Planeinhal-
tung (Mertens 2009, S. 14f.).
In Abb. 3.1 wird zudem die horizontale und die vertikale Integration dargestellt.
Die horizontale Integration beschreibt dabei im Wesentlichen die Integration der
betrieblichen Teilsysteme in der Wertschöpfungskette. Über die vertikale Integrati-
onwird die Datenversorgung von Planungs- und Kontrollsystemen aus den opera-
tiven Systemen beschrieben (Mertens 2009, S. 5). Basierend auf den Ausführun-
gen von Mertens wird die Funktion des DWH-Systems deutlich und kann nach
Gluchowski et al. (2008, S. 118) als Bereitstellung entscheidungsrelevanter Inhal-
te für Planungs- und Kontrollsysteme und damit als Unterstützung dispositiver
Aufgaben speziﬁziert werden.
Regelkreisorientierte Einordnung von Data-Warehouse-Systemen
Bei Sinz (2002b) wird die Einordnung von DWH-Systemen anhand einer regel-
kreisorientierten Betrachtung von betrieblichen Systemen vorgenommen. Grund-
lage dazu bildet die Systemabgrenzung nach demPhasenprinzip in Lenkungs- und
Leistungssystem (vgl. Kap. 2.1.1). Durch die regelkreisorientierte Betrachtung las-
sen sich DWH-Systeme und ihre Funktionen im betrieblichen Kontext beschrei-
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ben (vgl. Abb. 3.2). DasDWH-Systemübernimmt aufManagementebene die Funk-
tion einer Hilfsregelstrecke und dient der Bereitstellung aufbereiteter operativer
Daten (in Form von Berichten und Analysen) zur Unterstützung des Manage-
ments als GP-übergreifender Regler. Als Managementaufgaben werden sowohl die
Gestaltung als auch die Lenkung des betrieblichen Systems, insbesondere der
Geschäftsprozesse anhand entsprechender Zielvorgaben, verstanden (Sinz 2002b,
S. 310f.). Die GP-speziﬁsche Lenkung (Geschäftsprozessebene) kann anhand eines
weiteren Regelkreises beschrieben und als Regelstrecke dem ReglerManagement
untergeordnet werden. Aufgabe der Lenkung von Geschäftsprozessen (Lenkungs-
system, Regler) ist die Planung, Steuerung und Kontrolle der laufenden Geschäfts-
prozesse (Leistungssystem, Regelstrecke). Als Hilfsregelstrecke dient der operative
Datenbestand. Während Daten in DWH-Systemen in hierarchischen Klassiﬁkati-
onsstrukturen aufbereitet zur interaktiven Analyse vorliegen, bildet der operative
Datenbestand GP-Transaktionen sowie deren Zustand detailliert ab (Sinz 2002b,
S. 310f.).
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Abb. 3.2: Regelkreisorientierte Einordnung des Data-Warehouse-Systems (Sinz
2002b, S. 310)
Eigenschaften eines Data-Warehouse-Systems als dispositives Anwendungs-
system
Nach Abgrenzung des DWH-Konzeptes werden zentrale Eigenschaften hinsicht-
lich der identiﬁzierten Funktionen (Datenbereitstellung im Rahmen der vertika-
len Integration sowie Hilfsregelstrecke im betrieblichen Regelkreis) identiﬁziert.
Hierzu kann die häuﬁg zitierteDeﬁnition einesDWH-Systemsnach Inmon (2005,
S. 29ﬀ.) herangezogen werden:
”
A data warehouse is a subject oriented, integra-
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ted, non-volatile, and timevariant collection of data in support of management‘s de-
cisions.“ Ein DWH-System ist demzufolge durch die Eigenschaften Themenorien-
tierung (subject-orientied), Datenintegration (integrated), Beständigkeit (non-volatile)
und Zeitorientierung (time-variant) charakterisiert (z.B. Gluchowski et al. 2008, S.
119f., Hahne 2014, S. 1f.):
• subject-oriented: Während sich operative Datenbanken in Aufbau und In-
halt an GP-Transaktionen orientierten, sind DWH-Systeme auf entschei-
dungsrelevante betriebliche Themen ausgerichtet, d.h. der Datenbestand
orientiert sich am Informationsbedarf der Entscheidungsträger. Daten ope-
rativer Systeme ohne Entscheidungsrelevanzwerden nicht insDWH-System
übernommen.
• integrated: Als Datenquellen für ein DWH-System sind heterogene, sowohl
interne (operative) als auch externe Quellen zu nennen (vgl. Abb. 3.2). Die
gewonnenen Daten sind beim Laden ins DWH von semantischen und syn-
taktischen Inkonsistenzen zu bereinigen und hinsichtlich eines stimmigen
und akzeptablen, also konsistenten Datenbestandes bzgl. Struktur, Forma-
ten, Begriﬀen, Codierung und Maßeinheiten zu vereinheitlichen.
• non-volatile: Die Inhalte eines DWH-Systems werden zur Analyse im Zeit-
verlauf ständig erweitert. Datenzugriﬀe erfolgen in aller Regel lesend, nur
in Ausnahmenfällen werden Inhalte wieder gelöscht. Einmal auf Grundlage
des DWH-Systems erstellte Berichte bleiben damit reproduzierbar.
• time-variant: Zur Unterstützung von Entscheidungen auf Managementebe-
ne werden Daten benötigt, die die Unternehmensentwicklung im Zeitver-
lauf darstellen. Für die periodisch erweiterten Inhalte eines DWH-Systems
wird explizit ein Zeitbezug deﬁniert und der Datenbestand historisiert.
Das Konzept des Online Analytical Processing (OLAP) beschreibt die Leitlinie
bzw. das Nutzungsprinzip von Führungsinformationssystemen, das bewusst in
Abgrenzung zumOnline Transaction Processing (OLTP), demNutzungsprinzip ope-
rativer AwS speziﬁziert wurde (Chamoni & Gluchowski 2010, S. 199). Auch ein
DWH-System folgt diesemNutzungsprinzip, das sich durch die interaktive Analy-
se multidimensionaler Strukturen, also die Analyse quantitativer Kennzahlen ent-
lang qualitativer und hierarchischer Klassiﬁkationsstrukturen auszeichnet (Sinz
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2002b, S. 312). Diese entscheidungsorientierte Sichtweise auf betriebswirtschaft-
liche Sachverhalte gilt als zentrales Charakteristikum vonOLAP- undDWH-Syste-
men und soll die ﬂexible Analyse komplexer Sachverhalte sowie ad-hoc-Abfragen
mit geringem Aufwand ermöglichen. Als bildliche Beschreibung wird häuﬁg die
Metapher eines mehrdimensionalen Würfels aufgegriﬀen (Hahne 2014, S. 4). Ei-
ne detaillierte Einführung des multidimensionalen Datenmodells erfolgt in Ab-
schn. 3.3. Bei Codd et al. (1993) wurden initial, einschließlich der Multidimensio-
nalität, zwölf Regeln zur Evaluation von OLAP-Werkzeugen vorgeschlagen. Diese
wurden im Laufe der Zeit kritisch diskutiert und erweitert. Als Beispiel kann der
FASMI-Ansatz (Fast,Analysis, Shared,Multidimensional, Information) nach Pendse
& Creeth (1995) genannt werden. Für weitere Informationen sowie eine detaillier-
te Vorstellung undDiskussion der Regeln wird beispielsweise auf Bauer &Günzel
(2013) oder Hahne (2014, S. 4f.) verwiesen.
3.2 Architektur von Data-Warehouse-Systemen
Zunächst werden der grundlegende Aufbau sowie die Funktionsweise von DWH-
Systemen erläutert (Abschn. 3.2.1). In Abschn. 3.2.2 wird zudem ein generisches
Schichtenmodell zur funktionsorientierten Beschreibung von DWH-Architektu-
ren eingeführt.
3.2.1 Einführung der Architektur von Data-Warehouse-Systemen
In Abb. 3.3 ist die idealtypische logische Architektur eines DWH-Systems nach
Böhnlein & Ulbrich-vom Ende (2000, S. 17ﬀ.) dargestellt: Anhand dreier verti-
kal angeordneter Ebenen werden die Funktionen eines DWH-Systems eingeord-
net. Auf Datenerfassungsebene wird der ETL-Prozess mit den Phasen Extraktion,
Transformation und Laden angesiedelt. Nach Extraktion (Filterung) von relevan-
ten Daten bzw. von deren Änderungen aus heterogenen Quellsystemen werden
die Daten syntaktisch und semantisch in der Transformationsphase bereinigt und
aufbereitet (Böhnlein & Ulbrich-vom Ende 2000, S. 19f.). Als Quellsysteme kön-
nen sowohl unternehmensinterne Datenbanken operativer AwS als auch unter-
nehmensexterne Datenquellen dienen (Golfarelli & Rizzi 2009, S. 8). Die Lade-
phase beschreibt schließlich das Laden der Daten in das Data-Warehouse auf Da-
tenhaltungsebene (Böhnlein & Ulbrich-vom Ende 2000, S. 18ﬀ.). Mit dem Begriﬀ
Data-Warehouse wird die eigentliche Datenbasis bezeichnet. Ein DWH-System
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umfasst zusätzlich das Data-Warehouse-Management-System mit den Funktionen
der übrigen Ebenen sowie zu deren Administration. Auf Datenbereitstellungsebene
werden durch die dort angesiedelten OLAP-Server Daten in multidimensionaler
Form über entsprechende Schnittstellen nachgelagerten Anwendungssystemen
und Präsentationswerkzeugen angeboten. Über alle Ebenen hinweg sindAdminis-
trationsfunktionen auf Basis von Metadaten vorgesehen (Böhnlein & Ulbrich-vom
Ende 2000, S. 17f.).
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Abb. 3.3: Idealtypische Architektur eines Data-Warehouse-Systems (Böhnlein &
Ulbrich-vom Ende 2000, S. 17)
Der Zugriﬀ auf das zentrale DWH kann sowohl direkt als auch über sog. Data
Marts (in Abb. 3.3 nicht dargestellt) erfolgen. Data Marts stellen somit ein wei-
teres mögliches Element der Datenhaltungsebene dar. Durch ein Data Mart wird
eine Teilmenge des zentralen Data-Warehouse-Datenbestandes, ausgerichtet auf
die Anforderungen einer speziﬁschen Zielgruppe, z.B. einen Unternehmensbe-
reich, bereitgestellt (Golfarelli & Rizzi 2009, S. 8f.). Grundsätzlich wird mit dem
Einsatz von Data Marts die Zielsetzung verfolgt, die Komplexität des Datenmo-
dells sowie das Datenvolumen des Kern-Data-Warehouses zu reduzieren. Gründe
für den Einsatz von Data Marts können dabei unterschiedlich sein. Als Beispiele
sind die Steigerung der Eigenständigkeit der Zielgruppe bzw. des Unternehmens-
bereichs, Datenschutzaspekte, Performance-Gründe oder auch notwendige Last-
verteilungen denkbar (Bauer & Günzel 2013, S. 68). Die Ausrichtung auf Anfor-
derungen einer speziﬁschen Zielgruppe erfolgt bei abhängigen Data Marts durch
die Bildung von abteilungs- oder auch nutzerspeziﬁschen (materialisierten) Teil-
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sichten auf das Kern-DHW. Als unabhängig werden Data Marts bezeichnet, wenn
diese ohne den Zwischenschritt des Kern-DWH und somit direkt auf den Quell-
systemen aufgebaut werden. Mit unabhängigen Data Marts erhöht sich, je nach
Ausgestaltung, jedoch auch das Risiko von Inkonsistenzen in den abgeleiteten
Aussagen (Bauer & Günzel 2013, S. 70ﬀ., Golfarelli & Rizzi 2009, S. 10).
3.2.2 Ein generisches Schichtenmodell zur Beschreibung der
Architektur von Data-Warehouse-Systemen
Im vorangehenden Abschn. 3.2.1 wird die Architektur eines DWH-Systems an-
hand seiner Bestandteile beschrieben. Bei Sinz & Ulbrich-vom Ende (2010) wird
dazu ein generisches Schichtenmodell vorgeschlagen. Die Schichten sind anhand
der durchzuführenden Aufgabe sachzielorientiert abgegrenzt. Eine Schicht kap-
selt bestimmte Funktionen und ggf. Datenbestände, die zur Durchführung der
Aufgabe notwendig sind. Eine Schicht ist über die angebotene Schnittstelle durch
benachbarte Schichten zugreifbar. Das generische Schichtenmodell ist in Abb.
3.4 dargestellt. Zur Realisierung der Schichten des Kern-DWH-Systems ist, je
nach Realisierungsform, sowohl persistente als auch virtualisierteDatenverwaltung
möglich.
Datenquellen
Externes Datenschema 
der Datenquelle
Exportschema
Integriertes Datenschema
(Multidimensionales) 
Analyseschema und -operatoren 
(z.B. Drill-Down)
Integrations-
schicht
Historisierungs-
schicht
Datenbereitstellungs-
schicht
Präsentations-
schicht
Extraktions-
schicht
Temporales Basisdatenschema
Legende:
Schicht ohne 
persistente Datenhaltung
Schnittstelle
Schicht mit 
persistenter Datenhaltung
Schicht mit / ohne
persistenter Datenhaltung
Abb. 3.4: Generische Schichtenarchitektur für Data-Warehouse-Systeme (Sinz &
Ulbrich-vom Ende 2010)
Die Schichten lassen sich wie folgt beschreiben (Sinz & Ulbrich-vom Ende 2010):
• Datenquellen: Unternehmensinterne oder externe Datenquellen stellen ei-
ne Vorstufe des eigentlichen DWH-Systems dar. Über ein externes Schema
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werden die für das DWH-System bereitgestelltenDatenstrukturen beschrie-
ben.
• Extraktionsschicht: Die Funktion der Extraktionsschicht ist das Laden der
im DWH-System benötigten Datenstrukturen aus den Datenquellen. Über
das Exportschemawerden die extrahierten Datenstrukturen zur Weiterverar-
beitung durch übergeordnete Schichten bereitgestellt.
• Integrationsschicht: Die Funktion der Integrationsschicht umfasst sowohl
die Transformation (syntaktische und semantische Bereinigung) als auch die
Integration der im Exportschema bereitgestellten Daten. Über ein integriertes
Datenschema werden die resultierenden Datenstrukturen weitergegeben.
• Historisierungsschicht: In der Historisierungsschicht erfolgt die Erweite-
rung des integrierten Datenschemas um zeitliche Aspekte hin zu einem
temporalen Basisdatenschema und ermöglicht so Analysen im Zeitverlauf.
• Datenbereitstellungsschicht:Gegenstand derDatenbereitstellungsschicht ist
der Aufbau einer multidimensionalen Datenstruktur, die als multidimensio-
nales Analyseschema mit den zugehörigen OLAP-Operatoren bereitgestellt
werden. Das multidimensionale Datenmodell sowie dessen mögliche Rea-
lisierungen werden in Abschn. 3.3 eingeführt.
• Präsentationsschicht: Werkzeuge zur Nutzung des DWH-Systems werden
in der Präsentationsschicht realisiert und i.d.R. nicht als Bestandteil von
DWH-Systemen gesehen.
Anhand des generischen Architekturmodells können speziﬁsche Architektur-
formen, ausgerichtet auf die zu unterstützendenOrganisationsstrukturen und die
Reichweite des DWH-Systems, als Extension beschreiben werden. Form und An-
zahl der Exemplare je Schicht sowie deren Konﬁguration stellen die zentralen Ge-
staltungskriterien dar. Die Konﬁguration erfolgt imWesentlichen hinsichtlich der
Verteilung der Schichten sowie der Form der Datenverwaltung (Sinz & Ulbrich-
vom Ende 2010).
3.3 Einführung des multidimensionalen Datenmodells
DWH-Systeme, im Speziellen deren Datenstrukturen, folgen der Metapher des
mehrdimensionalen Kubus (Hypercube). Damit wird die Klassiﬁkation quantiﬁ-
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zierbarer, entscheidungsrelevanter Kenngrößen (häuﬁg synonym auch Maßzah-
len oder Fakten) entlang qualiﬁzierender Dimensionen eines mehrdimensiona-
lenWürfels beschrieben. Ausprägungen einer Kenngröße werden dabei eindeutig
den Dimensionen zugeordnet (Sinz 2002b, S. 312). Die Multidimensionalität von
Daten hat ihren Ursprung in den OLAP-Regeln nach Codd et al. (1993). Nachfol-
gend wird das multidimensionale Datenmodell anhand seiner Struktur (Abschn.
3.3.1) sowie der darauf deﬁnierten Operatoren (Abschn. 3.3.2) eingeführt.
3.3.1 Struktur des multidimensionalen Datenmodells
Wesentliche Strukturbausteine desmultidimensionalen Datenmodells sindKenn-
zahlen und Dimensionen. Diese werden nachfolgend eingeführt und in Zusam-
menhang gesetzt.
Kennzahlen als quantiﬁzierender Bestandteil des multidimensionalen Daten-
modells
Bei Kennzahlen handelt es sich um
”
Größen zur quantitativen Darstellung betriebs-
wirtschaftlicher Sachverhalte. Sie dienen dazu, komplexe Vorgänge schneller erfassbar
zu machen“ (Becker et al. 2011, S. 130). Als solche bilden sie auch den quantiﬁ-
zierenden Teil des multidimensionalen Datenmodells (Lehner 2003, S. 67). Kenn-
zahlen resultieren aus der Verdichtung mehrerer einzelner Werte und können
sich auf unterschiedliche Aspekte wie Zeitraum, Region oder Produkt beziehen
(Becker et al. 2011, S. 130). Unterscheiden lassen sich dabei absolute und Verhält-
niskennzahlen. Absolute Kennzahlen sind Einzelwerte wie Bestandsgrößen, Sum-
men oderDiﬀerenzen, währendVerhältniszahlen relativeGrößen ausdrücken.Un-
terscheiden lassen sich dabei wiederum Beziehungs-, Index- oder Gliederungs-
zahlen (Küpper et al. 2013, S. 471f.). In Beziehung gesetzte verschiedenartige
Kenngrößen, wie beispielsweise Gewinn zu Kapital als Rentabilität, stellen Bezie-
hungszahlen dar. Indexzahlen beschreiben die Relation gleichartiger, jedoch örtlich
oder zeitlich verschiedener Werte, mit der Zielsetzung, Abweichungen in Bezug
auf eine Basisgröße zu erkennen. Über Gliederungszahlen wird der Anteil einer
Größe an einer Gesamtmenge bestimmt. Beide Größen werden dabei in dersel-
ben Dimension gemessen, wie beispielsweise der Anteil einzelner Kostenarten an
den Gesamtkosten (Küpper et al. 2013, S. 471f.). Zur Beurteilung komplexer wirt-
schaftlicher Sachverhalte werden i.d.R. mehrere zueinander in Beziehung stehen-
de Kennzahlen, die eine gewisse Ordnung aufweisen, herangezogen. Man spricht
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von einem Kennzahlensystem, das die Beziehung zwischen den relevanten Kenn-
zahlen widerspiegelt (Küpper et al. 2013, S. 472f.).
Dimensionen als qualiﬁzierender Bestandteil des multidimensionalen Daten-
modells
Dimensionen bzw. Dimensionshierarchien bilden den qualiﬁzierenden Teil des
multidimensionalenDatenmodells (Lehner 2003, S. 65). Kennzahlenmultidimen-
sionaler Datenstrukturen werden entlang von Dimensionen aggregiert. Die In-
nensicht einer Dimension ist über Dimensionselemente unterschiedlicher Stu-
fe sowie entsprechende Verdichtungswege über diese Elemente strukturiert. Ent-
lang dieser Verdichtungswege könnenWerte niedrigerer Stufe zu einemWert hö-
herer Stufe zusammengefasst werden. In Gegenrichtung kann ein aggregierter
Wert in Einzelwerte aufgeteilt werden (Totok 2000, S. 87). Dimensionen werden
grundsätzlich auf Schemaebene modelliert. Ihre Ausprägungen können in einer
hierarchischen Baumstruktur abgebildet werden. Die Dimensionselemente bzw.
die durch diese beschriebene Verdichtungsstufe wird in Form von Knoten und
Blättern des Baumes abgebildet (Bauer & Günzel 2013, S. 119f.). Dimensionen
werden hinsichtlich ihrer inneren Struktur unterschieden. Nachfolgend werden
verschiedene für die Arbeit relevante Formen vorgestellt.
Einfache Hierarchien Die einfachste Form einer Dimensionsstruktur wird als
einfacheHierarchie bzw. häuﬁg auch alsStandarddimension bezeichnet (Totok 2000,
S. 92).Mit Ausnahme derWurzel (höchsteHierarchiestufe) besitzen demnach alle
Knoten (Dimensionselemente) genau ein übergeordnetes Element. Für alle Ele-
mente feinster Granularität ist die Pfadlänge (Anzahl zu durchlaufender Hierar-
chiestufen) hin zur Wurzel identisch. Auf Ausprägungsebene besitzt diese Hier-
archieform somit einen streng hierarchischen Aufbau (Gluchowski et al. 2008,
S. 153). Auf Schemaebene sind die einzelnen Hierarchiestufen sequentiell ent-
sprechend der Verdichtungsstufen angeordnet. Durch die niedrigste Hierarchie-
stufe einer Dimension (Blätter auf Ausprägungsebene) werden atomare Werte ei-
ner Kennzahl beschrieben, die auf höheren Stufen in aggregierter Form vorliegen
(Bauer & Günzel 2013, S. 120).
Parallele Hierarchien Parallele Hierarchien (oder auch multiple Hierarchien) ent-
stehen durchBerücksichtigung unterschiedlicher unabhängiger Konsolidierungs-
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pfade innerhalb einer Dimension (Hahne 2014, S. 37). Durch die Verdichtung
entlang eines Pfades wird ein Aspekt der Dimension beleuchtet, während die üb-
rigen Pfade/Aspekte ausgeblendet werden (Bauer & Günzel 2013, S. 121). Paral-
lele Hierarchien müssen in mindestens zwei Hierarchiestufen übereinstimmen,
jedoch nicht zwangsläuﬁg in höchster und niedrigster (Böhnlein 2001, S. 134).
Eine vollständige Verdichtung zu einem gemeinsamen übergeordneten Knoten
führt, unabhängig vom gewählten Pfad, zu einem konsistenten Ergebnis (Hahne
2014, S. 38). Die Ableitung eines übergeordneten Wertes unter Berücksichtigung
mehrerer paralleler Pfade führt hingegen zu einem verfälschten Ergebnis (Totok
2000, S. 93). Abb. 3.5 zeigt beispielhaft eine parallele Hierarchie auf Schema- und
Ausprägungsebene aus dem universitären Kontext nach Böhnlein (2001, S. 135).
Die Aggregation Studienfach-bezogener Kennzahlen hin zur HierarchiestufeUni-
versität kann alternativ über den Fachbereich oder über die Fachgruppe erfolgen.
Auf Stufe der Universität liegt wieder ein konsistentes Ergebnis vor.
Universität
Fachbereich
Studienfach
Universität 2
Fachbereich 1 Fachbereich 2
BWL
Schemaebene Ausprägungsebene
Fachgruppe Fachgruppe 1 Fachgruppe 2
Informatik Romanistik
Fachgruppe 3
Universität 1
VWL WI
Abb. 3.5: Beispiel einer Dimension mit parallelen Hierarchien (Böhnlein & Ulbrich-
vom Ende 2000, S. 135) (eigene Darstellung)
Unvollständige und rekursive (unbalancierte)Hierarchien DieBegriﬀe unvollstän-
dige oder unbalancierte Hierarchie werden in der Literatur z.T. heterogen abge-
grenzt. Grundsätzlich bilden diese Hierarchieformen auf Ausprägungsebene ei-
nen nicht ausgeglichenen Baum. Das bedeutet, dass der Weg von Wurzelelement
zu Blattelement nicht für alle Blätter gleich ist (Oehler 2006, S. 139). Bei Golfarelli
& Rizzi (2009, S. 116f.) wird zwischen unbalancierter und unvollständiger Hier-
archie diﬀerenziert. In einer unvollständigen Hierarchie fehlen auf Instanzebene
ein oder mehrere Dimensionsstufen für einzelne Datensätze. Hieraus ergeben
sich nicht nur unterschiedliche Pfadlängen von Wurzel zu Blatt, sondern auch
semantisch heterogene, inkonsistente Eltern-Kind-Beziehungen innerhalb eines
Hierarchiebaumes. Abb. 3.6 zeigt dies beispielhaft:Während die BezirkeOberfran-
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ken und Oberbayern eine Hierarchiebeziehung zur Landesebene haben, ist Norfolk
direkt einem Element der Dimensionsstufe Staat zugeordnet (Golfarelli & Riz-
zi 2009, S. 116f.). Wie das Beispiel zeigt, ist eine unvollständige Hierarchie auf
Schemaebene nicht ersichtlich.
Staat
Land
Ort Bamberg
Schemaebene Ausprägungsebene
Bezirk
München
Bayern
Bayreuth
Oberfranken Oberbayern
Deutschland
Norwich Sheringham
Norfolk
United Kingdom
Abb. 3.6: Beispiel einer Dimensionmit unvollständiger Hierarchie (Golfarelli & Riz-
zi 2009, S. 116) (eigene Anpassung)
Eine rekursive (unbalancierte) Hierarchie zeigt ebenfalls heterogene Pfadlängen
von Wurzel zu Blatt, hat jedoch semantisch homogene, konsistente Eltern-Kind-
Beziehungen (Golfarelli & Rizzi 2009, S. 117f.). Als Beispiel ist die unterschiedlich
tiefe Strukturierung von Organisationseinheiten zu nennen, wie in Abb. 3.7 dar-
gestellt. Eine OrganisationseinheitRealisierung ist einer Organisationseinheit Ent-
wicklung und diese wiederum der Einheit IT untergeordnet, während beispiels-
weise eine Marketing-Einheit nicht weiter untergliedert ist. Trotz unterschiedli-
cher Pfadlängen kann jede Organisationeinheit wiederum in einer konsistenten
Eltern-Kind-Beziehung einer übergeordneten Organisationseinheit zugeordnet
werden. In einer rekursiven Hierarchie ist keine feste Ebenenzahl vorgebbar
(Hahne 2014, S. 39). Können zudemKennzahleninstanzen nicht nur auf Granula-
rität der Blätter, sondern aller Knoten des Hierarchiebaumes zugeordnet werden,
wird vom Konzept der bebuchbaren Knoten gesprochen (Hahne 2014, S. 39). Im
Beispiel aus Abb. 3.7 ist so beispielsweise die Budgetzuordnung für jede Organi-
sationseinheit ungeachtet der Ebene möglich.
Aggregierbarkeit von Kennzahlen entlang der Dimensionshierarchien
Kennzahlenwerden zur qualitativen Analysemit Dimensionen assoziiert und ent-
lang der Verdichtungspfade aggregiert. Jedoch führen nicht alle Aggregationen
notwendigerweise zu sinnvollen und korrekten Ergebnissen (Lehner 2003, S. 70).
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Abb. 3.7: Beispiel einer Dimension mit rekursiver Strukturen
Disjunktheit, Vollständigkeit und Typverträglichkeit stellen hierbei Voraussetzun-
gen für die sinnvolle Aggregierbarkeit dar (Lenz&Shoshani 1997).Disjunktheit be-
schreibt die Forderung, eine Kennzahleninstanz nur einmalig in die Berechnung
des Aggregats einﬂießen zu lassen. Auf niedrigster Stufe ist die Kennzahlenaus-
prägung eindeutig einem Dimensionselement zuzuordnen. Zudem sind Dimen-
sionselemente eindeutig durch Elemente der nächsthöheren Stufe bei Aggrega-
tionen zu erfassen (Lehner 2003, S. 70; Lenz & Shoshani 1997). Vollständigkeit be-
schreibt die Anforderung, auf niedrigster Dimensionsstufe alle Kennzahlenaus-
prägungen zu erfassen sowie innerhalb einer Dimension alle Elemente einer Ebe-
ne einem Element nächsthöherer Ebene zuordnen zu können (Lenz & Shoshani
1997). Typverträglichkeit fordert die Verträglichkeit der Aggregationsoperation für
eine bestimmte Kennzahl entlang einer Dimension (Lenz & Shoshani 1997). Die
Summation von Bestandsgrößen entlang der Dimension Zeit stellt beispielsweise
eine Unverträglichkeit dar. Bei Aggregation eines Lagerbestandes über mehrere
Perioden ﬁnden Gegenstände, die sich über einzelne Perioden hinweg im Lager
beﬁnden, mehrfach Berücksichtigung. Die Aggregation entlang der Dimension
Zeit stellt somit einen Verstoß gegen die Forderung der Disjunktheit dar (Lehner
2003, S. 71). Bei Kimball & Ross (2002, S. 17) erfolgt eine Klassiﬁkation in ad-
ditive, semi-additive und nicht-additive Kennzahlen. Während für semi-additive
Kennzahlen die Summierung nicht für alle in Beziehung stehenden Dimensio-
nen möglich ist, besteht für additive Kennzahlen in dieser Hinsicht keine Ein-
schränkung. Für nicht-additive Kennzahlen ist keine Summierung entlang ihrer
Dimensionen möglich. Eine Einbeziehung dieser Werte in Aggregationsopera-
tionen könnte über Durchschnittsbildung oder Zählen erfolgen (Kimball & Ross
2002, S. 17).
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3.3.2 Operatoren des multidimensionalen Datenmodells
Nachfolgend werden die auf Grundlage der Struktur des multidimensionalen Da-
tenmodells deﬁnierten, für die Arbeit wesentlichen Operatoren vorgestellt.
Die Auswahlmultidimensionaler Daten kann über die Operatoren Selection, Sli-
ce oder Dice erfolgen. Der Operator Selection beschreibt generell die Filterung von
Würfeldaten anhand bestimmter Kriterien, die damit verbundene Einschränkung
der Datenmenge sowie die Auswahl bestimmter Daten. Slice undDice stellen Spe-
zialfälle der Selection dar (Böhnlein 2001, S. 145, Jarke et al. 2003, S. 90). Der Ope-
rator Slice beschreibt, bildlich gesprochen, die Selektion einer Scheibe des mult-
idimensionalen Würfels. Die Dimensionalität des ursprünglichen Würfels wird
um eine Dimension verringert (Hahne 2014, S. 30). Entlang einer Dimension er-
folgt die Einschränkung auf einen bestimmtenWert einer Hierarchiestufe (Bauer
& Günzel 2013, S. 124f.). Die Selektion einer Teilmenge (Auswahl mehrerer Ele-
mente) in mindestens einer Dimension wird als Dice bezeichnet und entspricht
bildlich der Extraktion eines Teilwürfels aus demHypercube. Die Dimensionalität
des Teilwürfels bleibt, bezogen auf den ursrpünglichenWürfel, unverändert (Bau-
er & Günzel 2013, S. 125, Hahne 2014, S. 31).
DerWechsel zwischenHierarchie- bzw. Verdichtungsstufen innerhalb einer Di-
mension erfolgt über die komplementären Operatoren Roll-Up und Drill-Down
(Hahne 2014, S. 31). Der Operator Roll-Up beschreibt die Verdichtung von Kenn-
zahlenwerten entlang eines vorgegebenen Konsolidierungsweges einer Dimensi-
on, der OperatorDrill-Down in entgegengesetzter Richtung die Erhöhung des De-
tailgrades auf granulareren Ebenen (Hahne 2014, S. 33). Für jedes Element einer
Dimension kann eine entsprechende Verdichtungsstufe erzeugt werden (Bauer
& Günzel 2013, S. 124). Sowohl bei Drill-Down als auch bei Roll-Up wird die Di-
mensionalität nicht verändert (Böhnlein 2001, S. 144). Der Operator Rotation (Pi-
votierung) ermöglicht die Analyse aus unterschiedlichen Perspektiven durch Dre-
hen des Würfels durch vertauschen von Dimensionen (Bauer & Günzel 2013, S.
123). Die Dimensionalität des Würfels bleibt dabei ebenfalls unverändert (Böhn-
lein 2001, S. 147).
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3.3.3 Realisierungsformen des multidimensionalen Datenmodells
Das multidimensionale Datenmodell kann bzgl. der eingesetzten Basistechnolo-
gie auf unterschiedliche Weise realisiert und gespeichert werden. Die drei eta-
blierten Formen ROLAP, MOLAP und HOLAP werden dazu nachfolgend kurz
charakterisiert.
Die Realisierung des multidimensionalen Datenmodells auf der Basis relatio-
naler Datenbanken, die dem Relationenmodell nach Codd (1970) folgen, wird
als Relationales OLAP (ROLAP) bezeichnet. Im Mittelpunkt steht die Abbildung
multidimensionaler Konzepte, wie Dimensionen oder Klassiﬁkationshierarchien
auf zweidimensionale relationale Tabellen. Durch die relationale Abbildungmult-
idimensionaler Strukturen ist auf einen möglichst geringen Verlust multidimen-
sionaler Anwendungssemantik (z.B. Klassiﬁkationshierarchien), die Eﬃzienz bei
Übersetzung undAbarbeitungmultidimensionaler Anfragen sowie die guteWart-
barkeit der relationalen Strukturen zu achten (Bauer & Günzel 2013, S. 242f.). Ei-
ne direkte Abbildung multidimensionaler Konzepte auf relationale Strukturen ist
mangels Unterstützung durch das Datenbankmodell nicht möglich (Golfarelli &
Rizzi 2009, S. 38). Als Strukturierungsalternativen haben sich für relationale Sys-
teme das denormalisierte Star-Schema bzw. das normalisierte Snowﬂake-Schema
bzw.Mischformen zwischen diesen beiden durchgesetzt. Das Star-Schema besteht
aus einer Menge sog. Dimensionstabellen, wobei jede einzelne eine Dimension
vollständig und denormalisert abbildet. Kennzahlen werden in sog. Fakttabellen
verwaltet. Der Primärschlüssel der Fakttabellen setzt sich aus den Fremdschlüs-
seln der referenzierten Dimensionstabellen zusammen (Golfarelli & Rizzi 2009,
S. 221). Die Strukturierung nach dem Snowﬂake-Schema sieht die normalisierte
Abbildung der Dimensionen vor. Je Dimensionsstufe wird eine Tabelle gebildet,
die über den Fremdschlüssel auf die Tabelle der nächst höheren Stufe verweist
(Bauer & Günzel 2013, S. 243). Wesentliche Perfomance-Einschränkungen bei re-
lationalen Systemen ergeben sich zum einen durch die Übersetzung von OLAP-
Anfragen in die Zugriﬀssprache Structured Query Language (SQL), zum anderen
durch aufwendige Join-Operationen zwischen Tabellen. Die Denormalisierung im
Star-Schema stellt hier einen Ansatzpunkt zur Reduktion der Join-Operationen dar
(Golfarelli & Rizzi 2009, S. 38).
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AlsMultidimensionales OLAP (MOLAP) wird das Konzept der direkten Realisie-
rung des multidimensionalen Datenmodells ohne die Abbildung auf relationale
Konzepte und ohne die Performance beeinﬂussende Übersetzung entsprechen-
der Anfragen verstanden. ImWesentlichen basiert die Abbildung auf dem Daten-
typ Array (Bauer & Günzel 2013, S. 265f.). Geschwindigkeitsvorteile entstehen v.a.
durch die direkte Abbildung des multidimensionalen Datenmodells (Golfarelli &
Rizzi 2009, S. 39). Dem gegenüber stehen jedoch speicherbezogene Grenzen der
multidimensionalen Systeme. Diese sind unter anderem durch das Problem der
Dünnbesetztheit (Sparsity) bedingt (Bauer & Günzel 2013, S. 281f.). Das bedeutet,
dass nur Teile des multidimensionalenWürfels mit Nutzdaten belegt werden. Die
übrigen Würfelzellen reservieren Speicherplatz für nicht stattﬁndende Dimensi-
onskombinationen (Golfarelli & Rizzi 2009, S. 219). Multidimensionale Systeme
sind zudem auf das schnelle Lesen ausgerichtet. Das Laden neuer bzw. das Aktua-
lisieren bestehender Daten zieht häuﬁg eine vollständige Reorganisation der Spei-
cherstrukturen mit Indexberechnung nach sich (Bauer & Günzel 2013, S. 281f.).
Bei Bauer & Günzel (2013, S. 283f. u. 297) wird die sinnvolle Kombination von
ROLAP und MOLAP zur Realisierung der Vorteile beider Realisierungsarten mo-
tiviert.Hybrides OLAP (HOLAP) bezeichnet nach Bauer & Günzel (2013, S. 283f.)
einen Ansatz, der die Stärken relationaler Systeme (u.a. Skalierbarkeit), eingesetzt
als Basisdatenbank, und multidimensionaler Systeme (u.a. gute Anfrageperfor-
mance), eingesetzt in abhängigen Data Marts, verbindet. In großer Anzahl vor-
liegende Detaildaten werden in relationalen, häuﬁg benötigte Daten (meist höhe-
ren Aggregationsgrades) in multidimensionalen Strukturen abgelegt. Anfragen
an HOLAP-Systeme werden für den Nutzer transparent abgearbeitet und nach
Möglichkeit aus denmultidimensionalen Strukturen heraus beantwortet. Für den
Fall, dass benötigte Daten dort nicht verfügbar sind, werden Anfragen an das re-
lationale System durchgestellt. Die Aufteilung der Daten auf multidimensionale
und relationale Datenstrukturen erfolgt anwendungsspeziﬁsch (Bauer & Günzel
2013, S. 283f.).
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3.4 Modellierung multidimensionaler Datenschemata
mit dem Semantischen Data-Warehouse-Modell
In der Arbeit wird das SDWM nach Böhnlein (2001) zur konzeptuellen Modellie-
rung multidimensionaler Datenstrukturen eingesetzt. Der Begriﬀ Semantisch im
Bezeichner Semantisches Data-Warehouse-Modell verweist dabei auf ein Begriﬀs-
system, das eng mit der Metapher des Hypercube abgestimmt ist (Böhnlein 2001,
S. 257f.). In einem konzeptuellenModell werden die DWH-relevanten Strukturen
der Anwendungsdomäne aus fachlicher Perspektive, unabhängig von Implemen-
tierungsdetails und Speziﬁka einer Realisierungsplattform, speziﬁziert (Bauer &
Günzel 2013, S. 201f., Rizzi et al. 2006). Das SDWM wird bei Böhnlein (2001)
anhand von Sichten als Projektionen auf das zugrunde liegende Metamodell be-
schrieben. Nachfolgendwerden die Sichten vorgestellt, die zur Speziﬁkationmult-
idimensionaler Datenstrukturen im Rahmen der Arbeit notwendig sind. Zur Ver-
deutlichung dient ein Beispiel von Böhnlein (2001, S. 279ﬀ.) zur Analyse von Stu-
dierendenzahlen im universitären Kontext (Abb. 3.10).
Dimension
Dimensions-
schnittstelle
Dimensions-
hierarchie-
stufe (DH)
Sub-DH
(SDH)
Gesamt-DH
(GDH)
Aggregations-
beziehung
GDH / SDH
SDH1 / SDH2
Dimensions-
linie
Aggregier-
barkeit
Rolle
Stufe
Dimensions-
attribut
Kardinaliät
1,11,1
1,1
1,*
2,* 1,*
0,1 0,10,1
1,1
1,11,1
0,* 1,1
1,1 1,*
1,1 1,1
0,1
0,10,1
0,1
2,2 1,*
1,1 1,*
1,1
1,1
1,1
0,1
is_part_of connects has is_a
Legende:
Basis-
kennzahl
1,11,*
Abb. 3.8:Metamodell der Dimensionssicht des Semantischen Data-Warehouse-
Modells (Böhnlein 2001, S. 265) (überarbeitete Darstellung)
DieDimensionssicht beschreibt denAusschnitt des SDWM-Metamodells zurMo-
dellierung von Dimensionsstrukturen. In Abb. 3.8 ist das Metamodell nach Böhn-
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lein (2001, S. 265), erweitert umdie Beziehung vonDimension undBasiskennzahl
basierend auf der Basiskennzahlensicht nach Böhnlein (2001, S. 273), dargestellt.
Anhand der Ausführungen nach Böhnlein (2001, S. 264f.) wird das Metamodell
nachfolgend vorgestellt: In der Dimensionssicht wird die Strukturierung qualitati-
ver Daten in Form von Dimensionen und deren Strukturen beschrieben. EineDi-
mension besteht aus mindestens zweiDimensionshierarchiestufen (DH), die die ver-
schiedenen Verdichtungsstufen einer Dimension speziﬁzieren. Jeder DH ist eine
Stufe zugeordnet und kann über Dimensionsattribute näher beschrieben werden.
Sub-Dimensionshierarchiestufe (SDH) undGesamt-Dimensionshierarchiestufe (GDH)
stellen Spezialisierungen einer DH dar. Je Dimension ist genau eine GDH vorge-
sehen und beschreibt die ggf. mehrstuﬁge Verdichtung über alle SDHs hinweg.
Über SDHs werden übrige Verdichtungsstufen einer Dimension speziﬁziert. Zur
Modellierung einer mehrstuﬁgen hierarchischen Struktur zwischen Hierarchie-
stufen (GDH, SDH) dienen Aggregationsbeziehungen, die sich je nach Art der in
Beziehung gesetzten Stufen unterscheiden lassen. Die Verdichtung erfolgt stets
von niedrigerer SDH zu höherer SDH bzw. GDH. Während von der niedrige-
ren zur höheren Stufe stets eine eindeutige Zuordnung von Instanzen angenom-
men wird, kann die Gegenrichtung durch Angabe eine Kardinalität in (min, max)-
Notation präzisiert werden. Abb. 3.10 zeigt dem Metamodell folgend die Dimen-
sionen Studienfach, Geographie und Zeit. Während die Dimension Zeit eine einfa-
che Hierachie mit der SDH Semester darstellt, ist die Dimension Geographie mit
dem Verdichtungsweg Ort-Bundesland-Land auf Instanzebene unbalanciert (vgl.
Abschn. 3.3.1, Abb. 3.6). Die Dimension Studienfach bildet eine parallele Dimen-
sion mit alternativen Verdichtungspfaden über die SDHs Fachbereich oder Fach-
gruppe. Zur näheren Beschreibung der SDH Universität dient das Dimensionsat-
tribut Präsident. Die Beziehung zwischenDimensionen (SDHs der Dimensionen)
und Basiskennzahlen erfolgt überDimensionsschnittstellen. Rollenbezeichner, dieAg-
gregierbarkeit (semi- und uneingeschränkte Aggregierbarkeit) sowie eine Dimensi-
onslinie (Speziﬁkation der niedrigsten gültigen Granularitätsstufe einer Dimensi-
on für eine Kennzahl) können die Beziehung zwischen Kennzahl und Dimension
näher beschreiben. Für das Beispiel in Abb. 3.10 wird die Kennzahl Anzahl einge-
schriebener Studierender deﬁniert, die als Bestandsgröße hinsichtlich der Dimensi-
on Zeit nicht aggregiert werden kann (vgl. Abschn. 3.3.1 zur Aggregierbarkeit von
Kennzahlen).
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Basis-
kennzahl
Abgeleitete
Kennzahl
Beziehungs-
zahl
Gleiderungs-
zahl
Indexzahl
Kennzahl
Kennzahlen-
beziehung
Berechnungs-
vorschrift
2,20,*
1,1
0,1 0,1
0,1
1,1
0,1 0,1
1,1 1,1
connects has is_a
Legende:
Abb. 3.9:Metamodell der Sicht auf Kennzahlensysteme des Semantischen
Data-Warehouse-Modells (Böhnlein 2001, S. 277) (eigene, verkürzte
Darstellung)
Die Sicht auf Kennzahlensysteme ist in Abb. 3.9 aufbereitet und wird nachfolgend
auf Basis der Ausführungen nach Böhnlein (2001, S. 276f.) vorgestellt: Die Kenn-
zahlensicht fokussiert, unabhängig von Dimensionen, auf die Modellierung von
Kennzahlensystemen. Als Basiskennzahlen (Anzahl eingeschriebener Studierender
im Beispiel Abb. 3.10) werden grundsätzlich absolute Kennzahlen verstanden,
die die Grundlage zur Berechnung abgeleiteter Kennzahlen bilden, wobei letztere
auch selbst Ausgangspunkt weiterer Ableitungen sein können. Zur Modellierung
der Beziehungen zwischen Kennzahlen wird die Kennzahlenbeziehung sowie Be-
rechnungsvorschriften als Eigenschaften der abgeleiteten Kennzahl verwendet. Als
Spezialisierungen abgeleiteter Kennzahlen werden Beziehungs-, Gliederungs- und
Indexzahlen, wie in Abschn. 3.3.1 vorgestellt, durch das Metamodell des SDWM
unterstützt. ImBeispiel (Abb. 3.10) wird die Berechnung derGliederungszahl Stu-
dierendenanteil (Anzahl der eingeschriebenen Studierenden eines Studienfaches
bezogen auf die Anzahl der eingeschriebenen Studierenden eines Fachbereiches)
samt Berechnungsvorschrift modelliert.
3.5 Grundlagen prozessorientierter Data-Warehouse-
Systeme
Das Konzept prozessorientiertes Data-Warehouse-System wird zunächst allgemein
abgegrenzt (Abschn. 3.5.1) und anhand seiner Anwendungsszenarien eingeführt
(Abschn. 3.5.2). Die Erläuterung des Begriﬀes der Latenz im Kontext von pDWH-
Systemen in Abschn. 3.5.3 schließt das Kapitel.
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Studienfach
Universität
Gesamt
STUDIENFACH
Fachbereich Fachgruppe
Präsident
Gesamt
Ort
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GEOGRAPHIE
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Gesamt
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Anzahl eingeschr.
Studierender
Studierenden-
anteil
Anzahl [Studienfach] 
/
Anzahl [Fachbereich]
S: Zeit
Abb. 3.10: Beispielhafte Anwendung des Semantischen Data-Warehouse-Modells
im universitären Kontext (Böhnlein 2001, S. 279ﬀ.) (eigene Darstellung)
3.5.1 Abgrenzung prozessorientierter Data-Warehouse-Systeme
In der Literatur wird das pDWH-Konzept, auch in Abhängigkeit von der intendier-
ten Anwendung (vgl. hierzu Abschn. 3.5.2), unterschiedlich bestimmt und gegen-
über dem etablierten DWH-Verständnis (vgl. Abschn. 3.1.2) abgegrenzt. Baars &
Sun (2013) ordnen einem pDWH-System im Kontext des übergeordneten Kon-
zeptes der Business Process Intelligence eine zentrale Bedeutung bei der Erfassung
von Ist-Daten zu realen Prozessverläufen, deren Integration und Aufbereitung
zu. Die Datenbereitstellung zu Prozessen und deren Verhalten als Gegenstand
eines pDWH-Systems wird bei Becker & Chamoni (2008) als speziﬁsche DWH-
Anwendung bzgl. Datenstrukturen, Konﬁgurationenund zugehöriger Abläufe ver-
standen. Von zentraler Bedeutung ist dabei die Gestaltung des Datenmodells. Bei
Schiefer et al. (2004) werden die vier Charakteristika (subject-oriented, integrated,
time-variant, non-volatile) nach Inmon (2005, S. 29ﬀ.) (vgl. Abschn. 3.1.2) aufgegrif-
fen und erweitert. Über die zusätzliche Eigenschaft der Prozessorientierung wird
eine Spezialisierung auf Prozesse und deren Verhalten deﬁniert. Analysethemen
eines pDWH-Systems sind auf die Prozessspeziﬁkation, Ressourcen, fachliche
Geschäftsobjekte, die Laufzeitumgebung sowie die Prozessumgebung ausgerich-
tet. Daten werden dabei sowohl auf Granularität von Prozessinstanzen als auch
aggregiert angeboten (Schiefer et al. 2004). Zusammenfassend kann ein pDWH-
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System als Spezialisierung eines DWH-Systems verstanden werden. Bei Baars &
Sun (2013) wird explizit darauf hingewiesen, dass innerhalb eines Unternehmens
ein pDWH-System hinsichtlich der Aussagenkonsistenz stets mit bestehenden
DWH-Lösungen abgeglichen werden sollte.
System von Geschäftsprozessen
Geschäftsprozesstyp
*
TYPEBENE (1)INSTANZEBENE (0)
themenorientiertes
DWH-System
Prozessorientiertes
DWH-System
A
ggregatio
n
s-
grad
Datensatz mit
Prozessmerkmalen
Datensatz ohne
Prozessmerkmale *
*
instance_of consists_of subject_of
Abb. 3.11: Schematische Abgrenzung themen- und prozessorientierter Data-
Warehouse-Systeme
Ein konsolidiertes Verständnis eines pDWH-Systems sowie die Abgrenzung
zum klassischen Verständnis ist in Abb. 3.11 gezeigt. Klassische themenorientier-
te DWH-Systeme stellen GP-übergreifend aggregierte Daten über die Ergebnis-
se von Prozessen zur taktischen und strategischen Planung bereit. Die regional-
und produktspeziﬁsche Analyse von Verkaufszahlen stellt dabei einen möglichen
Themenbereich dar. Die zugehörige Datenbasis (Instanzebene) weist einen ten-
denziell höheren Aggregationsgrad auf und abstrahiert damit von einzelnen Ge-
schäftstransaktionen (Bauer & Günzel 2013, S. 10f.). Prozessorientierte DWH-
Systeme bieten detaillierte Daten zu Ablauf und Ergebnissen einzelner GP-Typen
auf der Granularität einzelner Instanzen. In den zugrunde liegenden Datensät-
zen werden dazu zusätzlich Prozessmerkmale verwaltet. Als Prozessmerkmale
werden z.B. das Prozessschema, Ablaufdaten oder Ereignisse in Prozessinstan-
zen verstanden. Aus pDWH-Systemen abgeleitete Ergebnisse sollten in konsis-
tenter Form in GP-übergreifenden Analysen eines Systems von Geschäftsprozes-
sen berücksichtigt werden. Kennzahlen eines pDWH-Systems sind dabei auf die
Bewertung von Qualität, Kosten und Zeit ausgerichtet (Bange & Fuchs 2011).
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3.5.2 Anwendungsszenarien prozessorientierter Data-Warehouse-
Systeme
Grundsätzlich leiten sich die Anwendungsszenarien von pDWH-Systemen aus
der Zielsetzung der eﬃzienteren und innovativeren Durchführung und Gestal-
tung von Geschäftsprozessen ab. In der Literatur ﬁnden sich hierbei dennoch Un-
terschiede. In einigen Arbeiten wird die Anwendung prozessorientierter DWH-
Systeme lediglich für operative Szenarien, also zur Unterstützung von Entschei-
dungen während der Prozessausführung (Runtime), motiviert (z.B. Bucher &Din-
ter 2008a, Bucher & Dinter 2008b). Andere Beiträge (z.B. Schwingel 2010, Bange
& Fuchs 2011) beziehen zudem mittelfristige, auf die Prozessgestaltung bezoge-
ne Fragestellungen (Buildtime) mit ein. Die vorliegende Arbeit setzt auf der letzt-
genannten Abgrenzung auf. Basierend auf einer unabhängigen Datengrundlage
lassen sich Informationen sowohl für operative als auch für gestaltungsbezoge-
ne Entscheidungssituationen ableiten. Die beiden resultierenden Anwendungs-
szenarien von pDWH-Systemen (im Weiteren als pDWH-Szenarien bezeichnet)
werden in Tab. 3.2 charakterisiert und gegenübergestellt.
verhaltensorientiert strukturorientiert
(Runtime) (Buildtime)
Ausrichtung operativ gestaltungsbezogen
Gegenstand laufende Instanz beendete Instanzen
Einﬂuss auf ... ... laufende Instanz ... nachfolgende Instanzen
Zielsetzung aktive Steuerung Verbesserung / Gestaltung
Entscheidungsﬁndung teil-/vollautomatisiert teilautomatisiert
Informationsbedarf Ereignisse Ereignisse
Prozessablaufkennzahlen Prozessablaufkennzahlen
Prozessergebniskennzahlen
Tab. 3.2: Anwendungsszenarien prozessorientierter Data-Warehouse-Systeme
Im verhaltensorientierten, auf die Ausführung von Prozessen ausgerichteten Sze-
nario (häuﬁg auch als operativ charakterisiert) bildet die laufende Instanz eines
Geschäftsprozesses den zentralen Untersuchungsgegenstand. Zielsetzung ist die
aktive Steuerung dieser Prozessinstanz. Entscheidungssituationen ergeben sich
v.a. aufgrund von Ereignissen in Geschäftsprozessen bzw. deren ausführbaren In-
stanzen. Die Entscheidungsﬁndung ﬁndet dabei teil- oder vollautomatisiert statt.
Als Entscheidungsgrundlage dienen mehrheitlich Ereignisse im Geschäftspro-
zess und Prozessablaufkennzahlen (Schwingel 2010). Für das verhaltensorientier-
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te Szenario kann ein pDWH-System bzw. dessen Datenbasis, als prozessorien-
tiertes Data-Warehouse (pDWH) bezeichnet, ebenfalls in den betrieblichen Regel-
kreis eingeordnet werden. Grundlage bildet hierzu die regelkreisorientierte Ein-
ordnung themenorientierterDWH-Systemenach Sinz (2002b) (vgl. Abschn. 3.1.2).
Abb. 3.12 zeigt die erweiterte Darstellung. Das pDWH-System bildet die Hilfsre-
gelstrecke auf Geschäftsprozessebene. Neben operativen Daten werden auch Ab-
laufdaten der Prozessinstanzen erfasst und in aufbereiteter Form als Ereignisse
undAblaufanalysen bzw. -berichte derGP-Lenkung zur Verfügung gestellt. Die Re-
gelstrecke des übergeordnetenRegelkreises, das themenorientierteUnternehmens-
DWH, sollte hinsichtlich der Konsistenz aus dem pDWH-System mit weiter auf-
bereiteten und aggregierten Daten bedient werden. Die direkte Extraktion und
Transformation ergänzender Daten aus den operativenDatenbanken für das über-
geordnete DWH ist dabei nicht ausgeschlossen.
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Abb. 3.12: Regelkreisorientierte Einordnung eins prozessorientierten Data-
Warehouse-Systems
Im auf die Gestaltung von Geschäftsprozessen ausgerichteten pDWH-Szenario
(gestaltungsorientiert) ﬂießen neben Ereignissen und Ablaufkennzahlen auch Pro-
zessergebniskennzahlen in die teilautomatisierte Entscheidungsﬁndung mit ein
(Schwingel 2010). Zielsetzung ist dieGestaltung bzw. Verbesserung vonGeschäfts-
prozessen. Resultierende Maßnahmen können dabei die Rahmenbedingungen
(z.B. Ressourcenausstattung, technische Ausstattung maschineller Aufgabenträ-
ger) zur Prozessdurchführung oder auch den Geschäftsprozess auf Schemaebe-
ne (Felden et al. 2010) betreﬀen. Unter teilautomatisierter Entscheidungsﬁndung
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wird die Bereitstellung des multidimensionalen Entscheidungskontextes durch
ein AwS verstanden, wobei die eigentliche Entscheidungsﬁndung durch eine Per-
son erfolgt. Bei vollautomatisierter Entscheidungsﬁndung werden beide Teilauf-
gaben von einem AwS durchgeführt.
3.5.3 Latenzen im Kontext prozessorientierter Data-Warehouse-
Systeme
Gerade im verhaltensorientierten pDWH-Szenario ist die Reaktion auf Ereignis-
se in Geschäftsprozessen mit geringer zeitlicher Verzögerung (Latenz) wichtig
(Russom 2011). Zur Gestaltung einer Reaktion werden von Russom (2011) vier
Schritte vorgeschlagen, die auch auf das weniger zeitkritische strukturorientierte
pDWH-Szenario Anwendung ﬁnden können:
1. Wahrnehmung (recognize) eines relevanten Ereignisses in einem Geschäfts-
prozess;
2. Erfassen (capture) von Informationen zu dem Ereignis und auslösenden En-
titäten sowie Aufbereitung eines Analysekontextes, ggf. basierend auf histo-
risierten Daten;
3. Analyse (analyze) der erfassten und aufbereiteten Informationen hinsicht-
lich der Ableitung bestmöglicher Maßnahmen;
4. Zeitnahe und angemessene Reaktion (react) auf das Ereignis durch (teil-
)automatisierte Einﬂussnahme auf die Quelle.
Entlang dieser vier Schritte kann die Latenz vomAuftreten eines Ereignisses bis
zu einer adäquaten Reaktion in vier Intervalle aufgeteilt werden. Diese sind z.T. in
Abb. 3.13 dargestellt. Als Recognition latency wird das zeitliche Intervall zwischen
Eintreten eines Ereignisses und dessen Wahrnehmung (vgl. Schritt 1, nicht dar-
gestellt) verstanden.Capture Latency (Bereitstellungslatenz) beschreibt die Zeitspan-
ne zur Erfassung und Aufbereitung von Informationen zur Analyse (vgl. Schritt 2)
(Hackathorn 2004). AlsAnalysis Latency (Analyselatenz) wird die für Schritt 3, Ana-
lyse der Informationen und Bereitstellung der Ergebnisse, benötigte Zeitspanne
verstanden (Hackathorn 2004). Decision Latency (Entscheidungslatenz) beschreibt
das Intervall zur Entscheidungsﬁndung sowie Gestaltung und Initiierung einer
Reaktion (Schritt 4) (Hackathorn 2004).
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VALUE
TIME
Business Event
Data ready for analysis
Information delivered
Action taken
Capture latency Analysis latency Decision latency
Abb. 3.13: Zusammenhang von Wertbeitrag und Latenz der Reaktion auf Pro-
zessereignisse (Time-Value-Curve nach Hackathorn 2004, angepasst von
Russom 2011)
In Abb. 3.13 sind die beschriebenen Formen der Latenz auf einer abfallen-
den Kurve (sog. Time-Value-Curve nach Hackathorn (2004)) dargestellt. Durch die
Kurve wird das Verhältnis zwischen geschäftlichem Wertbeitrag und Latenz zur
Reaktion auf Geschäftsprozessereignisse beschrieben. Die Grundannahme bzgl.
des Kurvenverlaufs kann wie folgt zusammengefasst werden: Je länger die Latenz
zwischen Ereignis und adäquater Reaktion, desto höher der Wertverlust für das
Unternehmen. Der Verlauf der Kurve ist nach Hackathorn (2004) für viele, v.a.
kundenbezogene Szenarien gültig. Jedoch sind auch Szenarien mit variierenden,
z.T. nur bedingt vorhersagbarenKurvenverläufen realistisch. Eine hoheAusschöp-
fung der Potenziale gerade im operativen, eher zeitkritischen pDWH-Szenario er-
gibt sich durch Abstimmung von Latenzen und Technologien mit dem jeweils
gültigen Kurvenverlauf (Hackathorn 2004, Russom 2011).
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Kapitelzusammenfassung: Das Kapitel führt das Beispielunternehmen
e-Car Net mit dem Teil-Szenario Mobility Provision ein. Dieses dient in
den nachfolgenden Kapiteln zur Erarbeitung und Demonstration von
Ergebnisartefakten. Der Dienstleistungsprozess Mobility Provision be-
schreibt die Vermietung von e-Cars. Die Speziﬁkation erfolgt auf Basis
des Semantischen Objektmodells (SOM). Hierzu wird zunächst allge-
mein die Geschäftsprozessmodellierung mit SOM eingeführt (Abschn.
4.1) und anschließend auf das Szenario Mobility Provision angewendet
(Abschn. 4.2 u. 4.3). Abschn. 4.4 grenzt schließlich das zu entwickeln-
de Anwendungssystem zur Automatisierung des Vertriebsprozesses an-
hand seiner funktionalen und nicht-funktionalen Anforderungen ab.
4.1 Grundlagen der Geschäftsprozessmodellierung mit
SOM
DieModellierung desGeschäftsprozesses der Fallstudie erfolgt auf Basis der SOM-
Methodik. Zunächst werden die dazu benötigten Grundlagen eingeführt. Bei der
Speziﬁkation vonGeschäftsprozessen unterstützt die SOM-Methodik drei Sichten
(Ferstl & Sinz 1995):
• Leistungssicht: In der Leistungssicht ist der Leistungsaustausch eines Ge-
schäftsprozesses strukturorientiert beschrieben. EinGeschäftsprozess über-
gibt Leistungen an beauftragende Geschäftsprozesse, beauftragt aber auch
seinerseits Prozesse mit der Erstellung von Leistungen (Güter, Dienstleis-
tungen oder Zahlungen).
• Lenkungssicht: In der Lenkungssicht wird, ebenfalls strukturorientiert, die
Koordination betrieblicher Objekte durch Transaktionen zur Leistungser-
stellung und -übergabe beschrieben.Die Koordination erfolgt entweder hier-
archisch oder auch nicht-hierarchisch.
69
4 Einführung der durchgehenden Fallstudie e-Car Net
• Ablaufsicht:Mit der Ablaufsicht wird das Verhalten eines Geschäftsprozes-
ses als ereignisgesteuerter Ablauf von Vorgängen (Durchführung von Auf-
gaben betrieblicher Objekte) beschrieben.
betriebl. 
Objekt
Aufgabe
betriebl. 
Transaktion Leistung
O-Ereignis U-Ereignis
1,*
0,*
1,*
Verhandlungsprinzip:
     Anbahnungs~
     Vereinbarungs~
     Durchführungs~
Umwelt~
Diskurswelt~
2,2 1,*
1,1
2,2 1,*
1,*
Regelungsprinzip:
     Steuer~
     Kontroll~
Zeitkontinuierliche 
Parametrisierung
2,20,*
Ziel
Rückmeldung
Interaktionsschema
Vorgangs-Ereignis-Schema
Abb. 4.1:Metamodell und Sichten für SOM-Geschäftsprozessmodelle (Ferstl &
Sinz 1995, Ferstl & Sinz 2013, S. 219)
Die Modellierung von Geschäftsprozessen im Rahmen der SOM-Methodik er-
folgt, basierend auf einem integrierten Metamodell aus struktur- und verhaltens-
orientierter Sicht. Das Metamodell ist zusammen mit den Sichten in Abb. 4.1
dargestellt. Die Modellierung der Struktur (Leistungs- und Lenkungssicht) eines
Geschäftsprozesses erfolgt mit dem Interaktionsschema (IAS), die dazu konsisten-
te Verhaltensspeziﬁkation (Ablaufsicht) mit dem Vorgangs-Ereignis-Schema (VES).
Das IAS beschreibt einen Geschäftsprozess als verteiltes System lose gekoppelter,
autonomer betrieblicher Objekte aus Diskurs- und Umwelt, die über betriebliche
Transaktionen interagieren (Lenkungsnachrichten und Leistungspakete) (Ferstl
& Sinz 1995). Transaktionen dienen der Übertragung oder Koordination von Leis-
tungen und können diesbezüglich näher typisiert werden. Zur Ausführung der
betrieblichen Transaktionen dienen Aufgaben, je eine in Quell- und Zielobjekt
(Ferstl & Sinz 2013, S. 219). In der verhaltensorientierten Speziﬁkation (VES)
werden diese Aufgaben, durchgeführt als Vorgänge, über Ereignisse (objektinterne
Ereignisse) gekoppelt. Ein Vorgang kann ausgeführt werden, wenn die entspre-
chenden Vorereignisse vorliegen, und produziert seinerseits ein bis beliebig vie-
le Nachereignisse. Umweltereignisse dienen beispielsweise der Speziﬁkation von
Zeitpunkten oder dem Ablauf von Zeitintervallen und stellen nicht in Transaktio-
nen erfasste Ereignisse dar (Ferstl & Sinz 1995).
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Die Geschäftsprozessmodellierung mit SOM folgt hierarchischen Zerlegungs-
schritten. In Abb. 4.2 sind Ersetzungsregeln für Objekte und Transaktionen nach
Ferstl & Sinz (1995) und Ferstl & Sinz (2013, S. 208) dargestellt. Zusammen mit
dem Metamodell speziﬁzieren diese Regeln Syntax und formale Semantik eines
SOM-Geschäftsprozessmodells (Ferstl & Sinz 1995). Durch Anwendung der Re-
geln kann die Lenkung von Leistungserstellung und -übergabe aufgedeckt wer-
den. Regel (1) beschreibt die Zerlegung betrieblicher Objekte nach dem Regelungs-
prinzip. Die resultierenden Objekte (Regel- und Regelstreckenobjekt) stehen in
einer hierarchischen Beziehung und koordinieren sich über Steuerungs- und Kon-
trolltransaktionen. TS stellt die Steuerungstransaktion ausgehend vom Regler (Pla-
nungsaufgabe) hin zur Regelstrecke (Durchführungsaufgabe) dar. Die entgegen-
gesetzte Kontrolle (TK) ist optional (Ferstl & Sinz 1995). Die weiteren Regeln zur
Objektzerlegung beschreiben die Zerlegung eines Objektes in zwei Teilobjekte
mit optionaler Transaktion (Regel 2), die Spezialisierung von Objekten (Regel 3)
sowie die zeitkontinuierliche Parametrisierung vonAufgaben betrieblicher Objek-
te (Regel 5) (Ferstl & Sinz 2013, S. 208).
Ersetzungsregeln zur Objektzerlegung: Regel Nr.
O ::= { O‘, O‘‘, Ts(O‘, O‘‘), [ Tk(O‘‘, O‘) ] } (1)
O ::= { O‘, O‘‘, [ T(O‘, O‘‘) ] } (2)
O ::= { spez O‘ }+ (3)
O‘ | O‘‘ ::= O (4)
O ::= { O‘, { O‘‘, Pz(O‘, O‘‘), [ PR(O‘‘, O‘) ] }
+ } (5)
Ersetzungsregeln zur Transaktionszerlegung:
T(O, O‘) ::= [ [ Ta(O,O‘) seq ] Tv(O‘, O) seq ] Td(O, O‘) (6)
Tx ::= T‘x { seq T‘‘x }
+ | T‘x { par T‘‘x }
+
(für x = a, v, d, s, k)
(7)
Tx ::= { spez T’x }
+
(für x = a, v, d, s, k)
(8)
Ta | Tv | Td ::= T (9)
Legende zur verwendeten Notation (Backus-Naur-Form BNF)
::= Ersetzung { } Menge seq sequenzielle Beziehung
[] Option { }+ Wiederholung (1,*) par parallele Beziehung
| Alternative { }* Wiederholung (0,*) spez Spezialisierung
Abb. 4.2: Ersetzungsregeln für SOM-Geschäftsprozessmodelle (Ferstl & Sinz 1995,
Ferstl & Sinz 2013, S. 208)
Das Verhandlungsprinzip (Regel 6) beschreibt die nicht-hierarchische Koordinati-
on gleichrangiger betrieblicher Objekte. Eine Transaktion zwischen diesen Objek-
ten wird in die sequentiellen Transaktionen Anbahnung (optional), Vereinbarung
(optional) und Durchführung zerlegt. In der Anbahnungsphase tauschen die be-
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trieblichen Objekte unverbindlich Informationen bzgl. Leistungen und Rahmen-
bedingungen zur Leistungsbereitstellung aus. Während der Vereinbarungsphase
erfolgt die für beide Seiten verbindliche Vereinbarung zum Leistungsaustausch,
der in der Durchführungsphase erfolgt (Ferstl & Sinz 1995). Die weiteren Regeln
zur Transaktionszerlegung speziﬁzieren die typerhaltende Zerlegung in sequent-
zielle oder parallele Transaktionen (Regel 7) sowie die Spezialisierung von Trans-
aktionen (Regel 8) (Ferstl & Sinz 2013, S. 208). Die Regeln (4) und (9) sind zur
wiederholten Anwendung der beschriebenen Ersetzungsregeln notwendig (Ferstl
& Sinz 2013, S. 208).
4.2 Einführung in die Fallstudie e-Car Net
Die Fallstudie e-Car Net basiert auf der Arbeit von Leunig et al. (2011, S. 15ﬀ.).
Abb. 4.3 zeigt die Leistungssicht des Gesamtszenarios e-Car Net als IAS. Als Teil-
Szenarien sind Produktion, Absatz, Mobile Maintenance sowie Mobility Provision
speziﬁziert.
Produktion
Lieferant
Kunde
D: MobilitätMobile 
Maintenance
Mobility 
Provision
Absatz
e-Car Net
e-Car AG
D: mobile Pannenhilfe
D: e-CarD: e-Cars
D: Hilfeleistungen
D: Vorprodukte_Produktion
D: Vorprodukte_Maintenance
Abb. 4.3: Geschäftsprozessmodell der Fallstudie e-Car Net (Leunig et al. 2011) (ei-
gene Darstellung)
Das Unternehmen e-Car AG produziert und vermarktet e-Cars (Elektroautos).
Die Vorprodukte werden über Lieferanten bezogen. Im Bereich Produktion erfolgt
die Fertigung der e-Cars, im Bereich Absatz die Vermarktung an den Endkunden.
Weitere Leistungen um das Objekt e-Car werden von externen Dienstleistern er-
bracht. Zusammen mit der e-Car AG bilden die Dienstleister aus den Bereichen
Mobility Provision sowie Mobile Maintenance das Wertschöpfungsnetzwerk e-Car
Net. Der Bereich Mobility Provision beschreibt die Vermietung von e-Cars. e-Car
Net unterhält hierzu Servicestationen in größeren Städten.MobileMaintenance be-
zeichnet den Bereich dermobilen Instandhaltung der Elektroautos. Wartungsleis-
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tungenwerden gegenüber Endkunden (mobile Pannenhilfe) sowie gegenüber von
Servicestationen (Hilfeleistungen, z.B. Wartung der Flotte) erbracht. AuchMobile
Maintenance unterhält entsprechende Lieferanten-Beziehungen zum Bezug von
Vorprodukten.
4.3 Einführung in den Geschäftsprozess Mobility
Provision
Der GeschäftsprozessMobility Provision dient als Grundlage zur Entwicklung und
Demonstration von Teilergebnissen der nachfolgenden Kernkapitel. Unter Be-
rücksichtigung dieser Zielsetzung erfolgen Transaktions- und Objektzerlegung
nach eigener Anwendung der Regeln von Ferstl & Sinz (2013, S. 207ﬀ.). Teile sind
bestehenden Zerlegungen von Leunig et al. (2011, S. 27ﬀ.) sowie von Krücke &
Sinz (2011, S. 300ﬀ.) entnommen.
4.3.1 Struktursicht auf den Geschäftsprozess Mobility Provision
Die Leistung von Mobility Provision gegenüber seinen Kunden lässt sich als Mo-
bilität durch Vermietung von e-Cars beschreiben. In Abb. 4.4 sind die durchge-
führten Zerlegungsschritte der Transaktion D: Mobilität sowie des betrieblichen
Objektes Mobility Provision in Form eines Zerlegungsbaums dokumentiert. Das
aus der Zerlegung resultierende IAS (Lenkungssicht) ist in Abb. 4.5 dargestellt
und wird nachfolgend erläutert.
Das betriebliche Objekt Vertriebskanal stellt die Schnittstelle zum Kunden dar.
In der Fallstudie nach Leunig et al. (2011, S. 27f.) sind heterogene Vertriebska-
näle vorgesehen. Für die vorliegende Fallstudie werden als mögliche Ausprägun-
gen der Vertrieb über Call Center sowie der Online-Vertrieb übernommen. Aufga-
be des Vertriebskanals ist die Durchführung der Leistungsvereinbarung mit dem
Kunden bestehend aus Anfrage des Kunden, Erstellen eines individuellen Ange-
bots sowie Entgegennahme und Bestätigung der Buchung. Hierzu werden die
Dienste zur Prüfung verfügbarer e-Cars sowie zur Vorreservierung eines e-Cars
des betrieblichen Objekts Flottenlenkung in Anspruch genommen. Der Dienst zur
Buchungsdurchführungwird durch das betrieblicheObjektAuftragsverwaltung be-
reitgestellt. Das betriebliche Objekt Auftragsverwaltung ist für die Lenkung des Bu-
chungsablaufs bis zum Zahlungseingang verantwortlich. Hierzu zählt zunächst
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die verbindliche Reservierung eines e-Cars gegenüber der Flottenlenkung mit Be-
reitstellung der Buchungsunterlagen über den Vetriebskanal hin zum Kunden.
Weiterhin wird die Abrechnung (Aufgabe des Finanzwesens) auf Basis eines Fahr-
tenprotokolls beauftragt und überwacht. Die Bereitstellung sowie die Rückgabe
des e-Cars sind Aufgaben des Leistungsobjektes Flottenbereitstellung. Die hierar-
chische Koordination mit der Anweisung zur e-Car-Bereitstellung erfolgt durch
das Lenkungsobjekt Flottenlenkung, der auch Rückgabe und Fahrtenprotokoll zu-
rückgemeldet werden.
TRANSAKTIONSZERLEGUNG:
D: Mobilität
V: Buchung_Mobilität
Vseq: Anfrage
Vseq: individuelles Angebot
Vseq: Buchung
Vseq: Buchungsbestätigung
D: Nutzung_Mobilität
Dseq: Mobilitätsleistung
Dseq: Bereitstellung e-Car
V: Anforderung e-Car
D: e-Car
Dseq: Rückgabe e-Car
Dseq: Mobilitätsabrechnung
V: Rechnung
D: Zahlung
OBJEKTZERLEGUNG:
Mobility Provision
Vertrieb
Buchungsdurchführung
Auftragsverwaltung
Finanzwesen
D: Zahlungsabwicklung
V: Forderung
D: Zahlungsmeldung
Vertriebskanal
D: Buchungsabwicklung
V: Buchungsauftrag
D: Buchungsdokumentation
Mobilitätsleistung
Flottenlenkung
Flottenbereitstellung
S: Anweisung_Bereitstellung
K: Rückmeldung_Bereitstellung
D: Flottenverwaltung
D: Verfügbarkeit
V: Verfügbarkeitsprüfung
D: Verfügbarkeitsliste
D: Vorreservierung
V: Auftrag_Vorreservierung
D: Bestätigung_Vorreservierung
D: Reservierung
V: Auftrag_ Reservierung
D: Bestätigung_Reservierung
D: Fahrtenprotokoll
Abb. 4.4: Protokoll der Transaktions- und Objektzerlegung zum Szenario Mobility
Provision
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Vseq: Anfrage
Auftrags-
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Vseq: ind. Angebot
Vseq: Buchung
Vseq: B.-Bestätigung
V: Anforderung e-Car
D: Rückgabe e-Car
V: Rechnung
D: Zahlung
V
: F
o
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Abb. 4.5: Interaktionsschema zum SzenarioMobility Provision
4.3.2 Verhaltenssicht auf den Geschäftsprozess Mobility Provision
Das IAS des Geschäftsprozesses wird nachfolgend anhand des VES um eine ab-
lauforientierte Sicht ergänzt. In Abb. 4.6 ist dazu der Ablauf bis zur verbindlichen
Buchung eines e-Cars dargestellt. NachAnfrage eines Kundenwird, initiiert durch
den Vertriebskanal, beim betrieblichen Objekt Flottenlenkung die Verfügbarkeit ei-
nes e-Cars ermittelt, die Vorreservierung veranlasst und ein kundenindividuelles
Angebot erstellt. Dieses kann der Kunde durch verbindliche Buchung annehmen.
V: Anfrage >
Kunde
> V: Anfrage
Vertr.kanal
V: Verfüg-
barkeits-
prüfung >
Vert.kanal
> V: Verfüg-
barkeits-
prüfung
F.-Lenkung
D: Verfüg-
barkeitsliste >
F-Lenkung
> D: Verfüg-
barkeitsliste 
Vert.kanal
V: Auftrag_
Vorreser-
vierung  >
Vert.kanal
> V: Auftrag_ 
Vorreser-
vierung
F.-Lenkung
D: Bestät. 
_Vorreser-
vierung >
F-Lenkung
> D: Bestät.
_Vorreser-
vierung 
Vert.kanal
V: ind. 
Angebot >
Vert.kanal
> V. ind. 
Angebot
Kunde
V: Buchung >
Kunde
> V: Buchung
Vert.kanal
Buchung
[vorliegend]
Abb. 4.6: Vorgangs-Ereignis-Schema zur Buchung im SzenarioMobility Provision
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> V: 
Buchungs-
auftrag
Auftragsver.
V: Buchungs-
auftrag >
Vert.kanal
V: Auftrag_ 
Reservierung 
>
Auftragsver.
> V: Auftrag_ 
Reservierung
F-Lenkung
> S: 
Anweisung_
Bereitst.
F-Bereitst.
S: 
Anweisung_
Bereitst. >
F-Lenkung
D: Bestät._
Reservierung 
>
F-Lenkung
> D: Bestät._
Reservierung
Auftragsver.
D: Buchungs-
dokumen-
tation >
Auftragsver.
> D: 
Buchungs-
dokument.
Vert.kanal
V: Buchungs-
bestätigung >
Vert.kanal
> V: 
Buchungs-
bestätigung
Kunde
Buchung
[vorliegend]
Buchung
[bestätigt]
Bereitstellungs-
anweisung
[vorliegend]
Abb. 4.7: Vorgangs-Ereignis-Schema zur Buchungsbestätigung im Szenario
Mobility Provision
V: 
Anforderung 
e-Car >
Kunde
> V: 
Anforderung 
e-Car
F-Bereitst.
D: e-Car >
F-Bereitst.
> D: e-Car
Kunde
D: Rückgabe 
e-Car >
Kunde
> D: 
Rückgabe
e-Car
F-Bereitst.
K. 
Rückmeld._
Bereitst. >
F-Bereitst.
> K. 
Rückmeld._
Bereitst.
F-Lenkung
D: Fahrten-
protokoll
>
F-Lenkung
> D: Fahrten-
protokoll
Auftragsver.
V: Forderung 
>
Auftragsver.
> V: 
Forderung
Finanzwesen
V: Rechnung 
>
Finanzwesen
> V: 
Rechnung
Kunde
D: Zahlung
>
Kunde
>
D: Zahlung
Finanzwesen
D: Zahlungs-
meldung
>
Finanzwesen
> D: 
Zahlungs-
meldung
Auftragsver.
Bereitstellungs-
anweisung
[vorliegend]
Buchung
[bestätigt]
Abb. 4.8: Vorgangs-Ereignis-Schema zur Leistungserbringung im SzenarioMobility
Provision
In Abb. 4.7 ist die interne Abwicklung der Buchung bis hin zur Bestätigung
gegenüber dem Kunden dargestellt. Durch die Auftragsverwaltung wird die Reser-
vierung des e-Cars bei der Flottenlenkung beauftragt. Sobald diese das betriebliche
Objekt zur Flottenbereitstellung entsprechend beauftragt hat, erhält die Auftragsver-
waltung eine Bestätigung, die über den Vertriebskanal an den Kunden weitergege-
ben wird. In Abb. 4.8 ist die eigentliche Durchführung der Leistung beschrieben.
Voraussetzung für die Übernahme des Fahrzeuges ist die übermittelte Buchungs-
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bestätigung an den Kunden sowie die Anweisung an die Flottenbereitstellung. Nach
Aus- und Rückgabe des Fahrzeugs an bzw. durch den Kunden wird das Fahrten-
protokoll an die Auftragsverwaltung übermittelt. Dieses bildet die Grundlage für
die Forderungen gegenüber dem Kunden im Teil-SzenarioMobility Provision. Das
betriebliche Objekt Finanzwesen wird abschließend mit Rechnungsstellung und
Zahlungsabwicklung beauftragt.
4.4 Automatisierung des Mobility Provision-Vertriebs-
prozesses
Das zu entwickelnde AwS wird anhand der zu automatisierenden Aufgaben sowie
der für die Fallstudie relevanten nicht-funktionalen Anforderungen eingeführt.
Funktionale Abgrenzung Der Teil-Prozess Vertrieb des GeschäftsprozessesMobi-
lity Provision soll durch ein AwS in geeigneter Form unterstützt werden. Die Ver-
waltung der e-Car-Flotte sowie die Abrechnung sind Aufgaben benachbarter AwS.
Zu automatisieren sind die Aufgaben der betrieblichen ObjekteVertriebskanal und
Auftragsverwaltung. Als Zielsetzung wird ein möglichst hoher Automatisierungs-
grad angestrebt. Die betrieblichen Aufgaben werden, zusammen mit den mögli-
chen Automatisierungsgraden ([a]utomatisierbar), in Tab. 4.1 dargestellt. Bei Nor-
malverhalten wird die volle Automatisierbarkeit unterstellt.
Aufgaben des betrieblichen Objekts Aufgaben des betrieblichen Objekts
Vertriebskanal Auftragsverwaltung
Anfrage empfangen [a] Buchungsauftrag empfangen [a]
Verfügbarkeitsprüfung senden [a] Auftrag_Reservierung senden [a]
Verfügbarkeitsliste empfangen [a] Bestätigung_Reservierung empfangen [a]
Auftrag_Vorreservierung senden [a] Buchungsdokumentationen senden [a]
Bestät._Vorreservierung empfangen [a] Fahrtenprotokoll empfangen [a]
individuelles Angebot senden [a] Forderung senden [a]
Buchung empfangen [a] Zahlungsmeldung empfangen [a]
Buchungsauftrag senden [a]
Buchungsdokumentation empfangen [a]
Buchungsbestätigung senden [a]
Tab. 4.1: Automatisierungsgrade der Aufgaben von Vertriebskanal und Auftragsver-
waltung
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Zwischen den Vertriebskanälen e-Shop und Call Center wird hinsichtlich der
Automatisierungsgrade der Aufgaben nicht unterschieden. Der Unterschied liegt
in der Automatisierung der Transaktionen. Während im e-Shop von vollautoma-
tisierbaren Transaktionen ausgegangen wird, können diese im Call Center auch
nicht-automatisierbar sein. So erfolgt die Angebotsübermittlung beispielsweise
mündlich durch einen Call Center-Mitarbeiter.
Neben der Durchführung des Vertriebsprozesses sind auch nachfolgend be-
schriebene Entscheidungsszenarien zu berücksichtigen. Einmöglichst umfassen-
der Datenbestand soll hierzu als Grundlage dienen und die Qualität der Entschei-
dungen positiv beeinﬂussen.
• Prozessgestaltung Vertriebskanal: Hinsichtlich zeit- und kosteneﬃzienter
Abläufe in Vertriebskanälen sollen eine permanente Analyse abgeschlos-
sener Prozessinstanzen vorgenommen sowie Ansatzpunkte zur Neugestal-
tung aufgedeckt werden.
• Angebotserweiterung: Zur Erhöhung der Kundenbindung sowie zur Maxi-
mierung der Rentabilität sind Kunden während der Leihphase Erweiterun-
gen ihrer Buchung anzubieten. Anhand des Mietverhaltens vergleichbarer
Kunden soll über die Angebotserweiterungen entschieden werden.
• Auslastungsgestaltung: Es soll ﬂexibel auf die jeweilige Flottenauslastung
(z.B. zu hoch oder zu niedrig) an den jeweiligen Leihstationen reagiert wer-
den können. Auf Basis abgeschlossener sowie laufender Buchungen soll
entweder über Anpassung von Kundenangeboten oder Serviceprozesse die
Auslastung an Leihstationen optimiert werden.
Nicht-funktionale Anforderung DieWartbarkeit stellt ein wesentliches Qualitäts-
merkmal für das zu realisierende AwS dar. Die Anpassung an veränderte bzw.
neue fachliche Anforderungen soll ﬂexibel möglich sein. Nach Balzert (2008, S.
464) (basierend auf der Norm ISO/IEC 9126-1:20011) ist die Wartbarkeit durch
die Teilmerkmale Analysierbarkeit, Modiﬁzierbarkeit, Stabilität und Testbarkeit
charakterisiert. Möglichst niedriger Wartungsaufwand sowie eine hohe Stabilität
bzgl. unerwarteter Seiteneﬀekte der Wartung sind für das zu realisierende AwS
anzustreben.
1seit 2011 als ISO/IEC 25010:2011 geführt
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Kapitelzusammenfassung: Die Konzeption einer Referenzarchitektur
für prozessorientierte operativ-dispositive AwS bildet einen Teil des
Untersuchungsgegenstandes der Arbeit. Ausgehend von einer Anfor-
derungsanalyse (Abschn. 5.1) werden nachfolgend etablierte DWH-
Architekturen sowie verwandte Architekturkonzepte anhand der extra-
hierten Anforderungen gespiegelt (Abschn. 5.2) und die Notwendigkeit
einer Referenzarchitektur aufgezeigt (Abschn. 5.2). Die Konzeption der
Referenzarchitektur erfolgt zweistuﬁg (Abschn. 5.3): In einem ersten
Schritt wird mit der ﬂexiblen Data-Mart-Architektur eine Referenzarchi-
tektur für pDWH-Systeme vorgestellt. Im zweiten Schritt wird, basie-
rend auf dem Paradigma der Komponentenorientierung, die Integra-
tion dieser mit dem operativen und dem EU-System betrachtet. Die-
se Ausbaustufe bildet die Referenzarchitektur für operativ-dispositiven
AwS. Für Komponenten des pDWH-Systems werden zudem eine ge-
nerische funktionsorientierte Speziﬁkation der Innensicht (Abschn.
5.4) sowie Integrationsmöglichkeiten mit unternehmensweiten DWH-
Systemen (Abschn. 5.5) vorgestellt. Die Speziﬁkation von Datenstruktu-
ren als Teil der ﬂexiblen Data-Mart-Architektur ist in Kap. 6 ausgelagert.
Zur Begründung und Demonstration der Ergebnisse ﬁndet die Fallstu-
dieMobility Provision (Kap. 4) Anwendung.
Das Kapitel basiert in Teilen auf den Veröﬀentlichungen Benker (2013,
2015).
5.1 Anforderungen an die Architektur operativ-
dispositiver Anwendungssysteme
Zunächst werden Anforderungen an die Architektur operativ-dispositiver AwS,
im Speziellen des zentralen pDWH-Systems speziﬁziert. Diese werden anhand
der Literatur sowie auf Basis der in Kap. 3.5.2 vorgestellten pDWH-Szenarien
(verhaltens- u. strukturorientiert) abgeleitet.
79
5 Referenzarchitektur prozessorientierter operativ-dispositiver Systeme
Anforderung A1 Datenbereitstellung und Reaktion mit angemessener Latenz: Zur
aktiven Steuerung laufender Prozessinstanzen im verhaltensorientierten pDWH-
Szenario ist eine angemessene Latenz zur Datenbereitstellung, Entscheidungs-
ﬁndung und Reaktion entscheidend, um ﬂexibel auf Ereignisse in Geschäftspro-
zessen reagieren zu können. Nach Russom (2011) geht in vielen Situationen mit
verzögerter Reaktion auf bestimmte Ereignisse auch der zunehmende ﬁnanziel-
le Verlust des Unternehmens einher. Die Datenbereitstellung muss nicht zwin-
gend in Echtzeit stattﬁnden. Wichtig ist, dass zum Zeitpunkt der Entscheidungs-
ﬁndung ein aktueller und konsistenter Datenbestand für die jeweiligen Nutzer
vorliegt (Russom2011). Für das strukturorientierte Szenario ist die Latenz der Ent-
scheidungsﬁndung unkritisch. Maßnahmen zur eﬃzienteren und innovativeren
Prozessgestaltung werden nicht für laufende Prozessinstanzen, sondern mittel-
fristig, basierend auf Daten abgeschlossener Prozesse, realisiert.
Anforderung A2 Informationsversorgung unterschiedlicher Nutzergruppen: Durch
die Realisierung eines pDWH-Systems wird einem größeren Nutzerkreis der Zu-
gang zu entscheidungsrelevanten Informationen ermöglicht als dies bei
”
klassi-
schen“, themenorientierten DWH-Systemen der Fall ist (Eckerson 2007). Letztere
stehen einem kleinen Nutzerkreis im strategischen oder taktischen Management
zur Verfügung. Nutzer von pDWH-Systemen können während der Prozessaus-
führung (verhaltensorientiertes Szenario) hingegenMitarbeiter und Verantwortli-
che auf operativer Ebene (aus unterschiedlichen Abteilungen), aus dem taktischen
und strategischen Management, Analysten aber auch Geschäftspartner wie Kun-
den und Lieferanten sein (ElegantJ BI 2008, White 2006, Hrach & Alt 2012). Für
das strukturorientierte Szenario leitet sich die Nutzergruppe aus der Zielsetzung
der Prozessanalyse und -gestaltung ab (Felden et al. 2010) und ist als vergleichs-
weise klein zu bezeichnen (Linden et al. 2011). Jede der genannten Nutzergrup-
pen verfolgt mit der Nutzung des pDWH-Systems eine eigene, prozessbezogene
Zielsetzung, die es durch Bereitstellung bedarfsgerechter Informationen zu un-
terstützen gilt.
Anforderung A3 Flexible Anpassbarkeit: DWH-Systeme unterliegen im Zeitver-
lauf inhaltlichen (bezogen auf das Datenschema) sowie technischen Veränderun-
gen und sind somit nicht stabil (Bauer & Günzel 2013, S. 228). Ursächlich da-
für können beispielsweise Anpassungen an operativen Quellsystemen sein oder
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neue bzw. veränderte Anforderungen, die sich aus der täglichen Arbeit mit den
DWH-Systemen ergeben (Bauer & Günzel 2013, S. 233f.). Beide Ursachen ver-
stärken sich mit zunehmender Dynamik der Unternehmensumwelt. Nach Dayal
et al. (2009) ist, bezogen auf den ETL-Prozess, gerade im verhaltensorientierten
Szenario von rapiden Veränderungen der Anforderungen auszugehen. Diese Aus-
sage kann auch bzgl. der weiteren Bestandteile der DWH-Architektur (vgl. Kap.
3.2) verallgemeinert werden. Zudem ist bei dynamischen AwSmit vielen verschie-
denen Nutzergruppen nicht nur während der Entwicklungs-, sondern auch wäh-
rend der Betriebsphase von einer kontinuierlichen Anpassung der Anforderun-
gen auszugehen (Casati et al. 2007). Hinsichtlich neu-ausgerichteter Geschäfts-
prozesse oder veränderter Anforderungen sind neben operativen Systemen auch
die DWH-Systeme zur Bereitstellung von entscheidungsrelevanten Prozessdaten
ﬂexibel anpassbar zu gestalten. Der optimale Grad der ﬂexiblen Anpassbarkeit
eines Systems ist dabei von der Realisierung weiterer, mit einem System assozi-
ierter Ziele beeinﬂusst. Diese können funktionaler (Sachziel), nicht-funktionaler
(z.B. Verfügbarkeit) oder auch betriebswirtschaftlicher (z.B.Wirtschaftlichkeit) Na-
tur sein (Mertens 2005, Wagner et al. 2011b).
Anforderung A4 Integration mit bidirektionalem Datentransfer: Für operative Ent-
scheidungssituationen (verhaltensorientiertes pDWH-Szenario), also zur aktiven
Steuerung von Prozessinstanzen, wird bei Russom (2011) die Anforderung erho-
ben, operative und analytische Systeme enger zu integrieren, um einen schnel-
leren, häuﬁgeren und v.a. bidirektionalen Datentransfer zwischen diesen zu er-
möglichen. Entscheidungsrelevante und vom DWH-System bereitgestellte Infor-
mationen können wiederum als Input für operative Prozesse dienen (Bucher &
Dinter 2008a). Um neben der Latenz zur Datenbereitstellung auch die Latenz
zur Entscheidungsﬁndung und Reaktion zu reduzieren, können hier Software-
Komponenten zur automatisierten Entscheidungsﬁndung integriert werden
(White 2006). Hinsichtlich der aktiven Steuerung von Geschäftsprozessen ist es
notwendig, Ergebnisse personell oder automatisiert getroﬀener Entscheidungen
zurück an das operative System zu transferieren.
Anforderung A5 Integrationmit bestehendenDWH-Lösungen:BI-Lösungen zur stra-
tegischen und taktischen Entscheidungsunterstützung sind i.d.R. prozessüber-
greifend an unternehmensweiten Analysethemen orientiert. Diese Lösungen sind
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nicht nur für große Unternehmen relevant, nach Bange et al. (2012) haben
2011/12 auch 83 Prozent der befragten kleinen und mittelgroßen Unternehmen
bereits BI-Lösungen im Einsatz. Prozessorientierte, auf einzelne Geschäftspro-
zesse ausgerichtete DWH-Systeme müssen demzufolge i.d.R. in eine bestehende
DWH-Systemlandschaft eingebettet und unter Berücksichtigung der Aussagen-
konsistenz mit unternehmensweiten DWH-Systemen integriert werden (Baars &
Sun 2013).
Die Datenbereitstellung mit angemessener Latenz, die Informationsversorgung ver-
schiedener Nutzergruppen mit sich stetig verändernden Anforderungen sowie die
enge Integrationmit operativen Systemen imRahmen operativ-dispositiver AwS stel-
len z.T. erweiterte, z.T. neuartige Anforderungen an DWH-Systeme dar. Im nach-
folgendenKap. 5.2wird überprüft, inwieweit bestehendeArchitekturkonzepte die-
se Anforderungen bereits berücksichtigen.
5.2 Stand der Literatur: Architekturen prozess-
orientierter Data-Warehouse-Systeme
Das pDWH-System stellt das zentrale Teilsystem operativ-dispositiver AwS zur
Realisierung der Anforderungen aus Abschn. 5.1 dar. Zunächst werden aus die-
sem Grund etablierte Architekturformen von DWH-Systemen auf ihre Eignung
zur Anwendung in operativ-dispositiven Systemen hin überprüft (Abschn. 5.2.1).
Zudem werden in Abschn. 5.2.2 Ansätze verwandter Forschungsarbeiten anhand
der unterstützten Anforderungen an ein pDWH-System zur Realisierung des
struktur- und des verhaltensorientierten Szenarios vorgestellt.
5.2.1 Diskussion der Eignung klassischer Data-Warehouse-
Architekturen
Die Diskussion von etablierten Architekturkonzepten themenorientierter DWH-
Systeme kann ausschließlich auf abstrakter Ebene geführt werden.Die Erfüllungs-
grade der einzelnen Anforderungen können in konkreten Architekturausprägun-
gen stark variieren. Als Grundlage der Diskussion wird das generische Schichten-
modell (vgl. Kap. 3.2.2) mit möglichen Extensionen nach Sinz & Ulbrich-vom En-
de (2010) aufgegriﬀen.
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Die Unterstützung des verhaltensorientierten pDWH-Szenarios durch Archi-
tekturkonzepte klassischer DWH-Systeme ist in der Regel nicht gegeben (Vogt et
al. 2008, Eckerson 2007). Als nicht berücksichtigte Anforderung ist die Integrati-
on des operativen und des dispositiven Teilsystems zu nennen (Eckerson 2007):
Zum einen sind die Bereitstellung entscheidungsrelevanter Daten sowie die Reali-
sierung von Reaktionen mit für das verhaltensorientierte Szenario angemessener
Latenz im Systementwurf nicht berücksichtigt (Anforderung A1). Zum anderen
stellt der bidirektionale Datentransfer (Anforderung A4) zur Rückkopplung ab-
geleiteter Reaktionen auf laufende Prozessinstanzen eine nicht berücksichtigte
Anforderung dar. Die ﬂexible Anpassbarkeit stellt grundsätzlich auch eine Anfor-
derung an themenorientierte DWH-Systeme dar. Der erforderliche Grad der Fle-
xibilität hängt vom jeweiligen Anwendungsfall ab. Im Falle von pDWH-Systemen
sind Anpassungen des Geschäftsprozesses als Datenquelle und Ziel von Reakti-
on sowie sich stetig verändernde Nutzeranforderungen mögliche Einﬂussfakto-
ren. Mit Bezug zu den Architekturausprägungen nach Sinz & Ulbrich-vom Ende
(2010) beeinﬂussen v.a. die Ausgestaltung der Schnittstellen und die gegenseiti-
gen Abhängigkeiten zwischen Schichten die Anpassbarkeit sowie den Aufwand
zur Realisierung neuer Anforderungen. So können Anpassungen einer Schicht,
beispielsweise der Datenbereitstellungsschicht, sowohl niedrigere Schichten zur
Befüllung des multidimensionalen Datenbestands als auch darüber liegenden
Schichten betreﬀen. Die bedarfsgerechte Informationsversorgung verschiedener
Nutzergruppen (Anforderung A2) ﬁndet über das Konzept der Data Marts in eta-
blierten Architekturkonzepten hinreichend Berücksichtigung. Hierzu ﬁnden sich
ebenfalls bei Sinz & Ulbrich-vom Ende (2010) entsprechende Vorschläge. Zur In-
tegration prozess- und themenorientierter DWH-Systeme (Anforderung A5) bie-
tet die ebenfalls dort vorgestellte hierarchische Data-Warehouse-Architektur einen
möglichen Ansatz, um die hierarchische Beziehung zwischen prozess- und the-
menorientierten Systemen, wie in Kap. 3.5.1 vorgestellt, abzubilden.
Zusammenfassend begründen im Wesentlichen die nicht bzw. unvollständig
berücksichtigten Anforderungen A1, A3 und A4 die Konzeption einer Referenzar-
chitektur für pDWH-Systeme. Etablierte Lösungsansätze themenorientierterDWH-
Systeme, beispielsweise zur Realisierung der Anforderungen A2 und A5, sollen
in die nachfolgende Konzeption integriert werden.
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5.2.2 Diskussion verwandter Arbeiten zu pDWH-Architekturen
Im Weiteren werden zudem Forschungsarbeiten betrachtet, die sich mit Archi-
tekturen für pDWH-Systeme beschäftigen. Diese werden mit Bezug zu den in
Kap. 5.1 erhobenen Anforderungen vorgestellt. Als Kriterium müssen verwand-
te Arbeiten auf wenigstens ein pDWH-Szenario aus Kap. 3.5.2 (verhaltens- oder
strukturorientiert) ausgerichtet sein. In Tab. 5.1 sind die Ansätze anhand der un-
terstützten Anforderungen und Szenarien zusammengefasst.
Anforderung Szenario
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Technische
Ansätze
Schaﬀner et al. (2009) X X
Kemper & Neumann (2011) X X
SAP HANA X X
Erweiterungen
etablierter
Ansätze
Linden et al. (2010) X X X X
Christ (2009) X X
Schiefer et al. (2004) X X
Casati et al. (2007) X X
zur Muehlen (2001) X X
Becker (2007) X X X (X) X
service-
orientierte
Ansätze
Bucher et al. (2009) X X X
Chan et al. (2011) (X) X
Dinter (2008) X X X (X)
Gordon et al. (2006) X X X
Markarian et al. (2007) X X X X
Nguyen et al. (2005) X X X
Oberhofer & Nijkamp (2009) X (X) X
Pospiech & Felden (2013) X X X X
Vogt et al. (2008) X X (X) X X
Wu et al. (2007) X (X)
X: explizit, (X): eingeschränkt berücksichtigte Anforderung/Szenario
Tab. 5.1: Berücksichtigte Anforderungen und pDWH-Szenarien in verwandten Ar-
beiten
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Grundsätzlich können anhand des gewählten Lösungsansatzes drei Gruppen ge-
bildet werden:
Technische Ansätze Eine erste Gruppe von Ansätzen beschreibt technische Kon-
zepte (z.B. In-Memory-Technologien, spaltenorientierte Datenmodelle) für Daten-
banksysteme zur Unterstützung hybrider operativer und analytischer Anwen-
dungsfälle. Arbeiten dieser Gruppe sind im Wesentlichen auf die Reduktion der
Latenz (A1) sowie die Vermeidung von Blockierungen operativer Datenbankzu-
griﬀe durch langlaufende Analysen bzw. Datenextraktion ausgerichtet. Die Pro-
blemlösung ist auf technischer Abstraktionsebene verortet, während in der vor-
liegenden Arbeit die konzeptuelle Architektur den Untersuchungsgegenstand bil-
det. DieGruppe technischer Ansätze wird daher lediglich exemplarisch betrachtet.
Stellvertretend können für die genannten Zielsetzungen die Arbeiten von Schaﬀ-
ner et al. (2009) und Kemper & Neumann (2011) angeführt werden. Die Arbeiten
sind auf die Unterstützung des verhaltensorientierten Szenarios ausgerichtet. In
der Praxis stellt das Datenbanksystem SAP HANA einen verbreiteten Vertreter
dieser Kategorie dar. Die spaltenortientierte Hauptspeicherdatenbank bildet mit
der umgebenden SAP HANA Plattform die erweiterbare Grundlage zur Integra-
tion operativer und analytischer Szenarien. Die Realisierung von Einblicken in
laufende operative Prozesse mit geringer Latenz (A1) ist dabei die übergeordnete
Zielsetzung (Färber et al. 2012, Word 2014).
Erweiterungen etablierter Architekturen Eine nächste Gruppe von Ansätzen er-
weitert etablierte Architekturkonzepte themenorientierterDWH-Systemehinsicht-
lich der Unterstützung des verhaltens- oder des strukturorientierten pDWH-
Szenarios: Bei Linden et al. (2010) wird die Erweiterung für den speziﬁschen An-
wendungsfall des verhaltensorientierten Szenarios, der ereignisbasierten Steue-
rung von Logistikprozessen, vorgestellt. Gerade die pro-aktive Reaktion mit an-
gemessener Latenz (A1) steht im Fokus. Ereignisse aus Logistikprozessen kön-
nen gemeinsam mit multidimensionalen Daten des Kern-DWH-Systems ausge-
wertet werden. Ergebnisse können über den Enterprise Service Bus an die opera-
tiven Prozesse zurückgemeldet werden (A4). Über das Konzept der Data Marts
stehen die Informationen allen Unternehmensebenen (strategisch, taktisch, ope-
rativ) entsprechend aufbereitet zur Verfügung (A2). Bei Christ (2009) wird BI-
Funktionalität des verhaltensorientierten Szenarios in einer Schicht zwischen ope-
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rativem AwS und DWH-System realisiert. Der Lösungsansatz basiert auf einer Er-
weiterung des Konzeptes des Operational Data Store (ODS) nach Inmon (1999).
Als Anforderung wird ebenfalls explizit die Verkürzung der Latenz (A1) genannt.
Daten werden auf Granularität der Geschäftstransaktion jedoch nur volatil mit
kurzfristiger Historisierung vorgehalten. Bei Schiefer et al. (2004) wird die Pro-
cess Information Factory, ein Architekturkonzept zur Verwaltung von Prozessda-
ten, vorgestellt. Eine klassische DWH-Architektur wird v.a. durch das Datensche-
ma (vgl. Kap. 6) explizit um eine Prozessperspektive erweitert. Zur Realisierung
des strukturorientierten Szenarios werden die Prozessdaten nicht-volatil, histori-
siert und multidimensional aufbereitet zur Verfügung gestellt. Auf die übrigen
Anforderungen des strukturorientierten Szenarios, v.a. die Flexibilität zur An-
passung an sich verändernde Anforderungen, wird nicht explizit eingegangen.
Zur Realisierung niedriger Latenz zur Datenbereitstellung wird zudem ein dem
DWH-System vorgelagerter Process Data Store (ODS mit Prozessdaten) berück-
sichtigt. Die Daten liegen dabei jedoch nur volatil und nicht historisiert vor. Ca-
sati et al. (2007) schlagen ein generisches Konzept für ein pDWH-System, im
Wesentlichen ausgerichtet auf das strukturotientierte pDWH-Szenario (Gestal-
tung von Geschäftsprozess-Speziﬁkationen), vor. Die Architektur ist auf die dy-
namische Anpassung des dispositiven Teilsystems an Veränderungen operativer
Prozesse (A2) ausgerichtet. Bei zur Muehlen (2001) wird ein pDWH-System als
DWH-Anwendung interpretiert. Dementsprechend ﬁnden sich Unterschiede des
knappen Architekturentwurfs im Vergleich zu klassischen Architekturkonzepten
vielmehr in der Ausgestaltung der Bestandteile (z.B. aufgezeichnete Ablauﬁnfor-
mationen von Workﬂows als Datenquelle, speziﬁsches Datenschema des DWHs)
als in deren Art und Interaktion. Die Arbeit ist auf das strukturorientierte Szena-
rio ausgerichtet. Zur Realisierung der Anforderungen unterschiedlicher Nutzer-
gruppen (A2) sowie aus Performance-Gesichtspunkten wird die Nutzung von Da-
ta Marts motiviert. Ein umfassenderer Architekturansatz, der ebenfalls pDWH-
Systeme als Anwendung etablierter Konzepte sieht, ﬁndet sich bei Becker (2007, S.
215ﬀ.). Bestandteile eines etablierten Architekturkonzeptes werden als Kernkom-
ponenten, die sich durch die Prozessorientierung ergebenden Bestandteile als Zu-
satzkomponenten bezeichnet. Grundlegende Architekturüberlegungen sind nicht
Gegenstand der Betrachtung. Sowohl das struktur- als auch in Teilen das verhal-
tensorientierte Szenario werden explizit unterstützt, wenngleich die automatisierte
Entscheidungsﬁndung sowie die Steuerung von Prozessen nicht thematisiert wer-
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den. Als mögliche Reaktionen bzgl. laufender Prozessinstanzen werden das Aus-
lösen von Ereignissen oder der Mail-Versand an verantwortliche Stellen genannt
(A4) (Becker 2007, S. 223). Zur Realisierung niedriger Latenzen wird ebenfalls
ein ODS eingesetzt (A1) (Becker 2007, S. 219). Zur Datenbereitstellung für ver-
schiedene Nutzergruppen (A2) werden zusätzliche Präsentationswerkzeuge zur
Visualisierung von Ergebnissen anhand von Prozessmodellen vorgeschlagen (Be-
cker 2007, S. 220f.). Die Anforderung der Integration mit unternehmensweiten
DWH-Systemen (A5) wird zwar erhoben (Becker 2007, S. 214), Lösungsansätze
dazu werden jedoch nur auf Ebene des Datenschemas, nicht jedoch im Kontext
der Architektur diskutiert.
Serviceorientierte Ansätze Die dritte Gruppe von Ansätzen setzt auf dem Para-
digma Serviceorientierter Architekturen (SOA) auf. Bei Markarian et al. (2007)
wird eine SOA-Referenzarchitektur für Pervasive BI vorgestellt. Darunter wird die
Versorgung verschiedener Nutzergruppen (A2) auf strategischer, taktischer und
operativer Ebene mit jeweils benötigten Daten unter Berücksichtigung der je-
weiligen Latenzanforderungen (A1) verstanden. Das unternehmensweite DWH-
System wird durch die Referenzarchitektur mit unterstützt (A5).Nguyen et al.
(2005) beschreiben ein serviceorientiertes Konzept für das verhaltensorientierte
Szenario. Zielsetzung ist die automatisierte Erkennung, Analyse und Entschei-
dungsﬁndung (A4) in laufenden Geschäftsprozessen zur Reduktion der zugehö-
rigen Latenz (A1). Bei Oberhofer & Nijkamp (2009) wird die zeitnahe Versor-
gung operativer Mitarbeiter (A1 u. A2) mit entscheidungsrelevanten Informatio-
nen im verhaltensorientierten DWH-Szenario thematisiert. Auf die Heterogenität
der Nutzer wird nicht explizit eingegangen. Von Pospiech & Felden (2013) wird
eine serviceorientierte Referenzarchitektur für das verhaltensorientierte DWH-
Szenario vorgestellt. Diese ist auf der Grundlage der Literatur im Bereich ser-
viceorientierter BI (z.B. Vogt et al. 2008, Chan et al. 2011, Dinter 2008) konzi-
piert. Explizit bei der Gestaltung der Referenzarchitektur angesprochene Anfor-
derungen sind neben der Reduktion der Latenz zwischen Geschäftsvorfall und
Reaktion (A1) die ﬂexible Anpassbarkeit (A3) sowie die Einbettung dispositiver In-
formationen in die Durchführung eines Geschäftsprozesses (A4). Bei Vogt et al.
(2008) wird die Realisierung eines operativen DWH-Systems auf Basis einer ser-
viceorientierten und ereignisgetriebenen Architektur vorgeschlagen. Transaktio-
nale und analytische Dienste werden dabei über einen Enterprise Service Bus zur
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Unterstützung des verhaltensorientierten pDWH-Szenarios ﬂexibel koordiniert.
Die Senkung der Latenz der Datenbereitstellung, Analyse und Reaktion (A1), die
Unterstützung verschiedener Nutzergruppen (A2) sowie die enge Integration von
operativem und analytischem System (A4) stellen die berücksichtigten Anforde-
rungen dar. Die Flexiblität (A3) wird lediglich für operative Prozesse thematisiert.
Bei Dinter (2008) sowie Bucher et al. (2009) wird keine vollständige Architektur
speziﬁziert, jedoch werden Services identiﬁziert, um die Potenziale serviceorien-
tierter Architekturen in BI-Anwendungen auszuschöpfen. Als Ansatzpunkte wer-
den dabei die Reduktion der Latenz (A1), die Flexibilität der Reaktion auf Verän-
derungen (A3) sowie die engere Integration operativer und analytischer Systeme
(A4) thematisiert. Die Ausrichtung auf das verhaltensorientierte Szenario ist im-
plizit gegeben. Zudem ﬁnden sich weitere Arbeiten, die die generelle Anwendung
serviceorientierter Architekturen in BI-Anwendungen zumGegenstand haben, je-
doch die beiden pDWH-Szenarien nicht oder nur sehr eingeschränkt betrachten.
Aus diesemGrund ﬁndet sich hier ebenfalls nur eine exemplarische Betrachtung.
Chan et al. (2011) stellen die Realiserung einesEnterprise-DWH-Systems, basierend
auf SOA-Konzepten, vor. Berücksichtigung ﬁnden dabei die ﬂexible Realisierung
veränderter Anforderungen (A3) sowie eine Zugriﬀsschicht mit heterogenen For-
maten und Technologien (bedingt A2). Das SOA-BI-Framework nach Gordon et
al. (2006) berücksichtigt operational Reporting in einer unternehmensweiten BI-
Lösung. Das Reporting selbst wird dabei mit niedriger Latenz (A1) direkt auf ope-
rativen Datenquellen und AwS realisiert. Das DWH-System ist auf Nutzer aus
dem Management ausgerichtet. Die Integration von DWH-System und operati-
vem Reporting-System (A5) wird ebenso wie die Flexibilität (A3) betrachtet. Wu
et al. (2007) schlagen eine Architektur zur Realisierung niedrigerer Latenzen (A1)
auf Basis von SOA vor. Dazu trägt auch die automatisierte Nutzung von OLAP-
Diensten durch die operativen Prozesse bei (vgl. A4 zur engeren Integration).
ZusammenfassendeWürdigung Die vorgestelltenAnsätze decken, auch aufgrund
der unterschiedlich abgegrenzten Problemstellungen, die Anforderungen nicht
vollständig ab. Wie zudem in Tab. 5.1 gezeigt, sind die Ansätze i.d.R. auf das
verhaltens- oder das strukturorientierte Szenario ausgerichtet. Lediglich die Ar-
beit von Becker (2007) zielt auf beide Szenarien ab, wenn auch die erhobenen
Anforderungen nicht vollständig abgedeckt sind. Ansonsten sind überwiegend
Anforderungen des verhaltensorientierten Szenarios in den verwandten Architek-
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turkonzepten berücksichtigt. Die innovativere und eﬃzientere Prozessgestaltung
im strukturorientierten Szenario haben nur wenige Architekturkonzepte zumGe-
genstand. Das strukturorientierte Szenario wird, wie im nachfolgenden Kapitel
(Stand der Literatur in Abschn. 6.3) gezeigt, in vielen Arbeiten ausschließlich
durch Bereitstellung eines entsprechenden Datenschemas erreicht und als DWH-
Anwendung interpretiert. Die Fähigkeit, das operative und das dispositive System
konsistent zueinander ﬂexibel anzupassen, wird nicht betrachtet.
Bei Analyse der Anforderungen ist festzustellen, dass nahezu alle Ansätze ex-
plizit die Bereitstellung entscheidungsrelevanter Datenmit angemessener Latenz
realisieren (A1). Als Schlagworte aus den Arbeiten sind hierzu real-time, near real-
time oder right-time zu nennen. Die übrigen Anforderungen werden in unter-
schiedlichem Maße von den verwandten Ansätzen abgedeckt. Serviceorientierte
Ansätze berücksichtigen als eine zentrale SOA-Eigenschaft die Flexibilität zur Re-
aktion auf veränderte Anforderungen (A3). Die lose Kopplung zwischen Diensten
stellt in SOA-Ansätzen das Lösungskonzept zur Realisierung des bidirektionalen
Datenstransfers und damit der Integration analytischer Dienste in operativen Pro-
zessen dar (A4). Die Informationsversorgung verschiedener Nutzergruppen (A2)
ﬁndet nur in wenigen Arbeiten Berücksichtigung. Die Integration von prozess-
und themenorientierten unternehmensweiten DWH-Systemen wird lediglich un-
ter der Annahme betrachtet, dass beide Systeme SOA-basiert realisiert werden.
Die Gruppe der serviceorientierten Ansätze beschreibt Architekturkonzepte für
DWH-Systeme basierend auf dem Paradigma der losen Kopplung. Diese Arbeit
mit Konzeption einer Komponentenarchitektur setzt, bedingt durch das verwand-
te Funktionsparadigma, bei dieser Klasse von Ansätzen an. Neben Art und Zu-
sammenspiel der Dienste wird aber auch die Innensicht der Komponenten mit
Struktur und Verhalten betrachtet. Die Schnittstellen von Komponenten können
als Services, z.B. nach Pospiech & Felden (2013), interpretiert werden und ﬂießen
als solche in die Referenzarchitektur ein. Technische Ansätze, insbes. das Daten-
banksystem SAP HANA oder verwandte Systeme (z.B. NoSQL-Datenbanksyste-
me), stellen potenzielle Plattformen zur Realisierung der Datenverwaltung von
Komponenten dar.
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5.3 Konzeption einer komponentenorientierten
Referenzarchitektur für operativ-dispositive
Anwendungssysteme
Die Konzeption der Komponentenarchitektur für prozessorientierte operativ-
dispositive AwS erfolgt als Referenzarchitektur. Zunächst wird die begriﬄiche
Einordnung als solche in Abschn. 5.3.1 vorgenommen. Die Konzeption der Refe-
renzarchitektur selbst erfolgt imAnschluss in zwei Ausbaustufen: In einemersten
Schritt wird eine Referenzarchitektur für ﬂexible DWH-Systeme vorgestellt (Ab-
schn. 5.3.2). Die zweite Ausbaustufe stellt schließlich die Erweiterung hin zur Re-
ferenzarchitektur für komponentenorientierte operativ-dispositive AwS dar (Ab-
schn. 5.3.3). Die Speziﬁkation erfolgt plattformunabhängig und ermöglicht damit
die Anwendbarkeit basierend auf unterschiedlichen Technologien.
5.3.1 Klassiﬁkation als Referenzarchitektur
Für das in dieser Arbeit vorgestellte Architekturkonzept wird der Begriﬀ der Re-
ferenzarchitektur verwendet. Der Begriﬀ der Referenzarchitektur wird, in Anleh-
nung an Bauer & Günzel (2013, S. 37f.), als Referenzmodell für die Architektur von
AwS interpretiert. Ein Referenzmodell ist ein Modell, das zur Unterstützung der
Konstruktion konkreter Modelle (sog. Anwendungsmodelle) entwickelt bzw. ein-
gesetzt wird. Bei der Entwicklung des Anwendungsmodells werden Inhalt un-
d/oder Gegenstand des Referenzmodells wiederverwendet (vom Brocke 2003, S.
34). Thomas (2006) hebt explizit den Nutzungsaspekt von Referenzmodellen her-
vor. Die Nutzung eines Modells zur Unterstützung der Konstruktion anderer Mo-
delle ist demnach entscheidend für die Klassiﬁkation als Referenzmodell (Tho-
mas 2006). Im vorliegenden Fall werden Referenzmodelle für die Architektur von
pDWH-Systemen sowie für operativ-dispositive AwS konzipiert. Diese sind, auch
mit Bezug zur Zielsetzung der Arbeit, explizit zur Unterstützung bei der Kon-
struktion konkreter Systeme vorgesehen. Nach Thomas (2006) sollte die Deklara-
tion eines Modells als Referenzmodell im Idealfall dann erfolgen, wenn mindes-
tens ein Anwendungsfall angegeben werden kann. Dieser liegt durch die beglei-
tende FallstudieMobility Provision vor. Sie dient als Grundlage zur Demonstration
der Anwendbarkeit der Referenzarchitektur in beiden Ausbaustufen. Den Anwen-
dungskontext bilden die in Kap. 3.5.2 vorgestellten pDWH-Szenarien.
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Nach Esswein (2016, S. 53) stellen dieAllgemeingültigkeit sowie der Empfehlungs-
charakter intensionale Merkmale von Referenzmodellen dar. Der Aspekt der All-
gemeingültigkeit wird bei Thomas (2006) weiter präzisiert. Demnach ist ein Re-
ferenzmodell nicht allgemein, sondern lediglich für eine Klasse von Problemen
gültig, die sich im vorliegenden Fall anhand der Anforderungen aus Abschn. 5.1
bestimmen. In der ersten Ausbaustufe wird die Architektur von pDWH-Systemen
beschrieben. Die Referenzarchitektur der zweiten Ausbaustufe ist für komponen-
tenorientierte operativ-dispositive AwS gültig. Zwar ist die Einschränkung auf das
komponentenorientierte Paradigma getroﬀen, jedoch ist Raum zur Ausgestaltung
und Realisierung der Komponenten sowie für technologische Entscheidungen im
Anwendungsmodell. Auch hinsichtlich der fachlichen Anwendungsdomäne ist
die Architektur nicht festgelegt.
Zur Speziﬁkation von Anwendungsmodellen auf Basis von Referenzmodellen
werden in der Literatur Konstruktionstechniken vorgeschlagen. Für eine vertie-
fende Betrachtung wird beispielsweise auf Esswein (2016, S. 55f.) oder vom Bro-
cke & Buddendick (2004) verwiesen. Die zentrale Technik zur Speziﬁkation von
Anwendungsmodellen auf Basis der nachfolgend vorgestellten Referenzarchitek-
turen stellt die Analogiekonstruktion dar. Die Bildung des Anwendungsmodells er-
folgt derart, dass es in Bezug zur Referenzarchitektur hinsichtlich bestimmter
Merkmale als übereinstimmend wahrgenommen werden kann (vom Brocke &
Buddendick 2004). Zudem ﬁnden sog. Platzhalter (z.B. Esswein 2016, S. 56) zur
Adaption der Referenzarchitektur an den konkreten Sachverhalt Anwendung.
5.3.2 Konzeption der ﬂexiblen Data-Mart-Architektur
Die Referenzarchitektur für pDWH-Systeme ist auf die ﬂexible Speziﬁkation von
Data Marts zur Prozessanalyse ausgerichtet. Beide Kernkonzepte bilden den im
Weiteren für die Referenzarchitektur genutzten Bezeichner der ﬂexiblen Data-
Mart-Architektur. Der Begiﬀ der Flexibilität bestimmt sich dabei durch zwei Teil-
aspekte: Zum einen ermöglicht die pDWH-Realisierung auf Basis der Referenz-
architektur ﬂexible Anpassung an sich verändernde Anforderungen. Zum ande-
ren wird die Datenbereitstellung ﬂexibel, mit variierender und für die pDWH-
Szenarien angemessener Latenz ermöglicht. Die Referenzarchitektur zur Spezi-
ﬁkation ﬂexibler Data Marts (Flexible Data-Mart-Architektur) ist in Abb. 5.1 dar-
gestellt. Die wesentlichen Bestandteile stellen Data Marts, die Datenintegration
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sowie erweiterte Datenquellen dar. Zum Erreichen der Flexibilitätsziele erfolgt die
Aufteilung der Datenbereitstellung anhand der in Kap. 1.3 eingeführten Markt-
Metapher von Angebot und Nachfrage in eine angebotsorientierte sowie eine nach-
frageorientierte Datenbereitstellung. Die Konzeption erfolgt als Extension der ge-
nerischen Schichtenarchitektur aus Kap. 3.2.
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Abb. 5.1: Referenzarchitektur zur ﬂexiblen Speziﬁkation von Data Marts (Flexible
Data-Mart-Architektur)
Erweiterte Datenquellen Die Verantwortung der Extraktion von Daten (Extrak-
tionsschicht) sowie der Bereitstellung dieser in aufbereiteter (nicht integrierter)
Form wird den Datenquellen übertragen. Die Gestaltung des von den erweiterten
Datenquellen bereitgestellten aufbereiteten Exportschemas erfolgt dabei angebotsori-
entiert. Zielsetzung ist es, möglichst umfassend aufbereitete entscheidungsrele-
vante Daten anzubieten, die ﬂexibel zu heterogenen Analyseschemata integriert
werden können. Struktur, Reichweite und Inhalt des aufbereiteten Exportschemas
bestimmen sich aus der Quelle, unabhängig von der Nutzung im DWH-System
bzw. den Data Marts. Als Beispiele für die Aufbereitung sind die Berechnung von
Kennzahlen oder der Aufbau von Dimensionsstrukturen zu nennen. Die persis-
tente Verwaltung der aufbereiteten Datenbestände erfolgt in der angebotsorien-
tierten Datenbereitstellung, um ﬂexibel und ohne Beeinﬂussung der Quellstruk-
turen Daten abgreifen zu können. Die Bereitstellung der Daten in generischer,
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aufbereiteter Form trägt zur ﬂexiblen Anpassung an neue bzw. veränderte Anfor-
derungen bei. Durch inkrementelle Aktualisierung der aufbereiteten Daten nach
dem PUSH-Prinzip, ausgelöst durch Veränderungen der operativen Instanzen,
kann zur Realisierung kurzer Latenzzeiten beigetragen werden.
Data Marts Während erweiterte Datenquellen die Daten angebotsorientiert be-
reitstellen, erfolgt die Bereitstellung innerhalb derDataMarts nachfrageorientiert,
in integrierter und multidimensionaler Form. Das Datenschema, die Granulari-
tät der Instanzen aber auch die Realisierungsform des multidimensionalen Da-
tenmodells sowie die Präsentationswerkzeuge orientieren sich an den Anforde-
rungen der Nutzer des Data Marts. Auch die Art der Historisierung hängt vom
jeweiligen Analyse- und Berichtsbedarf der Nutzer ab (Hahne 2012). Als solches
wird die Aufgabe der Historisierung, im Speziellen der Dimensionen, den Da-
ta Marts zugeordnet. Die persistente Datenhaltung in der Historisierungsschicht
ist davon abhängig, ob diese als Grundlage mehrerer Schichten zur Datenbereit-
stellung genutzt wird (Sinz & Ulbrich-vom Ende 2010, S. 185f.). Im Rahmen der
ﬂexiblen Data-Mart-Architektur ist die Historisierung auf ein Data Mart ausgerich-
tet und damit nicht zwingend zu persistieren. DieHistorisierungsschicht ist jedoch
nicht zwingend auf das Data Mart festgelegt und kann auch der angebotsorientier-
ten Datenbereitstellung vorgelagert werden. Als Teil des Data Marts wird die jewei-
lige Historisierungsstrategie anhand der Nutzeranforderungen festgelegt. Kenn-
zahlen werden mit den für sie gültigen Dimensionsstrukturen an das Data Mart
übergeben und nach Anwendung der jeweiligen Historisierungsstrategie in die
Datenbasis eingefügt. Als Teil der angebotsorientierten Datenbereitstellung sind
Dimensionen mit vollständiger Historie und Gültigkeit anzubieten. So wird die
größtmögliche Flexibilität zur Verwendung der Datenstrukturen in nachgelager-
ten Data Marts gewährleistet (Hahne 2012).
Datenintegration Aufgabe der Datenintegration ist das Schließen der Lücke zwi-
schen angebots- und nachfrageorientierter Datenbereitstellung. Nach dem Ab-
greifen der aufbereiteten Daten über die Exportschemata der verschiedenen Da-
tenquellen werden diese nach erfolgter Integration an die relevanten Data Marts
übergeben. Eine Systemkomponente zur Datenintegration kann dabei mehrere
Data Marts mit vergleichbarer inhaltlicher Struktur beliefern. Die Datenintegra-
tion kann sowohl mit als auch ohne persistente Datenhaltung durchgeführt wer-
93
5 Referenzarchitektur prozessorientierter operativ-dispositiver Systeme
den. Der Verzicht auf eine persistente Datenhaltung kann sich positiv auf die ﬂexi-
ble Anpassbarkeit und die ﬂexible Datenbereitstellung auswirken. Anpassungen
sind lediglich in der Integrationslogik durchzuführen. Die persistente Datenver-
waltung von Integrations- und Transformationsschritten aus Gründen der Nach-
vollziehbarkeit und Rekonstruierbarkeit ist ebenfalls möglich.
Die ﬂexible Data-Mart-Architektur wird anhand ausgewählter Aspekte nachfolgend
weiter begründet und diskutiert:
Reichweite des DWH-Systems Die Anwendung der ﬂexiblen Data-Mart-Architek-
tur erscheint in klar abgrenzbaren, homogenen Domänen als geeignet. Homo-
gene Strukturen gehen mit einem reduzierten Aufwand zur syntaktischen und
semantischen Bereinigung der zu integrierenden Daten einher. Dies trägt zur ﬂe-
xiblenDatenbereitstellungmit niedriger Latenz bei. Bei der domänenübergreifen-
den Integration entscheidungsrelevanter Daten ist von einem höheren Aufwand
zur Integration (z.B. Bereinigung heterogen codierter Begriﬀe) und damit einer
höheren Latenz auszugehen.
Organisationsstruktur Durch die ﬂexible Data-Mart-Architektur könnenAnforde-
rungen verschiedener Nutzergruppen in Data Marts erfüllt werden. Dies kann
sowohl auf fachlicher Ebene erfolgen aber auch durch geeignete Technologie-
auswahl unterstützt werden. Auf fachlicher Ebene wird das Analyseschema auf
die Erfüllung des Informationsbedarfs ausgerichtet. Auf technischer Ebene kann
die Realisierung nicht-funktionaler Anforderungen unterstützt werden. Als Bei-
spiele sind die Realisierungsform desmultidimensionalen Datenmodells, das Da-
tenbankverwaltungssystem sowie die Zugriﬀstechnologie zur Realisierung, an-
gepasst auf Datenvolumen und Latenzanforderungen, zu nennen. Das Konzept
der Polyglot Persistence nach Sadalage & Fowler (2012, S. 133ﬀ.) kann auf DWH-
Systeme übertragen werden. Dieses sieht vor, in Abhängigkeit von technischen
und strukturellen Anforderungen einer Anwendungsdomäne das passende Da-
tenbanksystem zu wählen. Als Vorteile sind dabei u.a. die Reduktion der Kom-
plexität während der Entwicklung der Persistenzfunktionalität und der Daten-
nutzung zur Laufzeit sowie die technische Ausrichtung des Datenbanksystems
auf die Anwendungsdomäne zu nennen (Sadalage & Fowler 2012, S. 133ﬀ.). Die
ﬂexible Data-Mart-Architektur ist für Szenarien geeignet, in denen verschiedene
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Nutzergruppen in einemgemeinsamen Entscheidungskontext nicht nur hinsicht-
lich des nachfrageorientiertenDatenschemas, sondern auch bzgl. technischer und
nicht-funktionaler Aspekte variierende Anforderungen haben.
Flexibilität der Gestaltung Durch die Bildung eigenständiger Teilsystememit klar
abgegrenzten Aufgaben (Seperation of Concerns) können sich verändernde oder
neue Anforderungen ﬂexibel realisiert werden. Je nach Änderung ist die Anpas-
sung bzw. Erstellung einer oder mehrerer Systemkomponenten (erweiterte Da-
tenquelle, Datenintegration, Data Mart) notwendig. Durch parallele Anpassung
mehrerer Systembestandteile sowie die Speziﬁkation stabiler Schnittstellen kann
die Entwicklungszeit zudem reduziert werden.
Flexibilität der Datenbereitstellung Flexibilität besteht ebenfalls hinsichtlich der
Latenz zur Datenbereitstellung in den Data Marts. Erweiterte Datenquellen kön-
nen Änderungen operativer Daten unmittelbar in aufbereiteter Form an die Da-
tenintegration weitergeben. Entsprechend der heterogenen zeitlichen Anforde-
rungen erfolgen die Datenintegration sowie die nachfrageorientierte Bereitstel-
lung. Innerhalb der DataMarts kann zudem durch geeignete Technologieauswahl
die Latenz beeinﬂusst werden.
Datenquellen Die Erweiterung von Datenquellen zur angebotsorientierten Be-
reitstellung des aufbereiteten Exportschemas gestaltet sich bei externen Quellen
durch mangelnden Zugriﬀ auf die Implementierung problematisch. Durch Kap-
selung können diese um Extraktions- und Bereitstellungsfunktionalität erweitert
werden. Die Realisierung der inkrementellen Extraktion von Daten nach dem
PUSH-Prinzip erfordert jedoch Zugriﬀ auf die Implementierung. Komplexität
undAufwand zur angebotsorientiertenBereitstellung entscheidungsrelevanterDa-
ten in erweiterten Datenquellen sind von der Komplexität und der Größe des ver-
walteten Datenschemas abhängig. Klar abgrenzbare Datenstrukturen mit hand-
habbarer Reichweite erscheinen als geeignet.
Die ﬂexible Data-Mart-Architekur ist, zusammengefasst, für Szenarien geeignet, in
denen heterogene und über die Zeit variierende Nutzeranforderungen bzgl. Auf-
bereitung des zu analysierenden Datenschemas und der Latenzen zur Datenbe-
reitstellung bestehen. Eine klar abgegrenzte und homogene Anwendungsdomäne
ist vorteilhaft.
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5.3.3 Speziﬁkation von Komponenten für operativ-dispositive
Systeme
Als Grundlage für die Referenzarchitektur operativ-dispositiver AwS dient die in
Abschn. 5.3.2 vorgestellte ﬂexible Data-Mart-Architektur. Zielsetzung der zweiten
Ausbaustufe der Referenzarchitektur ist die Unterstützung der pDWH-Szenarien
(Kap. 3.5.2). Deshalbwird neben der Interpretation der ﬂexiblenData-Mart-Architek-
tur als Komponentenarchitektur auch die Integration mit Komponenten des
EU-Systems und des operativen Systems betrachtet.
Wie in Kap. 2.3 beschrieben, interagieren Komponenten basierend auf dem
Konzept der losen Kopplung. Aufgrund dessen können komponentenorientierte
AwS ﬂexibel an sich verändernde Anforderungen angepasst und um neue Funk-
tionalität erweitert werden (Sharp & Ryan 2005). Gerade zur Realisierung von an-
gemessenen Latenzen zur Datenbereitstellung (Anforderung A1), der ﬂexiblen
Anpassbarkeit (Anforderung A3) sowie der engeren Integration von operativem
und dispositivem Teilsystem (Anforderung A4) erscheint das komponentenorien-
tierte Paradigma geeignet. Bei Panian (2008) wird ebenfalls das komponentenori-
entierte, im Speziellen das serviceorientierte Paradigma, für DWH-Systememoti-
viert, wenn es darum geht, Analysen mit Fokus auf dem zugrundeliegenden Pro-
zess durchzuführen und ﬂexibel auf veränderte Anforderungen zu reagieren. Die
Bestandteile Erweiterte Datenquellen, Datenintegration und Data Marts der ﬂexilen
Data-Mart-Architektur erfüllen die Eigenschaften von Software-Komponenten und
werden als Komponententypen verstanden (vgl. Kap. 2.3). Jeder Komponenten-
typ stellt über eine wohldeﬁnierte Schnittstelle Dienste zur Durchführung einer
deﬁnierten Aufgabe bereit. Über die Schnittstellen werden das erweiterte Export-
schema, das integrierte Datenschema bzw. das Analyseschema (nachfrageorientierte
Datenschema) mit zugehörigen Operatoren angeboten. Die Komponententypen
sind bzgl. ihrer Funktionalität abgeschlossen und können als Einheit wiederver-
wendet werden. Das resultierende Konzept der Komponentenarchitektur ist als
abstraktes Beispiel in Abb. 5.2 dargestellt. Die Speziﬁkation der Komponenten
erfolgt generisch auf Typ-Ebene. Die Instanziierung erfolgt durch Parametrisie-
rung. Parameter können als Platzhalter (vgl. Abschn. 5.3.1) zur Anwendung von
Referenzmodellen verstanden werden. Schnittstellen werden soweit möglich ge-
nerisch speziﬁziert. Die im Folgenden angegebenen Schnittstellen sind auf funk-
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tionale Bestandteile beschränkt. Vor- und Nachbedingungen sowie qualitative Ei-
genschaften (z.B. Datensicherheit und Perfomance, vgl. Kap. 2.3.1) ergeben sich
z.T. erst aus dem konkreten Anwendungsfall und sind für die vorliegende Pro-
blemstellung zweitrangig.
Op. Datenverwaltung
Datenintegration
Op. Datenverwaltung Monitoring
OLAP-Bereitstellung OLAP-Bereitstellung OLAP-Bereitstellung
Datenintegration
Operative Steuerung
Entscheidungsuntersützung
CRUD-Bereitstellung
E E E E TT
Abkürzungen
T: Trigger
E: Datenexport
Datenübergabe
OLAP-Zugriff
Entscheidungsunterstützung
<<DataMart>> <<DataMart>> <<DataMart>>
<<DataManagement>> <<DataManagement>> <<DataManagement>>
<<Process>>
<<Integration>> <<Integration>> <<DecisionSupport>>
Logging
Abb. 5.2: Referenzarchitektur operativ-dispositiver Anwendungssysteme
Erweiterte Datenquellenwerden umVerwaltungsfunktionen operativer Daten er-
weitert und zu Komponenten zur Operativen Datenverwaltung (<<DataManage-
ment>>, Datenkomponenten). Über ihre Schnittstelle zurCRUD-Bereitstellung wer-
den operative Funktionen bzgl. der verwalteten Datenstrukturen (i.d.R. CRUD-
Operationen; Create, Read, Update, Delete) angeboten. Komponenten zur operati-
ven Vorgangssteuerung (<<Process>>, Vorgangskomponenten) orchestrieren Da-
tenkomponenten zur Realisierung höherer Geschäftsfunktionalität. Komponenten
zur Verwaltung von Laufzeitinformationen (Monitoring-Komponenten) stellen ei-
nen Spezialfall der operativen Datenkomponente dar. Relevante Ablauﬁnforma-
tionen können über die Logging-Schnittstelle an die Monitoring-Komponente ge-
geben werden. Über die Export-Schnittstelle wird das aufbereitete Exportschema
angeboten. Die Bereitstellung erfolgt, wie in der ﬂexiblen Data-Mart-Architektur
beschrieben, multidimensional aufbereitet, jedoch nicht integriert. Kennzahlen
und Dimensionen werden auf Granularität einer Prozessinstanz zur Verfügung
gestellt. Für den Zugriﬀ auf das Exportschema wird die nachfolgende generische
Schnittstelle deﬁniert:
getOlapData(OlapDataType, OlapDataName, TID)
Über den Parameter OlapDataType wird der Zugriﬀ auf Kennzahl oder Dimensi-
on festgelegt. OlapDataName identiﬁziert das OLAP-Datenobjekt über seinen Be-
97
5 Referenzarchitektur prozessorientierter operativ-dispositiver Systeme
zeichner. TID legt die Prozessinstanz (Transaktions-ID) fest, für die die Daten ab-
zurufen sind.
Komponenten zurOLAP-Bereitstellung (<<DataMart>>) bilden sich aus denDa-
taMarts der ﬂexiblenData-Mart-Architektur. Sie übernehmendie Aufgabe der nach-
frageorientiertenDatenbereitstellung undwerden imWesentlichen durch dasmul-
tidimensionale Schema parametrisiert. Über die Schnittstelle zum OLAP-Zugriﬀ
werden dasmultidimensionale Analyseschema sowie die OLAP-Operationen (vgl.
Kap. 3.3.2) angeboten. Nutzer der Schnittstelle sind zum einen Präsentations-
werkzeuge zur interaktivenDatenanalyse durch Endanwender. Zumanderen kann
durch das EU-System die Analyse von Daten auch (teil-)automatisiert erfolgen.
EntscheidungsunterstützendeKomponenten (<<DecisionSupport>>) bieten fach-
liche Entscheidungsfunktionen über die gleichnamige Schnittstelle an. Grund-
sätzlich können auch seitens der Vorgangskomponenten Schnittstellen zur Steue-
rung angeboten und von EU-Komponenten genutzt werden (in Abb. 5.2 nicht dar-
gestellt).
Komponenten zur Datenintegration (<<Integration>>) übernehmen die Auf-
gabe der Integrationsschicht der ﬂexiblen Data-Mart-Architektur. Sie nutzen die
Export-Schnittstelle der Datenkomponenten zum Zugriﬀ auf aufbereitete Daten-
sätze. Durch die unabhängige, angebotsorientierte Datenbereitstellung kann die
Datenintegration ﬂexibel an neue Anforderungen angepasst werden. NachDurch-
führung der instanzspeziﬁschen Datenintegration werden die entscheidungsrele-
vanten Daten (OlapData) über die Schnittelle zurDatenübergabe an die Data-Mart-
Komponenten übergeben. Die Erweiterung des Datenbestandes von Data Marts
erfolgt inkrementell. Die Schnittstelle zur Datenübergabe wird dazu wie folgt spe-
ziﬁziert:
pushOlapData(OlapData, TID)
Auslöser der Datenintegration sind Ereignisse in operativen oder in Data-Mart-
Komponenten. In Datenkomponenten können hierzu fachliche (z.B. Abbruch ei-
ner Bestellung) und zeitbezogene Ereignisse (z.B. feste Zeitpunkte oder Zeitspan-
nen), in Monitoring-Komponenten technische Ereignisse (z.B. Ausnahmeverhal-
ten in oder Abbrüche von Prozessinstanzen) und in Data-Mart-Komponenten ad-
hoc Ereignisse (ad-hoc Nutzeranfragen) deﬁniert werden. Ebenso sind Ereignisse
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in einer EU-Komponente (z.B. bestimmte Analyseergebnisse) oder im Ablauf von
Vorgangskomponenten denkbar. Ereignisse bieten auf konzeptueller Ebene die
Möglichkeit, den richtigen Zeitpunkt zur Datenbereitstellung zu deﬁnieren. Das
Auslösen der Datenintegration erfolgt über die nachfolgend speziﬁzierte Trigger-
Schnittstelle:
trigger(ProcessState, TID)
Neben der Prozessinstanz (TID) stellt der Prozesszustand (ProcessState) ei-
nen wichtigen Input dar. Anhand des Zustands ist die Verfügbarkeit der mult-
idimensionalen Teilstrukturen ableitbar. Als Beispiel ist die Datenintegration auf-
grund einer verzögerten Lieferung zu nennen. Datensätze bzgl. Abrechnung oder
Zahlung sind zum Zeitpunkt der Datenintegration noch nicht verfügbar und so-
mit nicht Teil des Integrationsprozesses.
5.3.4 Anwendung der Referenzarchitektur auf die Fallstudie Mobility
Provision
Die Anwendung der Referenzarchitektur auf die FallstudieMobility Provision ist in
Abb. 5.3 dargestellt und erfolgt im Wesentlichen durch Analogiekonstruktion (vgl.
Abschn. 5.3.1). Das Anwendungsmodell zur Fallstudie stimmt so mit Bezug zur
Trennung in angebots- und nachfrageorientierte Datenbereitstellung mit der ﬂe-
xiblen Data-Mart-Architektur, in Bezug auf Komponententypen sowie deren Inter-
aktion mit der Referenzarchitektur operativ-dispositiver AwS überein. Schnittstellen
werden durch Parametrisierung der Platzhalter angepasst.
Zur Steuerung der Durchführung der Aufgaben von Vertriebskanal und Auf-
tragsverwaltung ist jeweils eineVorgangskomponente (<<Process>>) deﬁniert. Auf
weitere Strukturierung dieser Komponenten wird verzichtet. Zur Verwaltung von
Stammdaten sind die Komponenten Kundendaten, Vertriebsdaten,Mietmodelle und
eCar-Daten speziﬁziert. Die Verwaltung von Transaktionsdaten erfolgt über die
Komponenten Buchungsdaten,Mietprozessdaten und Forderungsdaten. Ablauﬁnfor-
mationen zu den Prozessen werden in der Monitoring-Komponente Ablaufda-
ten verwaltet. Diese Datenkomponenten werden über ihre CRUD-Schnittstelle zur
Realisierung der Vertriebs- bzw. Auftragsverwaltungsfunktionalität orchestriert
(Auftragsverwaltung: gestrichelte Linie, Vertrieb: einfache Linie als Schnittstellen-
beziehung).
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Abb. 5.3: Komponentenarchitektur zur FallstudieMobility Provision
Für die in Kap. 4.4 vorgestellten Entscheidungsszenarien sind im dispositiven
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Teilsystem der Architektur jeweils ein DataMart (<<DataMart>>) sowie eine zuge-
hörige Komponente zur Datenintegration (<<Integration>>) speziﬁziert. Nach-
folgende Erläuterungen erfolgen auf Basis des Entscheidungsszenarios zur Ver-
triebsgestaltung: Für die Data-Mart-Komponente Vertriebsgestaltung werden OLAP-
Datensätze der operativen Komponenten Kundendaten, Vertriebsdaten,Mietmodel-
le, eCar-Daten und Buchungsdaten benötigt. Diese werden über die Export-Schnitt-
stellen abgegriﬀen. Exemplarisch werden hierzu die Schnittstellen der Kompo-
nenten Vertriebsdaten und Buchungsdaten beschrieben. Code 5.1 zeigt die Speziﬁ-
kation der Vertriebsdaten-Komponente. Zulässige Parameter sind durch Enumera-
tions (enum) angegeben. Es werden lediglich Dimensionsstrukturen (OlapData-
Type) bereitgestellt. Diese werden für Callcenter-Mitarbeiter (CCSTUFF) sowie für
die Vertriebsart (SALESTYPE) gebildet.
1 % unterstützte Arten des OLAP-Datensatzes
2 public enum OlapDataType {DIMENSION}
3
4 % unterstützte Bezeichner des OLAP-Datensatzes
5 public enum OlapDataName {CCSTUFF, SALESTYPE}
6
7 % Methode der OLAP-Schnittstelle
8 public OlapData getOlapData(OlapDataType olapDataType ,
9 OlapDataName olapDataName ,
10 int tid)
Code 5.1: Export-Schnittstelle der Komponente Vertriebsdaten
In Code 5.2 ist die Schnittstellenspeziﬁkation der Komponente Buchungsdaten
dargestellt. Neben Dimensionen (Buchungszeit, BOOKINGTIME, Zeile 5) können
auch Kennzahlen (FACT) abgerufen werden.
1 % unterstützte Arten des OLAP-Datensatzes
2 public enum OlapDataType {FACT, DIMENSION}
3
4 % unterstützte Bezeichner des OLAP-Datensatzes
5 public enum OlapDataName {BOOKINGTIME ,
6 NUM_OFFERS , NUM_BOOKINGS}
7
8 % Methode der OLAP-Schnittstelle
9 public OlapData getOlapData(OlapDataType olapDataType ,
10 OlapDataName olapDataName ,
11 int tid)
Code 5.2: Export-Schnittstelle der Komponente Buchungsdaten
Zeile 6 zeigt als Kennzahlen die Anzahl der getätigtenAngebote in einer Transakti-
on (NUM_OFFERS) sowie die resultierende Anzahl der Buchungen (NUM_BOOKINGS).
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Das Szenario Vertriebsgestaltung der Fallstudie ist strukturorientiert. Als solches
wird die Latenz zur Datenbereitstellung als unkritisch eingestuft. Als Auslöser der
Datenintegration wird der Abschluss einer Vertriebstransaktion festgelegt. Der
Aufruf erfolgt mit dem Prozesszustand und der Transaktionsnummer (Code 5.3).
1 % unterstützte Prozesszustände
2 public enum ProcessState {SALES_FINISHED}
3
4 % Methode der Triggerschnittstelle
5 public void trigger(ProcessState processState , int tid)
Code 5.3: Schnittstelle der Datenintegration zum Szenario Vertriebsgestaltung
In analoger Form können Schnittstellen für das Szenario Auslastungsgestaltung
angegeben werden. Unterschiede liegen v.a. in der Nutzung der operativen Kom-
ponenten. Grundlage des Szenarios bildet die Analyse der aktuell gebuchten Aus-
lastung an den jeweiligen Leihstationen. Als Kennzahlen können die Anzahl der
Buchungen oder daraus abgeleitet dieBuchungsquote (DatenkomponenteBuchungs-
daten) in Bezug zu Dimensionen wie Standortgeographie (Datenkomponente eCar-
Daten) oder Buchungszeiträume gesetzt werden. Letztere können beispielsweise
Buchungen Urlaubs- oder Ferienzeiten zuordnen. Zur Analyse der Auslastung
wird die Data-Mart-Komponente Auslastungsanalyse speziﬁziert. Mögliche abge-
leitete Reaktionen sind individuelle Angebote an Kunden, um das Fahrzeug an
unterversorgten Stationen abzugeben, oder das Auslösen eines Serviceprozess zur
Umverteilung der Flotte.
Die Komponenten zur Angebotserweiterung leiten sich aus dem Szenario An-
gebotserweiterung ab, das in Kap. 7.6.2 noch vertiefend eingeführt wird. Neben
Data Mart und Datenintegration ist auch eine Komponente zur automatisierten
Entscheidungsunterstützung vorgesehen (<<DecisionSupport>>). Die Entschei-
dung zur Angebotserweiterung erfolgt automatisiert. Die fachliche Schnittstel-
le der Entscheidungskomponente ist in Code 5.4 dargestellt. Aus dem automa-
tisierten Ablauf des Vertriebsprozesses erfolgt der Aufruf mit Kundenparame-
tern (Customer). Die Durchführung der Entscheidung, ob ein Kundenangebot
erweitert wird, basiert auf einem multidimensionalen Datenbestand. Auf diesen
wird über die Schnittstelle OLAP-Zugriﬀ zugegriﬀen. Anhand von Kundendaten
und abgeschlossenen Mietprozessen vergleichbarer Kunden wird die Entschei-
dung getroﬀen und an den Vertriebsprozess zurückgegeben. Die Ausgestaltung
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der Schnittstellen der operativen Komponenten sowie der Datenintegration er-
folgt in analoger Form zum Szenario Vertriebsgestaltung.
1 % Methode zur Angebotsindividualisierung
2 public Boolean decideOfferExtension(Customer customer)
Code 5.4: Schnittstelle der Entscheidungskomponente zur individuellen
Angebotserweiterung
5.4 Konzeption der Komponenten des prozess-
orientierten DWH-Systems aus Innensicht
Nachfolgendwird die Funktionalität der in Abschn. 5.3.3 vorgestellten Komponen-
tentypen des pDWH-Systems aus Innensicht betrachtet. Die Struktur der Ausar-
beitung orientiert sich am Prozess der Datenbereitstellung, startend mit der Ver-
waltung operativer Daten und der angebotsorientiertenDatenbereitstellung inDa-
tenkomponenten hin zur nachfrageorientierten Bereitstellung in den Data Marts.
5.4.1 Angebotsorientierte Datenbereitstellung durch operative
Komponenten
Neben der Verwaltung operativer Daten zählen die Datenextraktion sowie die an-
gebotsorientierte Datenbereitstellung zu den Aufgaben operativer Datenkompo-
nenten. Ein Konzept zum Funktionsablauf von der Extraktion bis hin zu deren
Bereitstellung in multidimensionaler, nicht integrierter Form ist in Abb. 5.4 dar-
gestellt und Gegenstand der nachfolgenden Betrachtung. Der komponenteninter-
ne Ablauf besteht aus den Phasen Extraktion und angebotsorientierte Datenbereit-
stellung.
Extraktion operativer Daten Im Rahmen der automatisierten Durchführung von
Geschäftsprozessen übernimmt eine Datenkomponente die persistente Verwal-
tung operativer Daten, auf die von Vorgangskomponenten über CRUD-Operatio-
nen zugegriﬀen wird. Diese Nutzung operativer Daten bildet den Ausgangspunkt
der Datenextraktion im pDWH-System, wie in Abb. 5.4 gezeigt. Relevant sind
schreibende Zugriﬀe auf operative Daten. Werden diese erzeugt (create) oder ak-
tualisiert (update), erfolgt auch die Aktualisierung des multidimensionalen Da-
tenbestandes innerhalb der Datenkomponente. Prüfung der Zugriﬀsoperation,
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Prüfen Zugriffs-
 operation
Zugriffs-
operation
ID
Transaktion
[keine Datenextraktion]
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Op. Datensatz
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Routinen 
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<<MetaDataStore>>
Zusatzparameter
<<OLAPStore>>
OLAP-Datensatz
angebotsorientierte
Datenbereitstellung
<<parallel>>
Speichern
Datensatz
Extraktion
Bereinigung
op. Datensatz
Op. Datensatz
Abb. 5.4: Komponenteninterne, angebotsorientierte Datenbereitstellung
Extraktion und Bereitstellung der Daten erfolgt auf Ebene von Transaktionsinstan-
zen (TID) in einem separaten Prozess. Durch rein lesenden Zugriﬀ (Aktivität: Ex-
trahieren des operativen Datensatzes) auf den operativen Datenbestand (<<Operatio-
nalStore>>) wird der Einﬂuss auf die operativeDatenverwaltung gering gehalten.
Angebotsorientierte Datenbereitstellung In die Phase der angebotsorientierten Da-
tenbereitstellung fällt zunächst die Aufgabe der semantischen Datenbereinigung.
In der generischen Schichtenarchitektur (Kap. 3.2.2) ist die semantische Bereini-
gung von operativen Daten der Integrationsschicht zugeordnet. Die Trennung in
angebots- und nachfrageorientierte Datenbereitstellung der ﬂexiblen Data-Mart-
Architektur macht die Verlagerung in das angebotsorientierte Teilsystem notwen-
dig. Als typische semantische Schwächen sind fehlende, fehlerhafte oder inkonsis-
tente Werte innerhalb eines multidimensionalen Datensatzes zu nennen
(Golfarelli & Rizzi 2009, S. 16f.). Auch zur Reduktion der Latenz müssen die
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multidimensionalen Datensätze bei Zugriﬀ der Integrationskomponente in be-
reinigtem, fehlerfreiem Zustand vorliegen. Nach der Bereinigung des operativen
Datensatzes erfolgt die multidimensionale Aufbereitung. Hierzu werden ergän-
zende Metadaten (<<MetaDataStore>>) benötigt. Zunächst sind Berechnungsrou-
tinen zur OLAP-Aufbereitung der operativen Daten notwendig. Nach dem Laden
der Routinen werden diese einzeln, ggf. nebenläuﬁg (<<parallel>>), parametri-
siert mit dem operativen Datensatz angewendet. Zur Anwendung sind ggf. wei-
tere Zusatzparameter notwendig. Ein Beispiel stellt der Aufbau einer Dimension
Kundengeographie dar. Zwar ergibt sich der Wohnort eines Kunden aus dem ope-
rativen Datensatz, zur Zuordnung vonWohnort zu Landkreis oder zu Bundesland
sind jedoch weitere Informationen notwendig. Nach erfolgreicher Berechnung ei-
nes OLAP-Datensatzes wird dieser, identiﬁziert über seine Transaktionsinstanz
(TID), persistent gespeichert (<<OLAPStore>>). Zur Speicherung erscheint das
Key-Value-Paradigma als geeignet.
5.4.2 Integration multidimensionaler Datensrukturen
Auch die Ablauﬂogik einer Komponente zur Datenintegration kann, wie in Abb.
5.5 dargestellt, generisch beschrieben werden. In Kap. 3.2.2 wird neben der be-
reits thematisierten semantischen auch die syntaktische Bereinigung (auch Trans-
formation genannt) in den Aufgabenbereich der Integrationsschicht eingeordnet.
Zielsetzung ist es, Daten aus heterogenen Quellen in ein einheitliches Format zu
transformieren, um u.a. deren Vergleichbarkeit zu ermöglichen (Bauer & Günzel
2013, S. 57). Die Reichweite eines pDWH-Systems wird durch einen Geschäfts-
prozesstyp begrenzt. Innerhalb dieser Grenzen wird von weitgehend homogenen
Strukturen ausgegangen, so dass syntaktische Transformationen, wie das Anglei-
chen vonDatentypen oderDatumsangaben, nicht notwendig erscheinen. Die Pha-
se der Integration ist somit auf das Zusammenführen relevanter OLAP-Datensätze
fokussiert, die angebotsorientiert von operativen Datenkomponenten zur Verfü-
gung gestellt werden. Voraussetzung ist das Vorliegen der Daten auf gleicher Gra-
nularität. Hier wird im Wesentlichen zwischen Kennzahlen bzw. Dimensionen
unterschieden, die entweder auf Granularität des gesamten Prozesses (Prozess-
ergebnis) oder einzelner Prozessschritte (Ablauﬁnformationen) vorliegen. Bei Aus-
lösung des Prozesses der Datenintegration werden Prozesszustand und Trans-
aktions-ID (vgl. Abschn. 5.3.3) als Parameter übergeben. Zur Integration wird zu-
nächst das zu erstellende Ziel-Datenschema (<<MetaDataStore>> Zielstrukturen)
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gelesen. Über den Prozesszustand wird die Verfügbarkeit bzw. die Notwendigkeit
von Bestandteilen des zu erstellenden multidimensionalen Datensatzes geregelt.
Der Zugriﬀ auf die jeweiligen Bestandteile des multidimensionalen Datensatzes
kann nebenläuﬁg erfolgen. Über das Allokationsschema (<<MetaDataStore>>
Schemaallokation) wird die Adressierung operativer Komponenten verwaltet, über
die anhand der TID der jeweiligeOLAP-Datensatz abgerufenwird. Nach Vorliegen
aller multidimensionaler Teile werden diese zu einem multidimensionalen Daten-
satz integriert. Nach erfolgter Integration wird der multidimensionale Datensatz
an die relevanten Data-Mart-Komponenten bzw. deren multidimensionale Daten-
struktur übergeben. Adressen der Zielkomponenten werden hierzu aus den ent-
sprechenden Metadaten (<<MetaDataStore>>) ausgelesen.
Lesen Ziel-
strukturen (Zustand)
Prozess-
zustand
ID
Transaktion
Lokalisierung
Teilstruktur
Adressierung
Lesen OLAP-
Datensatz (TID)
OLAP-Datensatz
[Datensatz übergeben]
<<MetaDataStore>>
Schemaallokation
<<OLTPKomponente>>
OLAP-Datensatz
<<parallel>>
Integration
Zielstrukturen
[verfügbar]
<<MetaDataStore>>
Zielstrukturen
Integration
multidim. Datensatz
<<TemporalStore>>
multidim. Datensatz
<<MetaDataStore>>
Data Marts
Lesen
Ziel-Data-Marts
DM-Adressierung
Übergabe
multidim. Datensatz
<<DataMart>>
multidim. Datenstruktur
<<parallel>>
Abb. 5.5: Komponentenübergreifende Datenintegration
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5.4.3 Nachfrageorientierte Datenbereitstellung in Data Marts
Data-Mart-Komponenten übernehmen einen integriertenmultidimensionalenDa-
tensatz und stellen diesen historisiert und nachfrageorientiert den zugeordneten
Nutzern bereit. Die Phasen der Historisierung und der Datenbereitstellung werden
nachfolgend allgemein erläutert.
Historisierung multidimensionaler Datensätze Zur Analyse von Kennzahlen im
Zeitablauf werden diese mit einer oder mehrerer Zeitdimensionen in Beziehung
gesetzt. Die Dimension Zeit wird im Integrationsprozess bereits zugeordnet und
aus entsprechenden Datenkomponenten abgegriﬀen. Die Historisierung des Da-
ta Marts bezieht sich im Wesentlichen auf Dimensionsstrukturen. Auch für die-
se ergibt sich mitunter die Notwendigkeit, Veränderungen auf Instanzebene zu
verwalten (Hahne 2012). Dadurch wird es ermöglicht, Kennzahlen im aktuellen
Kontext, im Kontext ihrer Entstehung oder in einem vergangenen Kontext zu be-
werten (Bauer & Günzel 2013, S. 233). Hierzu ist in der Phase der Historisierung
die passende Historisierungsstrategie zu wählen und auf den multidimensionalen
Datensatz anzuwenden. Die geeignete Strategie ist dabei vom Analyse- und Be-
richtsbedarf der jeweiligen Nutzer abhängig (Hahne 2012). Bei Kimball (2009, S.
389ﬀ.) werden für das Star-Schema drei grundlegende Strategien unter dem Be-
griﬀ Slowly Changing Dimension vorgestellt. Die Unterschiede liegen v.a. in der
Dokumentation der Klassiﬁkationshistorie. Typ 1-Dimensionen führen keineHis-
torie und überschreiben bestehende Werte bei Veränderungen, während Typ 2-
Dimensionen die vollständige Historie mit Gültigkeitsaussagen dokumentieren.
Typ 3-Dimensionen bilden den aktuellen und den Vorgängerwert einer Hierar-
chiestufe ab (Kimball 2009, S. 389ﬀ.).
Nachfrageorientierte Datenbereitstellung Der historisierte Datensatz wird zur
nachfrageorientiertenDatenbereitstellung in den entsprechenden persistentenDa-
tenbestand übernommen. Die Erweiterung erfolgt inkrementell. Zur Realisierung
der multidimensionalen Datenstruktur sowie der OLAP-Operationen stehen al-
ternative Konzepte auf logischer und technischer Ebene zur Verfügung. Die Aus-
wahl erfolgt in Abhängigkeit von den Nutzeranforderungen (vgl. Abschn. 5.3.2).
Dies wird durch den Bezeichner nachfrageorientiert nochmals verdeutlicht. Nach-
folgend sind nur einige Aspekte der Gestaltung der Innensicht einer Data-Mart-
Komponente genannt. Zur Realisierung des multidimensionalen Datenmodells
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sowie der OLAP-Zugriﬀe stellt neben ROLAP, MOLAP und HOLAP (vgl. Kap.
3.3.3) auch die Realisierung auf Basis neuartiger NoSQL-Datenbankverwaltungs-
systeme und -Technologien eine Alternative dar. Anhand der Anforderungen so-
wie anhand zu verwaltender Datenstrukturen ist hier eine passende Auswahl zu
treﬀen. Das in einem Data Mart verwaltete Datenvolumen sowie damit assozi-
ierte Anforderungen, beispielsweise an das Antwortzeitverhalten, bilden weitere
Einﬂussgrößen auf die Gestaltung. Als Möglichkeit zur Verbesserung der Anfra-
geperformance sind materialisierte Sichten mit voraggregierten Daten, wie bei-
spielsweise bei Golfarelli & Rizzi (2009, S. 257ﬀ.) beschrieben, zu nennen. Eben-
so kann die Verwendung von Hauptspeichertechnologien, wie beispielsweise in
verwandten technischen Arbeiten unter Abschn. 5.2 ausgeführt, eine Verbesse-
rung des Antwortzeitverhaltens bewirken. Je nach Realisierungsform des mult-
idimensionalen Datenmodells stehen speziﬁsche Möglichkeiten zur Realisierung
nicht-funktionaler Anforderungen zur Verfügung. Auf eine detaillierte Betrach-
tung aller Gestaltungsparameter wird mit Verweis auf die Zielsetzung der Arbeit
verzichtet.
5.5 Integration prozess- und themenorientierter Data-
Warehouse-Systeme
In Abschn. 5.1 wird unter Anforderung A5 die Integrierbarkeit von pDWH-Syste-
men mit prozessübergreifenden themenorientierten DWH-Systemen gefordert.
Den Hintergrund dieser Anforderung stellt die angestrebte Aussagenkonsistenz
beider Systeme dar. In Kap. 3.5.1 ist die Abgrenzung sowie der Zusammenhang
zwischen themen- und prozessorientiertemDWH-Systemdargestellt. Ein pDWH-
System stellt einen Prozesstyp in denMittelpunkt. Innerhalb dieses Rahmenswer-
den durch Datensätze auf feiner Granularität und mit Prozessmerkmalen (z.B.
Ablauﬁnformationen) sowohl das struktur- als auch das verhaltensorientierte
pDWH-Szenario unterstützt. Das themenorientierte DWH-System betrachtet ein
System von Prozessen und ist klassisch auf die strategische Entscheidungsunter-
stützung ausgerichtet. Die Betrachtung eines Systems von Prozessen und damit
heterogener Quellsysteme in themenorientierten DWH-Systemen rückt die Not-
wendigkeit der syntaktischen und semantischen Bereinigung bei Integration der
Daten verstärkt in den Fokus. Die Daten eines themenorientierten DWH-Systems
werden zudem i.d.R. auf einem höheren Aggregationslevel sowie ohne Prozess-
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merkmale verwendet. Der Unterschied zwischen beiden Systemen kann zusam-
menfassend über die (i) heterogene Reichweite, (ii) den heterogenen Aggregati-
onsgrad sowie (iii) die Verwendung von Prozessmerkmalen beschrieben werden.
Konzepte zur Integration werden auf Basis der ﬂexiblen Data-Mart-Architektur
(vgl. Abschn. 5.3.2) eingeführt. Bei Sinz et al. (2001) wird die Ausrichtung ei-
nes DWH-Systems an der Führungs- und Organisationsstruktur eines Unterneh-
mens als Gestaltungsmerkmal gefordert. Dies wird aufgegriﬀen und auf die Inte-
grationslösung übertragen. Aus der organisationalen Nutzung der beiden DWH-
Systemtypen kann eine hierarchische Struktur abgeleitet werden. Diese Bezie-
hung wird auch durch die regelkreisorientierte Einordnung beider Systeme, wie
in Kap. 3.5.2 beschrieben, deutlich. Während das pDWH-System als Hilfsregel-
strecke der GP-Lenkung eingeordnet wird, bildet das themenorientierte DWH-
System die Hilfsregelstrecke des hierarchisch übergeordneten Regelkreises. Die-
se Einordnung wird durch weitere Kriterien bestätigt: Während das unterneh-
mensweite DWH-System damit nur wenigen Nutzern auf strategischer oder tak-
tischer Managementebene zur Verfügung steht, entstammen die Zielgruppen ei-
nes pDWH-Systemsmehrheitlich der untergeordneten operativen und taktischen
Ebene. Auch die Betrachtung der Reichweite (System von Prozessen vs. einzelner
Prozess) sowie der heterogenen Granularität der Daten beider Systeme unterstrei-
chen die hierarchische Beziehung. Aufbauend auf demKonzept des hierarchischen
DWH-Systems nach Sinz &Ulbrich-vomEnde (2010) erfolgt die Integration der ﬂe-
xiblen Data-Mart-Architektur und themenorientierter DWH-Systeme. Die hierar-
chische DWH-Architektur ermöglicht die Zusammenführung heterogener Daten-
bestände und die Einbindung externer Datenquellen (Sinz & Ulbrich-vom Ende
2010). Die ﬂexible Data-Mart-Architektur bietet mit der angebotsorientierten und der
nachfrageorientierten Datenbereitstellung zwei Ansatzpunkte zur Integration.
In Abb. 5.6 ist die Integration über die angebotsorientierte Datenbereitstellung
und damit über die Schnittstelle aufbereitetes Exportschema dargestellt. Die vom
themenorientierten DWH-System benötigten (ggf. multidimensional aufbereite-
ten) Daten werden auf Granularität des prozessorientierten Systems abgegriﬀen.
Syntaktische und semantische Bereinigung, Integration und Historisierung der
Daten stellen zentrale Aufgaben des ETL-Prozesses (Extraktion-Transformation-
Laden) des themenorientierten Systems dar.
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Abb. 5.6: Angebotsorientierte Datenbereitstellung zur Integration themen- und
prozessorientierter Data-Warehouse-Systeme
Abb. 5.7 zeigt die Integration der beiden Systemtypen über die nachfrageorien-
tierte Datenbereitstellung. Das themenorientierte DWH-System wird dabei als Nut-
zer des pDWH-Systems interpretiert. Entsprechend ist ein separates Data Mart
vorgesehen, das Daten in der benötigten, lokal integrierten Form für das nutzende
System bereitstellt. ETL-Aufgaben der semantischen und syntaktischen Bereini-
gung, der lokalen Integration, der Historisierung sowie der Voraggregation kön-
nen in das pDWH-System vorgelagert werden. Die damit verbundene Modulari-
sierung kann zur Komplexitätsbeherrschung im ETL-Prozess beitragen.
Beide Formen der Integration können anhand der Schemaarchitektur prozess-
orientierter Daten weiter charakterisiert werden. Die Architektur des prozessori-
entierten Analyseschemas ist in Abb. 5.8 dargestellt. Als Grundlage dient die Ar-
chitektur verteilter Datenschemata nach Kemper & Eickler (2013, S. 487ﬀ.) bzw.
Dadam (1996, S. 88ﬀ.). Das globale prozessorientierte Analyseschema stellt ein zen-
trales, integriertes multidimensionales Datenschema dar, aus dem die Anforde-
rungen heterogener Zielgruppen bedient werden können. Durch Projektion wird
einData-Mart-speziﬁsches Analyseschema abgeleitet. Aggregationsgrad, Syntax, Se-
mantik, Historisierung und Integration der Daten richten sich dabei nach der je-
weiligen Zielsetzung. Bei der Integration des themenorientierten DWH-Systems
über die nachfrageorientierte Datenbereitstellung kann auf eine Datenstruktur
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Abb. 5.7: Nachfrageorientierte Datenbereitstellung zur Integration themen- und
prozessorientierter Data-Warehouse-Systeme
mit genannten Charakteristika zurückgegriﬀen werden. Partitionierungs- und Al-
lokationsschema beschreiben die Aufteilung des globalen Analyseschemas sowie des-
sen Verteilung auf erweiterte Datenquellen (bzw. operative Datenkomponenten). In
den lokalen Komponentenschemata liegen die multidimensionalen Daten in nicht
integrierter, nicht historisierter und nicht voraggregierter Form vor. Zur angebots-
orientierten Integration sind die benötigten Daten aus den jeweiligen Komponen-
ten bzw. den multidimensionalen Komponentenschemata zusammenzuführen.
Globales prozessorientiertes Analyseschema
Globales Partitionierungsschema
Globales Allokationsschema
Multidimensionales
Komponentenschema (1)
Multidimensionales
Komponentenschema (n)
Data-Mart
Analyseschema (1)
Data-Mart
Analyseschema (n)
Projektion
Integration
themenorient. DWH-System
als Nutzer
angebotsorientierte
Integration
Abb. 5.8: Kartierung der Integration themen- und prozessorientierter Data-
Warehouse-Systeme in der Architektur des Analyseschemas
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Die Auswahl der passenden Form der Integration ist im Einzelfall in Abhängig-
keit von der Speziﬁkation des ETL-Prozesses, weiteren Datenquellen und anderen
Kontextfaktoren zu entscheiden. Beide Formen schlagen eine hierarchische An-
ordnung von themen- und prozessorientiertemDWH-System vor. Durch Verwen-
dung des pDWH-Systems als Vorsystem übergreifender DWH-Systeme werden
Nutzeranfragen in beiden Systemen aus konsistenten Datenbasen heraus beant-
wortet und damit das Risiko widersprüchlicher Aussagen minimiert.
5.6 Zusammenfassung und Einordnung der Ergebnisse
Das vorgestellte Architekturkonzept wird nachfolgend zusammengefasst und ge-
gen die Anforderungen aus Abschn. 5.1 gespiegelt. Aufbauend auf einer generi-
schen, funktionsorientierten Architekturbeschreibung für DWH-Systeme wird in
einer ersten Ausbaustufe eine Referenzarchitektur für prozessorientierte DWH-
Systeme (ﬂexible Data-Mart-Architektur, Abschn. 5.3.2) konzipiert. In der zweiten
Ausbaustufe erfolgt die Integration mit operativem und EU-System zur kompo-
nentenorientierten Referenzarchitektur für operativ-dispositive Systeme (Abschn.
5.3.3). Grundlage der Konzeption bilden Anforderungen, die anhand der Literatur
sowie der pDWH-Szenarien (struktur- und verhaltensorientiert, Kap. 3.5.2) abge-
leitet sind.
Die ﬂexible Data-Mart-Architektur wird funktionsorientiert beschrieben. ZurRea-
lisierung der Datenbereitstellung mit angemessener Latenz (A1) sowie der ﬂexi-
blen Anpassbarkeit (A3) wird die Funktion der Datenbereitstellung anhand der
Markt-Metapher in ein angebots- sowie ein nachfrageorientiertes Teilsystem ge-
teilt. Zur angebotsorientierten Datenbereitstellung wird der Verantwortungsbe-
reich von Datenquellen v.a. um Extraktions- und Transformationsaufgaben er-
weitert. Zur nachfrageorientierten Datenbereitstellung und somit zur Informati-
onsversorgung verschiedener Nutzergruppen (A2) wird das etablierte Data-Mart-
Konzept angewendet. Die Brückenfunktion zwischen angebots- und nachfrage-
orientiertem Teilsystem übernimmt die Datenintegration, ausgelöst über fachli-
che Ereignisse in den verschiedenen Systembestandteilen. Für alle Komponenten
der ﬂexiblen Data-Mart-Architektur wird ein generisches, parametrisierbares Lö-
sungsverfahren angegeben, sodass die Anwendbarkeit in heterogenen betriebli-
chen Anwendungsdomänen im Sinne einer Referenzarchitektur möglich ist.
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Das Paradigma der komponentenorientierten Systembeschreibung wird zur
Realisierung der ﬂexiblen Data-Mart-Architektur sowie zu deren Integration (u.a.
bidirektionaler Datentransfer, Anforderung A4) mit operativem und EU-System
angewendet. Diese resultierende zweite Ausbaustufe der Referenzarchitektur ist
zur Realisierung operativ-dispositiver AwS geeignet. Für Aufgaben erweiterter Da-
tenquellen, derDatenintegration und derDataMartswerden abgeschlosseneKom-
ponententypen gebildet. Diese sind durch zu unterstützende Datenstrukturen pa-
rametrisierbar und können über generische Schnittstellen miteinander integriert
werden. Das Konzept der losen Kopplung fördert die ﬂexible Anpassbarkeit des
Systems. Der zentralen Zielsetzung der Komponentenorientierung,maximale Ko-
häsion bei minimaler Kopplung (siehe Kap. 2.3.2) wird auf Typ-Ebene durch klar
deﬁnierte Zuständigkeiten der Komponententypen begegnet. Innerhalb von Da-
tenkomponenten bilden sowohl das verwaltete Datenschema, operative CRUD-
Zugriﬀe sowie die angebotsorientierte Datenbereitstellung die Abgrenzung. Wei-
tere Komponententypen bilden sich anhand der Integrationsaufgabe, der Aufgabe
zur nachfrageorientierten Bereitstellung, der Entscheidungsunterstützung sowie
der operativen Vorgangssteuerung. Die Kopplung der Komponententypen bzw.
deren Interaktion ist klar deﬁniert und kann aus fachlicher Sicht als minimal an-
gesehen werden.
Eine zentrale Anforderung an die operativ-dispositive Referenzarchitektur stellt
die Datenbereitstellung und Reaktion mit angemessener Latenz (A1) dar. Ange-
messen ist nicht im Sinne von real-time zu verstehen, sondern richtet sich nach
den Anforderungen der jeweiligen Anwendung. Die Realisierung angemessener,
auch kurzer Latenz ist dabei im Wesentlichen von Entscheidungen auf techni-
scher Ebene beeinﬂusst. Die fachliche Referenzarchitektur bietet hierzu einen ge-
eigneten Rahmen, der jedoch bei Anwendung entsprechend technologisch aus-
zugestalten ist. Die Nutzung von In-Memory-Systemen wie SAPHANA (vgl. Kap.
5.2) zur persistenten Datenverwaltung der Architektur stellt eine mögliche Über-
legung dar. Je nach Anforderungen der konkreten Anwendung ergeben sich auch
Potenziale durch Anpassung der Referenzarchitektur. So beeinﬂussen Kompo-
nentenmit persistenter Datenhaltung sowie deren Interaktion über Schnittstellen
die Latenz. Die Trennung ist im Wesentlichen der Informationsversorgung ver-
schiedener Nutzergruppen geschuldet. Sofern diese Anforderung entfällt, besteht
Optimierungspotenzial der Latenz durchZusammenlegen der pDWH-Funktionen.
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Das vorgeschlagene Konzept zur Integration von prozess- und unternehmens-
weiten DWH-Systemen (Anforderung A5) basiert auf der ﬂexiblen Data-Mart-Ar-
chitektur. Auch hier bieten sowohl die angebots- als auch die nachfrageorientierte
Datenbereitstellung Ansatzpunkte zur hierarchischen Integration. Das zentrale
Unterscheidungskriterium ist die Auslagerung vonBereinigungs-,Historisierungs-
und Integrationsaufgaben aus dem themenorientierten DWH-System in das Vor-
system. Die Auswahl der vorgestellten Alternativen hängt vom konkreten Ein-
satzszenario ab. Die vollständige Realisierung eines themenorientierten DWH-
Systems auf Basis der vorgeschlagenen Referenzarchitektur erscheint hingegen
wenig sinnvoll. Dies kann durch abweichende Anforderungen, beispielsweise zur
Latenz der Datenbereitstellung, Flexibilität der Anpassung oder Integration mit
operativen Systemen begründet werden. Die Trennung in angebots- und nachfra-
georientierte Datenbereitstellung ist in themenorientiertenDWH-Systemen nicht
notwendig. Auch die Reichweite themenorientierter DWH-Systeme mit steigen-
der Komplexität der Integrationsaufgaben wirkt sich auf die Komplexität der ﬂexi-
blenData-Mart-Architektur aus. Etablierte Architekturen themenorientierterDWH-
Systeme haben aus praktischer Sicht ihre Eignung hierzu nachgewiesen. Zudem
ist von einem weitverbreiteten Einsatz themenorientierter DWH-Systeme auszu-
gehen, so dass die Integration dieser mit einem pDWH-System anstatt die Neu-
entwicklung im Fokus der Arbeit steht.
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Data-Warehouse-Systeme
Kapitelzusammenfassung: Kap.6 beschäftigt sich mit drei zentralen
Fragestellungen: (i) Welchem Strukturierungsprinzip sollte die Daten-
basis eines pDWH-Systemes folgen, um sowohl für das verhaltens-
als auch das strukturorientierte pDWH-Szenario anwendbar zu sein?
(ii) Welche inhaltlichen Anforderungen müssen von deren Daten er-
füllt werden, um Entscheidungen innerhalb dieser Szenarien angemes-
sen zu unterstützen? (iii) Wie können die notwendigen Daten inner-
halb der Referenzarchitektur aus Kap. 5 erfasst und bereitgestellt wer-
den? Grundlage der Konzeption bildet die BPMN als aktueller de facto-
Standard zur Modellierung von Workﬂows (Abschn. 6.1). Auf Basis der
BPMN sowie anhand der Literatur werden Anforderungen an Inhalt
und Struktur des pDWH-Datenschemas abgeleitet (Abschn. 6.2) und
gegen bestehende Forschungsarbeiten gespiegelt (Abschn. 6.3). Ausge-
hend von diesen Anforderungen sowie auf Grundlage des Metamodells
der BPMN wird ein generisches multidimensionales pDWH-Schema
konzipiert, das neben Ablaufdaten auch Dimensionen fachlicher Do-
mänen berücksichtigt (Abschn. 6.4). In Abschn. 6.5 erfolgt schließlich
die Zuordnung der Datenstrukturen zu Komponententypen der Refe-
renzarchitektur.
Das Kapitel basiert in Teilen auf der Veröﬀentlichung Benker (2016).
6.1 Grundlagen der Business Process Model and
Notation
DieBusiness ProcessModell andNotation (BPMN) stellt, als Speziﬁkation der Object
Management Group (OMG) (OMG 2011), eine verbreitete und von Modellierern
sowie Werkzeugherstellern anerkannte Prozessmodellierungssprache dar (Silver
2011, S. V). Als eine der dominanten graphischenModellierungssprachen für Pro-
zesse (im Speziellen für Workﬂows) (Pütz & Sinz 2010) wird die BPMN in dieser
Arbeit als Grundlage zur Ableitung multidimensionaler Schemata für pDWH-
Systeme eingesetzt. Hierzu werden nachfolgend Grundlagen zu Diagrammarten
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(Abschn. 6.1.1), Konformitätsklassen (Abschn. 6.1.2) und Metamodell (Abschn.
6.1.3) eingeführt.
6.1.1 Diagrammarten der Business Process Model and Notation
Die BPMN sieht die vier Diagrammarten Prozessdiagrammm, Kollaborationsdia-
gramm, Konversationsdiagramm und Choreographiediagramm vor (Weske 2012, S.
206). Gegenstand von pDWH-Systemen sind Ablaufdaten des Prozesses eines be-
trieblichen Objektes. In der Literatur wird dies durch den Begriﬀ Prozess Orches-
trierung (z.B. Weske 2012, S. 125) abgedeckt. Zur Modellierung von Orchestrie-
rungen mit der BPMN sind Prozessdiagramm und Kollaborationsdiagramm ge-
eignet (Weske 2012, S.206). Diese beiden Diagrammarten werden nachfolgend
im Detail vorgestellt. Das Choreographiediagramm dient der Speziﬁkation des
Interaktionsprotokolls zwischen betrieblichen Objekten (OMG 2011, S. 315), das
Konversationsdiagramm der Darstellung von Interaktionsstrukturen (OMG 2011,
S. 26). Beide Diagrammtypen liefern keinen zusätzlichen Beitrag zur Prozessana-
lyse.
• Prozessdiagramm (OMG 2011, S. 24): Ein Prozess ist nach dem Verständ-
nis der BPMN einem betrieblichen Objekt (Participant, Teilnehmer) zuge-
ordnet. Unterschieden wird dabei zwischen private und public process. Durch
den private process wird der Arbeitsablauf (Workﬂow) bzw. das Lösungsver-
fahren des Teilnehmers aus Innensicht beschrieben. Der public process fo-
kussiert auf die Außensicht des Prozesses und beschreibt damit lediglich
die Prozessbestandteile, die zur Interaktion mit benachbarten Teilnehmern
(anderen Prozessen) notwendig sind.
• Kollaborationsdiagramm (OMG 2011, S. 24, Weske 2012, S. 236ﬀ.): Die In-
teraktion zwischen (mindestens zwei) Teilnehmern ist Gegenstand des Kol-
laborationsdiagramms. Die Interaktion erfolgt über Nachrichtenﬂüsse zwi-
schen den Teilnehmern, die als Poolsmodelliert werden. Ein Kollaborations-
diagramm kann um die Prozessdiagramme (private oder public process) der
einzelnen Teilnehmer ergänzt werden. Alternativ ist auch die Darstellung
eines Teilnehmers ohne Prozessdetails (sog. Black Box) zulässig.
InAbb. 6.1 ist das KollaborationsdiagrammzurAuftragsverwaltung aus der Fall-
studie Mobility Provision (Kap. 4) dargestellt. Die Teilnehmer Vertriebskanal, Auf-
tragsverwaltung, Finanzwesen sowie Flotte sind in Form von Pools modelliert und
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Abb. 6.1: Kollaborationsdiagramm (public process) zur Auftragsverwaltung
interagieren über Nachrichtenaustausch. Für den Teilnehmer Auftragsverwaltung
ist das Prozessdiagramm als public process angegeben. Es beschreibt den Sequenz-
ﬂuss der Aktivitäten zur Interaktion mit den übrigen Teilnehmern. Diese sind als
Black Box speziﬁziert.
6.1.2 Konformitätsklassen der Business Process Model and
Notation
Die Speziﬁkation der BPMN sieht zudem drei Klassen vor, anhand derer sich die
Konformität von Werkzeugen mit Blick auf die Speziﬁkation bestimmen lässt. Je-
de Klasse deﬁniert alsMindestanforderung einenAusschnitt desOMG-Standards,
der von konformenWerkzeugen zu unterstützen ist. Nachfolgend werden die Kon-
formitätsklassen kurz vorgestellt:
• Process Modeling Conformance (OMG 2011, S. 2, Weske 2012, S. 207):Mit
dieser Klasse wird die Speziﬁkation von Prozess-, Kollaborations- und Kon-
versationsdiagrammen abgedeckt. Alternativ zur vollenProcessModeling Con-
formance werden drei abgestufte Sub-Klassen unterschieden:
– descriptive: enthält grundlegende Elemente der BPMN zur Prozessmo-
dellierung.
– analytic: erweitert die Elemente der Sub-Klasse descriptive und ist auf
erfahrene Modellnutzer ausgerichtet.
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– common executable: umfasst Elemente zur Speziﬁkation ausführbarer
Prozesse.
• Process Execution Conformance (Weske 2012, S.207): In dieser Klasse
werden Werkzeuge eingeordnet, die die Ausführungssemantik sowie den
Lebenszyklus von BPMN-Prozessen unterstützen. Die Klasse BPEL Process
Execution Conformance stellt einen Spezialfall dar. Hier verorteteWerkzeuge
unterstützen zusätzlich die Abbildung von BPMN-Prozessen auf die
ImplementierungsspracheWeb Services Business Process Execution Language
(WS-BPEL).
• Choreography Modeling Conformance (Weske 2012, S.207): Die Unterstüt-
zung von Choreographie- und Kollaborationsdiagrammen stellt die Voraus-
setzung zur Modellierung von Choreographien und zur Einordnung in die-
se Konformitätsklasse dar.
6.1.3 Das Metamodell der Business Process Model and Notation
DasMetamodell der BPMN ist auf die für die Arbeit relevantenAspekte beschränkt
und anhand der Konformitätsklassen aus Abschn. 6.1.2 abgegrenzt. Zielsetzung
eines pDWH-Systems stellt die Bereitstellung entscheidungsrelevanter Prozess-
daten dar. Als relevant werden der Prozessablauf sowie die Interaktion zwischen
Teilnehmern angesehen, wie in Kollaborations- und Prozessdiagrammen (vgl. Ab-
schn. 6.1.1) beschrieben. Das Metamodell wird somit auf die Unterstützung der
Elemente der KlasseProcessModeling Conformance eingegrenzt. Zur Beherrschung
der Komplexität des BPMN-Metamodells erfolgt die Einschränkung zunächst auf
die Sub-KlasseDescriptive Conformance. Diese enthält alle grundlegenden Elemen-
te zur Abbildung eines Prozesses sowie dessen Interaktion mit in Beziehung ste-
henden Teilnehmern. Eine Diskussion zur Untersützung der vollen Process Mo-
deling Conformance erfolgt in Abschn. 6.4.4. Abb. 6.2 zeigt das resultierende, hin-
sichtlich der Zielsetzung der Arbeit verkürzte Metamodell der BPMN, Abb. 6.3
die zugehörigen graphischen Darstellungen. Die Bestandteile des Metamodells
werden nachfolgend eingeführt.
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Abb. 6.3: Graﬁsche Syntax der Business Process Model and Notation (OMG 2011)
(eigene Zusammenstellung)
Flow Objects
Als Flow Objects (im Metamodell in Abb. 6.2 als FlowNode bezeichnet) werden die
zentralen Elemente zur Modellierung des Prozessverhaltens verstanden. Es wer-
den Aktivitäten (Activities), Gateways und Ereignisse (Events) diﬀerenziert:
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Aktivitäten Aktivitäten stellen Arbeitsschritte innerhalb eines Prozesses dar. Da-
bei werden die Spezialisierungen Task, Sub-Process und Call Activity unterschie-
den. Die graﬁsche Repräsentation der Elemente ist in Abb. 6.3a dargestellt. Atoma-
re Aktivitäten (als Task bezeichnet) können nicht weiter verfeinert werden (Weske
2012, S. 212). Über Sub-Typen können sie näher speziﬁziert werden. Die relevan-
ten Sub-Typen der Descriptive Modeling Conformance werden nachfolgend vorge-
stellt:
• UserTask (Weske 2012, S. 38): Die Durchführung der Aktivität erfolgt teil-
automatisiert. Der personelle Aufgabenträger arbeitetmit Unterstützung ei-
nes AwS bzw. eines Workﬂow-Management-Systems.
• ServiceTask (Weske 2012, S. 38): Die automatisierte Durchführung einer
Aufgabe wird als ServiceTask beschrieben.
• Send-/ReceiveTask (OMG 2011, S. 160ﬀ.): Über einen SendTask wird der
Nachrichtenversand an einenTeilnehmermodelliert. Über einenReceiveTask
wird analog der Nachrichtenempfang speziﬁziert.
Ein Sub-Prozess stellt eine Aktivität innerhalb eines übergeordneten Prozesses
dar und kann selbst wiederum als Prozess beschrieben werden. Die Darstellung
innerhalb des Prozessdiagramms kann erweitert (expanded) oder nicht erweitert
(collapsed) erfolgen (Silver 2011, S. 21). Der Aufruf unabhängiger, beispielsweise
wiederverwendbarer (Teil-)Prozesse wird über das ElementCall Activitymodelliert
(Silver 2011, S. 38f.). Die Speziﬁkation der aufgerufenen Prozesse erfolgt dabei in
separaten Diagrammen.
Gateways Die Steuerung des Prozessablaufs erfolgt über Gateways (Abb. 6.3b)
(OMG 2011, S. 287). Ein ExclusiveGateway beschreibt die Aufspaltung (split) in
bzw. die Zusammenführung (join) von alternativen Sequenzﬂüssen (OMG 2011,
S. 290ﬀ.). Ein ParallelGateway speziﬁziert hingegen die Erzeugung bzw. die Syn-
chronisation paralleler Abläufe (OMG 2011, S. 293ﬀ.).
Ereignisse Ereignisse können anhand der Position im Prozess (Start-, Zwischen-
undEndereignis) sowie anhand ihres Auslösers diﬀerenziert werden (Weske 2012,
S. 216). Nachfolgend werden die in der Descriptive Process Modeling Conformance
vorgesehenen Ereignistypen (Abb. 6.3c) eingeführt (Weske 2012, S. 216ﬀ.):
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• (None) Start-/EndEvent:Der unspeziﬁerte Ereignistypwird verwendet, wenn
die Art des Ereignisses nicht relevant oder nicht bekannt ist.
• Message Start-/EndEvent:DasMessage StartEvent signalisiert das Starten ei-
nes Prozesses mit Eingang einer Nachricht. Das Message EndEvent signali-
siert das Senden einer Nachricht an einen anderen Teilnehmer bei Termi-
nierung des Prozesses. Das Ereignis wird aktiv durch den Prozess ausgelöst.
• Timer StartEvent: Zeitbezogene Ereignisse können auf Basis von Zeitspan-
nen, Zeitpunkten oder Zeitdauern speziﬁziert werden. Im Fall des StartE-
ventswird der Prozessstart mit Eintreten des zeitbezogenen Ereignissesmo-
delliert.
• Terminate EndEvent: Das Ereignis signalisiert das sofortige Ende eines Pro-
zesses.
Connecting Objects
Über den Sequenzﬂuss (SequenceFlow) wird der Prozessablauf, also die Reihenfol-
ge der FlowNodes innerhalb eines Prozesses, beschrieben (OMG 2011, S. 97). Ein
Sequenzﬂuss-Element verbindet dabei immer genau zwei FlowNodes. Die prozess-
übergreifende Kommunikation und damit der Nachrichtenaustausch zwischen
Teilnehmern wird durch den MessageFlow speziﬁziert (OMG 2011, S. 112). Die
dabei ausgetauschten Nachrichten können an den Kanten des Nachrichtenﬂusses
annotiert werden. Die graphische Darstellung der Connecting Objects ist in Abb.
6.3d gezeigt.
Swimlanes
Unter dem Begriﬀ Swimlane werden die Modellelemente Pool und Lane zusam-
mengefasst. Ein Pool stellt die graphische Repräsentation eines Teilnehmers einer
Kollaboration dar und kann als ElementContainer den Prozess des jeweiligen Teil-
nehmers beinhalten (OMG 2011, S. 112). Dieser kann durch die Verwendung von
Lanes (in Abb. 6.2 als LaneSet bezeichnet) weiter strukturiert werden (OMG 2011,
S. 120). Lanes werden typischerweise zur Modellierung von Rollen bzw. Verant-
wortlichkeiten innerhalb eines Prozesses verwendet (Silver 2011, S. 20). Die graﬁ-
sche Darstellung von Pools kann dem Beispiel aus Abb. 6.1 entnommen werden.
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Sonstige Elemente
Als weitere Modellelemente sind im Descriptive Conformance Level Datenobjekte
und ergänzende Artefakte vorgesehen. Datenobjekte können mit Aktivitäten (In-
put, Output) assoziiert werden. Der Begriﬀ Data Object ist in der BPMN jedoch
weit gefasst. Er deckt neben digitalisierten Informationen ebenfalls physische Ob-
jekte und Produkte ab (Weske 2012, S.230). Entsprechend weit gefasst ist auch
der Begriﬀ Data Store zur Verwaltung von Datenobjekten. Das vorliegende Be-
griﬀsverständnis ist für die Arbeit nicht zielführend. Die ergänzenden Artefak-
te Text Annotation (beliebige textuelle Ergänzung) und Group (beliebige Gruppie-
rung graﬁscher Elemente) sind bzgl. der Prozessausführung und damit in pDWH-
Systemen nicht von Relevanz. Die beschriebenenModellelemente werden aus ge-
nannten Gründen im Weiteren nicht berücksichtigt.
6.2 Anforderung an die Datenstrukturen prozess-
orientierter Data-Warehouse-Systeme
Nachfolgend werden Anforderungen an das Datenschema eines pDWH-Systems
zur Realisierung der in Kap. 3.5.2 eingeführten Anwendungsszenarien erhoben.
Hierzu wird in Abschn. 6.2.1 zunächst die Frage nach der grundsätzlichen Struk-
turierung auf Metaebene, also einem geeigneten Datenmodell, betrachtet. In Ab-
schn. 6.2.2 werden im Weiteren generische Anforderungen zur Ausgestaltung
darauf aufbauender Datenschemata beleuchtet.
6.2.1 Anforderungen an das Datenmodell
Für beide pDWH-Szenarien wird grundsätzlich die Bereitstellung entscheidungs-
relevanter Daten in multidimensionaler Form, wie in Kap. 3.3 eingeführt, vorge-
schlagen. Im noch folgenden Abschn. 6.3 werden verwandte Arbeiten vorgestellt,
die den Einsatz von DWH-Systemen und multidimensionalen Datenstrukturen
für das strukturorientierte Szenario motivieren. Als Datenquellen dienen hierzu
i.a.R. Log-Dateien, die die Ausführung automatisierter Prozesse aufzeichnen.
Durch die multidimensionale Strukturierung dieser Ablaufdaten wird, vor der
Zielsetzung der eﬃzienteren und innovativeren Prozessgestaltung, ein geeigne-
ter Zugang zu den Prozessinformationen ermöglicht (z.B. Eder et al. 2002, Mans-
mann et al. 2007b, Schiefer et al. 2004). Auch für das verhaltensorientierte Szena-
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rio wird in der Literatur die Anwendung des multidimensionalen Datenmodells
motiviert. Bei Eckerson (2007) und Russom (2011) wird die Bereitstellung auch
kurzfristig benötigter Daten in einem historisierten Datenbestand vorgeschlagen,
um neben zeitpunktbezogenen Analysen auch Daten und Ereignisse im Zeitver-
lauf bewerten zu können. Mit der Bereitstellung der Daten inmultidimensionaler
und aggregierter Form wird zudem die Anwendbarkeit von OLAP-Operatoren er-
möglicht und als Mehrwert genannt. Nach ElegantJ BI (2008) führt deren ggf.
auch kurzfristige Anwendung auf Unternehmensdaten zu einem tieferen Ver-
ständnis in operativen Entscheidungssituationen. In bestimmten Fällen kann je-
doch auch eine alternative Datenstruktur sinnvoll erscheinen, wenn beispielswei-
se Perfomance-Aspekte für die Realisierung entscheidend sind (Russom 2011). In
der Arbeit wird dieser Fall nicht betrachtet und der Fokus auf das multidimensio-
nale Datenmodell gelegt.
Zusammenfassend ergibt sich nachfolgende Anforderung an das Datenmodell:
Zur Strukturierung bzw. Bereitstellung der pDWH-Datenbasis sollte sowohl im struktur-
als auch verhaltensorientierten pDWH-Szenario das multidimensionale Datenmodell
angewendet werden.
6.2.2 Anforderungen an das Datenschema
Anforderungen zur Ausgestaltung eines DWH-Schemas ergeben sich i.a.R. aus
dem jeweiligen Anwendungskontext sowie der mit dem System verfolgten Ziel-
setzung. Für beide pDWH-Szenarien können anhand ihrer Zielsetzungen sowie
auf Basis der Literatur Anforderungen unabhängig von der betrieblichen Anwen-
dungsdomäne abgeleitet werden. Nachfolgend werden sowohl für beide Szenari-
en gültige als auch szenariospeziﬁsche Anforderungen eingeführt.
Szenarioübergreifende Anforderungen an das Datenschema
Zunächst werden Anforderungen zur Granularität der Daten sowie zur ﬂexiblen
Anpassbarkeit erläutert, die gleichermaßen für das stuktur- als auch das verhaltens-
orientierte Szenario gelten.
Die Anforderung an die Granularität des Datenbestandes von pDWH-Systemen
lässt sichwie folgt zusammenfassen:Zur Speziﬁkation der Granularität der pDWH-
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Datenbasis ist die Datengranularität des Quellsystems, also des Prozess-ausführenden
Systems, im Speziellen der davon bereitgestellten Ablaufdaten maßgebend. Grundsätz-
lich sollte der Datenbestand eines DWH-Systems nicht voraggregiert in der Gra-
nularität vorliegen, wie er von Prozessinstanzen (bzw. deren ausführenden Sys-
temen) abgegriﬀenwerden kann (Baars & Sun 2013, Inmon 2000). Dennochmuss
auch die Möglichkeit zur Abstraktion von einzelnen Instanzen gegeben sein
(Castellanos et al. 2009).
Die Anforderung der ﬂexiblen Anpassparkeit des Datenschemas leitet sich aus
Anforderung (A3) der Referenzarchitektur (Kap. 5.1) ab. Diese beschreibt die ﬂe-
xible Anpassbarkeit der AwS-Architektur an sich verändernde Anforderungen im
Prozessumfeld. Operative Systeme und Prozesse unterliegen im Zeitverlauf An-
passungen, beispielsweise ausgelöst durch verändertes Markt- und Kundenver-
halten. Diese Veränderungen wirken sich ebenfalls auf die nachgelagerten DWH-
Systeme sowie deren Datenstrukturen aus. Die abgeleitete Anforderung an das
pDWH-Datenschema ist nachfolgend zusammengefasst: Datenstrukturen eines
pDWH-Systems sind so zu gestalten, dass neben der Verwaltung prozessbezogener Da-
ten auch auf Veränderungen in Prozessabläufen sowie deren Umfeld ﬂexibel reagiert
werden kann.
Anforderung an das strukturorientierte Datenschema
Für das strukturorientierte Szenario ergeben sich Anforderungen aus der Zielset-
zung der eﬃzienteren und innovativeren Prozessgestaltung und der hierzu not-
wendigen Prozessanalyse. Nach Bange & Fuchs (2011) sind Prozesse hinsicht-
lich Qualität, Kosten und Zeit zu analysieren. Bei Dumas et al. (2013, S. 213ﬀ.)
wird als viertes Kriterium zur Bewertung von Prozessen die Flexibilität genannt.
Die Ableitung von Kennzahlen zur Prozessanalyse erfolgt analog zum Vorgehen
nach Böhnlein (2001, S. S. 351ﬀ.): Zur Bewertung von Geschäftsprozessen wer-
den Kennzahlen auf Basis der erzeugten Leistung (Sachziel) und der damit asso-
ziierten Zielsetzung (Formalziele) ermittelt. Übertragen auf das strukturorientier-
te pDWH-Szenario wird die Leistung der Prozessgestaltung mit relevanten Ziel-
setzungen betrachtet. Die von Praktikern verfolgten Zielsetzungen nach Fischer-
manns (2013, S. 309) können in sechs Hauptzielen zusammengefasst werden:
(1) kurze Durchlaufzeiten; (2) niedrige Prozesskosten; (3) hohe Prozessqualität;
(4) hohe Produktqualität; (5) hohe Kundenzufriedenheit; (6) hohe Mitarbeitermo-
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tivation. Die Erreichung einer für den jeweiligen Prozess angemessenen Flexi-
bilität nach Dumas et al. (2013, S. 213ﬀ.) wird als weiteres Ziel aufgenommen.
Zusammen mit Laufzeit, Kosten und Prozessqualität ergeben sich vier Kriterien,
die auf Basis von Prozessmodellen bewertet und analysiert werden können. Zur
Bewertung von Kundenzufriedenheit und Mitarbeitermotivation erscheinen bei-
spielsweise Fragebögen oder Interviews als geeignet (Fischermanns 2013, S. 309).
Produkt- und Prozessqualität können bei Produktionsprozessen getrennt bewer-
tet werden (Fischermanns 2013, S. 311). Die Qualität eines Produktes lässt sich
über Prüfverfahren der Qualitätssicherung oder aber anhand von Reklamationen
bewerten. Bei Dienstleistungen beeinﬂusst der Prozess maßgeblich die Leistung
und stellt selbst einen Teil dieser dar (Fischermanns 2013, S. 311). Die Produkt-
qualität ist dabei weitestgehend über die Prozessqualität mit bestimmt. Die Ziele
(4), (5) und (6) werden, wie beschrieben, nachfolgend nicht als Gegenstand eines
pDWH-Systems betrachtet.
Die Analyse von Qualität, Zeit, Kosten und Flexibilität soll in einem möglichst
umfassenden Kontext erfolgen. Es wird der Vorschlag von Shahzad & Johannes-
son (2009) aufgegriﬀen, diesen Kontext über die vier grundlegenden Perspektiven
der Prozessmodellierung nach Curtis et al. (1992) zu deﬁnieren:
• Funktion (Functional): In der funktionalen Perspektive werden auszufüh-
rende Prozesselemente, deren Strukturierung (z.B. in FormvonSub-Prozes-
sen) sowie der Datenﬂuss zwischen den Elementen betrachtet (Curtis et al.
1992, Korherr 2007, S. 10).
• Verhalten (Behavorial): In der Verhaltensperspektive wird der Kontrollﬂuss
des Prozesses beschrieben. Als mögliche Kontrollﬂusselemente können
Schleifen, Sequenzen, parallele oder alternative Pfade genannt werden (Cur-
tis et al. 1992).
• Organisation (Organizational): Die organisatorische Perspektive beschreibt
die Einbettung sowie zugeordnete Verantwortlichkeiten (Rolle u. Akteur)
des Prozesses bzw. von Prozesselementen in einer Organisation (Curtis
et al. 1992). Nach Korherr (2007, S. 10) kann zwischen Organisationsein-
heit, Rolle, Art des Aufgabenträgers (automatisiert, nicht-automatisiert) so-
wie der Zugehörigkeit des Aufgabenträgers (intern, extern) unterschieden
werden.
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• Information (Informational): Die Perspektive Information ist auf Entitäten
(z.B. Daten, Produkte, Artefakte), die während des Prozessablaufs erzeugt
bzw. manipuliert werden fokussiert. Die Struktur der Entitäten sowie deren
Beziehungen zueinander sind dabei ebenfalls relevant (Curtis et al. 1992).
Die Anforderung an das strukturorientierte Datenschema wird nachfolgend zu-
sammengefasst: Durch das Datenschema sind entscheidungsrelevante Prozessdaten
(zu Prozessablauf u. -ergebnis) so zu berücksichtigen, dass die Eigenschaften Zeit, Kos-
ten, Qualität und Flexibilität im Kontext der Perspektiven der Prozessmodellierung be-
wertet werden können.
Anforderung an das verhaltensorientierte Datenschema
Vor dem Hintergrund prozessorientierter Unternehmensstrukturen ist der Pro-
zessbezug in DWH-Systemen für die strategische, taktische und operative Ent-
scheidungsunterstützung zwingend notwendig (Bucher & Dinter 2008b). Ohne
die Berücksichtigung des Prozessbezugs bleiben Informationen entweder unge-
nutzt oder werden z.T. außerhalb ihres Entstehungskontextes verwendet (Bucher
& Dinter 2008b). Zielsetzung des verhaltensorientierten pDWH-Szenarios ist es,
Zugang zu entscheidungsrelevanten Informationen aktiver Prozesse zu schaﬀen
und ggf. steuernd in deren Durchführung einzugreifen. Aufgrund dessen ist es
notwendig, betriebswirtschaftliche Daten zu Prozessaktivitäten zuordnen zu kön-
nen (Panian 2008, Bucher & Dinter 2008b). Nutzer, beispielsweise aus Vertrieb
oder Kundenbetreuung, benötigen Informationen mit Bezug zu ihren eigenen
Aktivitäten (ElegantJ BI 2008). Von der Berücksichtigung betriebswirtschaftlicher
bzw. fachlicher Prozessinformationen wird auch eine positive Rückwirkung auf
die Prozessgestaltung, also das strukturorientierte Szenario, erwartet. Je breiter die
Datengrundlage aufgestellt ist, desto mehr Informationen können in Entschei-
dungen zur eﬃzienteren und innovativeren Gestaltung und Durchführung von
Prozessen einﬂießen. Der Prozess wird bereits im strukturorientierten Daten-
schema zum zentralen Untersuchungsgegenstand.
Als Anforderung an das verhaltensorientierte Datenschema ergibt sich die Erwei-
terung des multidimensionalen und strukturorientierten pDWH-Schemas um Daten
der jeweiligen betrieblichen Anwendungsdomäne, die die Ableitung von Maßnahmen
zur aktiven Prozesssteuerung unterstützen.
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6.3 Stand der Literatur: Datenstrukturen prozess-
orientierter Data-Warehouse-Systeme
In Abschn. 6.2 wird die Anwendung des multidimensionalen Datenmodells in
pDWH-Systemen als Kernanforderung speziﬁziert. Zielsetzung dieses Kapitels ist
die Analyse und die Bewertung verwandter Forschungsarbeiten zu Datenschema-
ta von pDWH-Systemen. Als verwandt gelten Arbeiten, die einemultidimensiona-
le Datenstruktur zur Unterstützung des struktur- und/oder des verhaltensorien-
tierten Szenarios zum Gegenstand haben. Diese Arbeiten werden zunächst allge-
mein kurz vorgestellt und anschließend anhand der in Abschn. 6.2.2 eingeführten
Perspektiven der Prozessmodellierung nach Curtis et al. (1992) weiter charakteri-
siert. Abschließend wird eine Bewertung der Datenmodelle vorgenommen. Zum
einen wird überprüft, ob die vorgestellten Datenmodelle die Anforderungen aus
Abschn. 6.2 bereits hinreichend berücksichtigen. Zum anderen wird die Mäch-
tigkeit der Datenmodelle zur umfassenden Verwaltung von Ablaufdaten aktueller
Workﬂow-Speziﬁkationen (am Beispiel BPMN) diskutiert.
Allgemeine Vorstellung verwandter Arbeiten
Bei Becker (2007, S. 223ﬀ.) wird ein generisches multidimensionales pDWH-
Schema vorgestellt und durch das ARIS-Metamodell begründet. Als Eigenschaf-
ten werden die ﬂexible Wiederverwendbarkeit sowie die Anwendungsneutralität an-
gestrebt (Becker 2007, S. 225). Innerhalb der DWH-Strukturen werden generi-
sche Dimensionen und Kennzahlen (v.a. bzgl. Zeit, Kosten, Qualität und Flexi-
bilität) sowie Prozesstyp-speziﬁsche Dimensionen und Kennzahlen berücksichtigt.
Zu überwachende operative Geschäftsprozesse werden direkt als Workﬂows instan-
ziiert und auf Basis der erweiterten Ereignisgesteuerten Prozesskette speziﬁziert. Di-
mensionen sowie deren Semantik sind somit engmitModellbausteinen der eEPK
verknüpft. Als Quellsysteme zur Befüllung des Datenschemas werden Ablaufpro-
tokolle von Workﬂow-Engines bzw. operative Datenquellen für geschäftsbezogene
Daten verwendet. Bei Casati et al. (2007) wird ebenfalls ein generisches multidi-
mensionales Datenmodell zur Prozessanalyse vorgestellt. Kennzahlen werden da-
bei je nach Granularität in einem multidimensionalen Würfel auf Prozess- oder
auf Aktivitätsebene verwaltet. Semantische Kennzahlen und Dimensionen wer-
den dem generischen Modell nicht berücksichtigt. Diese sind aus dem jeweili-
gen betrieblichen Anwendungsszenario abzuleiten. Eder et al. (2002) stellen eben-
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falls eine multidimensionale Datenstruktur zur Analyse von aufgezeichneten Ab-
lauﬁnformationen vor. Das zugrundeliegende, proprietäre Workﬂow-Metamodell
wird in einem UML-Klassendiagramm speziﬁziert. Ausschlaggebend für die Ge-
staltung des pDWH-Schemas sind angenommene, beispielhafte Abfragen, die es
auf Basis des pDWH-Systems zu beantworten gilt. Neben Dimensionen zur Ana-
lyse des Workﬂow-Ablaufs wird auch die organisatorische Einbettung des Pro-
zesses in die Unternehmung berücksichtigt. Bei Grigoria et al. (2004) wird ein
pDWH-Schema als Teil einer Business Process Intelligence Toolsuite vorgestellt.
Grundlage bildet die Workﬂow-Implementierung des HP Process Managers. Die
vorgeschlagenen Dimensionen werden lediglich aus Außensicht betrachtet. Die
Dimensionsstrukturen werden nicht vorgestellt. Um auch Fachanwendern den
Zugang zu Workﬂow-Daten zu ermöglichen, werden die semantischen Dimen-
sionen Prozessregion, Taxonomie und Verhalten eingeführt. Dimensionen und
Kennzahlen werden nicht begründet. Kueng et al. (2001) stellen im Rahmen eines
DWH-Konzeptes zur Performanceanalyse von Prozessen auch den Ausschnitt ei-
nesmultidimensionalenDatenmodells ausgerichtet auf Dienstleistungs- und Ver-
triebsprozesse eines Beispielunternehmens vor. Ablaufdaten werden dabei mit
operativen Daten der Anwendungsdomäne kombiniert. Die zugrundeliegende
Workﬂow-Sprache wird nicht expliziert. List et al. (2000) stellen, basierend auf
dem Workﬂow-Verständnis der Workﬂow Management Coalition (WfMC), ein
multidimensionalesDatenmodell zur Prozessanalyse vor. Dimensionen undKenn-
zahlen begründen sich aus den Anforderungen der Prozessanalyse (Instanzanaly-
se, Prozessverbesserung, ganzheitliche Prozessbetrachtung, organisationale Ein-
bettung). Zur Erfüllung der Anforderungen werden multidimensionale Würfel
auf Granularität von Prozessen, Aktivitäten und atomaren Aktionen gebildet. Bei
Mansmann et al. (2007a,b) wird ein pDWH-Schema zur Analyse von klinischen
Operationsabläufen vorgestellt. Die Grundlage zur Ableitung des Datenmodells
bildet ein domänenspeziﬁsches Workﬂow-Verständnis. Die Ableitung von Kenn-
zahlen und Dimensionen begründet sich zum einen aus der Anwendungsdo-
mäne, zum anderen aus den Perspektiven der Workﬂow-Modellierung (Funkti-
on, Operation, Verhalten, Information, Organisation) nach Jablonski & Bussler
(1996). Bei Pau et al. (2007) wird, mit der übergeordneten Zielsetzung der Evalu-
ierung der Prozessperformanz, ein multidimensionales Datenmodell zur Ablauf-
analyse von Workﬂows vorgestellt. Das Modell sieht separate multidimensionale
Würfel zur Analyse von Ereignissen, der Performance von Aufgabenträgern so-
128
6.3 Stand der Literatur: Datenstrukturen prozessorientierter Data-Warehouse-Systeme
wie der Ablaufperformance desWorkﬂows vor. Die benötigten Datensätze werden
über Logging-Mechanismen vonWorkﬂow Management Systemen abgegriﬀen. Die
Bestimmung der Dimensionen und Kennzahlen basiert nicht auf einemMetamo-
dell bzw. einer konkreten Workﬂow-Speziﬁkation. Sun (2014) stellt ein szenario-
und prototypingbasiertes Konzept zur Identiﬁkation des Informationsbedarfs für
Business-Process-Intelligence-Systeme vor. Der Prototyp als Grundlage zur Eva-
luierung des Informationsbedarfs basiert auf einem multidimensionalen Modell
für Prozessdaten. Dabei handelt es sich zwar um ein umfassendes und generi-
sches pDWH-Schema, von derModellierungssprachewird jedoch abstrahiert. Das
pDWH-Schema ist auf die Analysephase ausgerichtet und für diese ausreichend.
Während der Laufzeit des operativen und des pDWH-Systems sind jedoch sprach-
speziﬁsche Konstrukte notwendig, um Datenquellen zu speziﬁzieren und um de-
taillierte Analysen auch auf technischer Ebene zu ermöglichen. Bei zur Mueh-
len (2001) sowie erweitert bei zur Mühlen (2004, S. 175ﬀ.) werden textuell so-
wie anhand eines beispielhaften Schemas (zeitorientierte Analysen auf Aktivitäts-
ebene) Bestandteile prozessorientierter DWH-Strukturen erläutert. Als Grundla-
ge der Beschreibung dient eine Referenzstruktur zur Verwaltung von Workﬂow-
Ablaufdaten. Die Referenzdatenstruktur ist auf der Grundlage desWfMCWokﬂow
Audit Data Format sowie der Datenstrukturen dreier Workﬂow Management Sys-
teme deﬁniert. Je nach Granularität bzw. Hierarchiestufe (Aktivität, Prozessseg-
ment, Prozess) sowie Kennzahlentyp (Häuﬁgkeiten, zeitbezogene Größen) wird
die Bildung eigener Data-Mart-Strukturen empfohlen.
Charakterisierung verwandter Arbeiten anhand der unterstützten Prozess-
perspektiven
Zielsetzung des Abschnittes ist u.a. die Bewertung der Mächtigkeit von verwand-
ten pDWH-Schemata in Bezug auf aktuelle Workﬂow-Sprachen. Hierzu werden
nachfolgend zunächst die explizit unterstützen Dimensionen der vorgestellten
verwandten Arbeiten extrahiert und den eingeführten Prozessperspektiven (Ab-
schn. 6.2.2) zugeordnet. In Tab. 6.1 wird das Ergebnis zusammenfassend darge-
stellt (von variierenden Bezeichnungen und Dimensionsstrukturen wird abstra-
hiert). Bei der Bewertung wird diﬀerenziert, ob das jeweilige Datenmodell eine
Dimension voll, nur in Teilen oder speziﬁsch für eine Anwendungsdomäne un-
terstützt. Die Semantik der Dimensionen sowie die Zuordnung wird zudem stich-
punktartig eingeführt.
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Prozessperspektive Funktion
Prozesszuordnung X X X X X X X X X X
hierarchische Strukturen X X X X X X
GP-Semantik X D X D D
Prozessperspektive Verhalten
Sequenz X X X X
Prozess- / Aktivitätszustand X X X X X X X X
Zeit X X X X X X X X X X
Prozessperspektive Organisation
Aufgabenträger X X X X X X X X X X
Organisation X X X X X X X X
Prozessperspektive Information
Prozessdaten X D X D D X X X
Ereignisse X X X (X)
X - unterstützte Dimension, (X) - teilw. unterstützte Dimension, D - domänenspez. Lösung
Tab. 6.1: Berücksichtigte Dimensionen und Prozessperspektiven in verwandten
Arbeiten
Dimensionsen der Prozessperspektive Funktion:
• Die Prozesszuordnung beschreibt die einfache Zuordnung von Prozessbe-
standteilen (z.B. Entscheidungsknoten oder Prozessschritte) zu einemüber-
geordneten Prozess.
• Die hierarchische Struktur beschreibt mehrstuﬁge Eltern-Kind-Beziehungen
von Prozessen. Beispiele sind Sub-Prozesse, die aus Innensicht als Prozess
speziﬁziert sind, aus Außensicht aber selbst als Schritt in übergeordnete
Prozesse eingebunden sind.
• Durch die GP-Semantik werden Prozessinformationen mit fachlicher Se-
mantik der betriebswirtschaftlichenAnwendungsdomäne erweitert. Sowird
neben Entwicklern und Modellierern auch Fachanwendern der Zugang zur
Prozessanalyse ermöglicht wird.
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Dimensionen der Prozessperspektive Verhalten:
• Über die Dimension Sequenzwird die Reihenfolge von Prozessschritten, im
Wesentlichen Vorgänger-Nachfolger-Beziehungen, abgebildet.
• Der Prozess- bzw. Aktivitätszustand speziﬁziert den jeweiligen Ausführungs-
zustand. Gestartet, laufend, abgeschlossen (erfolgreich, nicht erfolgreich)
stellen Beispiele dar.
• Die Dimension Zeit ermöglicht Analysen im Zeitverlauf. Die Zeit kann da-
bei in unterschiedlichen Rollen (z.B. als Start- oder Abschlusszeit) Berück-
sichtigung ﬁnden.
Dimensionen der Prozessperspektive Organisation:
• Über die DimensionAufgabenträger werden die für die Ausführung von Pro-
zessen bzw. einzelnen Prozessschritten zuständigen Ressourcen im mult-
idimensionalen Datenmodell aufgenommen. Unterschieden werden perso-
nelle und maschinelle Aufgabenträger (AwS).
• DieDimensionOrganisation beschreibt die organisatorische Einbettung von
Prozessen bzw. Prozessschritten. Häuﬁg erfolgt die Beschreibung der orga-
nisatorischen Verantwortlichkeiten kombiniert mit den zuständigen Aufga-
benträgern.
Dimensionen der Prozessperspektive Information:
• Über die Dimension Prozessdaten werden Datenobjekte, die im Prozess-
ablauf (als Input/Output von Prozessschritten) bearbeitet werden, in ein
pDWH-Schema integriert.
• Die Dimension Ereignisse erfasst im Prozessverlauf auftretende fachliche
Ereignisse.
Zusammenfassende Würdigung
Anhand von Tab. 6.1 wird ersichtlich, dass die verschiedenen Ansätze zur Ab-
leitung von Datenmodellen unterschiedliche Dimensionen berücksichtigen. Dies
gilt sowohl für generische Ansätze sowie für Arbeiten mit einem eingeschränk-
ten, informalen oder auch proprietären Workﬂow-Begriﬀ. Konsens besteht weit-
gehend bzgl. der Verwaltung der Daten (Kennzahlen) auf Granularität von Ak-
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tivitätsinstanzen – soweit verfügbar und sinnvoll interpretierbar. Die vorliegen-
de Arbeit greift, aufgrund der Anwendungsnähe sowie der gegenwärtigen Ver-
breitung die BPMN als Sprache zur Workﬂow-Modellierung auf und leitet aus
den Sprachbestandteilen ein pDWH-Schema ab. Verglichen mit der Mächtigkeit
der BPMN sind die vorgestellten Arbeiten als eingeschränkt zu bezeichnen und
erscheinen damit wenig operabel. Konzepte wie Sequenzﬂüsse (Verhalten) wer-
den nur selten, die Interaktion von Prozessen über Nachrichtenﬂüsse (Organisa-
tion, Information) gar nicht berücksichtigt. Die hierarchische Strukturierung von
Workﬂows (Funktion) wird ebenfalls nur eingeschränkt betrachtet. Zudem wer-
den eine Workﬂow-Sprache mit graﬁscher Notation sowie die Ableitung der Da-
tenstrukturen aus dieser Sprache zur Lokalisierung von Analyseergebnissen im
Prozessschema als sinnvoll erachtet (Becker & Chamoni 2008). Zu beiden Aspek-
ten bestehen Lücken im z.T. eingeschränkten sowie proprietären oder informalen
Workﬂow-Verständnis der verwandten Arbeiten.
Gerade mit Blick auf das verhaltensorientierte aber auch bezogen auf die Ent-
scheidungsqualität im strukturorientierten pDWH-Szenario ist die Einordnung
der Analyseergebnisse in eine von Fachanwendern verständliche Semantik (Funk-
tion: GP-Semantik) sowie die Berücksichtigung vonGeschäftsdaten (Information:
Prozessdaten) relevant. Die Berücksichtigung beider Aspekte erfolgt nur in we-
nigen verwandten Arbeiten. Stellenweise werden lediglich domänenspeziﬁsche
Lösungen vorgeschlagen. Die Arbeit von Becker (2007) wählt hingegen mit der
eEPK eine aufgabenorientierte Sprache mit GP-Semantik zur Ableitung der Da-
tenstrukturen. Durch die gewählte Abstraktionsebene entsteht jedoch mit Blick
auf die angebotenen Modellbausteine, deren Semantik sowie die Ausführung der
Prozesse auf Aufgabenträgerebene eine größere semantische Lücke. So wird bei-
spielsweise bei Thomas et al. (2007) die EPK als Sprache zur fachlichen Prozess-
gestaltung, die BPMN als anwendungsnahe Sprache mit Brückenfunktion zur
Prozessausführung eingeordnet. Durch Verzicht auf diese Brückenfunktion ist ei-
ne wechselnde Betrachtung der Prozessabläufe aus Aufgaben- und Aufgabenträger-
Perspektive nicht möglich und führt zu eingeschränkten Möglichkeiten der Pro-
zessanalyse.
Die Anforderung der ﬂexiblen Anpassbarkeit des Datenschemas an sich verän-
dernde Prozessstrukturen bzw. an veränderte operative AwS wird im Wesentli-
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chen in generischen Ansätzen (z.B. Casati et al. 2007) thematisiert. Ein generi-
sches Datenmodell kann zum einen als unabhängig gegenüber der Prozessspra-
che und der Anwendungsdomäne, zum anderen aber auch als weitgehend stabil
im Falle von Anpassungen der Quellstrukturen charakterisiert werden.
6.4 Gestaltung eines multidimensionalen Prozessdaten-
schemas
Der Argumentation vorangegangener Abschnitte folgend wird ein multidimen-
sionales Datenmodell für entscheidungsrelevante Prozessdaten vorgestellt. Hier-
zu wird zunächst eine generische Datenstruktur erarbeitet. Generisch bedeutet
dabei, multidimensionale Strukturen unabhängig vom fachlichen Kontext zu spe-
ziﬁzieren. Damit kann dasModell nicht nur in verschiedenen Anwendungsdomä-
nen eingesetzt werden, es kann auch ﬂexibel auf Anpassungen desWorkﬂowsche-
mas reagiert werden. In Kap. 5.1 wird die ﬂexible Anpassbarkeit der Architektur
explizit gefordert und soll sich auch im Datenschema widerspiegeln. In Abschn.
6.4.1 werden prozessspeziﬁsche Dimensionen auf Basis der BPMN erarbeitet. Die
Speziﬁkation von Kennzahlen erfolgt in Abschn. 6.4.2. Abschn. 6.4.3 zeigt die An-
wendung des Datenmodells auf die FallstudieMobility Provision. In Abschn. 6.4.4
wird die Unterstützung der vollen Process Modeling Conformance diskutiert. Die Er-
weiterung des Datenmodells umKennzahlen undDimensionen der betrieblichen
Anwendungsdomäne sowie die Integration des Datenmodells in die Referenzar-
chitektur aus Kap. 5 wird schließlich im nachfolgenden Abschn. 6.5 beschrieben.
Den Ausgangspunkt zur Ableitung der multidimensionalen Datenstruktur zur
Prozessanalyse bildet das Metamodell der BPMN (Abschn. 6.1.3). Betrachtet wird
ein multidimensionaler Würfel, der genau einen Prozesstyp (private) zum Gegen-
stand hat. In einem Kollaborationsdiagramm kann dieser Prozess selbst mit wei-
teren Teilnehmern/Prozessen interagieren. Die weiteren Teilnehmer werden als
Blackbox betrachtet. Die Prozesse der Interaktionspartner sind in eigenen mult-
idimensionalen Würfeln aufbereitet. In Abb. 6.4 ist das BPMN-Schema zum Ver-
triebskanal in einem Kollaborationsdiagramm dargestellt. Die Steuerung des Ver-
triebskanals ist dabei als private process beschrieben. Partnerprozesse sind jeweils
alsBlack Box abgebildet. Im oberen Teil der Abbildung ist der vollständige Prozess
dargestellt, der untere Teil zeigt beispielhaft den erweiterten Sub-Prozess Empfang
Verfügbarkeitsliste.
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Abb. 6.4: Ausschnitt des BPMN-Prozesses zum Vertriebskanal der FallstudieMobi-
lity Provision
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6.4.1 Ableitung prozessorientierter Dimensionen auf Basis der
BPMN
Für die generischen multidimensionalen Datenstrukturen werden Dimensionen
aus dem Metamodell der BPMN (vgl. Abschn. 6.1.3) abgeleitet und mit dem
SDWM nach Böhnlein (2001) (vgl. Kap. 3.4) modelliert. In Abschn. 6.2.2 wird
die Anforderung aufgestellt, Daten auf feinster Granularität zu erfassen, wie sie
vomQuellsystem bereitgestellt werden. In BPMN-Prozessen stellen Knoten (Task,
Gateway, Event) die atomare Einheit dar und werden als solche in dasmultidimen-
sionaleDatenmodell übernommen.Durch systematischeAnalyse des BPMN-Meta-
modells können die nachfolgend vorgestelltenDimensionen ausgehend vomKno-
ten (Metaobjekt FlowNode) abgeleitet werden.
Node
Gesamt
parent
a) FLOWNODE-SCHEMA
Sub-Typ
Typ
Gesamt
Charakter
d) FLOWNODE-TYP
Lane
Gesamt
parent
c) SWIMLANE
Participant
Instanz
Participant
Typ
Gesamt
Nachricht
(0,1)
e) PARTICIPANT
Node
Instanz
Prozess
Instanz
Gesamt
Nachbe-
dingung
(0,1)
b) FLOWNODE-SEQUENZ
pre|post
Tag
Jahr
Gesamt
f) ZEIT
Monat Woche
Aggregationsbeziehung Reihenfolgebeziehung Attributzuordnungsbeziehung
Legende:
(0,1)
Abb. 6.5: Dimensionen für BPMN-Workﬂows
Dimension FlowNode-Schema Die Dimension FlowNode-Schema beschreibt die
Knoten auf Schemaebene. In Abb. 6.5a ist die Dimension abgebildet. Ein Kno-
ten ist auf Schemaebene durch einen semantischen Bezeichner gekennzeichnet.
Nach Böhnlein (2001, S. 366ﬀ.) sind einer Dimensionshierarchiestufe implizit ei-
ne eindeutige Kennung sowie ein semantischer Bezeichner (z.B. Aktivität Emp-
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fang Anfrage) zugeordnet. Die Beziehungen zwischen den Hierarchiestufen der
Dimension ergeben sich aus denmöglichen hierarchischen Strukturen innerhalb
eines Workﬂows. Daraus resultiert eine rekursive Dimension (vgl. Kap. 3.3.1).
Es wird damit eine beliebig tiefe Schachtelung des Prozesses in Form von Sub-
Prozessen oder Call Activities ermöglicht (Aggregationsbeziehungen im Metamo-
dell der BPMN). Jeder Knoten ist dabei eindeutig einem übergeordneten Knoten
zugeordnet (Parent-Beziehung).
Dimension FlowNode-Sequenz Der Prozessablauf wird in Form von Sequenz-
ﬂüssen im Workﬂowschema modelliert, kann jedoch je Prozessinstanz variieren.
Der konkrete Ablauf einer Instanz wird über die Dimension FlowNode-Sequenz
in das multidimensionale Datenmodell aufgenommen (Abb. 6.5b). Eine Knoten-
instanz kann dabei sowohl mehrere Vorgänger (Pre-Beziehung) als auch Nach-
folger (Post-Beziehung) haben. Zwischen diesen Knoteninstanzen besteht jedoch
keine hierarchische, sondern eine sequentielle Beziehung. Innerhalb der Dimen-
sionshierarchie wird deshalb in Anlehnung an Totok (2000, S. 124) keine Aggre-
gationsbeziehung über mehrere Verdichtungsstufen, sondern eine Reihenfolge-
Beziehung auf Ebene der Node-Instanz deﬁniert. Das Metamodell des SDWM ist
hinsichtlich dieser Beziehungsart zu erweitern. Eine Knoteninstanz (z.B. einGate-
way) kann (0,1-Beziehung) zudem mit einer Nachbedingung näher beschrieben
werden. Entlang des Aggregationspfades der Dimension können Instanzen eines
Knotens eindeutig einer Prozessinstanz zugeordnet und auf dieser Ebene verdich-
tet werden. Über die HierarchiestufeGesamt kann von instanzspeziﬁschen hin zu
instanzübergreifenden Prozessanalysen verdichtet werden.
Dimension FlowNode-Typ DieDimensionFlowNode-Typ beschreibt generisch die
Typisierung von Knoten. Die Struktur der Dimension ist in Abb. 6.5d dargestellt
und beinhaltet die Hierarchiestufen Sub-Typ, Typ und Gesamt. Typen auf Instanz-
ebene der pDWH-Strukturen ergeben sich durch Auﬂösung der Vererbungsbe-
ziehungen (is-a-Semantik) imMetamodell, ausgehend vomMetaobjekt FlowNode.
Typausprägungen sind somit Task, Sub-Process, Gateway und Event. Auf der Hier-
archiestufe Sub-Typ werden die Typen präzisiert. Diese sind im Metamodell nicht
explizit dargestellt, können jedoch Abb. 6.3 (graphische Darstellung der Meta-
objekte) entnommen werden: Task (UserTask, ServiceTask, SendTask, ReceiveTask);
Sub-Process (embedded Sub-Process, CallActivity);Gateway (Exclusive, Parallel); Event
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(StartEvent, EndEvent). Jeder Sub-Typ kann (0,1-Beziehung) durch ein beschreiben-
des Attribut weiter charakterisiert werden. Über das Attribut wird beispielsweise
die weitere Unterscheidung von Ereignissen vorgenommen. Für das StartEvent
werden die Ausprägungen Message und Timer, für das EndEvent Message und Ter-
minate unterschieden.
Dimension Participant Die Interaktion zwischen Prozessen (Nachrichtenﬂuss,
MessageFlow im Metamodell) wird in der Dimension Participant (Abb. 6.5e) be-
schrieben. Die Interaktion erfolgt mit einer Instanz eines Participants und ist über
die ausgetauschte Nachricht in Form eines Attributs beschrieben. Die Aggregati-
on entlang der Dimension erfolgt über die Hierarchiestufe Typ hin zu Gesamt. In
einem BPMN-Workﬂow kann ein Participant als konkrete Entität oder abstrakte
Partnerrolle modelliert werden (OMG 2011, S. 112). In Abhängigkeit davon ist
eine eins-zu-eins-Aggregation (Entität) oder viele-zu-eins-Aggregation (Rolle) von
Instanz zu Typ des Participantsmöglich.
Dimension SwimLane Die Dimension SwimLane (Abb. 6.5c) leitet sich aus dem
Metaobjekt LaneSet ab. Sie beschreibt die organisatorische Strukturierung eines
Teilnehmers durch SwimLanes. So wird die Zuordnung eines Knotens zu einer
Lane ermöglicht. Die Dimension zeigt aufgrund einer möglichen mehrstuﬁgen
Strukturierung ebenfalls eine rekursive Struktur.
Dimension Zeit In Kap. 3.1 werden die stetige Erweiterung des Datenbestandes
(non-volatile) eines DWH-Systems sowie der Zeitbezug der einzelnen Datensätze
(time-variant) beschrieben. Dieser Zeitbezug spiegelt sich in der Dimension Zeit
wieder. Die Dimension leitet sich zwar nicht aus dem Metamodell der BPMN ab,
ist jedoch obligatorisch für DWH-Strukturen. In Abb. 6.5f ist eine beispielhafte
Struktur dazu dargestellt. Gezeigt sind dabei alternative Aggregationspfade von
Tag zuMonat und Jahr bzw. von Tag zu Kalenderwoche und Jahr. Aufbau und Gra-
nularität können dabei je nach Anwendungsdomäne variieren. Durch die Dimen-
sion Zeit werden Analysen der Prozessdaten im Zeitverlauf ermöglicht.
Das pDWH-Schema ist optional um weitere prozessspeziﬁsche Dimensionen
erweiterbar. Diese begründen sich aus dem jeweiligen Anwendungskontext bzw.
der Zielsetzung des pDWH-Systems und können nicht generisch festgelegt wer-
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den.Denkbarwären beispielsweise die Berücksichtigung desAusführungszustan-
des (z.B. gestarted, wartend, beendet) (z.B. Pau et al. 2007, Casati et al. 2007) oder
der Versionshistorie von Aktivitäten und Prozessen.
6.4.2 Speziﬁkation von prozessorientierten Kennzahlen
Anhand des Metamodells der BPMN können zwar Dimensionen, jedoch keine
Kennzahlen abgeleitet werden. Die Speziﬁkation generischer Kennzahlen für das
strukturorientierte Szenario erfolgt auf Basis der verfolgten Zielsetzung der Pro-
zessgestaltung. Zur Bewertung der Prozessgestaltung auf Basis eines pDWH-
Systems werden die Ziele kurze Durchlaufzeiten, niedrige Prozesskosten, hohe Pro-
zessqualität sowie Flexibilität herangezogen (vgl. Abschn. 6.2.2). Diese können auf
Basis der modellierten Prozesse bewertet werden (Fischermanns 2013, S. 309).
Aus diesen Zielen begründen sich die nachfolgenden Kennzahlen:
• Zeit (t): Die Kennzahl Zeit leitet sich aus dem Ziel möglichst kurzer Durch-
laufzeiten ab. Die Zeit wird auf Granularität der Prozessknoten deﬁniert.
Insbesondere die Dauer von Aktivitäten wird als maßgebend für die Durch-
laufzeit von (Sub-)Prozessen bewertet.
• Kosten (c): Zur Bewertung von Prozesskosten zählen u.a. auch Kosten für
einzelne Prozessschritte (Knoten). Als Beispiel sind Kosten für die Ressour-
cennutzung zu nennen. Die Kennzahl Kosten sollte ebenfalls auf Granulari-
tät der Prozessknoten erfasst werden.
• Anzahl (n): Nach Fischermanns (2013, S. 310) ist die Prozessqualität über
die Beherrschbarkeit und Fehlerfreiheit des Prozessablaufs deﬁniert. Zur Be-
wertung der Beherrschbarkeit werden die Kenngrößen Symbolhäuﬁgkeit
(Fischermanns 2013, S. 313f.) und Variantenzahl (Fischermanns 2013, S.
315ﬀ.) vorgeschlagen. Bei Overhage et al. (2012) werden zudem umfassend
Qualitätsmerkmale, -metriken und -messverfahren für Geschäftsprozess-
modelle vorgestellt. Alle Metriken werden, wie auch die syntaktische Feh-
lerfreiheit (Fischermanns 2013, S. 328ﬀ.), während der Entwicklungszeit
auf Grundlage des Prozessschemas ermittelt. Ein pDWH-System ist hier-
zu nicht notwendig. Zur Bewertung der Fehlerfreiheit kann das Verhalten
von Prozessinstanzen jedoch ergänzend beitragen. Als Beispiel ist das tat-
sächliche Auftreten von Normal- und Ausnahmeverhalten zu nennen. Das
138
6.4 Gestaltung eines multidimensionalen Prozessdatenschemas
tatsächliche Verhalten von Prozessinstanzen ist Gegenstand des pDWH-
Systems. Jeder durchlaufene Knoten stellt im multidimensionalen Daten-
modell auf Instanzebene eine Kombination der zugehörigen Dimensionen
dar. Als Kennzahl wird Anzahl vorgeschlagen. Diese kann als Factless Fact
nach Kimball & Ross (2002, S. 246ﬀ.) realisiert werden. Die Kennzahl n
dient ebenso zur Bewertung der Flexibilität eines Prozesses. Bei Dumas et
al. (2013, S. 215f.) wird die Flexibilität eines Prozesses während der Ausfüh-
rung (run-time) und zur Gestaltungszeit (build-time), also zur Anpassung
des Prozessschemas, unterschieden. Bei Wagner et al. (2011b) ﬁnden sich
hierzu die Begriﬀe der Struktur- und Verhaltensﬂexibilität. V.a. die Flexibili-
tät im Verhalten eines Geschäftsprozesses (z.B. Vergleich zwischen Ist- und
Soll-Flexibilität) kann durch Aufzeichnung und Analyse der tatsächlichen
Pfade durch den Prozess bewertet werden. Die Strukturﬂexibilität ist über
Ablaufdaten in einem pDWH-System nicht hinreichend bewertbar.
Vergleichbare generische Kennzahlen werden auch bei Becker (2007, S. 269f.)
vorgeschlagen. Diese Kennzahlen können weiter als Prozessablaufkennzahlen (auf
Aktivitäts- oder Prozessebene) und Prozessergebniskennzahlen diﬀerenziert werden
(Becker 2007, S. S. 269f.). Bei allen Kennzahlen handelt es sich um Basiskenn-
zahlen der prozessorientierten, multidimensionalen Datenstruktur, die im jewei-
ligen Anwendungsszenario zur Ableitung speziﬁscher Kennzahlen genutzt wer-
den können. Für das verhaltensorientierte pDWH-Szenario sind Basiskennzahlen
aus der jeweiligen betrieblichen Domäne abzuleiten und zu ergänzen. Zu beach-
ten ist, dass Kennzahlen mit heterogener Granularität vorliegen können. Man-
che Kennzahlen liegen für Knoten, andere hingegen nur für (Sub-)Prozesse vor
(Casati et al. 2007).
6.4.3 Anwendung des multidimensionalen Prozessmodells
Zur Verdeutlichung des multidimensionalen pDWH-Schemas erfolgt die Anwen-
dung auf das Fallbeispiel Mobility Provision, konkret auf den Ausschnitt des Ver-
triebsprozesses aus Abb. 6.4. Das resultierende Datenschema ist in Tabellenstruk-
turen, angelehnt an das Konzept des Star-Schemas (vgl. Kap. 3.3.3), in Abb. 6.6 dar-
gestellt. Die zugehörige SQL-basierte Implementierung der Tabellen ﬁndet sich in
Anhang A.1.
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FlowNode-Schema
NODE-ID NODE-DESC PARENT
2 Senden Verfügbarkeitsprüfung -
3 Empfang Verfügbarkeitsliste -
4 Ergebnis Empf. Verfügbarkeitsliste -
301 Ereignis Empfang Liste e-Car 3
302 Empfang Liste e-Car 3
303 e-Cars verfügbar? 3
304 Ergebnis e-Cars verfügbar? 3
305 Verfügbarkeit speichern 3
306 Prüfung Suchkriterien 3
         
         
Fakten
NODE-ID TYPE-ID P-ID
2 T2 -
3 T2 -
4 T3 -
301 T1 P1
302 T4 -
303 T5 -
304 T3 -
305 T6 P2
         
         
   
2015-12-13T13:17:50
2015-12-13T13:17:57
2015-12-13T13:16:40
2015-12-13T13:15:52
2015-12-13T13:15:50
2015-12-13T13:18:45
2015-12-13T13:15:50
2015-12-13T13:15:20
   
timestamp
FlowNode-Sequenz
N-INSTANZ PRE POST
2-1    3-1
3-1 2-1 4-1
4-1 3-1 [...]
301-1 - 302-1
302-1 301-1 303-1
303-1 302-1 304-1
304-1 303-1 305-1
305-1 304-1    
         
N-INSTANZ
2-1
3-1
4-1
301-1
302-1
303-1
304-1
305-1
   
   
         
FlowNode-Typ
TYPE-ID SUBTYP CHARAKTER
T2 embedded_sub_process -
T3 exclusive_gateway -
T4 receive_task -
T5 service_task -
T6 send_task -
         
T1 start_event message
TYP
sub_process
gateway
task
task
task
   
event
P.COND.
-
-
[...]
-
-
-
true
   
   
   
Participant
P2 e-Car Daten
P1 Flotte-AwS
      
P-ID P-INSTANZ P-MESSAGE
Liste eCars
Liste Verfügbarkeit
   
e-Car Daten
Flotte-AwS
   
P-TYP
1
1
1
1
1
1
1
1
1
1
n
P-INSTANZ
1
1
1
1
1
1
1
1
   
   
Abb. 6.6: Exemplarische Instanzen des pDWH-Schemas zum Vertriebsprozess
Die Tabelle Fakten stellt ihre Instanzen als Kombination aus den Dimensionen
FlowNode-Schema (referenziert über die Node-ID), FlowNode-Sequnez (N-Instanz),
FlowNode-Typ (Type-ID) und, sofern relevant, Participant (P-ID) dar. Zudem wird
die Kennzahl Anzahl (n) abgebildet. Auf eine explizite Darstellung der Dimensi-
on Zeit wird verzichtet. Durch einen Zeitstempel (timestamp) kann der Bezug für
Analysen im Zeitverlauf hergestellt werden.
Knoteninstanzen werden über eine Kombination aus Node-ID und einem glo-
balen, prozessinstanzübergreifenden Zähler identiﬁziert (z.B. Instanz 301-1). Die
Zuordnung einer Knoten- zu einer Prozessinstanz erfolgt in der Dimensionstabel-
le FlowNode-Sequenz durch das Attribut P-Instanz. Knoteninstanz 301-1 aus Pro-
zessinstanz 1 wird beispielhaft aufgegriﬀen. Die Einbettung der Knoteninstanz in
den Prozessablauf wird ebenfalls in Tabelle FlowNode-Sequenz deutlich. Als Start-
ereignis ist für den Knoten 301-1 lediglich ein Nachfolger (302-1) hinterlegt. In
der Tabelle FlowNode-Typ ist ersichtlich, dass es sich bei Instanz 301-1 um ein
Ereignis, konkret ein Start-Event zum Nachrichtenempfang (Charakterisierung
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Message), handelt. Aus der Tabelle Participant ist ersichtlich, dass es sich bei der
Nachricht um eine Liste von e-Cars, übermittelt vom Teilnehmer Flotte-AwS, han-
delt. Die Knoteninstanz 301-1 ist durch das Schemaobjekt 301 mit dem Bezeich-
ner Ereignis Empfang Liste e-Car deﬁniert. Zudem ist die hierarchische Beziehung
zu Knotentyp 3 (Empfang Verfügbarkeitsliste) in der Dimension FlowNode-Schema
dargestellt. Knoten 3 stellt einen eingebetteten Sub-Prozess auf höchster Hierar-
chieebene des Workﬂows dar. Als Beispiel eines Gateways dient Knoteninstanz
304-1. Die eingetretene Nachbedingung ist in der Tabelle FlowNode-Sequenz mit
true hinterlegt. Das bedeutet, dass e-Cars verfügbar sind und im nächsten Schritt
(Knoteninstanz 305-1) gespeichert werden können.
Nachfolgendwerden anhand des Beispiels weitere ausgewählteModellsituationen
erläutert:
Alternative und parallele Pfade Alternative und parallele Abläufe sind gängiger
Bestandteil von Prozessmodellen. Alternative Abläufe entstehen durch Exclusive-
Gateways. Die Abbildung in der multidimensionalen Datenstruktur kann anhand
von Knoteninstanz 304-1 gezeigt werden. Im Schemawerden zwarmehrere Nach-
folger (305, 306) für Schemaobjekt 304 modelliert, auf Instanzebene wird jedoch
genau ein Pfad/Nachfolger (hier: 305-1) gewählt. Durch ein paralleles Gateway
werden parallele Pfade gestartet bzw. zusammengeführt. Hieraus begründet sich
eine n:m-Beziehung eines Knotens zu Vorgängern und Nachfolgern. Bei relatio-
naler Realisierung wie in Abb. 6.6 wird eine zusätzliche Tabelle notwendig, die die
n:m-Beziehung abbildet und die Tabelle FlowNode-Sequenz in den Rollen pre und
post referenziert.
Schleifen Die Modellierung von Schleifen im Workﬂow führt zum mehrfachen
Durchlaufen eines Knotens, also mehreren Instanzen des Knotens. Der Sub-Pro-
zess Empfang Verfügbarkeitsliste (Abb. 6.4) sowie die zugeordneten Elemente (z.B.
Knoten 301) sind in einer Schleife eingebettet und werden möglicherweise pro
Prozessinstanz mehrfach durchlaufen. Die Kombination aus Node-ID und Zäh-
ler (Syntax: NodeID-Zähler) als N-Instanz dienen der Identiﬁkation. Je Prozess-
instanz kann die Anzahl als auch die Reihenfolge (z.B. durch Höhe des Zählers
oder dessen Zeitbezug) des Durchlaufs eines Schemaobjektes ermittelt werden.
141
6 Datenstrukturen prozessorientierter Data-Warehouse-Systeme
6.4.4 Unterstützung der vollen BPMN-Konformität zur Prozess-
modellierung
Im vorangehenden Abschn. 6.4.1 erfolgt die Ableitung des pDWH-Schemas auf
Basis eines Ausschnitts der BPMN, der sich durch die Descriptive Process Modeling
Conformance der BPMN-Speziﬁkation abgrenzt. Durch die volle Process Modeling
Conformance wird die Palette von Modellelementen zur Speziﬁkation von Work-
ﬂows erweitert. Nachfolgend wird erörtert, ob und wie sich diese Erweiterungen
auf das vorgestellte pDWH-Schema auswirken.
Zum einen kommen zusätzliche Sub-Typen von FlowNodes durch die Erwei-
terung hinzu. Zur Abbildung dieser ist keine Anpassung des pDWH-Schemas
notwendig. In der vorgestellten Datenstruktur können diese als Instanzen der
Dimensionsstufe Sub-Typ der Dimension FlowNode-Typ verwaltet werden. Hinzu-
kommen die Sub-Typen für Task (Manual, Business Rule, Script), für Event (interme-
diate) sowie fürGateway (Complex, Event-based). Die detaillierte Charakterisierung
der Sub-Typen erfolgt über das entsprechende Dimensionsattribut. Beispielswei-
se kann so die Diﬀerenzierung eines event-based Gateways in parallel und exclusive
erfolgen. Für Ereignisse kann das Dimensionsattribut Charakter Aufschluss über
die Art des Ereignisses geben (z.B.Message Sub-Process Interrupting).
Zum anderen kommen durch die Erweiterung sog.Marker hinzu, die die nähe-
re Speziﬁkation der Ausführungssemantik von Aktivitäten ermöglichen. Einige
Marker sind sowohl für Tasks als auch für Sub-Processes (Loop, Multiple Instance,
Compensation), andere nur auf das Element Sub-Process (Ad-hoc) anwendbar. Die
Marker werden in der Dimension FlowNode-Typ als Charakterisierung des embed-
ded Sub-Process bzw. des jeweiligen Sub-Typs von Task geführt. Die Abbildung der
Marker im pDWH-Schema wird nachfolgend beschrieben:
• Loop: Die Modellierung und Abbildung von Schleifen wird bereits in Ab-
schn. 6.4.3 anhand des Fallbeispiels eingeführt. Alternativ zur dort beschrie-
benen expliziten Modellierung der Schleifenlogik kann eine Aktivität (Sub-
Process, Task) als Schleife gekennzeichnet undmit einer Abbruchbedingung
versehen werden (OMG 2011, S. S. 190f.). Die Abbildung von Loop-Akti-
vitäten im pDWH-Schema erfolgt analog zur explizit modellierten Schlei-
fenlogik. Je Durchlauf einer Aktivität wird eine Aktivitätsinstanz (Syntax:
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NodeID-Zähler) erzeugt und der Zähler inkrementiert. Im Falle von Sub-
Prozessen mit Loop-Marker gilt dies für alle Kind-Elemente.
• Multiple Instance: Zur Laufzeit werden für eine Aktivität (Sub-Process, Task)
mit Multiple Instance-Marker mehrere Instanzen gebildet. Diese werden je
nach Speziﬁkation parallel oder sequentiell ausgeführt. Die Anzahl der In-
stanzen kann vorgegeben oder auf Basis zu verarbeitender Datensätze er-
mittelt werden (OMG 2011, S. 191f.). Pro Aktivtätsinstanz wird, vergleich-
bar mit der Abbildung von Loop-Aktivitäten, eine Knoteninstanz im pDWH-
Schema gebildet. Die parallele bzw. sequentielle Ausführung der Aktivitäts-
instanzen ist aus den Vorgänger-Nachfolger-Beziehungen ersichtlich. Auch
hier ist eine Anpassung der Struktur des pDWH-Schemas nicht notwendig.
• Compensation: Zielsetzung von Kompensation ist es, bereits ausgeführte
Prozessschritte rückgängig zu machen. Aktivitäten zur Kompensation sind
nicht in den Sequenzﬂuss eines Prozesses eingebunden, sondern sind mit
einer Aktivität des regulären Prozessablaufs assoziiert (OMG 2011, S. S.
303ﬀ.). Zur Abbildung dieser Assoziation zwischen Knoten wird ein zusätz-
liches Attribut (Assoziation) für die Tabelle Fakten aus Abb. 6.6 des pDWH-
Schemas vorgeschlagen. Ein Compensation-Sub-Prozess ist explizit als Teil
eines übergeordneten Prozesses modelliert (OMG 2011, S. S. 303ﬀ.). Diese
Zuordnung wird über die Dimension FlowNode-Schema bereits abgedeckt.
• Ad-hoc: Ein Ad-hoc Sub-Prozess besteht aus Elementen, die keine oder nur
teilweise eine Ablaufreihenfolge vorgegeben haben (OMG 2011, S. 180ﬀ.).
Der Ablauf wird während der Prozessausführung bestimmt. Im pDWH-
Schema wird grundsätzlich der Ablauf einer Prozessinstanz zur Laufzeit
in der Dimension FlowNode-Sequence verwaltet. Damit kann auch die ad-hoc
gewählte Sequenz instanzspeziﬁsch aufgezeichnet werden.
Als weitere Spezialisierung von Sub-Prozessen kommen mit der Process Mode-
ling Conformance der Event Sub-Process sowie der Transaction Sub-Process hinzu.
Wie auch die Call Activity stellen beide Sub-Typen eines Sub-Process in der Di-
mension FlowNode-Typ dar. Die jeweilige Abbildung auf die pDWH-Struktur wird
nachfolgend beschrieben:
• Event Sub-Process: Der Event Sub-Process stellt eine Verallgemeinerung der
Compensation dar. Der Prozess ist einem übergeordneten Prozess zugeord-
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net (Dimension FlowNode-Schema), jedoch nicht Bestandteil im normalen
Ablauf. Ausgelöst wird dieser, wie aus dem Bezeichner ableitbar, über Er-
eignisse im übergeordneten Prozess. Die Assoziation zwischen den Prozes-
sen bzw. zwischen deren Ereignissen kann analog zur Compensation über
das Attribut Assoziation der Tabelle Fakten realisiert werden.
• Transaction Sub-Process:Ein Sub-Prozess kann als Transaktion gekennzeich-
net werden. Die Transaktion ist in einen Sequenzﬂuss eingebunden, wo-
bei das Ergebnis der Transaktion den nachfolgenden Ablauf bestimmt. Bei
erfolgreicher Ausführung wird mit dem die Transaktion umgebenden Se-
quenzﬂuss fortgesetzt. Bei Abbruch der Transaktion ist zumeinen dieDurch-
führung assoziierter Kompensationen (s.o.) für Aktivitäten innerhalb der
Transaktion möglich. Zum anderen werden mit der Transaktion assoziier-
te Abbruch-Ereignisse (throw-catch, modelliert als boundary event) behandelt
(OMG 2011, S. 178ﬀ.). Über das bereits eingeführte Attribut Assoziation
der Faktentabelle kann diese Assoziation der Ereignisse ebenfalls abgebil-
det werden.
Zusammenfassend wird festgehalten, dass das in den Abschn. 6.4.1 bis 6.4.2
speziﬁzierte pDWH-Schemamitminimalen Anpassungen auch die Elemente der
vollen Process Modeling Conformance aufnehmen kann.
6.5 Bereitstellung prozessorientierter Daten durch die
Komponentenarchitektur
Die in Abschn. 6.4 beschriebenen Datenstrukturen basieren auf der Aufzeich-
nung der Workﬂow-Ausführung. Aufzeichnung sowie Bereitstellung der multidi-
mensionalen Prozessdaten sind Aufgaben der Monitoring-Kompontnete der Refe-
renzarchitektur aus Kap. 5. Sowohl für das verhaltens- als auch das strukturorien-
tiere pDWH-Szenario ist die Erweiterung des pDWH-Schemas um Informatio-
nen (Kennzahlen und Dimensionen) der betrieblichen Domäne notwendig. Als
Grundlage zu deren Speziﬁkation dienen die Datenkomponenten bzw. die zuge-
ordneten Datenschemata.
Zur Ableitung von Dimensionen wird die Arbeit von Böhnlein (2001, S. 353ﬀ.)
herangezogen. Sie beschreibt die Speziﬁkation multidimensionaler Datensche-
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mata basierend auf objektorientierten Strukturen der Datenquelle. Für den Ablei-
tungsprozess von Dimensionen bzw. Dimensionshierarchien ist Expertenwissen
über die Anwendungsdomäne erforderlich. Eine algorithmische Beschreibung ist
nicht möglich (Böhnlein 2001, S. 355). Dimensionen bzw. Dimensionshierarchi-
en können sich aus abgegrenzten Objekttypen, deren Attributen oder den Bezie-
hungen zwischen Objekttypen ableiten (Böhnlein 2001, S. 355). Nachfolgend ist
ein Ausschnitt der Regeln nach Böhnlein (2001, S. 356) angegeben, die zur Iden-
tiﬁkation von Dimensionen und Dimensionshierarchien beitragen können:
• (0,*)- bzw. (1,*)-Beziehungen zwischen Objekttypen können Hinweise auf
die Dimensionshierarchie darstellen.
• is-a- oder is-part-of -Beziehungen zwischen Objekttypen können Hinweise
auf Dimensionshierarchien darstellen.
• Auf Basis der Attribute der Objekttypen können Kandidaten für Dimensio-
nen bzw. Dimensionshierarchien abgeleitet werden.
Gegenstand der Betrachtung ist jeweils der von einer Datenkomponente verwal-
tete Ausschnitt des operativen Datenschemas. Die Ableitung von Dimensionen
wird nachfolgend anhand zweier Beispiele aus der Fallstudie Mobility Provision
verdeutlicht. In Abb. 6.7 ist linksseitig das operative Datenschema der Kompo-
nente Vertriebsdaten (vgl. Komponentenarchitektur Abb. 5.3) als UML-Klassendia-
gramm dargestellt. Der Typ Vertriebskanal stellt den Supertyp für CallCenter und
e-Shop dar. Beide stehen damit in einer is-a-Beziehung zu Vertriebskanal.
Mitarbeiter
Callcenter
Gesamt
CC-MITARBEITER
Art
Gesamt
VERTRIEBSART
Abgeleitete Dimensionen
Vertriebskanal
CallCenter
e-Shop
CC Mitarbeiter
0..*
Operative Datenstruktur
Abb. 6.7: Operative und multidimensionale Datenstrukturen der Komponente Ver-
triebsdaten
Anhand dieser Beziehung wird die Dimension Vertriebsart (Abb. 6.7 rechts) ab-
geleitet. Auf unterster Hierarchiestufe werden die Ausprägungen CallCenter und
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e-Shop unterschieden. Die Dimension CC-Mitarbeiter (Abb. 6.7 rechts) begründet
sich aus der Komposition (is-part-of -Beziehung) von CallCenter zu CC-Mitarbeiter.
Mitarbeiter bilden die niedrigste Stufe der Dimensionshierarchie. Es wird ange-
nommen, dass in der FallstudieMobility Provisionmehrere Call Center beauftragt
sind, zu denenMitarbeiter eindeutig zugeordnet werden können. Daraus begrün-
det sich die Hierarchiestufe CallCenter.
In Abb. 6.8 ist der Objekttyp Kunde mit seinen beschreibenden Attributen dar-
gestellt. Die Verwaltung der operativen Daten ist der Komponente Kundendaten
zugeordnet. Dimensionen bzw. Dimensionshierarchien begründen sich hier an-
hand kundenspeziﬁscher Attribute. Durch die Attribute Postleitzahl und Ort wird
die geographische Herkunft des Kunden festgelegt. In der Dimension Geographie
wird die Aggregation hin zu Bundesland und Land speziﬁziert. Hinsichtlich dieser
Zuordnung ist die Komponente Kundendatenmit zusätzlichen Informationen zu
konﬁgurieren. Das Attribut Geschlecht führt zur gleichnamigen Dimension, an-
hand der die Diﬀerenzierung nach männlich und weiblich ermöglicht wird. Aus
dem Attribut Kundengruppe wird die Dimension Kundenstruktur abgeleitet. Ein
Kunde wird eindeutig einer Kundengruppe zugeordnet. Zudem ist Geburtsjahr ent-
scheidungsrelevant und ermöglicht Analysen von Alterstrukturen.
Kunde
Kundennummer
Vorname
Name
Strasse
Postleitzahl
Ort
Geburtsdatum
Geschlecht
Kundengruppe
Gesamt
Ort
Bundesland
Land
GEOGRAPHIE
Geschlecht
Gesamt
GESCHLECHT
Kunde
Kunden-
gruppe
Gesamt
KUNDENSTRUKTUR
Geburtsjahr
Operative
Datenstruktur
Abgeleitete Dimensionen
Abb. 6.8: Operative undmultidimensionale Datenstrukturen der Komponente Kun-
dendaten
Die Speziﬁkation von Kennzahlen der betrieblichen Domäne erfolgt ebenfalls
nach Böhnlein (2001, S. 351ﬀ.). Kennzahlen werden zur Leistungsbewertung ei-
nes Geschäftsprozesses speziﬁziert. Zunächst werden diese identiﬁziert und im
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nächsten Schritt Objekttypen zugeordnet, die die Transaktion (Leistungserstel-
lung) innerhalb eines Geschäftsprozesses beschreiben (Böhnlein 2001, S. 351f.).
Übertragen auf die Referenzarchitektur aus Kap. 5 werden die Kennzahlen den
Datenkomponenten zugeordnet, die Transaktionsdaten verwalten. Anhand des
BeispielsMobility Provisionwerden die Komponenten Buchungsdaten,Mietprozess-
daten und Forderungsdaten (Abb. 5.3) identiﬁziert. In Kap. 4.4 wird das Entschei-
dungsszenario zurAngebotserweiterung eingeführt. DieErfolgsquote (Annahmequo-
te erweiterter Angebote) als Kennzahl je nach Phase des Leihprozesses und Kun-
denkategorie kann zur Entscheidung, ob ein erweitertes Angebot unterbreitet wird,
herangezogen werden. Die notwendigen Basiskennzahlen werden der Kompo-
nente Buchungsdaten zugeordnet.
Für das EntscheidungsszenarioProzessgestaltungVertriebskanal ausKap. 4.4 kön-
nen die generischen Kennzahlen Kosten, Zeit und Anzahl über die Monitoring-
Komponente verwendet werden. Diese können entlang der vorgestellten Dimen-
sionen aus Abb. 6.7 und Abb. 6.8 sowie des pDWH-Schemas aus Abschn. 6.4
verdichtet und analysiert werden. Beispielsweise können Unterschiede zwischen
Online- und CallCenter-Vertrieb bzgl. Kosten und Zeit bis zum Abschluss der Akti-
vitätVersenden des individuellen Angebotes aufgedeckt werden. Ebenso können Kun-
denpräferenzen für die Art des Vertriebskanals nach Kundenmerkmalen wie Ge-
schlecht oder Altersgruppe aufgedeckt werden.
Die identiﬁzierten multidimensionalen Strukturen (Kennzahlen und Dimen-
sionen) dienen als Grundlage zur Parametrisierung der Export-Schnittstellen zum
OLAP-Export, wie in Kap. 5.3.4 beschrieben. Die Bereitstellung der Daten erfolgt
multidimensional, jedoch nicht integriert. Die Daten werden für die jeweiligen
Data Marts und Entscheidungsszenarien (Vertriebsgestaltung, Angebotserweiterung)
durch den Prozess der Datenintegration (vgl. 5.4.2) zusammengeführt und über-
geben.
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6.6 Zusammenfassende Einordnung
In Kap. 6 wird die Bereitstellung von entscheidungsrelevanten Prozessdaten be-
schrieben. Hierzu wird zunächst ein generisches, multidimensionales Schema
für Prozessdaten erstellt und im Weiteren anhand der Referenzarchitektur aus
Kap. 5 eingeordnet. Als Ausgangspunkt zur Speziﬁkation des pDWH-Schemas
dient die BPMN als aktuell weit verbreitete und anerkannte Sprache zur Pro-
zessmodellierung. Die Dimensionen des Datenmodells begründen sich dabei aus
demMetamodell. Vergleichbare Ansätze zur Speziﬁkation von multidimensiona-
len Prozessmodellen basieren z.T. auf proprietären oder domänenspeziﬁschen
Prozessdeﬁnitionen. Diese sind bezogen auf die Modellierungsmächtigkeit der
BPMN jedoch eingeschränkt. Das konzipierte Datenmodell wird nachfolgend an-
hand der Perspektiven der Prozessmodellierung, der pDWH-Szenarien sowie an-
hand der Referenzarchitektur zusammenfassend eingeordnet.
Einordnung anhand der Perspektiven der Prozessmodellierung In Abschn. 6.3
werden verwandte Forschungsarbeiten anhand der Unterstützung der Perspek-
tiven der Prozessmodellierung nach Curtis et al. (1992) bewertet. Nachfolgend
wird das vorgestellte pDWH-Schema ebenfalls anhand dieser bewertet. Zu be-
rücksichtigen ist, dass Sprachen zur Prozessmodellierung in unterschiedlicher
Ausprägung eine oder mehrere, i.d.R. jedoch nicht vollständig die Perspektiven
der Prozessmodellierung unterstützen (Curtis et al. 1992). Bei Korherr (2007, S.
33ﬀ.) wird die BPMN anhand der eingeführten Perspektiven eingeordnet. Die Be-
wertung des vorgestellten pDWH-Schemas erfolgt in Teilen auf Basis der Einord-
nung.
• PerspektiveFunktion: Die Funktion ist durch dieDimensionFlowNode-Sche-
ma mit hierarchischer Struktur des Prozesses und semantischen Bezeich-
nern v.a. der Tasks beschrieben. Eine Erweiterung der Ablauﬁnformationen
des pDWH-Schemas um Dimensionen der betrieblichen Domäne ist vor-
geschlagen. Somit werden auch fachliche Informationen der betrieblichen
Domäne (GP-Semantik) immultidimensionalen Schema berücksichtigt. Ei-
ne Lücke verwandter Arbeiten ist die die Einordnung von Kennzahlen und
Dimensionen in die Funktionen der betrieblichen Leistungserstellung bzw.
deren Lenkung. Dies bildet u.a. denUntersuchungsgegenstand des nachfol-
genden Kap. 7 im Rahmen der Konzeption einer Entwicklungsmethodik.
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• Perspektive Verhalten: Die Verwaltung des Prozessverhaltens sowie dessen
Analyse werden durch die Dimension FlowNode-Sequenz ermöglicht. Die
Verwaltung der jeweils ausgeführten Sequenzen (bestimmt über Gateways)
erfolgt auf Instanzebene. Die Art der ausgeführten Elemente des Sequenz-
ﬂusses ist durch die Dimension FlowNode-Typ beschrieben.
• PerspektiveOrganisation: Organisatorische Verantwortlichkeiten innerhalb
des Prozesses sind durch die Strukturierung eines Pools in Lanes in der
BPMN sowie der Dimension SwimLane abgedeckt. Durch die Sub-Typen
UserTask und ServiceTask (Dimension FlowNode-Typ) kann zwischen auto-
matisierten und nicht-automatisierten Aufgabenträgern unterschieden wer-
den. Über die Dimension Participantwerden zudem die Einbettung und die
Interaktion des Prozesses mit anderen Teilnehmern/Prozessen aus organi-
satorischer Perspektive beschrieben.
• Perspektive Information: Die durch Interaktion mit Partnerprozessen aus-
getauschten Nachrichten (Dimension Participant) werden der Perspektive
Information zugeordnet. Während des Prozessablaufs eingetretene Ereig-
nisse stellen ebenfalls relevante Prozessinformationen dar. Erfasst werden
diese über den Typ des Ereignisses (Dimension FlowNode-Typ) sowie die Se-
mantik in Dimension FlowNode-Schema. In Abschn. 6.1.3 wird bereits auf
den nicht operablen Datenbegriﬀ der BPMN hingewiesen. Im vorgestellten
Konzept ﬁnden die verarbeiteten Daten als Dimensionen der betrieblichen
Domäne (Abschn. 6.5) Berücksichtigung.
Auch die von verwandten Arbeiten eingeführten Dimensionen ﬁnden sich im vor-
gestellten Modell wieder. Zusammen mit BPMN-speziﬁschen Dimensionen (z.B.
Participant) werden diese anhand des Metamodells begründet. Zudem wird ein
Vorschlag zur Integration von Dimensionen der betrieblichen Domäne unterbrei-
tet. Wie gezeigt, ergibt sich damit eine umfassende Abdeckung der Perspektiven
zur Prozessmodellierung. Die Bereitstellung der Daten erfolgt auf Granularität
der Datenquelle. Kennzahlen werden auf der Granularität von Knoteninstanzen
(sofern sinnvoll) bereitgestellt. Aufgrund des multidimensionalen Charakters des
pDWH-Schemas ist die Möglichkeit zur Aggregation und Abstraktion gegeben.
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Einordnung der pDWH-Szenarien Durch das vorgestellte pDWH-Schema wer-
den sowohl das struktur- als auch das verhaltensorientierte pDWH-Szenario un-
terstützt. Auf Basis der Literatur wird die Anforderung aufgestellt (vgl. Abschn.
6.2.2), in beiden Szenarien den Ablauf von Prozessen analysierbar zu gestalten.
Anhand der Hauptziele der Prozessgestaltung werden die Basiskennzahlen Zeit,
Kosten undAnzahl für das strukturorientierte Szenario vorgeschlagen, anhand de-
rer weitere Kennzahlen abgeleitet werden können. Dimensionen dazu leiten sich
zum einen aus dem Metamodell der BPMN, zum anderen aus den Datenstruk-
turen operativer Quellsysteme ab. Für das verhaltensorientierte Szenario kann
das pDWH-Schema um Kennzahlen und Dimensionen der betrieblichen Anwen-
dungsdomäne erweitert werden, die die Ableitung von Maßnahmen zur aktiven
Prozesssteuerung ermöglichen.
Einordnung anhand der Referenzarchitektur Die Bereitstellung von multidimen-
sionalen Prozessdaten wird innerhalb der Referenzarchitektur der Monitoring-
Komponente zugeordnet. Zur Bereitstellung ergänzender, betriebswirtschaftlicher
Daten (Kennzahlen und Dimensionen) werden die operativen Datenkomponen-
ten konﬁguriert. Flexibilität zur Anpassung an sich veränderndesMarkt- undKun-
denverhalten mit sich verändernden Prozessen (Workﬂows) stellt eine Anforde-
rung an die Referenzarchitektur für operativ-dispositive AwS dar. Hieraus resul-
tiert auch die Anforderung der ﬂexiblen Anpassbarkeit der Datenstrukturen des
pDWH-Systems als Kern des dispositiven Teilsystems. Im generischen pDWH-
Schema kann ohne Anpassung auf Schemaebene auf Veränderungen im Work-
ﬂowschema reagiert werden. Neue oder veränderte Knoten des operativen Work-
ﬂowschemas ﬁnden sich als neue Instanzen der Dimension FlowNode-Schema,
Veränderungen im Ablauf der Prozessausführung in den Instanzen der Dimen-
sion FlowNode-Sequenz wieder. Die Dimension FlowNode-Typ führt Kontentypen
des BPMN-Metamodells und ist unabhängig von konkreten Anwendungsszena-
rien. Das pDWH-Schema kann aufgrund seiner generischen Struktur somit als
robust bzgl. angepasster Prozesse bezeichnet werden. Aufgrund dieser stabilen
Strukturen bleibt die Rekonstruierbarkeit von Ergebnissen und Berichten auch
nach Anpassung operativer Prozesse sichergestellt. Das pDWH-Schema stellt ei-
ne geeignete Grundlage zur Realisierung der dispositiven Datenstrukturen pro-
zessorientierter operativ-dispositiver AwS dar.
150
7 Entwicklung geschäftsprozess-
orientierter operativ-dispositiver
Systeme
Kapitelzusammenfassung: In Kap. 5 wird eine Referenzarchitektur für
operativ-dispositive Anwendungssysteme, in Kap. 6 das zugehörige Da-
tenmodell vorgestellt. Nachfolgend wird eine Entwicklungsmethodik
konzipiert, die die Anwendbarkeit dieser Artefakte in betrieblichen Sze-
narien als Zielsetzung verfolgt und damit auch zu deren Validierung
beiträgt. Ausgehend von Anforderungen an eine geeignete Entwick-
lungsmethodik (Abschn. 7.1) sowie der Diskussion verwandter Arbei-
ten (Abschn. 7.2) wird die Grundkonzeption in Abschn. 7.3 vorgestellt.
Die Methodik entkoppelt zeitlich die Entwicklung des operativen AwS
(Abschn. 7.4) sowie des angebots- und des nachfrageorientierten DWH-
Systems. Einen zentralen Beitrag der Entwicklung des angebotsorien-
tierten DWH-Systems stellt die Einordnung von AT-speziﬁschen Pro-
zessinformationen in den Geschäftsprozess-Kontext (Abschn. 7.5) dar.
Bei der Konzeption bzgl. des nachfrageorientierten Systems wird zu-
dem die Integration analytischer Informationen in operative Prozessa-
bläufe thematisiert (Abschn. 7.6). DenAbschluss des Kapitels bildenZu-
sammenfassung und Diskussion der Ergebnisse in Abschn. 7.7. Grund-
lage zur Konzeption der Entwicklungsmethodik bildet das Semantische
Objektmodell, zur Demonstration der Ergebnisse die FallstudieMobility
Provision.
7.1 Anforderungen an die Entwicklung geschäfts-
prozessorientierter operativ-dispositiver Systeme
Bei Sommerville (2016, S. 18) werden zwei wesentliche Faktoren für das Schei-
tern von Software-Entwicklungsprojekten genannt: Einen Faktor stellt die steigende
Komplexität von AwS, einen anderen das Fehlen adäquater Entwicklungskonzepte
in System-Entwicklungsprojekten dar. Es besteht Bedarf, Entwickler durch Bereit-
stellung adäquater Konzepte bei ihrer komplexen Tätigkeit zu unterstützen und
diese in der Handhabung der Konzepte zu schulen. Die Argumentation bzgl. der
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Komplexität kann auch für geschäftsprozessorientierte operativ-dispositive AwS
geführt werden. Wie in Kap. 1.1.2 mit Abgrenzung des Untersuchungsgegenstan-
des der Arbeit gezeigt wird, werden Teilsysteme zur operativenDurchführung von
Geschäftsprozessen (operatives AwS), zur Bereitstellung entscheidungsrelevanter
Daten (pDWH-System) sowie zur Entscheidungsunterstützung (EU-System) zu ei-
nem operativ-dispositiven AwS integriert. Die Entwicklung der einzelnen Syste-
me stellt für sich bereits eine komplexe Aufgabe dar. Hinzu kommen die Kom-
plexität der Integration sowie der konsistenten Abstimmung dieser Teilsysteme.
Die Zielsetzung des Kapitels ist die Unterstützung von Entwicklern während der
Entwurfsphase geschäftsprozessorientierter operativ-dispositiver AwS durch ei-
ne modellbasierte Entwicklungsmethodik. Bestandteile einer solchen Methodik
sind nach Bork & Sinz (2013) sowie Ferstl & Sinz (2013, S. 136f.) Modellierungs-
ansatz, Vorgehensmodell und Modellarchitektur: Ein Modellierungsansatz ist durch
Metapher und Metamodell gekennzeichnet. Die Metapher beschreibt die grund-
sätzliche Sichtweise, die der Modellerstellung zugrunde liegt. ImMetamodell sind
darauf abgestimmtModellbausteine und Beziehungen, Regeln zu deren Verknüp-
fung sowie deren Semantik festgelegt. Durch das Architekturmodell wird, zur Be-
herrschung der Komplexität, das Modellsystem in Ebenen und Sichten struktu-
riert. Das Vorgehensmodell beschreibt die schrittweise, an der Modellarchitektur
ausgerichtete Modellbildung in ablauforientierter Form.
Als Zielsystem der nachfolgend konzipierten Methodik dient die komponen-
tenorientierte Referenzarchitektur aus Kap. 5 sowie das pDWH-Schema aus Kap.
6 festgelegt. Aus dem Untersuchungsproblem (Kap. 1.2) der Arbeit sowie den Ei-
genschaften und Anforderungen von Architektur und Datenschema ergeben sich
zwei zentrale Anforderungen an dieMethodik, die imNachfolgenden beschrieben
und bei der Konzeption zu berücksichtigen sind:
Expliziter Geschäftsprozessbezug Wie in Kap. 3.5.2 identiﬁziert, können sowohl
operative (verhaltensorientierte) als auch gestaltungsbezogene (strukturorientierte)
Entscheidungsszenarien durch ein pDWH-Systemunterstützt werden. Beide Sze-
narien haben den Prozessbezug gemein. In Kap. 6 wird ein Datenschema für
pDWH-Systeme vorgestellt, das diesen Prozessbezug explizit abbildet. Der Begriﬀ
Prozess wird dabei im Sinne vonWorkﬂow, also auf AT-Ebene, verwendet. Der Be-
griﬀ Geschäftsprozess ist hingegen der Aufgabenebene zugeordnet und beschreibt
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aus fachlicher Sicht die betriebliche Leistungserstellung sowie deren Lenkung
(vgl. Kap. 2.2.1). Diese Perspektive wird durch das vorgestellte pDWH-Konzept
(Architektur und Datenschema) jedoch noch nicht unterstützt. Dem Konzept des
Geschäftsprozesses kommen imWeiteren somit zwei zentrale Bedeutungen zu. Zum
einen bildet er den Ausgangspunkt zur Entwicklung betrieblicher AwS zur Durch-
führung automatisierbarer Aufgaben. Zum anderen spannt er auch den Kontext
zur fachlichen Bewertung von Daten des pDWH-Systems auf. Diese enge Ver-
knüpfung zwischen pDWH-System und GP-Modell zur Entwicklungs- und zur
Laufzeit wird vergleichbar auch bei Becker & Chamoni (2008) thematisiert. Ne-
ben der Nutzung von GP-Modellen zur Ableitung operativer Systeme dienen die-
se auch zur Ableitung von DWH-Schemata sowie zur Visualisierung von Analy-
seergebnissen. Als Beispiel wird ein modellbasierter Soll-Ist-Vergleich angeregt
(Becker & Chamoni 2008). Die zentrale Bedeutung des Geschäftsprozesses für die
Ergebnisse der Arbeit drückt sich durch die Spezialisierung des Konzeptes der
Prozessorientierung hin zurGeschäftsprozessorientierung (GP-Orientierung) aus. So-
wohl während der Entwicklung der Systeme als auch bei der Bewertung der Ab-
laufdaten ist explizit der Bezug zur Aufgabenebene, also zum Geschäftsprozess,
aufzuzeigen. Entscheidend ist die konsequente Nachvollziehbarkeit aller Entwick-
lungsschritte (Traceability). In der Konsequenz wird damit nicht nur die explizi-
te Bewertung der betrieblichen Leistungserstellung, sondern auch der Zugang
von (operativen) Nutzern mit betriebswirtschaftlichem Hintergrund zum DWH-
System unterstützt (Anforderung A2, Kap.5.1).
Konsistenz der Teilsysteme Die Forderung der konsistent entwickelten Teilsyste-
me schließt an die vorangegangene Argumentation an. Wie dargestellt, bildet der
Geschäftsprozess den zentralen Entwicklungsgegenstand. Dieser bildet die Grund-
lage zur Speziﬁkation des operativen AwS, zur Ableitung multidimensionaler Da-
tenschemata sowie denGegenstand der aktiven Steuerung im verhaltensorientier-
ten pDWH-Szenario. Bzgl. der Qualität prozessbezogener Entscheidungen sowie
der Interaktion zwischen den Teilsystemen ist es notwendig, dass diese konsistent
zueinander entwickelt werden. Die Speziﬁkation des operativen AwS, des pDWH-
Systems, des EU-Systems sowie deren Integration sind ausgerichtet an einem zen-
tralen Geschäftsprozessmodell vorzunehmen.
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7.2 Stand der Literatur: Entwicklung geschäftsprozess-
orientierter operativ-dispositiver Systeme
Zu dieser Arbeit verwandte Ansätze betreﬀen v.a. die Architektur operativ-dispo-
sitiver AwS (Kap. 5.2) sowie die Datenstukturen von pDWH-Systemen (Kap. 6.3).
Diemethodisch geleitete Entwicklung unter Berücksichtigung der Konsistenz der
Teilsysteme wird lediglich im Ansatz nach Becker (2007) bzw. Becker & Chamoni
(2008) thematisiert. Es handelt sich dabei um ein umfassendes DWH-Konzept im
RahmendesGeschäftsprozess- undWorkﬂow-Managements. Der Ansatz ist in die
Architektur integrierter Informationssysteme (ARIS) nach Scheer (2001, 2002) ein-
gebettet. Die Ableitung eines generischen pDWH-Schemas aus ARIS-Geschäfts-
prozessmodellen stellt einen Aspekt der Arbeit dar und wird bereits in Kap. 6.3
vorgestellt. Einen weiteren Aspekt bildet das Vorgehensmodell für die Einfüh-
rung und den Betrieb eines Process Warehousesmit Bezug zum Geschäftsprozess-
Management (GPM). Das Process Warehouse wird als DWH-Anwendung inter-
pretiert. Folglich wird auch ein etabliertes Vorgehen zur DWH-Entwicklung mit
prozessorientierten Erweiterungen vorgeschlagen (Becker 2007, S. 286ﬀ., Becker
& Chamoni 2008). Die Ausgestaltung der einzelnen Phasen wird nicht vertieft
beschrieben. Eine Diﬀerenzierung nach Abstraktions- bzw. Modellebenen (ver-
gleichbar zu Aufgaben- und AT-Ebene) ﬁndet nicht statt. Innerhalb des GPM ist
die Entwicklung des pDWH-Systems der Phase des kontinuierlichen Prozessma-
nagements und -controllings zugeordnet und damit der GP-Entwicklung nachgela-
gert. Zwischen den Vorgehensmodellen des GPM sowie der DWH-Entwicklung
werden drei Abstimmungsbeziehungen deﬁniert (Becker 2007, S. 289ﬀ.): (i) An-
forderungen des pDWH-Systems sind bereits während der GP-Entwicklung zu
berücksichtigen. (ii) Ergebnisse des GPM-Projektes ﬂießen ebenfalls in die Ent-
wicklung des pDWH-Systems ein. (iii) Aus dem pDWH-System abgeleitete Ana-
lyseergebnisse sind im Rahmen des GPM für das Prozess-Controlling zu nutzen.
Weitere vergleichbare Ansätze sind nicht bekannt. Insofern können im Wei-
teren nur verwandte Arbeiten zur Entwicklung der Teilsysteme beleuchtet wer-
den. Die Anforderung der Konsistenz ist damit nicht weiter relevant. In Abschn.
7.2.1 wird die Abgrenzung und Speziﬁkation von Komponenten auf Basis von Ge-
schäftsprozessen betrachtet. Abschn. 7.2.2 hat die prozessorientierte Entwicklung
von DWH-Systemen zum Gegenstand. Als relevant werden jeweils Arbeiten ein-
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gestuft, die die nachfolgenden Kriterien aus Abschn. 7.1 erfüllen: Zum einen ist
die methodisch geleitete Entwicklung anhand von Modellarchitektur oder Vorge-
hensmodell zu berücksichtigen. Zum anderen sollte explizit der GP-Bezug the-
matisiert sein.
7.2.1 Geschäftsprozessorientierte Entwicklung komponenten-
basierter Anwendungssysteme
DerGP-Bezug bildet das wesentliche Kriterium zur Auswahl verwandter Arbeiten.
Übertragen auf Ansätze zur Entwicklung komponentenorientierter AwS bedeutet
dies, dass ein GP-Modell den Ausgangspunkt der methodisch geleiteten Entwick-
lung von Komponenten darstellt. Der notwendige erste Schritt zur fachlichen Ab-
grenzung von Komponenten wird im idealtypischen Entwicklungsprozess (vgl.
Kap. 2.3.2) als Component Identiﬁcation bezeichnet.
Basierend auf Modellarchitektur und Vorgehensmodell des Semantischen Ob-
jektmodells (vgl. Kap. 2.2) ﬁnden sich in der Literatur zwei Ansätze zur Identiﬁ-
kation von Komponenten. Ein erster Ansatz nach Friedrich et al. (2016) basiert
auf der Methode von Birkmeier & Overhage (2012b) sowie den dazu gehörigen
Vorarbeiten nach Albani et al. (2008) und Birkmeier & Overhage (2012a). Der An-
satz ermöglicht die systematische Ableitung von Fachkomponenten aus konzep-
tuellen Modellen. Die optimale Strukturierung der Komponenten beruht auf der
Formalisierung des PrinzipsMinimierung der Kopplung bei Maximierung der Kohä-
sion. Die Lösung des dadurch beschriebenen Optimierungsproblems erfolgt auto-
matisiert und kann auf Basis von Simulationen bzgl. ihrer Belastbarkeit getestet
werden. Gerade bei der Auswahl von konzeptuellenModellen, vonModellelemen-
ten, von Beziehungen zwischen diesen sowie der Gewichtung von Beziehungen
kann der Entwickler die Strukturierung beeinﬂussen und kontextspeziﬁsche Prä-
ferenzen berücksichtigen. Für diese mitunter komplexen Entscheidungen sind in
der Methode ebenfalls unterstützende Konzepte vorgesehen. Bei Friedrich et al.
(2016) wird die Anwendung dieser Methode auf SOM vorgestellt. Das KOS sowie
das VOS als fachliche objektorientierte Anwendungsmodelle stellen den Input
der Methode dar. Die Modelle der SOM-Methodik auf AT-Ebene werden in Ab-
schn. 7.4.1 noch im Detail eingeführt. KOS und VOS enthalten in konsolidierter
Form ausschließlich automatisierbare, also durch AwS unterstütze Objekte. Im
KOS sind v.a. Generalisierungs- und Aggregationsbeziehungen zwischen diesen
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zur Komponentenabgrenzung relevant. Innerhalb des VOS gilt dies für objektin-
terne Interaktionsbeziehungen (Friedrich et al. 2016). Bei Ferstl et al. (1997) wird
ein weiterer Ansatz zur fachlichen Speziﬁkation von Komponenten (sog. Appli-
cation Objects) basierend auf SOM vorgestellt. Hierbei dient jedoch die Geschäfts-
prozessspeziﬁkation der Aufgabenebene als Ausgangspunkt. Die Abgrenzung der
fachlichen Komponenten erfolgt anhand betrieblicher Objekte, die Speziﬁkation
der Schnittstellen sowie des Interaktionsprotokolls zwischen diesen anhand der
Transaktionen des IAS. Aus Innensicht sind die Komponenten durch den un-
terstützten Ausschnitt der AT-Speziﬁkation der SOM-Methodik (KOS, VOS) be-
schreibbar (Ferstl et al. 1997).
Die Methode nach Andresen (2003) beschreibt ebenfalls Modellarchitektur und
Vorgehensmodell zur Komponentenabgrenzung. Diese sind entlang der Abstrak-
tionsebenen der Model Driven Architecture (MDA)2 speziﬁziert. Die Ebenen wer-
den dabei auch als Teil-Architekturen bezeichnet. Auf höchster Ebene der Busi-
ness Architektur werden Anforderungen, Business Cases und Prozesse erfasst. Der
Prozess-Begriﬀ wird dabei im Sinne von Workﬂow verstanden. Die daraus ab-
geleitete Referenz-Architektur hat die fachliche Speziﬁkation der Komponenten
zum Gegenstand (Platform Independent Model der MDA). Die Realisierung basie-
rend auf einem konkreten Komponentenmodell (z.B. Enterprise Java Beans) erfolgt
dann auf Ebene der Anwendungs-Architektur (Platform Speciﬁc Model der MDA).
Mit der System-Architektur wird schließlich die Realisierung der Komponenten in
einer systemspeziﬁschen Infrastruktur beschrieben (Enterprise Deployment Model
der MDA) (Andresen 2003, S. 70ﬀ.). Zur Ausgestaltung der Modellsichten der
einzelnen Abstraktionsebenen werden Vorgehensmodelle bereitgestellt (Andre-
sen 2003, S. 81ﬀ.).
Andere Ansätze thematisieren v.a. das Vorgehen zur Identiﬁkation von Kom-
ponenten ausgehend von Geschäftsprozessen. Das Verständnis des Begriﬀs Ge-
schäftsprozess (siehe Kap. 2.2.1) wird jedoch nicht näher erläutert. Der Begriﬀ ist
eher abstrakt im Sinne einer Sequenz von Aktivitäten zur Verarbeitung von Da-
tenobjekten gehalten. Das Vorliegen von Modellen der fachlichen Domäne (u.a.
von GP-Modellen) wird angenommen. Eine umfassende Speziﬁkation einer Ent-
wicklungsmethodik ist i.d.R. nicht gegeben. Bei Levi & Arsanjani (2002) wird ein
2Speziﬁkationen zur MDA: http://www.omg.org/mda/specs.htm – Zugriﬀ: 29.07.2017
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Ansatz zur Identiﬁkation und zur Speziﬁkation von Komponenten vorgestellt.
Die Nachvollziehbarkeit des Komponentenentwurfs bzgl. der Geschäftsziele und -
prozessewird explizit alsMehrwert der Arbeit genannt. Geschäftsprozessewerden
lediglich aus Außensicht in Form von Anwendungsfällen (Use Cases) verwendet
und dienen der Strukturierung einer betrieblichen Domäne durch Komponen-
ten. Zur strukturierten Ableitung und Speziﬁkation von Komponenten werden
Handlungsempfehlungen gegeben. Meng et al. (2005) identiﬁzieren Komponen-
ten ausgehend von Modellen der fachlichen Domäne zu Funktions-, Daten- und
Verhaltenssicht. Zentrale Artefakte stellen Aktivitäten und verarbeitete Datenob-
jekte dar. Methodisch basiert die Identiﬁkation von Komponenten auf hierarchi-
schen Cluster-Verfahren. Ähnlich ist auch die Arbeit von Cai et al. (2011) auf die
genannten Sichten ausgerichtet. Aktivitäten und Datenobjekte stellen auch hier
die zentralen Artefakte zur Abgrenzung von Komponenten dar. Zielsetzung der
Arbeit ist die Ableitung von Daten- und Prozesskomponenten auf Basis von Kon-
zepten der Fuzzy Logic und der Formal Concept Analysis.
Bei Birkmeier & Overhage (2012b) werden weitere Arbeiten zur Identiﬁkation
von Komponenten gegenübergestellt, die jedoch keinen expliziten Bezug zu Ge-
schäftsprozessen aufweisen. Zahlreiche Arbeiten (z.B. Lee et al. 1999, Ganesan
& Sengupta 2001, Jang et al. 2003) gehen dabei von objektorientierten Struktur-
beschreibungen wie Klassendiagramm und Anwendungsfällen, andere Arbeiten
(z.B. Kim & Chang 2004, Jain et al. 2001) zudem von Ablaufmodellen, beispiels-
weise in Form von Sequenzdiagrammen, aus. Das Vorliegen der Modelle als Er-
gebnis fachlicher Analysen wird jeweils vorausgesetzt. Die Arbeiten thematisie-
ren die Identiﬁkation von Komponenten durch Cluster-Verfahren oder Matrix-
Analysen (Birkmeier & Overhage 2012b).
7.2.2 Entwicklung geschäftsprozessorientierter Data-Warehouse-
Systeme
Verwandte Entwicklungsansätze für pDWH-Systeme (bzw. deren Datenschema-
ta) basieren auf der Speziﬁkation der betrieblichen AwS, die für die Ausführung
derGeschäftsprozesse verantwortlich sind. Nach Santos &Oliveira e Sá (2016) und
Sturm (2012) lassen sich diese Entwicklungskonzepte als struktur- oder prozessori-
entiert klassiﬁzieren:
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Strukturorientierte Entwicklungsmethoden (z.B. nach Boehnlein & Ulbrich-vom
Ende 1999 oderGolfarelli et al. 1998) beschreiben die Ableitung vonDWH-Schemata
aus den Datenmodellen der operativen AwS. Die Datenmodelle werden dabei als
gegeben angenommen. Der Bezug zum Geschäftsprozess wird i.d.R. nicht the-
matisiert. Der Ansatz nach Böhnlein (2001, S. 303ﬀ.) kann ebenfalls als struktur-,
aber auch als zielorientiert charakterisiert werden. Die beschriebenen Hinweise
zur Ableitung multidimensionaler Datenschemata basieren auf dem objektorien-
tierten KOS zur Beschreibung operativer Datenstrukturen. Das Vorgehen ist ex-
plizit in die SOM-Methodik eingebettet und ermöglicht damit die Speziﬁkation
von DWH-Strukturen mit explizitem Bezug zum operativen AwS sowie zur über-
geordneten GP-Speziﬁkation. Das resultierende DWH-Schema ist auf die Bewer-
tung vonGeschäftsprozessen und ihrer Leistung ausgerichtet sowie unter Berück-
sichtigung der Unternehmensziele speziﬁziert. DWH-Schemata nach Böhnlein
(2001) ermöglichen explizit die Analyse des Prozessergebnisses, nicht jedoch des
Prozessablaufs.
Die Gruppe der prozessorientierten Entwicklungsansätze bezieht auch Prozessmo-
delle in die Ableitung von DWH-Strukturen mit ein. Zentrale Motivation ist es, in
Entscheidungen zur Prozessgestaltung auch Zugang zu Verhaltensaspekten eines
Prozesses zu erhalten. Bei Santos & Oliveira e Sá (2016) werden Regeln zur au-
tomatisierten Ableitung multidimensionaler Datenstrukturen aus Prozessen vor-
gestellt. Als Prozesssprache wird die BPMN in der Version 2.0 betrachtet. Aus-
gehend von operativen Datenstrukturen, die automatisiert aus den Prozessmo-
dellen abgeleitet sind, sowie Participants in BPMN-Modellen können wiederum
automatisiert, DWH-Schemata abgeleitet werden. Die Entwicklung von DWH-
Schemata nach Dori et al. (2008) basiert auf der Object-Process-Methodology nach
Dori (2002). Die Methode stellt einen integrierten Ansatz zur Unterstützung der
Analyse und Entwicklung von Informationssystemen über deren Lebenszyklus
hinweg dar. Ausgehend von mit dieser Methode speziﬁzierten Prozessen, werden
regelbasiert alternative DWH-Strukturen vorgeschlagen. Die Auswahl eines Sche-
mas erfolgt kontextabhängig durch den Entwickler. In engen Bezug dazu stehen
die Arbeiten von Sturm (2008, 2012) die ebenfalls die regelbasierte Ableitung eines
Snowﬂake-Schemas aus Modellen des operativen Systems beschrieben. Als Aus-
gangspunkt der Ableitung dienen dabei jedoch BPMN-Prozessdiagramm, UML-
Klassendiagramm sowie eine Speziﬁkation der Organisationsstrukturen auf AT-
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Ebene. Die resultierenden DWH-Strukturen sind auf die Analysephase im GP-
Lebenszyklus ausgerichtet. Das bereitgestellte Regelwerk kann auf Prozessbau-
steine unterschiedlicher Abstraktionsstufen (z.B. Gesamtprozess, Sub-Prozesse
oder Aktivitäten) angewendet werden.
Eine weitere Gruppe von Arbeiten, die auch häuﬁg als prozessorientiert cha-
rakterisiert werden, stellen Zielsetzungen, die durch das DWH-System zu bewer-
ten sind, in den Fokus. Der explizite Bezug zum Geschäftsprozessmodell ist in
diesen Ansätzen jedoch nicht gegeben. In der vorliegenden Arbeit werden diese
Ansätze als zielorientiert charakterisiert. Bei Niedrite et al. (2007) wird eine ziel-
orientierte Methode zur Speziﬁkation von DWH-Strukturen zur Prozessanalyse
(Workﬂows) vorgestellt. Auf Basis von Interviews mit Prozessbeteiligten werden
mit dem Prozess assoziierte Zielsetzungen und Indikatoren (konkrete Fragestel-
lungen) zu deren Bewertung identiﬁziert. Gleichzeitig werden die zentralen Pro-
zessentitäten (z.B. Ressourcen, Produkte, Aktivitäten, Sub-Prozesse)mit ihren Be-
ziehungen in einem Strukturmodell erfasst. Auf Basis dieses Modells sowie der
erfassten Indikatorenwird einemultidimensionale Datenstruktur zur Analyse der
Prozessziele abgeleitet. Auch bei List & Machaczek (2004) wird zielorientiert ein
multidimensionales Prozessdatenschema speziﬁziert. Ausgehend von Unterneh-
menszielen werden GP-speziﬁsche Ziele abgeleitet und Fragestellungen zu deren
Bewertung formuliert. Auf Basis der Fragestellung erfolgt die Speziﬁkation des
DWH-Schemas. Generelle Zielsetzung der Arbeit ist die Erweiterung von Corpo-
rate Performance Measurement Systemen um eine Prozess-Perspektive.
7.3 Entwicklungsmethodik für geschäftsprozess-
orientierte operativ-dispositive Systeme
Gegenstand des Abschnittes ist die ganzheitliche Konzeption der Entwicklungs-
methodik für GP-orientierte operativ-dispositive AwS. In Abschn. 7.3.1 werden da-
zu grundlegende Überlegungen erläutert. Anschließend werden in Abschn. 7.3.2
die Methodik zur Entwicklung des operativen Systems sowie in Abschn. 7.3.3 de-
ren Erweiterung zur Entwicklung des pDWH-Systems eingeführt. Der Zusammen-
hang wird jeweils anhand von Vorgehensmodell und Modellarchitektur vorge-
stellt. Details der einzelnen Teilsysteme werden in den folgenden Abschnitten be-
trachtet (Abschn. 7.4 für das operative, Abschn. 7.5 u. 7.6 für das pDWH-System).
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7.3.1 Grundlegende Konzeption der Entwicklungsmethodik
Bei der Entwicklung GP-orientierter operativ-dispositiver AwS sind die drei in
Kap. 1.1.2 eingeführten Teilsysteme operatives System, pDWH-System sowie
EU-System zu berücksichtigen. Aufgrund derAbhängigkeiten der Teilsysteme kann
die Entwicklung grundsätzlich sequentiell durchgeführt werden. Die abgeschlos-
sene Entwicklung des operativen Systems zur Automatisierung von Geschäfts-
prozessen stellt die Voraussetzung für die Gestaltung des pDWH-Systems dar.
Aus der GP- sowie der zugehörigen AwS-Speziﬁkation werden Datenstrukturen
zur GP-Analyse abgeleitet und für Nutzer des pDWH-Systems bereitgestellt. Das
EU-System kann wiederum als Nutzer des pDWH-Systems interpretiert werden.
Der automatisierte Geschäftsprozess selbst kann, neben seiner Rolle als Gegen-
stand eines pDWH-Systems, gleichzeitig auch Nutzer des EU-Systems sein. Als
Beispiel ist hier die Steuerung des Prozessablaufs auf Basis komplexer (automati-
siert getroﬀener) Entscheidungen des EU-Systems zu nennen. Unter Berücksich-
tigung der aufgezeigten Abhängigkeiten kann die Entwicklung der Teilsysteme
zeitlich entkoppelt sequentiell erfolgen. Anhand der zugrunde liegenden Markt-
Metapher von Angebot und Nachfrage (vgl. Kap. 1.3) werden auch die Teilsysteme
der ﬂexiblen Data-Mart-Architektur zeitlich entkoppelt (vgl. Kap. 5.3.2). Die Ent-
wicklung des angebotsorientierten pDWH-Teilsystems ist an die Entwicklung des
operativen AwS gebunden und deckt die Bereitstellung umfassender Prozessda-
ten durch erweiterte Datenquellen ab. Das nachfrageorientierte pDWH-Teilsystem
wird auf Grundlage dieses Informationsangebots realisiert. Dies kann mitunter
auch zur Laufzeit des Gesamtsystems erfolgen. Praktische Erfahrungen (z.B. bei
Benker & Jürck 2012) zeigen, dass Veränderungen der Anforderungen an DWH-
Systeme während der Laufzeit die Regel darstellen. Im Rahmen der Anforderun-
gen an die Referenzarchitektur in Kap. 5.1 ist dies über die Anforderung der ﬂe-
xiblen Anpassbarkeit berücksichtigt. Aus den Abhängigkeiten der einzelnen Teil-
systeme ergeben sich die nachfolgend zusammengefassten Entwicklungsschrit-
te. Diese sind idealtypisch in der angegebenen Reihenfolge durchzuführen, was
Rücksprünge oder Rückkopplungen keineswegs ausschließt:
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1. Entwicklung des operativen Anwendungssystems
2. Entwicklung des geschäftsprozessorientierten DWH-Systems
a) Entwicklung des angebotsorientierten DWH-Teilsystems
b) Entwicklung des nachfrageorientierten DWH-Teilsystems
3. Entwicklung des Entscheidungsuntersützungssystems
Die Entwicklung der einzelnen Teilsysteme für sich stellt bereits eine komple-
xe Aufgabe dar. Diese Komplexität sowie die der Integration gilt es in der Ent-
wicklungsmethodik zu beherrschen.Hierzuwerden je TeilsystemModellarchitek-
tur (basierend auf dem Konzept des generischen Architekturrahmens, vgl. Kap.
2.1.3) sowie Vorgehensmodell vorgestellt. Zur Berücksichtigung der sequentiellen
Abhängigkeiten werden die Architekturen zueinander in Beziehung gesetzt. Die
Methodik zur Entwicklung des angebotsorientierten sowie des nachfrageorientierten
pDWH-Systems stellen sukzessive Erweiterungen der Methodik zur Entwicklung
des operativen AwS dar. Das EU-System wird in dieser Arbeit lediglich aus Au-
ßensicht betrachtet. Die Speziﬁkation der Innensicht ist nicht Gegenstand des
Untersuchungsproblems. Auf die Speziﬁkation von Modellarchitektur und Vor-
gehensmodell wird deshalb verzichtet. Das EU-System wird im Kontext der Spe-
ziﬁkation nachfrageorientierter Data Marts in Abschn. 7.6 als Nutzer interpretiert
und als solcher in die Gesamtmethodik eingeordnet.
Die Entwicklungsmethodik ist auf die Speziﬁkation einer fachlichen Kompo-
nentenarchitektur für geschäftsprozessorientierte operativ-dispositive Systeme aus-
gerichtet. Das Zielsystem ist dabei durch die Referenzarchitektur aus Kap. 5 sowie
das pDWH-Schema aus Kap. 6 festgelegt. Die zu entwickelnden Artefakte begrün-
den sich aus dem Zielsystem und dienen der Speziﬁkation sowie der Parametri-
sierung der Architekturbestandteile.
7.3.2 Methodik zur Entwicklung des operativen Teilsystems
Zur Entwicklung des operativen Systems wird die etablierte SOM-Methodik, wie
in Kap. 2.2 vorgestellt, aufgegriﬀen. Die Speziﬁkation betrieblicher Informations-
systeme auf Basis der SOM-Methodik erfolgt modellbasiert auf Aufgaben- und
AT-Ebene. Für die Modellerstellung innerhalb von sowie zwischen Modellebenen
sind regelbasierte Modelloperationen vorgegeben, wenngleich dem Modellierer
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Freiheiten bei deren Anwendung zugestanden werden. Die SOM-Methodik er-
möglicht basierend aufModellarchitektur und Vorgehensmodell die nachvollzieh-
bare und dokumentierbare Entwicklung betrieblicher AwS ausgehend von einer
GP-Speziﬁkation. Aufgrund dessen ist die SOM-Methodik auch als erweiterbare
Grundlage zur ganzheitlichen Entwicklung GP-orientierter operativ-dispositiver
AwS geeignet.
Modellarchitektur Die Modellarchitektur ist in Abb. 7.1 dargestellt und orien-
tiert sich mit dem Geschäftsprozessmodell auf Aufgabenebene, dem fachlichen An-
wendungsmodell auf AT-Ebene sowie der modellbasierten Speziﬁkation der Mo-
delle an der Modellarchitektur der SOM-Methodik, wie in Kap. 2.2.2 eingeführt.
Zur Entwicklung komponentenorientierter AwS wird die AT-Ebene um das kom-
ponentenorientierte Anwendungsmodell, das modellbasiert aus dem fachlichen An-
wendungsmodell abgeleitet wird, erweitert. Auf dieser Ebene wird die komponen-
tenorientierte Perspektive auf die Automatisierung vonGeschäftsprozessen einge-
nommen. Das verwendete Komponentenmodell abstrahiert von technischen De-
tails konkreter Plattformen. Damit wird, wie auch bei Andresen (2003, S. 70ﬀ.)
ausgeführt, die Realisierung des AwS auf heterogenen Komponenten-Plattformen
ermöglicht.
SOM
Geschäftsprozessmodell
Vorgangs-Ereignis-SchemaInteraktionsschema
Fachliches Anwendungsmodell
VorgangsobjektschemaKonzept. Objektschema
modellbasierte
Ableitung
Komponentenorientiertes Anwendungsmodell
Op. WorkflowschemaOp. Komponentenschema
modellbasierte
Ableitung
Aufgabenebene
Aufgabenträgerebene
Abb. 7.1:Modellarchitektur zur Entwicklung des operativen Systems
Vorgehen Das Vorgehen zur Speziﬁkation von Geschäftsprozess- und Anwen-
dungsmodell erfolgt analog zur SOM-Methodik, jeweils mit Struktur- und Verhal-
tenssicht, top-down (vgl. Kap. 2.2.3). Im fachlichen Anwendungsmodell erfolgt die
Speziﬁkation der Verhaltenssicht (Vorgangsobjektschema) auf Basis der Arbeit
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von Pütz & Sinz (2010). Damit wird die durchgängige Anwendung der BPMN zur
Verhaltensmodellierung auf AT-Ebene ermöglicht. Im komponentenorientierten
Anwendungsmodell erfolgt die Speziﬁkation des AwS ebenfalls aus Struktur- und
Verhaltenssicht. Der Referenzarchitektur aus Kap. 5 folgend, sind Komponenten
zur operativen Datenverwaltung sowie zur Vorgangssteuerung zu bilden und zu
parametrisieren. Aus strukturorientierter Sicht (beschrieben durch das operative
Komponentenschema) sind Komponenten abzugrenzen und deren Kommunikati-
onsbeziehungen zu speziﬁzieren. Die verhaltensorientierte Sicht (operatives Work-
ﬂowschema) speziﬁziert den Ablauf zur Realisierung höherer GP-Funktionalität.
Die Speziﬁkation der Verhaltenssicht erfolgt ebenfalls auf Basis der BPMN und
stellt eine Verfeinerung des fachlichen Anwendungsmodells unter Berücksichti-
gung der operativen Komponenten dar.
7.3.3 Erweiterung der Methodik zur Entwicklung des prozess-
orientierten Data-Warehouse-Systems
Die Entwicklung des GP-orientierten DWH-Systems erfolgt zeitlich entkoppelt
mit angebots- und nachfrageorientierten Teilsystem. In diesen beiden Ausbaustufen
wird das komponentenorientierte Anwendungsmodell zur Beschreibung derDatenbe-
reitstellung von der Datenquelle hin zumNutzer sukzessive erweitert. Hinzukom-
mende Schemata werden unter dem Konzept des komponentenorientierten DWH-
Modells zusammengefasst. Die detaillierte Speziﬁkation der Teilsysteme wird in
Abschn. 7.5 erläutert.
Entwicklung des angebotsorientierten DWH-Teilsystems
Die Entwicklung des angebotsorientierten DWH-Systems erweitert Vorgehensmo-
dell und Modellarchitektur zur Entwicklung des operativen Teilsystems. Zielset-
zung stellt die Speziﬁkation der angebotsorientierten Datenbereitstellung der Re-
ferenzarchitektur aus Kap. 5 dar. Operative Datenkomponenten sind mit mult-
idimensionalen Informationen über die von ihnen verwalteten operativen Daten-
strukturen zu parametrisieren.
Modellarchitektur Die Modellarchitektur zur angebotsorientierten DWH-Entwick-
lung ist in Abb. 7.2 rechtsseitig als eigenständige Architektur dargestellt. Zur Ar-
chitektur des operativen Systems sind Ableitungsbeziehungen speziﬁziert. Das
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globale DWH-Modell stellt den zentralen Entwicklungsgegenstand dar. Innerhalb
dieses Modells wird sowohl eine AT-speziﬁsche (AT-DWH-Schema) als auch ei-
ne übergeordnete aufgabenspeziﬁsche (GP-DWH-Schema) Perspektive auf den zu
überwachenden Geschäftsprozess ermöglicht. Diese, auf verschiedenen Modell-
ebenen angeordneten Perspektiven spiegeln sich in der vertikalen Anordnung der
Schemata wieder. Die Erweiterung um die GP-speziﬁsche Perspektive führt zur
Spezialisierung eines prozessorientierten hin zu einem geschäftsprozessorientierten
DWH-System (gpDWH-System). In Kap. 5.5 wird bereits die Schemaarchitektur
des pDWH-Schemas eingeführt. Anhand dieser wird u.a. die Aufteilung (Partitio-
nierung) sowie die Zuordnung (Allokation) des globalen DWH-Modells beschrieben.
Diese Bestandteile werden in dieModellarchitektur übertragen und imVerteilungs-
modell (aufgrund von Abhängigkeiten ebenfalls vertikal) angeordnet. Durch das
Verteilungsmodell wird die Brücke von der multidimensionalen Gesamtsicht hin
zur Parametrisierung der operativen Datenkomponenten gebildet.
Geschäftsprozessmodell
Vorgangs-Ereignis-SchemaInteraktionsschema
Fachliches Anwendungsmodell
VorgangsobjektschemaKonzept. Objektschema
Komponentenorientiertes Anwendungsmodell
Op. WorkflowschemaOp. Komponentenschema
globales DWH-Modell
GP-DWH-Schema
AT-DWH-Schema
K.-orientiertes DWH-Modell
Komponenten-DWH-Schema
Modellarchitektur operatives 
Teilsystems
Modellarchitektur angebots-
orientiertes DWH-Teilsystem
Aufgabenebene
Verteilungsmodell
Partitionierungsschema
Allokationsschema
Aufgabenträgerebene
Ableitungsbeziehung zw. Modellen
einer Modellarchitektur
Ableitungsbeziehung zw. Modellen
benachbarter Modellarchitekturen
Legende:
Abb. 7.2:Modellarchitektur zur Entwicklung der angebotsorientierten Datenbereit-
stellung
Vorgehen Die Speziﬁkation des AT-DWH-Schemas stellt den Einstieg zur Ent-
wicklung des angebotsorientierten DWH-Teilsystems dar. Basierend auf den An-
wendungsmodellen der AT-Ebene (Workﬂowschema und operative Datenstruk-
turen) wird einemultidimensionale Datenstruktur zurWorkﬂow-Analyse abgelei-
tet. Hierzu ﬁndet das unter Kap. 6 beschriebene pDWH-SchemaAnwendung. Zur
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Einordnung der Ergebnisse in denGP-Kontext wird, basierend auf demAT-DWH-
Schema, das GP-DWH-Schema auf Aufgabenebene abgeleitet. Dieses stellt ausge-
hend vom Geschäftsprozessmodell eine fachliche Sicht auf die multidimensiona-
len Workﬂow-Daten dar. Zusammen bilden AT- und GP-DWH-Schema das glo-
bale DWH-Modellmit Unterstützung der Aufgaben- und der AT-speziﬁschen Per-
spektive. Die Verteilung des multidimensionalen Datenschemas zur Parametri-
sierung der operativen Datenkomponenten erfolgt auf Basis der von den Kompo-
nenten unterstützten Datenstrukturen. Auf dieser Grundlage wird das AT-DWH-
Schema partitioniert und die Allokation zu den Komponenten festgelegt. Die von
den Komponenten zu unterstützenden multidimensionalen Teilstrukturen sind
im Komponenten-DWH-Schema beschrieben.
Entwicklung des nachfrageorientierten DWH-Teilsystems
Das nachfrageorientierte DWH-Teilsystem realisiert die Informationsanforderun-
gen verschiedener Nutzergruppen. Die Erweiterung des DWH-Systems kann so-
wohl während der Entwicklungszeit als auch während der Laufzeit des Gesamt-
systems stattﬁnden. Zielsetzung ist die Entwicklung von Data-Mart-Komponenten
einschl. Datenschema sowie von Komponenten zur Datenintegration.
Modellarchitektur Die Modellarchitektur zur Entwicklung des nachfrageorien-
tierten DWH-Teilsystems ist in Abb. 7.3 dargestellt. Dabei ist auch die Beziehung
zur angebotsorientierten Modellarchitektur gezeigt. Ausgangspunkt bildet das
Data-Mart-Modell (beschrieben durch das Data-Mart-Schema), das je nach Infor-
mationsbedarf der Zielgruppe sowohlmultidimensionale Strukturen zurAufgaben-
als auch zur AT-Ebene enthalten kann. Das Komponenten-DM-Schema beschreibt
die Abbildung der Strukturen in Data-Mart-Komponenten. Das Integrationsschema
beschreibt die Parametrisierung von Komponenten zur Datenintegration.
Vorgehen Auf Basis zielgruppenspeziﬁscher Informationsanforderungen (An-
forderungsanalyse nicht Gegenstand der Arbeit) wird auf Basis des Informati-
onsangebotes (globales DWH-Modell) das multidimensionale Data-Mart-Schema
abgeleitet. Dieses enthält anhand der Nutzeranforderungen gebildete und bzgl.
Granularität sowie Perspektive aufbereitete Daten. Ausgehend davon erfolgt die
Bildung von Data-Mart- und Integrationskomponenten der Referenzarchitektur
aus Kap. 5. Data-Mart-Komponenten werden mit dem Komponenten-DM-Schema,
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Komponenten zur Datenintegration mit dem Integrationsschema parametrisiert.
Dabei ist die Verteilung des globalen DWH-Modells anhand des Verteilungsmodells
zu berücksichtigen.
Aufgabenebene
globales DWH-Modell
GP-DWH-Schema
AT-DWH-Schema
DWH-Modell
Komponenten-DWH-Schema
Modellarchitektur angebots-
orientiertes DWH-Teilsystem
Verteilungsmodell
Partitionierungsschema
Allokationsschema
Aufgabenträgerebene
Ableitungsbeziehung zw. Modellen
einer Modellarchitektur
Ableitungsbeziehung zw. Modellen
benachbarter Modellarchitekturen
Legende:
Data-Mart-Modell
Data-Mart-Schema
Modellarchitektur nachfrage-
orientiertes DWH-Teilsystem
Integrationsschema Komponenten-DM-Schema
Komponentenorientiertes
Abb. 7.3:Modellarchitektur zur Entwicklung der nachfrageorientierten Datenbereit-
stellung
7.4 Entwicklung des operativen Anwendungssystems
Die Entwicklung des operativen Teilsystems, basierend auf der Methodik aus Ab-
schn. 7.3.2, erfolgt top-down. Ausgehend vom Geschäftsprozessmodell (vgl. Kap.
4) wird im ersten Schritt zunächst ein fachliches Anwendungsmodell (Abschn.
7.4.1) abgeleitet. Im zweiten Schritt wird dieses in eine komponentenorientierte
Anwendungsspeziﬁkation überführt (Abschn. 7.4.2).
7.4.1 Speziﬁkation des fachlichen Anwendungsmodells
Die Speziﬁkation des fachlichenAnwendungsmodells erfolgt gemäßSOM-Metho-
dik. DasMetamodell der AT-Ebene (Abb. 7.4) folgt demobjektorientierten Paradig-
ma (Ferstl & Sinz 1990). Zentraler Gegenstand ist derObjekttyp, der durchOperato-
ren und Attribute näher beschrieben werden kann. Objekttypen könnenmiteinan-
der in Beziehungen stehen. Als Beziehungstypen werden is_a (Vererbungsbezie-
hung zur Generalisierung bzw. Spezialisierung von Objekttypen), interacts_with
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(Assoziationsbeziehung zur Speziﬁkation der Interaktionskanäle zwischen Ob-
jekttypen) sowie is_part_of (Aggregationsbeziehung zur Modellierung von Teil-
Ganzes-Beziehungen zwischen Objekttypen) unterschieden (Ferstl & Sinz 1990).
Auch auf AT-Ebene erfolgt die Modellierung aus struktur- (KOS) und verhaltens-
orientierter (VOS) Sicht. Die Diﬀerenzierung imMetamodell erfolgt über speziali-
sierte Objekttypen. Innerhalb des KOS werden nachfolgende konzeptuelle Objekt-
typen (KOT) unterschieden (Ferstl & Sinz 2013, S. 226): objektspeziﬁscher Objekt-
typ (OOT), leistungsspeziﬁscher Objekttyp (LOT), transaktionsspeziﬁscher Objekttyp
(TOT); das VOS wird anhand des aufgabenspeziﬁschen Vorgangsobjekttyp (VOT)
beschrieben (Ferstl & Sinz 1990). Nicht dargestellt sind Objekttypen des Interface-
Objektschemas zur Speziﬁkation von Schnittstellen mit personellen oder maschi-
nellen Nutzern sowie Objekttypen, die explizit die Persistenz von KOTs bestim-
men. Diese sind für die weitere Arbeit nicht von Relevanz.
Objekttyp 
(Klasse)
Beziehung
is_a interacts_with is_part_of
Operator
Attribut
0,*
KOS:
    objektspez. ~
    leistungsspez. ~
    transaktionsspez. ~
VOS:
    aufgabenspez. ~
2,2
0,*
0,*
Abb. 7.4:Metamodell für SOM-Anwendungsmodelle (Ferstl & Sinz 1993, Ferstl &
Sinz 2013, S. 233)
Ableitung und Konsolidierung des Konzeptuellen Objektschemas
Das konzeptuelle Objektschema (KOS) stellt die strukturorientierte Sicht auf das
fachliche Anwendungsmodell (AT-Ebene) dar. Das initiale Modell leitet sich ge-
mäß SOM-Methodik modellbasiert aus der Aufgabenebene, der GP-Speziﬁkation
der SOM-Methodik ab. Die Transformationsregeln sind in Tab. 7.1 dargestellt. Die
Anordnung von Objekttypen im resultierenden KOS erfolgt anhand von Existenz-
abhängigkeiten, wie initial bei Sinz (1988) für den Modellierungsansatz Struktu-
riertes Entity-Relationship-Modell (SERM) vorgestellt (Ferstl & Sinz 1990). Diskurs-
welt- und Umweltobjekte werden nach Ferstl & Sinz (2013, S. 225) als existenzun-
abhängige objektspeziﬁsche (OOT), die Leistungsspeziﬁkation des Geschäftspro-
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zesses als leistungsspeziﬁscher Objekttyp (LOT) linksseitig angeordnet. Transakti-
onsspeziﬁsche Objekttypen (TOT) leiten sich aus Transaktionen des Geschäftspro-
zessmodells ab und sind existenzabhängig von KOTs der Diskurs- und Umwelt-
objekte und ggf. der Leistungsspeziﬁkation. TOTs werden über interacts_with-
Beziehungen mit den entsprechenden OOTs bzw. LOTs verknüpft. Zur Aufde-
ckung von Existenzabhängigkeiten zwischen TOTs werden Sequenzen von Trans-
aktionen des VES analysiert (Ferstl & Sinz 2013, S. 225). Innerhalb eines KOS
nimmt der Grad der Existenzabhängigkeit von links nach rechts zu.
SOM-Geschäftsprozessmodell Konzeptuelles Objektschema
Diskurswelt- und Umweltobjekt existenzunabh. objektspeziﬁscher Objekttyp (OOT)
Leistungsspeziﬁkation
(siehe Leistungssicht)
existenzunabh. leistungsspeziﬁscher Objekttyp
(LOT)
Transaktion existenzabh. transaktionsspeziﬁscher Objekttyp
(TOT) verknüpf durch interacts_with-Beziehung
Tab. 7.1: Transformationsregeln zur Ableitung des konzeptuellen Objektschemas
aus SOM-Geschäftsprozessmodellen (Ferstl & Sinz 2013, S. 226)
Auf das initial abgeleitete KOS werden die nachfolgenden Konsolidierungs-
schritte nach Ferstl & Sinz (2013, S. 226) zur weiteren Speziﬁkation des objekt-
orientierten Anwendungsmodells angewendet:
1. KOTs, die ausschließlich mit nicht automatisierten Aufgaben oder Transak-
tionen assoziiert sind, werden entfernt.
2. Die interacts_with-Beziehungen zwischen KOTs sind durch Kardinalitäten
in min-max-Notation ((0,1), (0,*), (1,1), (1,*)) näher zu speziﬁzieren.
3. KOTs werden Attribute zugeordnet. Komplexe Objekte können anhand von
is_part_of-Beziehungen aufgespalten (normalisiert) werden. Über den Bezie-
hungstyp is_a können Generalisierungen speziﬁziert werden.
4. KOTs sindNachrichtendeﬁnitionen undOperatoren zuzuordnen. Dies kön-
nen einfache Zugriﬀsoperatoren sein oder Operatoren, die sich imZuge der
Speziﬁkation der Verhaltenssicht ergeben.
5. Zur Vermeidung von Funktions- und Datenredundanz können KOTs zu-
sammengefasst werden. Hinweise liefern überlappende Attribute und Ope-
ratoren von KOTs.
168
7.4 Entwicklung des operativen Anwendungssystems
Anhand des Geschäftsprozessmodells der Fallstudie Mobility Provision (Kap.
4.3) wird die Anwendung der Transformations- und Konsolidierungsschritte de-
monstriert. Das resultierende KOS ist in Abb. 7.5 dargestellt (Notation UML-Klas-
sendiagramm), Transformation undKonsolidierung in Tab. 7.2 zusammengefasst.
Jeder KOT wird dabei anhand der durchgeführten Transformations- und Konsoli-
dierungsschritte begründet. Das Umweltobjekt Kunde führt so beispielsweise zu
einem OOT Kunde. Die Leistungsspeziﬁkation Mobilität der Leistungssicht des
Geschäftsprozessmodells beschreibt Miet- und Abrechnungsmodelle und wird
durch Konsolidierung zu einem LOT Mietmodell. Exemplarisch für die Transfor-
mation und Konsolidierung von Transaktionen kann der TOT ind. Angebot be-
trachtet werden. Die TOTs der Transaktionen hin zum ind. Angebot werden auf-
grund überlappender Attribute zu einemTOT ind. Angebot konsolidiert. Durch die
Abgrenzung des AwS zur Automatisierung des Vertriebsprozesses (Aufgaben der
betrieblichen Objekte Auftragsverwaltung und Vertriebskanal) ﬁnden KOTs zu den
betrieblichen Objekten Flottenlenkung, Flottenbereitstellung und Finanzwesen sowie
zu Transaktionen zwischen diesen in der Konsolidierung keine Berücksichtigung.
Kunde
Mietmodell
Vertriebskanal
e-Car
CallCenter
e-Shop
CC Mitarbeiter
individuelles 
Angebot
Buchung
Leihprotokoll
Forderung
Eintrag1
1
1
1
0..1
1
0..1
1
0..1
1
0..*
0..*
0..*0..*
0..*
0..*
Position
0..*
Abb. 7.5: Konsolidiertes konzeptuelles Objektschema zur Fallstudie Mobility Provi-
sion
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KOT (Abb. 7.5) Transformation [IAS zu KOS] Konsolidierung
Vertriebskanal Diskursweltobj. Vertriebskanal [OOT]
e-Shop Spezialisierung des OOTs
Vertriebskanal (is_a-Bez.)
CallCenter Spezialisierung des OOTs
Vertriebskanal (is_a-Bez.)
CC-Mitarbeiter Normalisierung des Typs
CallCenter (is_part_of -Bez.)
Kunde Umweltobj. Kunde [OOT]
Mietmodell Leistungsspez. D: Mobilität [LOT] Attribute und Operatoren
des TypsMietmodell für
AwS relevant
e-Car Diskursweltobj. Flottenlenkung [OOT]
Diskursweltobj.F.-bereitstellung [OOT]
Transaktion D: Verf.-Liste [TOT]
Attribute und Operatoren
des Typs e-Car für AwS
relevant; Zusammen-
fassung mit TOT aufgrund
überlappender Attribute
ind. Angebot Transaktion V: Anfrage [TOT]
Transaktion V: Verf.-prüfung [TOT]
Transaktion V: Auftrag Vorres. [TOT]
Transaktion V: Best. Vorres. [TOT]
Transaktion V: ind. Angebot [TOT]
Zusammenfassung der
TOTs aufgrund überlappen-
der Attribute in TOT
ind. Angebot
Buchung Transaktion V: B.-Auftrag [TOT]
Transaktion V: B. Dokument. [TOT]
Transaktion V: A. Reservierung [TOT]
Transaktion D: B. Reservierung [TOT]
Transaktion V: Buchung [TOT]
Transaktion V: B.-Bestätigung [TOT]
Zuammenfassung der TOTs
aufgrund überlappender At-
tribute in TOT Buchung
Leihprotokoll Transaktion V: Anf. e-Car [TOT]
Transaktion V: Rückgabe e-Car [TOT]
Transaktion D: F.-Protokoll [TOT]
Dokumentation der Auslei-
he im TOT Leihprotokoll;
Zusammenf. aufgr. überlap-
pender Attribute
Eintrag Normalisierung des TOTs
Leihprotokoll
(is_part_of -Bez.)
Forderung Transaktion V: Forderung [TOT]
Transaktion D: Zahlungsmeld. [TOT]
Zusammenfassung im TOT
Forderung
Position Normalisierung des TOTs
Forderung (is_part_of -Bez.)
Tab. 7.2: Transformations- und Konsolidierungsschritte der FallstudieMobility Pro-
vision
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Ableitung des BPMN-Workﬂowschemas
In der SOM-Methodik wird die Verhaltenssicht auf das fachliche Anwendungs-
modell ebenfalls basierend auf dem objektorientierten Paradigma im Vorgangs-
objektschema (VOS) beschrieben. Über Vorgangsobjekttypen (VOT) wird die Steue-
rung der KOTs zur Realisierung betrieblicher Aufgaben speziﬁziert (Ferstl & Sinz
1991). Bei Pütz & Sinz (2010) werden die Modellierung sowie die modellbasierte
Ableitung der Verhaltenssicht auf Basis der BPMN als Alternative vorgestellt. Da-
bei bildet nicht mehr der objektorientierte VOT mit Struktur und Verhalten son-
dern das ablauforientierte Konzept der Aktivität den zentralen Baustein. Die nach
Pütz & Sinz (2010) ableitbare initiale BPMN-basierte Verhaltensbeschreibung des
fachlichen Anwendungsmodells ist eine geeignete Grundlage zur anschließen-
den Speziﬁkation des Verhaltens komponentenorientierter Systeme und wird für
die weitere Entwicklung übernommen. Dieses initiale BPMN-Schema dient als
Ausgangspunkt für die hierarchische Verfeinerung hin zu ausführbaren Work-
ﬂows. Damit bleibt zum einen die Durchgängigkeit der Modellierungssprache
gewahrt, zum anderen kann das in Kap. 6 vorgestellte pDWH-Schema für BPMN-
Workﬂows angewendet werden.DieGrundlagen der BPMNsind inKap. 6.1 einge-
führt. Die Regeln zur Ableitung eines initialen BPMN-Workﬂowschemas aus dem
Vorgangs-Ereignis-Schema (VES) nach Pütz & Sinz (2010) sind in Tab. 7.3 zusam-
mengefasst und werden nachfolgend anhand der Fallstudie Mobility Provision er-
läutert.
SOM-Geschäftsprozessmodell BPMN-Workﬂowschema
betriebliches Objekt Pool
betriebliche Transaktion Nachrichtenﬂuss (MessageFlow) zwischen Pools
betriebliche Aufgabe Aktivität (Activity) und ggf. Ereignis (Event)
objektinternes Ereignis Sequenzﬂuss (SequenceFlow) innerh. eines Pools
Pre/Post-Conditions von Aufgaben Gateway und Sequenzﬂuss
Tab. 7.3: Transformationsregeln zur Ableitung von BPMN-Workﬂowschemata aus
SOM-Geschäftsprozessmodellen (Pütz & Sinz 2010)
Ausgangspunkt der Ableitung in der Fallstudie bildet das VES aus Kap. 4.3.2.
Das resultierende Workﬂowschema ist in Abb. 7.6 dargestellt. Jedes betriebliche
Objekt wird als Participant interpretiert und imWorkﬂowschema als Pool abgebil-
det. Im Kontext der Fallstudie Mobility Provision sind die Aufgaben der betriebli-
chen Objekte Vertriebskanal und Auftragsverwaltung zu automatisieren (vgl. Kap.
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4.4). Aufgrund der Abgrenzung des AwS werden für diese Objekte public proces-
ses abgeleitet. Die Pools der verbleibenden Objekte werden lediglich als Black Box
dargestellt.
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Abb. 7.6: Initiales BPMN-Kollaborationsdiagramm zum Vertriebsprozess
Betriebliche Aufgaben werden als Aktivität und ggf. Ereignis abgebildet. Als Bei-
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spiel dient die Aktivität Empfang Anfrage, die zusammenmit einem Start-Ereignis
aus der korrespondierenden Aufgabe des VES abgeleitet wird. Betriebliche Trans-
aktionen bilden Nachrichtenﬂüsse zwischen den Pools bzw. zwischen deren Ak-
tivitäten und Ereignissen. Objektinterne Ereignisse des VES führen zu Sequenz-
ﬂüssen (z.B. Sequenzﬂuss des public process Vertriebskanal). Sofern betriebliche
Aufgaben mit Vor- bzw. Nachbedingungen (Pre- bzw. Post-Conditions) versehen
sind, werden diese in Gateways des abgeleiteten BPMN-Prozess transformiert
(Pütz & Sinz 2010).
Die modellbasierte Ableitung von BPMN-Workﬂows nach Pütz & Sinz (2010)
liefert einen public process, dessen Speziﬁkation vor dem Hintergrund der Auto-
matisierung weiter zu verfeinern ist. Bei Ferstl & Sinz (2013, S. 231) werden fünf
Schritte zur Konsolidierung des VOS angegeben. Diese sind jedoch auf dessen
objektorientierte Eigenschaften (Nachrichten, Attribute, Operatoren) ausgerichtet
und nicht direkt auf den BPMN-Workﬂow übertragbar. Ziel ist es, die Automa-
tisierung von Geschäftsprozessen basierend auf dem komponentenorientierten
Paradigma zu realisieren. Aus diesem Grund werden die Konsolidierungsschritte
auf der Ebene des komponentenorientierten Anwendungsmodells angepasst durchge-
führt.
7.4.2 Speziﬁkation des komponentenorientierten Anwendungs-
modells
Nach Birkmeier & Overhage (2009) sind in einer belastbaren Komponentenspezi-
ﬁkation die drei nachfolgenden Modellsichten zu berücksichtigen: (1) In der Da-
tensicht werden zu verarbeitende Datenstrukturen speziﬁziert. (2) Die Funktions-
sicht beschreibt das Systemverhalten basierend auf den Datenstrukturen sowie
Zusammenhänge zwischen Funktionen. (3) Aus Prozesssicht wird die Kombina-
tion von Funktionen in Workﬂows zur Realisierung betrieblicher Aufgaben be-
trachtet (Birkmeier & Overhage 2009). Diese drei Sichten entsprechen den Sich-
ten (Daten-, Funktions-, Interaktions- und Vorgangssicht) nach Sinz (1999) und
Ferstl & Sinz (2013, S. 142f.) (vgl. Kap. 2.1.3), wenn man berücksichtigt, dass in
der Funktionssicht nach Birkmeier & Overhage (2009) Funktions- und Interaktions-
sicht nach Ferstl & Sinz zusammengefasst sind. Wie auf Ebene des GP-Modells
sowie des fachlichen Anwendungsmodells erfolgt auch die komponentenorien-
tierte Systemspeziﬁkation unter Berücksichtigung von Struktur und Verhalten.
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Das operative Komponentenschema unterstützt Daten-, Funktions- und Interaktions-
sicht, das operative Workﬂowschema die Vorgangssicht. Die Ableitung von Kompo-
nenten sowie die Speziﬁkation von Workﬂows bilden nicht den Kern des Unter-
suchungsproblems dieser Arbeit. Auch ausGründen derNachvollziehbarkeit wird
nachfolgend eine pragmatische Lösung bzgl. der Fallstudie gewählt.
Speziﬁkation des operativen Komponentenschemas
Zur Speziﬁkation des komponentenorientierten Anwendungsmodells wird zu-
nächst das operative Komponentenschema aus dem fachlichen Anwendungsmodell
abgeleitet. Zielsetzung ist die Abgrenzung operativer Komponenten (Datenver-
waltung und Vorgangssteuerung) der Referenzarchitektur aus Kap. 5. In Abschn.
7.2.1 werden zwei Ansätze (Ferstl et al. 1997, Friedrich et al. 2016) zur Identiﬁ-
kation von Komponenten auf Basis der SOM-Methodik vorgestellt. Der passende
Ansatz bestimmt sich anhand von Anforderungen des konkreten Entwicklungs-
projektes (z.B. aufgrund zulässiger Datenredundanz in Komponenten oder der
Granularität der Komponenten). Entscheidend für die Anwendbarkeit eines An-
satzes im Rahmen operativ-dispositiver Systeme ist die Nachvollziehbarkeit der
Ableitung aus dem Geschäftsprozessmodell. Nachfolgend ﬁndet eine pragmati-
sche Alternative zu den genannten Ansätzen Anwendung. Der Ansatz basiert auf
der Analyse der objektorientierten Strukturen des fachlichen Anwendungsmo-
dells sowie der Analyse der Transaktionszerlegung auf Aufgabenebene.
Nach Birkmeier & Overhage (2012b) lässt sich die Kohäsion innerhalb einer
Komponente maximieren, wenn diese zur Laufzeit gemeinsam genutzte Daten
verwaltet. Das Aggregate Data Model nach Sadalage & Fowler (2012, S. 14ﬀ.) zur
denormalisierten Datenstrukturierung folgt einem ähnlichen Konzept. Der Be-
griﬀ des Aggregats ist dabei dem Domain Driven Design nach Evans (2004, S. 126)
entnommen. Es wird gefordert, Daten, die in Schreib- oder Leseoperationen ge-
meinsam behandelt werden, zusammenhängend als Aggregat zu persistieren. Bei
Sadalage & Fowler (2012, S. 14ﬀ.) werden dazu objektorientierte Strukturen ana-
lysiert. Diese Grundüberlegungen werden auf die Abgrenzung von Komponen-
ten übertragen und erweitert. Zur Identiﬁkation der Kohäsion von Datenobjektty-
pen werden objektorientierte Strukturmodelle (z.B. UML-Klassendiagramm oder
KOS), im Speziellen deren Beziehungstypen auf Hinweise untersucht. Bei Fried-
rich et al. (2016) werden ebenfalls die Beziehungen innerhalb des KOS betrachtet.
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Generalisierungs- und Aggregationsbeziehungen werden bzgl. der Komponentenab-
grenzung stärker gewichtet als Assoziationsbeziehungen. Ähnlich wird bei Jain et
al. (2001) bzgl. derGeneralisierungsbeziehungen argumentiert. Klassen einer Verer-
bungshierarchie sollten innerhalb einer Komponente zusammengefasst werden.
Die Verteilung auf mehrere Komponenten führt zu einer höheren Kopplung zwi-
schen diesen. In Tab. 7.4 sind die objektorientierten Beziehungstypen aufgelistet
und mit Hinweisen zur Abgrenzung von Komponenten versehen. Das Ergebnis
ist jedoch auch vom jeweiligen Anwendungskontext abhängig, so dass der Ent-
wickler in seiner Entscheidung lediglich unterstützt wird, ihm diese jedoch nicht
vollkommen abgenommen werden kann.
Beziehungstyp Hinweise zur Komponentenabgrenzung
Aggregation u. Komposition
(is_part_of )
Objekttypen mit einer Teil-Ganzes-Beziehung zeigen
eine hohe Kohäsion und sind in einer Komponente ge-
meinsam zu verwalten.
Vererbung (is_a) Objekttypen in einer Generalisierungsbeziehung soll-
ten aufgrund dieser in einer Komponente gemeinsam
verwaltet werden.
Assoziation (interacts_with) Für Assoziationen ist die gemeinsameVerwaltung kon-
textabh. zu diskutieren. Existenzabhängigkeiten oder
die Richtung der Beziehung können Hinweise liefern.
Tab. 7.4: Kriterien zur Komponentenabgrenzung in objektorientierten Strukturen
Aufgrund seiner Einbettung in die SOM-Methodik können anhand des KOS zu-
sätzlicheHinweise zur Identiﬁkation von Komponenten abgeleitet werden. Durch
die Visualisierung von Existenzabhängigkeiten kann innerhalb des KOS zwischen
Stamm- und Transaktionsdaten unterschieden werden. Existenzunabhängige Ob-
jekttypen (LOT, OOT) stehen als Stammdaten mehreren Geschäftsprozessen zur
Verfügung und werden als eigenständige, wiederverwendbare Komponenten ver-
standen. In Abb. 7.7 ist die Kartierung von Komponenten innerhalb des KOS der
Fallstudie Mobility Provision dargestellt. Als wiederverwendbare Datenkomponen-
ten zur Verwaltung von Stammdaten ergeben sich Komponenten für e-Car-Daten,
das Mietmodell, für Kundendaten sowie für Vertriebsdaten. Letztere umfasst auf-
grund von Generalisierungs- und Aggregationsbeziehungen Informationen zu
den verschiedenen Typen von Vertriebskanälen (Callcenter, e-Shop) sowie von
Callcenter-Mitarbeitern.
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<<DataMgmt>>
Kundendaten
<<DataMgmt>>
Mietmodelle
<<DataMgmt>>
e-Car-Daten
1
10..*0..*
Buchungindividuelles Angebot 0..1
1
<<DataManagement>>
Buchungsdaten
Vertriebskanal
CallCenter
e-Shop
CC Mitarbeiter
0..*
<<DataManagement>>
Vertriebsdaten
Forderung Position0..*
<<DataManagement>>
Forderungsdaten
Leihprotokoll Eintrag0..*
<<DataManagement>>
Mietprozessdaten
Abb. 7.7: Komponentenabgrenzung im KOS der FallstudieMobility Provision
Existenzabhängige TOTs stellen i.d.R.GP-speziﬁscheObjekttypen dar. Zur Iden-
tiﬁkation von Komponenten innerhalb der TOT-Strukturen wird zusätzlich der
Zerlegungsbaum der GP-Transaktionen analysiert. Für die FallstudieMobility Pro-
vision wird die Transaktionszerlegung aus Kap. 4.3.1 herangezogen. Das Ergeb-
nis ist in Abb. 7.8 zusammengefasst und wird nachfolgend erläutert. Durch die
Anwendung von Regel (7) der Transaktionszerlegung (Abb. 4.2 in Kap. 4.1) auf
Durchführungstransaktionenwird dieHomogenisierung zusammengesetzter Leis-
tungen erreicht. Die Übertragung resultierender Teilleistungen erfolgt anhand se-
quentieller bzw. paralleler Durchführungstransaktionen (Ferstl & Sinz 2013, S.
211). Eine daraus resultierende homogenisierte Leistung sowie zugehörige Len-
kungsnachrichten besitzen eine starke Kohäsion und können Hinweise zur Kom-
ponentenabgrenzung geben.DurchZerlegung der TransaktionNutzung_Mobilität
inMobilitätsleistung undMobilitätsabrechnung entstehen zwei homogene Teilleis-
tungen. Eine Kartierung innerhalb des KOS (Abb. 7.7) ergibt zwei Komponenten
zur Verwaltung derMietprozessdaten sowie der Forderungsdaten. Beide Komponen-
ten haben einen abgrenzbaren fachlichen Fokus und hohe Kohäsion bzgl. der ver-
walteten Daten (Aggregationsbeziehung). Die Objekttypen Leihprotokoll und Ein-
trag werden zur Dokumentation von der Anforderung eines e-Cars bis hin zur
Rückgabe stets gemeinsam verwendet. Eine vergleichbare Argumentation kann
auch auf die Forderung geführt werden. Regel (7) ﬁndet auch bei der Vereinbarung
Buchung der Mobilität Anwendung. Da die Buchung jedoch auf einem individuel-
len Angebot beruht, werden beide Datenobjekte in der Komponente Buchungsda-
ten zusammengefasst.
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TRANSAKTIONSZERLEGUNG:
D: Mobilität
V: Buchung_Mobilität
Vseq: Anfrage
Vseq: individuelles Angebot
Vseq: Buchung
Vseq: Buchungsbestätigung
D: Nutzung_Mobilität
Dseq: Mobilitätsleistung
Dseq: Bereitstellung e-Car
V: Anforderung e-Car
D: e-Car
Dseq: Rückgabe e-Car
Dseq: Mobilitätsabrechnung
V: Rechnung
D: Zahlung
Forderung
Mietprozess
Buchung
Abb. 7.8: Komponentenabgrenzung im Zerlegungsbaum der Fallstudie Mobility
Provision
Abb. 7.7 zeigt die Datensicht auf die Komponentenspeziﬁkation. Dabei sind die
Datenstrukturen im Gesamtzusammenhang sowie deren Verteilung auf Daten-
komponenten dargestellt. Durch Parametrisierung einer Datenkomponente mit ei-
nem Ausschnitt des Datenschemas erhält diese einen fachlich abgrenzbaren Fo-
kus und kann als Fachkomponente (vgl. Kap. 2.3.1) verstanden werden. Die Funk-
tionssicht auf die Komponente ist im Wesentlichen durch die Operatoren ihrer
Schnittstelle beschrieben. Diese ergeben sich zum einen aus den Operatoren der
verwalteten KOTs (siehe Abschn. 7.4.1 - Konsolidierung des KOS). Zum ande-
ren können sich weitere Operatoren aus der Nutzung der Komponente in über-
geordnetenWorkﬂows (Verhaltenssicht, nachfolgender Abschnitt) ergeben. In der
Interaktionssicht werden die Kommunikationsbeziehungen zwischen den Kompo-
nenten zur Datenverwaltung sowie zur Vorgangssteuerung beschrieben.
Speziﬁkation des operativen Workﬂowschemas
Neben dem operativen Komponentenschema ist das darauf abgestimmte Work-
ﬂowschema als Teil des komponentenorientierten Anwendungsmodells zu spe-
ziﬁzieren. Hierzu wird das in Abschn. 7.4.1 abgeleitete initiale BPMN-Workﬂow-
schema aufgegriﬀen. Der dargestellte public process wird um die Innensicht hin
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zum private process erweitert. Nachfolgendwerden die zugehörigen Entwurfsschrit-
te vorgestellt und auf das FallbeispielMobility Provision, im Speziellen auf das be-
triebliche Objekt Vertriebskanal angewendet:
(1) Speziﬁkation der Automatisierungsgrade: Für die Aktivitäten des initialen
BPMN-WorkﬂowschemaswerdenAutomatisierungsgrade festgelegt. Zu entschei-
den ist, ob die Aktivitäten durch das AwS voll- oder teilautomatisiert zu unterstüt-
zen sind oder ob diese nicht-automatisiert durch personelle Aufgabenträger aus-
geführt werden. Erstere können als Sub-Process oder CallActivity zur weiteren Spe-
ziﬁkation der Innensicht gekennzeichnet werden. Nicht-automatisierbare Aktivi-
täten werden als Manual Task deklariert. Im Gegensatz zu den Konsolidierungs-
schritten des VOS bei Ferstl & Sinz (2013, S. 231) verbleiben nicht-automatisierba-
re Aktivitäten imWorkﬂowschema. So können diese zumindest aus Außensicht in
die Prozessanalyse einbezogenwerden. Für das FallbeispielMobility Provisionwird
für die Aufgaben der betrieblichen Objekte Vertriebskanal und Auftragsverwaltung
volle Automatisierbarkeit angestrebt (vgl. Kap. 4.4). Die Aktivitäten des betriebli-
chen Objektes (Pool) Vertriebskanal werden in Abb. 7.9 durchweg als Sub-Prozess
gekennzeichnet und sind auch aus Innensicht nachfolgend zu speziﬁzieren.
(2) Prozessauswahl: Die Speziﬁkation vonWorkﬂows zur Ablaufsteuerung erfolgt
separat für die einzelnen betrieblichen Objekte. Jeder für das AwS relevante Pro-
zess wird isoliert betrachtet und ist als solcher Gegenstand der Speziﬁkation des
private process in nachfolgenden Entwicklungsschritten. Die übrigen Teilnehmer
(betriebliche Objekte) werden, sofern diese mit dem betrachteten Prozess Nach-
richten austauschen, als Black Box in die Speziﬁkation übernommen. Betriebli-
che Objekte ohne Nachrichtenbeziehungen fallen aus der Speziﬁkation heraus.
Für das komponentenorientierte AwS der FallstudieMobility Provision sind die be-
trieblichen Objekte Vertriebskanal und Auftragsverwaltung relevant. Die Speziﬁka-
tion des private process erfolgt nachfolgend beispielhaft für den Ablauf des Teilneh-
mers Vertriebskanal. Der zugehörige Pool mit Innensicht auf den Prozess (public
process) wird zur Speziﬁkation übernommen (Abb. 7.9). Pools mit Nachrichten-
ﬂüssen von bzw. zum Vertriebskanal (Kunde, Auftragsverwaltung, Flotte) werden als
Black Box beschrieben.
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Abb. 7.9: Konsolidiertes BPMN-Kollaborationsdiagramm des Vertriebskanals
(3) Aufgabenträgerzuordnung: Basierend auf der Ableitung nachPütz&Sinz (2010)
werdenParticipants als betrieblicheObjekte verstanden, derenVerhalten durch die
zugehörigen Prozesse beschrieben wird. Zur weiteren Verfeinerung der Work-
ﬂows hin zur Automatisierung ist es notwendig, in Abstimmung mit der Mo-
dellebene, Participants als Aufgabenträger zu verstehen. Als Aufgabenträger kön-
nen benachbarte AwS, Komponenten des zu speziﬁzierenden AwS oder perso-
nelle Aufgabenträger, wie Arbeiter oder Kunden, verstanden werden. Die Prozes-
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se der betrieblichen Objekte werden Aufgabenträgern zugeordnet und ausgerich-
tet auf diese weiter verfeinert. Die Veränderung der Sichtweise ist konform zum
Verständnis der BPMN-Speziﬁkation. Eigenschaft eines Participants ist die Ver-
antwortlichkeit zur Ausführung eines Prozesses bzw. Prozessabschnittes (OMG
2011, S. 114). In Abb. 7.9 ist ebenfalls die Aufgabenträgerzuordnung der Fallstudie
dargestellt. Der Kunde stellt als Nutzer des Systems einen personellen Aufgaben-
träger dar. Die Verwaltung der e-Car-Flotte wird von einem benachbarten AwS
realisiert, das nicht Gegenstand der Entwicklungsaufgabe ist. Für den separat zu
speziﬁzierenden Workﬂow zur Durchführung der Auftragsverwaltung ist eine ei-
genständige Komponente zur Vorgangssteuerung vorgesehen.
(4) Speziﬁkation des Lösungsverfahrens für automatisierbare Aktivitäten: Für die
zu automatisierenden Aktivitäten des Workﬂows ist die Innensicht (Lösungsver-
fahren) zu speziﬁzieren. Hierzu wird ein hierarchisches Vorgehen in Anlehnung
an Silver (2011, S. 67) vorgeschlagen. Durch das hierarchische Vorgehenwird zum
einen die Betrachtung des Prozesses auf unterschiedlichen Abstraktionsebenen
(z.B. abstrahierte Gesamtsicht auf den Prozess vs. Detailbetrachtung einzelner
Aktivitäten) (Silver 2011, S. 37f.), aber auch die Nachvollziehbarkeit der Entwick-
lung ermöglicht. Hierzu stellt die BPMN zwei grundsätzliche Alternativen bereit:
Die zu automatisierende Aktivität wird als Sub-Process interpretiert und die Spe-
ziﬁkation des übergeordneten Workﬂows um die Innensicht erweitert. Alternativ
kann eine Aktivität auch alsCallActivity interpretiert werden. Die Speziﬁkation des
Lösungsverfahrens der CallActivity stellt einen eigenständigen, wiederverwendba-
ren Prozess dar, der aus dem übergeordneten Workﬂow heraus aufgerufen wird
(Silver 2011, S. 38f.). In beiden Fällen ergeben sich während der Speziﬁkation der
Innensicht neue NachrichtenﬂüssemitDatenkomponenten, die ebenfalls alsBlack-
Box-Participant in das Schema aufgenommen werden. In Abb. 7.10 ist exempla-
risch die hierarchisch verfeinerte Speziﬁkation des Sub-Prozesses Empfang Ver-
fügbarkeitsliste dargestellt, die bereits im Kontext des pDWH-Schemas (Abb. 6.4)
vorgestellt wird. Durch Speziﬁkation der Innensicht des Sub-Prozesses ergibt sich
der Nachrichtenaustausch mit der Komponente zur Verwaltung der e-Car-Daten,
die als Teilnehmer in das Kollaborationsdiagramm aufgenommen wird.
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Abb. 7.10: Innensicht des Sub-Prozesses Empfang Verfügbarkeitsliste
(5) Abgrenzung von Komponenten zur Vorgangssteuerung: Zur Ausführung der
private processes sind Komponenten zur Vorgangssteuerung zu parametrisieren.
Die Verteilung eines Workﬂows auf Komponenten ist nicht Kern der Arbeit und
wird nicht vertieft betrachtet. Zur horizontalen Abgrenzung von Vorgangskompo-
nenten kann beispielsweise auf die Arbeit von Krücke & Sinz (2011) verwiesen
werden. Die vorgeschlagene Abgrenzung basiert auf der Anwendung vonMessage
Exchange Patterns (W3C 2007). Alternativ können die verschiedenen Hierarchie-
stufen der Workﬂow-Speziﬁkation (v.a. CallActivities) Hinweise zur Bildung von
Komponenten liefern. Aus Gründen der Nachvollziehbarkeit wird imRahmen des
Fallbeispiels auf die Aufteilung in mehrere Vorgangskomponenten verzichtet.
7.5 Entwicklung des geschäftsprozessorientierten Data-
Warehouse-Systems
Ausgehend von der Speziﬁkation des operativen Systems erfolgt die Entwicklung
des pDWH-Systems, im Speziellen des angebotsorientierten Teilsystems. Hierzu
wird in Abschn. 7.5.1 die Ableitung des AT-speziﬁschen DWH-Modells sowie in
Abschn. 7.5.2 die Einordnung in den GP-Kontext beschrieben.
7.5.1 Speziﬁkation des aufgabenträgerspezifschen Data-Warehouse-
Schemas
Zur Speziﬁkation des aufgabenträgerspeziﬁschenDWH-Schemas (AT-DWH-Sche-
ma) ﬁnden die Artefakte aus Kap.6, das generische pDWH-Schema sowie sei-
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ne domänenspeziﬁsche Erweiterung, in der Entwicklungsmethodik Anwendung.
Zielsetzung des AT-DWH-Schemas ist es, die operative Systemspeziﬁkation bzw.
deren Instanzen prozessorientierten Analysen zugänglich zu machen. Anhand
des generischen pDWH-Schemas wird die hierarchisch entwickelte BPMN-Struk-
tur vom initialen public process auf Ebene des fachlichen Anwendungsmodells bis
hin zum private process (op. Workﬂowschema) auf Ebene des komponentenori-
entierten Anwendungsmodells abgebildet. Die Dimension FlowNode-Schemamit
ihrer rekursiven Dimensionshierarchie ermöglicht die Anwendung multidimen-
sionaler Operatoren entlang dieser Strukturen. In Kap. 6.5 wird zudem die Iden-
tiﬁkation domänenspeziﬁscher, fachlicher Dimensionen nach Böhnlein (2001, S.
353ﬀ.) auf Basis objektorientierter Datenstrukturen beschrieben. Das konsolidier-
te KOS des fachlichen und des komponentenorientierten Anwendungsmodells
stellen dazu eine geeignete Grundlage dar. Das AT-DWH-Schema wird somit auf
Basis des pDWH-Schemasmit domänenspeziﬁschen Erweiterungen gebildet und
aus den Speziﬁkationen des fachlichem bzw. komponentenorientiertem Anwen-
dungsmodell abgeleitet.
Kennzahlen und Dimensionen des AT-DWH-Schemas dienen zudem der Pa-
rametrisierung operativer Datenkomponenten zur angebotsorientierten Datenbe-
reitstellung. Anhand der operativen Strukturen einer Datenkomponente erfolgt
die Zuordnung von Dimensionen. Eine Dimension Geographie mit den Hierar-
chiestufen Ort und Region wird der Komponente zugeordnet, die für die Verwal-
tung der zugehörigen operativen Kundendaten verantwortlich ist. Die Zuordnung
von Basiskennzahlen mit Berechnungsvorschriften erfolgt analog. Zur Bereitstel-
lung und zur Aufbereitung der Ablaufdaten eines Workﬂows werdenMonitoring-
Komponenten parametrisiert. Die Auf- und Verteilung des AT-DWH-Schemas er-
folgt, wie unter Abschn. 5.5 bzw. Abschn.7.3.3 beschrieben, anhand von Partitio-
nierungs- und Allokationsschema.
7.5.2 Speziﬁkation des geschäftsprozessorientierten Data-
Warehouse-Schemas
Die Einordnung des AT-DWH-Schemas in den GP-Kontext erfolgt zweistuﬁg. In
einem ersten Schritt erfolgt die isolierte Betrachtung von Aufgaben sowie die Zu-
ordnung zur AT-Ebene. Im zweiten Schritt werden Aufgaben im Kontext des ge-
samten Geschäftsprozesses betrachtet und pDWH-basierte Ergebnisse eingeord-
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net. Das GP-orientierte DWH-Schema (GP-DWH-Schema) stellt dabei eine nicht-
materialisierte Interpretation des AT-DWH-Schemas dar. Mit diesem Schritt er-
folgt die eigentliche Erweiterung eines pDWH- zu einem gpDWH-System.
Aufgabenorientierte Sicht auf das prozessorientierte DWH-Schema
pDWH-Systeme ermöglichen die Analyse des Verhaltens von Prozessen. Sowohl
das struktur- als auch das verhaltensorientierte pDWH-Szenario basieren auf die-
ser ablauforientierten Betrachtung. Aus diesem Grund stellt auch die verhaltens-
orientierte Sicht des SOM-Geschäftsprozessmodells, das VES, das zentrale Arte-
fakt zur Einordnung des AT-DWH-Schemas in den Kontext von Geschäftsprozes-
sen dar. Die Zuordnung des AT-DWH-Schemas erfolgt über Vorgänge als zentrale
Bausteine des VES. Vorgänge beschreiben die Ausführung betrieblicher Aufgaben
(vgl. Kap. 2.1.2). Vorgangstypen, gekoppelt über Ereignisbeziehungen, beschrei-
ben das Verhalten eines Geschäftsprozesses als Vorgangsnetz (vgl. Kap. 4.1). Be-
triebliche Aufgaben werden dabei aus Außensicht betrachtet, die Innensicht mit
Lösungsverfahren sowie AT-Zuordnung sind der AT-Ebene zugeordnet. Zur In-
terpretation des AT-DWH-Schemas werden zunächst einzelne Aufgaben des VES
isoliert betrachtet und über deren Innensicht die Verknüpfung zum AT-DWH-
Schema aufgezeigt. Hierzu werden die Aufgaben des GP-Modells der höchsten
Zerlegungsstufe gewählt, die auch die Grundlage zur Ableitung des initialen fach-
lichen Anwendungsmodells (KOS, VOS) bei der Entwicklung des operativen Sys-
tems darstellt.
In Tab. 7.5 sind dieMerkmale der Aufgabenaußensicht anhand der Aufgabe >D:
Verfügbarkeitsliste (Fallbeispiel Mobility Provision) dargestellt. Sachziel der Aufga-
be stellt die Überprüfung dar, ob die erhaltene Liste verfügbare e-Cars für einen
Kunden enthält. Die Aufgabe des betrieblichen Objektes Vertriebskanal ist dabei
entsprechend der übergeordneten Formalziele (vgl. Kap. 4.4) zeit- und kosteneﬃ-
zient durchzuführen. AuslösendesVorereignis stellt dieÜbertragung der Listemit
e-Cars aus dem betrieblichen Objekt Flotte dar, Nachereignis das Vorliegen einer
geprüften Liste mit e-Cars. Das Aufgabenobjekt bilden Attribute zu Kunde, zu Ver-
triebskanal, zu e-Car, zur Kundenanfrage sowie zum Prüfergebnis. Die eingeführte
Aufgabe dient nachfolgend als Grundlage zur Demonstration der GP-orientierten
Interpretation des multidimensionalen AT-DWH-Schemas.
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Merkmale Aufgabenaußensicht Ausprägungen: >D: Verfügbarkeitsliste
Sachziel Feststellung Verfügbarkeit e-Cars
Formalziel Zeit- und Kosteneﬃzienz
Vorereignis Übertragung Verfügbarkeitsliste
Nachereignis Liste verfügbarer e-Cars ist eingegangen u. geprüft
Aufgabenobjekt Kunde, Anfrage, e-Cars, Vertrieb, Prüfergebnis
Tab. 7.5:Merkmale der betrieblichen Aufgabe >D:Verfügbarkeitsliste
Schema sowie Instanzen von Workﬂows zur GP-Durchführung auf AT-Ebene
sowie dabei verarbeitete Datenbestände werden im AT-DWH-Schema aufbereitet
und zugänglich für multidimensionale Operatoren. Zur fachlichen Analyse wer-
den diese Informationen basierend auf dem Konzept der betrieblichen Aufgabe
in den GP-Kontext integriert. Hierzu wird kein neues DWH-Schema abgeleitet,
vielmehr wird das AT-DWH-Schema aus GP-Sicht interpretiert. Angelehnt an das
Konzept der Sichten (Views) relationaler Datenbanksysteme (z.B. Kemper & Eick-
ler 2013, S. 139ﬀ., Ferstl & Sinz 2013, S. 399ﬀ.) werden Sichten auf die DWH-
Strukturen der AT-Ebene als virtuelles DWH-Schema speziﬁziert. Eine Sicht stellt
dabei nur einen Ausschnitt des gesamten AT-DWH-Schemas dar. Reichweite so-
wie inhaltliche Aufbereitung der Sicht ergeben sich anhand der betrachteten be-
trieblichen Aufgabe. Sichten können entweder angebotsorientiert in Form von
Metadaten für potenzielle Nutzer bereitgestellt oder aufgrund konkreter Nachfra-
gen (nachfrageorientiert) erstellt werden.
Die Speziﬁkation der Sichten basiert im Wesentlichen auf OLAP-Operatoren
wie Drill-Down, Roll-Up oder Selektion (vgl. Kap. 3.3.2). Zur Analyse des Lösungs-
verfahrens ist ein Drill-Down in die multidimensionale Datenstruktur der AT-
Ebene vorzunehmen. Entscheidende Bedeutung kommt dabei der Realisierung
von Aufgaben bzw. der Abbildung dieser auf Aktivitäten der BPMN-Workﬂows zu.
Den Ableitungsregeln aus Abschn. 7.4.1 folgend besteht eine 1-zu-1-Beziehung
und stellt den Standardfall dar. Konsolidierungsschritte auf AT-Ebene können je-
doch auch zur Aufspaltung vonAktivitäten führen. Dies ist bei der Zuordnung von
Aktivitäten zumLösungsverfahren einer Aufgabe zu berücksichtigen. Anhand der
dokumentierten Entwicklungsschritte ist eine entsprechende Zuordnung mög-
lich. Der Grad der Automatisierung von Aktivitäten stellt einen limitierenden Fak-
tor v.a. für Drill-Down-Operationen dar. Wie in Abschnitt 7.4.1 beschrieben, wer-
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den automatisierbare Aktivitäten als Sub-Prozess verstanden und hierarchisch
verfeinert, währendmanuelle Aktivitäten lediglich aus Außensicht betrachtet wer-
den. Entsprechend ist die Analyse der Innensicht nur für automatisierte Aktivitä-
ten möglich.
Die Gestaltung der Sichten zur Bewertung betrieblicher Aufgaben ist in hohem
Maße durch die konkrete Aufgabe bestimmt. Nachfolgend können anhand der
Merkmale der betrieblichen Aufgabe jedoch Hinweise zur Gestaltung der Sichten
abgeleitet werden:
• Ziele (Sach- u. Formalziele): Eine zentrale Fragestellung der Aufgabenana-
lyse ist, ob mit Durchführung einer Aufgabe das Sachziel unter Einhaltung
der Formalziele erreicht wird. Die Erreichung der Sachziele bzw. der Ziel-
erreichungsgrad der Formalziele einer Aufgabe beeinﬂusst sowohl die Leis-
tungserstellung als auch die Erreichung der Formalziele des übergeordne-
ten Geschäftsprozesses. Zur Bewertung der Zielerreichung von Aufgaben
können in Anlehnung an Böhnlein (2001, S. 351ﬀ.) Kennzahlen aus asso-
ziierten Zielen abgeleitet werden. Die Kennzahlen stellen i.d.R. abgeleitete
Kennzahlen (vgl. Kap. 3.3.1) dar, die sich aus Kennzahlen des AT-DWH-
Schemas berechnen. Sofern zusätzliche Kennzahlen benötigt werden, ist
das AT-DWH-Schema zu erweitern.
• Aufgabenobjekt: Das Aufgabenobjekt kann als Ausschnitt des operativen
Datenschemas verstanden werden. In Kap. 6.5 ist die Ableitung fachlicher
Dimensionen aus objektorientierten Strukturen nach Böhnlein (2001, S.
353ﬀ.) beschrieben. Anhand des Aufgabenobjektes bzw. des dadurch be-
stimmten Ausschnitts des operativen Datenschemas können fachliche Di-
mensionen im AT-DWH-Schema identiﬁziert werden.
• Vor- u. Nachereignisse: Durch auslösende Vor- und resultierendeNachereig-
nisse ist eine betriebliche Aufgabe aus ablauforientierter Sicht abgegrenzt.
Durch diese Grenzen bzw. deren Abbildung auf AT-Ebene kann die Selek-
tion von Instanzen innerhalb des AT-DWH-Schemas unterstützt werden.
Aktivitäten können so beispielsweise dem Lösungsverfahren einer Aufgabe
zugeordnet oder von diesem abgegrenzt werden.
Die Anwendung des Konzeptes aufgabenorientierter Sichten wird anhand der in
Tab. 7.5 vorgestellten Aufgabe >D: Verfügbarkeitsliste demonstriert. Zunächst ist
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die Abbildung der Aufgabe aus dem VES auf die AT-Ebene zu identiﬁzieren. Im
konkreten Fall liegt eine 1-zu-1-Abbildung auf die Aktivität Empfang Verfügbarkeits-
liste des BPMN-Schemas aus Abb. 7.9 (NodeID = 3 imStar-Schema inAbb. 6.6) vor.
Das Lösungsverfahren der Aufgabe kann über die Innensicht des Sub-Prozesses
Empfang Verfügbarkeitsliste analysiert werden.
Abb. 7.11 zeigt ein Beispiel zur Analyse der Formalziele. Die Bewertung des
Formalziels der Zeiteﬃzienz (siehe Tab. 7.5) erfolgt durch die Kennzahl durch-
schnittliche Laufzeit. Diese kann aufgrund der generischen Kennzahlen Anzahl
der Ausführungen (n) und Laufzeit (t) des pDWH-Schemas der AT-Ebene berech-
net werden. Die Kennzahl soll für Knoten der höchsten Hierarchiestufe (im Falle
rekursiver Strukturen) berechnet werden. Zur Einschränkung auf den zur Aufga-
be >D: Verfügbarkeitsliste gehörenden Sub-Prozess wird ein Filter deﬁniert. Die-
ser selektiert Aktivitäten, die dem Sub-Prozess (parent = 3) untergeordnet sind.
Für weitergehende Analysen erscheinen die Dimensionen FlowNode-Sequenz so-
wie FlowNode-Typ des pDWH-Schemas relevant. Anhand des Aufgabenobjektes
kann die fachliche Dimension Vertriebsart (vgl. Abb. 6.7) zugeordnet werden. Da-
mit wird ein Vergleich der Laufzeit getrennt nach Typ des Vertriebskanals (Online-
Shop vs. Call Center) ermöglicht. Gestalterische Maßnahmen können gezielt auf
einen Vertriebstyp ausgerichtet werden. Durch Berücksichtigung der Dimensi-
on Zeit wird die Entwicklung der Laufzeiten im historischen Verlauf betrachtet.
Die Bewertung des Formalzieles Kosteneﬃzienz kann mit angepasster Kennzahl
analog realisiert werden. Die SQL-basierte Implementierung der Sicht ist in An-
hang A.2 (Code A.4) angegeben. Sie basiert auf der relationalen Interpretation des
pDWH-Schemas aus Kap. 6.4.3.
FLOWNODE
SCHEMA
FLOWNODE
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Abb. 7.11: Aufgabenorientierte Sicht – Durchschnittliche Laufzeit
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Ein Beispiel zur Analyse der Sachzielerreichung ist in Abb. 7.12, die zugehörige
SQL-basierte Implementierung in Anhang A.2 (Code A.5) dargestellt. Wie in Abb.
7.10 dargestellt, kann die Aktivität Empfang Verfügbarkeitsliste mit dem Ereignis
e-Cars für den Kunden verfügbar erfolgreich terminieren. Sofern keine Fahrzeuge
verfügbar sind, kann die Suche erweitert werden oder als endgültig gescheitert
(Suche ausgeschöpft) abschließen. Mit beiden zuletzt genannten Endereignissen
wird das Sachziel der erfolgreichen Feststellung verfügbarer e-Cars verfehlt. Die
Bewertung der Sachzielerreichung erfolgt über den Anteil der Nachereignisse im
Verhältnis zur Gesamtzahl der Ausführungen des Sub-Prozesses. Die hieraus be-
rechnete Kennzahl Anteil Nachereignisse basiert auf der generischen Kennzahl n
des AT-DWH-Schemas. Auch sie wird auf Knotenebene (FlowNode-Schema mit
Filter NodeID = 3) gebildet. Für das Ergebnis sind ausschließlich Endereignisse
(FlowNode-Typ, Filter subtype = end_event) relevant. Zur Feststellung lokaler oder
regionaler Abweichungen bei der Verfügbarkeit von Fahrzeugen wird auf Basis
des Aufgabenobjektes die Dimension Geographie in die multidimensionale Sicht
aufgenommen und auf HierarchiestufeOrt betrachtet. Analysen über die Dimen-
sion Zeit ermöglichen hier Einblicke über die Entwicklung der Verfügbarkeit im
Zeitverlauf.
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Abb. 7.12: Aufgabenorientierte Sicht – Anteil der Nachereignisse
Geschäftsprozessspeziﬁsche Einordnung des DWH-Schemas
ImWeiteren erfolgt die Einordnung aufgabenorientierter Sichten in denGP-Kontext.
Zunächst erfolgt dies anhand der Integration der betrieblichen Aufgabe in die ver-
haltensorientierte Sicht, dem VES. Anschließend wird der Bezug zur Leistungs-
erstellung eines Geschäftsprozesses sowie deren Lenkung anhand des struktur-
orientierten IAS hergestellt.
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Verhaltensorientierte Einordnung Wie inKap. 6.4 ausgeführt, umfasst ein pDWH-
Würfel einen Prozess bzw. Teilnehmer eines BPMN-Kollaborationsdiagramms.
Übrige Teilnehmer werden aus Außensicht (Black Box) betrachtet. Übertragen auf
die vorgestellte Entwicklungsmethodik und mit Bezug zu den Ableitungsregeln
für BPMN-Prozesse aus dem VES nach Pütz & Sinz (2010) (Abschn. 7.4.1) be-
deutet das, dass das Vorgangsnetz eines betrieblichen Objektes Gegenstand des
GP-orientierten DWH-Schemas wird. Vorgänge dieses Objekts werden im VES
über Ereignisse (Vor- bzw. Nachereignisse) verknüpft und beschreiben das GP-
Verhalten in Form eines Vorgangsnetzes (vgl. Kap. 4.1). Auf Grundlage dieses
Verständnisses ergeben sich die nachfolgenden Alternativen zur ablauforientier-
ten Betrachtung einer aufgabenorientierten Sicht im GP-Kontext:
• Analysen bezogen auf einen Prozessabschnitt: Ein Prozessabschnitt wird
als Teil des VES-Vorgangsnetzes eines betrieblichenObjektes zwischen zwei
Ereignissen verstanden. Dieser Abschnitt wird Gegenstand der Analyse, wo-
bei der gewählte Pfad (z.B. bei alternativen Pfaden) ohne Relevanz ist.
• Analysen bezogen auf einen Prozesspfad: Pfadbezogene Analysen hingegen
fokussieren auf einen konkreten Pfad innerhalb eines Prozesses bzw. eines
Prozessabschnittes.
In beiden Fällen hängt die Berücksichtigung der aufgabenbezogenen Sichten
in übergeordneten GPKennzahlen von der Positionierung der Aufgabe innerhalb
des Pfades bzw. Abschnittes ab (z.B. eingeschränkte Summierbarkeit).
Abb. 7.13 zeigt die Einordnung der betrieblichen Aufgabe >D: Verfügbarkeitsliste
in das VES der FallstudieMobility Provision. Gegenstand des gpDWH-Schemas ist
das Vorgangsnetz des betrieblichen Objektes Vertriebskanal. Als Beispiel für eine
abschnittsbezogene Analyse ist der Prozessabschnitt von der Anfrage verfügbarer
e-Cars (Aufgabe V: Verfügbarkeitsprüfung>) bis zum Ergebnis bzgl. der Verfügbar-
keit (Nachereignis der Aufgabe >D: Verfügbarkeitsliste) eingezeichnet. Ziel ist die
Ermittlung der durchschnittlichen Zeit (avg(t)) und Kosten (avg(c)), die, aufge-
schlüsselt nach Vertiebsart, pro Instanz für diesen Prozessabschnitt entstehen.
Die zugehörige multidimensionale Sicht zur Aufgabe >D: Verfügbarkeitsliste ist in
Abb. 7.11 exemplarisch eingeführt. Bei einmaliger Durchführung der Aufgaben
proGP-Instanz sowie gleicher Granularität der Kennzahlen (hier bzgl. der Dimen-
sion Vertriebsart) ergibt sich die durchschnittliche Laufzeit des Prozessabschnit-
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tes durch die Summe der Teilergebnisse. Eine mehrfache Ausführung der zuge-
hörigen Lösungsverfahren erfordert zusätzlich die Berücksichtigung der durch-
schnittlichen Anzahl der Aufgabendurchführungen pro Prozessinstanz. Wie in
Kap. Abb. 6.4 dargestellt, resultiert die mehrfache Ausführung aus einer Schleife,
die sich erst auf AT-Ebene im Rahmen der Konsolidierung ergibt.
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Abb. 7.13: Verhaltensorientierte Einordnung aufgabenorientierter Sichten
Eine pfadbezogene Analyse ist ebenfalls in Abb. 7.13 dargestellt und ermöglicht
die Analyse von Normal- und Ausnahmeverhalten des betrieblichen Objektes Ver-
triebskanal. Im Vergleich zu Normalverhalten werden Sach- und/oder Formalziele
bei Ausnahmeverhalten nur eingeschränkt erreicht (Ferstl & Sinz 2013, S. 112f.).
Die Deklaration vonNormal- undAusnahmeverhalten ist kontextabhängig und er-
fordert Kenntnisse der Anwendungsdomäne. Der normale Ablauf des dargestell-
ten Ausschnitts der FallstudieMobility Provision endet nach erfolgreicher Prüfung
auf verfügbare e-Cars in einem individuellen Angebot gegenüber dem Kunden.
Ausnahmeverhalten greift, sollte kein e-Car für den Kunden zur Verfügung ste-
hen. Zwar wird das Sachziel nicht erreicht, dennoch sollte der Kunde zeitnah per
Negativbescheid informiert werden. Der Ablauf von Normal- und Ausnahmever-
halten ist in Abb. 7.13 über Pre- und Post-Conditions beschrieben. Anhand der
Analyse der Nachereignisse der Aufgabe >D: Verfügbarkeitsliste (Kennzahl Anteil
Nachereignisse) (vgl. aufgabenorientierte DWH-Sicht in Abb. 7.12) kann der relati-
ve Anteil von GP-Instanzenmit Ausnahmeverhalten bestimmt werden. Aufgrund
des Nachereignisses Suche ausgeschöpft wird die Ausführung des Ausnahmever-
haltens (Versand Negativbescheid) ausgelöst.
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Strukturorientierte Einordnung Im Weiteren wird die verhaltensorientierte Ein-
ordnung der aufgabenorientierten DWH-Sichten um Informationen strukturori-
entierter Sichten (Lenkungs- und Leistungssicht) auf einen Geschäftsprozess (vgl.
Kap. 4.1) ergänzt. Die Grundlage bilden das IAS sowie zugehörige Zerlegungs-
protokolle:
• Bezug zur Leistungssicht: Die aufgabenorientierte DWH-Sichten werden
explizit, ggf. mehrstuﬁg, mit der Leistung eines Geschäftsprozesses in Be-
ziehung gesetzt. Damit kann wesentlich zur Bewertung der betrieblichen
Leistungserstellung beigetragen werden.
• Bezug zur Lenkungssicht: Die aufgabenorientierten DWH-Sichten werden
in den Kontext der Lenkung der Leistungserstellung eingeordnet. Dies er-
möglicht die Bewertung der GP-Koordination über das Verhandlungs- oder
das Regelungsprinzip bzw. der damit beschriebenen Phasen.
Mit Lenkungs- und Leistungssicht wird die strukturorientierte Einordnung von
abschnitts- bzw. pfadbezogenen Analysen (Verhaltenssicht) ermöglicht. In Ge-
genrichtung wird aber auch die Identiﬁkation relevanter Prozessabschnitte bzw.
-pfade durch die Struktursicht unterstützt.
Abb. 7.14 zeigt den für das betriebliche Objekt Vertriebskanal relevanten Aus-
schnitt des IAS, ergänzt um Informationen der Objekt- bzw. Transaktionszerle-
gung. Nachfolgend relevante Modellbestandteile sind explizit hervorgehoben. Als
Beispiel zur Analyse von Prozessabschnitten wird mit der verhaltensorientierten
Einordnung (vorheriger Abschn.) die Analyse der durchschnittlichen Zeit und
Kosten, die von der Anforderung bis hin zum Empfang einer Liste mit verfüg-
baren e-Cars entstehen, beschrieben. Anhand der strukturorientierten Betrach-
tung auf Basis von Abb. 7.14 wird deutlich, dass es sich dabei um einen Teil der
Leistung des betrieblichen Objektes Flottenlenkung (D: Flottenverwaltung) handelt.
Es werden also Kosten und Zeit der Teilleistung D: Verfügbarkeit zwischen Ver-
triebskanal und Flottenlenkung bewertet. Die Koordination erfolgt dabei nicht-
hierarchisch nach dem Verhandlungsprinzip. In der Gegenrichtung ermöglicht
das IAS mit Zerlegungsinformationen auch die Identiﬁkation zu analysierender
Prozessabschnitte. Die Gesamtleistung von Mobility Provision besteht in der Be-
reitstellung von Mobilität (D: Mobilität) für Kunden. Das betriebliche Objekt Ver-
triebskanal, so ist in Abb. 7.14 ersichtlich, ist für die Vereinbarung der Leistung
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(V: Buchung Mobilität) verantwortlich. Für den Markterfolg des Unternehmens ist
es entscheidend, dass die Vereinbarung mit dem Kunden zeitnah erfolgt. Mit zu-
nehmender Verzögerung wird von einer erhöhten Wahrscheinlichkeit eines An-
bieterwechsels seitens des Kunden ausgegangen. Zur Analyse der Vereinbarungs-
phase kann anhand des Zerlegungsprotokolls ein Prozessabschnitt innerhalb der
Verhaltenssicht abgegrenzt werden. Von der Anfrage des Kunden über das Ange-
bot sowie die Buchung, bis hin zur Bestätigung dieser sind die aufgabenorientier-
ten DWH-Sichten zur Bestimmung der durchschnittlichen Laufzeit zu berück-
sichtigen.
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Abb. 7.14: Strukturorientierte Einordnung aufgabenorientierter Sichten
7.6 Entwicklung nachfrageorientierter Data Marts
Im Weiteren bilden die Identiﬁkation sowie die Speziﬁkation der nachfrageori-
entierten Data Marts der Referenzarchitektur (vgl. Kap. 5) den Gegenstand der
Arbeit. Die Speziﬁkation der Data-Mart-Komponenten erfolgt anhand des Kompo-
nenten-DM-Schemas, die der Komponenten zur Datenintegration anhand des Inte-
grationsschemas. Das Entwicklungsvorgehen wird sowohl für das strukturorientier-
te (Abschn. 7.6.1) als auch für das verhaltensorientierte pDWH-Szenario (Abschn.
7.6.2) vorgestellt. Die Ausführungen zu Letzterem heben v.a. Besonderheiten ver-
glichen mit der Entwicklung strukturorientierter Data Marts hervor.
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7.6.1 Speziﬁkation von Data Marts für das strukturorientierte
Szenario
Durch das strukturorientierte pDWH-Szenario wird die innovativere und eﬃzi-
entere Gestaltung von Prozessen auf Basis eines DWH-Systems angestrebt. Bei
Weske (2012, S. 16) werden Stakeholder der Domäne Geschäftsprozessmanagement
charakterisiert, die potenzielle Nutzer von gpDWH-Systemen darstellen:
• Chief Process Oﬃcer (Weske 2012, S. 16): Das Aufgabenfeld kann mit der
übergeordneten Standardisierung und Harmonisierung von Geschäftspro-
zessen beschrieben werden. Ferner fällt die Evolution von Geschäftsprozes-
sen vor dem Hintergrund eines sich verändernden Unternehmensumfel-
des (z.B. Marktverhältnisse) in den Verantwortungsbereich des Chief Process
Oﬃcers.
• Process Owner (Weske 2012, S. 16): Dem Process Owner ist die Verantwor-
tung für die korrekte und eﬃziente Durchführung eines Geschäftsprozess-
typs übertragen. Ineﬃzienzen sind in Abstimmung mit Prozessbeteiligten
sowie Process Designern zu beseitigen.
• Process Designer (Weske 2012, S. 16): Process Designer sind für dieModellie-
rung der Geschäftsprozesse in Abstimmung mit dem Geschäftsbereich so-
wie anderen Stakeholdern verantwortlich. Die Prozessverbesserung in Ab-
stimmung mit dem Process Owner ist bereits thematisiert.
Anhand der vorgestellten Stakeholder lassen sich zwei exemplarische Zielset-
zungen für das strukturorientierte Szenario des FallbeispielsMobility Provision ab-
leiten. Zum einen kann der Chief Process Oﬃcer in seiner Tätigkeit zur Evolution
von Geschäftsprozessen aufgrund von Marktveränderungen unterstützt werden.
Zur Stärkung derWettbewerbsposition stellt die Neugestaltung der Vertriebskanä-
le ausgerichtet auf Kundengruppen eine Möglichkeit dar. Auf Basis des gpDWH-
Systems können Kundengruppen sowie deren Verhalten während der Vereinba-
rungsphase analysiert und entsprechende Maßnahmen abgeleitet werden. Die
Steigerung der Prozesseﬃzienz stellt eine weitere mögliche Zielsetzung zur Nut-
zung des gpDWH-Systems im Rahmen der Fallstudie dar. Analyse und daraus
resultierende Entwurfsentscheidungen bzgl. der Prozesseﬃzienz erfolgen durch
Kooperation von Process Owner und Process Designer. Die Analyse von Abschnitten
eines GPmit der Möglichkeit zur Fokussierung auf einzelne Aufgaben und deren
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Lösungsverfahren kann die Identiﬁkation von ineﬃzienten Prozessbestandteilen
unterstützen. Für beide Zielsetzungen bzw. Nutzergruppen kann ein Informati-
onsbedarf abgeleitet werden, der über nachfrageorientierte Data Marts zu decken
ist.
Mit der Identiﬁkation von Data Marts sind zwei Aspekte der Komponentenarchi-
tektur aus Kap. 5.3.3 festzulegen:
1. Speziﬁkation der Data-Mart-Komponenten (vgl. Kap. 5.4.3): DasData-Mart-
Schema wird anhand des nutzerspeziﬁschen Informationsbedarfs aus dem
angebotsorientierten, globalen DWH-Modell abgeleitet. Je nach Anforde-
rung wird das Data-Mart-Schema aus dem AT-DWH-Schema oder auf Basis
GP-orientierter Sichten (GP-DWH-Schema) gebildet. Bei der Abbildung auf
die Data-Mart-Komponenten sind u.a. eine geeignete Technologie zur Da-
tenverwaltung sowie eineHistorisierungsstrategie festzulegen (Komponenten-
DM-Schema).
2. Speziﬁkation der Komponenten zur Datenintergration (vgl. Kap. 5.4.2): Zur
Versorgung der Data-Mart-Komponenten ist die Integration des Data-Mart-
Schemas über das Integrationsschema festzulegen. Als Metadaten werden das
zu integrierende Zielschema mit Aggregationsvorschriften, die Ziel-Data-
Marts sowie die Quell-Komponenten benötigt. Letztere können anhand des
Verteilungsmodells bestimmt werden. Zudem sind Ereignisse als Auslöser
der Datenbereitstellung zu speziﬁzieren (vgl. Kap. 5.3.3).
Data-Mart-Strukturen zur Deckung des Informationsbedarfs des Chief Process
Oﬃcers können anhand einer GP-orientierten Sicht (vgl. Abschn. 7.5.2) abgeleitet
werden. Ausgehend von der strukturorientierten Betrachtung kann innerhalb der
Verhaltenssicht die Vereinbarungsphase als Prozessabschnitt abgegrenzt werden.
Kennzahlen (erfolgreiche Abschlüsse, durchschnittliche Bearbeitungsdauer) sind auf
Granularität von Altersgruppe sowie Art des Vertriebskanals für diesen Prozessab-
schnitt vorzuhalten. GP-orientierte Sichten sowie dazu gehörige Berechnungsvor-
schriften sind als Parameter an die Komponenten zur Datenintegration zu über-
geben. Dimensionen und Kennzahlen der fachlichen Domäne werden für den
vorliegenden Anwendungsfall im Wesentlichen durch die op. Datenkomponen-
ten Kunden-, Buchungs- sowie Vertriebsdaten bereitgestellt. Die Aktualität des zu
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analysierenden Datenbestandes wird als unkritisch betrachtet, so dass nächtliche
Integrationsprozesse ausreichend sind. Zur Analyse der Prozesseﬃzienz ist es
notwendig, Daten auf Granularität der Knoten des Lösungsverfahrens bereitzu-
stellen. Mit GP-orientierten Sichten (z.B. zur Vereinbarungsphase) als Einstieg
wird es durch multidimensionale Operatoren (z.B. Drill-Down) ermöglicht, Ana-
lysen von GP-Abschnitten über einzelne Aufgaben bis hin zu deren Lösungsver-
fahren auf AT-Ebene zu verfeinern. Ineﬃziente Prozessabschnitte können suk-
zessive eingegrenzt werden. Ähnlich wie die Dimension Vertriebsart (vgl. Beispiel
aus Abb. 7.11) können Dimensionen der betrieblichen Domäne ergänzende In-
formationen zur Aufdeckung von Ineﬃzienzen liefern. Process Owner und Process
Designer werden im strukturorientierten Szenario umfassend bei Analysen auf
Aufgaben- und AT-Ebene unterstützt.
In der Anwendung der Referenzarchitektur in Kap. 5.3.4 wird eine Data-Mart-
Komponente Vertriebsgestaltung thematisiert. Diese kann aufgrund vergleichba-
rer Inhalte zur Deckung der Nachfrage beider Stakehoder parametrisiert werden.
Auch die Bildung jeweils einer Komponente ist aufgrund heterogener Granulari-
tätsanforderungen vorstellbar.
7.6.2 Speziﬁkation von Data Marts für das verhaltensorientierte
Szenario
Das verhaltensorientierte pDWH-Szenario ist, wie in Kap. 3.5.2 beschrieben, auf
die aktive Steuerung von Prozessinstanzen ausgerichtet. Auf Architekturebene er-
fordert dies eine engere Integration der zugehörigen Systeme (operatives, pDWH-
u. EU-System) mit bidirektionalem Datenﬂuss zwischen operativen und disposi-
tiven Teilsystemen (vgl. Anforderung A4, Kap. 5.1). Die Identiﬁkation sowie die
Speziﬁkation von Data Marts für das verhaltensorientierte Szenario kann nur un-
ter Berücksichtigung der Einbettung in das Gesamtsystem erfolgen. Diesbezüg-
lich werden nachfolgend zunächst Spezialisierungen des verhaltensorientierten
Szenarios identiﬁziert. Auf Basis einer Detaillierung der FallstudieMobility Provi-
sion (Angebotserweiterung) wird die Speziﬁkation verhaltensorientierter DataMarts
erläutert.
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Spezialisierungen des verhaltensorientierten DWH-Szenarios
Das verhaltensorientierte Szenario kann phasenorientiert über den OpDW-Cycle
nach Russom (2011) beschrieben werden, dessen Phasen in Kap. 3.5.3 eingeführt
werden. In Abb. 7.15 ist der OpDW-Cycle mit der Referenzarchitektur aus Kap.
5.3.3 überlagert. Dabei wird deutlich, dass das operative Teilsystem sowohl des-
sen Quelle als auch Ziel darstellt. Recognize beschreibt das Erkennen von Ereig-
nissen im operativen Ablauf. Durch das pDWH-Systemwerden relevante Informa-
tionen zur Ereignisanalyse aufbereitet (caputre) und für das EU-System zur Analy-
se (analyze) bereitgestellt. Das Ergebnis (teil-)automatisiert getroﬀener Entschei-
dung wird schließlich als Reaktion (react) an die Ereignisquelle, das op. Teilsystem
zurückgegeben.
Op. Datenverwaltung
Datenintegration
Op. Datenverwaltung Monitoring
OLAP-Bereitstellung OLAP-Bereitstellung OLAP-Bereitstellung
Datenintegration
Operative Steuerung
Entscheidungsuntersützung
<<DataMart>> <<DataMart>> <<DataMart>>
<<DataManagement>> <<DataManagement>> <<DataManagement>>
<<Process>>
<<Integration>> <<Integration>> <<DecisionSupport>>
pDWH-System
operatives System
EU-System
RECOGNIZE REACT
CAPTURE
ANALYZE
Abb. 7.15: Überlagerung von OpDW-Kreislauf und Referenzarchitektur
Identiﬁkation und Speziﬁkation von Data Marts sind wesentlich von der Ein-
bettung in diesen Zyklus beeinﬂusst. Anhand des Instanzbezuges von Quelle (re-
cognize) und Ziel (react) können vier Spezialisierungen des verhaltensorientierten
Szenarios abgegrenzt werden, über die nachfolgend heterogene Entwicklungsas-
pekte von Data Marts sowie EU-Komponenten aufgezeigt werden. Tab. 7.6 stellt
die Phasen recognize und react anhand des Instanzbezugs einander gegenüber.Mit
dem Merkmal instanzspeziﬁsch wird die Berücksichtigung von Ereignissen bzw.
Reaktionen (z.B. direkte Steuerung) im Ablauf einer Prozessinstanz beschrieben.
Mit instanzübergreifend wird der Fokus auf die Prozessumgebung (z.B. Ressour-
cenausstattung) sowie die indirekte Steuerung von Prozessinstanzen gelegt.
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unterstützung zur
Gestaltung der
Prozessumgebung
(indirekt)
Tab. 7.6: Abgrenzung der Data-Mart-Nutzung im verhaltensorientierten Szenario
Anhand derQuadranten in Tab. 7.6 werden drei Spezialisierungen zur Integration
von DWH- und EU-Komponenten mit dem operativen AwS abgeleitet:
• Entscheidungsunterstützung als Prozessbaustein (Quadrant I): DieNutzung
von entscheidungsunterstützenden Funktionen wird nach dem request-res-
ponse-Paradigma explizit im Prozessschema berücksichtigt. Das Ergebnis
beeinﬂusst maßgeblich den Ablauf einer Prozessinstanz. In der Literatur
(z.B. bei Schwingel 2010) wird hier auch der Begriﬀ embedded BI verwendet.
• Entscheidungsunterstützung zur Prozesssteuerung (Quadrant II): Auch hier
wird die direkte Steuerung einer/mehrerer Prozessinstanzen betrachtet. Der
Auslöser bzw. das Ereignis, aufgrund dessen eine Reaktion notwendig wird,
ﬁndet sich jedoch nicht im Prozessschema. Mögliche Auslöser liegen in
der Prozessumgebung. Dies können beispielsweise instanzübergreifende
(komplexe) Ereignisse oder Ergebnisse von (ggf. Data-Mart-basierten) Pro-
zessanalysen sein.
• Entscheidungsunterstützung zur Gestaltung der Prozessumgebung (Qua-
drant III u. IV): Die indirekte Steuerung von Prozessen erfolgt durch An-
passungen der Prozessumgebung. Es sind keine Zugriﬀspunkte zur direk-
ten Steuerung im Prozessschema vorgesehen. Der Auslöser kann entweder
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in der Prozessumgebung liegen (Quadrant IV) oder aktiv aus einer Prozess-
instanz heraus erfolgen (Quadrant III). Die Lokalisierung des Auslösers ist
für die Speziﬁkation von Data Marts nicht ausschlaggebend.
Nachfolgend vorgestellte Lösungen für die abgegrenzten Spezialisierungen sind
als Muster (Patterns) zu verstehen. Komplexe Szenarien, beispielsweise mit Reak-
tionen sowohl bzgl. der Instanzen als auch der Prozessumgebung, können an-
hand dieser Muster realisiert werden. Nachfolgend werden im Wesentlichen die
Identiﬁkation von DataMarts, die Abgrenzung des Informationsbedarfs sowie die
Rückkopplung auf das Prozessschema für die jeweilige Spezialisierung themati-
siert. Die Entwicklung der Data-Mart-Komponenten sowie der Komponenten zur
Datenintegration erfolgt analog zu den in Abschn. 7.6.1 (strukturorientiertes Sze-
nario) angegebenen Schritten. Die Erläuterungen werden durch eine weitere De-
taillierung der FallstudieMobility Provision (nachfolgender Abschnitt) unterstützt.
Detaillierung der Fallstudie Mobility Provision: Angebotserweiterung
In Kap. 4.4 werden neben der operativen Durchführung des Vertriebsprozesses
sowohl die kontinuierlicheAnalyse undVerbesserung desVertriebskanals als auch
die Angebotserweiterung zur Erhöhung der Kundenbindung während der Leih-
phase sowie zur optimalen Gestaltung der Flottenauslastung als zu unterstüt-
zende Szenarien genannt. In Abb. 7.16 wird eine Erweiterung des VES aus Kap.
4.3.2 zur Angebotserweiterung dargestellt. Während der Ausleihphase eines e-
Cars soll, in Abhängigkeit von Flottenauslastung oder auch des Fahrverhaltens
des Kunden, dieser mit individualisierten Angebotserweiterungen zu einem res-
sourceneﬃzienten Verhalten animiert werden. Das betriebliche Objekt Auftrags-
verwaltung wird hierzu weiter in die Objekte Kommunikationsdienst (K-Dienst) so-
wie Verwaltungsdienst (V-Dienst) zerlegt (vollständiges Zerlegungsprotokoll siehe
Anhang A.3). Aus verhaltensorientierter Sicht erfolgen in regelmäßigen Abstän-
den (Umweltereignis Zeitintervall) Meldungen über Fahrverhalten u. -daten des
e-Cars seitens der Flottenlenkung an den Verwaltungsdienst. Dort erfolgt eine Ent-
scheidung, ob der Kunde (z.B. per Kurznachricht oder App) lediglich über seinen
Leihstatus informiert oder ihm ein individuelles Angebot unterbreitet wird. Der
Auslöser zum Senden eines Angebotes kann auch aus dem Prozessumfeld her-
aus, modelliert als Umweltereignis (Markierung R), erfolgen. Die Interaktion mit
dem Kunden ist jeweils dem Kommunikationsdienst zugeordnet.
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Abb. 7.16: Ausschnitt des VES zur Angebotserweiterung
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Entscheidungsunterstützung als Prozessbaustein
Entscheidungsunterstützung als Prozessbaustein bedeutet, dass der Prozess selbst
Nutzer des EU-Systems und damit transitiv des pDWH-Systems wird. Die ge-
nannten Systeme stellen speziﬁsche Aufgabenträger dar, deren Nutzung auf AT-
Ebene im Rahmen der Speziﬁkation operativer Workﬂows festgelegt wird. Das
Geschäftsprozessmodell der Aufgabenebene selbst fokussiert auf die Aufgabenau-
ßensicht. Sach- und Formalziele der Aufgabe können diese lediglich als Entschei-
dungsaufgabe charakterisieren und Hinweise auf eine mögliche Nutzung dispo-
sitiver Komponenten im Rahmen des Lösungsverfahrens auf AT-Ebene liefern.
Zur Erläuterung wird die betriebliche Aufgabe >D: Zwischenmeldung aus dem
VES (Abb. 7.16) aufgegriﬀen. Das Sachziel kann mit Verwaltung der Zwischen-
meldung sowie Entscheidung zur Angebotserweiterung beschrieben werden. Als
ausgewähltes Formalziel der Entscheidungsﬁndung wird, in Anlehnung an das
Szenario Angebotserweiterung (vgl. Kap. 4.4), die Erhöhung der Kundenbindung
übernommen. Mit Übergang auf die AT-Ebene wird festgelegt, die Entscheidung
durch eine Komponente des EU-Systems auf Basis eines historisierten Datenbe-
standes durchzuführen. Abb. 7.17 zeigt den BPMN-Workﬂow (erweiterter Sub-
Prozess) startend mit Empfang und Speicherung (Datenkomponente Mietdaten)
der Zwischenmeldung. Eine Entscheidung bzgl. der Angebotserweiterung soll
nur in späten Phasen desMietprozesses stattﬁnden (Aktivität Prüfung Angebotsent-
scheidung). Die Entscheidung selbst wird von der Komponente DS Angebot getrof-
fen und über die Aktivitäten Anfrage bzw. Empfang Angebotsentscheidung in den
Workﬂow eingebunden. Als Parameter dienen aktuellen Kundendaten, das Fahr-
verhalten sowie die Position des e-Cars. Zur Beantwortung der Frage, ob es sinn-
voll ist, dem Kunden ein Angebot zur Erweiterung seiner Buchung zu unterbrei-
ten, werden diese Parameter anhand des historisierten Datenbestandes des Data
Marts DM Angebot gespiegelt. Die Data-Mart-Nutzung selbst bleibt aus Sicht des
Workﬂows transparent.
EU-Komponenten stellen imbetrachteten Szenario denNutzer einesDataMarts
dar. Der Informationsbedarf ist auf auf Basis ihres Lösungsverfahrens ableitbar.
ImBeispiel soll die Entscheidung auf Basis des Verhaltens von Vergleichsgruppen
erfolgen. Dimensionen zur Analyse von Alterstrukturen, zum Geschlecht oder
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zum Mietverhalten (Phase des Leihprozesses, Fahrverhalten) von Kunden wer-
den genutzt. Anhand von Kennzahlen wie Annahmequote der Vergleichsgruppe
soll eingeschätzt werden, ob ein Kunde zur Annahme eines Angebotes tendiert.
DasÜberfrachten von Kundenmit erweiterten Angeboten soll vermiedenwerden.
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Abb. 7.17: Beispiel zur Entscheidungsunterstützung als Prozessbaustein
DieData-Mart-Speziﬁkation erfolgt nach Abgrenzung des Informationsbedarfs
analog zu Abschn. 7.6.1. Dimensionen für Altersstruktur und Geschlecht werden
von der Datenkomponente Kundendaten, für dasMietverhalten von der Datenkom-
ponenteMietprozessdaten bereitgestellt. Die Basiskennzahlen zur Annahmequote
werden durch die Komponente Buchungsdaten angeboten. Die Aktualisierung des
nachfrageorientierten Datenbestandes wird nicht als zeitkritisch bewertet und er-
folgt mehrmals täglich anhand deﬁnierter Zeitintervalle.
Entscheidungsunterstützung zur Prozesssteuerung
Das Szenario Entscheidungsunterstützung zur Prozesssteuerung beschreibt das di-
rekte, steuernde Eingreifen in eine Prozessinstanz. Der Auslöser desOpDW-Cycles
liegt in der Prozessumgebung. Zum steuernden Eingreifen sind entsprechende
Zugriﬀspunkte im Prozessschema zu hinterlegen. Konkret werden diese im GP-
Schema (VES) deutlich. Objektexterne Ereignisse werden über das Konzept des
Umweltereignisses modelliert. In Abb. 7.16 ist ein Umweltereignis (Markierung R
für externe Reaktion) als Vorereignis der Aufgabe S: Anweisung_Angebot> ange-
geben. Anhand dieses Ereignisses kann die Erstellung sowie der Versand eines
erweiterten Angebotes an den Kunden aus der Prozessumgebung heraus ange-
stoßen werden.
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Nutzergruppen, deren Zielsetzung und Informationsbedarf für ein Data Mart
ergeben sich nicht aus dem Prozessschema, sondern aus übergeordneten GP-
Zielen. In Kap. 4.3.2 wird die ﬂexible Gestaltung der Flottenauslastung beschrie-
ben. Bei zu hoher oder zu niedriger Auslastung sollen Kunden durch alternative
Angebote zu entsprechendem Ausleih- bzw. Rückgabeverhalten animiert werden.
Die Kennzahl Anzahl erfolgreich durchgeführter Reservierungen von e-Cars entlang
der Dimensionen Standortgeographie und Reservierungszeitraum kann beispiels-
weise mit vergleichbaren Zeiträumen (z.B. Ferienzeit) vergangener Perioden ab-
geglichen werden. Anhand der Aufgabe V: Buchungsauftrag> des Vertriebskanals
kann eine geeignete GP-orientierte DWH-Sicht für diesen Fall abgeleitet werden.
Als Reaktion auf eine mögliche Unterversorgung mit e-Cars an bestimmten Sta-
tionen (z.B. Flughafen) kann der Kunde durch Anpassung seines Angebotes zur
dortigen Rückgabe animiert werden. Für die personell getroﬀene Entscheidung,
beispielsweise durch einen Disponenten, ist ein aktueller Datenbestand notwen-
dig. Mit Abschluss einer Buchung (Vertriebskanal >D: Buchungsdokumentation,
vgl. Kap. 4.3) ist der Datenbestand des zugehörigen Data Marts zu aktualisieren.
Entscheidungsunterstützung zu Gestaltung der Prozessumgebung
Das Szenario zurGestaltung der Prozessumgebung beschreibtMaßnahmen, die sich
auf die Prozessumgebung (z.B. die Ressourcenausstattung) und damit nur indi-
rekt auf den Ablauf von Prozessinstanzen auswirken. In den Prozessschemata
sind weder auf Aufgaben- noch auf AT-Ebene Zugriﬀspunkte für Reaktionen zu
berücksichtigen. Auslöser des OpDW-Cycles können im Workﬂowschema (Auf-
rufaktivitäten), in der Ausführungsumgebung (Ereignisüberwachung) oder in der
Prozessumgebung liegen (vgl. Szenario zur Prozesssteuerung).
Zur Erläuterung kann das Beispiel des vorherigen Abschnittes (ﬂexible Gestal-
tung der Flottenauslastung) sowie das dort identiﬁzierte Data Mart (im Anwen-
dungsbeispiel zur Referenzarchitektur inKap. 5.3.4 alsAuslastungsanalyse bezeich-
net) aufgegriﬀenwerden. Neben direkter Einﬂussnahme auf laufende Leihprozes-
se durch angepasste Angebote ist auch das Starten eines Serviceprozesses als Re-
aktion auf Anfragespitzen möglich. Ziel des Serviceprozesses ist es, die Fahrzeug-
ausstattung der Standorte anhand von Erfahrungswerten und Prognosen anzu-
passen. Der HauptprozessMobility Provision wird davon nur indirekt beeinﬂusst.
Der Auslöser kann, wie bereits im vorherigen Abschnitt vorgestellt, ein Ereignis in
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der Prozessumgebung sein. Alternativ kann auch das Ereignis Suche ausgeschöpft
der Aktivität Empfang Verfügbarkeitsliste (vgl. Abb. 7.9) als Auslöser dienen. Die-
ses signalisiert eine Negativantwort an den Kunden aufgrund nicht ausreichend
verfügbarer Fahrzeuge.
7.7 Zusammenfassung und Diskussion der Ergebnisse
Abschließend werden die Ergebnisse zur Entwicklungsmethodik zusammenge-
fasst (Abschn. 7.7.1) sowie bzgl. generischer und speziﬁscher Anforderungen dis-
kutiert (Abschn. 7.7.2).
7.7.1 Zusammenfassung der Entwicklungsmethodik
Gegenstand des Kapitels stellen die Anwendung und die Erweiterung der SOM-
Methodik zur Entwicklung operativ-dispositiver Systeme dar. Das Zielsystem ist
dabei durch die Referenzarchitektur (Kap. 5) sowie das pDWH-Schema (Kap. 6)
beschrieben. Durch die Methodik soll die Anwendbarkeit dieser Artefakte in be-
trieblichen Szenarien ermöglicht und gefördert werden. Zur Unterstützung der
Entwickler in ihrer Tätigkeit werden für Teilsysteme der Referenzarchitektur (ope-
ratives AwS, angebots- und nachfrageorientiertes DWH-System) jeweils eigen-
ständigeMethodikenmitModellarchitektur undVorgehensmodell vorgestellt. Die
Entwicklung der einzelnen Teilsysteme kann zeitlich entkoppelt erfolgen. Durch
das Geschäftsprozessmodell als gemeinsamen Bezugspunkt sowie die Berück-
sichtigung der Abhängigkeiten zwischen den Teil-Methodiken wird die Konsis-
tenz der Teilsysteme sichergestellt.
Zur Entwicklung des operativenAwSwird die SOM-Methodik umdie Ebene des
komponentenorientierten Anwendungsmodells erweitert. Die Abgrenzung von
Komponenten selbst ist nicht Gegenstand der Arbeit. Zur vollständigen Beschrei-
bung der Fallstudienanwendung sowie der Entwicklungsmethodik ist der Aspekt
dennoch zu beleuchten. Für die Anwendung auf die Fallstudie Mobility Provisi-
on wird ein pragmatischer Ansatz gewählt. Die Gesamtmethodik ist jedoch nicht
auf dieses Vorgehen festgelegt. In der Literatur werden zahlreiche Ansätze aufbe-
reitet. Explizit sind hier die Ansätze nach Ferstl et al. (1997) und nach Friedrich
et al. (2016), die beide eine Erweiterung der SOM-Methodik darstellen, zu nen-
nen. Zentrale Anforderung sowohl an die Entwicklung des operativen Systems
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und damit auch an die Methode zur Abgrenzung von Komponenten sowie an die
Entwicklung der DWH-Teilsysteme ist der durchgehende, explizite Geschäftspro-
zessbezug (Traceability). Dieser ermöglicht neben der Analyse des Prozessablaufs
auf AT-Ebene auch die Bewertung der betrieblichen Leistungserstellung auf Auf-
gabenebene. Durch deﬁnierte und dokumentierbare Zerlegungs- und Konsolidie-
rungsschritte unterstützt die SOM-Methodik diesen durchgehenden GP-Bezug.
In der Arbeit von Wolf (2015) wird ein möglicher Ansatz zur notwendigen Do-
kumentation der Entwicklungsschritte vorgestellt. Über das Konzept der betrieb-
lichen Aufgabe sowie die Diﬀerenzierung von Außen- und Innensicht wird im
Rahmen der SOM-Methodik der Wechsel zwischen Aufgaben- und AT-Ebene be-
schrieben. Dieses Konzept ﬁndet auch im Rahmen der gpDWH-Entwicklung zur
Einordnung des AT-DWH-Schemas in den Kontext der betrieblichen Leistungs-
erstellung Anwendung. Es ermöglicht neben der technischen (AT-speziﬁschen)
und der fachlichen (aufgabenspeziﬁschen) Perspektive auf die multidimensiona-
len Prozessdaten auch den Wechsel zwischen diesen. Anhand der Eigenschaf-
ten einer betrieblichen Aufgabe können aufgabenorientierte Sichten auf das AT-
DWH-Schema gebildet und anhand ihrer Positionierung imGeschäftsprozess an-
hand von Leistungs-, Lenkungs- und Vorgangssicht eingeordnet werden. Dies in
Summe führt zur Spezialisierung eines pDWH-Systems zu einem geschäftspro-
zessorientierten DWH-System.
Nutzer des gpDWH-Systems werden über das struktur- und das verhaltens-
orientierte pDWH-Szenario bestimmt. Der jeweilige Informationsbedarf wird, je
nach Perpektive, über das GP-DWH- bzw. das AT-DWH-Schema gedeckt und in
Data Marts bereitgestellt. Gerade im Falle des verhaltensorientierten Szenarios
kann der operativeWorkﬂow selbst, wenn auch transitiv über Entscheidungskom-
ponenten, gpDWH-Nutzer sein. In diesem Fall stellt weniger die Entwicklung als
vielmehr die Integration in das ganzheitliche operativ-dispositive System ein Ge-
staltungskriterium dar. Anhand des OpDW-Cycles werden drei Spezialisierungen
des verhaltensorientierten Szenarios mit Referenzcharakter vorgestellt.
7.7.2 Diskussion der Entwicklungsmethodik
Zur Diskussion der Entwicklungsmethodik werden zudem generische Anforde-
rungen nach Sinz (1998) herangezogen.
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Unterstützung bei der Aufstellung umfassender Modelle Umfassende Modelle
beschreiben Struktur und Verhalten eines betrieblichen Informationssystems
(Sinz 1998). Bei der Entwicklung des operativen AwS werden im Rahmen der
SOM-Methodik bereits sowohl struktur- (Daten-, Funktions-, Interaktionssicht) als
auch verhaltensorientierte (Ablaufsicht) Sichten erfasst. Wie in Abschn. 7.4.2 auf-
gezeigt, werden diese auch im komponentenorientierten Anwendungsmodell an-
gemessen berücksichtigt. Bei der Speziﬁkation des dispositiven Teilsystems ste-
hen zunächst Datenstrukturen im Fokus. Mit Speziﬁkation von Workﬂows zur
Datenintegration sowie der Interaktion zwischen Komponenten im Rahmen der
Datenbereitstellung werden auch die übrigen Sichten betrachtet. Die Unterstüt-
zung der Evolution betrieblicher Informationssysteme stellt nach Sinz (1998) ei-
nen weiteren Aspekt einer umfassenden Modellierungsmethodik dar. Die ﬂexible
Anpassbarkeit stellt eine grundsätzliche Anforderung an Referenzarchitektur und
Datenmodell dar und wird durch beide Artefakte unterstützt. Die Berücksichti-
gung dynamischer Strukturmerkmale in den Modellen auf Aufgaben- bzw. AT-
Ebene (z.B. deren Evolution oder Versionierung) ist nicht Gegenstand der vorlie-
genden Arbeit, liefert jedoch Ansatzpunkte für künftige Forschungsarbeiten. Für
das Semantische Objektmodell wird beispielsweise bei Wolf (2015) die Strukturﬂe-
xibilität untersucht und in einer Methodik zusammengefasst.
Unterstützung bei der Aufstellung richtiger Modelle Richtige Modelle zeichnen
sich zum einen dadurch aus, dass sie konsistent und vollständig zum Begriﬀssys-
tem (Metapher und Metamodell) sind. Als anderer Bezugspunkt zur Bewertung
der Richtigkeit gilt das abzubildende reale System. Dieses ist struktur- und verhal-
tenstreu abzubilden (Sinz 1998). DasSemantischeObjektmodell zurGP-orientierten
Systementwicklung sowie das Semantische Data-Warehouse-Modell zur Speziﬁka-
tion des pDWH-Schemas basieren auf Metamodellen mit semantisch klar deﬁ-
nierten Bausteinen und Regeln zu deren Verknüpfung. Durch das explizite Me-
tamodell wird die Speziﬁkation konsistenter und vollständiger Modelle auch in
der vorliegenden Arbeit unterstützt. Die struktur- und verhaltenstreue Modellbil-
dung wird u.a. durch explizit angegebene Metaphern, aber auch durch die klar
deﬁnierte Semantik der Modellbausteine ermöglicht. Unterstützt durch die Me-
tapher können relevante Konzepte der betrieblichen Realität identiﬁziert und auf
die Modellbausteine übertragen werden. Die Entwicklungsmethodik für operativ-
dispositive Systeme setzt zudem auf einer Referenzarchitektur mit abgrenzbaren
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Komponententypen sowie der Markt-Metapher zur Strukturierung von Systemen
anhand von Angebot und Nachfrage auf. In Kombination mit etablierten Model-
lierungsansätzen sind zahlreiche Konzepte zur Speziﬁkation richtiger Modelle be-
rücksichtigt.
Unterstützung bei der Aufstellung geeigneterModelle Die Eignung einesModells
wird anhand des Modellierungszwecks bewertet (Sinz 1998). Dieser kann im vor-
liegenden Fall mit der Entwicklung GP-orientierter operativ-dispositiver AwS be-
nannt werden. In Abschn. 7.1 werden explizit die AnforderungenGeschäftsprozess-
bezug undKonsistenz der Teilsysteme genannt. Die Erfüllung dieser beidenAnforde-
rungen durch die vorgestellte Entwicklungsmethodik ist bereits in Abschn. 7.7.1
zusammengefasst. Ausgehend vom Konzept desGeschäftsprozesses erfolgt zum ei-
nen die durchgehend dokumentierte Entwicklung des operativen System sowie
davon ausgehend die Speziﬁkation von pDWH-System und GP-orientierten Sich-
ten. Zum anderen stellt das Konzept desGeschäftsprozesses aber auch den gemein-
samen Bezugspunkt zur konsistenten Entwicklung der Teilsysteme dar. Aufgrund
der Erfüllung der Anforderungen wird die vorgestellte Methodik als geeignet zur
Entwicklung operativ-dispositiver AwS bewertet. Die zugrunde liegenden Model-
lierungsansätze (SOM, SDWM) sind, jeweils für sich genommen, geeignet zur
Speziﬁkation von Geschäftprozess- und Anwendungsmodellen bzw. von DWH-
Schemata. Diese werden im Rahmen der vorliegenden Methodik lediglich kom-
biniert und in ihren ursprünglich intendierten Nutzungskontext eingesetzt.
Unterstützung bei der Bewältigung der Komplexität von Modellen Als Abbild der
betrieblichen Realität besitzenModellsysteme i.d.R. eine hohe Komplexität, die es
imRahmen derModellbildung zu beherrschen gilt (Sinz 1998). AlsMechanismen
zur Komplexitätsbeherrschung ﬁnden die Bildung von Teilsystemen,Modellebenen
sowieModellsichten Anwendung. Als Teilsysteme werden das operative AwS sowie
das angebots- und das nachfrageorientierte pDWH-System abgegrenzt. Die Entwick-
lung erfolgt jeweils über eine eigenständige Methodik mit Modellarchitektur und
Vorgehensmodell. Übergreifend werden dieModellarchitekturen einheitlich nach
Aufgaben- und AT-Ebene strukturiert. So wird ein einheitliches Begriﬀssystem
in den Modellarchitekturen bzw. deren Modellebenen zugrunde gelegt. Auch die
Beziehungen zwischen Modellebenen sind speziﬁziert. In der Modellarchitektur
des angebotsorientierten pDWH-Systems wird anhand des Konzeptes der betrieb-
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lichen Aufgabe beispielsweise die Einordnung der AT-Informationen in den Kon-
text einesGeschäftsprozesses beschrieben. Zur Beherrschung der Komplexität der
Entwicklung des operativen AwS tragen zudem Sichten (struktur- und verhaltens-
orientiert) bei. Zusätzliche Komplexität bei der Entwicklung operativ-dispositiver
Systeme entsteht durch die Abhängigkeiten bzw. Konsistenzanforderungen zwi-
schen den Teilsystemen. Diese sind als Beziehung zwischen Modellarchitekturen
speziﬁziert. Anhand von Regeln wird der Entwickler bei der Ableitung von Mo-
dellen auf Basis dieser Beziehungen unterstützt. Als Beispiel kann die Erstellung
des pDWH-Schemas oder die Deﬁnition aufgabenorientierter Sichten auf Basis
der Modelle des operativen Teilsystems genannt werden.
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Kapitelzusammenfassung: Mit der Entwicklungsmethodik aus Kap.
7 wird die Anwendung der Referenzarchitekur (Kap. 5) einschl. des
pDWH-Schemas (Kap. 6) in betrieblichen Szenarien ermöglicht. Nach-
folgend wird das Anwendungsgebiet für diese Artefakte über die Exten-
sion der Entwicklungsmethodik abgesteckt. Das Kapitel wird als Proof-
of-Concept verstanden. Die Extension der Entwicklungsmethodik wird
anhand von drei Aspekten aufgezeigt: In Abschn. 8.1 erfolgt zunächst
die Positionierung der Ergebnisse anhand verwandter ThemenwieBusi-
ness Intelligence oder Geschäftsprozess-Management. Die Gültigkeit der
Methodik auf Basis abweichender Modellierungssprachen wird in Ab-
schn. 8.2 bewertet. In Abschn. 8.3 werden schließlichMerkmale vonGe-
schäftsprozessen aufgezeigt, über die sich die Anwendbarkeit operativ-
dispositiven AwS unabhängig von der betrieblichen Domäne bestim-
men lässt.
8.1 Themenorientierte Positionierung der Ergebnisse
Zunächst wird eine Einordnung der Methodik sowie der damit entwickelten Ar-
tefakte anhand verwandter, wenn auch oft unterschiedlich abgegrenzter Konzepte
vorgenommen. Hierzu werden die Themen Business Intelligence (BI) sowie
Geschäftsprozess-Management (GPM) aufgegriﬀen. Nachfolgend werden diese Be-
griﬀe bestimmt und Ergebnissen der Arbeit gegenübergestellt. Damit sollen Po-
tenziale der Arbeit nochmals explizit aufgezeigt werden. Zunächst erfolgt die Po-
sitionierung des gpDWH-Konzeptes (Architektur und Entwicklung) im Kontext
der Business Intelligence (Abschn. 8.1.1). In Abschn. 8.1.2 wird zudem das ganz-
heitliche Konzept GP-orientierter operativ-dispositiver AwS im Rahmen des GPM
bewertet.
8.1.1 Positionierung im Kontext der Business Intelligence
Die Positionierung des gpDWH-Konzeptes im Kontext der BI erfolgt sowohl all-
gemein als auch speziﬁsch für den Teilbereich der operational Business Intelligence.
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Generelle Einordnung des gpDWH-Konzeptes als BI-Konzept
In der verwandten Literatur zu gpDWH-Systemen besteht eine Vielzahl z.T. hete-
rogen abgegrenzter Themen. Einige davon werden dem gpDWH-Konzept nach-
folgend gegenübergestellt. Die Begriﬀe Closed-loop, Active sowie Real-time Data-
Warehousing beschreiben Ansätze, die auf Basis des vorgestellten gpDWH-Kon-
zeptes realisierbar sind. Closed-loop Data-Warehousing bezeichnet das Grundkon-
zept, aus DWH-Systemen gewonnene Informationen rückgekoppelt in operati-
ven oder anderen analytischen Systemen zu verwenden. Die Rückkopplung kann
automatisiert erfolgen (Kemper et al. 2010, S. 93). Ein aktives DWH-System erwei-
tert dieses Konzept um die automatisierte Entscheidungsunterstützung mit posi-
tiven Auswirkungen auf die Latenz von der Erfassung eines Ereignisses bis hin
zur Reaktion (Kemper et al. 2010, S. 95). Sowohl die Rückkopplung von analyti-
schen Informationen als auch die automatisierte Entscheidungsﬁndung sind in
der Referenzarchitektur sowie in der Entwicklungsmethodik berücksichtigt. Bei-
de Ansätze sind auf Basis des gpDWH-Konzeptes realisierbar. Unter dem Begriﬀ
Real-time Data-Warehousing werden Ansätze zusammengefasst, die auf die Mini-
mierung der Latenz zur Datenbereitstellung im Sekundenbereich abzielen (Kem-
per et al. 2010, S. 93). Die Minimierung der Latenz ist auch eine Anforderung an
die Referenzarchitektur. Grundsätzlich ist die Konzeption auf die Bereitstellung
von Daten und die Reaktion mit angemessener Latenz (right-time) ausgerichtet.
Für die Realisierung nahe Echtzeit kann die Architektur als fachlicher Rahmen
dienen, der auf technologischer Ebene entsprechend auszugestalten ist. Entspre-
chende Entscheidungen sind im Entwicklungsprozess zu berücksichtigen.
Der Begriﬀ Business Process Intelligence (BPI) stellt den übergeordneten Kon-
text für das gpDWH-Konzept dar. Zur Einordnung wird zunächst allgemein der
Begriﬀ des DWH-Systems im Kontext der BI eingeordnet. Als Konsolidierung ver-
schiedener Interpretationenwird die Deﬁnition nach Kemper et al. (2010, S. 9) ver-
wendet:
”
Business Intelligence (BI) bezeichnet einen integrierten, unternehmensspeziﬁ-
schen, IT-basierten Gesamtansatz zur betrieblichen Entscheidungsunterstützung. (...)“
Basierend auf dieser Deﬁnition beschreiben Bauer & Günzel (2013, S. 13f.) die
Erweiterung vom DWH- hin zum BI-Kontext v.a. anhand der Aspekte Integration
und Analyse. Integration bezieht sich neben Daten auch auf Strategien, Prozesse
und Technologien. Der Analyse-Aspekt schließt auch die Erzeugung von Wissen
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im betrieblichen Kontext mit ein (Bauer & Günzel 2013, S. 13f.). Anhand des Ord-
nungsrahmens nach Gluchowski et al. (2008, S. 92) wird ein DWH-System als ein
technologisches Konzept klassiﬁziert, das im Rahmen der BI die Aufgaben der
Speicherung und Bereitstellung analyserelevanter Daten übernimmt. Diese Ab-
grenzung wird auf die speziﬁschen Formen gpDWH-System und BPI übertragen:
gpDWH-Systeme übernehmen im BPI-Kontext die Bereitstellung und die Verwal-
tung von Daten für das struktur- und das verhaltensorientierte Szenario. Ein An-
wendungsbereich des stukturorientiertenDWH-Szenarioswird unter demBegriﬀ
Process Performance Managements beschrieben. Ziel ist es, analytischen Zugang zu
Geschäftsprozessen zu schaﬀen, um diese kontinuierlich anzupassen und zu ver-
bessern (Gluchowski et al. 2008, S. 360). Für das verhaltensorientierte Szenario
ﬁndet sich der speziﬁschere Anwendungsbereich des operational BI, der nachfol-
gend betrachtet wird.
Einordnung des pDWH-Konzeptes als operational BI-Konzept
Bei Eckerson (2007) wird ein Framework vorgeschlagen, um Technologien, An-
sätze und Architekturen des operational BI zu bewerten. Die verschiedenen Aus-
baustufen lassen sich dabei anhand des Wertbeitrages sowie der Datenlatenz be-
schreiben. Anhand dieses Frameworks, das in Abb. 8.1 abgebildet ist, soll auch
die GP-orientierte Entwicklung operativ-dispositiver AwS basierend auf der Refe-
renzarchitektur aus Kap. 5 eingeordnet werden. Der Begriﬀ operational BIwird bei
Gluchowski et al. (2009) wie folgt deﬁniert:
”
Operational BI bezeichnet integrierte ge-
schäftsprozessorientierte Systeme, die mithilfe klassischer Business-Itelligence-Methoden
auf Basis zeitnaher, prozessualer Ablaufdaten und in aller Regel auch historischer Daten
eine Realtime- (Near-Realtime-) Unterstützung für zeitkritische Entscheidungen wäh-
rend des Prozessablaufes bieten.“ Beschrieben werden Merkmale, die auch auf das
verhaltensorientierte pDWH-Szenario zutreﬀen. Somit erscheint das Framework
nach Eckerson (2007) geeignet, um dessen Realisierung auf Basis der Referenzar-
chitektur GP-orientierter operativ-dispositiver AwS zu bewerten. Nach Eckerson
(2007) sind hierzu je Ausbaustufe folgende Fragen zu beantworten: Erfolgt die Da-
tenbereitstellung durch das DWH-System für die jeweilige Ausbaustufe in angemessener
Art und Weise? Wie können operative Teilsysteme, EU-Systeme sowie deren Integration
zur jeweiligen Ausbaustufe beitragen?
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Abb. 8.1: Ausbaustufen operativer Business-Intelligence-Lösungen (Eckerson
2007) (eigene Darstellung)
Wie in Abb. 8.1 gezeigt, geht mit steigender Ausbaustufe des operational BI
auch ein steigender Wertbeitrag für das Unternehmen einher. Zur Realisierung
ist jedoch auch die Latenz der Datenbereitstellungmit zunehmender Ausbaustufe
zu reduzieren (Eckerson 2007). Nachfolgend werden die Ausbaustufen vorgestellt
und die Unterstützung durch das vorgestellte gpDWH-Konzept thematisiert.
• Analyze Processes: Die Prozessanalyse erfolgt in Form operativer Berich-
te. Operative Mitarbeiter können auf Basis aktueller Daten bei kurzfristigen
Entscheidungen unterstützt werden, um Prozessabläufe eﬃzienter zu ge-
stalten. Die Realisierung auf Basis eines DWH-Systems setzt die Datenbe-
reitstellung mit geringer Latenz voraus (Eckerson 2007). Diese Ausbaustufe
wird durch das gpDWH-Konzept unterstützt. Zur kurzfristigen Datenbereit-
stellung können Ereignisse speziﬁziert werden. Je nach akzeptierter Latenz
eines Anwendungsfalles sind ggf. weitere Anpassungen bzw. Entscheidun-
gen auf technologischer Ebene notwendig. Als Vorteil gegenüber der Reali-
sierung auf Basis eines ODS bzw. direkt auf Basis des operativen Systems
sind Analysen entlang der Zeitachse sowie multidimensionale Operationen
zu nennen.
• Monitor Processes: Zielsetzung der zweiten Ausbaustufe ist die Prozess-
überwachungmit Erkennung, Meldung und Analyse von Ausnahmeverhal-
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ten. Als Grundlagen dienen auch hier sofort verfügbare Daten, die als Key
Perfomance Indikatoren (KPI) in Dashboards graﬁsch aufbereitet vorliegen.
Wesentlicher Unterschied zu Berichten der Stufe Analyze Processes ist die
Aufbereitung und Darstellung der Daten (Eckerson 2007). Dashboards sind
Teil der Präsentationsschicht und werden entsprechend der Anforderungen
an ein Data Mart der ﬂexiblen Data-Mart-Architektur realisiert. Die Berech-
nung von KPIs kann auf Basis des pDWH-Schemas erfolgen. Die Bereit-
stellung der Daten erfolgt analog zur Stufe Analyze Processe auf Basis fach-
licher Ereignisse sowie technologischer Überlegungen. Die Überwachung
der KPIs selbst sowie die Meldung von Ausnahmeverhalten erfolgt über die
Dashboards. Ein Beispiel zur Analyse von Ausnahmeverhalten ist im Rah-
men GP-orientierter Sichten in Kap 7.5.2 vorgestellt.
• Facilitate Processes: Die Zusammenführung von operativen Prozessen mit
deren Analyse in einemAnwendungssystem oder Portal stellt die dritte Aus-
baustufe von operational BI dar. Die Serviceorientierung bildet ein mögli-
ches Paradigma zur Realisierung als sog. Composite Application. Operative
Mitarbeiter können ohne Wechsel des Systems sowohl operative als auch
zugehörige analytische Aufgaben übernehmen (Eckerson 2007). Das Kon-
zept der operativ-dispositiven Referenzarchitektur identiﬁziert Komponenten
anhand ihrer Funktionen. Die Nutzung operativ und dispositiv abgegrenz-
ter Komponenten über ein gemeinsames Portal ist dabei ebenso möglich
wie die verteilte Nutzung. Durch das komponentenorientierte Paradigma
(Verwandtschaft zu SOA) ist die Bildung angesprochener Composite Appli-
cationsmöglich.
• Execute Processes: Zielsetzung der vierten Ausbaustufe ist die Erfassung
und (teil-) automatisierte, regel-basierte Reaktion auf Ereignisse inGeschäfts-
prozessen. Die Automatisierung basiert auf Plattformen zur Ereignisverar-
beitung und Analyse sowie Vorhersagemodellen. Operational BI wird als
Teil des Prozesses angesehen. In diese Ausbaustufe fallen auch Konzepte
wie Business Activity Monitoring oder Business Process Management (Ecker-
son 2007). Zur Einordnung in diese Stufe wird das Konzept der operativ-
dispositiven Referenzarchitektur ganzheitlich betrachtet. Zur (teil-) automati-
sierten Entscheidungsﬁndung dient das EU-System. Vorhersage- und Ent-
scheidungsmodelle sowie Plattformen zur Ereignisverarbeitung sind hier
211
8 Extension der Entwicklungsmethodik
verortet. Die Betrachtung des Teilsystems aus Innensicht ist nicht Gegen-
stand der Arbeit. Durch die Integration des EU-Systemsmit operativen Vor-
gangskomponenten sowie den Data Marts des gpDWH-Systems kann die
BI-Funktionalität in den operativen Prozess integriert werden. In Kap. 7.6.2
werden verschiedene Formen zur Integration automatisierter Entscheidun-
gen in operative Abläufe vorgestellt.
Es ist festzuhalten, dass das gpDWH-Konzept mit ﬂexibler Data-Mart-Architek-
tur sowie dessen Einbettung in eine Referenzarchitektur operativ-dispositiver AwS
eine solide und erweiterbare Basis für operational BI der vier Ausbaustufen dar-
stellt. Bzgl. der kurzfristigen Bereitstellung von Daten sind auf den Einzelfall aus-
gerichtete technologische Entscheidungen zu treﬀen.
8.1.2 Positionierung im Geschäftsprozess-Management
Geschäftsprozess-Management (GPM) beschreibt Konzepte, Methoden und Tech-
nologien zur Unterstützung von Administration, Konﬁguration, Einsatz, Betrieb
und Analyse von Geschäftsprozessen (Weske 2012, S. 5). Die einzelnen Phasen
des GPM sind in Abb. 8.2 als Prozesslebenszyklus angegeben und können wie
folgt charakterisiert werden: Die PhaseGestaltung undAnalyse hat sowohl die Iden-
tiﬁkation und Modellierung von Geschäftsprozessen als auch deren Validierung
(z.B. im Rahmen von Workshops), Simulation und Veriﬁkation zum Gegenstand
(Weske 2012, S. 11ﬀ.). Die Phase Konﬁguration umfasst die Auswahl des Laufzeit-
systems sowie die Implementierung, das Testen und das Bereitstellen von Soft-
warebausteinen zur Prozessausführung (Weske 2012, S. 13f.). Die Laufzeit von
Prozessinstanzen selbst wird in der Phase Einsatz/Betriebmit Ausführung, Über-
wachung und Wartung beschrieben. Unter Überwachung wird die visuelle Auf-
bereitung von Ausführungszuständen der Prozessinstanzen verstanden (Weske
2012, S. 14f.). Die zur Laufzeit erhobenen Ablaufdaten stellen den Input für die
nachfolgende Evaluationsphase dar. Process Mining oder Business Activity Monito-
ring stellen dabei Konzepte zur Bewertung von Prozessausführung und Laufzeit-
umgebung dar (Weske 2012, S. 15). Die phasenübergreifende Verwaltung von Pro-
zessartefakten (z.B. Modelle, Dokumentationen) sowie von Verantwortlichkeiten
wird durch die zentrale FunktionAdministration & Stakeholder beschrieben (Weske
2012, S. 15).
212
8.2 Abstraktion verwendeter Modellierungsansätze
Evaluation
Gestaltung & AnalyseEinsatz / Betrieb
Konfiguration
Ausführung
Überwachung
Wartung
Gestaltung:
GP-Identifikation
Modellierung
Analyse:
Validierung
Simulation
Verifikation
Systemauswahl
Implementierung
Test und Deployment
Process Mining
Business Activity Monitoring
Administration
&
Stakeholder
strukturorientierte
PDWH-Nutzung
verhaltensorientierte
PDWH-Nutzung
Abb. 8.2: Einordnung der pDWH-Szenarien im Prozesslebenszyklus nach Weske
(2012, S. 12)
Die Zielsetzung des gpDWH-Konzeptes ist die Unterstützung des struktur- so-
wie des verhaltensorientierten pDWH-Szenarios. Beide Szenarien werden, wie
ebenfalls in Abb. 8.2 dargestellt, nachfolgend in den GPM-Zyklus eingeordnet.
Die Zielsetzung der verhaltensorientierten Nutzung eines gpDWH-Systems ist
in Kap. 3.5.2 mit der aktiven Steuerung von Prozessen zur Laufzeit beschrieben
und wird der Phase Einsatz/Betrieb zugeordnet. Das gpDWH-System stellt für
diese Phase eine aufbereitete und historisierte Datengrundlage bereit, die nicht
nur die reine Überwachung, sondern auf Basis der Referenzarchitektur operativ-
dispositiver AwS (Kap. 5) auch steuernden Maßnahmen zur Laufzeit ermöglicht.
Die zur Laufzeit aufgezeichneten sowie im gpDWH-System historisierten und
multidimensional aufbereiteten Ablaufdaten können im Weiteren als Grundlage
der Phase Evaluation genutzt werden. Dem strukturorientierten Szenario entspre-
chend wird die Identiﬁkation von Schwachstellen im Prozess sowie die Ableitung
gestalterischer Maßnahmen unterstützt. Das gpDWH-System kann als geeigne-
te Grundlage zur Realisierung von Business Activity Monitoring oder Process Mi-
ning angesehen werden. Gerade die Möglichkeiten der hierarchischen Analyse
vom Geschäftsprozessmodell über einzelne Aufgaben hin zu Bestandteilen des
Lösungsverfahren mit konsequentem Bezug zu übergeordneten GP-Zielen stellt
einen Mehrwert in dieser Phase dar.
8.2 Abstraktion verwendeter Modellierungsansätze
Die Entwicklung GP-orientierter operativ-dispositiver AwS ist auf Basis der Work-
ﬂow-Sprache BPMN sowie der SOM-Methodik konzipiert. Nachfolgend wird ge-
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zeigt, dass die Entwicklung von Teilsystemen unabhängig von diesen Ansätzen
erfolgen kann. In Abschn. 8.2.1 wird die Abhängigkeit des pDWH-Schemas von
der BPMN zur Speziﬁkation von Workﬂows diskutiert. Abschn. 8.2.2 leitet an-
hand des vorgestellten SOM-basierten Vorgehens generelle Anforderungen an ei-
ne Entwicklungsmethodik für GP-orientierte operativ-dispositive AwS ab. In Ab-
schn. 8.2.3 wird schließlich die Modellierung eines pDWH-Systems nach dem
Data-Vault-Ansatz als Alternative zum multidimensionalen Datenmodell disku-
tiert.
8.2.1 Verallgemeinerung des prozessorientierten Data-Warehouse-
Schemas
Das pDWH-Schema (vgl. Kap. 6) ist auf Basis desMetamodells der BPMN abgelei-
tet und somit zunächst auf die Analyse von BPMN-Workﬂows ausgerichtet. Nach-
folgend werden die identiﬁzierten Dimensionen hinsichtlich ihrer Allgemeingül-
tigkeit näher betrachtet. Abstrahiert von den speziﬁschen BegriﬀenWorkﬂow und
Geschäftsprozess kann unter einem Prozess eine zeitlich-sachlogische Folge von
Aktivitäten bzw. Zuständen verstanden werden, die inhaltlich abgeschlossen und
auf die Bearbeitung eines betriebswirtschaftlich relevanten Objektes ausgerichtet
sind (Becker & Schütte 2004, S. 107). Ein Prozess kann abstrakt als Abfolge von
Knoten und Kanten beschrieben werden. Knoten können nicht nur Aktivitäten
oder Zustände, sondern u.a. auch Ereignisse oder Entscheidungsknoten sein. Ein
konkreter Ansatz zur Prozessmodellierung, wie beispielsweise die BPMN, legt
über sein Metamodell die zur Verfügung stehenden Knotentypen fest.
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Abb. 8.3: Sprachunabhängige Dimensionen des pDWH-Schemas
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Das vorgestellte pDWH-Schema abstrahiert von speziﬁschen Knotentypen. In
den Dimensionen FlowNode-Schema, FlowNode-Sequenz und FlowNode-Typ wird
der generische Begriﬀ des Knotens (Node) verwendet. Abb. 8.3 zeigt diese drei
Dimensionen. In der Dimension FlowNode-Typ werden Knotentypen eines kon-
kreten Modellierungsansatzes als Instanzen verwaltet. Die Dimensionshierarchie
ist ggf. an das Typ-System des jeweiligen Ansatzes anzupassen. Das zugehörige
Metamodell bzw. darin speziﬁzierte Generalisierungsbeziehungen können hier-
zu Hnweise geben. Die zeitlich-sachlogische Reihenfolge von Knoten wird über
die Dimension FlowNode-Sequenz für Prozessinstanzen aufgezeichnet. Die Rei-
henfolge der Knotenausführungen ist dabei unabhängig von deren Typ. Die Zu-
ordnung eines Knoten zu einem Prozessschema erfolgt ebenfalls unabhängig von
der Modellierungssprache in der Dimension FlowNode-Schema. Die hierarchische
Strukturierung von Prozessen ist hingegen speziﬁsch für die BPMN und bei An-
wendung des pDWH-Schemas im Zusammenhang mit einem anderen Model-
lierungsansatz auf Anwendbarkeit zu überprüfen. Die Dimensionen Participant
sowie Swimlane des pDWH-Schemas aus Kap. 6 stellen BPMN-speziﬁsche Di-
mensionen dar. Die Dimensionen aus Abb. 8.3 sind hingegen sprachunabhän-
hig und bilden die Grundlage zur Konzeption von pDWH-Schemata für hetero-
gene Prozesssprachen durch Erweiterung. Die Erweiterung kann durch Anpas-
sung sprachunabhängiger oder durch Hinzufügen sprachspeziﬁscher Dimensio-
nen (z.B. Participant am Beispiel der BPMN) erfolgen.
8.2.2 Verallgemeinerung der Entwicklungsmethodik
Die Entwicklung des GP-orientierten operativ-dispositiven AwS stellt eine Erwei-
terung der Entwicklung operativer AwS dar. Die vorgestellte Methodik proﬁtiert
von Artefakten und Eigenschaften der hierzu erweiterten SOM-Methodik. Im Fol-
genden liegt der Fokus auf diesen Eigenschaften, die exemplarisch auch anhand
der Architektur integrierter Informationssysteme (ARIS) diskutiert werden. Die Ab-
grenzung von operativen Komponenten ist nicht Gegenstand der Arbeit und wird
im Weiteren nicht näher betrachtet.
Eigenschaften der Entwicklungsmethodik
Zunächst werden drei zentrale Eigenschaften der SOM-Methodik bei der Entwick-
lung des operativen Systems aufgezeigt, die (aufeinander aufbauend) auch die
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Entwicklung undNutzung des gpDWH-Systems positiv beeinﬂussen bzw. ermög-
lichen.
• Beschreibung auf mehreren Modellebenen: Die SOM-Methodik beschreibt
ein betriebliches System auf mehreren Modellebenen, im Speziellen auf
Aufgaben- und Aufgabenträgerebene (vgl. Kap. 2.2). Während die Aufgabe-
nebene einen Geschäftsprozess fachlich unter Berücksichtigung von Struk-
tur und Verhalten beschreibt, hat die AT-Ebene im Wesentlichen die Spezi-
ﬁkation des operativen AwS zum Gegenstand. Diese Trennung ermöglicht
nicht nur während der Entwicklung unterschiedliche Perspektiven auf das
betriebliche System. Auch zur Analyse operativer Abläufe können unter-
schiedliche Perspektiven eingenommen werden. Das gpDWH-System be-
rücksichtigt neben einer technisch geprägtenBerichtsebene (AT-Ebene) auch
die Einordnung der Daten in den fachlichen Kontext der übergeordneten
betrieblichen Aufgabe (Aufgabenebene).
• Durchgehender Bezug zum Geschäftsprozess: Alle Artefakte der Speziﬁ-
kation des operativen AwS leiten sich transitiv aus der GP-Speziﬁkation
auf Aufgabenebene ab und sind auf diese zurückzuführen. Dies stellt die
Voraussetzung zur Realisierung unterschiedlicher Perspektiven (Aufgaben-
undAT-Perspektive) auf den prozessorientiertenDatenbestand dar. Das zen-
trale Konzept zurGP-Einordung bildet die betriebliche Aufgabe.Mit demWech-
sel zwischen Außen- und Innensicht auf eine Aufgabe erfolgt der Wechsel
der Berichtsperspektive (Aufgaben- vs. AT-orientiert) sowie derModellebene.
• Hierarchisches Vorgehen zur Speziﬁkation von Struktur und Verhalten:Die
SOM-Methodik gibt ein Regelwerk zur hierarchischen Zerlegung betriebli-
cher Systeme vor. Diesem folgend werden sukzessive ausgetauschte Leis-
tungen (Leistungssicht), dazugehörige Lenkungsnachrichten (Lenkungs-
sicht) sowie betriebliche Objekte aufgedeckt und aus Struktur- und Verhal-
tenssicht beschrieben (vgl. Kap. 4.1). Die hierarchische Zerlegung im Rah-
men der Strukturmodellierung wird in Abschn. 7.5.2 genutzt, um Ablauf-
informationen eines gpDWH-Systems phasenorientiert einzuordnen (z.B.
diﬀerenziert nach Anbahnungs-, Vereinbarungs- u. Durchführungsphase)
und imKontext der betrieblichen Leistungserstellung zu bewerten.Die struk-
turorientierte Sicht der SOM-Methodik bietet mit dem KOS zudem die
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Grundlage zur Ergänzung des pDWH-Schemas um betriebswirtschaftliche
Kennzahlen und Dimensionen.
Diese drei Eigenschaften der Entwicklung des operativen Teilsystems sind aus-
schlaggebend für die voll umfängliche Nutzung und Entwicklung eines gpDWH-
Systems.Die SOM-Methodik stellt aber keine zwingendeVoraussetzung dar. Nach-
folgend wird ARIS exemplarisch als Alternative zur Entwicklung GP-orientierter
operativ-dispositiver AwS diskutiert.
Exemplarische Diskussion anhand von ARIS
Zunächst wird ARIS kurz eingeführt, bevor anhand der drei Eigenschaften die
Eignung zur Speziﬁkation eines gpDWH-Systems bewertet wird. Für vertiefen-
de Informationen wird auf Scheer (2001, 2002) verwiesen. ARIS ist grundsätz-
lich als Rahmenkonzept zur ganzheitlichen Speziﬁkation von Informationssyste-
men vom fachlichen Geschäftsprozessmodell hin zur Implementierung von AwS
konzipiert, kann aber auch für stärker betriebswirtschaftliche Themen, wie Pro-
zesskostenrechnung oderQualitätsmanagement, eingesetzt werden (Scheer 2002,
S. 1). Nachfolgend ist v.a. das Entwicklungskonzept von Bedeutung. Beeinﬂusst
von Informations- und Kommunikationstechnik erfolgt zunächst die globale stra-
tegische Geschäftsprozessanalyse und Sollkonzeption (Scheer 2002, S. 39f.). Auf
dieser Grundlage erfolgt die Speziﬁkation des betrieblichen Informationssystems
entlang des ARIS-Hauses (Abb. 8.4). Die Sichtenbildung stellt dabei ein zentrales
Hilfsmittel zur Strukturierung und Komplexitätsbeherrschung von Geschäftspro-
zessmodellen dar (Scheer 2002, S. 33). Die hierzu unterstützten Sichten werden,
basierend auf Scheer (2002, S. 36f.), nachfolgend vorgestellt:
• Funktionssicht:Funktionen transformieren Input- zuOutputleistungen und
folgen dabei bestimmten Zielsetzungen. Zusammen mit automatisierten
Lösungsverfahren der Funktionen erfolgt die Beschreibung in der Funkti-
onssicht.
• Datensicht: Die Datensicht beschreibt Umfelddaten, Nachrichten und Er-
eignisse, die für die Funktionsdurchführung assoziiert werden können.
• Organisationssicht:Über die Organisationssicht wird die Aufbauorganisati-
on beschrieben. Aufgabenträger (z.B. Personen, Betriebsmittel, Computer)
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mit vergleichbarer Funktion oder gleichem Aufgabenobjekt werden zu Or-
ganisationseinheiten zusammengefasst.
• Leistungssicht: In der Leistungssicht werden materielle und immaterielle
Leistungen, unterschieden nach Input- und Outputleistungen, von Funk-
tionen beschrieben.
• Steuerungssicht: Die Steuerungssicht führt die zuvor eingeführten, isolier-
ten (strukturorientierten) Sichten zum gesamten Geschäftsprozess zusam-
men. Die Steuerungssicht stellt den Rahmen zur vollständigen Prozessbe-
schreibung aus Verhaltenssicht dar.
Fachkonzept
DV-Konzept
Implementierung
DV-Konzept
Implementierung
Fachkonzept
DV-Konzept
Implementierung
Fachkonzept
DV-Konzept
Implementierung
Fachkonzept
DV-Konzept
Implementierung
Leistung
Organisation
Daten Steuerung Funktion
Strategische Geschäftsprozessanalyse und Sollkonzeption
Informations- und Kommunikationstechnik
Fachkonzept
Abb. 8.4: Das ARIS-Haus (Scheer 2002, S. 41)
Die Beschreibung der einzelnen Sichten erfolgt nach Scheer (2002, S. 40f.) je-
weils vom Fachkonzept über dasDV-Konzept hin zur technischen Implementierung.
Dies gilt auch für die Steuerungssicht, so dass auf jeder Ebene der Gesamtzusam-
menhang der Sichten beschrieben werden kann. Das Fachkonzept beschreibt Ge-
schäftsprozesse aus fachlicher, betriebswirtschaftlich-organisatorischer Perspekti-
ve und bildet den Ausgangspunkt für dasDV-Konzept. Dort wird die fachliche Spe-
ziﬁkation an die Anforderungen potenzieller Anwendungssysteme angepasst, in
die sie in der Phase der Implementierung überführt werden. Das generelle Phasen-
konzept ist dabei nicht auf ein speziﬁsches Vorgehensmodell festgelegt (Scheer
2002, S. 40f.). Die Ereignisgesteuerte Prozesskette (EPK) stellt den zentralen Model-
lierungsansatz für das Fachkonzept der Steuerungssicht dar und führt Daten-,
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Funktions-, Leistungs- und Organisationssicht zusammen. Innerhalb der Sich-
ten können speziﬁsche, auf die Sicht ausgerichteteModellierungsansätze Verwen-
dung ﬁnden (Scheer 2002, S. 33).
Nachfolgend werden die generellen Eigenschaften einer Entwicklungsmethodik
operativer Systeme aus dem vorherigen Abschnitt aufgegriﬀen und mit Bezug
auf ARIS diskutiert:
• Beschreibung auf mehreren Modellebenen: ARIS betrachtet die Modellebe-
nen Fach-, DV-Konzept und Implementierung jeweils getrennt nach Sich-
ten. Gerade mit Fach- und DV-Konzept werden Perspektiven auf einen Ge-
schäftsprozess eingenommen, die mit der Aufgaben- und AT-Ebene der
SOM-Methodik vergleichbar sind.Die verhaltensorientierte Steuerungssicht
als zentrale Sicht zur Integration der strukturorientierten ARIS-Sichten bie-
tet eine geeignete Beschreibung auf den verschiedenen Modellebenen, die
zum einen zur Ableitung des prozessorientierten DWH-Schemas und zum
anderen zur GP-orientierten Interpretation genutzt werden kann.
• Durchgehender Bezug zum Geschäftsprozess: Die EPK stellt den zentralen
Modellierungsansatz für die Steuerungssicht des Fachkonzeptes dar und
manifestiert das ARIS-GP-Verständnis. Bei der Speziﬁkation des DV-Kon-
zeptes sind grundlegende Eigenschaften bzw. Restriktionen des AwS zu be-
rücksichtigen (Scheer 2001). Als solche Eigenschaften können Merkmale
des komponentenorientierten Paradigmas (vgl. Kap. 2.3) oder derWorkﬂow-
Speziﬁkation (vgl. Kap. 2.2.1) verstanden werden. Möglich ist die Einord-
nung der BPMN zur Speziﬁkation der Steuerungssicht des DV-Konzeptes.
Sie bildet damit auch die Grundlage zur Ableitung des pDWH-Schemas
(vgl. Kap. 6). Wie in Abschn. 8.2.1 gezeigt, ist das Datenschema aber auch
auf alternative Workﬂow-Sprachen anpassbar. Fach- und DV-Konzept bau-
en aufeinander auf, wodurch der durchgehende GP-Bezug bei Dokumenta-
tion aller Entwicklungsschritte als erfüllt betrachtet werden kann. Zentrales
Konzept zumWechsel der Berichtsperspektive in Kap. 7.5.2 bildet das Kon-
zept der betrieblichen Aufgabe. Die EPK beschreibt einenGeschäftsprozess in
Form von Funktionen, die über Ereignisse gekoppelt sind. Das in Kap. 2.1.2
kommunizierte Aufgabenverständnis kann grundsätzlich auf das Konzept
der Funktion übertragen werden. Bei der Einordnung AT-speziﬁscher Er-
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gebnisse in den Kontext des Geschäftsprozesses ist die jeweilige Abbildung
von Funktionen im DV-Konzept zu berücksichtigen.
• Hierarchisches Vorgehen zur Speziﬁkation von Struktur und Verhalten:An-
hand der verhaltensorientierten ARIS-Steuerungssicht kann ein Geschäfts-
prozess (pfad- oder abschnittsbezogen) auf Basis eines gpDWH-Systems
analysiert werden. Weitere Analysemöglichkeiten hängen von der Realisie-
rung der strukturorientierten ARIS-Sichten ab. Dies betriﬀt v.a. die Bewer-
tung vonGeschäftsprozessen anhand seiner durch hierarchische Zerlegung
aufgedeckten Phasen. Bei Seidlmeier (2015, S. 21ﬀ.) wird beispielsweise der
Funktionsbaum zur Speziﬁkation der Funktionssicht vorgeschlagen. Die-
ser ermöglicht die schrittweise hierarchische Verfeinerung von Funktionen,
wenn gleich die phasenorientierte Zerlegung der SOM-Methodik nicht in
vergleichbarer Form berücksichtigt ist. Die ARIS-Datensicht, z.B. als Entity-
Relationship-Modellmodelliert, kann zur Identiﬁkation fachlicher Kennzah-
len und Dimensionen herangezogen werden.
Anhand grundlegender Eigenschaften der Entwicklung operativer AwS kann
die Entwicklung von gpDWH-Systemen losgelöst von der SOM-Methodik auch
auf alternativeMethodiken übertragen werden. Im vorliegenden Abschnitt ist dies
am Beispiel ARIS gezeigt. Die Trennung von Beschreibungsebenen, Sichtenbil-
dung oder ein hierarchisches Entwicklungsvorgehen als Maßnahmen zur Kom-
plexitätsbeherrschung ﬁnden sich in zahlreichen Entwicklungsprojekten. Unter
Berücksichtigung des GP-Bezuges ist, in Abhängigkeit der Ausprägungen dieser
Eigenschaften in denProjekten, auch die Erweiterung bestehender operativer AwS
um gpDWH-Konzepte möglich.
8.2.3 Data-Vault als Alternative zur Modellierung des prozess-
orientierten Data-Warehouse-Schemas
DWH-Systeme sind durch die Bereitstellung eines historisierten Datenbestandes
sowie die Möglichkeit der (ad-hoc) Aggregation quantitativer Kennzahlen entlang
qualitativer Dimensionen charakterisert (vgl. Kap. 3.1). Referenzarchitektur und
Entwicklungsmethodik setzen aus diesem Grund durchgehend auf das multidi-
mensionale Datenmodell zur Strukturierung des pDWH-Schemas (vgl. Kap. 3.3).
Zur Modellierung von DWH-Schemata existieren jedoch auch weitere Ansätze.
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Als relevant wird der Data-Vault-Ansatz nach Linstedt & Graziano (2010) angese-
hen, der in Version 2.0 neben dem eigentlichen Modellierungsansatz zudem eine
agile Entwicklungsmethode, ein Architekturkonzept (einschl. NoSQL-Systeme)
sowie einen Implementierungsansatz umfasst (Linstedt &Olschimke 2016, S. 12).
Nachfolgend wird dieser Ansatz kurz vorgestellt und anschließend in die ﬂexible
Data-Mart-Architektur aus Kap. 5.3.2 eingeordnet. Data-Vault basiert auf relatio-
nalen Datenbankstrukturen, die normalisiert speziﬁziert werden. Hierzu sind die
nachfolgenden Tabellenkonzepte vorgesehen (z.B. Hahne 2014, S. 227ﬀ., Inmon
& Linstedt 2015, S. 139ﬀ., Linstedt & Olschimke 2016, S. 90ﬀ.):
• Hub: Hubs dienen der Verwaltung geschäftsbezogener Schlüssel (sog. Busi-
ness Keys) mit Datenquelle und Ladezeitpunkt. Als Beispiele können die
Kundennummer oder die Auftragsnummer genannt werden.
• Link: Link-Tabellen dienen der Verknüpfung der Business Keys bzw. der Ver-
knüpfung von Link-Tabellen. Über Links werden somit beispielsweise Kon-
zepte wie Kunde und Auftrag miteinander in Beziehung gesetzt.
• Satellite: Satelliten-Tabellen verwalten beschreibendeAttribute zuHubs oder
Links. Kundenspeziﬁsche Attribute wie Name, Anschrift oder Kontaktdaten
werden so den entsprechenden Business Keys des Kunden zugeordnet.
Die Modellierung mit Data-Vault erfolgt, basierend auf dem Konzept der Busi-
ness Keys, nahe am operativen Geschäft bzw. dessen Systemen. Als Vorteile durch
Nutzung desData-Vault-AnsatzeswerdenAgilität (zeitnaheReaktionen aufMarkt-
veränderungen), Flexibilität (Ausschöpfung neuer Marktpotenziale), Skalierbar-
keit, Integration heterogener Datenquellen, Transparenz und Nachvollziehbarkeit
(Auditierbarkeit), die Realisierung spezialisierter Informationsanforderungen so-
wie die Beherrschung der Komplexität des Geschäftskontextes durch das DWH-
System genannt (Linstedt & Olschimke 2016, S. 90). Data-Vault stellt einen An-
satz zu Modellierung des Core Data-Warehouses (Hahne 2014, S. 227ﬀ.) bzw. des
Data Warehouse Layers (Linstedt & Olschimke 2016, S. 26f.) dar. Als wichtigste
Aufgaben des Core Data-Warehouses nennt Hahne (2014, S.218) die Datenbereit-
stellung in granularer und vollständig integrierter Form, die Qualitätssicherungs-
funktion sowie die Distributionsfunktion für nachgelagerte Schichten (z.B. Data
Marts). Während das multidimensionale Datenmodell an Entscheidungsfeldern
orientiert ist (subject-oriented), erfolgt die Speziﬁkation des Data-Vault ausgerich-
tet auf die genannten Funktionen der Integration aus heterogenenQuellsystemen
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und Bereitstellung der Daten für heterogene Zielsysteme (auch NoSQL-Systeme)
mit Aufzeichnung der Datenhistorie und niedriger Latenz. Die Realisierung nach-
gelagerter Systeme erfolgt weiterhin multidimensional, ausgerichtet anhand der
Entscheidungsfelder der Nutzer (Linstedt & Olschimke 2016, S. 171).
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Abb. 8.5: Einordnung von Data-Vault in die ﬂexible Data-Mart-Architektur
Dieser Argumentation folgend ist der Data-Vault-Ansatz eine Alternative zur
Strukturierung derDatenbestände der angebotsorientiertenDatenbereitstellung. Abb.
8.5 zeigt die Einordnung in die ﬂexible Data-Mart-Architektur.Data-Vault beschreibt
die Strukturierung relationaler Datenstrukturen und ist als solches nur bei persis-
tenter Datenhaltung der Datenintegrationsschicht sinnvoll anwendbar. Die Data-
Vault-Strukturen stellen hier einen integrierten und historisierten Datenbestand
dar. Die technische Historisierung ist mit dem Data-Vault-Ansatz bereits möglich,
zur fachlichen Historisierung sind jedoch noch einige geringe Anpassungen der
Datenstrukturen notwendig (Hahne 2014, S. 243). Mit der persistenten Daten-
haltung der Datenintegration auf Basis des Data-Vault-Ansatzes werden auch An-
passungen benachbarter Schichten notwendig: Extraktion und Datenbereitstellung
der erweiterten Datenquellen sind auf die Data-Vault-Konzepte hin anzupassen. Es
ist ein Wechsel von der Bildung von Dimensionsstrukturen hin zur Bildung von
Satelliten-, Hub- und Linktabellen zu vollziehen. Durch die persistente Speiche-
rung innerhalb derDatenintegrationwird die Bereitstellung der Daten als aufberei-
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tetes Exportschema überﬂüssig. Vielmehr werden Daten aus den erweiterten Da-
tenquellen extrahiert und im Data-Vault integriert persistent gespeichert Durch
die Historisierungsmöglichkeiten des Data-Vault-Ansatzes kann auch die Histo-
risierungsschicht aus den Data Marts in die Datenintegration vorgezogen werden.
Die Bereitstellung der Daten für Data Marts erfolgt damit bereits historisiert und
integriert. Aus Sicht der Data Marts liegt eine ﬂexible Datengrundlage vor, die
die Datenbereitstellung mit angemessener Latenz und Aktualität ermöglicht. Zu-
dem wird die Nachvollziehabrkeit (Auditierbarkeit) durch die persistente Daten-
haltung auf Basis desData-Vault-Ansatzes innerhalb der Datenintegration ermög-
licht. Die nachfrageorientierte Datenbereitstellung erfolgt weiterhin multidimensio-
nal oder auch in alternativen Strukturen basierend auf NoSQL-Systemen (Linstedt
& Olschimke 2016, S. 171). Die multidimensionale Aufbereitung der Daten hat
sich, sofern notwendig, von der angebotsorientierten hin zur nachfrageorientier-
ten Datenbereitstellung verschoben.
Die ﬂexible Data-Mart-Architektur (vgl. Kap. 5) ist nicht an die durchgängige
Anwendung des multidimensionalen Datenmodells gebunden. Sie ist, wie ge-
zeigt, auch auf alternative DWH-Strukturen anpassbar. Dies gilt im Wesentli-
chen für die Schicht der angebotsorientierten Datenbereitstellung. Die eingangs
erwähnten zentralen Merkmale eines DWH-Systems, wie (ad-hoc) Aggregation
oder Anlysen im Zeitverlauf, erfordern i.d.R. multidimensionale Strukturen und
Ausrichtung auf Entscheidungsfelder der Nutzer. Aus Sicht der Entwicklungs-
methodik (Kap. 7) ist eine zusätzliche Modellebene für das angebotsorientierte
DWH-System zur Speziﬁkation desData-Vault-Schemas aufzunehmen und in Be-
ziehung mit dem multidimensionalen AT-DWH-Schema sowie den operativen
Strukturen zu setzen.
8.3 Abstraktion von der Anwendungsdomäne
Referenzarchitektur und Entwicklungsmethodik werden im Rahmen der Arbeit
anhand der durchgehenden Fallstudie Mobility Provision demonstriert. Zielset-
zung des nachfolgenden Abschnittes ist die Ableitung allgemeiner Merkmale von
Geschäftsprozessen, anhand derer sich die Anwendbarkeit von Methodik und Ar-
chitektur bestimmen lässt. Hierzu werden zunächst wesentliche Eigenschaften
des struktur- (Abschn. 8.3.1) sowie des verhaltensorientierten Szenarios (Abschn.
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8.3.2) aufgezeigt. Im Weiteren (Abschn. 8.3.3) werden Anwendungsfälle aus der
Literatur anhand dieser bewertet und damit Potenziale zur Nutzung von Architek-
tur und Entwicklungsmethodik gegeben. Die Merkmale beschreiben Geschäfts-
prozesse (oder Ausschnitte dieser) als Gegenstand eines gpDWH-Systems. Im
Rahmen eines GP-orientierten operativ-dispositiven AwS können diese sowohl
das Quellsystem, den Gegenstand von Analysen als auch das Ziel von Reaktionen
darstellen.
8.3.1 Allgemeine Charakterisierung des strukturorientierten
Szenarios
In Abb. 8.6 wird der morphologische Kasten zur allgemeinen Charakterisierung
von Anwendungsfällen des gpDWH-Systems im strukturorientierten Szenario
dargestellt. Zum einen sind Merkmale des Prozesses als Gegenstand des DWH-
Systems sowie als Ziel daraus abgeleiteter Reaktionen aufgeführt. Zum anderen
wird das Szenario selbst anhand seiner Merkmale charakterisiert. Der in Abb. 8.6
genannte Aspekt der Entscheidungsintensität ist für das strukturorientierte Szena-
rio ohne Relevanz.
Zielsetzung Prozessgestaltung Prozesssteuerung
Prozessart Hauptprozess Serviceprozess Managementprozess
Automatisierungsgrad nicht automatisiert teilautomatisiert vollautomatisiert
Prozessstruktur unstrukturiert semi-strukturiert strukturiert
Nutzer wenig mittel viel
Ausrichtung Aufgabenebene Aufgabenträgerebene
Managementebene operativ taktisch strategisch
Prozessmerkmale
Merkmale des strukturorientierten pDWH-Szenarios
Aktualität kurzfristig
(innerhalb eines Tages) 
mittelfristig
(Vortag)
langfristig
(> ein Tag)
Entscheidungsintensität niedrig mittel hoch
GPM-Phase Gestaltung Konfiguration Betrieb Evaluation
Prozessverantwortung intra-organisational inter-organisational
Informationsbedarf Ereignisse Prozessablauf Prozessergebnis
Datenquelle Prozess-intern Prozess-extern Unternehmens-extern
Flexibilitätsbedarf
(v.a. Strukturflexibilität)
niedrig mittel hoch
Abb. 8.6: Allgemeine Charakterisierung des strukturorientierten pDWH-Szenarios
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Prozessmerkmale für das strukturorientierte Szenario
Das strukturorientierte Szenario ist auf die Analyse des Prozessverhaltens und
sowie dessen innovativere und eﬃzientere Gestaltung ausgerichtet. Hierzu ist es
notwendig, dass Informationen zum Ablauf eines Prozesses vorliegen und die-
se anhand seiner Speziﬁkation analysiert werden können. Anhand nachfolgender
Merkmale und Merkmalsausprägungen (Abb. 8.6) kann die Eignung eines Pro-
zesses als Gegenstand operativ-dispositiver AwS bewertet werden.
Automatisierungsgrad Der Automatisierungsgrad als Merkmal eines Geschäfts-
prozesses kann anhand der Automatisierung seiner Aufgaben bestimmt werden.
Bei Weske (2012, S. 19) werden v.a. voll- und teilautomatisierte Prozesse unter-
schieden, die auch für die Eignung eines Prozesses als Gegenstand eines gpDWH-
Systems relevant sind. Der Automatisierungsgrad eines Prozesses hat entscheiden-
den Einﬂuss auf die Datengrundlage. Dies kann anhand des Vorgehens zur Spe-
ziﬁkation des operativen Workﬂows aus Kap. 7.4.2 verdeutlicht werden. Automa-
tisierbare Prozessbestandteile werden (hierarchisch) weiter verfeinert, während
manuelle Aktivitäten lediglich grob-granular und aus Außensicht betrachtet wer-
den. Im Rahmen des gpDWH-Systems können nur Daten zur Analyse angeboten
werden, die während der automatisierten Durchführung auch aufgezeichnet wer-
den. Vollautomatisierte Prozesse stellen den Idealzustand zur Prozessanalyse dar.
Für teilautomatisierte Prozesse sollte die Aufgabensteuerung beim Workﬂow lie-
gen, dann können für manuell durchgeführte Aktivitäten Daten zu deren Start-
und Endzeitpunkt erfasst werden.
Prozessstruktur Als weiteres Merkmal ist die Prozessstruktur zu betrachten. Bei
Huth et al. (2001) werden ad-hoc, semi-strukturierte und strukturierte Prozesse un-
terschieden. Ad-hoc-Prozesse (unstrukturiert) sind kurzfristig und kurzlebig und
damit nur eingeschränkt plan- und speziﬁzierbar. Aufgrund des fehlenden Sche-
mas sowie eingeschränkter Automatisierbarkeit sind diese nicht als Gegenstand
für das gpDWH-System geeignet. Semi-strukturierte Prozesse sind wiederkehrend,
vorab planbar und sehen in der Speziﬁkation explizite Ansatzpunkte für ad-hoc-
Modiﬁkationen vor. Beispiele können zur Laufzeit verfeinerbare Aktivitäten oder
nicht planbares Ausnahmeverhalten sein (Huth et al. 2001). Die strukturierten
Bestandteile können Gegenstand prozessorientierter Analysen sein. Für ad-hoc-
Modiﬁkationen kann die Argumentation manueller Aktivitäten aufgegriﬀen wer-
225
8 Extension der Entwicklungsmethodik
den. In Abhängigkeit von der Berücksichtigung von Ansatzpunkten zur ad-hoc-
Modiﬁkation im Prozessschema ist eine Berücksichtigung aus Außensicht im
DWH-System möglich. Strukturierte (Routine-)Prozesse sind vollständig speziﬁ-
ziert (Huth et al. 2001) und stellten damit die ideale Grundlage zur Ableitung der
Datenbasis des gpDWH-Systems dar.
Prozessart DieProzessart ist verglichenmitProzessstruktur undAutomatisierungs-
grad nur von sekundärer Bedeutung. Nach Bucher &Dinter (2008a) weisen jedoch
operative Prozesse tendenziell einen höheren Grad der Strukturierung und damit
auch der Automatisierbarkeit auf alsManagementprozesses. Als operative Prozes-
se mit direktem oder indirektem Beitrag zur Sachzielerfüllung werden, beispiels-
weise bei Ferstl & Sinz (2013, S.196), Haupt- und Serviceprozesse unterschieden.
Managementprozesse hingegen übernehmen die Aufgaben Planung, Steuerung
und Kontrolle (Earl 1994) und sind vorab nur eingeschränkt planbar.
Prozessverantwortung Wie in Kap. 5.3.2 gezeigt, ist die Referenzarchitektur mit
angebots- und nachfrageorientierterDatenbereitstellung gerade für Anwendungs-
domänen mit homogenen Datenstrukturen geeignet. Zielsetzung des struktur-
orientierten Szenarios ist zudem die Prozessgestaltung. Als vorteilhaft wird ein
intra-organisationaler Prozess(-ausschnitt) angesehen, bei dem Homogenität der
Datenstrukturen aber v.a. die Realisierbarkeit von gestalterischenMaßnahmen si-
chergestellt ist. Unter intra-organisationalwird ein Prozess(-auschnitt) verstanden,
der zwar mit der betrieblichen Umwelt interagieren kann, jedoch vollständig un-
ter Kontrolle der Organisation steht. Prozess sowie Interaktion mit der Umwelt
bilden die Grundlage des gpDWH-Systems. Bei inter-organisationalen Prozessen
liegen Teile des zu überwachenden Prozesses im Verwantwortungsbereich von
Umweltobjekten (z.B. Lieferanten), was sich negativ auf die Realisierbarkeit ge-
stalterischer Maßnahmen auswirken kann.
Flexibilitätsbedarf Wagner et al. (2011a) diﬀerenzierenGeschäftsprozesse anhand
ihres Flexibilitätsbedarfs, also anhand des Ausmaßes der Fähigkeiten eines Prozes-
ses,
”
(...) um erfolgreich auf System- und Umweltveränderungen zu reagieren oder sie
zu antizipieren, so dass das Prozessziel trotz dieser Veränderungen erfüllt wird“ (Wag-
ner et al. 2011a, S. 56). Flexibilität kann sich dabei sowohl auf die Stuktur als auch
auf das Verhalten einen Prozesses beziehen (Wagner et al. 2011b). Im vorliegen-
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den Fall ist der Prozess überwiegend anhand seines Bedarfs an Strukturﬂexibilität
zu bewerten. Es ist die Frage zu beantworten, ob ein Prozess durch Anpassung
seiner Strukturen (z.B. Modiﬁkation von Komponenten) auf Veränderungen aus
seiner Umwelt heraus reagieren können muss (Bartmann et al. 2011, Wagner et
al. 2011b). Für die Klassiﬁkation des Flexibilitätsbedarfs eines Geschäftsprozesses
(niedrig, mittel, hoch) wird auf die Methoden nach Wagner et al. (2011a,b) ver-
wiesen. Sinnvoll erscheint die Unterstützung gestalterischer Maßnahmen durch
ein gpDWH-System dann, wenn der Bedarf an Strukturﬂexibilität als mittel oder
hoch klassiﬁziert wird. Die Flexibilität von Geschäftsprozessen ﬁndet sich auch in
der Anforderung der ﬂexiblen Anpassbarkeit an die Referenzarchitektur (Kap. 5.1)
wieder.
Merkmale des strukturorientierten pDWH-Szenarios
Prozesse mit den vorgestellten Merkmalsausprägungen sind potenzielle Anwen-
dungsfälle für das strukturorientierte pDWH-Szenario. Auch dieses Szenario wird
in Abb. 8.6 zusammenfassend charakterisiert. Als Zielsetzung ist in Kap. 3.5.2 die
innovativere und eﬃzientere Prozessgestaltung speziﬁziert. Im Rahmen des GPM
ist es der Phase Evaluation zugeordnet (vgl. Abschn. 8.1.2). Wird das gpDWH-
System zur Ableitung gestalterischer Maßnahmen genutzt, ist auch die PhaseGe-
staltung betroﬀen. Sowohl Aufgaben- als auch Aufgabenträgerbene können Gegen-
stand von Analysen und von betriebswirtschaftlich geprägten Entscheidungen be-
troﬀen sein. Durch das strukturorientierte Szenario werden tendenziell taktische
Entscheidungen getroﬀen, mit möglicherweise langfristigen Auswirkungen auf
die Strategie (Managementebene). Insofern ist die Aktualität der Daten nicht als
kritisch zu bewerten. Die Nutzergruppe umfasst wenige Nutzer. In Kap. 7.6.1 sind
die Nutzerrollen Chief Process Oﬃcer, Process Owner und Process Designer beschrie-
ben. Zur Deckung des Informationsbedarfs werden Ereignisse, der Prozessablauf
aber auch das Prozessergebnis benötigt. AlsDatenquellen werden bei Bucher et al.
(2009) Prozess-interne und Prozess-externe Quellen, bei Linden et al. (2011) allge-
meiner interne und externeDatenquellen unterschieden. Zur Prozessanalyse sind
zwingend Prozess-interne Daten notwendig, können aber mit Prozess-externen,
jedoch Unternehmens-internen Informationen angereichert werden. Bei der Nut-
zung Unternehmens-externer Daten führt die Homogenisierung der Daten bei
der Integration zu erhöhtemAufwand. Im Integrationskonzept aus Kap. 5.4.2 sind
keine Homogenisierungsschritte berücksichtigt und wäre um diese zu erweitern.
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8.3.2 Allgemeine Charakterisierung des verhaltensorientierten
Szenarios
In Abb. 8.7 wird das verhaltensorientierte Szenario charakterisiert. Nachfolgend
wird v.a. auf im Vergleich zum strukturorientierten Szenario (vgl. Abschn. 8.3.1)
abweichende Merkmale eingegangen.
Prozessmerkmale für das verhaltensorientierte Szenario
Bei Bucher & Dinter (2008a) wird durch Experteninterviews aufgedeckt, dass die
Komplexität zur Realisierung des verhaltensorientierten Szenarios mit dem Grad
der Strukturierung der Prozesse zusammenhängt. Analog zu Abschn. 8.3.1 wer-
den (teil- bzw. vollautomatisierte) Haupt- und Serviceprozesse als geeignet angese-
hen. Semi-strukturierte Prozesse können, wie im vorherigen Abschnitt erläutert,
nicht vollständig über ihr Ablaufschema analysiert werden. Auf ein vollständig
speziﬁziertes Ablaufschema kann in der Datenbasis ggf. verzichtet werden, redu-
ziert aber den zur Verfügung stehenden Entscheidungskontext bis hin zur rei-
nen Einbettung fachlicher Kennzahlen in betriebswirtschaftliche Dimensionen.
Der größte Nutzen des verhaltensorientierten Szenarios wird bei Bucher & Din-
ter (2008a) bei der Unterstützung prozessbezogener, von Personen getroﬀenen
Entscheidungen zur Laufzeit gesehen. Die Gestaltung von ad-hoc-Modiﬁkationen
semi-strukturierter Prozesse stellt einen möglichen Anwendungsfall dar. Der As-
pekt der Entscheidungsintensität wird bei Linden et al. (2011) als Merkmal für das
Konzept Business Process Intelligence verwendet. In der vorliegende Arbeit wird die-
ses Merkmal auf einen Geschäftsprozess übertragen. Unter Intensität wird pri-
mär die Komplexität von Entscheidungen im Prozessablauf verstanden. Komple-
xe Entscheidungen sind durch Bereitstellung entsprechender Datenbestände und
Entscheidungsmodelle zu unterstützen. Zudemwird die Entscheidungsintensität
durch die Häuﬁgkeit derartiger Entscheidungen beeinﬂusst. Anhand der Häuﬁg-
keit kann die Zuordnung zu mittel bzw. hoch vorgenommen werden. Die Häu-
ﬁgkeit von Entscheidungen stellt einen Einﬂussfaktor auf den Entschluss für die
Entwicklung und Einführung entsprechender Systeme dar. Die Zielsetzung des
verhaltensorientierten Szenarios ist mit aktiver Prozesssteuerung speziﬁziert. Zu
analysierende und v.a. steuernde Prozessausschnitte sollten im Verantwortungs-
bereich des Unternehmens (intra-organisational) liegen. Für das verhaltensorien-
tierte Szenario sind Geschäftsprozesse anhand ihrer Verhaltensﬂexibilität zu be-
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werten. Die grundsätzliche Bewertung (mittel und hoch) des Flexibilitätsbedarfs
kann aus dem strukturorientierten Szenario übertragen werden. Verhaltensﬂexi-
bilität beschreibt die Auswahl bestimmter Prozessvarianten zur Lauf- oder Ge-
staltungszeit als Reaktion auf Veränderungen in der Prozessumwelt (Bartmann
et al. 2011, Wagner et al. 2011b). In Kap. 7.6.2 werden mit Entscheidungsunterstüt-
zung (i) als Prozessbaustein, (ii) zur Prozesssteuerung sowie (iii) zur Gestaltung der
Prozessumgebung drei Szenarien zur Unterstützung der Verhaltensﬂexibilität auf-
gezeigt.
Zielsetzung Prozessgestaltung Prozesssteuerung
Prozessart Hauptprozess Serviceprozess Managementprozess
Automatisierungsgrad nicht automatisiert teilautomatisiert vollautomatisiert
Prozessstruktur unstrukturiert semi-strukturiert strukturiert
Nutzer wenig mittel viel
Ausrichtung Aufgabenebene Aufgabenträgerebene
Managementebene operativ taktisch strategisch
Prozessmerkmale
Merkmale des verhaltensorientierten pDWH-Szenarios
Aktualität kurzfristig
(innerhalb eines Tages) 
mittelfristig
(Vortag)
langfristig
(> ein Tag)
Entscheidungsintensität niedrig mittel hoch
GPM-Phase Gestaltung Konfiguration Betrieb Evaluation
Prozessverantwortung intra-organisational inter-organisational
Informationsbedarf Ereignisse Prozessablauf Prozessergebnis
Datenquelle Prozess-intern Prozess-extern Unternehmens-extern
Flexibilitätsbedarf
(v.a. Verhaltensflexibilität)
niedrig mittel hoch
Abb. 8.7: Allgem. Charakterisierung des verhaltensorientierten pDWH-Szenarios
Merkmale des verhaltensorientierten pDWH-Szearios
Neben den Prozessmerkmalen ist in Abb. 8.7 auch das verhaltensorientierte Sze-
nario zusammenfassend dargestellt. In Abschn. 8.1.2 ist dieses der Phase Betrieb
des GPM zugeordnet und steht auf operativer oder taktischer Ebene zahlreichen
Nutzern (vgl. Anforderung zur Informationsversorgung heterogener Zielgruppen, Kap.
5.1) zur Verfügung. Gerade hinsichtlich operativer, steuernder Reaktionen ist die
kurzfristige Bereitstellung von Informationen erforderlich (vgl. Anforderung Da-
tenbereitstellung mit angemessener Latenz). Operative Entscheidungen können so-
wohl auf Daten der Aufgaben- als auch der AT-Ebene basieren. Ereignisse und Ab-
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lauﬁnformationen einer Prozessinstanz werden in einen historisierten Entschei-
dungskontext eingebettet. Die Homogenität der Daten, wie in Abschn. 8.3.1 an-
geführt, ist auch hier von Relevanz. Zusätzlicher Aufwand bei der Homogenisie-
rung der Daten (explizit bei externen Datenquellen) führt zu Verzögerungen bei
der Datenbereitstellung.
8.3.3 Bewertung beispielhafter Geschäftsprozesse
Im Weiteren werden die eingeführten Kriterien zur Bewertung von Geschäfts-
prozessen anhand konkreter Beispiele angewendet und damit verschiedene An-
wendungsgebiete für gpDWH-Systeme aufgezeigt. Zunächst wird der Vertriebs-
prozess der durchgehenden FallstudieMobility Provision charakterisiert, bevor Ge-
schäftsprozesse verwandter Arbeiten aufgegriﬀen werden.
Vertriebsprozess der Fallstudie Mobility Provision Die Charakterisierung ist in
Abb. 8.8 dargestellt. Der Vertriebsprozess ist direkt an der Leistungserstellung
bzw. deren Lenkung beteiligt und stellt als solches einen Hauptprozess dar. Die
Prozessverantwortlichkeit liegt im Unternehmen (intra-organisational). Es han-
delt sich um einen strukturierten und vollautomatisierten Geschäftsprozess mit
hohen Anforderungen an Struktur- als auch Verhaltensﬂexibilität (vgl. Fallstudie
Kap. 4). Die hohe Entscheidungsintensität, die durch ein gpDWH-System zu un-
terstützen ist wird in Kap. 7.6.2 gezeigt.
Prozessart Hauptprozess Serviceprozess Managementprozess
Automatisierungsgrad nicht automatisiert teilautomatisiert vollautomatisiert
Prozessstruktur unstrukturiert semi-strukturiert strukturiert
Mobility Provision - Vertrieb
Entscheidungsintensität niedrig mittel hoch
Prozessverantwortung intra-organisational inter-organisational
Verhaltensflexibilität niedrig mittel hoch
Strukturflexibilität niedrig mittel hoch
Abb. 8.8: Charakterisierung des Vertriebsprozesses der FallstudieMobility Provision
Immatrikulationsprozess an Hochschulen Der Immatrikulationsprozess an Hoch-
schulen wird bei Baars & Sun (2013) als Anwendungsfall von Business Process In-
telligence (BPI) motiviert. Getrieben durch den intensiven Wettbewerb zwischen
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Hochschulen um Studierende ist der Prozess schnell und fehlerfrei durchzufüh-
ren. Der motivierte Prozessabschnitt fokussiert auf die ggf. nebenläuﬁge Prüfung
von Zulassungsanträgen bei unterschiedlichen Stellen sowie die Ermittlung und
Kommunikation des gesamten Zulassungsergebnisses. Die Prozesscharakterisie-
rung wird in Abb. 8.9 dargestellt.
Prozessart Hauptprozess Serviceprozess Managementprozess
Automatisierungsgrad nicht automatisiert teilautomatisiert vollautomatisiert
Prozessstruktur unstrukturiert semi-strukturiert strukturiert
Immatrikulation
Entscheidungsintensität niedrig mittel hoch
Prozessverantwortung intra-organisational inter-organisational
Verhaltensflexibilität niedrig mittel hoch
Strukturflexibilität niedrig mittel hoch
Abb. 8.9: Charakterisierung des Immatrikulationsprozesses an Hochschulen
Der Hauptprozess kann als semi-strukturiert bezeichnet werden. Die Ablauf-
steuerung zur Durchführung von beispielsweise Vollständigkeitsprüfung, Zulas-
sungsprüfungen oder zur Ermittlung des Gesamtergebnisses kann automatisiert
werden, die einzelnen Prüfungen erfolgen fallspeziﬁsch durch Mitarbeiter. Die
Entscheidungsintensität im Prozessablauf wird lediglich als mittel bewertet und
spiegelt sich als solches auch in der Verhaltensﬂexibilität wieder. Zwar sind zahl-
reiche Entscheidungen bzgl. der Zulassung von Studierenden zu treﬀen, diese
Entscheidungen erfolgen jedoch nicht aufGrundlage eines gpDWH-Systems.Hin-
gegen stellen das Erkennen von Verzögerung und die Ableitung von Ressourcen-
anpassungen oder auch die Anpassung der Prozessstruktur Anwendungsfälle ei-
nes gpDWH-Systems dar, umProzesslaufzeiten und die Fehlerfreiheit im Prozess
zu verbessern.
Logistikprozess von Express- und Paketdienstleistern Von Vogt et al. (2008) wird
als verhaltensorientierter Anwendungsfall der Logistikprozess von Kurier-, Express-
und Paketdienste (KEP) vorgeschlagen. Nachfolgend wird aber auch das struk-
turorientierte Szenario aufgegriﬀen. Eine Analyse des KEP-Marktes wird durch
den Bundesverband Paket & Express Logistik in der KEP-Studie 2015 (Bundesver-
band Paket & Express Logistik 2015) vorgestellt. Als Beispiel wird das Business-
to-Customer-Geschäft (B2C) herausgegriﬀen. Getrieben durch das starke Wachs-
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tum im Online-Handel ist auch das B2C-Segment im starken Wachstum (bzgl.
Sendungsvolumen und Umsatz) begriﬀen und stellt eine Schlüsselfunktion für
Online-Händler dar. Liefermodelle mit deﬁnierten Lieferfenstern, verbindlichen
Laufzeiten (over night, same day delivery) setzen voraus, dass die Dienstleister ihre
Prozesse und Ressourcen eﬃzient gestalten und steuern sowie auf Markttrends
(z.B. same day delivery) anpassen können (Bundesverband Paket & Express Logistik
2015).
Prozessart Hauptprozess Serviceprozess Managementprozess
Automatisierungsgrad nicht automatisiert teilautomatisiert vollautomatisiert
Prozessstruktur unstrukturiert semi-strukturiert strukturiert
Logistikprozess von Express- und Paketdienstleistern
Entscheidungsintensität niedrig mittel hoch
Prozessverantwortung intra-organisational inter-organisational
Verhaltensflexibilität niedrig mittel hoch
Strukturflexibilität niedrig mittel hoch
Abb. 8.10: Charakterisierung des Logistikprozesses von KEP-Dienstleistern
InAbb. 8.10wird derHauptprozess charakterisiert. Für denProzess vomOnline-
Händler hin zum Kunden wird die vollständige Strukturierung angenommen, je-
doch erfolgt die Durchführung teilautomatisiert (z.B. Boten als personelle Auf-
gabenträger). Zahlreiche komplexe Entscheidungen (hohe Entscheidungsinten-
sität), beispielsweise zur Ressourcenanpassung im Lieferprozess sind auf Basis
eines gpDWH-Systems zu treﬀen. Die Prozessverantwortlichkeit liegt beim Logis-
tikdienstleister, wenngleich auch externe Sub-Unternehmer in die Prozessanalyse
eingebunden werden können. Sowohl die Verhaltens- als auch die Strukturﬂexi-
bilität werden als hoch eingestuft. Zum einen sind Anforderungen von Auftragge-
bern und Kunden (z.B. verbindliche Lieferzeiten, Reaktion auf abweichende Emp-
fängeranschriften) zwingend einzuhalten. In einem intensiven Wettbewerb zwi-
schen den Dienstleistern sind Verzögerungen im Prozess rechtzeitig zu erkennen
sowie entsprechende Reaktionen notwendig. Zum anderen ist die ständige Ana-
lyse der Prozesse sowie deren eﬃzientere Gestaltung unter Berücksichtigung von
Markt- und Kundenanforderungen notwendig.
Leistungsprozess eines Call Centers Call Center, wie auch bereits im Fallbeispiel
Mobility Provision als Vertriebskanal eingebunden, werden bei Hrach & Alt (2012)
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als Anwendungsfall von gpDWH-Systemen genannt. Das Marktumfeld von Call-
Center-Betreibern, als Dienstleister für telefonische Kundeninteraktion, wird als
wettbewerbsintensiv beschrieben. Der Prozess (vgl. Abb. 8.11) kann a priori voll-
ständig strukturiert werden, wird aber lediglich teilautomatisiert durchgeführt.
Handelnden Agenten kommt hier eine zentrale Rolle bzgl. des erfolgreichen Ge-
sprächsabschlusses vor.Abschlussquoten oder durchschnittlicheGesprächszeiten (ggf.
in unterschiedlichen Gesprächsphasen) stellen mögliche Kennzahlen zur Bewer-
tung der Prozessqualität und zur Aufdeckung von Mängeln dar.
Prozessart Hauptprozess Serviceprozess Managementprozess
Automatisierungsgrad nicht automatisiert teilautomatisiert vollautomatisiert
Prozessstruktur unstrukturiert semi-strukturiert strukturiert
Dienstleistungsprozess eines Call Center
Entscheidungsintensität niedrig mittel hoch
Prozessverantwortung intra-organisational inter-organisational
Verhaltensflexibilität niedrig mittel hoch
Strukturflexibilität niedrig mittel hoch
Abb. 8.11: Charakterisierung des Dienstleistungsprozesses von Call Centern
Der grundsätzliche Gesprächsablauf wird durch ein AwS mit Gesprächssche-
ma vorgegeben. Die Kommunikation selbst erfolgt manuell durch einen Agenten.
Zum einen stellen interne Team- oder Projektleiter potenzielle gpDWH-Nutzer
zur Bewertung der Mitarbeiter-Perfomanz dar. Zum anderen sind auch Auftrag-
geber des Call Centers (z.B. e-Car Net im Fallbeispiel Mobility Provision) an der
zeitnahen Auswertung der Prozessperfomance interessiert. Mögliche Zielsetzun-
gen stellen die Analyse von Wartezeiten, Abschlussquoten oder Gesprächsdauern
gegliedert nach Gesprächsphasen dar. Als Reaktionen sind sowohl die Anpassung
von Gesprächsprozessen (Strukturﬂexibilität) als auch Eingriﬀe in Gesprächsab-
läufe oder Anpassung von Ressourcen zur Gesprächsführung (Verhaltensﬂexibi-
lität) denkbar.
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9 Reﬂexion und Ausblick
Kapitelzusammenfassung: Abschließend werden die Hypothesen der
Arbeit aus Kap. 1.3 reﬂektiert sowie ein Ausblick auf mögliche künf-
tige Forschungsaktivitäten gegeben. Dies erfolgt jeweils speziﬁsch für
die einzelnen Hypothesen in den Abschn. 9.1 bis 9.5. Die Reﬂexion ba-
siert auf jeweils relevanten Ergebnissen der Arbeit und stellt die Grund-
lage zur Identiﬁkation oﬀener Aspekte dar. In Abschn. 9.6 werden die
Erkenntnisse der Reﬂexion mit Bezug zur Problemstellung der Arbeit
abschließend zusammengefasst.
9.1 Komponentenorientierung als Architekturparadigma
für operativ-dispositive Anwendungssysteme
Gegenstand der Reﬂexion ist nachfolgende Hypothese der Arbeit (vgl. Kap. 1.3):
Die Komponentenorientierung stellt ein geeignetes Paradigma zur Strukturierung ope-
rativ-dispositiver Anwendungssysteme dar.
Komponentenorientierung meint die Strukturierung von AwS anhand von wie-
derverwendbaren und abgeschlossenen Komponenten, die Funktionen über eine
wohldeﬁnierte Schnittstelle zur Verfügung stellen (vgl. Kap. 2.3.1). Zur Realisie-
rung der übergeordneten AwS-Funktionalität sind Komponenten lose gekoppelt
und interagieren über ihre Schnittstellen. Als zentraler Grundsatz bei der Ab-
grenzung von Komponenten eines AwS gilt die Maximierung der Kohäsion inner-
halb einer Komponente bei gleichzeitiger Minimierung der Kopplung zwischen diesen.
Die Ausgestaltung dieser Faktoren hat maßgeblichen Einﬂuss auf die Flexibilität
bzw. Evolutionsfähigkeit eines AwS und damit auf die in Kap. 2.3.1 vorgestell-
ten übergeordneten Ziele der Wiederverwendbarkeit, Portierbarkeit, Kosteneﬀek-
tivität und Wartbarkeit. Die ﬂexible Anpassbarkeit an sich stetig verändernde Ge-
schäftsprozesse, durch innovativere Gestaltung oder neue Nutzeranforderungen,
stellt auch eine zentrale Anforderung an operativ-dispositive AwS dar (vgl. 5.1).
Die Eignung der Komponentenorientierung für diese Art AwS wird deshalb an-
hand der Faktoren Kohäsion und Kopplung bewertet.
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In Kap. 5.3.3 werden, basierend auf der ﬂexiblen Data-Mart-Architektur, abge-
schlossene Komponententypen operativ-dispositiver AwS vorgestellt. Der Gegen-
stand operativer Datenkomponenten deﬁniert sich über die fachlichen Funktionen
zur Verwaltung zusammengehörigerDaten.Data-Mart-Komponenten sind anhand
der nachfrageseitigenDatenbereitstellung, Komponenten zurDatenintegration an-
hand ihres Versorgungsauftrages abgegrenzt. EU-Komponenten sind über ihre
Entscheidungsfunktion deﬁniert. Die Kohäsion innerhalb dieser Komponenten
deﬁniert sich anhand des jeweils gültigen Kriteriums. Die Kopplung zwischen den
Komponenten wird als minimal angesehen. Hier bestehen klar deﬁnierte Kom-
munikationsbeziehungen über Schnittstellen mit, wenn möglich, generischen
Funktionssignaturen. Eine konkrete Parametrisierung erfolgt erst zur Laufzeit.
Im Falle von Anpassungen am operativen Prozess werden dadurch gerade im
pDWH-System Anpassungen an Schnittstellen minimiert. Die gewählte Ausge-
staltung der Faktoren Kohäsion und Kopplung ist zur Realisierung evolutionsfä-
higer operativ-dispositiver AwS geeignet. Die abgegrenzten, wiederverwendbaren
Komponententypen wirken sich positiv auf die Wartbarkeit des Gesamtsystems
aus. Als weitere Anforderungen an die Referenzarchitektur wird in Kap. 5.1 die
Informationsversorgung verschiedener Nutzergruppen sowie der bidirektionale
Datenaustausch zwischen operativem und dispositivem Teilsystem genannt. Ge-
rade zu Letzterem trägt die Komponentenorientierung durch das Prinzip der lo-
senKopplung sowie der Interaktion überwohldeﬁnierte Schnittstellen bei. In Kap.
7.6.2 werden Spezialisierungen des verhaltensorientierten pDWH-Szenarios vor-
gestellt. Gerade zur Nutzung dispositiver Dienste in operativen Prozessen sind lo-
se gekoppelte, wohldeﬁnierte Schnittstellen geeignet. Dies kann zusätzlich auch
durch verschiedene Ansätze aus dem verwandten SOA-Kontext unterstrichenwer-
den (vgl. Kap. 5.2).
Zusammenfassend kann die Hypothese bestätigt werden. Die Komponenten-
orientierung ist ein geeignetes Systemparadigma für operativ-dispositive AwSund
dessen Strukturierung anhand der Markt-Metapher von Angebot und Nachfrage.
Es ergeben sich jedoch auch oﬀene Fragestellungen an den Grenzen der Arbeit.
Die Referenzarchitektur stellt einen fachlichen Rahmen dar, den es durch ent-
sprechende Technologieentscheidungen auszugestalten gilt. Die Auswahl geeig-
neter Technologien liefert Raum für künftige Arbeiten. Dies betriﬀt zum einen
die Auswahl von Komponententechnologien und die Abbildung bzw. Realisierung
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des Fachkonzeptes. Ansatzpunkte bieten hier beispielsweise JavaEE3 oder Micro-
soft .NET4. Zum anderen sollten geeignete Technologien zur Realisierung nied-
riger Latenzen von der Datenbereitstellung bis hin zur Reaktion evaluiert wer-
den. Das Hadoop-Ecosystem5 stellt hier einen vielversprechenden Ansatz gera-
de für operational-BI-Anwendungen dar. Eine weitere Abgrenzung stellen intra-
organisationale Geschäftsprozesse dar. Die Verantwortung für Prozesse, der Zu-
griﬀ auf Ablauﬁnformationen sowie deren Syntax und Semantik liegen innerhalb
der Grenzen des betrieblichen Systems. Mit Ausweitung der Reichweite eines
pDWH-Systems bzw. des operativ-dispositiven AwS auf mehrere an einem Ge-
schäftsprozess beteiligte Akteure entstehen neue Herausforderungen und Frage-
stellungen bzgl. der angesprochenen Aspekte.
9.2 Die betriebliche Aufgabe als Konzept zur geschäfts-
prozessorientierten Einordnung von Workﬂow-
Abläufen
Gegenstand der Reﬂexion in diesem Abschnitt bildet folgende Hypothese (vgl.
Kap. 1.3): Über das Konzept der betrieblichen Aufgabe können aus pDWH-Systemen
abgeleitete Informationen auch im Kontext der betrieblichen Leistungserstellung bewer-
tet werden.
Die betriebliche Aufgabe stellt ein Konzept zur Abgrenzung und Beschreibung
von Aufgaben im Rahmen eines Geschäftsprozesses dar. Aus Außensicht ist diese
über Vor- und Nachereignisse, Zielvorgaben sowie das Aufgabenobjekt beschrie-
ben. Die Innensicht beschreibt das Lösungsverfahren zur Aufgabendurchführung
durch einen personellen oder automatisierten Aufgabenträger (vgl. Kap. 2.1.2).
Die Bewertung der betrieblichenAufgabe als Brücke zwischenAT-speziﬁschen In-
formationen und deren Einordnung in den Kontext der betrieblichen Leistungser-
stellung ist im Wesentlichen von zwei Aspekten abhängig: Zunächst wird das Po-
tenzial des Konzeptes der betrieblichen Aufgabe über deren Bestandteile bewertet.
Ein Geschäftsprozess wird als Netz betrieblicher Aufgaben verstanden, die über
Vor- bzw. Nachereignisse in Beziehung stehen. EinWorkﬂow hingegen beschreibt
3http://www.oracle.com/technetwork/java/javaee/overview/index.html – Zugriﬀ: 29.07.2017
4https://www.microsoft.com/net – Zugriﬀ: 29.07.2017
5http://hadoop.apache.org/ - Zugriﬀ: 29.07.2017
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die Realisierung ausgerichtet auf einen AT-Typ (vgl. Kap. 2.2.1). Dieser Wech-
sel zwischen Aufgaben- und AT-Perspektive wird durch den Wechsel zwischen
Außen- und Innensicht auf eine betriebliche Aufgabe unterstützt. EineAufgabe ei-
nesGeschäftsprozesseswird zurAbgrenzung relevanterDaten imAT-speziﬁschen
DWH-Modell genutzt.HierzuwerdenEreignisse, Sach- und Formalziele oder auch
das betriebliche Aufgabenobjekt herangezogen. Die darauf basierende Bildung
aufgabenorientierter Sichten wird in Kap. 7.5.2 beschrieben. Die SOM-Methodik
unterstützt explizit das Konzept der betrieblichen Aufgabe. ARIS benennt dieses
zwar nicht explizit, mit Funktionen der EPK wird jedoch ein vergleichbares Kon-
zept unterstützt (vgl. Kap. 8.2.2). Ein weiterer Aspekt zur Bewertung der betriebli-
chen Aufgabe als Brücke zwischen AT-Ebene und betrieblicher Leistungserstellung
ist diemethodische Einbettung. In Kap. 4.1 werdenmit Lenkungs-, Leistungs- und
Ablaufsicht drei Sichten auf einen Geschäftsprozess vorgestellt. Die Unterstüt-
zung dieser Sichten durch die übergeordnete Methodik zur Systementwicklung
ist dabei für die Einordnung in den Kontext der betrieblichen Leistungserstellung
ausschlaggebend. Durch die Ablaufsicht werden pfad- oder abschnittsbezogene
Analysen ermöglicht. Die Bewertung der Ergebnisse vor dem Hintergrund der
Gesamtaufgabe erfolgt entlang von Lenkungs- und Leistungssicht (vgl. Kap. 7.5.2).
Die betriebliche Aufgabe stellt damit, unter der Voraussetzung, dass diese in ei-
ne entsprechende Methodik zur GP-orientierten Systementwicklung eingebettet
ist, das zentrale Konzept zur Einordnung technischer Ablauﬁnformationen in den
Kontext der betrieblichen Leistungserstellung dar. Auf dieser Basis erfolgt die Er-
weiterung eines prozessorientierten hin zu einemGP-orientierten DWH-System.
InKap. 7.5.2wird die Bildung aufgabenorientierter Sichten sowie deren verhaltens-
und strukturorientierte Einordnung in den GP-Kontext beschrieben. Die Unter-
stützung von Entwicklern und gpDWH-Nutzern durch integrierte Werkzeuge zur
Prozessmodellierung und -analyse ist aufgrund der Gesamtkomplexität des Auf-
gabenbereiches notwendig. Neben der Konsistenz von operativem und dispositi-
vemTeilsystem kann die von Becker & Chamoni (2008) vorgeschlagene Visualisie-
rung von Analyseergebnissen in Prozessmodellen, aber auch die Bildung aufga-
benorientierter Sichten sowie der Wechsel zwischen Aufgaben- und Aufgabenträ-
gerperspektive unterstützt werden. Konzeption und Entwicklung entsprechender
Werkzeuge auf Basis des Konzeptes der betrieblichen Aufgabe stellt einen vielver-
sprechenden Ansatz für künftige Arbeiten dar.
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9.3 Das multidimensionale Datenmodell als Grundlage
zur nachfrageorientierten Datenbereitstellung
Im Weiteren wird die nachfolgende Hypothese reﬂektiert (vgl. Kap. 1.3): Das für
themenorientierte DWH-Systeme etablierte multidimensionale Datenmodell ist auch
zur Realisierung prozessorientierter DHW-Systeme anwendbar.
Das multidimensionale Datenmodell wird in themenorientierten DWH-Syste-
men zur Datenbereitstellung angewendet. Es ermöglicht ad-hoc Analysen quanti-
tativer Kennzahlen entlang qualitativer Dimensionen (vgl. Kap. 3.3). Mit der um-
fassenden Abbildung des Prozessablaufes sowie der sich stetig verändernden Pro-
zessspeziﬁkationen ergeben sich zwei Herausforderungen, die es bei der Anwen-
dung in pDWH-Systemen zu berücksichtigen gilt. Auch in themenorientierten
DWH-Systemen sind Veränderungen der inhaltlichen und technischen Anforde-
rungen im Zeitverlauf bekannt (Bauer & Günzel 2013, S. 228). Vor der überge-
ordneten Zielsetzung der stetig eﬃzienteren und innovativeren Gestaltung von
Geschäftsprozessen nach Becker & Kahn (2012, S. 1f.) gilt diese Herausforderung
in besonderem Maße auch für die Gestaltung von pDWH-Strukturen (vgl. Kap.
6.2). In Kap. 6.4 wird ein generisches multidimensionales Datenschema unter
Berücksichtigung beider Herausforderungen vorgestellt. Der Ablauf von BPMN-
Workﬂows kann umfassend (anhand der Prozessperspektiven Funktion, Verhal-
ten, Organisation, Information) abgebildet werden. In Kap. 8.2.1 wird zudem die
Übertragung auf andere Workﬂow-Sprachen thematisiert. Aufgrund seines gene-
rischen Charakters kann das vorgestellte Datenschema zudem auch als stabil im
Falle angepasster Prozessabläufe angesehen werden.
Neben der Ausgestaltung des pDWH-Schemas ist auch die Verortung inner-
halb der DWH-Architektur zur Bewertung der Anwendbarkeit notwendig. Mit
der angebots- und der nachfrageorientierten Datenbereitstellung bietet die ﬂexible
Data-Mart-Architektur zwei Ansatzpunkte zur Anwendung des multidimensiona-
len Datenmodells. Die Gestaltung multidimensionaler Datenschemata themen-
orientierter DWH-Systeme erfolgt ausgerichtet auf Entscheidungsfelder (subject-
oriented, vgl. Kap. 3.1.2). Mit dem Konzept der Data Marts und der nachfrageori-
entierten Datenbereitstellung ﬁndet sich eine Analogie in der ﬂexiblen Data-Mart-
Architektur. Die angebotsorientierte Datenbereitstellung erfolgt nicht ausgerich-
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tet an Entscheidungsfeldern, sondern auf Basis zur Verfügung stehender Daten-
strukturen. Das multidimensionale Schema wird entlang seiner Kennzahlen und
Dimensionen fragmentiert und operativen Komponenten zugeordnet (vgl. Kap.
7.3). Die Allokation erfolgt anhand der verwalteten operativen Datenstrukturen.
Hierzu ist nicht zwingend ein multidimensionaler Datensatz erforderlich, wie
auch die Anwendung des Data-Vault-Ansatzes als Grundlage der angebotsorien-
tierten Datenbereitstellung und Integration in Kap. 8.2.3 zeigt.
Zusammenfassend bleibt festzuhalten, dass die Anwendung des multidimen-
sionalen Datenmodells gerade zur nachfrageorientierten Datenbereitstellung zu
empfehlen ist. Auch zur angebotsorientierten Datenbereitstellung ist das mult-
idimensionale Datenmodell anwendbar, wenn auch nicht zwingend notwendig.
Gerade mit dem Data-Vault-Ansatz ﬁndet sich hier eine Alternative. Für Emp-
fehlungen sind jedoch weitere praktische Erfahrungen zur ﬂexiblen Data-Mart-
Architektur und deren Datenstrukturen notwendig. Die eingangs formulierte Hy-
pothese kann grundsätzlich bestätigt werden, die abgeleitete Aussage sollte jedoch
präzisiert werden: Das für themenorientierte DWH-Systeme etablierte multidimen-
sionale Datenmodell ist sowohl zur angebots- als auch auch zur nachfrageorientierten
Datenbereitstellung anwendbar. Gerade zur angebotsorientierten Bereitstellung können
jedoch auch alternative, in themenorientierten Systemen etablierte Formen der Daten-
strukturierung angewendet werden.
9.4 Aussagenkonsistenz durch hierarchische Integration
prozess- und themenorientierter Data-Warehouse-
Systeme
Als Nächstes bildet die nachfolgende Hypothese den Gegenstand der Reﬂexion
(vgl. Kap. 1.3): Prozessorientierte DWH-Systeme stellen eine konsistente Erweiterung
prozessübergreifender themenorientierter DWH-Systeme dar.
Der Hypothese liegt die Forderung von Baars & Sun (2013) zugrunde, pDWH-
Systememit unternehmensweiten Systemen abzugleichen, so dass diese hinsicht-
lich der abgeleiteten Aussagen frei von Widersprüchen sind. Dieser Anforderung
nach Konsistenz wird in der Arbeit durch Integration der beiden Systemtypen be-
gegnet. In Kap. 3.5.1 ist die Abgrenzung prozess- und themenorientierter DWH-
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Systeme anhand von Granularität, Reichweite sowie Prozessbezug beschrieben.
Aus dieser leitet sich eine hierarchische Anordnung beider Systeme ab und be-
schreibt damit auch die Einordnung eines Geschäftsprozesses in das übergeord-
nete betriebliche System. Das pDWH-System mit feingranularen Prozessdaten
bildet eine Vorstufe und damit auch eine Datenquelle des prozessübergreifen-
den, themenoriertierten DWH-Systems. Die Speziﬁkation der Integration erfolgt
auf Basis der Schichten der ﬂexiblen Data-Mart-Architektur. Hieraus resultieren
zwei grundsätzliche Integrationsformen über die angebots- und über die nach-
frageorientierte Datenbereitstellungsschicht (vgl. Kap. 5.5). Unabhängig von der
gewählten Form ist durch die Integration mit angemessener Aktualisierungsstra-
tegie eine konsistente Datenbasis in den DWH-Systemen und damit auch die
Widerspruchsfreiheit in daraus abgeleiteten Aussagen möglich. Grundsätzlich ist
auch eine nicht-hierarchische Form der Integration nicht ausgeschlossen, wenn
z.B. mit alleiniger Ausrichtung auf das strukturorientierte Szenario von der ﬂexi-
blen Data-Mart-Architektur abgewichen wird. EineHub-and-Spoke-Architektur (vgl.
Sinz & Ulbrich-vom Ende 2010) stellt eine alternative Form zur Sicherstellung der
Konsistenz dar. Als problematisch könnten sich jedoch die unterschiedliche Gra-
nularität der Daten im zentralen DWH erweisen. Die eingangs beschriebene Hy-
pothese wird damit bestätigt.
Bei Bauer & Günzel (2013, S. 345) wird neben der Konsistenz als Kriterium
der Datenqualität auch die Nachvollziehbarkeit genannt. Gemeint ist damit die
Nachvollziehbarkeit des Weges eines Datenelementes vom Quellsystem bis hin
insmultidimensionale Schema der Auswertungsdatenbank. Damit wird die Über-
prüfung der Genauigkeit sowie die Rekonstruierbarkeit der Daten ermöglicht. Ei-
ne Voraussetzung stellt die Aufzeichnung entsprechender Metadaten dar (Bauer
& Günzel 2013, S. 345). Hierzu bilden die Modellarchitektur der Entwicklungs-
methodik (Kap. 7.3) sowie die komponentenorientierte pDWH-Struktur eine ge-
eignete Grundlage. Die Aufzeichnung entsprechender Daten würde die Nach-
vollziehbarkeit von Daten aus dem themenorientierten DWH-System über das
pDWH-Systemhin zur operativenQuelle ermöglichen und einenBeitrag zur Kon-
sistenzsicherung leisten. Eine entsprechende Erweiterung durch künftige Arbei-
ten erscheint sinnvoll.
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9.5 Das Geschäftsprozessmodell als Grundlage zur
Erweiterung operativer Anwendungssysteme um
dispositive Funktionen
Abschließend erfolgt die Reﬂexion der nachfolgenden Hypothese (vgl. Kap. 1.3):
Bestehende Ansätze der geschäftsprozessorientierten Systementwicklung können zur Ent-
wicklung operativ-dispositiver Anwendungssysteme erweitert werden.
In Forschung undPraxis haben sich zahlreicheMethodiken zurGP-orientierten
Systementwicklung etabliert. In der Arbeit werden sowohl das Semantische Ob-
jektmodell (SOM) als auch die Architektur integrierter Informationssysteme (ARIS)
aufgegriﬀen. Diese Methoden können und sollten anhand allgemeiner Konzepte
zur Entwicklung operativ-dispositiver Anwendungssysteme erweitert werden.Das
vorgestellte Entwicklungsvorgehenwird entlang derMarkt-Metapher vonAngebot
und Nachfrage zeitlich entkoppelt und in Form eigenständiger Modellarchitektu-
ren beschrieben (vgl. Kap. 7). Voraussetzung für die Anwendbarkeit der Entwick-
lungsmethodik ist die Verwendung des GP-Modells mit betrieblichem Aufgaben-
modell (vgl. Reﬂexion in Abschn. 9.2). Als Kriterien zur Bewertung der Eignung
einer Entwicklungsmethodik (vgl. Kap. 8.2.2) werden diemodellbasierte Beschrei-
bung des AwS auf Aufgaben- und Aufgabenträgerebene, der durchgehende Bezug
zum GP-Modell sowie das hierarchische Vorgehen zur Speziﬁkation von Strukur
und Verhalten des GP genannt. Über die Ausprägung dieser Merkmale bestimmt
sich der Grad der Anwendbarkeit des gpDWH-Konzeptes. Die Ergebnisse der Ar-
beit basieren grundsätzlich auf der SOM-Methodik. Die Tragfähigkeit wird jedoch
auch durch die Anwendung auf ARIS in Kap. 8.2.2 nachgewiesen. So kann dieHy-
pothese der Erweiterbakeit bestehender Methoden bestätigt werden.
Die vollständige Speziﬁkation von Geschäftsprozessen oder auch die Ableitung
von AwS-Speziﬁkationen über mehrere Modellebenen stellen Grundannahmen
dieser Arbeit dar. Künftige Fragestellungen sollten die Anwendbarkeit der ein-
zelnen Konzepte (Architektur, Datenmodell, Entwicklungsmethodik) beleuchten,
wenn Prozessmodelle nicht explizit oder nur mit hohem Abstraktionsgrad vorlie-
gen. Potenziale des gpDWH-Ansatzes sollten auch in semi- oder unstrukturierten
Prozessumgebungen nutzbar sein. Mitunter kann das gpDWH-System auch zur
Explikation und besseren Strukturierung in diesen Umgebungen beitragen.
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9.6 Zusammenfassung
Gegenstand der Arbeit bildet ein Konstruktionsproblem, zu dessen Lösung eine
Referenzarchitektur operativ-dispositiver AwS einschließlich Datenschema sowie
eine zugehörige Entwicklungsmethodik bereitgestellt werden. Der Beitrag dieser
Artefakte zur Problemlösung wird anhand der aufgezeigten Forschungslücken
bzgl. Architektur, Prozessperspektive und Entwicklungsmethodik (vgl. Kap. 1.1.3)
zusammengefasst: Durch die angesprochene Referenzarchitektur wird, basierend
auf dem komponentenorientierten Paradigma, die Integration operativer und dis-
positiver Systeme sowie deren Realisierung als ganzheitlicher Ansatz beschrie-
ben. Sowohl das verhaltens- als auch das strukturorientierte pDWH-Szenario ﬁn-
den Berücksichtigung. Einen wesentlichen Beitrag bzgl. der Verringerung der Lü-
cke zur Prozessperpektive liefert zum einen dasmultidimensionale Datenmodell.
Es ermöglicht die umfassende Bereitstellung vonWorkﬂow-Daten kombiniert mit
Datenstrukturen der Fachdomäne. Zum anderen wird durch die Diﬀerenzierung
über das betriebliche Aufgabenmodell fachlich- und technischorientierten Nut-
zern Zugang zu analyserelevanten Daten ermöglicht und die diﬀerenzierte Be-
trachtung aus den Perspektiven vonWorkﬂow und Geschäftsprozess erreicht. Mit
der vorgestellten Entwicklungsmethodik wird schließlich ein wesentlicher Bei-
trag zur bislang sehr eingeschränkt berücksichtigten und komplexen Entwicklung
GP-orientierter operativ-dispositiver AwS geleistet. Die Ergebnisartefakte müssen
nicht zwingend in Kombination Anwendung ﬁnden. Sie können auch vom ganz-
heitlichen gpDWH-Ansatz losgelöst genutzt werden.
Die zur Lösung des Untersuchungsproblems zugrunde gelegten Hypothesen
werden in den Abschn. 9.1 bis 9.5 weitgehend bestätigt, an wenigen Stellen prä-
zisiert. Aus den Hypothesen abgeleitete zukünftige, noch oﬀene Fragestellungen
betreﬀen zum einen die technische Realisierung, zum anderen die praktische An-
wendung in heterogenen Domänen. Von beiden Aspekten wird eine Rückkopp-
lung auf die Gesamtkonzeption erwartet. Die Voraussetzungen zur Anwendung
sindmit Beispielen undHandlungsempfehlungen geschaﬀen. Die zwingend not-
wendige praktische Anwendungserfahrung kann jedoch nur mittelfristig in mög-
lichst vielen Anwendungsfällen im Nachgang dieser Arbeit erworben werden.
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Anhang
A.1 Relationale Realisierung des prozessorientierten
Data- Warehouse-Schemas
In Code A.1 ist die relationale Implementierung der prozessspeziﬁschen Dimen-
sionstabellen basierend auf demDatenbankverwaltungssystemPostgreSQL6 (Ver-
sion 9.4.) als Star-Schema dargestellt. Zunächst werden die Schema-spezifschen
TabellenFlowNodeSchemaundFlowNodeTyp, imAnschluss die Instanz-speziﬁschen
Tabellen FlowNodeSequenz und Participant angegeben.
1 -- Schema-spezifische Tabellen (Dimensionen):
2 -- Dimension: FlowNodeSchema
3 create table flownodeschema(
4 nodeid int primary key,
5 nodedesc text,
6 parent int references flownodeschema (nodeid) );
7
8 -- Dimension: FlowNodeTyp
9 create table flownodetyp(
10 typeid char(3) primary key,
11 subtyp text,
12 charakter text,
13 typ text );
14
15 -- Instanz-spezifische Tabellen (Dimensionen)
16 -- Dimension: FlowNodeSequence
17 create table flownodesequenz(
18 nodeinstance int primary key,
19 prenode int references flownodesequenz (nodeinstance),
20 postnode int references flownodesequenz (nodeinstance),
21 postcondition text,
22 processinstance int );
23
24 -- Dimension: Participant
25 create table participant(
26 participantid char(3) primary key,
27 partinstance text,
28 partmessage text,
29 parttyp text );
Code A.1: SQL-Implementierung prozessspeziﬁscher Dimensionstabellen
6https://www.postgresql.org/ - Zugriﬀ: 29.07.2017
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In Code A.2 werden exemplarisch die Dimensionstabellen Vertriebsart undGeo-
graphie der betrieblichen Domäne speziﬁziert.
1 -- Domänen-spezifische Tabellen (Dimensionen)
2 -- Vertriebsart
3 create table dim_vertriebsart(
4 vartid int primary key,
5 vartdesc text );
6
7 -- Geographie
8 create table dim_geographie(
9 ortid int primary key,
10 ortdesc text,
11 regionid int,
12 regiondesc text,
13 landid int,
14 landdesc text );
Code A.2: SQL-Implementierung domänenspeziﬁscher Dimensionstabellen
Code A.3 zeigt die Implementierung der Faktentabelle mit Zusammenführung
der prozess- und domänenspeziﬁschen Dimensionstabellen über deren Primär-
schlüssel.
1 -- Faktentabelle
2 create table fakten (
3 nodeinstance int references flownodesequenz(nodeinstance),
4 nodeid int references flownodeschema(nodeid),
5 typeid char(3) references flownodetyp (typeid),
6 participantid char(3)
7 references participant(participantid),
8 vartid int references dim_vertriebsart(vartid),
9 ortid int references dim_geographie(ortid),
10
11 n int,
12 c decimal(10,2),
13 t int,
14
15 primary key (nodeinstance , nodeid, participantid , typeid,
16 vartid, ortid) );
Code A.3: SQL-Implementierung der Fakttabelle
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A.2 Implementierung aufgabenorientierter Sichten
In Code A.4 ist die SQL-basierte Implementierung der aufgabenorientierten Sicht
zur Bewertung der Zeiteﬃzienz angegeben. Zunächst wird die Gesamtzeit al-
ler Prozessinstanzen einer Vertriebsart, im Anschluss deren Anzahl je Vertriebs-
art berechnet. Im letzten Schritt werden die Teilergebnisse zur Berechnung der
Kennzahl durchschnittliche Laufzeit zusammengeführt. Über die Selektionsbedin-
gung wird auf die Aktivität Empfang Verfügbarkeitsliste (node-id = 3) eingeschränkt.
Auf eine rekursive Implementierung bzgl. beliebig tiefer Schachtelung von Sub-
Prozessen wird verzichtet.
1 CREATE VIEW zeiteffizienz (
2 WITH
3
4 % 1) Berechnung der Gesamtzeit nach Vertriebsart
5 summezeit AS (
6 SELECT vart.vartdesc , sum(t) as zeit
7 FROM fakten f, flownodeschema schema, flownodetyp typ,
participant par, flownodesequenz seq, dim_vertriebsart vart,
dim_geographie geo
8 WHERE f.nodeid = schema.nodeid
9 AND f.typeid = typ.typeid
10 AND f.nodeinstance = seq.nodeinstance
11 AND f.participantid = par.participantid
12 AND f.ortid = geo.ortid
13 AND f.vartid = vart.vartid
14 AND parent = 3
15 GROUP BY vart.vartdesc),
16
17 % 2) Berechnung Anz. der Prozessinstanzen nach Vertriebsart
18 anzahl AS (
19 SELECT vart.vartdesc , count(*) as anzahl
20 FROM fakten f, flownodeschema schema, flownodetyp typ,
participant par, flownodesequenz seq, dim_vertriebsart vart,
dim_geographie geo
21 WHERE f.nodeid = schema.nodeid
22 AND f.typeid = typ.typeid
23 AND f.nodeinstance = seq.nodeinstance
24 AND f.participantid = par.participantid
25 AND f.ortid = geo.ortid
26 AND f.vartid = vart.vartid
27 AND schema.nodeid = 3
28 GROUP BY vart.vartdesc )
29
30 % 3) Berechnung der abgeleiteten Kennzahl durchschnittliche
Laufzeit nach Vertriebsart für Aktivität 3
31 SELECT a.vartdesc as Vertriebsart , s.zeit/a.anzahl as
durchschnittl_laufzeit
32 FROM anzahl a, summezeit s
33 WHERE a.vartdesc = s.vartdesc)
Code A.4: SQL-Implementierung der aufgabenorient. Sicht Zeiteﬃzienz
247
Anhang
InCodeA.5 ist eine beispielhafte Implementierung der aufgabenorientierten Sicht
zur Bewertung der Sachzielerreichung der Aufgabe Empfang Verfügbarkeitsliste
(node-id = 3) angegeben. Diﬀerenziert wird anhand der Dimension Geographie
zur Identiﬁkation regionaler Unterschiede. Zunächst werden die unterschiedli-
chen Endzustände der Aktivität, aufgeschlüsselt nach Orten, berechnet. Im zwei-
ten Schritt wird dieGesamtzahl der Aufgabendurchführungen nachOrten berech-
net, bevor im dritten Schritt der prozentuale Anteil unterschiedlicher Endzustän-
de ermittelt wird. Auf eine Implementierung der rekursiven Schachtelung wird
ebenfalls verzichtet.
1 CREATE VIEW sachzielerreichung AS (
2 WITH
3
4 % 1) Berechnung der Anz. unterschiedlicher Endzustände nach Orten
5 endzustand AS (
6 SELECT geo.ortdesc, schema.nodedesc , count(*) as anz_endzustände
7 FROM fakten f, flownodeschema schema, flownodetyp typ,
participant par, flownodesequenz seq, dim_vertriebsart vart,
dim_geographie geo
8 WHERE f.nodeid = schema.nodeid AND f.typeid = typ.typeid
9 AND f.nodeinstance = seq.nodeinstance
10 AND f.participantid = par.participantid
11 AND f.ortid = geo.ortid AND f.vartid = vart.vartid
12 AND typ.subtyp = 'end_event ' AND schema.parent = 3
13 GROUP BY schema.nodedesc , geo.ortdesc),
14
15 % 2) Berechnung der Aufgabendruchführungen nach Orten
16 gesamt AS (
17 SELECT geo.ortdesc, count(*) as anz_endzustände
18 FROM fakten f, flownodeschema schema, flownodetyp typ,
participant par, flownodesequenz seq, dim_vertriebsart vart,
dim_geographie geo
19 WHERE f.nodeid = schema.nodeid AND f.typeid = typ.typeid
20 AND f.nodeinstance = seq.nodeinstance
21 AND f.participantid = par.participantid
22 AND f.ortid = geo.ortid AND f.vartid = vart.vartid
23 AND typ.subtyp = 'end_event ' AND schema.parent = 3
24 GROUP BY geo.ortdesc)
25
26 % 3) Berechnung des prozent. Anteils von Endzuständen nach Orten
27 SELECT e.ortdesc, e.nodedesc as Zustand, round(cast(e.
anz_endzustände as decimal(4,2))/cast(g.anz_endzustände as
decimal(4,2)),2)*100 as ProzentualerAnteil
28 FROM gesamt g, endzustand e
29 WHERE g.ortdesc = e.ortdesc )
Code A.5: SQL-Implementierung der aufgabenorient. Sicht Sachzielerreichung
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A.3 Zerlegungsprotokoll zur Erweiterung der Fallstudie
Mobility Provision
Abb. A.1 zeigt das Zerlegungsprotokoll zur erweiterten Fallstudie Mobility Provi-
sion. Hervorgehoben sind Transaktionen bzw. betriebliche Objekte, die sich auf-
grund der Erweiterung ergeben. Die Erweiterung beschreibt die Information bzw.
das Unterbreiten erweiterter Angebote gegenüber dem Kunden während der Aus-
leihphase. Das betriebliche ObjektAuftragsverwaltung wird hierzu in einenVerwal-
tungs- sowie einen Kommunikationsdienst zerlegt. Die Leistungen zur Information
bzw. Erweiterung ergeben sich durch Homogenisierung der Gesamtleistung D:
Nutzung_Mobilität.
TRANSAKTIONSZERLEGUNG:
D: Mobilität
V: Buchung_Mobilität
Vseq: Anfrage
Vseq: individuelles Angebot
Vseq: Buchung
Vseq: Buchungsbestätigung
D: Nutzung_Mobilität
Dseq: Mobilitätsleistung
Dseq: Bereitstellung e-Car
V: Anforderung e-Car
D: e-Car
Dseq: Rückgabe e-Car
Dseq: Mobilitätskommunikation
D: Informationsleistung
D: Erweiterungsleistung
V: Erweiterungsvereinbarung
V: Erweiterungsangebot
V: Erweiterungsbuchung
D: Erweiterung
Dseq: Mobilitätsabrechnung
V: Rechnung
D: Zahlung
OBJEKTZERLEGUNG:
Mobility Provision
Vertrieb
Buchungsdurchführung
Auftragsverwaltung
Verwaltungsdienst
Kommunikationsdienst
S: Kommunikationsanweisung
S: Anweisung_Information
S: Anweisung_Angebot
K: Meldung_Angebot
Finanzwesen
D: Zahlungsabwicklung
V: Forderung
D: Zahlungsmeldung
Vertriebskanal
D: Buchungsabwicklung
V: Buchungsauftrag
D: Buchungsdokumentation
Mobilitätsleistung
Flottenlenkung
Flottenbereitstellung
S: Anweisung_Bereitstellung
K: Rückmeldung_Bereitstellung
D: Flottenverwaltung
D: Verfügbarkeit
V: Verfügbarkeitsprüfung
D: Verfügbarkeitsliste
D: Vorreservierung
V: Auftrag_Vorreservierung
D: Bestätigung_Vorreservierung
D: Reservierung
V: Auftrag_ Reservierung
D: Bestätigung_Reservierung
D: Fahrtenprotokoll
Abb. A.1: Zerlegungsprotokoll der erweiterten FallstudieMobility Provision
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Geschäftsprozesse bilden die Lösungsverfahren betrieblicher Systeme und 
gleichzeitig die zentralen Artefakte zur Realisierung der unternehmerischen 
Ziele. In Zeiten dynamischer Märkte mit intensivem Wettbewerb gilt es, die 
eigenen Geschäftsprozesse stetig zu hinterfragen und Maßnahmen zu deren 
effizienterer und innovativerer Durchführung abzuleiten. Hier setzt diese ge-
staltungsorientierte Dissertation mit dem geschäftsprozessorientierten Data-
Warehouse-Konzept (gpDWH-Konzept) an. Das zentrale gpDWH-System stellt 
technische Ablaufinformationen zu Prozessen bereit und ermöglicht deren Be-
wertung im Kontext der betrieblichen Leistungserstellung. Ein Geschäftsprozess 
kann damit umfassend aus unterschiedlichen Perspektiven analysiert werden. 
Daraus ableitbare Maßnahmen können vom kurzfristigen steuernden Eingrei-
fen in eine Prozessinstanz bis hin zur mittelfristigen Anpassung der Prozess-
strukturen reichen. Das gpDWH-Konzept ist ein umfassender Lösungsansatz 
mit Referenzarchitektur, DWH-Schema und Entwicklungsmethodik. Über die 
Referenzarchitektur wird sowohl die Architektur des gpDWH-Systems als auch 
dessen Integration mit operativen Systemen beschrieben. Der Herausforderung 
sich stetig verändernder Geschäftsprozesse wird durch das komponentenorien-
tierte Paradigma sowie durch ein generisches DWH-Schema begegnet. Die Ent-
wicklungsmethodik ermöglicht die Anwendung des Konzeptes in betrieblichen 
Szenarien und unterstützt den Entwickler bei der Beherrschung der Komplexität 
operativ-dispositiver Systeme.  Als Grundlage dienen das Semantische Objekt-
modell (SOM) sowie das Semantische Data-Warehouse-Modell (SDWM), wobei 
die Methodik auch losgelöst von diesen Ansätzen anwendbar ist. Zur Demons-
tration der Ergebnisse der Dissertation dient eine durchgehende Fallstudie zur 
Vermietung von Elektrofahrzeugen.
