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Semi-supervised learning improves the performance of supervised machine learning by leveraging
methods from unsupervised learning to extract information not explicitly available in the labels.
Through the design of a system that enables a robot to learn inspection strategies from a human
operator, we present a hybrid semi-supervised system capable of learning interpretable and verifi-
able models from demonstrations. The system induces a controller program by learning from im-
mersive demonstrations using sequential importance sampling. These visual servo controllers are
parametrised by proportional gains and are visually verifiable through observation of the robot’s
position in the environment. Clustering and effective particle size filtering allows the system to dis-
cover goals in the state space. These goals are used to label the original demonstration for end-to-end
learning of behavioural models. The behavioural models are used for autonomous model predictive
control and scrutinised for explanations. We implement causal sensitivity analysis to identify salient
objects and generate counterfactual conditional explanations. These features enable decision making
interpretation and post hoc discovery of the causes of a failure. The proposed system expands on
previous approaches to program synthesis by incorporating repellers in the attribution prior of the
sampling process. We successfully learn the hybrid system from an inspection scenario where an
unmanned ground vehicle has to inspect, in a specific order, different areas of the environment. The
system induces an interpretable computer program of the demonstration that can be synthesised to
produce novel inspection behaviours. Importantly, the robot successfully runs the synthesised pro-
gram on an unseen configuration of the environment while presenting explanations of its autonomous
behaviour.
1 Introduction
In recent years, we have seen robots cross the chasms between laboratory testbeds and field deploy-
ments, increasingly involving operation alongside human co-workers. A particularly useful domain of
application is that of robots that take over human tasks in hazardous environments such as offshore en-
ergy platforms [28]. In contrast to more simple environments, such hazardous environment have a set
of particular requirements for a robotic system to be successfully implemented. For example, to quickly
respond to emergencies or to keep a vital part of the system running when a change in the environment
has occurred. One must be able to rapidly program these robots to solve a range of tasks. One approach
to rapidly reconfiguring robots for new tasks is to enable a human operator to teach the robot, by demon-
strating the task and performing it rather than by explicitly writing programs. This is the approach of
learning from demonstration (LfD). These task reconfigurations can be at the level of low-level motor
commands or they may be at a higher level of abstraction as a combination of low-level tasks. When
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enough demonstration data is available, low-level tasks can be learned through non-linear regression
techniques, like deep learning [8,22]. These learning techniques present consistently higher performance
when compared to other learning approaches [25,61]. A downside is that such techniques have promoted
performance advances at the expense of interpretability and flexibility [21, 58]. Robotic systems trained
with deep learning based LfD may be inscrutable to the typical operator, hence defeating the point of
easy reconfigurability. In this sense, interpretability, flexibility and explainability are desiderata for the
class of autonomous systems that will be deployed in such complex scenarios alongside humans.
To improve flexibility, compositional techniques can be used to divide demonstrations into sub-tasks.
Learning composition of individual motions usually requires a set of primitives that are sequenced to
solve more complex tasks [18, 44]. Usually, these approaches require the primitives to be known before
learning [7]. Approaches that automatically segment a demonstration [26, 34] still have to deal with an
unknown number of segments and task-dependent primitives.
We present a semi-supervised learning system that can induce a program from a demonstration,
synthesise new programs and explain its behaviour. The unsupervised part of the system discovers pro-
portional controllers that satisfy the demonstration. Our system can discover behavioural goals in the
state space. The goals, visiting order and proportional controllers allow us to induce a computer program
that abstracts the demonstration. This abstraction is a complexity reduction of the demonstration as it
allows a user with programming skill to examine the full demonstration at once [40].
Continuing with the semi-supervised paradigm, we use the goals to label and segment the original
demonstration. The newly labelled data is used to train end-to-end low-level behavioural model pre-
dictors. These behavioural models have two main objectives. First, following a hybrid system of high-
and low-level abstractions [36], the behavioural predictions can be used to synthesise new programs that
are verifiable by the robot even in unseen configurations of the environment. Second, using black-box
analysis [58, 62], the behavioural models can explain the actual behaviour based on saliency in the input
state of the end-to-end model and by counterfactual explanations.
As mentioned before, this work builds on an existing probabilistic goal identification and program
induction approach [11]. However, this approach is particularly limited by the assumption that objects
in a given scene are attractors to a robot. The likelihood of a position in an environment being a goal or
target is assumed to be proportional to the saliency of the objects or regions in an image. The present
work addresses this limitation by introducing repellers that allow the system to account for obstacles in
the path of the robot. We extend the system by adding a likelihood term that includes the probability
that a particle belongs to the path over the next steps of the robot. Results show that using this approach,
our system can learn object avoidance behaviours without explicitly defining these as a high-level goal.
As another extension to the original method, we are able to autonomously control the robot to follow a
synthesised program containing behaviours unseen in the demonstrations. We test our system in an oil
rig digital twin [48], where an operator demonstrates an inspection task in an immersive teleoperation
scenario. To summarise, our system can:
• Automatically infer high-level goals in a surveillance task demonstrated by an operator
• Induce a computer program based on the demonstrations
• Automatic demonstration data labelling using unsupervised learning
• Learn behavioural models for predictive control (MPC) and explainability from the automatic
labelled data
• Behaviour prediction, highlighting of prediction sensitive objects and counterfactual queries as
post hoc explanations
Fig. 1(a) shows a diagram of the architecture of the system with all the modules and their interactions.
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(a) System architecture
(b) Husky robot (c) Digital twin (d) On-board camera (e) Demonstration
Figure 1: Image (a) shows the architecture of the system. The green blocks represent activities to record
the operator demonstrations and the object detection model that are inputs to the inference system. The
yellow block represents the module of the system that trains the models, automatically labels the demon-
stration data and performs goal inference. The red blocks are outputs of the system including the explain-
able AI module (XAI), program induction and synthesis, and finally autonomous robot control. Image
(b) shows the Husky robot in the Gazebo simulator. (c) represents the oil rig digital twin [48]. Image
(d) shows the on-board camera used by the operator as a visual signal. (e) is the top-view of the oil rig,
the operator is asked to manoeuvre the robot from one area to the next following the red arrows, starting
on area 1. When the robot reaches area 1 again it reverts the sequence (yellow U-turn arrow). The blue
line is the actual path that the operator followed for one demonstration (showing only the first half in the
image).
2 Related Work
Learning from demonstration (LfD) is a useful paradigm for robot programming [3]. Initial work in this
area focused on direct replication of motions. Since then, the focus has shifted to more general schemes
aimed at producing more robust policies [4]. These approaches include linear dynamical attractor sys-
tems [20], dynamic motion primitives [49], conditionally linear Gaussian models [15, 37] and sparse
online Gaussian processes [12, 27].
Trajectory optimisation approaches have been extended to end-to-end learning with deep neural net-
works [38], resulting in robust task level visuomotor control through guided policy search. End-to-end
learning has facilitated one-shot learning for domain transfer from human video demonstration [70] and
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the use of reinforcement learning for optimised control policies [53, 73].
End-to-end learning shows consistent improvement performance in several areas, but some of its
drawbacks include a lack of interpretability, the significant amount of training data required [51], and the
fact that such models may not easily exhibit features we associate with higher-level conceptual learning
and reasoning [32, 35].
Another obstacle in end-to-end systems is a lack of flexibility. This drawback is especially noticeable
when the goal of a task is modified [36], or when a systematic difference between test and training data
is present [45]. Common means of addressing these challenges are hybrid systems combining high-level
symbolic reasoning with sub-symbolic machine learning systems [11, 36]. In this category of combined
systems, semi-supervised learning is used to extract high-level structures in an unsupervised way and
then use the extracted information to learn low-level representations in a supervised fashion [14].
Semi-supervised learning approaches include self-training methods [6], generative models [1, 64],
and graph- and vector-based methods [5]. The most common objective in semi-supervised learning is to
directly improve the performance of the supervised learning part [24, 39]. The information that can be
extracted in the unsupervised training process is assessed by the increase of the performance in the super-
vised learning counterpart [72]. In this paper, we use semi-supervised learning to synthesise controllers
that generalise to new scenarios (Section 4), and for interpretability and explainability (Section 5).
Definitions for explainability and interpretability still remain as an open question in the context of
machine learning [40]. What an explanation is, or when a system is more interpretable than another
depends on aspects like the complexity of the explanation itself, the capacity of the user to understand
the explanation and the role of the assessing user in the cycle of the system. The method that we propose
includes several levels of explainability and interpretability based on complexity reduction, post hoc
interpretation and decomposability. One way to achieve complexity reduction is to translate full traces
of model predictions so it can be examined by a human in a single pass [50, 69, 74]. In our method, we
use this type of complexity reduction when we translate a demonstration (seen as a sequence of actions
and sensory input) into a functional computer program. Most post hoc interpretations give explanations
of predictions made by models in a black-box setting. Example of this type of explanation are sensitivity
analysis in image classification [56, 63, 68]. We combine object recognition and sensitivity analysis to
highlight the objects that are taken into consideration by the MPC. Decomposability explains the parts of
the system (input data, calculation and parameters) in separated ways making them more intelligibles [42,
59]. In the case of our system, the program induction and MPC are based on the decomposition of the
demonstration as visually grounded goals.
3 Goal Inference and Program Induction
The first objective of our system is to identify high-level goals within a demonstration. In general, goals
can be defined in different spaces of the system either explicitly or implicitly, and are task-dependent.
For example, they could be key positions in an environment, the pose or joint configuration of a robot
arm, continuous application of force, or some unknown reward function [47]. In this work, we consider
a task requiring a robot to inspect an industrial oil rig platform. The robot has to visit pre-defined
areas in the environment in a certain order. For a single demonstration, a user teleoperates a robot to
visit these areas in the required order. The system then searches for goals within this demonstration
trace, identifying visually salient dynamical attractors (or repellers) in the environment. First, using
a probabilistic generative model, the system infers low-level controllers. Then, these controllers are
visually grounded using a perception network to allow generalisation among different demonstrations
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and to distinguish between transient and attractor goals.
The scenario where we test our approach is an immersive teleoperation inspection task in a digital
oil rig twin [48]. In this scenario, an operator drives an unmanned ground vehicle [57] for inspection
of different areas of the platform. The operator inspects four areas in a cyclic order, reversing direction
when it reaches the starting area (Fig. 1(e)). A demonstration trace includes the position of the robot in
the scene, the actions are chosen by the operator (move forward, backwards, rotate to the left, rotate to
the right), and images from top-view and on-board cameras recorded at 10Hz.
3.1 Sequential Importance Sampling with Attribution Prior
To find the goals, we model the demonstration as a switching high-level task comprised of sub-tasks
implemented by low-level controllers. Following [11], we assume that any task can be modelled as a set
of proportional controllers. The state-space includes the horizontal and vertical dimensions on a top-view
image of the full scenario (Fig. 1(e)), and the rotation range in the horizontal plane relative to the robot.
The proportional controllers determine the linear and angular velocities of the robot:
ux = K jp
(
x−x jd
)
, (1)
with j = 1 . . .J denoting a sequence of controllers, x as the actual state, and x jd as the objective state and
gains K jp of controller j.
As part of the controller inference, we model the influence of the objects in the demonstrations.
The operator can guide the robot towards an object that marks the middle of the inspected area, and
also avoid objects when traversing from one area to the next. We ground objects with a visual sensory
network that takes the top-view image of the environment and outputs the predicted position of the
robot depending on the action chosen by the operator. We train a deep convolutional network with data
collected from several demonstrations. The training pairs include the image of the environment as input
and the following 5 relative positions of the robot in intervals of 2s as the output. After training, we apply
causal saliency detection to the image. Saliency detection allows the system to identify what objects are
taken into account by the network to predict future positions of the robot and separates them from other
non-important objects like the background. We use gradient-based sensitivity map to create a filter that
highlights the salient input in the deep neural network position prediction task [62,71]. We use this filter
as the attribution prior Φ for sequential importance sampling. In the prior, we include the Euclidean
distance between xkd and the closest position to the trace in the horizontal plane. We include this distance
to reduce the probability that the system infers an obstacle as an actual goal.
We model the switch of the actual controller j to the next one j+1 as a Bernoulli trial with switch
probability p [11]. When a switch occurs, we sample goals and gains from the prior distribution Φ. If no
switch has occurred, we sample from Gaussian jitter. The generative model is:
k ∼ Bernoulli(p)
x jd(t)∼
{
N (x jd(t−1),Qx) if k = 0
Φ(x) if k = 1
K jp(t)∼N (K jp(t−1),Qkp)
ux ∼N (K jp(x−x jd),R),
where for the sampling process, we define Qx and Qkp as transition uncertainty terms and R as the
controller noise.
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Algorithm 1 describes the sequential importance sampling re-sampling procedure used to infer the
controller gains for a trace of T states. Parameter p models the probability of the robot switching to a
new controller. For each step of the demonstration, the algorithm samples N particles and evaluates the
likelihood of the controller to satisfy the objective x jd from the actual state x. This evaluation is made
in two steps. First, for pN particles, where p represents the probability that the algorithm continues
with the same controller to complete the task. The new particle is sampled from the previous time step
particle adding Gaussian jitter. Second, for (1− p)N particles, the system samples new particles from
the attribution prior Φ.
Algorithm 1 Sequential importance sampling with attribution prior
Initialise N particles
for t = 0 to T do
for k = 0 to pN do
Sample xkd(t)∼N (xkd(t−1),Qx)
Sample Kkp(t)∼N (Kkp(t−1),Qkp)
Evaluate Lk =N (K jp(x−x jd),R)
end for
for k = pN to N do
Sample xkd(t)∼Φ(x)
Sample Kkp(t)∼N (Kkp(t−1),Qkp)
Evaluate Lk =N (K jp(x−x jd),R)
end for
Draw N samples: xkd ,K
k
p ∼ Lk
end for
As mentioned before, Φ is used as prior in the re-sampling process. An additional benefit of the use
of the prior is to reduce the sampling space. We define the likelihood Lka as the probability of a particle to
be a salient point in a deep neural network model trained to predict the future positions of the robot from
an overhead camera. We train the neural network as an end-to-end model I(x(t)), with convolutional and
fully-connected layers. We extend the sampling process to re-sample based on an additional attribution
likelihood. This new likelihood Lkb is based on the minimum inverse distance of the particle to the path
of the robot, so as to favour particles that are closer to the path taken by the robot. Finally, the attribution
prior likelihoods are:
Lka(x
k
e) =
∂ I(x(t))
∂ I(xke)
, (2)
Lkb(x
k
d) = mint≤q≤T
‖ x(q)−xkd ‖−1, (3)
where xke is the position of the particle in the input image, and xkd is the position of the particle in the
scene. Note that for the calculation of Lkd we only use the horizontal and vertical dimensions of the
vector, and do not consider the rotation of the robot. Algorithm 2 shows the re-sampling rules.
After inference over all the steps T , the result is a distribution over possible controllers for each time
step. Using the effective particle size [31],
Neff =
1
∑Nk=0(Lk)2
(4)
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Algorithm 2 Extended re-sampling from attribution prior
Draw k = 1 . . .Np samples: xkd ∼ [x(t), . . . ,x(t+M)]
Evaluate attribution likelihood: Lka(xkd)
Draw k = 1 . . .Np samples: xkd ∼ Lka
Evaluate attribution likelihood: Lkb(x
k
d)
Draw k = 1 . . .Np samples: xkd ∼ Lkb
(a) Controllers (b) No obstacles (c) With obstacles
Figure 2: The colour blocks on (a) represent the sequence of inferred controllers. Each controller is
associated with a cluster of visiting goals (red dots) by hand-coding each cluster with numbered colour
boxes. The white dots represent transit goals. The extracted sequence of goals labelled by area is
[1,2,3,4,1,4,3,2,1] (repeated once) that correspond to the original demonstration. Image (b) is the
scenario of a demonstration without obstacles, and (c) with them. The extracted sequence of goals is the
same for visiting goals for both demonstrations. We set the constants values for the sampling process at
Qx =Qkp = R= 0.01 and p = 0.5.
we can isolate a sequence of controllers that constitute the demonstration. The idea behind effective
particle size is that, on one hand, when the demonstration is switching to a new goal, the majority
of particles will have a low probability mass. The low probability of the particles is represented by
low effective particle size. On the other hand, when only a single controller accumulates most of the
probability mass, the effective particle size will be greatest, and will have established a clear controller
goal and gains. Using a peak detector over the effective particle sizes for all the time steps of the
demonstration, we can identify the switching of controllers with their associated goal. We identify a
sequence of controllers by maximum a-posteriori controller selection at each of the peaks. Using a K-
means algorithm with elbow criterion for the number of clusters, the controllers are grouped to produce
a symbolic behavioural trace of the demonstration. We asked the operator to run two full-cycles of
the demonstration starting in area 1, following a clock-wise visit of the other corners, and inverting the
direction once reached area 1 again (Fig. 1(e)). Figure 2 shows as circles the maximum a-posteriori
controllers that the system identified. White circles represent low-saliency goals. We term these goals
transit goals. The red circle identify high-saliency points clustered as visiting goals. The visiting goals
properly delimit the primitives that define the demonstration and the visiting order.
Once the goals are identified, we induce a program that represents an abstraction of the demonstration
(Listing 1). To simplify the program, we search for repetition of sub-sequences (loops) and palindromes.
A robot operator (with programming skills) can use this program to examine the demonstration.
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1 def program ():
2 execute (1)
3 for j in range (2): # Demonstration loop
4 controller_list = [2,3,4,1]
5 count = 0
6 for k in range(len(controller_list)*2-1): # Palindromic sequence
7 execute(controller_list[count])
8 if k >= len(controller_list) -1:
9 count = count -1
10 else:
11 count = count+1
12 execute (1)
13 return
Listing 1: Induced program from demonstration. The execute(g) command is a call to a controller
that drives the robot to the g goal.
Fig. 3 presents results for three extended demonstrations. In the first scenario (a), we ask the operator
to visit all the corners of the scenario while keeping the robot on the left lane. After arriving back to the
first corner, turn back and return following the same instructions. For the second demonstration (b),
the operator has to visit the adjacent corners and return, then visit the opposite corner (using the two
available paths) and return. For the third demonstration (c), we ask the operator to visit the opposite
corner, return, and visit it again using a different path. This behaviour has to be repeated at least once.
Top-left image in Fig. 3(a) shows the demonstration path (time from light- to dark-blue colour). The top-
right image shows the visiting and transit goals inferred by our system (red and white dots respectively).
The bottom images depict the sequence of the goals that are used to infer the program and the blue lines
the linear controller that satisfy the transit from one goal to the next. The controllers are clustered and
sequenced to build the final program that represents the demonstration. We include the programs for
these scenarios in Appendix A. For scenarios (a) (App. 3) the induced program can not be simplified and
is presented as a list of controllers. For scenario (b) (App. 4) two palindromes are found (where the robot
turns back) and translated into an iterative loop in the program. For scenario (c) (App. 5), the system
finds the repetition of the sequence and the palindromes where the robot turns back, adding one level of
nested loops. We argue that these programs require a lower extraneous cognitive load (amount of effort
placed on the working memory during a task caused by the way the task is presented to the user [2, 65])
for an expert user to understand the demonstration. The program can be examined directly compared to
waiting for the demonstration to be executed. Also, the goals are automatically detected by the system
rather than by the user. Other ways of quantifying the readability a program are based on the human
perception of the quality of the program itself [9,10]. The quality of the program can be measured by its
size, cyclomatic complexity, inter-procedural nesting or abtraction complexity, among others. That type
of measure is out of the scope of this work as we are not focused on finding the most readable program,
but a suitable translation from a demonstration to a program. In the next section, we show the usefulness
of the program abstraction for synthesising new behaviour and for robotic control.
The next section describes how to synthesise new programs and how to run them autonomously on
the robot.
4 Program Synthesis and Autonomous Control
In the previous section, we showed how we inferred goals from a single demonstration. The method also
infers proportional controllers that satisfy the demonstration. For robotic control purposes, we would like
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(a) Keep on the left side. (b) Incremental navigation.
(c) Arrive to the other side and return.
Figure 3: Extended surveillance scenarios. For all of them, we show the recorded position of the
tele-operated demonstration (top-left images), the inferred visiting and transit goals (red and white dots
in the purple-background top-right image). At the bottom of each scenario the sequence of controllers
(presented in multiple images). Inferred programs in Appendix A.
to play the controllers back to the robot and have the demonstration autonomously repeated. This type of
automation is a core part of learning from demonstration. One of the advantages of the program induction
is that such representation of the demonstration allows implementing changes to generalise to new tasks.
For example, new visiting orders of the goal areas, and the ease of adding loops and conditional control
flow without losing generalisation. Another advantage is that the demonstration (autonomous behaviour
in this case) remains interpretable goal-wise.
In practice, if the robot follows the proportional controllers, generalisation to new configurations
of the environment is limited (although generalisation made by modifying the program remains). The
visiting-goals controllers do not account for obstacles. Thus, those controllers are unable to generalise to
new obstacle positions. Even if we include the transit goal controllers, the generalisation remains bound
to the degree of modification of the environment. In order to address this, we use the inferred goals to
label the data points of the demonstration. With the labelled data, we can train behavioural models that
predict the next step position of the robot for each controller. Then, we can use MPC techniques [13] so
the robot can autonomously repeat the behaviour. This method has the advantage that visiting goals are
invariant between demonstrations of the same task with different obstacles configuration. In the example
of Fig. 2, the robot moves from the goal in area 2 to the goal in area 3. As the position of the goals is
known, we can label the demonstration trace from the moment that the robot has arrived at the initial goal
in area 2 until it reaches the goal in area 3. Note that training a network to predict the future position of
the robot without labels, i.e. training several demonstrations with full traces, will result in the inability of
the system to learn a meaningful representation when the behaviour is not distinguishable from another.
For example, in two different demonstrations, the robot might traverse the same hall but taking a different
route after reaching a corner. Our system would be able to separate these two behaviours with different
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labels. Without extra information, it not possible to separate these behaviour (same input, different
output) with this type or architecture. Other approaches of unsupervised learning have been proposed
to tackle this problem [46], using Gaussian mixture models fit using expectation maximisation [19] and
variational approaches for switching state space models [23].
We captured a set of demonstrations with the same inspection goal but with different obstacle con-
figurations, including one scene without obstacles. Figure 2 shows two demonstrations, one with and
another without obstacles. The system infers the same visiting goals but different transit goals. We use
the high-level visiting goals to label the data points within the demonstrations. To account only for ob-
stacles close to the robot, we reduce the top-view of the scene to a 100x100 pixels images centred on the
robot. This reduction increases generalisation as now the behaviour is only locally based and does not
depend on the configuration of the whole scene. As input to the network, we include the horizontal and
vertical linear velocities and the rotation velocity over the horizontal axis of the robot. The output vector
yi ∈ R10 includes the position of the robot after 10, 20, 30, and 50 steps (with the simulation step size of
0.1s). We trained one network for each label, for a set of 5 demonstrations with∼11,000 data pairs. Note
that a high number of data points is required for the training of the deep models, but a program can be
induced from a single demonstration as shown in Section 3. The network included three convolutional
layers with 3 kernels each with sizes of (7,7),(5,5) and (3,3) with RELU activation. These layers allow
the network to extract features from the images. After the feature layer we concatenate it with the pose
of the robot trough a dense layer with a linear activation function (Fig. 4).
Figure 4: Diagram of the convolutional and dense layers neural network for future pose prediction.
Images used as input are a close-up view of the top-view camera with the robot in the centre. The network
includes three convolutional layers with a dropout rate of 0.5. The pose information is concatenated to a
dense layer output after the last convolution layer. The final output of the network is a fully-connected
layer with a linear activation function. We trained a different network for each label, feeding it with data
from 5 different demonstrations.
Now, We can use each model to control the robot. The model prediction based controller will calcu-
late a future position of the robot and an internal realisation of a PID controller will drive the robot to the
target position. This process is repeated until the goal is reached and the next controller is invoked.
With this set of controllers (one for each model), we can synthesis new programs for behaviours not
seen in the demonstration. Listing 2 shows a synthesised program (based on List. 1) where the robot has
to arrive from goal 1 to goal 3 traversing goal 2, and then reverse to return to goal 1. This sequence can
be extended with the use of conditionals and flow control. Line 2 of the program includes a loop cycle
that will repeat the sequence 3 times. Line 5 includes a conditional where at arrival to goal number 3,
the system checks if enough time has passed to decide if continuing with the original sequence or call a
controller that will drive the robot to goal number 4 and exit the cycle. Fig. 5 shows the diagram of the
synthesised program and a run of the program on the robot.
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1 TIME_THRESHOLD = 500
2 for _ in range(1, 3): # repeat sequence 3 times
3 controller(label=’goal1_to_goal2 ’)
4 controller(label=’goal2_to_goal3 ’)
5 if timer () > TIME_THRESHOLD: # check timer
6 controller(label=’goal3_to_goal4 ’)
7 break # exit loop
8 controller(label=’goal3_to_goal2 ’)
9 controller(label=’goal2_to_goal1 ’)
Listing 2: The synthesised program, including loop and conditional control flow. The sequence
of goals (1,2,3,2,1) is repeated 3 times. A timer is checked if the robot has taken more than a
set threshold to reach the third goal. The sequence, cycle and conditionals are not present in any
demonstration, but they can be added to the synthesised program and played back by the robot.
Fig. 5 shows one loop of the sequence without triggering the conditional.
Even with the possibility to synthesise a more complex program, there are some restrictions to this
process. For example, the use of any controller assumes that the actual position of the robot was part of
the training of the model. Using a controller outside of its training domain generates undefined behaviour.
For the same reason, switching from one controller to a subsequent one can only be synthesised if such
switch happened in the demonstration. For example, a controller that drives the robot from goal 2 to goal
1 can only be called if the previous controller finished in goal 2. Even including these restrictions, there
are enough combinations to synthesise complex behaviour from a set of few demonstrations.
We build on similar earlier work presented in [11]. In that work, the execution of a same sequence
or synthesised plan was restricted to scenarios where all goals were attractors. Here, we also take into
account obstacle avoidance, i.e., repellers. In our present approach, we have shown how the labelling
of the demonstrations and the addition of repellers helps to improve generalisation. Our system is able
to train a model with data from different demonstrations. This data represents the same goal (and initial
condition) of a subset of the trace, but is executed in different ways and in different scenarios. The MPC
scheme takes advantage of these labelling as it can execute in scenarios that are a combination of the ones
seen in the demonstrations. Also, the generalisation power of convolutional neural networks improves
the complexity of the scenario where the system can run autonomously.
4.1 Learning from Demonstration Comparison
We compare our LfD implementation to [11] as a baseline under the same scenarios. In the baseline, the
authors fit a sequence of controllers using sequential importance sampling under a generative switching
proportional controller task model. Compared to our system, the goal inference of the baseline does
not take into account the distance to the future position of the robot or the saliency of the objects to
discriminate between transition and visited goals. Figs. 6(a) and 6(b) show the goals inferred by the
baseline system in the scenarios with and without obstacles. The same demonstrations have been used
by our system to infer demonstration goals (see Fig. 2). In the scenario without obstacles (Fig. 6(a)), there
are goals (yellow dots) outside the path of the robot and also goals over walls. The inferred goals in the
scenario with obstacles (Fig. 6(b)) suffers from the same problem, i.e. goals outside a demonstrated path
and over objects that have not been visited. When compared to our results, we can see that the inferred
goals are closer to the demonstrated paths and are separated between visited (red dots) and transit ones
(yellow dots). Our system takes into account the distance between the proposed controllers and the real
path of the robot to produce more representative goals of the demonstration. Also, after inference, we
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Figure 5: The image on the left depicts the synthesised program from Listing 2. The green arrows are
part of the main sequence starting from 1. The yellow arrow represents the conditional path. The red
boxes are the areas where the goals are located. The right image shows the synthesised program played
back by the robot. The yellow dots are the predicted positions of the robots followed by the MPC. The
red dots are the actual position of the robot. The image only shows the trace until line 8 of the code is
reached for the first time. In this case, the conditional is not triggered. The remaining repetitions are
omitted for clarity.
(a) Baseline (b) Baseline (c) Runs (d) Runs (e) Unseen scenario
Figure 6: Images (a) and (b) show the goals (yellow circles) inferred by the baseline. Images (c) and
(d) are runs of autonomous control using the baseline proportional controllers (yellow dots) and our
MPC approach (red dots). Image (e) shows the two runs on a scenario where both systems inferred
the goals, but the demonstration data was not used to train the behavioural models (only the previous
demonstrations). This shows the generalisation capacity of our approach. The baseline system fails to
infer goals that are suitable for autonomous control.
include visual grounding of the goals to differentiate between goal types.
We compare the behaviour of the robot under autonomous control. For the baselines, we use the
inferred controllers to autonomously drive the robot through the scenario. In our approach, we use the
behavioural models learned from the semi-supervised training (Section 4). Figs. 6(c) and 6(d) show the
runs by the baseline in yellow, and in red by our system. The baseline follows direct lines between the
goals even deviating from the original demonstrations. Also, the baseline is unable to complete a full
cycle as the controllers drive the robot to goals that are in the same position as obstacles or walls. To
show the generalisation capacity of our approach, we run both approaches in a scenario where goals
have been inferred but it has not been used to train the behavioural models. In this case, the behavioural
models were trained with demonstration data from previous scenarios. Fig. 6(d) shows that the robot can
finish a cycle with our MPC approach (red dots), while the baseline is unable to react to obstacle so the
robot fails to arrive at the goal destination.
S. C. Smith & S. Ramamoorthy 93
5 Explanations from Demonstration
In Section 3, we showed how to extract high-level goals and induce a program from a demonstration.
These results already act as an interpretation of the demonstrations. The system abstracts dynamical
attractors, modularises and translates the behavioural trace to a language understandable by an operator.
An external observer can check the sequence of the demonstration by scrutinising only a few lines of
codes instead of observing the full demonstration. Another advantage is that the induced program allows
operators to track the inspection process. During the running of the program or by a repetition of the
demonstration, the system is capable to establish the actual stage of the inspection, indicating origin and
destination goal.
5.1 Causal Analysis
We complement the explanations with black-box analysis [58] of the input in the prediction model I(x).
Using causal sensitivity analysis [30] and object classification, we are able to identify the objects that
most influence the predictions. In this case, the predictions of future position and rotation of the robot
have been learned by the model following the demonstration. For autonomous control (Section 4), this
analysis is a direct explanation of the behaviour of the robot. In the case of teleoperation of the robot,
this analysis is an educated guess of the objects that influenced the actions chosen by the operator. This
post hoc analysis is helpful when there is no access to query the operator directly, but there is access to a
recording of the demonstration.
For sensitivity analysis, we modify the input image of a single prediction with a black patch of the
same size of the robot in the local top-view camera. We apply a single patch with a stride of half the
size of the patch until covering the whole image. For each placement of the patch, we use the Euclidean
distance between the initial prediction and the prediction made with the modified image, as the pose
prediction are in Euclidean space. After applying the patch in all the positions, we build a normalised
saliency heat map (Fig. 7(a)). In the filter, white colour represents blobs of salient pixels. Then, we
detect objects in the image (Fig. 7(b)) and filter these with a binary decision based on the saliency in
the heat map. We tried several values for the threshold for the binary decision. Among those values, a
threshold of 0.8 yielded the best results, in our dataset, to include salient object-based in the size of the
white blobs in the heat map (Fig. 7(c)). A lower value for the threshold would add blobs that do not
correspond to object, and a higher value would discard all objects as salient. At the next step, we apply
a second filter to only represent objects appearing on the on-board camera (Figs. 7(d) and 7(e)). This
filter relates to the actual image that the operator perceives in an immersive demonstration. In the virtual
environment of the digital twin setup, for practical reasons we assume access to the actual position of the
object. However, the system can use widely available computer vision techniques for object detection
like supervised learning with convolutional neural networks and 3D SLAM [33, 52]. This is the case
for real application including robots deployed in industrial environments. Our approach is modular so
implementations like [41,54,55] can be used when there is no direct access to the position of the objects.
The result of the causal analysis (Fig. 7(e)) shows both a prediction of the most likely future be-
haviour of the robot (yellow dots) and the objects that the controller used to decide the next action (white
squares). With this information, the user can have a better understanding of teleological and failed be-
haviour. This information is useful for designing new environments and new tasks that can be both
automatised or human-operated. Also, these analyses can give lights to understand why an undesired
action was taken by the robot and in case of failure, reduce the space of possible causes.
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(a) Heat map (b) Detected objects (c) Filtered objects (d) On-board camera (e) Explanation
Figure 7: (a) heat map of image saliency for a model prediction. (b) all objects in the vicinity of the
robot. (c) objects filtered by the heat map. (d) on-board camera. (e) final result of applying the filters,
including filtering objects that only appear on the on-board camera and the prediction of future position
of the robot. The detection of salient objects is an explanation of the objects taken into consideration by
either the operator while controlling the robot or by the models while in autonomous control.
5.2 Counterfactuals Explanation
A counterfactual explanation describes the results of hypothetical cases compared to real ones. These
characteristics can be a key component for reliability in an autonomous system. Counterfactuals can be
used to test the limits of the system. For example, they could be used to find the smallest change to
the input of a neural network that changes the classification outcome [67]. In our system, the predictive
model can be used for counterfactual causal inference. This inference can help an operator to check the
consistency of the system under different scenarios before deployment. For example, in the inspection
scenario, the operator can test how sensitive the system is to changes in the position of obstacles. Coun-
terfactuals can also be used to check how the scenario can be modified and still solve the original task.
For the inspection task, if the robot fails to arrive at the desired area, the operator can modify the input
to the system searching for a configuration that would have allowed the robot to reach the goal.
To test our system, we trained the behavioural model with extra demonstrations where obstacles
block the passage of the robot. In these cases, the teleoperator has to find new routes or cancel the
operation. In [66, 67], the authors minimise a distance function between the actual state and a modified
one. To find the minimum, the authors use exhaustive search over the state space, using high-level
features for dimensionality reduction. In our approach, we ask an operator to modify the input image
at the pixel level. The modifications include adding and removing objects, and change the position
of existing objects. The operator can assess each new configuration and compare the results from the
model. Fig. 8(a) shows a failed attempt to advance from left to right as a green barrier is obstructing
the passage. During demonstration time, the operator consistently took a U-turn when faced with this
obstacle configuration. The model learned this behaviour and correctly predicts the future position of
the robot resembling the demonstrations. Now, the operator has the chance to explore a new obstacle
configuration by modifying the input image. With each new configuration, the model predicts future
positions. For example, in the first modification presented on Fig. 8(b) the barrier has been removed and
the behaviour prediction indicates that the robot can continue moving to the left. The other images in
Fig. 8(b) show different obstacles placed in front of the robot with their corresponding predictions. All
these predictions happen at the model level by modification of the image and do not require changes in
the actual environment. This feature is useful when the modification of the environment requires a large
effort, for example, in real-life scenarios where moving the obstacles would require human intervention.
In these cases, more complex techniques than direct pixel modification are available, e.g. region filling or
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(a) Original behaviour (b) Modifications of the original scenario by removing or adding objects.
Figure 8: (a) shows the prediction (yellow dots) of the positions for the robot when a green barrier
is in front of it. (b) modifications to the original image by removing the barrier or adding new objects
in different positions. The new predictions allow the operator to: i) causally infer that the barrier is
responsible for the original behaviour, and ii) find a solution for the robot to continue to the goal.
object removal [16,17]. These techniques can be incorporated into the system to obtain the counterfactual
conditionals when a top-view camera with a consistent background is not available.
6 Conclusion
We presented a system for program induction and explainability in learning from demonstration set-
tings in a surveillance scenario with access to proprioceptive and onboard sensor signals. Our approach
follows [11], extending it by adding dynamical repellers for obstacles, and a new controller learning pro-
cess that allows us to synthesise new (obstacle aware) programs that can be successfully run by a robot
without external intervention in the presented digital twin scenario.
We have presented a semi-supervised system that abstract goals and proportional controllers from an
immersive teleoperated demonstration of an inspection scenario. With this information extracted from
the demonstrations, we have been able to induce a program that represents the original demonstration in
a programming language for an industrial inspection task.
From the induced program, we were able to extend the demonstrations to new tasks. We showed how
new programs can be synthesised and autonomously run on the robots. In a semi-supervised approach,
we use the inferred goals within the trace to label the demonstration. This labelling allowed us to train
end-to-end models that are used for model predictive control. With the synthesis of programs and the
generalisation ability of the deep neural network models, we presented a subset of new programs that
where applied to unseen environment. This generalisation has the potential to spawn a wide range of
new behaviours and complex tasks from a reduced set of demonstrations.
Also, we presented two approaches on how to use the trained models to explain the demonstrations
and autonomous behaviour. These explainable features add post hoc explanations for black-box models,
complexity reduction and decomposition of the demonstration. Through the exploitation of the low-level
end-to-end models, we have been able to build a more informative system that makes explicit the salient
objects and present behavioural counterfactuals.
Our approach used position on the plane as prior for goals. This approach can be generalised to other
domains, e.g. 3D spaces or joint angle manipulator control. A task like tower assembly with joint angles
as state-space [11] can be extended to include obstacles with our approach. In general, if the goals can
be satisfied by proportional controllers then this method can be applied. For more complex behaviour,
techniques like Dynamic Movement Primitives [60] can be implemented.
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A Inferred programs for extended scenarios
Programs for the extended scenarios presented in Fig. 3. The command execute(goal label) calls the
controller to arrive from the previous goal to the one defined as parameter. If there is no previous goal,
the origin is assumed. Goal number correspond to position as presented in Fig. 2(b). The labels with
cardinal direction (1W, 1E, 2N, 2S, 3W, 3E, 4N and 4S) represent the goals in the middle of the halls.
1 def program ():
2 execute (1)
3 execute (1W)
4 execute (2)
5 execute (2N)
6 execute (3)
7 execute (3E)
8 execute (4)
9 execute (4S)
10 execute (1)
11 execute (4N)
12 execute (4)
13 execute (3W)
14 execute (3)
15 execute (2S)
16 execute (2)
17 execute (1E)
18 execute (1)
19 return
Listing 3: Extended scenario (a).
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1 def program ():
2 controller_list = [1,2]
3 count = 0
4 for k in range(len(controller_list)*2-1):
5 execute(controller_list[count])
6 if k >= len(controller_list) -1:
7 count = count -1
8 else:
9 count = count +1
10 controller_list = [4,1,2,3]
11 count = 0
12 for k in range(len(controller_list)*2-1):
13 execute(controller_list[count])
14 if k >= len(controller_list) -1:
15 count = count -1
16 else:
17 count = count +1
18 execute (3)
19 execute (4)
20 execute (1)
21 return
Listing 4: Extended scenario (b).
1 def program ():
2 for j in range (2):
3 controller_list = [1,2,3]
4 count = 0
5 for k in range(len(controller_list)*2-1):
6 execute(controller_list[count])
7 if k >= len(controller_list) -1:
8 count = count -1
9 else:
10 count = count+1
11 controller_list = [4,3]
12 count = 0
13 for k in range(len(controller_list)*2-1):
14 execute(controller_list[count])
15 if k >= len(controller_list) -1:
16 count = count -1
17 else:
18 count = count+1
19 execute (1)
20 return
Listing 5: Extended scenario (c).
