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Abstract 
Eige~value assignment methods are used widely in the design of control and state-es- 
timation systems. The corresponding eigenvectors can be selected to ensure robustness. 
For specific applications, eigenstructure assignment can also be applied to achieve more 
general performance criteria. In this paper a new output feedback design approach 
using robust eigenstructure assignment to achieve prescribed mode input and output 
coupling is described. A minimisation technique is developed to improve both the mode 
coupling and the robustness of the system, whilst allowing the precision of the eigenval- 
ue placement to be relaxed. An application to the design of an automatic flight control 
system is demonstrated. 0 1998 Elsevier Science Inc. All rights reserved. 
Kc~wvrds: Control systems; Output feedback; Robust eigenstructure assignment; Modal coupling 
1. Introduction 
The inverse problem of eigenvalue (or pole) assignment by output feedback 
arises frequently in control system design. Robustness of the design can be en- 
sured by assigning the eigenvectors (or modal vectors), as well as the eigenval- 
ues, of the system [ 1,2]. For specific applications, eigenstructure assignment can 
be used to achieve more general performance criteria [3]. In the design of air- 
craft guidance and control systems, prescribed mode input and mode output 
coupling is a major objective. Current techniques for achieving the desired 
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coupling do not, however, ensure the robustness of the system and, although 
exact mode output coupling can be partially attained, the mode input coupling 
may be unsatisfactory [4,5]. 
A new design approach is developed in this paper, which exploits fully the 
degrees of freedom in the system in order to improve both mode input/output 
coupling and robustness, whilst allowing the precision of the eigenvalue place- 
ment to be relaxed. The corresponding nonlinear eigenstructure assignment 
problem is shown to be equivalent to a linear least-squares problem that can 
be solved directly by standard techniques. The application of this procedure 
to an aircraft design problem is described. In Section 2 notation is introduced 
and the mathematical problem is stated. Current methods for treating the 
problem are reviewed in Section 3. The new algorithm is established in Sec- 
tion 4 and its application is illustrated in Section 5. Section 6 concludes with 
a summary of the results. 
2. Statement of the 
We consider the 
k=Ax$Bu. 
problem 
linear time-invariant system governed by the equations 
y = cx. (1) 
where x E KY’, u E KY’, y E [w” are the state, input and output variables, respec- 
tively. Matrices A, B, C are assumed constant with B and C of full rank. 
In practice we are concerned with nonlineclr systems. The governing equa- 
tions (1) for the nonlinear problem are obtained by linearization about a stea- 
dy-state or equilibrium condition, and the system variables x, u, y then denote 
displacements from the equilibrium. 
The output response of the system (1) can be written as 
y(t) = Cx(t) = e(Cv,)e’8’wTx” + ~(Cv,)(wrB)~e’;l’-‘)u(s)ds. 
!=I !=I 0 
(2) 
where E.; are the eigenvalues and vi. w: are the corresponding right and left 
eigenvectors of A, respectively. We write V = [VI i. . , v,], WT = [WI, , w,,lT 
and assume that VP’ = WT, where the columns of V are normalised to unit 
length. 
From Eq. (2) it is seen that the response of the system depends on: 
?? the eigenvalues, which determine the decuylgrowth rate of the response; 
?? the eigenvectors, which determine the shape of the response; 
?? the initial condition of the system, which determines the degree to which 
each mode participates in the free response. 
We note that the vector (Cvi) in Eq. (2) determines the outputs participating in 
the response of each mode and the vector (wTB) determines those state vari- 
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ables in each mode that are affected by each input. These vectors are defined (as 
in [5]), to be the mode output coupling vectors and the mode input coupling vec- 
tors, respectively. 
The interactions between the outputs and inputs of the system are dependent 
upon the mode coupling vectors and can be determined directly from the ma- 
trices CV and WTB. Specifically, since the ith mode of the system is excited by 
the jth input in proportion to the element ( WTB),,j and the kth output depends 
on the ith mode in proportion to the element (CV),,;, then the jth input ui and 
the kth output _vk are completely decoupled if and only if the mode coupling 
vectors of the system are such that 
~(cTV)~,,( WTB)i,j = 0. 
I=1 
It is immediately apparent that it is not possible to specify all of the mode 
output and input coupling vectors independently because of the relationship 
V-’ = WT. In practice, only the mode coupling vectors associated with a subset 
of the eigenvalues may be of significance in the design process. We denote 
Go = CV,, G, = yTB, 
where the columns of V, = [vi,. , v,] and Wl’ = [w,, . . ( w,]’ correspond, re- 
spectively, to the right and left eigenvectors associated with a specified subset 
L, = (2,. . . . ( iy} of the eigenvalues of the system. The aim of the design pro- 
cess is to achieve the desired mode output and mode input coupling of the sys- 
tem, as defined by the matrices GO and G,, respectively, by assigning the 
eigenstructure of the system appropriately. 
The following example illustrates the interactions between the modes and 
the inputs/outputs for a specific choice of Go and Gi . 
Example 2.1. We consider a system of dimensions n = 7, m = 2, p = 4; the 
desired q = p = 4 mode input and output coupling vectors are: 
G, = W,TB 
GO=CV,= 
Inputs(j) 
1 0 
i 1 A y Modes(i), 0 1 
Modes(i) 
I 0 011 *1 0 *1 0 o* 0 o* I Outputs(k), 
(3) 
(4) 
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where * denotes an arbitrary value. Here the first input excites the first mode 
(since (G,),., = I), which is directly coupled to the first output ((Go),,, = *) 
but does not affect the second output ( (Go)2,, = 0). The second input, however, 
excites the third mode ((Gl)j,2 = I), which does affect the second output 
((Go)23 = *). E xamining all of the elements (GoGI),i shows that the first and 
third outputs are coupled only to the first input, while the second and fourth 
outputs are coupled only to the second input. 
In order to achieve the desired mode output and input coupling, output 
feedback is used to alter the response of the system and to assign the required 
eigenstructure. The feedback takes the form 
u=Ky-r=KCx-r, 
where r is the reference (or demand) vector. The system (1) is transformed by 
the feedback into the closed loop system 
i = (‘4 + BKC)x - Br. (5) 
The design objective is to select the feedback gain matrix K to assign a specified 
set of eigenvalues and corresponding sets of mode output and input coupling 
vectors to the closed loop system matrix (A + BKC). As previously indicated, 
the entire eigenstructure cannot be assigned arbitrarily and only a subset of 
the eigenvalues and eigenvectors may be specified. Robustness of the closed 
loop system is also important, in the sense that the assigned eigenstructure 
needs to be insensitive to perturbations in the system matrices. 
The design problem can be stated as follows: 
Problem 2.2. Given the real triple (A.B. C) and a self-conjugate set of scalars 
L, = {jLi. . , i4}, together with corresponding self-conjugate sets of n-dimen- 
sional mode coupling vectors, Go = [g,, ( . . , g,,], G1 = [g, , , g,,], find a real 
(m x p) matrix K such that L, is a subset of the eigenvalues of the closed loop 
system matrix (A + BKC) with corresponding mode output and input coupling 
vectors, Go and Gi, respectively, and such that the closed loop system is stable 
and some measure of the robustness of the system is minimized. 
It can be shown [2] that the right and left eigenvectors v,, w’ corresponding 
to an assigned eigenvalue /l; of A + BKC must be such that 
V, E 9, E .I juT(A - RJ)]. w, E 3, -_ . i ‘[P;(AT - &I)]: (6) 
respectively, where I ‘(.) denotes right null space, and UT, PI are determined by 
the QR decompositions of B and C, given respectively by 
B=[Uo,U,] ; , 
[ 1 
(7) 
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These conditions are both necessary and sufficient for the existence of a real 
feedback matrix K that assigns a set L, = {A,. . . , A,,} of n prescribed eigenval- 
ues and a corresponding nonsingular matrix of prescribed right eigenvectors 
V = [VI, . . ) v,], where the left eigenvectors are determined by W = 
[w,, , w,] = rT. 
It is evident from this result that for a given set of eigenvalues, it is not pos- 
sible to assign arbitrary eigenvectors to the closed loop system. If the system is 
controllable and observable, it is possible to construct a feedback to assign ex- 
actly p eigenvalues and p corresponding right eigenvectors, (where at most 
min{m,p} components are specified in each eigenvector) [4,5]. Alternatively. 
it is possible to assign a full set of n arbitrarily prescribed eigenvalues and cor- 
responding right eigenvectors approximately and to control the sensitivity of 
the whole eigenstructure so as to ensure the desired accuracy of the eigenvalues 
[2]. In Section 3 we review numerical algorithms for achieving these results. 
and in Section 4 we develop a new approach for assigning both right and left 
eigenvectors to match desired mode output and input coupling vectors as accu- 
rately as possible in a least squares sense. 
3. Eigenstructure assignment methods 
We now review two techniques that are frequently used in practice to treat 
the eigenstructure assignment problem. The first of these exactly assigns a pre- 
scribed set of p eigenvalues and assigns as accurately as possible a correspond- 
ing prescribed set of p right eigenvectors. This approach is commonly used to 
achieve desired output coupling vectors [4,5]. The alternative approach is to as- 
sign a full set of n prescribed eigenvalues approximately. The corresponding 
eigenvectors are selected to ensure the robustness of the closed loop system [2]. 
3.1. Esuct prrrtial assignment for output coupling 
The aim is to assign p prescribed eigenvalues A, and p desired right eigenvec- 
tors vd,, i = 1.. ,p. Each eigenvector must lie in the corresponding subspace 
Y,, given by Eq. (6) and, therefore, an arbitrary vector vd; may not be achiev- 
able. The best achievable vector v,;, in a least squares sense, is given by the pro- 
jection of the desired vector into the required subspace. If the columns of the 
matrix S, give an orthonormal basis for Y’,, then the best achievable (unnor- 
malised) vector can be written as 
v;,, = s,s,+vd,, (8) 
where (.)+ denotes the Moore-Penrose pseudo-inverse. 
We let K = [val,. . , v,,,] be the matrix of achievable eigenvectors and let 
ii, = diag{i.i. . A,,}. It can be shown [4,6] that if V, is of full rank and CV, 
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is invertible, the prescribed eigenvalues and the best achievable eigenvectors are 
assigned exactly by the feedback matrix 
K = 2;‘U,T(hA, -Afl)(CK)-‘. (9) 
where Z, and U0 are determined by the decomposition (7) of B. 
In practice, the mode output coupling vectors, are prescribed, instead of the 
eigenvectors, in order to ensure the desired transient output response of the 
closed loop system. A complete specification of the desired coupling vectors 
is, in general, neither required nor known and the designer is interested only 
in certain elements of each vector. Following the theory in [4] a desired mode 
output coupling vector can be written in the form 
go, = [gOdI,...?*.gOd,,...?*.gOdXIT. 
where godj are designer specified components (usually 0 or 1 which represent 
decoupling and coupling respectively) and * is an unspecified component. 
From Eq. (6), the vector g,, must reside in CY,, where CYi is associated with 
the corresponding eigenvalue i.,. The desired coupling vectors may not lie in the 
required subspace, however, and hence may not be achievable. Instead a ‘best 
possible’ choice is made by projecting the specified part of god into the corre- 
sponding part of C’Yj. We define a permutation matrix, 8, such that 
Pg,, = .acs; = Di 
[ 1 Ni ’ 
where d and n are the vectors of specified and unspecified components, respec- 
tively. The best achievable vector corresponding to a desired vector is then 
g,, = CS,Dl+d. (10) 
This vector is exactly equal to the desired vector god if the number of prescribed 
elements is k < m and the matrix Dj has full rank equal to k. 
From Eq. (10) we can construct the corresponding best achievable eigenvec- 
tor as v,; = S,D+d (since g,, = Cv,,). If the matrix Vi = [v,i, .. . , vail], construct- 
ed from these vectors, is of full rank and CV, is invertible, then the feedback 
matrix K given by Eq. (9) exactly assigns the prescribed eigenvalues and the 
best achievable mode output coupling vectors to the closed loop system (5) 
[6]. General conditions on Go ensuring that CV, is invertible for a given choice 
of L, are difficult to formulate. An approximate result can, however, always be 
achieved by using the Moore-Penrose pseudo-inverse of CK (See Section 4.2.) 
In practical applications it seems that realistic choices of Go and L, lead gener- 
ically to invertible matrices CV,. 
Although this approach allows us to assign some components in the output 
coupling modes exactly, it suffers from a number of disadvantages: 
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?? the unspecified eigenvalues and eigenvectors cannot be controlled and the re- 
sulting closed loop system may display poor behaviour, even becoming un- 
stable; 
?? the robustness of the closed loop system is not guaranteed and the system 
may be highly sensitive to small disturbances, parameter estimations and/ 
or nonlinear effects; 
?? the desired mode input coupling vectors are not generally achieved through 
this procedure and the forced response of the closed loop system to the in- 
puts may be unacceptable. 
An alternative approach is to assign all of the eigenvalues approximately, 
and to select the eigenvectors to ensure robustness. A technique for achieving 
this result is described in Section 3.2. 
3.2. Approximate full assignment for robustness 
The objective is now to assign a full set of n prescribed eigenvalues i., and to 
assign a corresponding set of right eigenvectors v,, i = 1~ . n, such that the 
eigenstructure of the closed loop system is robust, or as insensitive as possible 
to perturbations. In general, an arbitrary set of n eigenvalues cannot be as- 
signed exactly by output feedback, since the corresponding right and left eigen- 
vectors must lie simultaneously in the spaces Yi and Yi, defined by Eq. (6). We 
aim, therefore, to select n right eigenvectors from the subspaces 9, such that 
the distances of the corresponding left eigenvectors from the subspaces .Y! 
are minimised and such that robustness is ensured. It can be shown [2] that 
a feedback matrix can then be constructed so that the eigenvalues of the closed 
loop system are approximately equal to the prescribed values. 
A measure of the robustness of the eigenstructure of the closed loop system 
is given by the Frobenius condition number of the matrix V of its right eigen- 
vectors [7]. If the assigned eigenvectors v, are independent and normalized to 
unit length, then the robustness measure is given by 
(11) 
If the prescribed eigenvalues are distinct and the system (1) is completely con- 
trollable, then the right eigenvectors can be selected to be independent. If mul- 
tiple eigenvalues are to be assigned, then the maximum feasible multiplicity is 
equal to m, the number of inputs. If defective eigenvalues are assigned then the 
system is not robust. If the system (1) is not completely controllable, then, as 
long as the uncontrollable poles are included in the set to be assigned, the cor- 
responding eigenvectors can be reassigned to improve the robustness [l]. 
If w: = eTV.-’ are the left eigenvectors corresponding to the assigned right 
eigenvectors v,, for i = 1,. . . , n, where ej denotes the ith unit vector, and if 
the columns of the matrices 7;, fi give orthonormal bases for the space 5, 
and its complement, respectively, then ]lwJ?tl12 measures the minimum distance 
between w, and the subspace X,. The sum of the squares of the distances is 
written 
(12) 
To determine the required feedback, the right eigenvectors v, comprising V 
are selected from the subspaces 9, to minimize a weighted sum of the robust- 
ness and distance measures. The objective functional is given by 
J = wfJ, + wfJ?, (13) 
where JI and JZ are given by Eqs. (11) and (12), respectively, and o,, i = 1.2, 
are weights to be chosen. The aim is to minimize J over v, E .Y’,, subject to 
I/v,/Iz = 1, for i = 1,. . . : IZ. This problem can be reduced to a least squares prob- 
lem that is solvable by standard techniques [2]. 
The feedback matrix K is then constructed from the solution V to the opti- 
mization problem using the decompositions (7). The feedback is given explic- 
itly by 
K = Z,-‘U,$‘AV-’ - A)PoZ;‘. (14) 
where A = diag{L, . . . . , i,}, and UC,, Z,, P,,, and Z, are determined from the de- 
compositions of B and C, respectively. If the left eigenvectors corresponding to 
V lie in the required subspaces, then Eq. (14) exactly assigns the prescribed 
poles and JZ = 0. If this is not the case, then the feedback K satisfies the equa- 
tion 
(A + BKC)V - VA = -EV, 
where 
E = V(AWT - WTA)P,P; 
(15) 
(16) 
with P, given by Eq. (7). This holds since the right eigenvectors v, are selected 
to lie in the required subspaces Y’, and therefore, for each i = 1,. . ~ n, 
UoU,T(n,Z - A)v, = (I - Ui U:)(aZ - A)v; = (/IiZ - A)V,. 
From the definition of the spaces .T, we also find that 
w;(A;Z - A)P,P; = w;fR, 
for some nonsingular matrix R,, i = 1,. . 1 n, and it follows that 
where the constants r,, i = 1,. . . ,n, are independent of V. From this result it 
can be deduced [2], using the Bauer-Fike Theorem [7], that the minimum dif- 
ference between an eigenvalue of the closed loop system and one of the pre- 
scribed eigenvalues is bounded in terms of the robustness measure and the dis- 
tances between the left eigenvectors of the closed loop system and the 
subspaces 9,. By adjusting the ratio (rjl /(Q~ of the weights in the objective func- 
tional (13) the robustness of the system can be traded off against the accuracy 
of the eigenvalue assignment. (For example, see [I].) 
Although this approach allows all of the eigenvalues of the closed loop sys- 
tem to be controlled and also ensures that the assigned eigenstructure is robust 
to perturbations (within limits defined by the data), the freedom to shape the 
mode output and input coupling is lost. In aircraft control system design this 
is a significant restriction [S]. Ideally we should like to be able both to shape 
the mode coupling vectors and to ensure that the closed loop systc n is robust 
and displays satisfactory, stahl~ behaviour overall. In Section 4, an algorithm is 
established that aims to combine the advantages of the two different approach- 
es currently used in practice. 
4. Algorithm for robust modal coupling 
In general the modal coupling assignment problem, Problem 2.2. cannot bc 
solved exactly. We may assign precisely p output mode coupling vectors corre- 
sponding to p prescribed eigenvalues, as described in Section 3.1, by assigning 
y right eigenvectors to the closed loop system using an appropriate feedback 
matrix K. The required input mode coupling vectors will not generally be at- 
tained. If we relax the constraints on the exact placement of the eigenvalues 
and output mode coupling vectors, however, then there exist additional degrees 
of freedom in the problem that can be exploited in order to assign the rcmain- 
ing n - p eigenvectors of the system. We aim to use these extra degrees of free- 
dom to improve the mode input coupling vectors and to ensure that the closed 
loop system is robust. 
We partition 
v = [h,v,] = [v I..... V,,.V,,il,.... V,>]. 
wT = w.K!]r = [w I..... wp,wpi I..... w,,]‘. 
where we assume WT = V-‘. We select 6 as in Section 3.1 to obtain exactly p 
prescribed output coupling vectors G c1d = CV, with p corresponding (self-conju- 
gate) eigenvalues. We then choose I$ with n - p corresponding (self-conjugate) 
eigenvalues in order to match p prescribed input mode coupling vectors 
Gld = WTB and to ensure robustness of the eigenstructure. Since V, is not al- 
tered by this choice, the original output coupling vectors Go,, = CV, are unaf- 
fected. 
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Unfortunately, we cannot now find a feedback matrix that exactly assigns 
the selected full set of eigenvalues and eigenvectors. If we select the vectors 
in VZ such that the corresponding vectors w,, i = 1, , n lie close to the sub- 
spaces .F; corresponding to the prescribed eigenvalues, then a feedback matrix 
K can be constructed that upproximutely assigns the selected eigenstructure to 
the closed loop system and retains the robustness property. The construction 
follows as in Section 3.2. 
The columns vi> i = p + 1,. . , n, of 6 are selected from the subspaces ,Y,, 
defined in Eq. (6) to minimize a weighted sum of squares of three measures: 
?? the error in the mode input coupling vectors, measured by 
Jo = /]G,d - n;‘B]]; = ]]G,d - [I,,, O]Y+]]f: (18) 
?? the conditioning of the eigenvectors, measured as in Section 3.2 by 
J, = llv-’ yf.; 
?? the distance of the left 
sured by 
Jz = &V-‘~l~;> 
i=l 
eigenvectors from the required subspaces 9, mea- 
which controls the accuracy of the eigenvalue assignment as discussed in Sec- 
tion 3.2. 
The functional to be minimised is given by 
J = [w;JO + o;J, + m;J2]. (19) 
where V = [ 6, 61 and the weights (I$> i = 0, 1,2 are chosen according to the de- 
sign specifications. For given fi, the optimal Vz to minimize J is found by an 
iterative procedure. At each step of the iteration, the aim is to minimize J over 
a column v, E Y,, of V,, subject to ]]v,Jr = 1, where i E {p + 1:. . ,n}. This 
problem is a nonlineur least squares problem. Using a special structure for 
V-’ (see [9]), we can reduce the nonlinear problem to a linear least squares 
problem, which can be solved by highly efficient standard methods. The reduc- 
tion is established in the following subsection. The construction of the feedback 
matrix K is described subsequently. 
4.1. Main results 
The objective is to minimize the functional J with respect to one of the col- 
umns of VC at each step of an iteration process. We consider the case where v,? is 
the vector to be up-dated and assume throughout that p < n. We show then 
that the problem can be reduced to a linear least squares problem. The nonlin- 
ear problem is specified by Problem 4.1. 
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Problem 4.1. Minimize J given by Eq. (19) over v,, E Jf,,, subject to 1]v,,(/? = 1. 
The reduction to the linear problem is shown in three steps. First, the prob- 
lem is expressed in terms of the vector v,, using a QR decomposition. Next the 
functional is rewritten using a lemma from [9] and. finally, a scaling technique 
developed in [l] is used to obtain the linear formulation. 
We denote V- = [v’, . . ~ v,,+‘] and let 
R 
V- = Q 
[ 1 OT ’ 
where Q = [Q’:ql is orthogonal and R is square and invertible. The inverse of 
matrix V can then be written as 
v-’ = [V-.vJ’ = [Ip, ;;;]-‘QT= [;’ -“;I”“‘] [;;I, (20) 
where p = (q’v,,)-’ and M = R-IQ:. We have the following lemma. 
Lemma 4.2. The jimctionuls JO. J’ and Jz, given respectively h.‘, Eqs. (18). I1 1) 
und (12), 
Jo = 
J’ = 
J? = 
cctn he written us: 
IILO + M0pw~~~f, 
ll~d + IlPll: + al, 
II- I 
ClleX, - Mw~)ll~ + Ilpz;flli. 
,=I 
MO = [&.O]M. Lo = Gld - MOB, 
L, = Mt. Z; = qTf% i= 1,2,.. . . 
und 2’ = IIR-‘IIi is constant, independent oj’v,,. 
(2la) 
(21b) 
(21c) 
T 
ZO = qTB, 
Proof. The proof follows directly by substituting Eq. (20) for V ’ into 
Eqs. (1 S), (1 I) and (12) and simplifying. The definition of the Frobenius norm 
is used to expand J’ and the assumption that I/v,(I, = 1 is applied in order to 
write lpl’ = ]~pv,II~. 0 
The next step in the reduction is established using Lemma 4.3. 
Lemma 4.3. (Kautsky and Nichols [9]). For matrices A, B of’qpropriute orders 
und uectors z. w # 0, 
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j/A + BWZTllf = Ilp-‘Az + pBwl/; + 2, (22) 
1vhtJre 
P = llzll2~ ‘2 = ee;lA(I - fi-‘zzr)ATe,. 
I-I 
Proof. See [9]. 0 
Applying Lemma 4.3 then gives Lemma 4.4. 
Lemma 4.4. Thefimctionals Jo and Jz can he ,rritten us: 
Jo = IlIJ”M”pv,, + foil; + a. 
Jz = IlDMpv,, - fll; + IlB,,pv,,II~ + E7. 
uhere 
D = diag{B,, . . p,,_,}. Bi = llzfl12. i=O.l,..., n, 
(234 
(23b) 
f,) = /$;‘Lozo. f = {,f;} = {P;‘eTL,z,, i = 1,. . . ,n - l}, 
und xg and ~2 are constants independent of v,,. 
Proof. Eq. (23a) follows directly by applying Lemma 4.3 to Eq. (21a) and using 
the definition given for PO and fa. Applying Lemma 4.3 to Eq. (21~) gives 
I?- I 
Jz = CleT(/?;‘L ,z, - P,wwJ + l,R,,d + a2. 
1-I 
where /I’, = /lz,J2, i = 1,. . . . n. The sum of squares is then just equal to the 
square of the &norm of the vector f - DMpv,, where f and D are defined in 
the lemma. Finally, the assumption that Ilv,,llz = 1 is used to write 
IB,d = lla,,Pv~l/l;. 0 
We summarize these results in the following Theorem 
Theorem 4.5. The cost jiuzction J, dtlfined by Eq. (19), can he written as 
J =~;(llPoMm~ + foil;) + ~~f(llWwlI; + Ilmll:) 
+ ~ww% - fll: + llB,,Pv,,II;) + u4, (24) 
lchere M = R-’ Qf is determined by the QR decomposition of V_, MO, D, fO, f, PC,, 
[j,, ure as d&ned in Lemmutu 4.2 and 4.4 und ~(4 is u constant, independent ofv,,. 
Proof. The proof follows directly from Lemmata 4.2 and 4.4. ??
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The functional defined in Eq. (24) remains nonlinear due to the term p. To 
reduce J to a linear form, finally, we use the fact that an eigenvector can be ar- 
bitrarily scaled. At the same time we rewrite the constrained minimization 
problem, Problem 4.1, as an unconstrained problem. Theorem 4.6 gives the so- 
lution to Problem 4.1 in terms of the equivalent formulation. 
Theorem 4.6. Tlw solution to Problem 4.1 is @en h!- 
~rhere u minimixs 
j= 
orer u E R”- ’ Here 
ro = wAMd,,h + afo. 
rl = ojlMS,,hl, 
rz = to,S,,h, ~ 
r3 = cqDMS,,h, - rrf, 
rj = wB,,S,,hl 
(26) 
(27) 
and H = [hl, H?] is a Householder matrix such that 
qTS,,H = oe:. (28) 
Proof. Since we require v,? E CY’,,, subject to llvnllz = 1, we may write 
VI, = SA. P -1 = qTv,, = qTS,s,,. 
where the columns of S,, give an orthonormal 
IIs,,llz = 1 must hold. From the definition (28) of 
we then have p-’ = aeTHTs,,. Hence the first 
crH’ps,, is unity and we may write 
= a-‘(h, t Hzu). (29) 
basis for .Y s E R” and II’ J, 
the Householder matrix H. 
component of the vector 
where u E R”-‘. Substituting pv,, = S,,(ps,,) into Eq. (24) and using Eq. (29) 
then gives 
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J =&(lI/k-‘&S,,(h, + Ku) + foil;) + o;(IIK’MS,,(h, +Hzu)ll; 
+ llo+S,,(h, +H2u)II;) + o;(llo-‘DM&(h, -t&u) - f]l; 
+ II&a-‘&(h, +&II;) + ~4. (30) 
Rearranging and combining terms and neglecting the constant term z4 then 
gives the equivalent functional (26). 
The vector v,, = S,,s,, such that liv,,II~ = 1 1s reconstructed from the solution u 
that minimizes J. From Eq. (29) we find that 
which gives the solution (25). 0 
We have thus reduced the nonlinear problem of finding the vector v,, that 
minimizes the functional J to the linear problem of finding the vector u that 
minimizes the functional j. The vectors vi, i = p + 1: . . . ( n - 1, can each be up- 
dated in turn by solving a corresponding linear least squares problem. Since the 
value of the functional is reduced at each step of the iteration, the process is 
convergent. We remark, however, that without any further constraints on 
the solution, the computed columns of fi may not form a self-conjugate set. 
To ensure the self-conjugacy property, if i-i and &+i are prescribed complex 
conjugate eigenvalues, then we update v, by solving the minimization problem 
and let v,_, = ti. The iteration process is not guaranteed to converge in this 
case, but in practice convergence is observed and good results are obtained af- 
ter a small number of iterations. 
If the eigenvalues R,, for i = p + 1,. . . n, are not explicitly prescribed, then 
the same process can be applied, with Y, = I and ST! = I for each i. The rate of 
convergence of the iteration for determining V2 is found to be faster in this case, 
since the constraints on the solution are weaker. Both the matrix K and the un- 
specified eigenvalues then have to be reconstructed, however, subject to the 
constraint that the closed loop system is stable. 
The iteration process is easy to implement using a package such as Matlab 
and, since only orthogonal transformations (QR and SVD decompositions) are 
used, the steps of the procedure are all numerically stable. The algorithm is 
found to be more efficient in general than the standard nonlinear packages 
for solving the nonlinear minimization problem directly. In [6] results from 
the process described here are compared to results from the Matlab Optimiza- 
tion Toolbox for a number of test problems, with different starting vectors and 
different weightings in the objective functional and different convergence toler- 
ances. In the case where the eigenvalues are not prescribed, the experiments 
show that the new process is two to four times faster than the standard pack- 
age. 
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4.2. Construction of feedback 
After determining the optimal set, b, we must construct a feedback K to as- 
sign the eigenvectors V = [VI, V2]. We consider two constructions given by 
K = K, - B+(VAV-’ - A)C+. K=K?-B’(VA-AV)(CV)+, (31) 
where KI is used when the left eigenspace error is small, and KZ is used other- 
wise. Here the Moore-Penrose pseudo-inverses B+ = Z;’ U,: and C+ = &Z;. ‘, 
are determined from the decompositions (7) and a further decomposition is 
needed to determine (CV)‘. 
We remark that the first construction, K,, is invariant under scalings of the 
matrix V of right eigenvectors. The error introduced into the eigenstructure of 
the closed loop system satisfies Eq. (15) as shown in [2], where 
E = E, = V(A@ - WTA)(Z - C+ C). (32) 
A bound on the error E is given by Eq. (17) where the constants );, 
i = 1,. . ,n, are independent of V. The error in the assigned eigenstructure 
can thus be controlled by the selecting the weights CO;, i = 0. 1.2, in the objec- 
tive functional 3 appropriately and, in particular, by forcing the distance of the 
left eigenvectors from the required subspaces to be small. 
The second construction, Kz, is similar to the construction given by Eq. (9) 
discussed in Section 3.1. The assumption that CV is invertible is not required. 
It can be shown by arguments similar to those in [2] (see [6]) that the error in- 
troduced by this construction also satisfies Eq. (15), where we now have 
E = El = V(AWT - WTA)(Z - V(CV)+(CV)W’). (33) 
The error E can again be bounded by an expression of the form of Eq. (17). 
where the constants r,, i = 1,. . , n, are different from those of the first con- 
struction but remain independent of V. 
The errors introduced by the constructions KI and K, are related by 
E2 = E,(Z - V(CV)+(CV)WT). (34) 
This result is obtained using (CV)(CV)‘(CV) = CV, which holds by the defini- 
tion of the Moore-Penrose pseudo-inverse (see [6]). It follows that if the left 
eigenvectors are in the required subspaces, i.e. w, E .F, for all i, then El = 0 
and hence E2 = 0. 
We remark also that the two feedback matrices KI and K? are identical in the 
case where the eigenvector matrix V is unitary. In this case (CV) t = Vm’Ct 
and the result follows immediately. In general the two constructions lead to dif- 
ferent closed loop systems. The second construction is not invariant under sca- 
lings of the matrix V and an improved match to the input coupling vectors can 
be achieved by an a posteriori scaling of the left eigenvectors comprising W, If 
the scaled vectors are denoted by WiDy’, where Dr is a diagonal matrix, then Kl 
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is constructed using V = [D, 15. VJ. Evidence suggests that whilst the scaling 
improves the fit to the desired input coupling vectors, the accuracy of the eigen- 
value assignment is decreased, due to an increase in the distance of the left 
eigenvectors from the required subspaces (see [6] for details). 
The numerical computation of the feedback matrices KI and Kl requires the 
inversion of the matrices V and CV, respectively. The accuracy of the computa- 
tion thus depends on the conditioning of these matrices, reinforcing the need for 
a robust solution to the problem. The effects of the numerical error introduced 
by the computation can be represented by additional terms in the errors El and 
E2 dependent on the machine precision and on V-’ and (CV)‘, respectively. 
If the eigenvalues associated with the unspecified coupling modes are not 
prescribed, then another method for constructing the feedback matrix K is 
needed. We now aim to select both K = Ki and A = diag{A,. , L,,} to solve 
the equation 
Y’(A+BK3C)V-A=0 
subject to Re{3.,} < ;‘ < 0 for all i, where y is a specified tolerance. These equa- 
tions are written as an over-determined linear system for the mp + n unknown 
variables consisting of the components of K3 together with the diagonal ele- 
ments of A. The equations are then solved in a least squares sense, subject to 
the constraints, using a standard procedure. If complex conjugate pairs of eigen- 
values are allowed, then A is written as a block diagonal matrix, with 2 x 2 di- 
agonal blocks representing the complex conjugate pairs. The matrix V of 
eigenvectors is written in real form, where the columns of V represent the real 
and imaginary parts of the corresponding pairs of complex conjugate eigenvec- 
tors. Details of the procedure are described in [6]. Experimental evidence shows 
that in practice this approach is more successful in some cases than in others. 
The results that can be achieved depend ultimately on the prescribed eigenvalues 
associated with the desired output and input mode coupling vectors. 
5. Examples 
The test system considered here is a lateral axis model of an L-101 1 aircraft 
at cruise condition taken from [4]. For this system n = 7, m = 2, p = 4, and the 
model matrices are given by: 
- -20 0 0 0 0 0 0 
0 -25 0 0 0 0 0 
0 0 0 0 1 0 0 
A= -0.744 -0.032 0 -0.154 -0.0042 1.54 0 . (35) 
0.337 -1.12 0 0.249 -1 -5.2 0 
0.02 0 0.0386 -0.996 -0.0003 -0.1170 0 
0 0 0 0.5 0 0 -0.5 
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B= 
20 0 
0 25 
0 0 
0 0 
0 0 
0 0 
0 0 
1 
0 1 0 0 0 0 -1 
000010 0 
- 
C= 
000001 0 
001000 0 I. (36) 
5.1. Esumplr I 
In the first test case the prescribed eigenvalues are L, = (-6 & i, -1 + 2i}, 
and the corresponding desired mode input and output coupling vectors are 
those given by Eqs. (3) and (4), respectively. 
The method of Section 3.1 is applied initially to obtain 6. The correspond- 
ing matrix K that assigns the required output coupling vectors is then deter- 
mined. With this feedback the closed loop eigenvalues, to four decimal 
places, are given by L,, = (-6 & i, -1 * 2i, -23.9954, -8.1679. -0.6077). The 
prescribed eigenvalues are thus attained and, although the desired output cou- 
pling cannot be achieved exactly, only a small amount of coupling between the 
second and third outputs is introduced. The sensitivity of the closed loop eigen- 
structure is proportional to K~( V) = 6.66 x 104, however, and the robustness 
of the system is poor. The input coupling is also unsatisfactory, with undesir- 
able coupling between the first input and the third and fourth modes. The er- 
rors in the matching of the output and input coupling vectors are given by 
I/God - Go& = 4.5860 x 10-4, 
/]Gld - G,,,lj; = 23.0735, 
(37) 
respectively. 
The objective now is find a feedback to reduce the error, llGld - GrJf, 
whilst retaining the accuracy of the mode output coupling vectors and achiev- 
ing robustness. The full set of eigenvalues 
L,,{-6 * i. -1 XIZ 2i. -23.9954, -8.1679, -0.6077) 
obtained in the first step of the process is reassigned. Since the aim is primarily 
to match the desired input coupling vectors, the weights in the objective func- 
tional J are selected to be 
((+tif,~0;) = (104,l. 1). 
The minimization algorithm described in Section 4.1 is applied and a new ma- 
trix V, of corresponding eigenvectors is found. The feedback gain matrix K is 
determined from V = [v. &] by the first construction described in Section 4.2. 
376 D.M. Littleho_v, N.K. Nichols I Linear Algebra and its Applieotions 275-276 (1998) 359-379 
The feedback obtained by this procedure is 
[ 
12.7270 -0.4798 -56.7815 -1.2742 
K, = 
-1.5221 0.4292 - 1.4384 1 1.4316 ’
The eigenvalues of the corresponding closed loop system are given by 
L,, = { -7.29 f 9.281. -0.7070 f l.O144i, -24.6274, -5.5598, -0.5859) 
and the sensitivity of the closed loop eigenstructure is proportional to 
r+(V) = 3.80 x 10’. 
giving a considerable improvement. The corresponding mode input coupling 
vectors are 
I 
1 -0.0130 - 0.0133i 
1 -0.0130 + 0.0133i 
G,, = 
0.027 1 + 0.04431 1 
0.0271 - 0.04431 1 
and the output coupling vectors are 
Go, = I 
1 0 f 0.02961 
-0.687 f 0.123i 1 
’ 0.027 F 0.064i 0.002 f 0.007i 
0.028 F 0.052i -0.463 7 0.6631 I 
(39) 
(40) 
We have thus calculated a feedback that gives the desired level of input cou- 
pling at the expense of increased coupling between the second and third out- 
puts. The assigned eigenvalues are not close to those prescribed, as expected 
with the relatively low weighting of 02, ’ but the robustness of the closed loop 
system is increased. The improvement in the input coupling and the system ro- 
bustness is therefore balanced by a loss of accuracy in the output coupling and 
in the prescribed eigenvalues. The new result gives a more satisfactory over-all 
design, however, with improved input-output decoupling. 
5.2. Example 2 
In the second test case the set of prescribed poles is L, = (-7 f 5i, 
- 15 +C 4i}, and the corresponding desired mode input and output coupling vec- 
tors are again given by Eqs. (3) and (4), respectively. The partial eigenstructure 
assignment method of Section 3.1 in this case produces a highly unstable closed 
loop system with closed loop eigenvalues given, to four decimals, by 
L, = { -7 f 5i, -15 & 4i, -6.2805, -0.5785,4.0879}. The sensitivity of the as- 
signed eigenstructure is proportional to rcF( V) = 6.43 x lo4 and the robustness 
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of the closed loop system is thus also very poor. The errors in the matching of 
the mode output and input coupling vectors are 
llGod - GOaIl; = 3.7495 x 10-4, 
J\Gld - G,,II; = 5.0074, 
(41) 
respectively. 
The objective now is to find a stable closed loop system which is also robust 
and has the desired mode coupling behaviour. The minimization algorithm de- 
scribed in Section 4.1 is applied, without constraints on the prescribed poles, to 
find the matrix V,. The iteration is initiated using an orthogonal basis for the 
complement of the space spanned by the matrix V,, selected in the first stage 
of the process to assign the prescribed set Lp. The weights in the objective func- 
tional J are chosen to be 
(U$w;,o;) = (lOO,l,O). 
The feedback gain matrix K = K3 and a matrix A = diag{ ;I,, . . . , i,,} are then 
determined from V = [K, &] by the third construction method described in 
Section 4.2. (We remark that the eigenvalues of the closed loop system 
A + BK3C are not, in general, equal to the diagonal components of A, since 
a least squares fit is used in the construction.) 
The feedback produced by this procedure is 
[ 
9.0815 -0.1286 -28.9725 0.1228 
K3 = 
3.1673 5.5682 1 - 14.3302 1.0733 ’ (421 
The eigenvalues of the corresponding closed loop system are 
L,, = (-7.41 k4.391, -12.91 Z+I 3.361, -5.3813, -0.5908, -0.1607}, 
and the sensitivity of the eigenstructure is proportional to 
I+(V) = 6.85 x 10’. 
The new mode input and output coupling vectors are 
1 0.0297 + 0.0278i 
1 0.0297 - 0.02781 
GI, = 
-0.0769 + 0.08431 1 
-0.0769 - 0.08431 1 I 
I Go, = I 
1 0.0048 0.0143i + 
-0.0580 T 0.0602i 1 
0.0717 + 0.05471 0.0014 0.0005i F 
0.0022 i 0.0094i -0.0725 0.0189i 7 
(43) 
(44) 
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respectively. The system has thus been made stable and more robust. In addi- 
tion we have retained the desired level of output coupling and also reduced the 
level of input coupling to a satisfactory level. 
These two examples demonstrate that the additional freedom in the design 
problem obtained by mildly relaxing the requirements on the output coupling 
and on the prescribed eigenvalues can be used effectively to improve stability, 
robustness and input coupling. Additional examples illustrating the behaviour 
of the algorithm are presented in [6]. 
6. Conclusions 
We have developed a new feedback design technique for achieving mode in- 
put and output coupling by eigenstructure assignment. A linear least squares 
minimization procedure has been derived for simultaneously improving the 
mode coupling and the robustness of the system, whilst controlling the preci- 
sion of the eigenvalue assignment. The method allows the accuracy of the pre- 
scribed output mode coupling and the corresponding eigenvalues of the system 
to be balanced against the accuracy of the prescribed mode input coupling and 
the robustness of the system. The balance is achieved by selecting the weights in 
the objective functional to be minimized. An application of the method to the 
design of an automatic flight control system has been presented. 
Whilst allowing for flexibility in the design process, the weights in the objec- 
tive functional are not easy to select in order to obtain the desired balance, al- 
though rules of thumb can be provided. The initial selection of the right 
eigenvectors to ensure the desired output coupling, on the other hand, imposes 
a strong restriction on the freedom to achieve a good balance. A better strategy 
might be to include the error in the output coupling vectors in the objective 
functional, as a weak constraint, and then to minimize over the entire set of 
right eigenvectors. 
The optimal solution that can be obtained ultimately depends on the pre- 
scribed eigenvalues associated with the system. The alternative technique de- 
scribed here for constructing the feedback (the third method of Section 4.2) 
allows the assigned eigenvalues to be determined as part of the optimization 
process, although this process is expensive and may only be suitable for small 
problems. The scaling of the eigenvectors used in matching the desired input 
and output coupling vectors also affects the accuracy of the solution and de- 
serves further investigation. The method derived here offers advantages over 
the processes currently used in practice, but the design process could be im- 
proved by further development. The test results demonstrate clearly that the 
freedom in the design problem can be used effectively to improve stability, ro- 
bustness and input coupling of the closed loop system with only a small loss in 
the desired output coupling. 
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