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Abstract
A novel multi-spacecraft technique, applied to measurements made by the four Cluster
spacecraft in the solar wind, is used to determine the field-aligned anisotropy of magne-
tohydrodynamic inertial range turbulence. Time-lagged two-point correlation functions
are used to construct spatial auto-correlation functions. These are used in conjunction
with a phenomenological elliptical scaling model to estimate the ratio of field-parallel to
total correlation lengths, obtaining a mean value of 0.61± 0.02. A simulated turbulent
field model is also fitted to the spatial auto-correlation functions in order to estimate
the power in the 2D fluctuations, obtaining a mean value of (79± 3)%. The results ob-
tained from both models, assuming a slab-2D paradigm, are consistent with solar wind
fluctuations being anisotropic with energy mainly in wave vectors perpendicular to the
mean magnetic field.
Eight intervals of multi-point magnetic field data are analysed, and the degree of
variation in the estimates of anisotropy about the mean is larger than expected for both
models. This variation is not correlated with the solar wind velocity or the plasma beta.
However, these anisotropy estimates are correlated between different field components,
suggesting that the assumption of axisymmetry is valid.
An alternative multi-spacecraft approach, where time-lagged second order structure
functions are used to estimate the field-aligned anisotropy of the power levels and the
spectral index, is also presented. The mean value obtained for the power in the 2D
fluctuations, (93 ± 15)%, is consistent with the simulated turbulent field results, while
the observed anisotropy in the spectral index suggests that multiple energy transfer
mechanisms are present in solar wind turbulence.
Results from all three analysis techniques are discussed and found to be corre-
lated with each other. This suggests that the observed variation in the anisotropy
estimates could be a physical effect that different data intervals exhibit different degrees
of anisotropy.
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Chapter 1
Introduction
14
Much of the matter in space and astrophysical systems is in the plasma state,
an electrically conducting fluid that evolves in response to electromagnetic forces.
These plasmas, like much of the universe, are permeated by magnetic fields, which
are also found in stars, galaxies, and the interstellar medium. Often, these field
lines are in complex motion and exhibit structure on all dynamically interesting
scales. The cause of these magnetic fluctuations and chaotic behaviour is often
the turbulent state of these plasmas.
The turbulent evolution of any fluid is characterised by randomness in both
space and time. It is the intrinsic non-linearity of turbulence that makes any an-
alytical study very difficult, with turbulence often described as the last unsolved
problem in classical physics. However, while the large-scale dynamics and the
energy dissipation mechanisms depend on the specific fluid system, the meso-scale
non-linear dynamics are much more universal. Therefore, a greater understand-
ing of turbulence as a universal phenomena can be obtained from the study and
analysis of turbulence in a particular system, such as the magnetohydrodynamic
(MHD) regime.
The solar wind, a high Reynolds number flow of collisionless plasma originating
from the expansion of the solar corona filling the heliosphere, is the most acces-
sible medium in which to study MHD turbulence. Understanding the nature of
turbulence in the solar wind will also provide insight into other turbulent collision-
less plasmas, such as the solar corona. Turbulence also affects other astrophysical
phenomena such as the propagation and acceleration of cosmic rays, solar wind
heating, and transport of angular momentum in accretion disks.
A distinctive feature of solar wind turbulence and plasma turbulence in gen-
eral in the MHD regime is that the presence of a large-scale magnetic field in-
duces anisotropy about the mean field direction. Variance anisotropy has long
been known about in solar wind turbulence, providing insights into MHD turbu-
lence theory. However, this thesis is concerned with spectral anisotropy, which is
anisotropy in the distribution of energy in wave vector space. The wide ranging
impact of anisotropy coupled with the extent to which plasmas permeate the uni-
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verse provides more than sufficient motivation for the study of anisotropy in solar
wind fluctuations.
To measure the field-aligned anisotropy of solar wind turbulence requires that
the fluctuations are measured from a variety of angles relative to the mean field
direction. This is difficult to achieve using a single spacecraft as fluctuations can
only be measured in the solar wind flow direction, which means that temporal
and spatial variability cannot be distinguished without a degree of ambiguity.
Therefore, a multi-spacecraft approach is utilised in this thesis to study the nature
and structure of solar wind turbulence. This is done using the four identical Cluster
spacecraft when they are in a tetrahedral configuration at separations of around
10,000 km.
The primary aim of this thesis is to determine the field-aligned anisotropy
of solar wind fluctuations, in order to better understand the three-dimensional
structure of the energy cascade in MHD turbulence. This is achieved by using
a novel multi-spacecraft technique, in conjunction with correlation and structure
functions, to estimate the power levels and scaling properties of the fluctuations
relative to the mean magnetic field direction.
In Chapter 2 a brief introduction is given to the Sun, the solar wind, and the
Cluster mission.
The solar wind as a magnetised fluid is discussed in Chapter 3, which includes
an introduction to the MHD approximation. Theories of hydrodynamic and MHD
turbulence which are of considerable relevance to this study are discussed in detail,
with emphasis on their physical interpretation and associated assumptions. The
bulk of this chapter is devoted to a review of the extensive literature on fluctuations
in the heliosphere, with particular focus on the spectral anisotropy exhibited by
these fluctuations and the expectations for the extent of anisotropy in solar wind
fluctuations.
In Chapter 4 single spacecraft solar wind turbulence studies are discussed,
with emphasis placed on the assumptions and limitations associated with these
studies. The novel multi-spacecraft technique is discussed in detail, where its
16
advantages over single spacecraft data analysis methods are highlighted. Data
analysis techniques that feature prominently in this study are also discussed in
this chapter, principally correlation functions and structure functions.
Eight 40–60 minute intervals of multi-point Cluster magnetic field data are used
to quantitatively estimate the field-aligned anisotropy of solar wind fluctuations in
Chapter 5. This is done using correlation functions in conjunction with an elliptical
scaling model and a two-component simulated turbulent field model. In both cases,
solar wind fluctuations are found to be anisotropic with energy predominantly in
wave vectors perpendicular to the large-scale mean field direction. However, for
both models, a large degree of variation is observed in the estimates of anisotropy
about the mean. This variation is not correlated with the solar wind velocity or
the plasma beta. The results obtained from the two models are compared, as
are the anisotropy estimates for each interval, and are consistent with individual
intervals of Cluster data exhibiting varying degrees of anisotropy.
Structure functions are used in Chapter 6 to estimate the field-aligned anisotropy
in the power levels and scaling properties of solar wind fluctuations. The results
obtained from this alternative approach are consistent with solar wind fluctua-
tions being anisotropic with energy mainly in wave vectors perpendicular to the
mean magnetic field, which corroborates the results obtained in Chapter 5. These
results, when compared with those obtained in Chapter 5, are also consistent with
individual intervals of Cluster data exhibiting varying degrees of anisotropy. The
spectral index is also found to be anisotropic, which is consistent with several
energy transfer mechanisms being at work in solar wind turbulence.
Finally, the interpretation and consequences of the results from the preceding
chapters are discussed in Chapter 7.
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Chapter 2
The Sun and the solar wind
This thesis is concerned with studying turbulence in the solar wind magnetic
field. However, before discussing the main themes of this research, some context
needs to be established. The solar wind is greatly affected by its source, the solar
corona. Indeed, a significant proportion of solar wind fluctuations originate at
the solar corona, and so in this chapter some of its structures and features are
presented. Since fluctuations are affected by the nature of their medium, the large
scale evolution of the solar wind according to the Parker model is described, with
stream structure, interaction regions, and transient events also discussed. The
need for a multi-point approach to the study of many plasma processes, including
turbulence, motivates the four spacecraft Cluster mission. The magnetic field and
ion plasma spectrometry investigations are introduced, along with issues that may
influence their results.
18
2.1 The Sun
The Sun dominates the heliosphere, the vast volume of space that contains the
solar system and the entire solar magnetic field. Its proximity and the vital role it
plays as an energy source for life on Earth make it not only the most accessible star
to study but also the one of most immediate interest. The Sun is 2×1030 kg in mass
and has a radius of 6.7 × 105 km. Energy generated by nuclear fusion within the
solar core travels through the radiation and convection zones to the photosphere,
the visible surface of the Sun, before it can escape into space. The photosphere
is the lowest of the three layers that collectively make up the solar atmosphere.
The other, almost transparent, layers are the chromosphere and the corona. A
schematic of the solar structure is shown in figure 2.1. Since the Sun is the source
of the solar wind, a brief discussion of the solar magnetic field and atmosphere is
given here (see, for example, Priest, 1995, for a comprehensive introduction).
Figure 2.1: The solar structure. The temperature is given in Kelvin and the density in kgm−3.
Figure taken from Priest (1995).
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2.1.1 The solar magnetic field
The Sun has a significant magnetic field which varies on all measurable spatial and
temporal scales. Indeed, the 11 year solar cycle is perhaps the most obvious exam-
ple of variation in the global structure of the solar magnetic field. This variation
in solar activity can be clearly identified by plotting the number of sunspots on
the solar surface against time. Figure 2.2 shows the variation in sunspot number
over approximately the past half-century. While there are differences from one
cycle to another, the 11 year periodicity can clearly be observed. Times when the
Sun is very active correspond to peaks in the sunspot numbers (solar maximum),
while relatively low activity corresponds to troughs (solar minimum).
Figure 2.2: Mean yearly sunspot numbers from 1950 to 2007. The 11-year solar cycle is clearly
visible. Data from Solar Geophysical data reports, NOAA, Boulder, USA.
During the solar cycle, large-scale changes occur in the solar magnetic field.
Around solar minimum the field is mostly poloidal, which essentially leads to a
dipole at large distances, where the dipole axis is typically approximately aligned
with the Sun’s rotation axis. The equatorial region of the Sun is dominated by
closed magnetic field lines, while the polar regions tend to be dominated by open
field lines. Near solar maximum the field is considerably more complex than
20
a dipole, and regions of closed magnetic field lines dominate the corona. This
persists until the next solar minimum, when the solar field structure is again
dipolar, but in the opposite sense. Therefore, the entire solar magnetic field cycle
lasts 22 years.
2.1.2 The solar corona
The corona is the outermost layer of the solar atmosphere and is significantly
hotter, at several million Kelvins, and less dense than the chromosphere and pho-
tosphere, at a few thousand Kelvins, below it. The mechanism by which such a
rapid and large temperature increase is caused between the chromosphere and the
corona is not well understood (see Aschwanden, 2001, for a review of proposed
heating mechanisms). However, it is generally accepted that the corona is heated
by a magnetic mechanism (Browning, 1991). Therefore, it is instructive to study
solar wind magnetic field fluctuations as they can provide insight into the nature
of this mechanism.
Figure 2.3: Soft X-ray image of the lower corona taken by the SXT instrument on board the
Yohkoh spacecraft on 8 May 1992.
Figure 2.3 is an image of the extended corona, seen in soft X-rays by the SXT
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instrument on board the Yohkoh spacecraft. This shows that the corona is highly
structured, where much of this structure is as a result of the complex magnetic
field configurations that exist within the corona. The magnetic fields form many
loop-like structures, some closed and others open. It is the closed loops which
show increased emission and so are regions of enhanced heating. Figure 2.3 shows
that there exist regions that are cooler and less dense than the surrounding corona
above both poles. These are polar coronal holes, and the magnetic fields in these
regions open out into the heliosphere. While polar coronal holes are present around
solar minimum, they get smaller and eventually disappear at solar maximum when
other lower latitude coronal holes appear.
At solar minimum the Sun’s dipole magnetic field structure results in radial
fields over the poles. These open field lines are what lead to the low densities
and temperatures within coronal holes. Since the coronal plasma has a very high
conductivity, it can only flow along field lines (see section 3.1.2). Consequently,
plasma is trapped within closed magnetic field loops, but is free to flow into the
upper corona along open magnetic field lines. Indeed, it is the plasma flowing out
of the corona along open magnetic field lines that forms the solar wind.
2.2 The solar wind
Prior to the availability of in situ observations of the heliosphere, the nature of the
solar wind was unclear. While the existence of a solar wind had been postulated
from observations of comet tails that were not purely radial, it was Parker (1958,
1961) who provided the theoretical underpinning for the existence of the solar
wind. Indeed, his model of a spherically symmetric plasma source coupled with
a dipolar magnetic field has, despite its simplicity, been successful in describing
some of the observed features in the heliosphere.
Parker showed that there existed four classes of solution for a fluid at the same
temperature as the solar corona. Figure 2.4 is an illustration of these solutions.
Using the constraint that hydrostatic equilibrium must be achieved between the
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Figure 2.4: Classes of solution to the simple Parker (1958) model of the solar wind, where
v is the expansion velocity and r is the radial distance. Class 1 results in a subsonic flow at
large distances, which is inconsistent with expectations. Classes 3 and 4 have large expansion
velocities near the Sun, and so are rejected. This leaves class 2, which suggests supersonic flows
at large distances from the Sun, and Parker suggested that this was correct. Figure after Parker
(1961).
heliosphere and the interstellar medium, Parker hypothesised that the corona was
constantly expanding into interplanetary space at supersonic velocities. Therefore,
the class of solution which was consistent with this hypothesis, and has been
qualitatively consistent with observations, has the solar wind accelerating away
from the Sun to form a constant flow of diffuse gas expanding radially outward at
supersonic speeds at large distances from the solar corona. It is the magnetic field
within the solar wind, in particular its anisotropic structure, that is the subject
of this thesis.
Since the magnetic field is frozen into the plasma (see section 3.1.2), Parker
(1958) also considered the effect of the radial expansion of the solar wind on the
solar field. He predicted that the magnetic field would be radial near the Sun,
irrespective of the complexity of the original field, and then would be wound into
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an Archimedean spiral by the effect of the Sun’s rotation (a solar rotation takes
around 26 days). This model of the solar wind is known as the Parker spiral, and
figure 2.5 illustrates this magnetic field configuration near the ecliptic plane. In
general, the Parker model of the solar wind is consistent with observations of the
large scale behaviour of the heliospheric magnetic field (Smith, 1991). However, it
is still a simplification of the actual field behaviour, ignoring the effects of stream
structure and of fluctuations.
Figure 2.5: Parker spiral configuration of magnetic field lines, resulting from a radial expansion
of the solar wind. Figure after Parker (1961).
2.2.1 Stream structure
Plasma is generally constrained to flow along magnetic field lines, and so the field
topology in the corona significantly affects the plasma behaviour. If both ends of a
field line are connected to the Sun, and the pressure of the plasma is not sufficient
to force it outward, the plasma will remain trapped on that field line. Therefore,
the sources of fast solar wind streams, with speeds of about 750 kms−1 (Breen
et al., 2002), are regions of open magnetic field lines. At solar minimum these are
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typically polar coronal holes. Slower streams of solar wind, with speeds of about
330 kms−1 (Breen et al., 2002), have been observed near the ecliptic (Roberts and
Goldstein, 1991). While the origin of such streams may be from coronal streamers,
the boundaries between coronal holes of different polarities, their precise source
is uncertain. However, the simple structure at solar minimum of fast wind being
associated with polar regions of the Sun, and slow wind with equatorial regions
has been directly observed (Breen et al., 2000). The different source regions and
production processes of fast and slow wind result in their different compositions
and characteristics. Table 2.1 lists typical values, which can be highly variable, of
the main solar wind parameters for both types of solar wind.
Property (1 AU) Low Speed Wind High Speed Wind
Speed <400 kms−1 700–900 kms−1
Proton Number Density ∼10 cm−3 ∼3 cm−3
Magnetic Field ∼2.8 nT ∼2.8 nT
Temperature Tp ∼ 4× 104 K ∼ 2× 105 K
Temperature Te ∼ 1.3× 105 K ∼ 105 K
Anisotropies Tp isotropic Tp(⊥) > Tp(‖)
Structure filamentary, highly variable uniform, slow changes
Associated with streamers, transients coronal holes
Table 2.1: Properties of slow and fast solar wind. Table adapted from Axford and McKenzie
(1997).
Around the ecliptic plane, streams of alternately fast and slow wind can result
in the development of corotating interaction regions (CIRs). The radial velocity
of solar wind plasma means that CIRs are formed when fast streams collide with
slower streams, resulting in increased density and magnetic field strength due to
plasma compression. It is the rotation of the Sun that brings sources of fast wind
behind streams of slow wind. Figure 2.6 is a schematic of the large scale structure
of a CIR. These structures corotate with the Sun, and so are stationary in the
Sun’s rotating reference frame. Interaction regions are highly dynamic, and the
shearing between them releases energy which could drive a velocity and magnetic
field turbulent cascade (Goldstein and Roberts, 1999; Goldstein et al., 1999).
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Figure 2.6: Schematic diagram of the interaction between a fast and a slow solar wind stream.
A compression region forms when the fast stream collides with the back of the slow stream, and
a shock is formed. The rotation of the Sun means that a slow moving spacecraft would travel
along the path AB relative to the Sun. Such a spacecraft would detect slow wind followed by a
compression, fast wind and then a velocity decline back into slow wind. This would recur every
26 days. Figure after Hundhausen (1972).
2.2.2 Transient events
The discussions in this chapter imply that conditions at the Sun, and their in-
fluence on the heliosphere, are quite stable. However, the Sun is the source of
transient events, such as coronal mass ejections (CMEs), which expel vast quan-
tities of matter into the heliosphere (as much as 1013 kg) at similar speeds to the
solar wind. Figure 2.7 is an image of a CME observed close to the Sun. These
events can also be detected by spacecraft in the solar wind. Transient events of
this magnitude can greatly disrupt the corotating structure of the heliosphere, es-
pecially at solar maximum when their frequency increases due to the higher level
of solar activity.
This thesis is concerned with the nature and structure of fluctuations in the
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undisturbed solar wind. Therefore, transient events are excluded from this study
and will not be discussed further here. The relation of these events to the data
sets used in this thesis is discussed in Chapters 5 and 6.
Figure 2.7: LASCO C2 image showing a very large coronal mass ejection (CME) observed on
2 December 2002. It presents the classic shape of a CME: a large bulbous front with a second,
more compact, inner core of hot plasma. Figure courtesy of SOHO Consortium.
2.3 The Cluster mission
The majority of in situ measurements of the heliosphere are made with single
spacecraft missions, which measure the time series of physical parameters. Such
measurements cannot separate temporal and spatial variability without some de-
gree of ambiguity (see section 4.2). Therefore, a multi-point approach is desirable
when studying the nature and structure of many physical processes, including
turbulence in the solar wind. This is achieved in the Cluster mission, which con-
stitutes four identical spacecraft that are in a tetrahedral configuration, whose
objective is to study the near-Earth environment in three dimensions. The sep-
aration distances between the spacecraft are varied according to the region and
physical processes being studied.
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The Cluster mission was first proposed in November 1982 in response to a
call for proposals by the European Space Agency (ESA) for the next series of
science missions. This proposal was to study the Earth’s cusp and magnetotail
with a polar orbiting mission, and was accepted by ESA. Cluster was ready to be
launched in June 1996, and benefited from a free launch on the first test flight of
the newly developed Ariane-5 booster. However, the launcher broke up in flight,
and the automatic destruct system was initiated. In order to recover some of
the science from the mission, in July 1996, ESA decided to build a fifth Cluster
satellite named Phoenix from the Cluster flight spares, which was identical to the
original Cluster spacecraft.
Proposals to rebuild three full-size Cluster spacecraft alongside Phoenix were
put forward following a realisation that a single spacecraft could not meet the
scientific objectives of the Cluster mission. While the cost of rebuilding would be
significantly lower than the original cost, since the spacecraft had already been
through comprehensive development and testing, these proposals still had large
implications for the ESA science budget. The restrictions on spending imposed
by the Science Programme Committee (SPC) meant that the Ariane-5 was con-
sidered too expensive for the project, and two Russian Soyuz rockets were used
instead. The first Soyuz rocket carrying two Cluster spacecraft was launched from
the Baikonur Cosmodrome on 16 July 2000, with the second pair of spacecraft
following on 9 August 2000.
2.3.1 The magnetic field investigation
The magnetic field plays an active role in plasma and particle behaviour in the
heliosphere, and the four-point magnetometer measurements on Cluster make it
possible to study these phenomena in three dimensions, distinguishing temporal
and spatial effects. Hence, the importance of magnetic field data has meant that
the accurate measurement of the magnetic field along the orbits of the four Cluster
spacecraft is a primary objective of the mission.
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Each of the Cluster spacecraft carries an identical magnetometer instrument
to produce vector measurements of the magnetic field to accuracies of a few pT
(Balogh et al., 1993, 1997, 2001). These instruments consist of two triaxial flux-
gate magnetometers (FGM), where either magnetometer can be designated as the
primary magnetometer, and an on-board data-processing unit (DPU). In order
to minimise interference from the spacecraft magnetic field, the outboard FGM
is located at the end of one of the spacecraft’s 5.2m radial booms. The inboard
FGM is located at 3.7m along the boom. Near both magnetometers, the magnetic
field from the spacecraft is about 12 pT.
Figure 2.8: Schematic representation of one of the two boom-mounted triaxial fluxgate sensors
used on Cluster. The three single-axis sensors are arranged in an orthogonal triad, forming a
right handed system, for the measurement of the individual components of the magnetic field
vector. The sensors are arranged so as to minimise any cross-sensitivity between the axes. Figure
taken from Balogh et al. (1993).
The FGM, led from Imperial College London, consists of an orthogonal triad of
single-axis ring-core sensors. Figure 2.8 is a schematic representation of the triaxial
FGM sensors used on Cluster. These sensors consist of two toroidal windings
wrapped around a high permeability circular core. The primary coil is driven at
a frequency of 14,980 Hz, which periodically saturates the core. In the absence of
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an external magnetic field, no voltage is induced in the secondary winding since
the fields in each half of the core are in anti-phase and cancel each other out.
However, when an external magnetic field is present, both halves of the core do
not become unsaturated at the same time. This produces a signal at twice the
drive frequency, with an amplitude proportional to the component of the ambient
field parallel to the axis of the secondary winding. Feedback loops null the output
of the secondary coils, and it is the output of these feedback loops that is used as
the field vector. Therefore, the orthogonal triad of sensors represents the ambient
magnetic field vector as three analogue voltage signals.
The FGM can measure the magnetic field components in seven ranges, al-
though only four of these are used on Cluster. Table 2.2 lists the field magnitudes
and digital resolutions that correspond to these operating ranges. Switching be-
tween ranges is in practice done automatically by the instrument. The sampling
of vectors from the primary FGM is carried out at the rate of 201.793 vectors/s.
This internal sampling rate was selected in order to provide an appropriate set of
lower rates, after filtering, for the different telemetry modes available. Table 2.3
summarises the main operational modes of the FGM instrument.
Errors in the FGM magnetic field measurement can arise from intrinsic instru-
ment performance, such as inaccurate cross-calibration of the instruments on the
four spacecraft. Small changes to the sensitivities of each sensor affect how the
measured magnetic field signal is scaled to values given in units of nano-Tesla (nT);
small misalignments from the spin axis of the spacecraft and deviations from or-
thogonality lead to mixed contributions from the measured field components, and
small offsets effect the absolute field values.
The control and limitation of errors by the magnetometer is achieved by com-
prehensive instrument calibration, both before launch and in flight. Offsets in
the magnetic field measurements slowly drift during the mission. For each mag-
netometer, these can be calculated for the two components perpendicular to the
spin-axis by spin averaging over long periods, where the spin period is 4 s. How-
ever, estimation of the spin-aligned offset requires special techniques, such as the
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Range No. Range Resolution
2 -64 nT to +63.97 nT 7.8× 10−3 nT
3 -256 nT to +255.87 nT 3.1× 10−2 nT
4 -1024 nT to +1023.5 nT 0.125 nT
5 -4096 nT to +4094 nT 0.5 nT
7 -65536 nT to +65504 nT 8nT
Table 2.2: Operative ranges for the FGM instrument, where range 7 was only used for ground
testing. Table taken from Balogh et al. (2001).
Hedgecock (1975) technique in the solar wind. In the case of Cluster, there is also
the possibility of combining the measurements of the magnitude of the magnetic
field by the electron drift instrument (EDI) to estimate corrections to the spin axis
offset. The presence of four spacecraft also means that the absolute orientation
of the spin axis can be checked, which is not possible when restricted to a single
spacecraft.
Instrument Mode Mode Name Vectors/s Vectors/s
(primary sensor) (secondary senor)
C Normal 22.4 3.0
D Burst 67.3 7.8
E Extended 0.25 0
All Housekeeping 0.19 0.19
Table 2.3: Operative modes and telemetry types for the FGM instrument. Table adapted from
Balogh et al. (2001).
It is the combination of several calibration techniques that has yielded a good
absolute calibration of the magnetometers on all four Cluster spacecraft (Balogh
et al., 2001). Calibration files, which are first generated as daily files used for
processing spin-averaged (4 s resolution) vectors, are routinely provided for pro-
cessing the data from the four spacecraft. While only spin-averaged data is used in
this thesis, higher time resolution data is available but usually requires additional
calibration.
31
2.3.2 The ion plasma spectrometry experiment
The Cluster ion spectrometry (CIS) experiment is a comprehensive ion plasma
spectrometry package on-board the four Cluster spacecraft capable of obtaining
full three-dimensional ion distributions with good time resolution (one spacecraft
spin) with mass per charge composition determination (Re`me et al., 1997, 2001).
It consists of two different experiments: a hot ion analyser (HIA) and a time-
of-flight ion composition and distribution function analyser (CODIF). These are
coupled with a sophisticated dual-processor-based instrument-control and data-
processing system (DPS). Only the HIA is discussed here, since we do not use
data from the CODIF in this thesis.
The HIA instrument combines the selection of incoming ions, according to the
ion energy per charge ratio by electrostatic deflection in a symmetrical quadri-
spherical analyser which has a uniform angle-energy response, with a fast imaging
particle detection system. This instrument has two 180◦ field of view (FOV) sec-
tions parallel to the spin axis, where each FOV section has a different sensitivity.
For each section, it takes one spacecraft spin (4 seconds) to complete a full 4pi
steradian scan. This gives a full three-dimensional distribution of ions in the en-
ergy range ∼5 eVe−1 to 32 keVe−1. For the normal mode sensitivity, which is the
mode used inside the magnetosphere, the full three-dimensional distributions are
covered in ∼11.2◦ bins. The high sensitivity mode is used in the solar wind and
achieves its best angular resolution, ∼ 5.6◦× 5.6◦, within a 45◦ sector centered on
the direction of the Sun.
Moments of the distribution functions measured by the HIA instrument are
computed by the DPS, and transmitted at a resolution of one spacecraft spin
period. These moments include particle density and the three components of the
flow vector. The studies presented in this thesis depend, in part, on the ability to
determine these moments.
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2.3.3 The Cluster trajectory
In order to meet the scientific objectives of the mission, Cluster is in a polar orbit
around the Earth, with a perigee of 4RE and an apogee of 19.6RE, where RE is
an Earth radius (∼6378 km). The orbital period is 57 hours. This orbit will cross
all regions of scientific interest during the course of the mission.
Figure 2.9: Model orbit of Cluster in the noon-midnight meridian, with representative shapes
of the Cluster tetrahedron corresponding to different separation strategies. Figure taken from
Balogh et al. (1997).
When the apogee is in the magnetotail, which occurs during the northern
summer period, the regions crossed by Cluster are the mid-altitude cusp, the
polar cap and tail lobes, and the plasma sheet. However, when the apogee is in
the solar wind, which occurs during the winter period, the regions crossed are the
nightside auroral zone, the northern cusp, the matnetopause, the bow shock, the
solar wind, and the same regions in the Southern Hemisphere. During this period,
only a fraction of the 57 hour orbit is spent outside the bow shock in the solar
wind. The magnetic field data obtained while Cluster is in the solar wind is often
contaminated with foreshock data (see section 5.1), which makes it difficult to
extract suitable intervals of undisturbed solar wind data.
The four Cluster spacecraft are in a tetrahedral configuration, whose evolution
around the orbit is deterministic once set up (e.g. Dunlop, 1990). Indeed, the
orbital evolution of the tetrahedral shape, its orientation and its degree of defor-
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mation with respect to the original configuration in the different regions of the
magnetosphere, as well as the separation distances, all play a role in constraining
the applicable analysis techniques. Figure 2.9 illustrates a model Cluster orbit,
with the shape of the tetrahedron highlighted at three separate locations.
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Chapter 3
Experimental and theoretical
descriptions of fluctuations
Following a brief discussion on the solar wind as a magnetised fluid, an introduc-
tion to turbulence is provided. This includes a detailed discussion and derivation
of the Kolmogorov (1941a,b) model of hydrodynamic turbulence and the Irosh-
nikov (1964) and Kraichnan (1965) model of MHD turbulence. Attention is given
to the assumptions made in these models, and the predictions they make with re-
gard to the power law spectral index. This power law scaling is then discussed for
the case of turbulence in the solar wind, where it seems that Kolmogorov scaling
is the more applicable model. There is also a short discussion about the Alfve´nic
nature of solar wind fluctuations, which is followed by details of how solar wind
fluctuations have been observed to evolve with heliocentric distance. This leads
to a detailed discussion of magnetic field aligned anisotropy which includes vari-
ance anisotropy, but focuses on spectral anisotropy. Experimental and theoretical
evidences are provided for the existence of spectral anisotropy, with special focus
given to the critical balance model of anisotropic fluctuations. Finally, detail is
given of observational work concerning anisotropy in the solar wind.
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3.1 Solar wind as a magnetised fluid
Much of the matter in space and astrophysical systems is in the plasma state,
an electrically neutral medium that contains enough free charged particles that
its dynamical behaviour is dominated by electromagnetic forces. The solar wind
is essentially a fully ionised plasma. For a detailed discussion on space plasmas,
and the solar wind in particular, see Kivelson (1995a). Magnetohydrodynamic
(MHD) theory considers a magnetised plasma, such as the solar wind, as a fluid.
Therefore, it is a valid approximation when considering scales much larger than
the individual electron and ion motions, and it assumes that the plasma is quasi-
neutral. Hence, prior to discussing MHD in any detail, it is first instructive to
show that the solar wind is a quasi-neutral plasma and to briefly discuss the basic
particle motions in a plasma.
3.1.1 Fundamental description of plasmas
For a plasma to be quasi-neutral, the Coulomb potential of every charge, q, is
shielded by other charges in the plasma and takes on the form (Kivelson, 1995a):
ΦD =
q
4pi0r
exp (− r
λD
)
where 0 is the permittivity of free space and the potential function is small for
distances r > λD from q. The Debye length, λD, is the characteristic length
scale over which a balance is obtained between the particle thermal energy, which
tends to perturb charge neutrality, and the electrostatic potential energy which
results from any charge separation, which tends to restore charge neutrality. For
a number density of ions, n, and an effective plasma temperature, T , the Debye
length is:
λD =
(
0kBT
ne2
)1/2
(3.1)
where kB is the Boltzmann constant and e is the electron charge.
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A plasma is considered quasi-neutral if the physical scale of interest L, which
is the separation between the four Cluster spacecraft in our case, is large in com-
parison to λD:
L λD
This requirement is called the first plasma criterion and ensures that there is
enough space for the collective shielding effect to take place.
The Debye shielding effect results from the collective behaviour of charged
particles inside a sphere of radius λD. Thus, it is necessary that this sphere
contain enough particles. The number of particles inside a sphere of radius λD is
4pi
3
nλ3D, thus the second plasma criterion is:
Λ = nλ3D  1
where Λ is called the plasma parameter.
If the quasi-neutrality of the plasma is disturbed by an external force, the
electrons accelerate more quickly than ions to restore charge neutrality since they
are more mobile than the much heavier ions. Due to their inertia, the electrons
enter into oscillations around the ions at the plasma frequency, ωpe:
ωpe =
(
ne2
me0
)1/2
(3.2)
where me is the electron mass. For electrons to remain unaffected by collisions
with neutrals, the average electron-neutral collision time, τn, must be greater than
the reciprocal of the plasma frequency:
ωpeτn  1
This is the third criterion for an ionised medium to behave as a plasma.
Having established the conditions for quasi-neutrality, it is instructive to apply
these conditions to the solar wind. In particular, this thesis is concerned with the
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near-Earth solar wind, where for an average number density and temperature of
n ∼ 10 cm−3 and T ∼ 1.4× 105 K respectively, ωpe ∼ 28 kHz and λD ∼ 10m. The
solar wind is a collisionless plasma and its mean free path is thought to be around
1AU at 1AU, where AU stands for astronomical unit and is approximately the
distance between the Sun and the Earth (∼ 1.5× 108 km).
1. L ∼ 107m λD
2. nλ3D ∼ 1012  1
3. ωpeτn ∼ 1015  1
Therefore, the solar wind can be treated as a quasi-neutral plasma.
The motion of charged particles within a plasma is greatly affected by the
presence of electric and magnetic fields. In a uniform magnetostatic field, both
electrons and ions trace circular orbits around the magnetic field with the sense of
rotation depending on the sign of the charge. This rotational frequency is called
the gyrofrequency, ωg:
ωg =
qB
m
(3.3)
where B is the magnetic field magnitude and m is the relevant particle mass
(electron or ion). The radius of this circular orbit is known as the gyroradius, rg:
rg =
v⊥
|ωg| (3.4)
where v⊥ is the particle velocity perpendicular to the magnetic field. Since the
particles also have a constant velocity parallel to the magnetic field, the actual
3-dimensional particle trajectory is that of a helix.
As plasmas are very large collections of electrically charged particles, a full
analysis of such a system considering the behaviour of each single particle is, in
practice, intractable. This is because each particle generates its own field while,
at the same time, reacting to the microscopic fields of other particles. Thus, the
average field has an extremely complicated spatial and temporal structure and,
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consequently, the motion of the particles in the plethora of microscopic fields is
far from the simple helical motion discussed previously. Instead, plasmas can be
described using particle distribution functions which evolve according to kinetic
equations—for the case of a collisionless plasma, the Vlasov equation (Baumjohann
and Treumann, 1996). However, these equations are not closed and so approxi-
mations are needed.
3.1.2 Magnetohydrodynamics
In many cases, knowledge of the exact distribution function evolution is not nec-
essary, and determining the spatial and temporal development of the macroscopic
moments of the distribution—temperature, density, velocity, etc.—is sufficient.
This is often done by considering the magnetised plasma as a fluid. Such a treat-
ment is called magnetohydrodynamics (MHD) and is valid if all the plasma cri-
teria are satisfied and the plasma can be considered a continuum. The MHD
approximation is further restricted to low frequencies (smaller than the ion gy-
rofrequency) and large spatial scales (larger than the ion gyroradius and Debye
length) (Baumjohann and Treumann, 1996).
Maxwell’s equations are:
∇ · E = ρ
c

(3.5)
∇×B = µ0j+ 0µ0∂E
∂t
(3.6)
∇ ·B = 0 (3.7)
∇× E = −∂B
∂t
(3.8)
where ρc is the charge density and non-relativistic behaviour is assumed.
As only spatial scales greater than the Debye length are considered, the plasma
is quasi-neutral. Coupled with only considering slow temporal variations in the
fluid plasma and the fields implies that the second term on the right of equation
3.6 is much smaller than the other two terms. Thus, equation 3.6 can be used to
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determine the current density, j, and show that ∇ · j = 0 which is consistent with
plasma neutrality.
Added to Maxwell’s equations are the basic MHD equations, starting with the
continuity equation which represents conservation of mass:
∂ρ
∂t
+∇ · (ρv) = 0 (3.9)
where ρ is the mass density and v is the bulk fluid velocity. The conservation of
momentum equation is:
ρ
(
∂v
∂t
+ v · ∇v
)
= −∇p+ j×B− ρg (3.10)
where the first derivative on the left hand side represents the time dependent
acceleration at a fixed spatial position and the second derivative, the convective
derivative, represents the time independent acceleration along the flow direction.
The terms on the right hand side are the pressure gradient, Lorentz force, and
gravitational force respectively, where p is the pressure and g is the acceleration
due to gravity. The final equation to be considered is Ohm’s law:
j = σ (E+ v ×B) (3.11)
The solar wind is a collisionless plasma and so the conductivity, σ, is extremely
high. This implies that the simple form of Ohm’s law can only be satisfied if:
E = − (v ×B) (3.12)
It is within this perfect conduction limit that the frozen-in flux theorem applies
in MHD. The concept of frozen-in flux is such that magnetic field lines can be
considered to move through the system since they are effectively “frozen” into the
plasma, and the plasma cannot travel perpendicular to the field lines.
In the MHD equation of motion, the Lorentz force is present in the form j×B,
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as there is no electric field force because charge neutrality has been assumed.
Using equation 3.6 and neglecting the displacement current:
j×B = 1
µ0
(∇×B)×B = −∇
(
B2
2µ0
)
+
1
µ0
(∇ ·B)B (3.13)
By comparison to equation 3.10, the first term on the right-hand side of equation
3.13 corresponds to a pressure term with the magnetic pressure defined as:
pB =
B2
2µ0
(3.14)
This pressure acts both parallel and perpendicular to the magnetic field lines.
The second term in equation 3.13 corresponds to a tension force that can be
decomposed into two components. One component is parallel to the magnetic
field, and cancels the field-aligned component of the magnetic pressure term. The
resulting effect of the magnetic pressure is to only act perpendicular to the field
lines, forcing them apart. The second component of the tension force acts anti-
parallel to the radius of curvature of the field lines, thus working to reduce their
curvature.
Since the total pressure is assumed constant, a plasma beta parameter can be
defined as the ratio of thermal and magnetic pressures:
βplas =
2µ0p
B2
(3.15)
The βplas parameter measures the relative importance of particle and magnetic
field pressures. If βplas  1, then the plasma is likely to dominate and such a
plasma is called “hot”. Conversely, if βplas  1, then the plasma behaviour is
dominated by the magnetic fields and such a plasma is called “cold”. In the solar
wind, the plasma beta is of order unity, which leads to complex behaviour since
neither the plasma nor the magnetic fields dominate.
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3.2 MHD wave modes
While magnetised plasmas support a plethora of wave modes (see, for example,
Kivelson, 1995a,b), our concern is only with MHD wave modes. In particular,
we will focus on the incompressible Alfve´n wave since it is the dominant wave
mode, and exists pervasively, in the solar wind (see section 3.5). The fractional
fluctuation in the magnetic field magnitude in the solar wind is small (see, for
example, Tu and Marsch, 1995), and the solar wind is often assumed to be incom-
pressible or nearly incompressible (Mangeney et al., 1991; Marsch, 1991; Zank and
Matthaeus, 1993; Wu, 1995). Alfve´n waves are also a major component of solar
wind turbulence (see, for example, Goldstein et al., 1995) and so feature heavily
in models of solar wind fluctuations (for a review of solar wind turbulence theories
along with supporting observational and theoretical results, see Tu and Marsch,
1995). The Alfve´n wave is analogous to a transverse wave on an elastic string
where the restoring force is the magnetic tension, B2/µ0.
The dispersion relation for Alfve´n waves is given by:
ω2 = k2v2A cos
2 θ (3.16)
where θ is the angle between the wave vector k and the magnetic field B, and vA
is the Alfve´n speed:
vA =
B√
µ0ρ
(3.17)
The dispersion relation indicates that the waves are non-dispersive and that the
phase velocity, vp, is:
vp = vA cos θ (3.18)
The group velocity, vg, is the Alfve´n speed and is directed parallel or anti-parallel
to the magnetic field irrespective of the wave vector direction. The magnetic field
and plasma velocity perturbations caused by Alfve´n waves are perpendicular to
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the mean magnetic field and are related via:
δv = ± δB√
µ0ρ
(3.19)
where propagation anti-parallel to the mean magnetic field corresponds to the
sign of the equality being positive, and parallel propagation corresponds to the
negative sign in the equality.
Amongst the common tools used in the analysis of MHD fluctuations are
Elsa¨sser variables (e.g. Roberts et al., 1987a; Tu et al., 1989; Marsch and Tu,
1990):
z± = δv ± δb (3.20)
where the magnetic field has been normalised by its Alfve´n speed, such that δb =
δB√
µ0ρ
. The sign in front of δb in equation 3.20 is decided by sign[−k ·B]. Hence,
for an anti-sunward directed mean field, a negative correlation would indicate an
anti-sunward directed wave vector and vice-versa. However, it is more convenient
to define the Elsa¨ssers variables in such a way that z+ always refers to anti-sunward
propagating waves and z− to sunward propagating waves. In order to do so, the
background magnetic field is artificially rotated by 180◦ every time it points away
from the Sun (Roberts et al., 1987a,b).
It is evident that Elsa¨sser variables provide a convenient way of identifying
Alfve´n wave fluctuations. If it were the case that all the fluctuations observed
were of the sunward propagating sense, then z− would be twice their amplitude
while z+ would be zero. The opposite is also true. However, a problem arises when
neither of the two variables is dominant. In such a case there are two plausible
explanations: either there is an equipartition of Alfve´nic fluctuations, or there may
be compressive fluctuations present. Therefore, Elsa¨sser variables are of greatest
use when fluctuations are very Alfve´nic (i.e. when z±  z∓): this is often the
case in the solar wind, as will be discussed in section 3.5.
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3.3 Simple models of turbulence
From studies of terrestrial fluids (see Batchelor, 1953; Monin and Yaglom, 1975;
Frisch, 1995), it is apparent that there exists two broad types of fluid flow. The
first, known as laminar flow, is smooth and well ordered while the second type,
called turbulent flow, is complex, distorted, and characterised by randomness on
both spatial and temporal scales. Within a fluid flow, the degree of turbulence is
characterised by the Reynolds number, R:
R =
V L
υ
(3.21)
where V and L are the characteristic velocity and scale of the fluid respectively,
and υ is the viscosity. Thus, the Reynolds number represents the ratio of inertial
to viscous forces. At low Reynolds numbers, the fluid flow will be smooth as
viscous forces will be dominant and sufficient to damp out small internal velocity
fluctuations. If the Reynolds number is high, the fluid flow is instead dominated
by velocity fluctuations. This leads to a highly chaotic flow and the fluid is said
to exhibit fully developed turbulence. It is with fully developed turbulence that we
are most concerned since the solar wind plasma is collisionless and the effective
viscosity is very low at the scales we consider in this thesis. Thus, turbulence is
ubiquitous in the high Reynolds number solar wind (see Goldstein et al., 1995; Tu
and Marsch, 1995; Bruno and Carbone, 2005; Horbury et al., 2005, and references
therein).
3.3.1 The Kolmogorov model
Lewis Fry Richardson (see Frisch, 1995) introduced the concept of turbulent fluc-
tuations forming a cascade of energy through the scales of a fluid. Figure 3.1
is a representation of the idealised behaviour of such an energy cascade. This
Richardson cascade was then the inspiration for Kolmogorov (1941a,b) who intro-
duced one of the most influential theories of turbulence (Kolmogorov, 1962, gives
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Figure 3.1: Idealised schematic of energy transfer in a turbulent medium. Eddies transfer
energy as fluctuations from an energy input scale to a dissipation scale. In the solar wind, the
dissipation of energy heats the plasma at the proton gyroscales. Figure taken from Horbury
(1996).
credit to Richardson), predicting the statistical characteristics of fully developed
turbulent flow. It is within this fully developed turbulence regime that the scaling
behaviour is generally split into three ranges, in accordance with the phenomeno-
logical cascading put forward by Richardson. The largest fluctuation scale, L, is
the scale where energy is injected into the system and is called the integral scale,
while the smallest scale, lυ, is known as the dissipation scale and is where the
energy is finally dissipated as heat. For a constant rate of energy input, Π0, at the
scale L, the energy dissipation rate is:  = Π0. If the rate of energy transferred to
a scale l is Π(l), then the rate of energy loss from that scale must also be Π(l) for
a steady energy cascade. If L  l  lυ, then energy will be transferred through
many scales before being dissipated. Since Kolmogorov’s theory (to be referred
to as K41) assumes scale invariance over this range, the energy transfer rate, Π,
is independent of scale. If the Reynolds number is high, then there is essentially
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zero dissipation in the range of scales L  l  lυ. Thus, non-linear terms are
the most dominant in this range and the energy is redistributed over the scales l.
These scales are called the inertial range and are the range of scales within the
fluid where the results of K41 theory hold. The physics in this range is assumed to
be universal, that is it does not depend on either the energy injection mechanism
or the dissipation mechanism.
In the same way that laminar flows become unstable and break up into eddies
in a turbulent fluid, eddies themselves become unstable and break up to form
smaller daughter eddies which in turn also become unstable. In this manner a
hierarchy of eddies is formed and kinetic energy is transfered across the inertial
range from larger to smaller scales, terminating at the dissipation scale of the
fluid. Fundamental to this phenomenology is the idea of locality, that interactions
between comparable size eddies dominate. Thus, there is no direct transfer of
energy from the largest scale to the smallest.
The K41 model, in the limit of infinite Reynolds number, postulates that all
the small scale statistical properties are uniquely and universally determined by
the scale l and the mean energy dissipation rate, , which is assumed to be finite
and independent of viscosity. From these assumptions follows one of the most
important results in fully developed turbulence:
〈
[v(r+ l)− v(r)]2〉 ∼ l2/3 (3.22)
where 〈...〉 denotes an ensemble average, v is the velocity at a point r, and l is
a small displacement from r. The term on the left hand side of equation 3.22 is
the second order structure function, a set of statistical tools that are discussed in
section 4.5. This result was obtained via simple dimensional analysis and here we
present an outline of Kolmogorov’s reasoning. At a scale l such that L l  lυ,
the mean energy dissipation rate is:
 ∼ δv2l /τl (3.23)
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where δvl is the velocity difference across scale l and τl the characteristic time-
scale for energy to cascade to smaller scales by non-linear coupling, also known as
the eddy turn-over time because it is the break-up of eddies that transfers energy.
Dimensionally, only one time-scale can be constructed using the local quantities
δvl and l: τl ∼ l/δvl. Substituting the eddy turn-over time into equation 3.23
and solving for δvl gives the K41 scaling: δvl ∼ (l)1/3. By squaring both sides of
this equation, the two-thirds law (equation 3.22) is retrieved. Therefore, the wave
number power spectrum, P (k), is given by:
δv2l ∼
∫
P (k
′
) dk
′ ∼ 2/3k−2/3 ⇒ P (k) ∼ 2/3k−5/3 (3.24)
This is the well-known f−5/3 K41 power spectrum, where f is the frequency. The
spectral index, α, is the exponent of the power spectrum and, throughout this
thesis, is defined as:
P (k) ∼ f−α (3.25)
That is, positive values of α correspond to negative exponents of the power spec-
trum.
3.3.2 The Iroshnikov-Kraichnan model
Iroshnikov (1964) and Kraichnan (1965) independently tried to apply the K41-style
thinking to MHD turbulence. The phenomenological theory that they developed
(commonly referred to as IK65) considers the fundamental turbulent fluctuations
to be wave-like excitations propagating along the mean magnetic field direction.
This is referred to as Alfve´nic turbulence.
The IK65 theory assumes, as is the case in the K41 phenomenology, that
interactions between fluctuations of comparable scales dominate. Only interac-
tions within the inertial range are considered, which consists of scales l where
L  l  lυ. Physically, the fluctuations are thought of as counter propagat-
ing trains of spatially localised Alfve´n wave packets with a parallel to the mean
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magnetic field extent l‖ and a field-perpendicular extent l⊥. In MHD turbulence
the mean energy dissipation rate per unit mass is still of the same form shown
in equation 3.23. However, unlike in the hydrodynamic case, there is no longer
a dimensional certainty about the determination of the cascade time, τl, because
there are three dimensionless combinations in MHD turbulence: l/δv3l , δvl/vA,
and l‖/l⊥. Thus, the scaling is not uniquely determined by dimensional analysis
and further physics input is required as there are two physical time-scales associ-
ated with the fluctuations: the eddy turn-over (or nonlinear) time τs(l) ∼ l⊥/δvl
and the Alfve´n time τA(l) ∼ l‖/vA. The derivation of the IK65 scaling law pre-
sented here is after Schekochihin and Cowley (2007).
It takes an Alfve´n time for two counter propagating wave packets to pass
through each other. In this time, the change in amplitude of either wave packet
is given by:
∆δvl ∼ δvl τA
τs
(3.26)
Weak interactions are assumed such that: τA  τs ⇔ ∆δvl  δvl. As with K41
theory, the IK65 model estimates the cascade time, τl, to be the time taken after
many interactions for δvl to alter by an amount similar to itself. Assuming that
the changes in ∆δvl increase as a random walk:
τl∑
∆δvl ∼ δvl τA
τs
√
τl
τA
⇒ τl ∼ τ
2
s
τA
∼ l
2
⊥vA
l‖δv2l
(3.27)
Substituting this expression for τl into equation 3.23 gives:
δvl ∼ (vA)1/4 l−1/4‖ l1/2⊥ (3.28)
In light of the success of K41 theory, both Iroshnikov and Kraichnan neglected
the intrinsic anisotropy in the problem of MHD turbulence and assumed isotropy,
thus setting the dimensionless ratio l‖/l⊥ to unity: l‖ = l⊥ = l. Therefore, the
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IK65 scaling is given by:
δvl ∼ (vA)1/4 l1/4 ⇒ P (k) ∼ (vA)1/2 k−3/2 (3.29)
Hence, the presence of Alfve´n waves slows down spectral transfer and results in a
reduced spectral index of α = 3/2.
3.4 Power law scaling in the solar wind
Power law statistics in the solar wind magnetic field power spectra were first
observed by Siscoe et al. (1968) using data from Mariner 4 and Sari and Ness
(1969) with data from Pioneer 6. The frequency range 3× 10−4–5× 10−1 Hz was
found to scale with a spectral index close to 3/2 by Siscoe et al. (1968), although
the spectral index varied between 1 and 2. Two frequency regimes were studied
by Sari and Ness (1969): 2.3× 10−6–1.4× 10−4 Hz and 2.8× 10−4–1.6× 10−2 Hz.
These frequency spectra were found to obey a power law with the higher and
lower frequencies having a spectral index of 2 and between 1 and 3/2 respectively.
The ubiquitous nature of small scale directional discontinuities in the heliospheric
magnetic field was thought to be responsible for the scaling observed in the higher
frequencies. It was also thought that the scaling found in the lower frequencies
represented the macro- rather than micro-structure of the solar wind magnetic
field. Neither Siscoe et al. (1968) nor Sari and Ness (1969) interpreted their
results as suggesting the presence of an active turbulent cascade within the solar
wind.
Coleman (1968) was the first to interpret power law behaviour in solar wind
power spectra as symptomatic of a turbulent system, using data from both the
magnetometer and plasma instruments on board the Mariner 2 spacecraft in 1962.
During this time, Mariner 2 traveled in heliolatitude from 7.5◦N to 5.5◦N and from
1 to 0.87AU. Two sets of data were used, each 32 days in length, to calculate
magnetic field power spectra from the lowest frequency to 1.35× 10−2 Hz. Figure
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3.2 is an example power spectrum of the radial component of the magnetic field
taken from Coleman (1968).
Figure 3.2: Power spectrum of the radial component of Mariner 2 magnetic field data, showing
clear power-law scaling. Figure taken from Coleman (1968).
As represented by figure 3.2, the behaviour of the power spectra was quali-
tatively different for frequencies lower than 10−5 Hz than for frequencies higher
than 10−4 Hz. Noticing that the majority of the power was aligned with the mag-
netic field at lower frequencies and transverse to the field at higher frequencies,
Coleman interpreted the lower frequency regime as a result of fluctuations in Bs,
the magnetic field in the Parker spiral direction, and the higher frequency regime
as the spectrum of perturbations to Bs. Coleman was also able to demonstrate
approximate equipartition in the energy of the radial components of the velocity
and magnetic fields. This and the transverse nature of the higher frequency fluc-
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tuations were considered indications that the magnetic field fluctuations were due
to Alfve´n waves in the solar wind.
All the power spectra exhibited P (f) ∼ f−1.2 power law behaviour for fre-
quencies higher than 10−4 Hz. While the total power decreased with increasing
distance from the Sun, the shape of the power spectra remained the same. Cole-
man (1968) argued that this was a signature of MHD turbulence with the energy
for stirring the fluctuations drawn from stream shears in the solar wind. Instabil-
ities associated with the differential motion of these streams then transmit their
energy through a hierarchy of Alfve´n waves at frequencies above 10−4 Hz. Cole-
man’s demonstration of the approximate equipartition of the magnetic and kinetic
energies in the solar wind coupled with his observed spectral index of 1.2 implied
that solar wind fluctuations had properties indicative of MHD turbulence as de-
scribed by Kraichnan (1965). Indeed, Coleman interpreted the f−1.2 dependence
which extended over the frequency range 10−4–10−2 Hz as an inertial range.
Since the work of Coleman (1968), further attempts have been made to more
accurately quantify the power spectral indicies for both the magnetic and velocity
fields in the solar wind. The Helios and Voyager spacecraft provided opportuni-
ties to study the nature of solar wind fluctuations (see Schwenn and Marsch, 1990,
1991, for a detailed review of the Helios mission and its main results). Denskat and
Neubauer (1982), using Helios magnetic field data at approximately 1AU, mea-
sured power spectra between the frequencies 10−5–10−2 Hz with best fit spectral
indicies of 1.59 and 1.69 for the magnetic field components and magnitude respec-
tively. Figure 3.3 is an example of the power spectra measured by Denskat and
Neubauer (1982) using Helios data. Matthaeus and Goldstein (1982a) analysed
Voyager magnetic field data at heliocentric distances of 1, 2.8, and 5AU, measur-
ing an inertial range spectral index of 1.73 ± 0.08, 1.67 ± 0.17, and 1.70 ± 0.03
respectively (see also Matthaeus et al., 1982). For distances of and in excess of
8AU, magnetic field power spectra measured by Burlaga and Klein (1986) exhib-
ited power law scaling over the frequency range 10−5–5× 10−2 Hz with a spectral
index near 5/3. Indeed, subsequent studies of solar wind fluctuations have also
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measured power spectra with spectral indicies close to 5/3 in the inertial range
(see, for example, Marsch, 1991). Thus, one of the key results of the Helios and
Voyager missions has been the observation that solar wind fluctuations demon-
strate a power law behaviour with an inertial range spectral index consistent with
the K41 theoretical value of 5/3 (see, for example, Roberts and Goldstein, 1991)
Figure 3.3: Magnetic field components and magnitude power spectral densities at different
heliocentric distances, using Helios 2: (top left) Bx, (top right) By, (bottom left) Bz, and
(bottom right) |B|. The spectra were computed from 40 second averages of the magnetic field
over 11.5 hours on January 24, 1900 UT to January 25, 0623 UT, 1976 (0.97AU) and on April
14, 2300 UT to April 15, 1023 UT, 1976 (0.29AU). Figure taken from Denskat and Neubauer
(1982).
When studying low frequencies (of order 10−6–10−4 Hz at 1AU) in the high
speed solar wind, a spectral index value of 1 is observed in the solar wind magnetic
field power spectra (Burlaga and Goldstein, 1984; Goldstein et al., 1984). This
1/f spectrum most likely has a solar origin and is convected out with the solar
wind as these frequencies are too low to have been caused by in situ generated
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turbulence. While 1/f noise can be produced by many diverse physical processes
and is commonly found in physical systems, Matthaeus and Goldstein (1986)
were able to model the observed 1/f spectrum by considering a superposition of
signals caused by scale-invariant reconnection of magnetic structures near the solar
surface. Thus, by considering magnetic structures on the solar surface, Matthaeus
and Goldstein (1986) were able to provide a potential source for the observed 1/f
spectra.
It was noted by Roberts (1990) and Roberts and Goldstein (1991) that, at the
time of writing, in-situ observations of the solar wind were all in the ecliptic and
the nature, indeed the existence, of turbulence in the polar solar wind had not yet
been investigated. Since the environment over the poles is substantially different
to that in the ecliptic, the absence of stream shears being only one example, it was
expected that this difference would be reflected in the turbulence. For example, it
was thought that turbulence in the fast solar wind, originating from polar coronal
holes, might be more Alfve´nic (Grappin et al., 1991). The opportunity to study the
polar solar wind in detail came in 1990 with the launch of the Ulysses spacecraft
and its entry into a polar orbit around the Sun.
Turbulence in the polar solar wind at solar minimum is characterised by a
power spectrum that has a low-frequency regime exhibiting a 1/f scaling and
a higher-frequency inertial range, similar to that in the ecliptic, with a spectral
index close to 5/3 (Smith and Marsden, 1995; Horbury et al., 1995b, 1996a). As
is observed in the ecliptic plane, the majority of the power in the fluctuations
is aligned transverse to the magnetic field (Smith et al., 1995). This results in
the fluctuations displaying a considerable degree of anisotropy (Horbury et al.,
1995b), which is confirmed by variance analysis of hourly-averaged magnetic field
data (Forsyth et al., 1996). While variance anisotropy is also present in the ecliptic
solar wind, it is present to a greater extent in the fast polar wind (Horbury et al.,
1995b; Forsyth et al., 1996).
Ulysses data from 1993 to 1994 was used by Horbury et al. (1996a) to compute
the power spectral index using structure functions. During this time, the Ulysses
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spacecraft was almost continuously within the high-latitude fast solar wind and
traveled from 4 to 2.9AU. In the magnetic field components, Horbury et al. (1996a)
measured three distinct frequency regimes. The first, corresponding to frequencies
5×10−5–2×10−4 Hz, was the large-scale 1/f scaling regime. This was followed by
a change in the turbulent spectrum, shown in figure 3.4, leading to a smaller scale
power law behaviour in the frequency range 10−4–10−3 Hz, which was interpreted
as a transition regime. Finally, at small scales corresponding to the inertial range
frequencies 3 × 10−3–10−2 Hz, the mean spectral index was 1.7 which is closer to
the K41 value of 5/3 than the IK65 value of 3/2 (see also Horbury and Balogh,
1998).
Figure 3.4: Dependence of spectral index on spacecraft frequency for polar turbulence around
80◦S and 2.4AU heliocentric distance, as measured by Ulysses in 1994. Values of 5/3 and 1 are
marked with horizontal dashed lines. Figure taken from Horbury et al. (1996b).
Horbury et al. (1995a) found that radial magnetic field data, between 1.7 and
3.8AU, had a power spectral index of 1.7 for frequencies above 10−3 Hz in the
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high-latitude solar wind and above 10−5 Hz in the ecliptic. The polar solar wind
inertial range was measured at a solar distance of 3.1AU by Horbury and Balogh
(1998) who found that it only extended to approximately 100 seconds in the space-
craft frame. Indeed, the observation that the inertial range is smaller in the fast
polar solar wind than in the ecliptic represents a significant difference between
undisturbed high-latitude fast and low-latitude fast solar wind turbulence. These
results imply that high-latitude fast solar wind turbulence is less evolved than its
low-latitude counterpart, which was corroborated by Horbury et al. (1996a). Un-
like at low-latitudes, there are no stream shears in the undisturbed polar fast solar
wind to drive the turbulence which could be the reason for the slower evolution
(Horbury et al., 1996a; Horbury and Balogh, 2001).
The continuing observations of magnetic field inertial range spectral indi-
cies close to 1.7 in the solar wind led many to debate whether Kolmogorov or
Iroshnikov-Kraichnan scaling was of greater relevance in the solar wind. While
it has not always been easy in practice to distinguish between a power spectral
index of 5/3 and 3/2, a general consensus has developed that K41 scaling is the
more prevalent in the solar wind (see, for example, Roberts and Goldstein, 1991;
Goldstein et al., 1995; Horbury et al., 2005).
While this thesis is concerned only with magnetic field fluctuations in the
solar wind, it is instructive to discuss the power spectrum of turbulent velocity
fluctuations for completeness. These have also been shown to be characterised
by a power law in the inertial range. However, the power spectrum of velocity
fluctuations in the solar wind has not been well studied because of the lack of
high time resolution measurements needed to resolve a significant fraction of the
inertial range. There have been some studies, most of which measure a spectral
index near 1.5 (Podesta and Roberts, 2005; Podesta et al., 2006; Chapman and
Hnat, 2007), which is consistent with Iroshnikov-Kraichnan scaling rather than the
Kolmogorov scaling associated with magnetic field inertial range power spectra.
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3.5 Alfve´nic fluctuations in the solar wind
The solar wind is, to varying degrees, Alfve´nic throughout the heliosphere, where
variability is largely dependent upon the type and heliocentric distance of the solar
wind. In using plasma and magnetic field data from Mariner 5 to demonstrate a
close correlation between magnetic and velocity field fluctuations, as also shown in
figure 3.5, Belcher and Davis (1971) were not only the first to identify Alfve´n waves
in the solar wind but also showed that they were widespread (Hundhausen, 1972).
The observed waves were, in general, not compressive and were propagating away
from the Sun. It was also shown by Belcher and Davis (1971) that the magnetic
field fluctuations were highly anisotropic with a 9:1 ratio of the magnetic field-
perpendicular to parallel power. They also had a dependence on stream structure.
Figure 3.5: Two days of data taken within high speed solar wind streams showing the variations
in the components of the velocity and magnetic fields. The velocity and magnetic field variations
are either correlated or anti-correlated depending on the polarity of the ambient field, indicating
the presence of Alfve´n waves. Figure taken from Horbury et al. (2005).
Belcher and Davis (1971) suggested that the fluctuations which Coleman (1968)
interpreted as indicative of turbulence were just remnants of outward propagating
waves generated at the Sun (see also Denskat and Neubauer, 1982). Therefore,
the turbulence and wave descriptions are entirely contradictory, as Alfve´n waves
only propagating outward from the Sun cannot interact non-linearly with each
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other (Dobrowolny et al., 1980). However, as will become clear, the wave versus
turbulence dichotomy has revealed itself to be non-existent. Both pure Alfve´n
waves and turbulent fluctuations are present in the solar wind, with large scale
Alfve´nic fluctuations decaying into a turbulent spectrum at higher frequencies.
Tu et al. (1989) used plasma and magnetic field data at a solar distance of
0.3AU to calculate the spectra of Elsa¨sser variables. Their results are shown in
figure 3.6. In the high speed solar wind flows, the e+ power spectrum (computed
from z+) has a flatter part in the low-frequency range and a steeper part in the
high-frequency range, with a breakpoint frequency occurring at around 4×10−4 Hz.
For the case of the e− spectrum (computed from z−), the steeper part, with a
spectral index near 5/3, occurs in the low-frequency range and the flatter part,
with a spectral index smaller than 0.5, occurs in the high-frequency range. The
breakpoint frequency for this power spectrum is around 6 × 10−4 Hz. Figure 3.6
shows that the power in e+ is significantly greater than that in e− over most of the
frequency range studied, differing by two orders of magnitude in the middle section
of the plot. This indicated that the fluctuations were predominantly Alfve´nic
with an anti-sunward sense of propagation: e+ fluctuations are almost entirely
responsible for the velocity and magnetic field spectra.
For the low-speed solar wind, the e+ spectrum has a breakpoint near 2 ×
10−4 Hz, with a steeper (α ∼ 5/3) part in the high-frequency range and a flatter
part in the low-frequency range. The breakpoint for the e− spectrum is near
6× 10−4 Hz, where the low-frequency part has a spectral index near 5/3 and the
high-frequency part has a slightly lower spectral index near 1.2. In the slow speed
solar wind, the fluctuation amplitudes of e+ and e− were closer at a given frequency
than in the fast solar wind streams. Thus, while e+ fluctuations still dominate,
the difference between the two regimes was less than an order of magnitude.
The cross-helicity, introduced by Matthaeus et al. (1982), provides a measure
of the correlation between the magnetic and velocity fields and is therefore a way
to quantify the degree of Alfve´nicity in the solar wind. Using six years of Voyager
1 and 2 data, while the spacecraft traveled from 1 to 11AU in the ecliptic plane,
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Figure 3.6: Power spectra of the Elsa¨sser variables e+ (solid upper lines) and e− (dashed lower
lines), computed from z+ and z− respectively, for (a) high speed and (b) low speed solar wind
streams near 0.3AU. The transition around 4 × 10−4 Hz in high speed solar wind is clear for
both e+ and e−. Figure taken from Tu et al. (1989).
Roberts et al. (1987a) studied solar wind fluctuations using the cross-helicity, Hc,
and the total energy, E:
Hc =
∑
k
Hc(k) =
1
2
〈δv · δb〉 (3.30)
E =
∑
k
P (k) =
1
2
〈
(δv2 + δb2)
〉
(3.31)
where the magnetic field δb has units of velocity and P (k) is the power as a
function of wave vector. Roberts et al. (1987a) examined power spectra for 150
intervals of magnetic field data, ranging in length from 1 to 10 days, using the
normalised cross-helicity, σc = 2Hc/E, to measure the Alfve´nicity of the fluctu-
ations: |σc| ∼ 1 corresponds to fluctuations being highly Alfve´nic. Consistency
with perfectly aligned Alfve´n waves was observed for 10–15% of the data, while
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the remaining data showed either a mixture of inward and outward propagating
Alfve´n waves or the presence of other wave modes. This study also found that
outward propagating Alfve´n waves become less predominant with increasing he-
liocentric distance (see also Bruno et al., 1985; Roberts et al., 1987b) which is
related to the evolution of the fraction of inward to outward propagating Alfve´n
waves.
The normalised cross-helicity was also calculated by Tu et al. (1989) at a
heliocentric distance of 0.3AU, and is shown as a function of frequency in figure
3.7. In high speed solar wind streams, it is clear that the fluctuations are highly
Alfve´nic over most of the studied frequency range, peaking at the breakpoint in
the e± spectra (see figure 3.6) and decreasing at higher frequencies. Figure 3.7
also indicates that σc is close to zero for very low frequencies. For the slow solar
wind stream case, σc was found to be significantly below unity for all frequencies
and to drop to values near zero at higher frequencies than in the fast wind.
Figure 3.7: Spectra of the normalised cross-helicity, for (a) high speed and (b) low speed solar
wind streams near 0.3AU. Figure taken from Tu et al. (1989).
The predominance of Alfve´n waves propagating away from the Sun in the
inner heliosphere is consistent with them having a solar origin. This is because
the solar wind becomes super-Alfve´nic at the Alfve´n critical point, where the solar
wind speed equals the local Alfve´n speed at a distance of ∼10–20 solar radii from
the Sun, and only outward propagating waves can be convected into the solar
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wind. The existence of inward propagating Alfve´n waves implies that there is
some local generation of waves, probably caused by non-linear interactions between
fluctuations (Tu et al., 1989). In addition, while the Alfve´nic correlation in the
solar wind was usually very high, it rarely exceeded ∼ 90%. This is inadequate to
supress non-linear evolution (Matthaeus et al., 1983) and so turbulence remains
important in solar wind dynamics. In this current view, the Sun remains the source
of the fluctuations which become modified by expansion, shear, and compression
as the solar wind flows outward. In the polar solar wind, large-scale Alfve´n waves
provide the energy for the turbulent cascade (Horbury et al., 1996a, 1997a), while
the energy in the ecliptic is thought to be drawn from stream shears (Goldstein
and Roberts, 1999; Goldstein et al., 1999).
3.6 Turbulent evolution with heliocentric distance
The solar wind expands outward from the Sun and so the distance from the Sun is
linked to the time that the fluctuations within the solar wind have had to interact
with themselves. Therefore, in order to consider how the fluctuations evolve with
time, how their properties vary with distance must be measured. The range of
distances 0.3–0.9AU was explored by the Helios mission, which meant that the
evolution of turbulent spectra with heliocentric distance could be studied for the
first time. Magnetic field power spectra were computed by Denskat and Neubauer
(1982) using data from Helios 1 and 2 which indicated that, for distances less than
0.4AU, the power spectra demonstrated very different behaviour than at larger
distances. They found that the spectral indicies were smaller and consequently
the power spectra were flatter, signs that turbulence close to the Sun was not
yet fully evolved. The work of Denskat and Neubauer (1982) was expanded upon
by Bavassano et al. (1982a), who studied magnetic field fluctuations within high
speed solar wind using Helios data. Figure 3.8 represents the key result from
Bavassano et al. (1982a), showing the power spectra of magnetic field fluctuations
as functions of frequency at three separate distances from the Sun. These reveal
60
a clear trend: the f−5/3 regime extends to lower frequencies (larger scales) with
increasing distance from the Sun, or equivalently, the breakpoint between the f−1
and f−5/3 regimes moves to lower frequencies with increasing solar distance. This
observed change in the shape of the power spectrum is consistent with energy
transfer between scales and so Bavassano et al. (1982a) provided the first clear
evidence that the fluctuations reflected an active turbulent cascade.
Figure 3.8: Power density spectra of magnetic field fluctuations observed by Helios 2 between
0.3 and 1AU. The spectral break (blue dot) shown in each spectrum moves to lower frequencies
as the heliocentric distance increases. Figure taken from Bruno and Carbone (2005).
The results of Bavassano et al. (1982a) can be understood by assuming the
presence of an initial population of f−1 Alfve´n waves in the solar wind after passing
the Alfve´n critical point. These waves gradually decay, transferring their energy
to smaller scales. The spectral index is equal to 1 at scales where, at any given
distance, most waves have not transferred a significant amount of energy. This
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significant energy transfer occurs at higher frequencies, producing a turbulent
cascade and thus an inertial range with a 5/3 spectral index. As the fluctuations
travel further from the Sun, increasingly lower frequencies decay and transfer their
energy to smaller scales. This extends the inertial range to progressively lower
frequencies as is shown in figure 3.8. Pursuing this understanding, the breakpoint
between the f−1 and f−5/3 regimes represents the scale of the highest frequency
Alfve´n waves which have not yet transferred significant energy into the turbulent
cascade. Therefore, they represent the energy-containing or integral scale.
A theoretical model to explain the results of Denskat and Neubauer (1982) and
Bavassano et al. (1982a) was proposed by Tu et al. (1984) and Tu (1988). It was
assumed that the Alfve´nic fluctuations corresponded to an asymmetric state of
turbulence: most of the fluctuations propagated anti-sunward and a small amount
propagated towards the Sun. They modeled how non-linear interactions between
these counter-propagating wave modes could cause an energy cascade in which
low-frequency fluctuations transfer energy to fluctuations at higher frequencies (see
discussion in Zhou and Matthaeus, 1990; Bruno and Bavassano, 1991). This model
was extended by Tu and Marsch (1992, 1993) who proposed a two-component
model, consisting of Alfve´n waves and convective magnetic structures, and had
reasonable agreement with Helios observations.
Contrary to observations made in high speed streams near 0.3AU, fluctuations
in slow speed steams at the same solar distance already appear to be indicative of
well-evolved turbulence (see, for example, Tu et al., 1989; Marsch and Tu, 1990;
Tu et al., 1990). Therefore, these fluctuations would not be expected to change
significantly with increasing heliocentric distance. Indeed, the radial evolution of
such fluctuations from 0.3 to 1AU was studied by Marsch and Tu (1990) using
Elsa¨sser variables. They found that slow stream fluctuations did not change sig-
nificantly with increasing distance, tending to an equipartition of e+ and e− modes
and a 5/3 power spectral index.
Using data from the Ulysses spacecraft in the high latitude solar wind, Horbury
et al. (1995a, 1996a) showed that, despite the absence of stream shears to drive
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the turbulence, there was a slow evolution in the turbulent spectra probably due
to energy transfer from low frequency Alfve´n waves. This work was extended
by Horbury et al. (1996b), who studied the evolution of the inertial range by
Figure 3.9: Variation of the polar breakpoint scale with heliocentric distance. Measurements
taken during the Southern pass are denoted by circles, those during the Northern pass by squares.
All the data was taken in undisturbed, high speed polar flows apart from the rightmost three
circles, which were taken in the trailing edges of high speed streams at lower latitudes. A least-
squares linear fit to all but the rightmost three circles is shown as a solid line: it is extended to
larger distances as a dashed line. The gradient of the least-squares fit is 1.1± 0.1. Figure taken
from Horbury et al. (1996b).
considering the evolution of the breakpoint frequency. This is between the f−1
and f−5/3 regimes, and they defined it as the frequency at which the spectral index
is 1.4. They considered data intervals that ranged in solar distance and latitude
from 3.12 to 1.53AU and −63◦ to −80◦ to −45◦ in the southern hemisphere and
1.54 to 2.42AU and 55◦ to 80◦ to 71◦ in the northern hemisphere. As shown
in figure 3.9, a linear trend was fitted to the change in breakpoint frequency
with solar distance which showed a r1.1±0.1 dependence, where r is the radial
distance from the Sun. Horbury et al. (1996b) thought that the measured scaling
of the breakpoint frequency was also likely the same as the rate of extension
to lower frequencies of the inertial range. Comparing their results in the polar
solar wind with the evolution of turbulence in the ecliptic, it was clear that, at
comparable heliocentric distances, the breakpoint frequency in the high-latitude
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flows was higher than in the ecliptic. This is consistent with turbulence being less
well developed in the polar solar wind. Extrapolating the Ulysses results allowed
Horbury et al. (1996b) to tentatively conclude that the breakpoint frequencies were
the same for fast speed solar wind in both the high-latitude and ecliptic flows for
distances close to the Sun (approx. 0.3AU). Before 0.3AU, there would not have
been enough time for the different environments of the polar and ecliptic flows to
affect the initial state of the turbulence. Since stream shear interaction regions are
not fully formed prior to 0.3AU, they suggested that the faster development in the
ecliptic after 0.3AU was due to stream shear interactions driving the turbulence.
The observation that the inertial range, with 5/3 spectral index, extends to
lower frequencies with increasing solar distance has been made using Voyager data
out to heliocentric distances as far as ∼11AU (Roberts et al., 1987a; Klein et al.,
1992). As well as the turbulence, the Alfve´nicity of the fluctuations also evolves
with solar distance. Before 6AU, the fluctuations are mostly outwardly propa-
gating and then there is a steadily increasing proportion of inwardly propagating
fluctuations (Roberts et al., 1987a). The IK65 model predicts an equipartition
between magnetic and kinetic energy in Alfve´nic turbulence, implying that the
Alfve´n ratio, rA = Ev/Eb, should have a value of unity. However, measure-
ments of the Alfve´n ratio indicate that its value is less than 1, and often near
0.5 (Matthaeus et al., 1982; Roberts et al., 1987a; Tu et al., 1989). Therefore,
there must be some processes affecting the turbulence that were not considered in
the IK65 phenomenology as this result cannot be explained by only considering
Alfve´nic fluctuations.
Goldstein et al. (1999), to shed light on the observed differences in evolution
between fast and slow solar wind, modeled how the large scale 1/f Alfve´nic fluc-
tuations might transfer their energy to the turbulent cascade by using numerical
simulations. They concluded that the Alfve´nicity of the fluctuations was reduced
by the presence of velocity shears and pressure-balanced flux tubes even when
account was taken of the solar wind expansion. These conclusions were in agree-
ment with key observations: turbulence evolution is faster and less Alfve´nic in
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low latitude regions. Bavassano et al. (1998) used Ulysses plasma and magnetic
field measurements to study solar wind turbulence in different heliospheric regions.
Four intervals were analysed, each spanning a duration of six solar rotations (ap-
prox. 160 days). Two of the intervals were in the ecliptic at latitudes −6◦ to 2◦
and at solar distances 2 and 5AU respectively, one was at mid-latitudes (−17◦
to −25◦) near 5AU, and the last interval was at high-latitude (−50◦ to −69◦)
at about 3AU. They investigated three different scales: 1, 4, and 12 hours by
considering the normalised cross-helicity, σc, in each region and so measured the
correlation between the magnetic and velocity fields. In agreement with earlier
work by Roberts et al. (1987a,b), a decrease in the normalised cross-helicity was
observed with heliocentric distance for the low-latitude intervals. There was also
an observed decrease in σc with solar distance at mid-latitudes, although this was
more pronounced than that observed in the ecliptic. This was attributed to the
strong presence of stream shear interaction regions in the mid-latitude interval.
The σc value in the high-latitude interval was higher than that observed in the
other latitude regimes. This is consistent with high-latitude turbulence being less
evolved and more Alfve´nic than turbulence at lower latitudes. Therefore, the anal-
ysis of Bavassano et al. (1998) served to highlight the importance of stream shears
in the driving of turbulence.
Using plasma and magnetic field measurements from 1.4 to 4.3AU in the polar
solar wind, Bavassano et al. (2000a) was able to confirm the Alfve´nic nature of
high-latitude turbulence and show that the Alfve´nic correlation decreased with
solar distance. The same data set was also used by Bavassano et al. (2000b) to
study the evolution with heliocentric distance of inward and outward propagating
Alfve´nic fluctuations. They were able to show that, in terms of energy per unit
mass, the large-scale outward propagating Alfve´nic fluctuations decrease signifi-
cantly faster than the inward propagating fluctuations before 2.5AU. At greater
solar distances the reverse is true, until both types of Alfve´nic fluctuations de-
crease at the same rate (for a comprehensive review of the possible origin and role
in solar wind turbulence of Alfve´n waves, see Velli and Prunetti, 1997).
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3.7 Anisotropy
In inertial range hydrodynamic turbulence there is, in general, no preferred di-
rection for eddies to decay and therefore the turbulence is isotropic. However,
the presence of a background magnetic field in MHD turbulence breaks this direc-
tional symmetry, which results in an anisotropy of the fluctuations relative to this
direction. Therefore, magnetic field aligned anisotropy is an interesting feature
of MHD turbulence as it represents a fundamental difference between plasma and
hydrodynamic behaviour. Anisotropy also impacts on the propagation and accel-
eration of cosmic rays (Duffy and Blundell, 2005) and the heating of interplanetary
plasma (Velli, 2003).
3.7.1 Variance anisotropy
The variance (or amplitude) anisotropy of fluctuations in the solar wind is well
established. Coleman (1968) showed that the magnetic field fluctuations within
the inertial range, corresponding to frequencies higher than 10−4 Hz near 1AU,
were predominantly transverse to the mean magnetic field. Belcher and Davis
(1971) were also able to demonstrate that the solar wind magnetic field fluctuations
were highly anisotropic, obtaining a value of 9:1 for the ratio of transverse to
parallel power.
Bavassano et al. (1982b) studied magnetic field data, obtained from Helios 2
in 1976, from the trailing edges of high-speed streams taken at different distances
from the Sun. Since they focused on the same turbulent region as it was convected
in time to increasing distances from the Sun, they argued that their statistical sam-
ple was more homogeneous than those used previously in similar studies. Three
periods of stream observation were used by Bavassano et al. (1982b) at heliocen-
tric distances of 0.89, 0.68, and 0.31AU. They also considered five different time
scales when computing their variance matrix: 168 s, 8min, 22.5min, 1 hr, and 3 hr.
Bavassano et al. (1982b) were then able to show that the minimum variance direc-
tion was aligned with the mean field direction and that the degree of anisotropy
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exhibited by the fluctuations, in the plane perpendicular to the minimum vari-
ance direction, increased with solar distance. For example, the ratio of variances
perpendicular to the mean field to those parallel for 168 s intervals was near 30
at 0.31AU and near 50 at 0.89AU. The degree of anisotropy was also greater at
higher frequencies.
Klein et al. (1991) examined magnetic field and plasma data from Voyager 2
to study the evolution of anisotropy in solar wind fluctuations. They considered
time intervals of 1 to 12 hours, covering a range of heliocentric distances from 1
to 10AU. In agreement with the work of Bavassano et al. (1982b), they found
that the minimum variance direction was, on average, close to the mean magnetic
field direction and that the degree of anisotropy was greater at higher frequencies.
However Klein et al. (1991) showed that, in contrast to the findings of Bavassano
et al. (1982b), the degree of anisotropy exhibited by the magnetic fluctuations
decreased with increasing solar distance. It was shown, in both compression re-
gions and rarefactions at large radial distances, that there was a greater spread
in the minimum variance directions about the mean field than at smaller radial
distances. Indeed, when considering the magnetic field components perpendicular
to the local mean field compared to the parallel component, it was shown that the
power in smaller-scale fluctuations was in the ratio of about 5:1 near 1AU at time-
scales of 1 hour but decreased to about 3:1 further away from the Sun. Another
area of difference was that the anisotropies observed by Klein et al. (1991) were,
in general, lower than those observed by Bavassano et al. (1982b). Klein et al.
(1991) suggested that this might be due to the intervals studied by Bavassano
et al. (1982b) containing a mixture of both fast and slow speed solar wind.
Klein et al. (1993) examined Helios 2 data at solar minimum, when fast- and
slow-speed streams could be easily distinguished. They found that solar wind
fluctuations in high-speed streams were significantly more anisotropic than those
in slow-speed streams. Therefore, this study implies that inertial range magnetic
field fluctuations in the polar solar wind should be highly anisotropic and trans-
verse to the mean magnetic field. Indeed, Horbury et al. (1995b) used the Ulysses
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Figure 3.10: Two hours of magnetic field data in a high speed solar wind stream: the field
direction is shown as the solid lines in the top two panels and the magnitude in the bottom
panel. The minimum variance direction of successive 5 minute intervals of data is shown as open
circles in the top two panels. This direction closely follows the local magnetic field, indicating
that small scale turbulent fluctuations are predominantly perpendicular to the local magnetic
field. Figure taken from Horbury et al. (2005).
spacecraft to carry out a variance analysis on such high frequency polar fluctua-
tions. They examined several 5-day intervals of magnetic field data which they
split into 5 minute intervals while Ulysses was at latitudes and heliocentric dis-
tances of −55◦ and 1.7AU, −80◦ and 2.4AU, and 50◦ and 3.8AU respectively.
Horbury et al. (1995b) found that the small-scale fluctuations in the polar helio-
sphere were transverse to the mean magnetic field for the majority of the intervals
analysed, such that the minimum variance direction was within 26◦ of the mean
field direction for 75% of the intervals. This consistently good agreement with the
mean field direction is exemplified in figure 3.10 where the minimum variance di-
rections of 5 minute intervals are shown as circles on the top two panels. Horbury
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et al. (1995b) were also able to quantify the high degree of anisotropy observed,
measuring the power transverse to the field to be about 30 times that parallel.
They also found that there was a tendency for the alignment of the minimum
variance vectors with the mean field direction to decrease with increasing distance
from the Sun, which was consistent with the findings of Klein et al. (1991), al-
though they observed this to be a very slight trend. Therefore, the inertial range
polar fluctuations are similar to those in high speed streams near the ecliptic (see
also Forsyth et al., 1996).
More recently, Neugebauer (2004) used Ulysses plasma and magnetic field data
to examine daily variations of hourly averages of the magnetic field components
and show that the minimum variance direction loses its alignment with the mag-
netic field in favor of a more radial direction as the solar distance increases. In
agreement with previous studies (Bavassano et al., 1982b; Klein et al., 1991), the
anisotropy of the polar fluctuations was also more pronounced at higher frequen-
cies. It was also noted by Neugebauer (2004) that most of the observed frequency
and distance trends were similar to those observed in fast solar wind streams in the
ecliptic, despite the difference in stream structure between high and low latitudes
(Horbury et al., 1995b; Forsyth et al., 1996).
The observation that small-scale, inertial range fluctuations in the magnetic
field tend to be perpendicular to the local magnetic field direction is consistent with
solar wind fluctuations being dominated by incompressible Alfve´n waves. If the
solar wind fluctuations were parallel to the field direction, suggesting the existence
of fluctuations in the magnetic field magnitude, this would be inconsistent with the
solar wind being incompressible and the fluctuations would have a non-Alfve´nic
origin. This important observation of solar wind fluctuations exhibiting variance
anisotropy demonstrates the significance of the magnetic field as a feature of MHD
turbulence which breaks the directional symmetry present in hydrodynamics and
serves as a direction which orders the fluctuations.
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3.7.2 Spectral anisotropy
While variance anisotropy is clearly an important feature of solar wind turbulence,
this thesis is more concerned with anisotropy in the distribution of turbulent fluc-
tuation energy over the full three-dimensional space of wave vectors. This is known
as spectral anisotropy. Unfortunately, single-point measurements cannot supply
sufficient information to unambiguously specify the three-dimensional form of the
spectral tensor for magnetic field fluctuations (see section 4.2.1). In the absence
of data, idealised models of the spectral tensor have been adopted. The most
simple model of turbulent fluctuations has been the isotropic model, in which it
is postulated that all wave vectors with the same magnitude are excited equally
and therefore the correlation function (see section 4.4) decays equally in all direc-
tions as shown in the top panel of figure 3.11. Classical hydrodynamic turbulence
theory (see, for example, Batchelor, 1953; Frisch, 1995) is almost entirely based
on this assumption and, in the absence of conflicting evidence, Coleman (1968)
tacitly assumed that the turbulent fluctuations in the solar wind also had isotropic
symmetry. Indeed, other applications of hydrodynamic turbulence theory to the
solar wind have also made a tacit assumption of isotropy (e.g. Tu et al., 1984),
perhaps the most prominent example being the IK65 model of MHD turbulence.
Along with its use in turbulent descriptions of the solar wind, the isotropic model
spectrum has also been used in test particle scattering theories (Fisk et al., 1974;
Bieber et al., 1988; Smith et al., 1990).
The most common model of anisotropic MHD fluctuation symmetry in the so-
lar wind has been the “slab” model, in which all non-zero spectral amplitudes are
associated with wave vectors parallel to the local magnetic field direction. This
produces a one-dimensional spectrum which makes the slab model computation-
ally undemanding and is one of the reasons for its popularity. The correlation
function for the slab model, as shown in the middle panel of figure 3.11, decays
with increasing scale parallel to the mean field but has no variation in the field-
perpendicular direction, and can be understood as infinite plane waves propagating
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Figure 3.11: Spatial auto-correlation functions of solar wind fluctuation models shown as (left)
surface and (right) contour plots, which have been projected onto a two-dimensional plane
spanned by: r‖ and r⊥, which are parallel and perpendicular to the mean field respectively.
(top) The isotropic model: all wave vectors with the same magnitude are excited equally and
therefore the correlation function decays equally in all directions. (middle) The slab model:
only wave vectors parallel to the local magnetic field direction are excited. The correlation
function decays with increasing scale parallel to the mean field, but has no variation in the
field-perpendicular direction. (bottom) The 2D model: only wave vectors perpendicular to the
local magnetic field direction are excited. The correlation function decays only in the directions
perpendicular, and not parallel, to the mean field.
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along the mean field direction. This leads to an infinite correlation length per-
pendicular to the field, and a finite correlation length parallel to the field. This
model has a clear physical motivation in which magnetic fluctuations are predom-
inantly Alfve´n waves propagating parallel or anti-parallel to the mean magnetic
field direction. Indeed, in a loose sense, the Belcher and Davis (1971) interpreta-
tion of solar wind fluctuations can be viewed as leading naturally toward a simple
model in which the fluctuations are highly Alfve´nic slab symmetry waves. This
interpretation of the slab model has meant that, tacitly, it has been widely used
in past studies of solar wind turbulence to characterise the fluctuations and has
featured prominently in the theories of the scattering and transport of cosmic rays
(Jokipii, 1966). However, there has been a long-standing discrepancy between the
theoretical mean free paths of cosmic rays, derived using the slab model, and the
observed mean free paths which are generally larger (Wanner et al., 1993; Jaekel
et al., 1994). Also, the physical motivation of the slab model means that, at least
in the case of incompressible MHD, it does not permit wave-wave couplings and
so cannot produce a turbulent Kolmogorov-like cascade (Oughton and Matthaeus,
2005).
In contrast to slab, the “2-dimensional” (or 2D) model is characterised by all
non-zero spectral amplitudes being associated with wave vectors perpendicular to
the local magnetic field direction. Therefore, the correlation function decays only
in the directions perpendicular, and not parallel, to the mean field. The nature of
this so-called 2D turbulence is unclear, having been associated with Alfve´n waves
(Goldreich and Sridhar, 1995, 1997) and non-propagating incompressible fluctua-
tion modes, referred to as convective structures (Tu and Marsch, 1995) following
the wording of Belcher and Davis (1971) to emphesise their non-propagating na-
ture.
Utilisation of the 2D model in space physics is relatively new, compared to the
isotropic and slab models, despite its use in laboratory plasma studies. Indeed, the
opportunity to study a turbulent laboratory plasma was made available by the Zeta
reversed-field pinch plasma experiment device at Culham, England. The structure
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of both the electric and magnetic field fluctuations in the Zeta device were analysed
in a series of papers: Robinson et al. (1968), Rusbridge (1969), and Robinson
and Rusbridge (1971). Multi-point probes were used to construct the correlation
functions of both the electric and magnetic fields in order to study the spatial
symmetries of the turbulence. From these measurements, Robinson and Rusbridge
(1971) showed that the magnetic field fluctuations were not consistent with the
isotropic model, but instead exhibited very long correlation lengths parallel to the
mean field direction. They described the turbulence as consisting of magnetic field
aligned “rolls” whose length was at least 10 times greater than their radius. The
extent of the observed anisotropy led Robinson and Rusbridge (1971) to conclude
that, despite both the frequency and 1-dimensional wave number spectra being
consistent with isotropic fluid turbulence, 2D fluid turbulence more accurately
fitted the data.
In another turbulent laboratory plasma experiment, Zweben et al. (1979) and
Zweben and Taylor (1981) used the Macrotor tokamak to measure small-scale
magnetic structures. The high-frequency component of the magnetic fluctuations
had a short correlation time (of order 10 ms), and Zweben et al. (1979) described
these fluctuations as having a turbulent spectrum. Measurements of the corre-
lation functions of these small-scale magnetic field fluctuations revealed that the
correlation length in the toroidal direction was significantly greater than the cor-
relation length in either the radial or poloidal direction, again consistent with 2D
turbulence.
These experiments motivated the development of a theory of MHD turbulence
in the presence of a strong mean magnetic field (Montgomery, 1982) which was
based on the Strauss equations (Strauss, 1976) and is known as reduced MHD (or
RMHD) (see also Zank and Matthaeus, 1992a). This model of MHD turbulence
is quasi-2D in that wave vectors are only excited in the region of k-space near
k·B0 ≈ 0. The suggestion of RMHD is that quasi-2D dynamics may be the leading
order description of nonlinear turbulence evolution in the presence of a strong
mean magnetic field and it predicts that the strongest nonlinearities, therefore the
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strongest wave number cascade, will occur in regions of k-space for which the eddy
turn-over time is shorter than the Alfve´n time.
The theory of RMHD suggests that spectral transfer to modes with higher
field-perpendicular wave vectors, k⊥, is enhanced relative to modes with higher
field-parallel wave vectors, k‖. This prediction of RMHD can be investigated using
2-dimensional simulations of incompressible MHD, and such a study was carried
out by Shebalin et al. (1983). They found that an initially isotropic spectrum, in
the presence of a d.c. magnetic field, would develop anisotropy that was consistent
with the 2D model of anisotropic turbulence. A simple and physically motivated
interpretation of the observed development of anisotropy in the direction perpen-
dicular to the applied d.c. magnetic field was provided by Shebalin et al. (1983) in
appealing to a resonant three-wave interaction argument. By keeping the assump-
tion of weak interactions made in the IK65 model, MHD turbulence could be re-
garded as an ensemble of waves whose wave vectors, k, and frequencies, ω(k), have
to satisfy resonance conditions in order for an interaction to occur (Montgomery
and Matthaeus, 1995). Within this framework, Alfve´n waves propagating in the
same direction do not generate additional modes since they are exact solutions for
the MHD equations. The resonant conditions for the three-wave interactions are:
k1 + k2 = k3 (3.32)
ω(k1) + ω(k2) = ω(k3) (3.33)
The first and second conditions can be considered as momentum and energy con-
servation respectively. Alfve´n waves satisfy the dispersion relation: ω(k) = ±k‖vA,
where k‖ is the field-parallel component of the wave vector. Therefore, two excited
counter-propagating wave modes can give rise to a third wave mode only if:
k‖1 + k‖2 = k‖3 (3.34)
k‖1 − k‖2 = k‖3 (3.35)
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Hence, either k1 or k2 is purely perpendicular to the mean magnetic field. There-
fore, without loss of generality, the result of the three-wave interactions is: k‖2 = 0
and k‖1 = k‖3. Thus, k⊥3 can be greater than either of the other two excited modes
but k‖3 cannot exceed the maximum of k‖1. The physical consequences of excita-
tions of this nature are that the energy is readily transferred perpendicular to the
mean magnetic field in k-space but not parallel to it, and that the interactions
are mediated by modes with k‖ = 0 which are 2D fluctuations. The effect of
a d.c. magnetic field in 2-dimensional incompressible MHD turbulence was also
investigated numerically by Grappin (1986) with results consistent with those of
Shebalin et al. (1983).
The numerical simulation work of Shebalin et al. (1983) on the development of
anisotropic states from isotropic ones in 2-dimensional incompressible MHD turbu-
lence was extended by Oughton et al. (1994) who investigated fully 3-dimensional
incompressible MHD turbulence. They too found that the application of an ex-
ternal d.c. magnetic field leads to excitations being preferentially transferred to
modes with wave vectors perpendicular to the mean field. Indeed, their findings
were almost in complete qualitative agreement with the 2-dimensional results of
Shebalin et al. (1983), differing only in the d.c. magnetic field strength at which
anisotropy saturation occurs. The 3-dimensional value computed by Oughton
et al. (1994) was greater than the 2-dimensional value obtained by Shebalin et al.
(1983), which was considered reasonable given the addition of an extra perpen-
dicular degree of freedom in the 3-dimensional geometry. Similar direct numerical
simulations of 3-dimensional incompressible MHD turbulence were carried out by
Matthaeus et al. (1996) who found the nature of the spectral anisotropy to be
consistent with the Shebalin et al. (1983) model. A similar kind of anisotropy was
also seen in MHD turbulence shell models (Carbone and Veltri, 1990).
The conclusions of Shebalin et al. (1983), regarding the role of three-wave
resonant interactions in MHD turbulence, suggest a correction to the IK65 theory:
l‖ ∼ k−1‖0 = constant, where k‖0 is the field-parallel wave number at the energy
injection scale, and therefore l ∼ l⊥ as there is no parallel cascade. Substituting
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these values into equation 3.28 gives the following spectrum:
P (k⊥) ∼ (vAk‖0)1/2k−2⊥ (3.36)
The same result is also obtained when using standard weak turbulence theory
(Galtier et al., 2000; Lithwick and Goldreich, 2003).
Another suggestion of a strong 2D turbulence component comes from consider-
ing the asymptotic low Mach number limit of nearly incompressible MHD at vary-
ing plasma beta (Zank and Matthaeus, 1993). The conditions necessary to attain
the incompressible limit for a regularised asymptotic expansion of the compress-
ible MHD equations was investigated. It was found that, for order one and smaller
plasma beta, the limit to incompressibility can only occur if the leading order so-
lutions are 2D. This supports the association of perpendicular spectral anisotropy
with the incompressive motions of MHD turbulence. Zank and Matthaeus (1992b)
discussed a number of solar wind observations that are consistent with a nearly
incompressible MHD description, including highly anisotropic density structures
(Armstrong et al., 1990) which seem to have a 2D nature.
The subject of incompressible Alfve´nic MHD turbulence was revisited by Gol-
dreich and Sridhar (1995, 1997) (to be referred to as GS95) with the view to de-
veloping a firm theoretical basis for the dynamics of small-scale turbulence in the
interstellar medium, taking into account the anisotropy that had been neglected in
the derivation of the IK65 theory. They argued that the weak excitation of Alfve´n
waves initiates a weak three-wave cascade, and as energy cascades to higher per-
pendicular wave numbers, the interactions between the waves strengthen. This
ultimately leads to invalidation of the weak turbulence assumption and considera-
tion of the strong turbulence regime. The assumption of strong turbulence implies
that interacting Alfve´n wave packets lose their identity after a single interaction,
that is ∆δvl ∼ δvl. Consequently, there is a balance between the Alfve´n timescale
(the linear wave period, τA) and the nonlinear timescale at which energy is trans-
ferred to smaller scales (the eddy turn-over time, τs): k‖vA ∼ k⊥δvl. Goldreich
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and Sridhar (1995) referred to this energy cascade as being critically balanced.
Figure 3.12 shows that partitioning k-space on the basis of the condition τs ∼ τA
forms two distinct regions. The hydro-like region is where non-linear effects are
dominant and the fluctuations are not well described using a wave picture. In this
region, fluctuations transfer energy approximately isotropically and in this way
are similar to hydrodynamic turbulence. The other region is where wave effects
are dominant and energy transfer is predominantly to higher perpendicular wave
vectors. Here we present a derivation of the critical balance model, following the
reasoning of Goldreich and Sridhar (1995).
Figure 3.12: Partitioning k-space according to τs ∼ τA produces two regions: (a) the hydro-
like region is where non-linear effects are dominant and fluctuations are not well described as
waves. The non-hydrolike region is described well using waves. (b) The energy transfer in the
hydro-like region is approximately isotropic whereas the energy transfer in the non-hydrolike
region is anisotropic with majority of the energy being transferred to higher perpendicular wave
vectors. Figure taken from Oughton and Matthaeus (2005).
Consider that energy is being injected into the system roughly isotropically on
some spatial scale L, and that the velocity perturbation on this scale is strong,
vL ∼ vA. Therefore, on spatial scale L, the mean energy injection rate per unit
mass is  ∼ v3A/L. In the inertial range, the scale-independent mean energy
dissipation rate per unit mass is  ∼ δv2l /τl. Critical balance implies the form of
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the cascade time, τl ∼ (k‖vA)−1, and therefore:
k‖ ∼ k2/3⊥ (3.37)
δvl ∼ vAk−1/3⊥ (3.38)
Equation 3.37 implies that the parallel and perpendicular spatial sizes of eddies
in the GS95 theory are correlated, and that the predicted anisotropy is scale
dependent. Since k⊥/k‖ ∼ k1/3⊥ , as the cascade proceeds to larger k⊥, the eddies
become highly elongated along the direction of the magnetic field as shown in
figure 3.13. Equation 3.38 suggests that the power spectrum predicted by GS95
theory is given by:
δv2l ∼ k−2/3⊥ ⇒ P (k⊥) ∼ k−5/3⊥ (3.39)
Figure 3.13: Energy cascades in the direction perpendicular to the large-scale magnetic field
line, which is the direction AA
′
. Large eddies (eddy 1) have similar semimajor and semiminor
axes, and therefore are almost isotropic. As these decay, the smaller eddies (eddy 2) have
a relatively larger semimajor axis, compared to their semiminor axis, and so they are more
elongated. The solid curves define the local magnetic field direction for eddy 1, and the dashed
curve defines the local magnetic field direction for eddy 2. Figure adapted from Cho et al. (2002).
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Therefore, the GS95 model predicts that the one-dimensional energy spectrum
is of a Kolmogorov type, if expressed in terms of perpendicular wave numbers.
Hence, if the energy in solar wind fluctuations tends to be predominantly in wave
vectors which are approximately perpendicular to the mean magnetic field, it
would be possible to explain the observed 5/3 spectral index. Indeed, the theoret-
ical and numerical studies discussed in this section, in addition to the observational
studies to be discussed in the following section, are all evidence that this is the
case. However, the indication that the GS95 theory is correct since it is consistent
with solar wind (e.g. Matthaeus and Goldstein, 1982a) and ISM (e.g. Armstrong
et al., 1995) observations that show a k−5/3 spectrum is marred by the failure
of numerical simulations to produce such a spectrum (e.g. Maron and Goldreich,
2001; Mu¨ller et al., 2003; Boldyrev, 2006). Instead, often a spectral index close
to the IK65 value of 3/2 is obtained, despite the turbulence being anisotropic and
the GS95 relation (equation 3.37) being satisfied (e.g. Maron and Goldreich, 2001;
Cho et al., 2002). It has been speculated that this problem is related to inter-
mittency (Maron and Goldreich, 2001), although no rigorous solution has been
found. Despite this problem, a number of numerical simulations have supported
and extended the results of GS95 theory (see, for example, Cho and Vishniac,
2000; Milano et al., 2001; Cho et al., 2002).
3.7.3 Spectral anisotropy in solar wind fluctuations
The suggestion by direct numerical simulations and theoretical studies, backed by
observations in laboratory plasmas, that strong anisotropies occur in magnetoflu-
ids that contain a strong d.c. magnetic field indicates that similar anisotropies
should be observed in the solar wind. Indeed, Matthaeus et al. (1990) measured
a highly anisotropic 2-dimensional spatial auto-correlation function of solar wind
fluctuations having a “Maltese cross” shape, which they interpreted as being a
superposition of both slab and 2D fluctuations. Their analysis made use of the
magnetic field data set constructed from ISEE 3 data by Matthaeus et al. (1986).
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This comprised approximately 16 months of nearly continuous data which they
then divided into 463 15-min resolution subintervals ranging from 15 hours to 15.6
days in duration, where a subinterval would be included if it satisfied the condition
for weak stationarity (see section 4.1) in the sense described by Matthaeus and
Goldstein (1982b). The contour plot of the 2-dimensional spatial auto-correlation
function, shown in figure 3.14, was constructed under the assumption of rotational
symmetry about the mean field, B0. This allowed the spatial auto-correlation
function to be projected onto a two-dimensional plane spanned by two spatial
coordinates: r‖, which is parallel to the mean magnetic field, and r⊥, the com-
plementary perpendicular coordinate. The four-quadrant plot is produced by re-
flecting the data across the axes from the first quadrant. Matthaeus et al. (1990)
Figure 3.14: Contour plot of the two-dimensional spatial auto-correlation function of solar
wind fluctuations as a function of distance parallel and perpendicular to the mean magnetic
field: 463 individual data sets of 15 minute averages of ISEE 3 magnetometer data were used
in constructing the accumulated correlation function. The four-quadrant plot is produced by
reflecting the data across the axes from the first quadrant. The separations in r‖ and r⊥ are in
units of 105 km. Figure taken from Matthaeus et al. (1990).
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also assumed that the statistical nature of the solar wind flow was independent of
any particular flow regime, which is to say that the ensemble properties of flows
in which the mean magnetic field is either nearly parallel or perpendicular to the
flow are statistically similar.
Matthaeus et al. (1990) argued that figure 3.14 represented clear evidence that
solar wind fluctuations could not be described as purely slab-like Alfve´n waves
(contours parallel to r⊥) nor as purely isotropic (circular contours). They sug-
gested that the spatial auto-correlation function appeared to consist of two popula-
tions: fluctuations with large correlation lengths transverse to B0 (slab/Alfve´nic)
and those with large correlation lengths parallel to B0 (2D). Figure 3.14 also
shows that at small separations (r < 5 × 105 km), Alfve´nic fluctuations appear
to be dominant since the contours are predominantly parallel to r⊥ indicating
slab-like fluctuations, whereas contributions from a 2D fluctuation component be-
come very noticeable for r > 15× 105 km where the contours show an increasingly
large component perpendicular to r⊥. It was suggested by Matthaeus et al. (1990)
that the simplest way to interpret this data was to assume that the solar wind at
1AU contains a population of Alfve´nic fluctuations, probably originating in the
solar corona, along with 2D fluctuations. Turbulence is generated in the corona
and then convected past the Alfve´n critical point into the solar wind, where at
0.3AU it is observed to consist of outward propagating Alfve´n waves. At larger
heliocentric distances, stream shears stir the solar wind and non-linear cascades
of field-perpendicular wave vectors of the type proposed by Shebalin et al. (1983)
become important. This leads the solar wind to evolve towards a more anisotropic
2D state, which Matthaeus et al. (1990) suggested may become dominant in the
outer heliosphere.
The work of Matthaeus et al. (1990) was extended by Dasso et al. (2005),
having realised that the large number of data samples required in the empiri-
cal extraction of the Maltese cross spatial auto-correlation function meant that
there could have been systematic correlations hidden in the methodology used
for obtaining it. The systematic effects associated with solar wind speed were
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highlighted since speed plays a vital role in, amongst other features of the solar
wind plasma, stream structures which are thought to drive solar wind turbulence.
Dasso et al. (2005) analysed ∼5 years of proton density, magnetic, and velocity
field data from the ACE spacecraft at a heliocentric distance of ∼1AU during
the period 10 February 1998 to 5 December 2002. The 1 minute cadence data
was split into 2 day intervals and then the data set was shifted by 1 day and
the procedure was repeated to maximise data utilisation. Intervals that showed
sector crossings and large gradients in the heliocentric radial velocity profile were
identified by visual inspection and removed, which left a total of 992 intervals
to be analysed. These intervals were then divided into two ranges: “slow” solar
wind, such that |vsw| < 400 kms−1 (364 intervals) and “fast” solar wind, such that
|vsw| > 500 kms−1 (172 intervals). The middle range of velocities was excluded
to enable a clearer distinction between the data sets. The resulting contour plots
of the spatial auto-correlation functions are shown in figure 3.15, and were con-
structed under the same assumptions that were made by Matthaeus et al. (1990).
Figure 3.15: Contour plot of the two-dimensional spatial auto-correlation function of solar
wind fluctuations as a function of distance parallel and perpendicular to the mean magnetic
field: (left) fast solar wind (> 500 kms−1) and (right) slow solar wind (< 400 kms−1). Figure
taken from Dasso et al. (2005).
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Figure 3.15 shows the cumulative (∼5 years) contour plot for both the fast
and slow solar wind, shown in the left and right panels respectively. It seems
apparent from this figure that slow solar wind fluctuations show a preference for
field-perpendicular wave numbers, while the fast solar wind fluctuations are biased
towards field-parallel wave numbers. Dasso et al. (2005) also made a compari-
son between the correlation lengths in the field-parallel and field-perpendicular
directions. They found that the parallel scale lengths were larger than the per-
pendicular ones for the slow solar wind, and vice versa for the fast solar wind,
which is consistent with figure 3.15. They argued that these results show that the
distinct lobes aligned with the perpendicular (slab population) and parallel (2D
population) axes in the Maltese cross spatial auto-correlation function, measured
by Matthaeus et al. (1990), correspond predominantly to fast and slow solar wind
respectively. This interpretation is consistent with the idea of a more turbulent
“older” slow wind and a more Alfve´nic, “younger” fast wind.
Independently, Tu and Marsch (1991) also proposed that 2D turbulence was an
essential component and played an important role in the evolution of solar wind
fluctuations. Tu and Marsch (1991) referred to 2D turbulence as incompressible
convective structures and argued that they may play an important role in the
evolution of rA. This was based on observations of a case with nearly zero σc and
very low density fluctuations. The results are shown in figure 3.16, where it can
be seen that σc is almost zero and rA is about equal to 0.2 in the high frequency
range (f > 10−4 Hz). Figure 3.16 also shows that the power spectra of e+, e−, the
correlation tensor of the Alfve´n fluctuations eB, and the correlation tensor of the
solar wind velocity eV all nearly have a 5/3 spectral index. These features did not
appear to be caused by or related to compressible fluctuations.
Tu and Marsch (1991) argued that fluctuations that have zero σc and rA could
be considered as a special kind of static magnetic structures, which are composed
of magnetic field vector directional changes satisfying the following: B · δB = 0
and vsw = constant. This type of magnetic structure obeys the MHD equations,
and Tu and Marsch (1991) suggested that they be called magnetic field direc-
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Figure 3.16: (a) The spectrum e+ (solid line) and e− (dotted line) for Helios 2 data in the
period between day 28 (21 hr) and day 29 (7 hr) in 1976. (b) Spectrum of the trace of the
correlation tensor of δvA (eB, the dotted line) and the spectrum of the trace of the correlation
tensor of δvsw (ev, the solid line). (c) The normalised cross-helicity (σc) from the same data
set. (d) The Alfve´n ratio (rA). Figure taken from Tu and Marsch (1991).
tional turnings (MFDT). Such incompressive convective structures, they argued,
represent a specific kind of 2D turbulence which is quasi-static.
In addition to the qualitative studies of Matthaeus et al. (1990), Tu and Marsch
(1991), and Dasso et al. (2005), several quantitative studies into the nature of
anisotropy in solar wind fluctuations have also been performed. These include fits
of assumed slab/2D two-component models of solar wind turbulence to cosmic ray
mean free path lengths by Bieber et al. (1994) who were motivated by the major
discrepancies found between the observed mean free paths of energetic charged
particles and the, generally smaller, theoretical predictions based on quasi-linear
theory assuming a magnetostatic slab model (Palmer, 1982). In light of the work
done by Matthaeus et al. (1990), they computed mean free paths using a slab/2D
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composite geometry, setting the 2D component to 80%. This resulted in mean
free paths that were consistent with observations. However, Bieber et al. (1994)
were unable to provide any direct evidence supporting the presence of such a large
2D component in solar wind fluctuations.
Such direct evidence was later presented by Bieber et al. (1996), providing the
most convincing evidence to date for the existence of both slab and 2D fluctuations
in solar wind turbulence. The magnetic field database used for their analysis was
a set of 454 spectra derived from magnetic field measurements made by the Helios
1 and 2 spacecraft at solar distances ranging from 0.3 to 1AU. These intervals,
each 34 min long, were chosen to be during and just prior to a set of 29 solar
energetic particle events which were predominantly in slow wind streams. The
magnetic field data in these intervals had to be considered statistically stationary
in order to be included in the analysis. Bieber et al. (1996) showed that the slab
component of solar wind turbulence contributes equally to the field-perpendicular
spectrum, P⊥, and the field-parallel spectrum, P‖. However, the 2D contribution
to P⊥ is a factor of α greater than its contribution to P‖, where α is the spectral
index. Therefore, if both slab and 2D components are present, equation 3.46 shows
that a definite behaviour with varying field angle (acute angle between the mean
field and solar wind flow directions), ψ, could be predicted for P⊥/P‖ when the
ratio of the slab component energy to the total energy is constant.
The computed geometric mean of the ratio P⊥/P‖, at the fixed frequency of
1 × 10−2 Hz, for the 454 spectra was 1.4. This was above the value expected for
pure slab turbulence (unity) but below the value expected for pure 2D turbulence
(1.67 assuming a K41 spectrum). Bieber et al. (1996) also found that the variation
of P⊥/P‖ about the mean was rather large: 0.7 to 2.8. However, they were unable
to identify whether this variability resulted from measurement error, or whether it
was a real effect indicating that individual members of the 454 statistical ensemble
could depart strongly from axisymmetry or other assumptions made in their two-
component parameterisation. Instead, they simply regarded the variability as a
source of noise.
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Figure 3.17: Ratio of perpendicular to parallel component spectra versus field angle. The ob-
servations are inconsistent with the axisymmetric slab model (dotted line) but are well described
by a composite geometry with 74% 2D component and 26% slab component (solid line). Figure
taken from Bieber et al. (1996).
The data was subdivided into nine bins determined by the value of the field
angle ψ, measured during the same 34 minute interval for which a spectrum was
computed. Figure 3.17 shows the resulting values and error estimates plotted
against ψ. The mean value of ψ was also computed for each bin, which is why
the data points do not appear exactly in the center of the bins. Comparing
the observed ratios of P⊥/P‖ plotted in figure 3.17 with theoretical predictions
showed that the observations were inconsistent with the axisymmetric slab model
(dotted line), and Bieber et al. (1996) found that the observations were instead
best described by a composite geometry with 74% 2D component and 26% slab
component (solid line).
Another technique used by Bieber et al. (1996) to estimate the degree of
anisotropy in solar wind turbulence involved measuring the field angle depen-
dence of the total energy spectrum. Consider the full three-dimensional wave
vector power spectrum P 3Dij (k), where i and j represent coordinate directions,
and PRij (f,vsw) is the plasma frame reduced wave vector power spectrum (see
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section 4.2.1):
PRij (f,vsw) =
∫
P 3Dij (k)δ(2pif − k · vsw) (3.40)
Measurements of the variation in PR(f) with respect to the field angle ψ can
be used to estimate field aligned anisotropies in P 3D(k). Figure 3.18 shows the
magnetic field aligned coordinate system used by Bieber et al. (1996).
Figure 3.18: Magnetic field aligned coordinate system, with the z-axis along the local magnetic
field direction B. The angle between the magnetic field and solar wind velocity vectors is called
the field angle ψ, the filled circles on the velocity and magnetic field vectors represent the location
of the reference wave number k0 and the slab wave vector contribution to the reduced power
spectrum respectively. There are two planes, the one perpendicular to B represents all the field-
perpendicular wave vectors, and the one perpendicular to vsw represents all the wave vectors
with k0 wave number and so is the reduced frequency plane of that wave number.
Bieber et al. (1996) assumed that energy was either in exactly parallel wave
vectors (slab) or exactly perpendicular (2D) to the mean magnetic field B. They
also assumed that the inertial range power spectra associated with slab and 2D
fluctuations would have the form of power laws:
Pslab(k) = Pslab(k0)
(
k‖
k0
)αslab δ(k⊥)
2pik⊥
(3.41)
P2D(k) = P2D(k0)
(
k⊥
k0
)α2D δ(k‖)
2pik⊥
(3.42)
where Pslab(k0) is the amplitude of Pslab at a reference wave number k0 and similarly
for the 2D component. Since k · vsw = vsw(k‖ cosψ + k⊥ sinψ cosφb), where φB
is the magnetic field azimuthal angle which is zero in the B − vsw plane, the
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δ-functions in equation 3.40 for the slab and 2D components respectively are:
1
|vsw cosψ|δ
(
2pif
vsw cosψ
− k‖
)
(3.43)
and
1
|vsw sinψ cosφB|δ
(
2pif
vsw sinψ cosφB
− k⊥
)
(3.44)
Therefore, the trace of the reduced spectrum is:
Tr(PR(f, ψ)) = Pslab + P2D (3.45)
=
Pslab(k0)
vsw
(
f
vswk0
)−αslab
(cosψ)αslab−1
+
P2D(k0)
vsw
(
f
vswk0
)−α2D
(sinψ)α2D−1
[
1
2pi
∫ pi/2
−pi/2
(cosφB)
α2D−1dφB
]
where the integral is a constant.
Thus, Bieber et al. (1996) showed that, if the turbulence was composed of just
slab and 2D fluctuations and both had the same spectral index, observed power
levels should vary like:
P (ψ) = Cslab(cosψ)
α−1 + C2D(sinψ)α−1 (3.46)
where Cslab and C2D are the amplitudes of the slab and 2D components respec-
tively. Since the 454 intervals being used were associated with 29 separate solar
particle events, Bieber et al. (1996) realised that the large event to event varia-
tions caused by the varying heliocentric distance of the Helios spacecraft, as well
as other sources, would act as major sources of noise in their analysis. Hence,
they normalised the spectrum by averaging equation 3.46 separately over each of
the 29 events. The results are shown in left hand panel of figure 3.19, where the
data has again been binned according to field angle.
It is clear from figure 3.19 that the normalised energy spectrum displays an
increase with field angle, expected if solar wind turbulence has a dominant 2D
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Figure 3.19: (left) Magnetic field power levels as a function of the angle between the magnetic
field and solar wind flow directions. The observations are inconsistent with the axisymmetric
slab model (dotted line). The increase in power with angle indicates that the turbulence is
dominated by power in wave vectors at large angles to the magnetic field direction. In this
case, the best fit occurs for a 95% 2D component and a 5% slab component (solid line). Figure
taken from Bieber et al. (1996). (right) A similar estimate, made using a wavelet method, which
suffers from lower noise and scatter. The dashed line would be expected for 20% slab and 80%
2D fluctuations. Agreement with the data is good, except for small field/flow angles, where
observed power levels are lower. Figure taken from Horbury et al. (2005).
component. These results corroborated the first test in that they were again
inconsistent with pure slab symmetry (dotted), and best described by a composite
geometry with a dominant 2D component (solid). However, in this case, the best fit
occurred for a 95% 2D component and a 5% slab component. Therefore, taking the
results of both tests together, Bieber et al. (1996) concluded that the proportion
of 2D turbulence in the analysed Helios dataset was typically ∼85%. However,
it should be noted that the difference between the results obtained in the two
tests, after taking error estimates into account, had a 98% significance. This led
to an admission by Bieber et al. (1996) that the difference may be real and may
indicate that one or more of the simplifying assumptions in their analysis should
be relaxed.
Horbury et al. (2008) have implemented a wavelet-based method that tracks
the local magnetic field direction in a scale dependent manner: removing the
assumption of constant field direction made by Bieber et al. (1996), and therefore
substantially reducing noise in the measurements. Their preliminary results are
shown in the right hand panel of figure 3.19, and the smaller errors and lower
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scatter are clear. The dashed line shows the expectations from a slab/2D model
with a f−5/3 scaling and with 20% slab, which is similar to the result found by
Bieber et al. (1996). Therefore, this study is likely to provide even more support
for the slab/2D paradigm.
In a distinct study, Carbone et al. (1995) studied magnetic field fluctuations
in the solar wind during Alfve´nic periods in terms of the two independent polar-
isations allowed for each wave vector. They argued that the energy spectra of
the two polarisations could be related to the correlation tensor and the variance
matrix, which is used to characterise the anisotropy of the turbulence (see section
3.7.1). By assuming simple anisotropic power law models, they determined the
parameters defining the spectra of the two polarisations by fitting the eigenvalues
of the variance matrix to the corresponding eigenvalues evaluated by Bavassano
et al. (1982b) for Helios 2 data. The corresponding form of the correlation tensor
was then obtained using three data sets, the duration of which were 17 to 30 times
the correlation time (of order 104 s). While the result of Carbone et al. (1995) is
similar to that of Matthaeus et al. (1990) in indicating the presence of two pop-
ulations of fluctuations, these populations are of a different kind to those in the
Maltese cross study. This could be due to the different data selection policies and
assumptions employed in the two studies.
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Chapter 4
Multi-Spacecraft Technique
Most of the work relating to turbulence in the solar wind has been done with single
spacecraft measurements because multi-point data has generally not been avail-
able. This situation has, to some degree, been alleviated in recent years due to
the number of spacecraft in the near-Earth solar wind. In this chapter the difficul-
ties and limitations associated with single spacecraft data analysis are discussed.
Examples of single spacecraft solar wind turbulence studies are provided, with
emphasis placed on the assumptions made in these studies and the extent of their
validity. Details of a novel multi-spacecraft technique are then presented along
with a discussion of how this technique removes the need for some of the common
assumptions made in single spacecraft studies. There is also a brief discussion of
the analysis techniques that feature prominently in this thesis: correlation func-
tions and structure functions. A short description of these techniques is provided
along with how they are related to power spectra.
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4.1 Time series
As this thesis is concerned with time series data, it is first instructive to define the
conditions under which the statistical analysis of such data is valid (for a rigorous
discussion of the theory and practice of time series analysis see, for example,
Chatfield, 1989). Consider two ensembles of time series records X(t) and Y (t)
that define a process, in this case solar wind turbulence. Therefore, both X(t)
and Y (t) are ensembles of real-valued regularly spaced time intervals, x(t) and
y(t) respectively, of length ∆t. Time series can be broadly classified as being
either deterministic or, if the time series contains some degree of randomness,
stochastic. To a greater or lesser extent, most time series of processes occurring
in nature are stochastic and turbulence is certainly a stochastic process. For a
physical phenomenon and the data representing it to be considered random, its
future values cannot be predicted precisely, only with a degree of probability.
Therefore, the resulting time series from a given experiment only represents a
single realisation of what might have occurred. Thus, in order to fully understand
the data, one must consider all the time series records that could have occurred as
illustrated in figure 4.1 for the case of X(t). The same is also true for the ensemble
defining a random process Y (t).
The mean value of a stochastic process at some time t1 can be computed by
summing the values of each time series of the ensemble at time t1 and dividing by
the number of sample functions:
µx(t1) = lim
N→∞
1
N
N∑
n=1
xn(t1) (4.1)
Similarly, µy(t1) is the mean value at t1 of Y (t1). The auto and cross-covariance
92
Figure 4.1: Ensemble of time series records defining a random process. Figure taken from
Bendat and Piersol (1980).
functions can also be computed in a similar way:
Zxx(t1, t1 + τ) = lim
N→∞
1
N
N∑
n=1
xn(t1)xn(t1 + τ)
Zyy(t1, t1 + τ) = lim
N→∞
1
N
N∑
n=1
yn(t1)yn(t1 + τ) (4.2)
Zxy(t1, t1 + τ) = lim
N→∞
1
N
N∑
n=1
xn(t1)yn(t1 + τ)
If the mean values µx(t1) and µy(t1) along with the covariance functions shown
in equation 4.2 do not vary as time t1 varies, the stochastic processes X(t) and
Y (t) are said to be weakly stationary. A time series is further termed strongly
stationary if all possible probability distributions involving X(t) and Y (t) are
independent of time translations. Thus, the class of weakly stationary stochastic
processes is a subclass of strongly stationary stochastic processes as the mean
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values and covariance functions are consequences of only the first and second
order probability distributions. Magnetic field fluctuations in the solar wind are
generally considered to be weakly stationary (Matthaeus and Goldstein, 1982b;
Goldstein et al., 1995; Tu and Marsch, 1995).
While it has been noted that the properties of stationary stochastic processes
can be determined by computing ensemble averages, in most cases it is possible to
describe the properties of such processes by computing time averages over specific
sample functions (Bendat and Piersol, 1986). If the time-averaged properties of
a stationary stochastic process are independent of specific sample functions, the
process is said to be ergodic. For such processes, the time averaged properties are
equal to the corresponding ensemble averages, which is the case for the interplan-
etary magnetic field (Matthaeus and Goldstein, 1982b). Using the mean value as
an example:
lim
T→∞
1
T
∫ T
0
x(t) dt = µx(t) (4.3)
lim
T→∞
1
T
∫ T
0
y(t) dt = µy(t) (4.4)
where µ(t) is defined as in equation 4.1. Thus, ergodicity allows meaning to be
attributed to the time averages used within this thesis. Indeed, requiring that
the mean value and covariance functions of the sample time series converge to the
ensemble mean value and covariance functions as T →∞ is an alternative way of
expressing weak stationarity (Matthaeus and Goldstein, 1982b).
All the analysis techniques discussed within this chapter require the time series
under investigation to be stochastic and weakly stationary. We only consider
magnetic field fluctuations in the solar wind: conditions are typically satisfied
(Matthaeus and Goldstein, 1982b; Goldstein et al., 1995; Tu and Marsch, 1995),
and are discussed with reference to the actual data intervals considered in this
thesis in Chapters 5 and 6.
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4.2 Single spacecraft data analysis
A spacecraft time series can be considered to be a one-dimensional spatial cut
through the plasma along the flow direction, provided that the solar wind flow
speed, vsw, is much greater than the speed of the local MHD wave modes (typically
the Alfve´n mode, vA). Satisfying this condition means solar wind fluctuations are
convected past a spacecraft in a short time compared to the characteristic time
scale on which the fluctuations vary, which is know as Taylor’s hypothesis (Taylor,
1938).
For a spatial variation in the plasma over a scale λ, the characteristic time
scale on which this variation changes for Alfve´n waves in the plasma frame is
tp = λ/vA. A spacecraft measures this spatial variation on a time scale tsc = λ/vsw
in the plasma frame. While the actual velocity at which a spacecraft passes this
spatial variation is the solar wind velocity relative to the spacecraft velocity, a
spacecraft travels at a few kilometers per second, much slower than the solar
wind (typically several hundred kms−1), and can be assumed stationary. Taylor’s
hypothesis requires the sampling time to be much less than the variation time
scale and is therefore equivalent to:
tsc  tp ⇒ vsw  vA (4.5)
This condition is well satisfied in the near-Earth solar wind (Matthaeus and Gold-
stein, 1982a). In effect, the time series recorded by the spacecraft is a spatial
“snapshot” of the plasma. Thus, Taylor’s hypothesis can be used to relate a
spacecraft frequency, f , to a plasma frame wave number, k = 2pif/vsw. However,
this relationship has some subtleties that will be discussed in section 4.2.1. Since
Taylor’s hypothesis greatly simplifies the interpretation of spacecraft data, it is
used in the majority of solar wind studies.
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4.2.1 Reduced power spectrum
A power spectrum can be defined using the notation introduced in section 4.1
(see, for example, Percival and Walden, 1993, for a detailed discussion on spectral
analysis). The discrete Fourier transform of a stationary (ergodic) stochastic time
series xn, measured at time tn, is defined as:
x˜j =
1
N
N∑
n=0
xn exp(−2piifjtn) (4.6)
where fj are the frequencies associated with x˜j. Completing the Fourier couple,
the original function is then:
xn =
N∑
j=0
x˜j exp(2piifntj) (4.7)
The power is defined as x˜∗j x˜j, where ∗ is the complex conjugate. Using Parse-
val’s theorem:
N∑
j=0
|x˜j|2 = 1
N
N∑
n=0
x2n (4.8)
If the mean value of the weakly stationary time series xn is trivially taken to be
zero, the right hand side of equation 4.8 becomes an expression for the variance.
Hence, plotting |x˜j|2 against fj, called a periodogram, illustrates the contribution
made to the total variance by each frequency. Normalising the periodogram gives
the power spectrum, which is power per frequency width plotted against frequency:
P (fj) = 2N∆t |x˜j|2 (4.9)
A single spacecraft time series can be used to construct a reduced plasma
frame frequency power spectrum, PR(f), which can be converted, using Taylor’s
hypothesis, into a plasma frame wave vector power spectrum, PR(2pif/vsw)—
both types of power spectra contain the same information. However, the power
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spectrum measured by a single spacecraft is not the full three-dimensional wave
vector power spectrum, P 3D(k), since it is only a function of the flow-aligned
component of the plasma frame wave vector, k1. Instead, P
R(k1) is the full three-
dimensional wave number power spectrum integrated over a plane containing all
wave vectors with a flow parallel component, k1 = 2pif/vsw:
PR(k1) =
∫ ∫
P 3D(k1, k2, k3) dk2dk3 (4.10)
Thus, any fluctuation with the flow-aligned component of the wave vector equal
to k1 will contribute to the measured power at this wave vector.
In general, the reduced power spectrum does not provide sufficient information
with which to invert equation 4.10 and determine the full three-dimensional power
spectrum (see, for example, Batchelor, 1953; Fredricks and Coroniti, 1979) except
in cases where the energy distribution amongst wave vectors is highly symmet-
ric, e.g. isotropic. Unlike the hydrodynamic case (Batchelor, 1953), the energy
distribution amongst wave vectors in solar wind turbulence is not symmetric (see
section 3.7). Thus, in analysing solar wind fluctuations, recovering the full three-
dimensional power spectrum from the reduced power spectrum is not possible
without making further assumptions.
4.2.2 Single spacecraft studies
Despite the difficulties associated with analysing single spacecraft data because
wave vectors of varying direction and amplitude all contribute to the measured
power, attempts have been made to deduce statistical approximations of P 3D in
order to reveal the nature and extent of anisotropy in solar wind turbulence. This
has been motivated by observations of variance anisotropy (Belcher and Davis,
1971; Klein et al., 1991; Horbury et al., 1995b) and theoretical expectations (e.g.
Shebalin et al., 1983). Most of these attempts consider the variation in the reduced
power spectrum over an ensemble of data intervals for which the angle between the
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mean magnetic field and the measurement direction is different for each interval
of data (Matthaeus et al., 1990; Carbone et al., 1995; Bieber et al., 1996).
The methods employed in all of these studies require long data intervals that
range in duration from days to weeks. The direction of the magnetic field is
assumed constant throughout the duration of these intervals of data despite the
abundance of fluctuations and discontinuities present in the solar wind that will
undoubtably lead to variations in the magnetic field direction over the duration of
such long intervals. It is also assumed that the statistical nature of the solar wind
flow is independent of any particular flow regime, which is to say that the ensemble
properties of flows in which the mean magnetic field is either nearly parallel or
perpendicular to the flow are statistically similar. In particular, both Bieber et al.
(1996) and Matthaeus et al. (1990) assumed, to varying degrees, that the power
in the plasma frame remained constant between, quite lengthy, data intervals.
Considering the duration of the data intervals used, none of these assumptions
will be satisfied perfectly. For example, while the rate depends on prevailing solar
wind conditions, the occurrence of discontinuities in the solar wind is of the order
10’s per day (So¨ding et al., 2001) and so all these intervals will contain transient
features. This will manifest in the results as errors and noise. Indeed, the inability
to adequetly satisfy these assumptions may be the reason for the observed scatter
in the results of Bieber et al. (1996). Carbone et al. (1995) do not have a detailed
discussion of their errors and Matthaeus et al. (1990), because of the nature of
their study, have no quantifiable errors. However, one would suspect that since
all these studies use data intervals of similar length, they would also share similar
degrees of error.
4.3 Multi-Spacecraft data analysis
Here we use a novel method of combining data from multiple spacecraft, first pro-
posed by Horbury (2000) to measure the three-dimensional spatial auto-correlation
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function, that uses short (of order an hour) intervals of data and can therefore
eliminate some of the assumptions mentioned above.
In this work, we use the four Cluster spacecraft which provide six pairs of sam-
pling points. Figure 4.2 illustrates a possible configuration of the four spacecraft
projected onto a plane perpendicular to the flow direction, with the lines joining
the spacecraft indicating their minimum vector separations in the plasma frame.
These vectors are shown relative to a single point in the right hand panel of figure
4.2 and represent the minimum scale on which solar wind fluctuations, or indeed
any parameter, can be measured since their lengths represent the separations be-
tween the spacecraft in the plasma frame. There are 12 vectors shown in the right
hand panel of figure 4.2 instead of 6 because the auto-correlation function is an
even function (see section 4.4) since a pair of sampling points can be compared in
either direction.
Figure 4.2: (left) A possible configuration of the four Cluster spacecraft projected onto a plane
perpendicular to the solar wind flow direction with (right) the corresponding minimum vector
separations relative to a single spacecraft position in the plasma frame.
For simplicity, and without any loss of generality, we consider only one pair of
spacecraft m and n in a fast moving plasma separated by a distance rmn. Space-
craft m will sample a line through the plasma along the flow direction producing
a linear time series of, say, the heliospheric magnetic field bmκ (t), where κ denotes
different components of the magnetic field vector. Similarly, spacecraft n will
measure a magnetic field time series bnκ(t). These time series are assumed to be
statistically stationary—that is, they are independent of time translations—even
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when calculating variations over time. This assumption is justified since the time
series do not contain discontinuities or any other transient structures.
While these spacecraft time series can be used to compute the plasma frame re-
duced frequency power spectrum, the details of the multi-spacecraft technique are
perhaps better understood in terms of a time, rather than frequency, parameter.
Inverse Fourier transforming the frequency power spectrum yields what is called
a correlation function (see section 4.4). The normalised time-lagged two-point
cross-correlation of a component κ of the magnetic field time series is defined as:
Rmnκ (τ) =
〈bmκ (t)bnκ(t+ τ)〉√
〈bmκ (t)bmκ (t)〉 〈bnκ(t)bnκ(t)〉
(4.11)
where 〈...〉 denotes a temporal average over t.
Since vsw  vA, the single spacecraft time series are equivalent to spatial series
in the plasma frame, bmκ (−vswt) and bnκ(rmn − vswt). Therefore, a zero time lag,
τ = 0, would correspond to any pair of spacecraft only being sensitive to a single
vector separation, S, in the plasma frame. This vector separation would be the
separation between the spacecraft in the plasma frame:
S = rmn (4.12)
Indeed, previous two-point correlations have only used zero time lags, and have
been the focus of recent multi-spacecraft studies (Zastenker et al., 2000; Richard-
son and Paularena, 2001; Matthaeus et al., 2005). However, an obvious drawback
to such studies is that comparison of the two spacecraft time series yields only a
single correlation coefficient. Thus, one is forced into making the same assump-
tions associated with single spacecraft studies while, at the same time, using long
intervals of data which in turn weaken the validity of those assumptions. For ex-
ample, Matthaeus et al. (2005) in producing a magnetic auto-correlation function
used 264 data samples each representing 24 hours of continuous magnetic field
data.
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If we consider comparing data taken at different times, then each pair of data
points is linked by a separation vector of the form:
S(τ) = rmn − vswτ (4.13)
where the time lag τ is the difference in time between the pair of data points, and
corresponds to variations in the vector separation between the sampling points in
the plasma frame. These vectors all lie in a plane which joins the two spacecraft
in the plasma frame, with the minimum separation distance occurring at τ = 0
as shown in equation 4.12. This plane is parallel to the solar wind flow direction,
perpendicular to figure 4.2, and represents the range of scales on which spatial
variations are sampled. Hence, each of the six distinct lines shown in the right
hand panel of figure 4.2 represents one of these planes over which comparisons can
be made.
The six planes shown on the right hand panel of figure 4.2 not only contain
all the separation vectors of the form in equation 4.13, but also define the set of
all possible angles for which the two-point correlation function can be estimated.
These are the acute angles between the time-lagged separation vectors in the
plasma frame and the solar wind flow direction, which we call flow angles, θSV .
Figure 4.3 shows the dependence of θSV on the length of the separation vector.
This shows that no angle can be measured at more than one scale. However,
depending upon the spacecraft configuration, it is sometimes possible to measure
certain angles at two scales. It is also not possible to measure any scale at more
than, at most, two angles. Figure 4.3 also shows that for large separation vector
magnitude, the flow angle tends to a value of zero, i.e. parallel to the flow direction.
The flow angle equivalent to the minimum separation distance in figure 4.3 is
simply the angle made to the flow direction of the vector joining the two spacecraft.
In the section 4.2, Taylor’s hypothesis was discussed in the context of a single
spacecraft. For the case of multiple spacecraft, the principle is the same although
the condition is more complicated (Horbury, 2000). Consider a pair of spacecraft,
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Figure 4.3: The dependence of the flow angles, θSV , on the length of the separation vector for
a spacecraft flow-perpendicular separation of 2000 km.
separated by a distance rmn in the plasma frame. Let us compare data from the
two spacecraft, with data samples having a plasma frame flow-parallel separation
of x = vswτ . The total separation between these points in the plasma frame is (as
shown in equation 4.13) S = rmn−vswτ . In this case, tsc = x/vsw and tp = S/vA.
Therefore, Taylor’s hypothesis is equivalent to:
tsc
tp
 1 ⇒ x
S
· vA
vsw
 1
⇒ vswτ
rmn − vswτ ·
vA
vsw
 1 (4.14)
The ratio x/S is the ratio of the flow-parallel to total plasma frame separations,
and is referred to by Horbury (2000) as the “Taylor ratio”. Figure 4.4 shows the
variation of the Taylor ratio with flow angle for a number of ratios of the flow-
parallel to flow-perpendicular spacecraft separation distances. Variations in flow
angle correspond to altering the time lag between the compared data points. The
value of the flow angle for which the Taylor ratio is zero occurs when the time
lag between compared points equals the time taken by the data point measured
at the upstream spacecraft to reach the downstream spacecraft: the flow-parallel
separation between these two points is zero in the plasma frame.
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Figure 4.4: The Taylor ratio as a function of flow angle for a number of ratios of the flow-
parallel to flow-perpendicular spacecraft separation. The single spacecraft case corresponds to
a Taylor ratio of 1, and Taylor’s hypothesis is only valid at those flow angles where the Taylor
ratio is much smaller than the ratio of the solar wind flow speed to the local MHD wave speed.
Figure after Horbury (2000).
For spacecraft configurations that are anything other than exactly planar and
perpendicular to the plasma flow direction, Taylor’s hypothesis is less well satisfied
than the single spacecraft case for the majority of angles. However, figure 4.4 also
shows that for small flow angle values, Taylor’s hypothesis is better satisfied than
in the single spacecraft case. Despite the Taylor ratio greatly exceeding 1 for some
angles, in practice Taylor’s hypothesis is well satisfied in the solar wind for most
time lags. Any time lags that result in the left hand side of equation 4.14 being
greater than 0.2 are considered to not satisfy Taylor’s hypothesis and are removed.
As a result of using a range of time lags, we are sensitive to a range of vector
separations and flow angles in the plasma frame. By altering the time lag we
are able to measure two-point correlations in the plasma frame at different length
scales and at varying flow angles, all within a single data interval. This means
that, in contrast to previous studies, the angular dependence of the plasma frame
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wave vector power spectrum for solar wind turbulence can be measured using a
single interval of data by altering the time lags.
Multi-spacecraft time-lagged two-point correlations therefore offer the oppor-
tunity to study solar wind turbulence without many of the assumptions or re-
strictions associated with single spacecraft observations. Also, since simultaneous
two-point correlations are simply time-lagged two-point correlations evaluated at
a time lag of zero, the inclusion of additional time lags allows more information to
be extracted from the data. In our discussion of this novel multi-spacecraft tech-
nique, we considered the four Cluster spacecraft measuring correlation functions.
However, it can be applied to any number of spacecraft: increasing the number of
spacecraft increases the number of sampling points and therefore provides greater
coverage in both angle and scale. It can also be used in conjunction with more
sophisticated techniques such as structure functions, which we use in this study
along with correlation functions.
4.3.1 The k-filtering technique
In this thesis, the novel multi-spacecraft technique outlined in section 4.3 is used
to gain insight into the three-dimensional wave vector energy distribution of solar
wind turbulence. Another technique that has been used to study MHD turbulence
is k-filtering. The k-filtering technique is a multi-spacecraft method of character-
ising stationary fluctuations in space plasmas in terms of the wave energy distri-
bution, P(ω,k), in frequency and wave vector space. Therefore, it is instructive
to discuss this technique, not only because it is an important tool in the analysis
of multi-point data (Glassmeier et al., 2001; Sahraoui et al., 2003, 2004; Tjulin
et al., 2005), but also to compare it to our technique.
The idea of k-filtering is to apply a filter bank in the spatial domain to a time
series that is measured at several spatial locations, and has been transformed
into the frequency domain (Pinc¸on and Lefeuvre, 1991). This specific filter is
dependent on ω and k, and ideally is designed such that it absorbs all the wave
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field energy except what corresponds to plane waves with ω and k, which should
pass undisturbed through the filter. It is, in part, the large use of filters that makes
the k-filtering technique far more computationally expensive than our analysis
method.
Let A(r, t) be the measured time series, consisting of L quantities (for exam-
ple, three magnetic field components), at the spatial point r. The time series is
assumed to be a superposition of plane waves, such that:
A(r, t) = Re[
∑
ω
∑
k
A(ω,k) expi(k·r−ωt)] (4.15)
It should be noted that no such assumption is made in our analysis. Indeed,
this might be inappropriate given that the nature of 2D turbulence is unknown:
Alfve´n waves (Goldreich and Sridhar, 1995), structures (Tu and Marsch, 1991), or
non-wave-like spatial Fourier modes (Montgomery and Matthaeus, 1995).
The frequency dependence of the time series is found by Fourier transformation,
and the measured wave field is expressed as A(ω, r). The measured wave fields
from the N different spacecraft (N = 4 in the case of Cluster), at positions ri, are
then assembled in a single vector:
A(ω) =

A(ω, r1)
A(ω, r2)
...
A(ω, rN)
 (4.16)
From this vector the spatial correlation matrix, M(ω), is defined in order to track
the amplitudes and relative phase differences between the measured physical quan-
tities and the different spacecraft:
M(ω) =
〈
A(ω)A†(ω)
〉
(4.17)
where † denotes the adjoint operation, and the averaging in this expression means
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that a long stationary time series is needed for the calculation of the spatial cor-
relation matrix. If, for example, a frequency resolution corresponding to a 1024
point FFT of the time series is required, at least four times as many points are
typically needed to make a reasonable average: a time series of ∼4.5 hours when
using 4 second data (Tjulin et al., 2005). Therefore, this technique requires the use
of longer data intervals than are necessary when using our method. However, the
k-filtering technique has an advantage over our analysis in that it permits the use
of added constraints on the measured components of the wave field. These con-
straints often take the form of Maxwell’s equations, particularly ∇ ·B = 0 when
magnetic field data is being analysed, although other data sets and constraints
have also been used (Tjulin et al., 2005).
The k-filtering technique can be considered as a method to decompose the to-
tal measured spatial correlation matrix M(ω) into a sum of correlation matrices,
corresponding to plane wave modes. Since M(ω) is an NL × NL matrix, it can
only be decomposed into NL linearly independent correlation matrices (see, for
example, Samson, 1983). This means a theoretical maximum of NL − 1 (cor-
responding to 11 when using Cluster magnetic field data) different wave modes
at any spacecraft frequency can be distinguished using the k-filtering technique,
since one of these matrices corresponds to the incoherent noise in the data (Tjulin
et al., 2005). This limit means that the k-filtering technique is not suitable for the
study of solar wind turbulence, since this has a broadband spectrum. Therefore,
any turbulence analysis technique should be able to deal with large numbers of
wave vectors. Hence, while it is clear that the k-filtering technique is a powerful
analysis tool, our multi-spacecraft technique is more appropriate for analysing the
structure of solar wind turbulence. It also allows easy comparison with previous
work in the field.
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4.4 Correlation functions
Correlation functions are an analysis tool with which one can describe the scale
dependence of fluctuations in a data set. They have been used in the analysis of
spacecraft data (e.g., Matthaeus et al., 1990; Zastenker et al., 2000; Richardson
and Paularena, 2001; Dasso et al., 2005; Matthaeus et al., 2005) albeit to a lesser
extent than their corresponding power spectra, since they can be harder to in-
terpret. However, correlation functions provide a measure of the degree of linear
dependence between pairs of data sets and thus an insight into the spatial geome-
try of the fluctuations within the data. Since we are interested in the nature and
extent of the magnetic field aligned anisotropic fluctuation symmetries, correlation
functions, in this case, are a more appropriate analysis tool than power spectra.
The correlation functions of stationary random processes are independent of t:
Cmmκ (τ) = 〈bmκ (t)bmκ (t+ τ)〉
Cnnκ (τ) = 〈bnκ(t)bnκ(t+ τ)〉 (4.18)
Cmnκ (τ) = 〈bmκ (t)bnκ(t+ τ)〉
where all parameters are defined as in equation 4.11. The quantities Cmmκ (τ) and
Cnnκ (τ) are called auto-correlation functions of b
m
κ and b
n
κ respectively, whereas
Cmnκ (τ) is called the cross-correlation function between b
m
κ and b
n
κ. Figure 4.5
shows the properties of a typical auto-correlation function, while figure 4.6 is an
illustration of a typical cross-correlation function. It follows from the assumption
of stationarity that the auto-correlation functions Cmmκ (τ) and C
nn
κ (τ) are even
functions of τ :
Cmmκ (−τ) = Cmmκ (τ)
Cnnκ (−τ) = Cnnκ (τ) (4.19)
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However, the cross-correlation function is neither odd nor even:
Cmnκ (−τ) = Cnmκ (τ) (4.20)
Figure 4.5: Properties of a normalised auto-correlation function. Figure adapted from Bendat
and Piersol (1980)
Figure 4.6: Illustration of a typical cross-correlation function. Figure adapted from Bendat
and Piersol (1980)
The normalised correlation function is defined such that the auto-correlation
function is equal to unity at τ = 0. Thus, the normalisation factor can be
Cmmκ (τ = 0) or C
nn
κ (τ = 0) or, as is used in this thesis (see equation 4.11),√
Cmmκ (τ = 0)C
nn
κ (τ = 0). All of these normalisation factors have been observed
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to be equivalent in our data set, which is consistent with the assumption of sta-
tistical stationarity.
It should be noted that the properties of a random variable, such as magnetic
field fluctuations in the solar wind, cannot be precisely determined from sample
data. Thus, in using finite time series, only estimates of the correlation function
can be obtained. If data exists for time T , then the sample cross-correlation
estimate is (Bendat and Piersol, 1986):
Ĉmnκ (τ) =
1
T
∫ T
0
bmκ (t)b
n
κ(t+ τ)dt 0 ≤ τ < T (4.21)
Thus, the expected value of the estimate Ĉmnκ (τ) is:
〈
Ĉmnκ (τ)
〉
=
1
T
∫ T
0
〈bmκ (t)bnκ(t+ τ)〉 dt
=
1
T
∫ T
0
Cmnκ (τ)dt = C
mn
κ (τ) (4.22)
Hence, Ĉmnκ (τ) is an unbiased estimator of C
mn
κ (τ) that is independent of T .
To obtain an estimate of the normalised root mean square (rms) error in the
estimate of the correlation function, the special case where bmκ (t) and b
n
κ(t) are
bandwidth limited Gaussian white noise is considered. While this is not an ac-
curate representation of solar wind fluctuations, it does offer a mathematically
convenient way of obtaining an estimate of the rms error (see Bendat and Piersol,
1986). The normalised rms error erms includes only a random error term since the
bias error is zero (see equation 4.22):
erms [C
mn
κ (τ)] ≈
1√
2BwidthT
[
1 + (Rmnκ (τ))
−2]1/2 (4.23)
where Bwidth is the bandwidth. This estimate is used in Chapter 5 to consider the
accuracy of some of the results presented in this thesis.
Correlation functions are, as previously indicated, closely related to power
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spectra. First, we assume that the auto-correlation and cross-correlation functions
defined in equation 4.18 exist, and that the integrals of their absolute values are
finite: ∫ ∞
−∞
|C(τ)| dτ <∞ (4.24)
In practice, this will always hold true for finite time series. Then, the Fourier trans-
form of the auto-correlation and cross-correlation functions, the power spectrum
and cross-spectrum respectively, will also exist:
Pmmκ (f) =
∫ ∞
−∞
Cmmκ (τ)e
−i2pifτdτ
P nnκ (f) =
∫ ∞
−∞
Cnnκ (τ)e
−i2pifτdτ (4.25)
Pmnκ (f) =
∫ ∞
−∞
Cmnκ (τ)e
−i2pifτdτ
4.5 Structure functions
Structure functions are also a method of describing the scale dependence of fluc-
tuations in a data set. However, they can describe properties of fluctuations that
correlation functions and power spectra cannot. In particular, they are useful for
considering the non-Gaussian properties of a data set. Structure functions have
been used extensively in the analysis of spacecraft data (Burlaga, 1991; Marsch
and Liu, 1993; Ruzmaikin et al., 1995; Horbury et al., 1997b).
While structure functions can be defined in a variety of ways, the most com-
monly used definition is:
Smnκ (p, τ) = 〈|bnκ(t+ τ)− bmκ (t)|p〉 (4.26)
Thus, for a pair of spacecraft m and n, Smn(p, τ) is the pth moment of the distri-
bution of absolute variations in bκ on the time scale τ , where κ is a component of
the magnetic field vector. Structure functions can also be defined in other ways
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such as using vector differences or not taking the absolute value (see Monin and
Yaglom, 1975):
Smnκ (p, τ) = 〈(bnκ(t+ τ)− bmκ (t))p〉 (4.27)
Only structure functions as defined in equation 4.26 are used in this thesis.
For inertial range turbulence, structure functions are expected to vary with
scale like:
S(p, τ) ∝ τ g(p) (4.28)
where g(p) is the scaling exponent of the structure function. Figure 4.7 shows
the values of the scaling exponent g(p) as a function the moment p, as measured
by Horbury and Balogh (1998). These deviations from linear behaviour can be
quantified by computing normalised structure functions:
I(p, τ) =
S(p, τ)
Sp/2(2, τ)
(4.29)
I(p, τ) is basically the deviation from linear behaviour based on the second order
structure function.
Structure functions are, like correlation functions, closely related to power
spectra. For a given data set, the scaling behaviour of the power spectrum is
related to the scaling behaviour of the second order structure function. Specifically,
the scaling exponent of the second order structure function, g(2), is a function of
the power spectra spectral index, α:
g(2) = α− 1 (4.30)
In fact Ruzmaikin et al. (1995) compared values of spectral indicies computed
using equation 4.30 and those obtained from power spectra of HMF data and
found good agreement.
The origin of equation 4.30 becomes clear when one considers that, firstly,
the second order structure function is essentially a measure of the variance on a
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Figure 4.7: Values of the structure function scaling exponent g(p) as a function of moment p,
calculated from least-squares linear fits to log-log values of S(p, τ) against τ for time scales of
20 to 60s. The filled squares indicate the most reliable estimates, which only extend to the 4th
moment. Note that g(2) ∼ 0.67, corresponding to a 5/3 spectral index. Figure adapted from
Horbury and Balogh (1998).
particular scale and that, secondly, variance is the integral of the power spectrum
over a range of frequencies: this is shown by Parseval’s theorem (see, for example,
Boas, 2003). If the power spectrum is of the form P (f) = f−α and thus the
structure functions vary with scale as in equation 4.28, then the second order
structure function is proportional to the power spectrum integrated over a range
of frequencies:
S(p = 2, τ) ∝
∫
P (f)df ∝
∫
f−αdf (4.31)
therefore,
S(p = 2, τ) ∝ [f 1−α]f2
f1
∝ τα−1 (4.32)
which recovers equation 4.30. A more rigorous derivation of equation 4.30 is given
in Monin and Yaglom (1975).
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Chapter 5
Evidence for field aligned anisotropy
in solar wind fluctuations
In this chapter, we present an analysis of MHD turbulence without some of the
assumptions and restrictions associated with previous analysis methods. Eight
40–60 minute intervals of magnetic field data from the four Cluster spacecraft in
the solar wind are used to estimate the field-aligned anisotropy of MHD inertial
range turbulence. Time-lagged two-point correlations are used to construct spatial
auto-correlation functions in order to measure the ratio of the field-parallel to total
correlation lengths and the percentage power in the 2D component. This is done
in conjunction with an elliptical scaling model and a two-component simulated
turbulent field model respectively. The mean values obtained, 0.61 ± 0.02 and
(79±3)% respectively, are consistent with solar wind fluctuations being anisotropic
with energy predominantly in wave-vectors perpendicular to the large scale mean
field. The variation in the estimates of anisotropy about the mean is larger than
expected for both models. This variation is not correlated with the solar wind
velocity or plasma beta. Some of the results presented in this chapter have been
published in Osman and Horbury (2007), which is printed in the Appendix.
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5.1 The solar wind data set
The largest and most complicated constellation manoeuvres ever performed with
the Cluster spacecraft were executed in June–July 2005. These manoeuvres re-
sulted in the spacecraft reaching their largest separation distance, with three space-
craft (C1, C2, C3) separated by 10,000 km and two spacecraft (C3, C4) separated
by 1,000 km. This multi-scale spacecraft configuration was then changed to a near-
perfect tetrahedron, with spacecraft separations of 10,000 km, in order to observe
the polar cusp in February–March 2006. Figure 5.1 shows the dayside Cluster
orbit superimposed on a diagram of the Earth’s magnetosphere. It is clear from
figure 5.1 that while Cluster is predominantly in the magnetosphere, it does spend
a short time in the solar wind. Indeed, the results presented in this chapter are
derived from the magnetic field and plasma data obtained during the brief time
Cluster spent in the solar wind from February to March 2006.
Figure 5.1: Cluster dayside orbit (red) superimposed on a diagram of the Earth’s magneto-
sphere. Figure taken from www.esa.int.
An example interval of Cluster magnetic field data is shown in figure 5.2. While
figure 5.2 contains examples of undisturbed solar wind data, it is also riddled with
additional features such as foreshock waves. It is this contamination of solar
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wind data with foreshock data that has made finding suitable data intervals very
difficult. For a solar wind magnetic field data interval to be considered suitable, it
should be weakly stationary (see, for example, Matthaeus and Goldstein, 1982b):
the time series increments are dependent only on the time lag between them and
not on the time the measurements were taken (see section 4.1). While solar wind
data is generally considered to be weakly stationary (Matthaeus and Goldstein,
1982b; Goldstein et al., 1995; Tu and Marsch, 1995), we did not test each data
interval we used for stationarity. This is because applying such criteria is, in
general, not a simple matter and is made more difficult given the number and
varied length of the intervals used in this study. However, the intervals were
selected on the basis of features in the data. Chief amongst these features were
the absence of transient events, such as discontinuities and foreshock waves, and
minimal variation in the magnetic field direction.
Figure 5.2: Magnetic field data in GSE coordinates, which includes the polar θ and azimuthal
φ angles, measured by the Cluster spacecraft on March 5 2006, between 00:00 UT and 12:00
UT: C1 (black), C2 (red), C3 (green), and C4 (blue). This interval is a typical example of how
solar wind data is contaminated with foreshock data and discontinuities, making it difficult to
extract suitable weakly stationary solar wind intervals.
Despite the difficulty involved in finding suitable data intervals, eight were
found that met our requirement, by visual inspection, of stationarity and they
represent our entire data set. The details of these intervals are given in table 5.1.
The data in these intervals that we focus on is the 4 s resolution spin-averaged
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magnetic field data from the FGM instrument on board the four Cluster spacecraft.
Interval Start Date End Date Solar Wind Velocity
[Y D H M S] [Y D H M S] [kms−1]
1 [2006 56 18 06 00] [2006 56 18 44 00] 358
2 [2006 63 19 50 00] [2006 63 20 45 00] 342
3 [2006 64 00 35 00] [2006 64 01 30 00] 339
4 [2006 64 05 05 00] [2006 64 05 45 00] 327
5 [2006 64 18 15 00] [2006 64 18 52 00] 320
6 [2006 66 11 55 00] [2006 66 12 35 00] 406
7 [2006 71 19 30 00] [2006 71 20 08 00] 467
8 [2006 71 22 16 00] [2006 71 22 55 00] 440
Table 5.1: Details of the data intervals used within this study. The mean solar wind velocity
values are obtained from the hot ion analyser, which is part of the Cluster Ion Spectrometer
(CIS) experiment onboard the Cluster spacecraft.
Since the data was spin-averaged, there was no residual signal at the spacecraft
spin period or at any of the harmonics. However, there were a small number
of spikes in the data set. These data spikes were removed, so that all the data
analysis was carried out on clean data intervals. It should be noted that the
magnetic field data was analysed very soon after it was made available and, for
that reason, there were no daily calibration files available. This meant that the
default calibration had to be used. There are, in general, three main areas of
concern with regard to magnetic field data calibration: signal gain, alignment,
and spin axis offset. The error on the signal gain is less than 1%, the alignment
error is also minimal, and there should be no spin-axis offset in both the x- and
y-axes of the Geocentric Solar Ecliptic (GSE) coordinate system since the data is
spin-averaged. However, there is an offset in the z-axis, which can be observed
in figure 5.3, since the Cluster spacecraft spin-axis stays within a few degrees of
the GSE z-axis. While this offset could not be removed, its effect on the results
is not thought to be significant, particularly because means are removed from all
magnetic field components before analysis. In addition, the default calibration file
that was used was compared to the most recent daily calibration file avaliable and
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the difference found was minimal. Therefore, whilst use of a default calibration
file was not ideal, it is unlikely to have had any significant effect on the results.
5.2 Computing spatial auto-correlation functions
It is useful to discuss our analysis in terms of a single time interval which is
representative of the entire data set. This “canonical interval” is on March 5
2006, from 5:05 to 5:45 UT. Figure 5.3 shows the magnetic field time series for
this interval, which does not contain any obvious transient structures. During this
time, the Cluster spacecraft were in a near-regular tetrahedron configuration as
shown in figure 5.4.
Figure 5.3: Canonical interval magnetic field data in GSE coordinates, where the colours used
represent the same Cluster spacecraft as in figure 5.2. It is clear that the magnetic field direction
in this interval was far more constant than that shown in figure 5.2, and there are no apparent
transient events in this time series.
The ion gyroradius in this interval was ∼100 km, which is two orders of mag-
nitude smaller than the Cluster spacecraft separation. This implies that we are
sensitive to solar wind fluctuation scales that are firmly in the inertial range.
Figure 5.5 is the trace of the power spectral density with the ion gyro-frequency
represented by a blue dashed line, marking the approximate end of the inertial
range and start of the dissipation range. The range of frequencies enclosed within
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the red dashed lines in this figure represent the approximate range of scale sensi-
tivity for this analysis, which is clearly in the inertial range.
Figure 5.4: Relative positions of the four Cluster spacecraft in GSE coordinates, for the data
interval shown in figure 5.3.
Since the solar wind magnetic field fluctuations are expected to be anisotropic,
it is instructive to transform into a coordinate system that respects this geometry.
For this reason, we use a magnetic field aligned coordinate system, as it is the
magnetic field that orders the fluctuations. Such a coordinate system allows for
easy identification of isotropic, slab and 2D fluctuation symmetries. This right-
handed orthogonal coordinate system is defined such that the z-axis is aligned
with the mean magnetic field direction, the x-axis is in the plane defined by the
mean magnetic field and solar wind velocity (which is nearly anti-sunward) vectors,
and the y-axis completes the right-handed system. In addition, a field angle θSB is
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Figure 5.5: Trace of the Cluster magnetic field power spectral density, with the ion gyro-
frequency represented by a blue dashed line, marking the approximate end of the inertial range
and start of the dissipation range. The range of frequencies enclosed within the red dashed lines
correspond approximately to the range of spatial scales that are considered within this study.
It is clear from their relative position to the ion gyro-frequency that they are firmly within the
inertial range.
also defined. This is the acute angle between the spacecraft time-lagged separation
vector in the plasma frame (see equation 4.13) and the magnetic field direction.
Using the multi-spacecraft technique described in section 4.3, time-lagged two-
point magnetic field cross-correlations were computed between pairs of spacecraft.
Since cross-correlations are a zero mean analysis tool, the mean magnetic field
value was subtracted from the data prior to their computation. This meant that
only the magnetic field fluctuations were analysed and that the analysis was not
sensitive to offsets in the data set. The four Cluster spacecraft are joined by six
separation vectors, which allows for six sets of cross-correlation functions and one
single spacecraft auto-correlation function, where the spacecraft C2 was used, to
be calculated for each component of the magnetic field aligned coordinate system.
Figure 5.6 shows the computed auto- and cross-correlations as a function of time
lag for the y-component of the magnetic field fluctuations. The shape of the
correlation functions and the rate at which they fall off is a complex function of
the separation vectors in the plasma frame, the variation of the separation vectors
with time lag, and the structure of the fluctuations. It is clear from figure 5.6 that
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Figure 5.6: Time lag dependence of the cross-correlation functions between all six pairs of
Cluster spacecraft for the y-component of the magnetic field fluctuations. The single spacecraft
auto-correlation function is also plotted in grey. The auto-correlation function resembles the
cross correlation functions but there are significant differences. The shape of the correlation
functions and the rate at which they fall off is a complex function of the separation vectors in
the plasma frame, the variation of the separation vectors with time lag, and the structure of the
fluctuations. The bottom panel is a close-up of that on the top.
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none of the correlation functions, apart from the single spacecraft auto-correlation
function, peak at zero time lag. This is because the Cluster spacecraft have a
non-zero separation in the plasma frame, and the time lags are a function of the
spacecraft separation in the plasma frame and the anisotropy of the measured
fluctuations. Figure 5.6 also shows that the cross-correlations are not symmetric
about their peak, which is a function of the anisotropy of the fluctuations and each
spacecraft in the Cluster tetrahedron measuring a slightly different time series.
Figure 5.7: Taylor ratio plotted against flow angle θSV for all six pairs of Cluster spacecraft,
where the colours used correspond to those in figure 5.6. Since the inverse Mach number for this
data interval was 0.08, it is clear that Taylor’s hypothesis is well satisfied for all θSV , and hence,
all time lags.
The behaviour of the isotropic model and the slab and 2D models of anisotropic
fluctuation symmetry as a function of time lag is not as easy to identify as their
distinct spatial signatures. For this reason, any analysis is simplified by examining
the cross-correlations as a function of spatial separation in the plasma frame.
However, only time lags that satisfy Taylor’s hypothesis should be converted into
spatial lags in the plasma frame using equation 4.13. Figure 5.7 shows the variation
of the Taylor ratio with flow angle θSV . Since the Alfve´n speed during this interval
was 26 kms−1, the inverse Mach number was 0.08. Hence, for Taylor’s hypothesis
to be satisfied as defined in equation 4.14, the Taylor ratio cannot exceed a value
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of ∼2.5. Figure 5.7 shows that Taylor’s hypothesis was well satisfied for all values
of θSV , therefore, all time lags were converted to spatial lags.
Figure 5.8: Cross-correlations between all six pairs of Cluster spacecraft as a function of spatial
separation in the plasma frame for the y-component of the magnetic field fluctuations. The single
spacecraft auto-correlation function is also plotted in grey.
Figure 5.8 shows the magnetic field auto- and cross-correlation functions shown
in figure 5.6 plotted against spatial separation in the plasma frame, and therefore
figure 5.8 is a spatial auto-correlation function. While every spatial separation cor-
responds to a single correlation function value in the case of the single spacecraft
auto-correlation function, this is not the case for the cross-correlation functions
which exhibit a hysteresis-like effect. This is inconsistent with solar wind fluc-
tuations having an isotropic energy distribution in wave vector space, since this
would correspond to a single correlation function value at any given spatial sep-
aration as shown in figure 3.11. This hysteresis-like effect is not observed in the
auto-correlation function since, by definition, it is produced by cross-correlating
two identical time series. Therefore, the correlation function values are the same
for both positive and negative time lags, making the auto-correlation function an
even function, and this translates into a single auto-correlation value for any given
spatial separation in the plasma frame. Physically, this means that both the pos-
itive and negative time lags associated with the single spacecraft auto-correlation
122
function are in the same direction relative to the mean magnetic field in the plasma
frame.
Figure 5.9: Close-up of the correlation functions shown in figure 5.8 showing their behaviour
over the range of spatial scales considered within this study.
The correlation functions shown in figure 5.8 are better correlated (higher
values) for small spatial separations in comparison to larger spatial separations.
This is consistent with expectations, since the error associated with the estimate of
the correlation functions is related to the inverse value of the correlation functions
(see equation 4.23). Therefore, in order to reduce the error in our analysis, only
small spatial separations are considered. In addition, we are only interested in
spatial scales that are comparable to the Cluster spacecraft separations, since it
is at these scales that we achieve the greatest field angle coverage. Taking these
criteria into consideration, accompanied by visual inspection, it was decided that
2
√
2 × 104 km would be the maximum spatial separation considered throughout
this study. Figure 5.9 shows the behaviour of the correlation functions in figure
5.8 over the range of spatial scales considered in this analysis. It is the variation
in cross-correlation values at a given spatial scale which is the result of anisotropy
in the fluctuations, and is the focus of this study.
By changing the time lags for the cross-correlations between two spacecraft, as
shown in equation 4.13, a range of angles and scales can be sampled in the plasma
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frame. Figure 5.10 shows this range of angles and scales for the six spacecraft
pairs during the interval shown in figure 5.3, as the time lags are varied. Each
spacecraft pair is shown in a different colour which corresponds to those in figure
5.9. Figure 5.10 represents all the field angles θSB that we are sensitive to in
this study. It is clear that the coverage in θSB is greatest around the spacecraft
separation scale (∼10,000 km), and decreases with increasing spatial separation
in the plasma frame. While the coverage in θSB extends over a large range from
∼ 5◦ to 90◦, coverage is greatest at the larger field angles and sparse, at times
non-existent, at the smaller field angles. The auto-correlation function (in grey)
is sensitive to only one value of θSB, which is the angle between the mean field
and flow directions in the plasma frame.
Figure 5.10: The range of angles and scales that the Cluster spacecraft are sensitive to in the
plasma frame during the interval shown in figure 5.3, as the time lags are varied. Each spacecraft
pair is shown in a different colour which corresponds to those in figure 5.9.
Having decided upon the maximum spatial scale to be considered, it is instruc-
tive to plot the spatial separation as a function of time lag. Figure 5.11 is such
a plot, based on the cross-correlation function for the particular spacecraft pair
C1 and C2, where the time lags corresponding to the maximum spatial scale are
indicated by dashed lines. This figure is representative of all six pairs of Cluster
spacecraft for the interval shown in figure 5.3. It is clear from figure 5.11 that
we need only consider very short time intervals in order to investigate the spatial
124
scales of interest. However, since the error in the correlation function estimate is
proportional to 1/
√
N , where N is the number of data points, the accuracy in the
estimate is greater for longer time intervals. Despite concerns about error, figure
5.11 shows that we are still able to consider time intervals that are far shorter than
those used in comparable studies (Matthaeus et al., 1990; Carbone et al., 1995;
Bieber et al., 1996; Dasso et al., 2005). Not only does this mean that we need not
make many of the assumptions associated with the use of long time intervals (see
section 4.2), it also enables us to analyse data that would otherwise be inaccessi-
ble, perhaps due to the presence of transient events as is the case with our data
set, if we had to insist upon the use of long time intervals.
Figure 5.11: Spatial separation plotted against time lag, for the particular spacecraft pair C1
and C2, where the red dashed lines indicate the time lags that correspond to the maximum spatial
scale considered within this study. It is clear that the interval lengths required to investigate the
spatial scales in figure 5.9 and the angular coverage in figure 5.10 need only be of order minutes.
Axisymmetry about the mean magnetic field direction is assumed in this anal-
ysis. This is a common assumption in studies of spectral anisotropy in solar wind
turbulence (e.g. Matthaeus et al., 1990; Bieber et al., 1996; Dasso et al., 2005), al-
though an objection to this assumption has been raised by Carbone et al. (1995).
However, axisymmetry is motivated physically by variance anisotropy (Belcher
and Davis, 1971; Bavassano et al., 1982b; Klein et al., 1991, 1993; Horbury et al.,
1995b; Neugebauer, 2004), as well as being a mathematical convenience (Bieber
et al., 1996). Indeed, it would be very difficult to pursue this analysis in the ab-
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sence of this assumption. The assumption of axisymmetry allows all the spatial
auto-correlation values to be projected onto a two-dimensional plane spanned by
two spatial separation coordinates: r‖, which is parallel to the mean magnetic field,
and r⊥, the complementary field-perpendicular coordinate. Figure 5.12 shows the
range of field-parallel and perpendicular scales that the six Cluster spacecraft pairs
are sensitive to in the plasma frame during the interval shown in figure 5.3, as the
time lags are varied. This is an alternative representation to that in figure 5.10.
Here, the single spacecraft auto-correlation function (in grey) is a straight line,
inclined to the r‖ axis by the angle between the magnetic field and solar wind flow
directions.
Figure 5.12: The range of field-parallel, r‖, and perpendicular, r⊥, scales that the Cluster
spacecraft are sensitive to in the plasma frame during the interval shown in figure 5.3, as the
time lags are varied. This is an alternative representation to that in figure 5.10, where the
spacecraft pairs are coloured in the same way.
Despite there being six vectors linking the four Cluster spacecraft, figure 5.12
shows that coverage of the spatial auto-correlation function is limited. For this
reason, the data was binned and averaged to improve coverage. The binning
process was carried out by superimposing a grid with squares of size (2×2)×103 km
over the spatial auto-correlation function, which extends from 0 to 2× 104 km, as
126
shown in the left hand panel of figure 5.13. The spatial auto-correlation function
values in each grid square were averaged such that each data-containing grid square
is represented by one number, the mean correlation in that grid square, as shown
in the right hand panel of figure 5.13. Deciding upon (2 × 2) × 103 km as the
most appropriate size of the bins was done by visual inspection. Bins that were
larger resulted in greater loss of information regarding the detailed structure of
the spatial auto-correlation function, while bins that were smaller led to more of
the bins being empty which meant that coverage of the spatial auto-correlation
function was reduced.
Figure 5.13: (left) Each of the squares that make up the dashed line grid that is superimposed
on the range of spatial scales that the six Cluster spacecraft pairs are sensitive to in the plasma
frame during the interval shown in figure 5.3, as shown in figure 5.12, represents a bin. (right)
The data points, which correspond to spatial auto-correlation function values, in each bin are
averaged, such that any bin that contained data points is now represented by a single spatial
auto-correlation function value, each shown as a red asterisk.
Figure 5.14 shows the binned and averaged y-component of the spatial auto-
correlation function, represented as red asterisks in the grid shown in the right-
hand panel of figure 5.13. Over the range of spatial scales covered, all the spatial
auto-correlation function values lie in the range ∼0.88–0.98. It is clear that this
correlation function decays more rapidly in the direction perpendicular to the
mean magnetic field direction than in the field-parallel direction. The anisotropy
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Figure 5.14: Spatial auto-correlation function of the y-component of the magnetic field fluctu-
ations for the same data as figure 5.12. The function is anisotropic: it does not decay equally
in all directions, but rather the decay with increasing r⊥ is more rapid than the corresponding
decay with increasing r‖, which is consistent with a dominant 2D component.
Figure 5.15: Cuts through the spatial auto-correlation function shown in figure 5.14 at incli-
nations of 15◦, 35◦, and 85◦ to the r‖ axis. The function is anisotropic: it decays more rapidly
at 85◦ (near field-perpendicular direction) than at 15◦ (near field-parallel direction), which is
consistent with a dominant 2D component.
of this spatial auto-correlation function can also be observed by considering spatial
cuts through figure 5.14 at various angles to the r‖ axis. Figure 5.15 shows the
spatial separation dependence of the correlation function, corresponding to spatial
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cuts through figure 5.14 at inclinations of 15◦, 35◦, and 85◦ to the r‖ axis. This
also shows that the spatial auto-correlation function in figure 5.14 decays more
rapidly at 85◦ (near field-perpendicular direction) than at 15◦ (near field-parallel
direction). Therefore, both figures 5.14 and 5.15 are consistent with solar wind
turbulence having a dominant 2D component.
Using figure 5.5 to estimate the bandwidth of the data (assumed to be band-
limited white noise), we obtain an estimate of the rms error (see Bendat and
Piersol, 1986) in the spatial auto-correlation function of order 2% using equation
4.23. This estimate of the rms error, while assuming a simplified form of the data
for mathematical convience, indicates that the errors associated with the spatial
auto-correlation function are quite small.
5.3 Results: elliptical model
It is desirable to make a quantitative comparison between the data in figure 5.14
and previously published estimates of the anisotropy of solar wind turbulence.
However, a full analytical form of the correlation function for a combination of
slab and 2D turbulence has not, to our knowledge, been published. As a result,
in order to estimate the anisotropy in figure 5.14, Osman and Horbury (2007)
compared these results to a phenomenological “elliptical” model: it is these fits
that are presented in this section.
For each component of the magnetic field aligned coordinate system, an auto-
correlation function was constructed using the C2 spacecraft, although any of the
four Cluster spacecraft could have been used. The elliptical model spatial auto-
correlation function, A(r‖, r⊥), assumes the shape of the auto-correlation function
in all directions, but uses an elliptical decay scaling:
A(r‖, r⊥) = A0(
√
(αr‖)2 + (βr⊥)2) (5.1)
where A0(−vswτ) is the single-spacecraft auto-correlation function that is only
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measured in the solar wind flow direction, and α and β are free parameters that are
computed by minimising the variance between the binned spatial auto-correlation
function values in figure 5.14 and the elliptical model evaluated at all these posi-
tions.
Figure 5.16: (top) Spatial auto-correlation function and contour plot of the elliptical model,
with α = 1 and β = 3: approximating the slab model. (bottom) Spatial auto-correlation function
and contour plot of the elliptical model, with α = 3 and β = 1: approximating the 2D model.
The elliptical model is motivated both by the general form of the spatial auto-
correlation function in figure 5.14, which is approximately elliptical, and also by
geometry. A circle is a special case of an ellipse, where α = β in our model, which
means that the elliptical model can be used to describe the isotropic model of
fluctuation symmetry perfectly since it has circular contours as shown in figure
3.11. The elliptical model can also be used to approximate the geometries of the
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slab and 2D models of anisotropic fluctuation symmetry by allowing the ratio α/β
to tend to zero and infinity respectively. Figure 5.16 illustrates how the elliptical
model can be used to approximate the slab and 2D models. While the elliptical
model was only intended to provide a first-order estimate of the anisotropy, it was
observed to fit the data reasonably well.
Figure 5.17: Spatial auto-correlation function and contour plot of the elliptical model that was
a best-fit to the data in figure 5.14: α = 0.87 and β = 0.47, and therefore α/(α+ β) = 0.54.
Since α and β are respectively related to the mean magnetic field-parallel and
perpendicular correlation lengths at the range of scales studied here, the ratio
α/(α + β) is related to the ratio of the parallel to total correlation lengths and
thus is a measure of anisotropy. A ratio smaller than 0.5 implies that the field-
perpendicular correlation length is longer than the parallel correlation length,
which is consistent with a dominant slab component, and vice versa for a domi-
nant 2D component. The minimum variance between the spatial auto-correlation
function shown in figure 5.14 and the elliptical model was achieved when α = 0.87
and β = 0.47, and therefore α/(α + β) = 0.65. Figure 5.17 shows the contours of
this best-fit elliptical model and the corresponding spatial auto-correlation func-
tion. Table 5.2 lists that best-fit α/(α + β) ratios for all three magnetic field
components of the eight intervals of Cluster data listed in table 5.1. The average
solar wind speed and plasma beta values for these intervals are also listed.
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Interval vsw βplas α/(α + β)
x y z
1 358 0.11 0.48 0.50 0.59
2 342 0.37 0.54 0.60 0.55
3 339 0.36 0.66 0.66 0.66
4 327 0.68 0.58 0.65 0.70
5 320 0.53 0.65 0.49 0.76
6 406 1.09 0.74 0.41 0.45
7 467 0.41 0.61 0.46 0.56
8 440 0.20 0.69 0.82 0.77
Table 5.2: Results obtained from the elliptical model for all three magnetic field components
of the eight intervals of Cluster data listed in table 5.1. Here, the interval numbers correspond
to those in table 5.1, vsw is the solar wind velocity, and βplas is the plasma beta. Both vsw and
βplas were computed using data from the CIS experiment onboard the Cluster spacecraft.
Figure 5.18 shows a plot of the ratio α/(α + β) for all three magnetic field
components, using the eight intervals of Cluster data listed in table 5.1. In almost
all cases the ratio α/(α+β) is greater than 0.5, which is inconsistent with isotropy.
Figure 5.18: Anisotropy ratio α/(α + β) for all three magnetic field aligned coordinate com-
ponents using the eight intervals of Cluster data listed in table 5.1. Most of the data points are
above 0.5 which is consistent with solar wind turbulence being anisotropic with a dominant 2D
component. The variation in the data does not appear to be correlated with solar wind velocity.
However, the results are consistent with solar wind turbulence being anisotropic
with energy mostly in wave vectors perpendicular to the mean magnetic field.
The mean values of the α/(α+ β) ratio for all the magnetic field components are:
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0.62± 0.03 for the x-component, 0.57± 0.05 for the y-component, and 0.63± 0.04
for the z-component (parallel to the mean magnetic field). The mean ratio is,
within errors, equal for all the magnetic field components.
A notable feature of figure 5.18 is the large degree of variation in the ratio
α/(α + β) about the mean. It is unclear whether this variability results from
the inability of the simplified elliptical model to accurately represent the data, or
whether it is due to a failure of one or more of the assumptions made about the
data set or the analysis procedure. It could be a physical effect indicating that
the individual intervals of Cluster data exhibit varying degrees of anisotropy.
Figure 5.19: Anisotropy ratio α/(α+β) for all three magnetic field aligned coordinate compo-
nents, using the eight intervals of Cluster data listed in table 5.1, plotted against plasma beta.
The variation in the data does not appear to be correlated with plasma beta.
This variation does not appear to be correlated with physical parameters such
as the solar wind velocity and the plasma beta, as shown in figures 5.18 and 5.19
respectively. These parameters were considered because they are both related to
the anisotropy of solar wind fluctuations: slow solar wind is dynamically “older”
than fast solar wind and contains a greater proportion of 2D-like fluctuations
(e.g. Dasso et al., 2005), while increasing the magnetic field strength, and hence
decreasing the plasma beta, has been shown to strengthen the 2D fluctuation con-
tribution in simulations of MHD turbulence (e.g. Oughton et al., 1994; Matthaeus
et al., 1998).
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Figure 5.20: Anisotropy ratio α/(α + β) for all three magnetic field aligned coordinate com-
ponents, plotted against each other. The magnetic field components of the α/(α + β) ratio are
correlated between each other.
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The magnetic field components of the α/(α + β) ratio are correlated between
each other, as can be seen from figure 5.20. Since this study assumes axisymetry
about the mean magnetic field direction, a strong correlation between the two
field-perpendicular components x and y would be expected. However, figure 5.20
shows that the two field-perpendicular components are only weakly correlated.
This behaviour may be due to an invalid assumption of axisymmetry, or variation
introduced by the inability of the simplified elliptical model to accurately repre-
sent the data. Figure 5.20 indicates a good correlation between the field-parallel
component and each of the field-perpendicular components. This behaviour is con-
sistent with the field magnitude acting as a passive scalar, following the variation
in anisotropy of the field-perpendicular components.
5.4 Turbulent field simulation
While the elliptical model does provide a quantitative estimate of the magnetic
field aligned anisotropy in solar wind fluctuations, this estimate cannot be ex-
pressed analytically in terms of any particular physical quantities. This means
that the elliptical model cannot be used to provide a physical measure of the
anisotropy, such as the relative contribution to the total power of both the slab and
2D components. Therefore, it is not possible to make comparisons with theoretical
(e.g. Bieber et al., 1994) or observational (e.g. Bieber et al., 1996) studies that
provide physically motivated, quantitative insights into the nature of anisotropy
in solar wind fluctuations. A solution to this limitation would be to replace the
elliptical model with a physically motivated two-component model of slab and
2D turbulence. Such a model would be a more accurate fit to the data than the
elliptical model, which was only intended to provide a first order estimate of the
anisotropy. Therefore, it could be used to determine whether the scatter observed
in figure 5.18 resulted from the inability of the elliptical model to accurately rep-
resent the data, or whether this should be excluded from amongst the possible
causes of the observed variability.
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A two-component model of slab and 2D turbulence was put forward by Gi-
acalone and Jokipii (1994, 1996, 1999) to study the motion of charged particles in
MHD turbulence. This model generates a fully three-dimensional spatial realisa-
tion of a turbulent magnetic field, which only consists of slab and 2D fluctuations,
where their relative contributions can be varied. Therefore, this two-component
model can be used to approximate solar wind magnetic field fluctuations. Gener-
ating a three-dimensional turbulent field allows spatial cuts to be made through
the turbulent field realisation along the trajectories, and at the speed of, the four
Cluster spacecraft in the plasma frame. In practice, to conserve computational
power, magnetic field vectors are only computed along the Cluster trajectories,
rather than over the entire three-dimensional space. These simulated magnetic
field values along the Cluster trajectories constitute a time series, similar to those
composed of real magnetic field measurements such as in figure 5.3. The simulated
magnetic field time series can then be used to compute spatial auto-correlation
functions as discussed in section 5.2 and by Giacalone et al. (2006).
In the two-component model proposed by Giacalone and Jokipii (1994, 1996,
1999), the total magnetic field is taken to have the form:
B(x, y, z) = B0zˆ + b(x, y, z) (5.2)
where B0 is a constant uniform field and b is the fluctuating component, or the
“turbulence”. This two-component turbulence spectrum (Bieber et al., 1996; Gray
et al., 1996), in the context of the solar wind magnetic field, is represented as the
superposition of two components. These are, a slab component (associated with
propagating Alfve´n waves):
bslab(z) = (b
slab
x (z), b
slab
y (z), 0) (5.3)
and a 2D component, which is also referred to as “structures” (Tu and Marsch,
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1991):
b2D(x, y) = (b
2D
x (x, y), b
2D
y (x, y), 0) (5.4)
Since both fluctuation components are transverse to the mean field, b · B0 ≡ 0,
the following two-component representation of solar wind turbulence is considered
(Gray et al., 1996):
b(x, y, z) = ζb2D(x, y) + (1− ζ)bslab(z) (5.5)
where ζ is a constant, such that 0 ≤ ζ ≤ 1. The relative contributions of both
slab and 2D fluctuations to the two-component model of solar wind turbulence
are determined by the value of ζ: for example, ζ = 0 corresponds to pure slab
fluctuations, ζ = 1 to pure 2D fluctuations, and ζ = 0.5 to an equipartition of both
slab and 2D fluctuations. Figure 5.21 shows the spatial variation of the fluctuating
component of the two-component model magnetic field for the case of pure slab
fluctuations, pure 2D fluctuations, and a composite of both these fluctuation types.
In all three of these cases, arrows represent both the magnitude and direction
of the magnetic field vectors. The top panel of figure 5.21 illustrates pure slab
fluctuations, where the fluctuating magnetic field vectors have been projected
onto the x-y plane in the left-hand panel and the x-z plane in the right-hand
panel. This shows that the magnitude and direction of the magnetic field vectors
only varies along the z-coordinate (parallel to the mean field) and does not vary
perpendicular to the mean field direction. Pure 2D fluctuations are represented in
the middle panel of figure 5.21. The left-hand panel shows that the magnitude and
direction of the magnetic field vectors vary in the field-perpendicular directions,
while the right-hand panel shows that there is no field-parallel variation. The
bottom panel of figure 5.21 represents a composite of slab and 2D fluctuations, in
equal proportions, and the magnitude and direction of the magnetic field vectors
vary both parallel and perpendicular to the mean field direction. The behaviour of
the different fluctuations shown in figure 5.21 are all consistent with expectations
(see section 3.7.2).
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Figure 5.21: Magnetic field vectors represented by arrows illustrating the spatial variation of
the fluctuating component of the magnetic field in the two-component model for the case of
(top) pure slab fluctuations: the magnitude and direction of the magnetic field vectors only
vary along the z-coordinate (parallel to the mean field) and do not vary along the x- or y-
coordinate. (middle) Pure 2D fluctuations: the magnitude and direction of the magnetic field
vectors only vary along the x-coordinate and the y-coordinate and do not vary along the z-
coordinate. (bottom) Equal composite of slab and 2D fluctuations: the magnitude and direction
of the magnetic field vectors vary along all three spatial coordinates.
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A form of the fluctuating magnetic field component which satisfies ∇ ·B = 0
may be written:
b =
N∑
n=1
A(kn)ξˆnexp(iknz
′
n + iβn) (5.6)
where
ξˆn = cosαnxˆ
′
n + i sinαnyˆ
′
n (5.7)
and 
x′
y′
z′
 =

cos θn cosφn cos θn sinφn − sin θn
− sinφn cosφn 0
sin θn cosφn sin θn sinφn cos θn


x
y
z
 (5.8)
A(kn) represents the amplitude of the wave mode n, with wave number kn, polar-
isation αn, and phase βn. The direction of propagation of each mode is defined by
the angles θn and φn. For any given field realisation, and for each k, there are four
associated numbers: 0 < θn < pi, 0 < φn < 2pi, 0 < βn < 2pi, and 0 < αn < 2pi.
Furthermore, since observational evidence indicates that Kolmogorov scaling is
most relevant for inertial range solar wind fluctuations (e.g. Roberts and Gold-
stein, 1991; Goldstein et al., 1995; Horbury et al., 2005, and also see Chapter 3),
a Kolmogorov-like power spectrum is considered:
A2(kn) = σ
2G(kn)
[
N∑
n=1
G(kn)
]−1
(5.9)
where
G(kn) =
∆Vn
1 + (knLc)γ
(5.10)
In these equations, σ2 is the wave variance and Lc is the correlation length. This
length scale is computed by estimating the plasma frame spatial separation at
which the corresponding single spacecraft auto-correlation function is equal to
zero. Therefore, from figure 5.8, Lc ∼ 2 × 105 km for the y-component of our
canonical interval. Both ∆Vn, the normalisation factor, and γ, the spectral index,
depend on the dimensionality of the turbulence. The one-dimensional spectrum
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bslab is obtained by setting θn = 0 in equation 5.6, and selecting the other three
numbers associated with kn randomly. Also, ∆Vn = ∆kn and γ = 5/3 in equation
5.10, where ∆kn is the spacing between kn. A logarithmic spacing in kn is chosen
so that ∆kn/kn is a constant. The two-dimensional spectrum b2D is obtained
by setting θn = pi/2 and, so that b2D · zˆ = 0, αn = pi/2 (Gray et al., 1996;
Bieber et al., 1996). The other two numbers associated with each k are selected
randomly. In addition, ∆Vn = 2pikn∆kn and γ = 8/3. In this two-component
model, 25 different magnetic field realisations were used, where each realisation
was delineated by a new set of polarisations, phases, and propagation directions
for the sum in equation 5.6. This means that each computed correlation function
is the average of 25 correlation functions, each resulting from a different magnetic
field realisation. Therefore, each computed correlation function is reproducible
since it does not depend on one particular magnetic field realisation.
In all our simulations, 500 values of k were used, evenly spaced logarithmically,
with wavelengths between λmin = 10
3 km and λmax = 10
7 km. While the accuracy
of the two-component model is improved by using large numbers of wave vectors,
the computational expenditure of the model also increases. Therefore, a balance
was sought between accuracy and the run-time of the simulations. This was done
by comparing results obtained from the two-component model for different values
of N in equation 5.6: we used values between 50 (Giacalone and Jokipii, 1994)
and 10,000. It was found that any increase in the accuracy of the two-component
model when using values greater than N = 500 was minimal, whereas the run-time
of the simulations was significantly increased.
The values of λmin and λmax were chosen to encompass the range of fluctuation
wavelengths that we could have been sensitive to in the computation of the spatial
auto-correlation functions discussed in section 5.2. The time resolution, tres, of the
magnetic field data used in this study was 4 s, and so we should not be sensitive to
fluctuation wavelengths shorter than vswtres. It is clear from Table 5.1, which lists
the average solar wind velocities for all the data intervals used in this study, that
λmin = 10
3 km is smaller than the minimum scale of sensitivity. The maximum
140
scale of sensitivity corresponds to fluctuation wavelengths that are at the scale
of the system, which is the distance traveled by a solar wind element in a time
corresponding to the length of the data intervals used, and so λmax is larger than
the maximum scale of sensitivity. The values of λmin and λmax were also chosen so
that we would be sensitive to scales smaller and larger than the correlation length
Lc, which for the intervals shown in table 5.1, is of order 10
5 km.
5.5 Results: two-component model
The two-component model was used to replicate the spatial auto-correlation func-
tion shown in figure 5.14 (which we refer to as the “canonical” spatial auto-
correlation function). Simulated magnetic field vectors were computed along the
same spacecraft trajectories, at the same time resolution, and using the same cor-
relation length value as those in our canonical interval. Figure 5.22 shows the
resulting simulated magnetic field time series. This simulated time series, which is
of the same duration as that shown in figure 5.3, is expressed in our right handed
orthogonal magnetic field aligned coordinate system, such that the bottom two
panels show the fluctuating components of the simulated magnetic field.
Figure 5.22: Simulated magnetic field time series, where the colours used correspond to those
used in figure 5.3. The top panel shows the large-scale uniform magnetic field component, while
the bottom two panels show the fluctuating components of the simulated magnetic field. This
simulated time series was generated using ζ = 0.6.
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Figure 5.23 shows the resulting spatial auto-correlation functions for pure slab
and 2D fluctuations in the left- and right-hand panels respectively. It is clear
that the spatial coverage of these simulated spatial auto-correlation functions
is identical to that of the canonical spatial auto-correlation function. This is a
natural consequence of the spacecraft formation, mean magnetic field direction,
and solar wind flow speed. However, over the range of spatial scales covered, all
the canonical spatial auto-correlation function values lie in the range ∼0.88–0.98,
while the simulated spatial auto-correlation function values are all in the range
∼0.65–0.95. Therefore, in order to produce a better fit between the canonical
and simulated spatial auto-correlation functions, the values of the simulated spa-
tial auto-correlation function had to be increased until they were as close to the
canonical values as possible.
Figure 5.23: Simulated y-component of the spatial auto-correlation functions for pure (left)
slab and (right) 2D fluctuations. These have the same spatial coverage as the canonical spatial
auto-correlation function in figure 5.14, but have lower correlation function values. It is also
apparent from the respective colour bars that the range of correlation function values in these
figures is not the same, which would introduce a bias when fitting to the canonical spatial
auto-correlation function.
There are two ways to increase the values of the simulated spatial auto-
correlation function: increasing the duration of the simulated time series and
increasing the value of the correlation length. The two-component model was
used to test which of these two techniques was most effective, with the findings
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indicating that increasing the duration of the simulated time series was most ef-
fective at increasing the values of the simulated spatial auto-correlation function.
However, increasing the duration of the simulated time series makes the simula-
tion more computationally expensive, while increasing the value of the correlation
length has no associated computational expenditure. Having taken the results
of the two-component model into consideration, it was decided that the duration
of the simulated time series would be increased in 1 hour intervals until, either
the values of the simulated spatial auto-correlation function became comparable
to those of the canonical spatial auto-correlation function, or the run-time of the
simulation reached∼3 hours. A cut-off run-time of 3 hours to produce a single sim-
ulated spatial auto-correlation function was chosen, since anything greater would
have made this analysis technique impractical given our computational and time
Figure 5.24: Simulated spatial auto-correlation functions for pure (left) slab and (right) 2D
fluctuations. These have the same spatial coverage as the canonical spatial auto-correlation
function in figure 5.14 and, within errors, have the same correlation function values. It is also
apparent from the respective colour bars that the correlation function values in both these figures
are in the same range ∼0.88–0.98, which means that no bias would be introduced when fitting
to the canonical spatial auto-correlation function.
restrictions. The time series duration and correlation length value that produced
the canonical spatial auto-correlation function were 40 minutes and 2 × 105 km
respectively, while the equivalent values required to produce the simulated spa-
tial auto-correlation functions shown in figure 5.24 were 7 hours and 3.5× 105 km
respectively. Figure 5.24 shows that the values of these simulated spatial auto-
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correlation functions are all in the range ∼0.87–0.98, which is equal, within one
standard deviation, to the range of the canonical spatial auto-correlation function
values.
The computationally inexpensive nature of the elliptical model allowed for the
minimising of the variance between the elliptical model and the canonical spatial
auto-correlation function to be an automated process. Equation 5.1 was computed
for many (of order 100) different values of α and β, where the variance between
the elliptical model and the spatial auto-correlation function was calculated for
each set of α and β values, until the local minimum variance was found. However,
since the average run-time of the two-component model for all the intervals shown
in table 5.1 was ∼ 2.5 hours, a similar automated process could not be applied.
Instead, a manual process was used to find the ζ value that corresponded to the
minimum variance.
Figure 5.25: The variance between the canonical and simulated spatial auto-correlation func-
tions, generated using different values of ζ. These discrete values appear to trace a smooth curve,
with a minimum at ζ = 0.6± 0.05. This is consistent with the canonical spatial auto-correlation
function containing a dominant 2D component.
Simulated spatial auto-correlation functions were computed using the two-
component model for different values of ζ in order to obtain an estimate of the
minimum variance ζ value to an accuracy of ±0.05. Figure 5.25 is a plot of the
variance between the simulated and canonical spatial auto-correlation functions as
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a function of ζ. This shows that the variance between the simulated and canonical
spatial auto-correlation functions is lower for ζ = 1 than for ζ = 0. This indicates
the presence of a dominant 2D component in the canonical spatial auto-correlation
function, which is consistent with the findings of the elliptical model for the same
data interval. However, while the ability to make general statements about the
degree of anisotropy is useful, we are more interested in quantifying this observed
field-aligned anisotropy. Figure 5.25 shows that the variance is a smooth function
of ζ and is at a minimum when ζ = 0.60 ± 0.05, where the variance is lower for
ζ = 0.7 than for ζ = 0.5. While more time could have been spent calculating the
minimum variance value of ζ to a greater degree of accuracy, this was a sufficiently
accurate estimation that it would allow for meaningful comparison with other
studies (see section 3.7.3).
Interval σ2elliptical/σ
2
simulation
x y z
1 1.72 1.16 1.40
2 1.50 1.27 1.85
3 1.16 1.83 2.30
4 1.34 1.25 1.35
5 2.14 1.23 2.86
6 1.45 1.47 1.12
7 1.74 1.40 1.17
8 1.75 1.13 1.6
Table 5.3: The values of the ratio σ2elliptical/σ
2
simulation for all three magnetic field components
across all eight data intervals listed in table 5.1, where σ2elliptical and σ
2
simulation are the absolute
variance values that correspond to the minimum variance between the data and both the elliptical
and the two-component models respectively.
In order to estimate whether the elliptical model or the two-component model
provides the most accurate representation of solar wind fluctuations, the absolute
variance values that correspond to the minimum variance between the data and
both the elliptical model, σ2elliptical, and the two-component model, σ
2
simulation, were
calculated. Table 5.3 lists the values of the ratio σ2elliptical/σ
2
simulation for all three
magnetic field components across all eight data intervals listed in table 5.1. The
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absolute variance is an estimate of how accurately the respective model represents
the data, where the value tends to zero as the data is represented more accurately.
Therefore, solar wind fluctuations are more accurately represented by the two-
component model, since the values of the ratio σ2elliptical/σ
2
simulation are consistently
greater than unity.
Figure 5.26: (left) Simulated spatial auto-correlation function with ζ = 0.6 which, according
to the two-component model, is the best-fit to (right) the y-component of the canonical spatial
auto-correlation function.
Figure 5.26 shows the simulated spatial auto-correlation function with ζ = 0.6
in the left-hand panel, which is the best-fit to the canonical spatial auto-correlation
function shown in the right-hand panel, according to the two-component model.
While the two-component model provides a better fit to the data than the elliptical
model, figure 5.26 shows that it does not capture all the variability and structure
present in the canonical spatial auto-correlation function. However, despite not
being sensitive to some of the complexities and subtleties in the nature of solar
wind fluctuations, the two-component model does accurately represent the large-
scale behaviour of the data. Table 5.4 lists the best-fit ζ values for all three
magnetic field components of the eight intervals of Cluster data listed in table 5.1.
As with table 5.2, the average solar wind velocity and plasma beta values for these
intervals are also listed.
Figure 5.27 shows a plot of the best-fit value of ζ for all three magnetic field
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Interval vsw βplas ζ
x y z
1 358 0.11 0.6 0.6 0.6
2 342 0.37 0.8 0.8 1.0
3 339 0.36 0.8 0.8 0.7
4 327 0.68 0.7 0.6 0.7
5 320 0.53 0.6 0.7 0.7
6 406 1.09 0.8 0.6 0.6
7 467 0.41 0.5 0.5 0.6
8 440 0.20 0.6 0.7 0.7
Table 5.4: Results obtained from the two-component model for all three magnetic field com-
ponents of the eight intervals of Cluster data listed in table 5.1. Here, the interval numbers
correspond to those in table 5.1, vsw is the solar wind velocity, and βplas is the plasma beta.
Both vsw and βplas were computed using data from the CIS experiment onboard the Cluster
spacecraft.
aligned coordinate components, using the eight intervals of Cluster data listed in
table 5.1. The value of ζ is above 0.5 in all but two components, both of which
are from the same interval. These results are then generally inconsistent with an
isotropic fluctuation symmetry, but are consistent with solar wind turbulence being
anisotropic with energy predominantly in wave vectors perpendicular to the mean
Figure 5.27: The mean values of ζ for all three magnetic field aligned coordinate components
using the eight intervals of Cluster data listed in table 5.1. Most of the data points are above 0.5
which is consistent with solar wind turbulence being anisotropic with a dominant 2D component.
magnetic field. The mean values of ζ for all three magnetic field aligned coordinate
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components are: 0.68±0.04 for the x-component, 0.66±0.04 for the y-component,
and 0.70± 0.05 for the z-component (parallel to the mean magnetic field). These
mean values are, within errors, equal for all the magnetic field components.
Figure 5.28: Mean values of ζ for all three magnetic field aligned coordinate components, using
the eight intervals of Cluster data listed in table 5.1, plotted against plasma beta. It is clear
that the variation in the data is not correlated with plasma beta.
Despite using the two-component model to fit to the data instead of the ellip-
tical model, figure 5.27 shows that there is still a large variation about the mean.
This variation is not identical to that exhibited when using the elliptical model,
which is shown in figure 5.18. However, as was the case with the elliptical model,
this variation does not appear to be correlated with the solar wind velocity or
the plasma beta, as shown in figure 5.28. The magnetic field components of the
minimum variance values of ζ are, as was the case when using the elliptical model,
correlated between each other as can be seen from figure 5.29. However, the two
field-perpendicular components are more strongly correlated than they were for
the elliptical model. This indicates that the weak correlation observed in figure
5.20 is most likely due to the inability of the elliptical model to accurately fit the
data, rather than a weakness of the axisymmetry assumption.
The best-fit values of ζ shown at a solar wind velocity of ∼470 kms−1 in figure
5.27, correspond to the seventh data interval in table 5.1. While the remaining
seven data intervals were obtained from slow solar wind streams, this data interval
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Figure 5.29: Mean values of ζ for all three magnetic field aligned coordinate components,
plotted against each other. Different magnetic field components are correlated.
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was the only one measured in a moderately fast solar wind stream. Figure 5.27
indicates that the mean value of ζ is lowest for this interval, which is consistent
with the solar wind fluctuations in this interval having the smallest 2D contribu-
tion, or alternatively, the largest slab contribution. This result is consistent with
the idea that fast solar wind is dynamically “newer” than slow solar wind, and
with the observational results of Dasso et al. (2005) who found a dominant slab
component in fast wind and a dominant 2D component in slow wind. It should be
noted that these results are based on a single interval and, in order to corroborate
these findings, more intervals from fast solar streams are needed. However, they
do support the results shown in table 5.3 which suggest that the two-component
model is a more accurate fit to the data than the elliptical model, where this result
is likely not present due to the large degree of scatter in figure 5.18.
The scatter in the results from the seven slow solar wind intervals, shown in
figure 5.18 and 5.27, can characterised by the standard deviations σelliptical = 0.11
and σsimulation = 0.10 respectfully. While these values are almost the same, they
indicate that there is less variation about the mean in figure 5.27 compared to
figure 5.18 where the standard deviation represents a greater fraction of the total
mean. This suggests that the scatter observed in figure 5.18 is, at least in part,
due to the inability of the simplified elliptical model to accurately represent the
data.
Figure 5.30 shows the estimates of field-aligned anisotropy obtained from the
elliptical model, plotted against those obtained from the two-component model.
However, the elliptical model is used to estimate α/(α + β), the ratio of the
magnetic field-parallel to total correlation lengths, while the two-component model
estimates ζ, the fractional 2D fluctuation content of slab-2D turbulence. These
are both valid estimates of anisotropy, but they are not equivalent nor is it clear
how they are related, apart from the extreme cases ([ζ = 0, α/(α + β) = 0] and
[ζ = 1, α/(α+ β) = 1]). Therefore, we do not have a theoretical basis from which
an analysis of the results shown in figure 5.30 can proceed. However, irrespective
of the exact form of the relationship between the elliptical and two-component
150
Figure 5.30: Estimates of field-aligned anisotropy obtained from the elliptical model plotted
against those obtained from the two-component model. Results from the models are weakly
correlated, although the elliptical model appears to provide lower estimates of anisotropy than
those obtained from the two-component model.
models, there should be a one-to-one mapping, and we would also expect to observe
a general correlation, between the anisotropy estimates of the two models. Figure
5.30 shows that, instead of a one-to-one mapping, there are a range of elliptical
model values associated with any given two-component model value of ζ. This
is consistent with the simplicity of the elliptical model being, at least in part,
responsible for the scatter in the results shown in figure 5.18. Figure 5.30 also
shows that the results of both models are correlated, which was expected since
they were both used to measure field-aligned anisotropy, albeit in different ways
and to different degrees of accuracy.
A least-squares straight line was fitted to the data in figure 5.30 and a gradient
of 0.26±0.20 was obtained. This suggests, if the ratio α/(α+β) and ζ are directly
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proportional (ζ ∝ α/(α + β)), that the elliptical model provides artificially low
estimates of anisotropy. However, it is more likely that the ratio α/(α + β) and
ζ are not directly proportional, in which case the low gradient value points to an
underlying relationship between the two anisotropy estimates where α/(α+ β) is
equivalent to larger values of ζ, e.g. ζ ∝ (α/(α + β))2.
Figure 5.31: The fraction of the total fluctuation power that is in the 2D component for all
three magnetic field aligned coordinate components using the eight intervals of Cluster data
listed in table 5.1. Most of the data points are above 50% which is consistent with solar wind
turbulence being anisotropic with a dominant 2D component. In particular, these results are
consistent, within errors, with the theoretical and observational estimates of anisotropy suggested
and measured by Bieber et al. (1994) and Bieber et al. (1996) respectively.
In order to compare the results obtained from the two-component model with
other studies, which was part of the motivation for employing this model, ζ has
to be converted into a physical parameter:
P2D =
ζ2
ζ2 + (1− ζ)2 (5.11)
where P2D is the fraction of the total fluctuation power that is in the 2D compo-
nent. Figure 5.31 shows a plot of the percentage power in the 2D component for
all three magnetic field aligned coordinate components, using the eight intervals of
Cluster data listed in table 5.1. The mean values of P2D for all the magnetic field
aligned coordinate components are: (78 ± 6)% for the x-component, (77 ± 5)%
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for the y-component, and (81 ± 4)% for the z-component (parallel to the mean
magnetic field). Considering only the slow solar wind stream intervals, the values
of P2D are: (82± 5)% for the x-component, (81± 4)% for the y-component, and
(82±4)% for the z-component (parallel to the mean magnetic field). In both cases,
these results are consistent with the theoretical estimate of anisotropy suggested
by Bieber et al. (1994) to explain the the major discrepancies found between the
observed mean free paths of energetic charged particles and the, generally smaller,
theoretical predictions based on quasi-linear theory assuming a magnetostatic slab
model (Palmer, 1982). These results are also consistent with the average of the
two observational estimates measured by Bieber et al. (1996) (see section 3.7.3).
The dashed magenta line in figure 5.31 is consistent with both these studies, and
shows that the results obtained from the two-component model are also in broad
agreement.
Figure 5.31 shows that there is a large degree of variation in the power P2D
about the mean. The scale of this variation is similar for both elliptical and two-
component models, indicating that either the variation is largely unrelated to the
choice of models used, or that the slab/2D paradigm which forms the bases of these
two models is an over-simplification. It could be the the origin of this variation
is entirely unrelated to the models, and is due to a failure of one or more of the
assumptions made about the data set or the analysis procedure. Alternatively,
this variation may be a physical effect indicating that the individual intervals of
Cluster data exhibit varying degrees of anisotropy.
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Chapter 6
Anisotropy of power levels and
spectral index
In this chapter, we present an alternative multi-spacecraft approach to the mea-
surement of field-aligned anisotropy in solar wind inertial range turbulence. Time-
lagged second order structure functions are used to determine the field angle de-
pendence of the power levels and the spectral index. A quantitative estimate of the
percentage power in the 2D fluctuation component is obtained by fitting a slab-2D
model to the measured power level data. The mean value obtained, (93 ± 15)%,
is consistent with solar wind fluctuations being anisotropic with energy predomi-
nantly in wave-vectors perpendicular to the large scale mean magnetic field. The
spectral index is found to have a field angle dependence, which is consistent with
multiple energy transfer mechanisms being present in solar wind turbulence, and
may suggest that the slab-2D paradigm is too simplistic. These results are com-
pared with those obtained in Chapter 5, and are shown to be in general agreement.
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It has been successfully demonstrated that the multi-spacecraft technique,
when used in conjunction with correlation functions, can be used to construct
spatial auto-correlation functions (see Chapter 5). These can then be fitted to
appropriate models in order to obtain a quantitative estimate of the field aligned
anisotropy. However, while some previous studies of solar wind anisotropy have
used correlation functions (e.g. Matthaeus et al., 1990; Dasso et al., 2005), most
studies measure power levels and the spectral index (e.g. Burlaga and Goldstein,
1984; Bieber et al., 1996; Horbury et al., 1996a; Leamon et al., 2000). In par-
ticular, numerical and theoretical studies often provide predictions regarding the
distribution of power with respect to the mean magnetic field direction and the
spectral index values parallel and perpendicular to the field (Shebalin et al., 1983;
Goldreich and Sridhar, 1995; Galtier et al., 2000; Mu¨ller et al., 2003; Boldyrev,
2006; Chapman and Hnat, 2007). Similar predictions concerning the form of the
correlation function are rare. Therefore, given the extensive use of power lev-
els and the spectral index in anisotropy studies, it is instructive to extend the
multi-spacecraft method for use with these analysis tools.
Structure functions (see section 4.5) can be used to compute power levels and
the spectral index, and have been used extensively in the analysis of spacecraft
data (Burlaga, 1991; Marsch and Liu, 1993; Ruzmaikin et al., 1995; Horbury et al.,
1997b). In this analysis, the most common definition of structure functions is used:
Smnκ (p, τ) = 〈|bnκ(t+ τ)− bmκ (t)|p〉 (6.1)
Thus, for a pair of spacecraft m and n, Smn(p, τ) is the pth moment of the distri-
bution of absolute variations in bκ on the time scale τ , where κ is a component
of the magnetic field vector. The second order structure function S(p = 2, τ) is
proportional to the power, and we will use these two terms interchangeably, dis-
tinguishing between power and absolute power when necessary. Over a range of
scales where the power spectrum is a power law, such as within the inertial range,
the scaling exponent of the second order structure function, g(2), is directly related
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to the spectral index, α:
g(2) = α− 1 (6.2)
A derivation of these relations is given in section 4.5. Equation 6.1 shows that, as
was the case for the correlation functions, the structure functions are a function of
time lag τ . Therefore, they can be used in conjunction with the multi-spacecraft
technique to the same effect as the correlation functions were in Chapter 5. In
particular, altering the time lag between two spacecraft is equivalent to altering
the field angle θSB (acute angle between the time-lagged spacecraft separation
vector in the plasma frame and the magnetic field direction), and the plasma frame
separation between the two data points. Therefore, the multi-spacecraft technique
when used in conjunction with structure functions, allows us to compute the power
P (θSB, r) as a function of field angle and scale within a single interval. This means
that, for any given data interval, we can measure the anisotropy in the power and,
by considering how it varies with plasma frame scale, the spectral index.
In order to obtain a quantitative estimate of the degree of anisotropy from the
computed field angle dependence of the power, a technique used by Bieber et al.
(1996) was employed (see section 3.7.3). They showed that, if the turbulence was
composed of just slab and 2D fluctuations, observed power levels should vary like:
P (θSB) = Cslab(cos θSB)
α−1 + C2D(sin θSB)α−1 (6.3)
where Cslab and C2D are the amplitudes of the slab and 2D components respec-
tively and α is the spectral index, assumed to be the same for both components.
Therefore, Cslab and C2D can be computed by minimising the variance between
the field angle dependence of the power and equation 6.3, which allows the relative
power in both the slab and 2D fluctuation components to be estimated. The use
of structure functions also allows us to examine the field angle dependence of the
spectral index. While the spectral index values are important since they can be
compared with predicted values from theoretical models of MHD turbulence (see
Chapter 3), any observed anisotropy in the spectral index values would imply an
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anisotropy in energy transfer.
In the previous chapter (see section 4.3), details were given of how the multi-
spacecraft technique was used, in conjunction with time-lagged two-point correla-
tions functions, to produce a spatial auto-correlation function. A similar function
displaying the spatial variation of the power can be produced using the same
technique, substituting second order structure functions for time-lagged two-point
correlations functions. While the two methods are almost identical, it is instructive
to present the main features of this procedure.
Interval Start Date End Date Solar Wind Velocity
[Y D H M S] [Y D H M S] [kms−1]
1 [2006 58 23 00 00] [2006 59 00 30 00] 358
2 [2006 64 04 15 00] [2006 64 05 45 00] 328
3 [2006 73 17 40 00] [2006 73 20 00 00] 339
Table 6.1: Details of the data intervals used within this study.
The results presented here are primarily derived from the 4 s resolution spin-
averaged magnetic field data obtained during the brief time Cluster spent in the
solar wind from February to March 2006. A new data set was used, consisting of
three time intervals that met our requirement, by visual inspection, of statistical
stationarity. The details of these intervals are given in table 6.1. A key feature
of these data intervals is their duration, with all of them being at least twice the
duration of the intervals in table 5.1. Initially, the data intervals in table 5.1 were
used to estimate the field aligned anisotropy in solar wind turbulence, via the com-
putation of second order structure functions. However, the process of estimating
the field angle dependence of second order structure functions is more involved
than constructing a spatial auto-correlation function. Therefore, since errors are
introduced at every step in the analysis, the errors associated with estimating
the field angle dependence of the power are greater than those associated with
estimating the field angle dependence of the spatial auto-correlation function (see
section 5.2 for an estimate of the rms error). Indeed, the errors were so much
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greater that they became significant, and no meaningful result could be obtained.
Hence, longer intervals had to be used in order to reduce the errors associated
with this technique. It should be noted that while the data intervals used in this
study are significantly longer than those in table 5.1, the same selection criteria
were applied in both cases. This included the absence of transient events, such
as foreshock waves, and minimal variation in the magnetic field direction. The
requirement for longer data intervals meant that only three such intervals could
be found in the data set.
6.1 Field angle dependence of S(p = 2, τ )
The analysis of all three data intervals listed in table 6.1 are discussed in this
chapter, starting with the interval on March 5 2006, from 4:15 to 5:45 UT. Figure
6.1 shows the magnetic field time series for this interval, which does not contain
any obvious transient structures.
Figure 6.1: Magnetic field data in GSE coordinates, which includes the polar θ and azimuthal φ
angles, as measured by the Cluster spacecraft: C1 (black), C2 (red), C3 (green), and C4 (blue).
While this interval is more than twice the duration of the canonical interval
used in Chapter 5, it is still of relatively short duration (90 minutes) when com-
pared to other data intervals used in similar studies (of order days) (Matthaeus
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et al., 1990; Carbone et al., 1995; Bieber et al., 1996; Dasso et al., 2005). Amongst
the advantages of using a longer solar wind magnetic field data interval are that
the associated error is reduced and, at least theoretically, the condition of weak
stationarity is satisfied to a greater extent (Matthaeus and Goldstein, 1982b).
However, in practice, there is greater variation in the magnetic field direction over
the duration of the time interval. Figure 6.2 shows the polar, θ, and azimuthal, φ,
angles plotted against each other for the time series shown in figure 5.3 and figure
6.1 respectively. This indicates that the angular stability of the magnetic field is
reduced as a consequence of using a longer time interval. While this reduction in
angular stability certainly does not invalidate this study, it does slightly weaken
the assumption of a constant field direction.
Figure 6.2: Polar and azimuthal angles plotted against each other for the time series shown in
(left) figure 5.3 and (right) figure 6.1, indicating a reduction in angular stability for the longer
time interval.
For this interval the ion gyroradius is ∼100 km, which implies that we are
sensitive to solar wind fluctuations that are firmly in the inertial range, since the
Cluster spacecraft separation during this interval was at ∼10,000 km. Figure 6.3 is
the trace of the power spectral density with the ion gyro-frequency represented by
a blue dashed line, marking the approximate end of the inertial range and start of
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the dissipation range. The red dashed line in this figure indicates approximately
the scale sensitivity for this analysis.
Figure 6.3: Trace of the Cluster magnetic field power spectral density, with the ion gyro-
frequency represented by a blue dashed line, marking the approximate end of the inertial range
and start of the dissipation range. The frequency highlighted by the red dashed line corresponds
approximately to the spatial scale that is considered within this study. It is clear from the
relative position to the ion gyro-frequency that it is firmly within the inertial range.
As this study is concerned with field aligned anisotropy in solar wind fluctu-
ations, the same magnetic field aligned coordinate system as defined in section
5.2 is used. Having transformed the data into this coordinate system, the multi-
spacecraft technique was used to compute time-lagged two-point second order
structure functions between spacecraft pairs as shown in figure 6.4. The structure
functions are a zero mean analysis tool, which meant that only the magnetic field
fluctuations were analysed and that the analysis was not sensitive to offsets in the
data set. It should be noted that, unlike correlation functions, structure functions
typically increase with increasing time lag or spatial separation.
In order to estimate the field angle dependence of the second order structure
functions, they must be considered as functions of spatial separation in the plasma
frame rather than time lag. However, only time lags that satisfy Taylor’s hypoth-
esis should be converted into spatial separations in the plasma frame. Figure 6.5
shows the variation of the Taylor ratio with flow angle θSV . The Alfve´n speed
during this interval was 27 kms−1, and so the inverse Mach number was 0.08.
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Figure 6.4: Two-point second order structure functions for all six pairs of Cluster spacecraft
as a function of time lag for the y-component of the magnetic field fluctuations. The single
spacecraft second order structure function is also plotted in grey. The shape of the structure
functions and the rate at which they increase is a complex function of the separation vectors in
the plasma frame, the variation of the separation vectors with time lag, and the structure of the
fluctuations.
Therefore, the Taylor ratio cannot exceed a value of ∼2.4 for Taylor’s hypothesis
to be satisfied. Figure 6.5 shows that Taylor’s hypothesis was well satisfied for all
values of θSV , therefore, all time lags were converted to spatial separations.
Figure 6.6 shows the second order structure functions shown in figure 6.4 plot-
ted against spatial separation in the plasma frame. In order to obtain an accurate
estimate of the field angle dependence of the second order structure functions, we
only considered spatial scales that were comparable to the Cluster spacecraft sep-
arations. It is at these scales that the greatest field angle θSB coverage is achieved.
Figure 6.7 shows the spatial coverage of the second order structure functions in
figure 6.6 in terms of θSB and the plasma frame spatial separation, and represents
the full range of θSB that we are sensitive to in this study. While the coverage in
θSB extends over a large range from ∼ 5◦ to 90◦, coverage is greatest at the larger
θSB values and sparse, at times non-existent, at the smaller θSB values.
As with the correlation function analysis in Chapter 5, axisymmetry about
the mean magnetic field direction was assumed, which is common in studies of
spectral anisotropy in solar wind turbulence (Matthaeus et al., 1990; Bieber et al.,
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Figure 6.5: Taylor ratio plotted against flow angle θSV for all six pairs of Cluster spacecraft,
where the colours used correspond to those in figure 6.4. Since the inverse Mach number for this
data interval was 0.08, it is clear that Taylor’s hypothesis is well satisfied for all values of θSV ,
and hence, all time lags.
1996; Dasso et al., 2005). This allows the second order structure functions to be
projected onto a two-dimensional plane spanned by two spatial separation coordi-
nates: r‖, which is parallel to the mean magnetic field, and r⊥, the complementary
field-perpendicular coordinate. Figure 6.8 shows the range of field-parallel and
perpendicular scales that the six Cluster spacecraft pairs are sensitive to in the
plasma frame during the interval shown in figure 6.1, as the time lags are varied.
Each of the data points in figure 6.8 is obtained by comparison between a pair of
90 minute spacecraft time series sampled at 4 s, each time series containing 1350
data points. However, despite there being six vectors linking the four Cluster
spacecraft, the coverage is limited. Hence, the data was binned and averaged in
order to improve the coverage. The binning process was carried out by superim-
posing a grid with squares of size (2×2)×103 km over the spatial scale dependent
second order structure function, which extends from 0 to 2× 104 km. The second
order structure function values in each grid square were averaged such that each
data-containing grid square is represented by one number, the mean power in that
grid square.
Figure 6.9 shows the binned and averaged y-component of the second order
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Figure 6.6: Two-point second order structure functions between all six pairs of Cluster space-
craft as a function of spatial separation in the plasma frame for the y-component of the magnetic
field fluctuations. The single spacecraft second order structure function is also plotted in grey.
structure function, illustrating the spatial variation of the y-component of the
power. In general, the power level increases with increasing spatial separation.
This increase is more rapid in the direction perpendicular to the mean magnetic
field, which is consistent with an anisotropic power distribution, suggesting the
presence of a dominant 2D fluctuating component. While representing the data in
this coordinate system was appropriate for the previous study, it does not highlight
the angular dependence of the power, which is central to this analysis. For this
reason, the coordinate system was changed such that the binned and averaged
power is spanned by field angle, θSB, and spatial separation magnitude, |r|, as
shown in figure 6.10.
Figure 6.10 is typical of the data intervals examined in that it exhibits sparse
coverage at low field angles and denser coverage at higher field angles. Deciding
upon 10◦ by 2.2 × 103 km as the most appropriate size of the bins was done by
visual inspection. Larger bins resulted in greater loss of the detailed structure
of the field angle and spatial dependence of the second order structure function,
while smaller bins led to more of the bins being empty which meant that coverage
of the second order structure function was reduced. This would affect the lowest
field angles most, with coverage being almost non-existent.
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Figure 6.7: The range of angles and scales that the Cluster spacecraft are sensitive to in the
plasma frame during the interval shown in figure 6.1, as the time lags are varied. Each spacecraft
pair is shown in a different colour which corresponds to those in figure 6.6.
As expected, figure 6.10 shows that power increases with spatial scale. How-
ever, of greater interest is the field angle dependence of the power, which appears
consistent with an anisotropic energy distribution in wave vector space. Figure
6.10 shows that power tends to increase with field angle, typically peaking at
θSB ∼ 70◦. Assuming that MHD turbulence consists of only slab and 2D fluc-
tuations, power at θSB ∼ 0◦ is associated with just slab-like fluctuations, while
power at θSB ∼ 90◦ is associated with just 2D-like fluctuations. Therefore, within
this two component turbulent field paradigm, figure 6.10 implies that most of the
energy is in 2D fluctuations since there is more power at higher, rather than lower,
field angles.
In order to obtain a quantitative estimate of the percentage power in both the
slab and 2D components, the field angle dependence of the power was considered at
a constant spatial scale. While theoretically there is no preferred spatial separation
value at which to measure the field angle dependence of the power, the empirical
observation was made that the power estimates in the middle of our range of
scale sensitivity were the least variable. For this reason, it was decided that the
field angle dependence of the power would be computed at a spatial separation of
104 km.
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Figure 6.8: The range of field-parallel, r‖, and perpendicular, r⊥, scales that the Cluster space-
craft are sensitive to in the plasma frame during the interval shown in figure 6.1, as the time
lags are varied. This is an alternative representation to that in figure 6.7, where the spacecraft
pairs are coloured in the same way.
The simplest, and most straightforward, method of computing the field angle
dependence of the power at a spatial separation of 104 km would be to interpolate
the power values in figure 6.10 at this spatial scale. Figure 6.11 shows that there
is a large degree of scatter in the results obtained using this method, which results
in large uncertainties when quantifying the power anisotropy. Instead, since we
are considering inertial range fluctuations, advantage was taken of the power law
behaviour of the second order structure function, as indicated in equation 4.28.
Figure 6.12 is a logarithmic plot of the binned and averaged second order structure
function, as shown in figure 6.10, as a function of spatial separation for the field
angle bins 15◦, 55◦, and 85◦. While all the field angle bins were analysed, these
particular bins were chosen as examples to represent small, mid-range, and large
field angles respectively.
Figure 6.12 shows that while the power law behaviour of the second order
structure function was more apparent at the larger field angles, it was present
throughout the entire range of field angles. In order to quantify this power law be-
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Figure 6.9: Binned and averaged spatial variation of the y-component of the second order
structure function for the same data as figure 6.6. The function is anisotropic: it does not increase
equally in all directions, but rather the increase with r⊥ is more rapid than the corresponding
increase with r‖, which is consistent with a dominant 2D component.
haviour for each field angle bin, the gradient, m, and intercept, c, of the associated
line of best fit were computed using a least squares method. For n measurements,
the errors associated with the computed gradient and intercept are:
em =
{
n
n− 2
(∑
(yi − (mxi + c))2
n
∑
x2i − (
∑
xi)2
)}1/2
(6.4)
ec =
{∑
x2i
n− 2
(∑
(yi − (mxi + c))2
n
∑
x2i − (
∑
xi)2
)}1/2
(6.5)
where xi and yi are the base-ten logs of the spatial separation and the power
respectively. There is a factor of (n− 2) in the denominator since the n measure-
ments were already used to compute the gradient and intercept, leaving (n − 2)
independent observations remaining. The values of the gradient and intercept,
along with their associated errors, were then used to compute the average second
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Figure 6.10: Second order structure function of the y-component of the magnetic field fluctu-
ations, projected onto a two dimensional plane spanned by: θSB , the field angle and |r|, the
spatial separation magnitude. Although there is some variability, the power typically increases
with θSB , peaking at θSB ∼ 70◦, which is consistent with a dominant 2D component.
order structure function value, and its associated error, at a spatial separation
of 104 km, as indicated in figure 6.12 by the dashed black line. In fact, it is the
logarithm of the average second order structure function that is computed, and
the act of applying an inverse logarithm leads to the following associated error :
eS(2,θSB) = ln 10((4em)
2 + e2c)
1/2S(p = 2, θSB) (6.6)
This error is comparable to the size of the computed second order structure func-
tion, significantly compromising the validity of any quantitative estimate of the
field aligned anisotropy. However, an inspection of figure 6.12 reveals that this
error estimate is empirically inconsistent with the spread in the data about the
line of best fit. The observed scatter in the data is consistent with a much smaller
error, implying that a different method of estimating the degree of scatter in the
measured power levels is required.
In general, the best estimate of the random error in the mean of n independent
measurements, en, is defined by the standard deviation of the measurements about
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Figure 6.11: Field angle dependence of the power values in figure 6.10 at a spatial scale of
104 km. These values are characterised by large error bars and scatter. The absence of an error
bar means that the power value in figure 6.10 was produced using fewer than three data points,
and so has an infinite associated error.
the mean value (Bendat and Piersol, 1986):
en = σ/
√
n (6.7)
where σ is the sample standard deviation:
σ2 =
1
n− 2
n∑
i=1
(xi − x)2 (6.8)
Using this as an estimate of the scatter about the lines of best-fit shown in figure
6.12, the random error associated with the average second order structure function
is then given by:
eS(2,θSB) = ln 10σ/
√
nS(p = 2, θSB) (6.9)
While this estimate of the random error is not specific to least-squares straight line
fits, unlike the estimate in equation 6.6, it does appear to be empirically consistent
with figure 6.12 and the observed data scatter. For this reason, the error estimate
in equation 6.9 will be used throughout this study, rather than that shown in
equation 6.6.
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Figure 6.12: Logarithmic plot of the binned and averaged second order structure function for
the y-component of the magnetic field fluctuations, as shown in figure 6.10, as a function of
spatial separation for the field angle bins 15◦, 55◦, and 85◦. The dashed lines are least-squares
straight line fits, and the gradients of the dashed lines are proportional to the spectral index of
their respective field angle bins. Hence, the spectral index at 15◦ is slightly larger than at 55◦
or 85◦.
6.2 Results: power anisotropy
Figure 6.13 shows the average power values, including error bars, as a function of
field angle. For comparison, the blue, red, and green dashed lines in figure 6.14
represent the theoretical field angle dependence of the power for slab, 2D, and
isotropic fluctuation symmetries respectively. It is clear that the behaviour of the
power, as a function of field angle, in figure 6.13 is inconsistent with both pure
slab and isotropic symmetries. The majority, but not all, of the power is in 2D
fluctuations, which is consistent with figure 6.10. In order to obtain a quantitative
estimate of the actual percentage power in the 2D component of the solar wind
fluctuations, the values in figure 6.13 were fitted to the Bieber et al. (1996) model
(see equation 3.46) by minimising the variance between the model and the data. A
spectral index value of 5/3 was assumed for both the slab and 2D power spectra,
and the resulting fit, shown as a dashed red line in figure 6.13, produced an
estimate of the absolute power, and more importantly, the percentage of the power
in the slab and 2D components. For the y-component of the field angle dependent
power, (91+4−5)% of the power was in the 2D component. These error bounds (95%
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Figure 6.13: Average power values as a function of field angle for the y-component of the
magnetic field fluctuations at a spatial separation of 104 km, where the error bars are computed
using equation 6.9. The field angle dependent behaviour of the power is inconsistent with an
isotropic power distribution, and the dashed red line represents the best-fit Bieber et al. (1996)
model with (91 ± 3)% of the total power in the 2D component. Therefore, this field angle
dependent behaviour of the power is consistent with solar wind fluctuations being anisotropic
with energy predominantly in wave-vectors perpendicular to the large scale mean magnetic field.
confidence) were determined from the values of the percentage 2D power, P2D, for
which χ2(P2D) = 2χ
2
min (Chatfield, 1989), where χ
2 is the variance between the
data and the Bieber et al. (1996) model. However, these error values need to be of
a similar form to those in Chapter 5 to allow comparisons to be made between the
correlation and structure function results. Therefore, the upper and lower error
bounds are averaged to produce a single error value which is approximately two
standard deviations (2σ ≈ 95% confidence), and we are interested in estimating
P2D ± σ. Hence, the power in the 2D fluctuations for the y-component of the
magnetic field fluctuations was (91± 3)%.
The same analysis was carried out on the x-component and the z-component
(parallel to the mean field) of the field aligned coordinate system as shown in figure
6.15 through to figure 6.17, where the estimated power in the 2D component was
(77± 4)% and (79± 3)% respectively, making (82± 6)% the average power in the
2D component for the entire interval. While these values are, within errors, equal
for both the x- and z-components, the value of the y-component is significantly
different. This discrepancy could be a feature of the analysis procedure and the
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Figure 6.14: The blue, red, and green dashed lines represent the theoretical field angle depen-
dence of the power for slab, 2D, and isotropic fluctuation symmetries respectively.
Figure 6.15: Second order structure function of the (top) x-component and (bottom) z-
component of the magnetic field fluctuations, projected onto a two dimensional plane spanned
by: θSB, the field angle and |r|, the spatial separation magnitude.
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Bieber et al. (1996) model, indicating that small variations in the data between
different components can lead to large variations in the final result. The significant
difference between the two field-perpendicular coordinates may be a feature of
the particular right-handed orthogonal field-aligned coordinate system used in
this study, or it could be an indication that the assumption of axisymmetry is
weaker than was expected. However, since no such discrepancy between the field-
perpendicular coordinates is observed in any of the other data intervals used in
this study, the variation found in this interval is most likely a feature of the data
quality and the analysis procedure rather than the assumption of axisymmetry.
Figure 6.16: Logarithmic plot of the binned and averaged second order structure functions of
the (top) x-component and (bottom) z-component of the magnetic field fluctuations, as shown
in figure 6.15, as a function of spatial separation for the field angle bins 15◦, 55◦, and 85◦. The
gradients of the dashed lines are proportional to the spectral index of their respective field angle
bins. Hence, the spectral index at 15◦ is much larger than at 55◦ or 85◦.
Comparing estimates of the distribution of power between slab and 2D fluc-
tuations obtained from this analysis and the Bieber et al. (1996) study, where
the same model was used in both studies to fit to the data, reveals that only the
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Figure 6.17: Average power values as a function of field angle for the (top) x-component and
(bottom) z-component of the magnetic field fluctuations, where the error bars are computed using
equation 6.9. The field angle dependent behaviour of the power is inconsistent with an isotropic
power distribution, and the dashed red line represents the best-fit Bieber et al. (1996) model with
(77 ± 4)% and (79 ± 3)% respectively of the total power in the 2D component. Therefore, this
field angle dependent behaviour of the power is consistent with solar wind fluctuations being
anisotropic with energy predominantly in wave-vectors perpendicular to the large scale mean
magnetic field.
y-component value is consistent within errors of the Bieber et al. (1996) result.
However, all three coordinate components are consistent within errors of the final
Bieber et al. (1996) power estimate of (85±10)%, which was obtained by averaging
the results from two independent estimates (see section 3.7.3).
6.2.1 Comparison of correlation and structure functions
Bieber et al. (1996) used two independent methods of estimating the degree of field
aligned anisotropy in solar wind turbulence, and obtained two separate estimates
that were inconsistent with each other. Therefore, having obtained a quantitative
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Figure 6.18: Spatial auto-correlation function of the (top) x-component, (middle) y-component,
and (bottom) z-component of the magnetic field fluctuations for the same data as figures 6.10
and 6.15. The functions are all anisotropic: they do not decay equally in all directions, but
rather the decay with increasing r⊥ is more rapid than the corresponding decay with increasing
r‖, which is consistent with a dominant 2D component.
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estimate of the percentage power in the 2D component of solar wind turbulence via
consideration of the field angle dependence of the power using structure functions,
it is instructive to estimate the anisotropy in this interval of solar wind data by
considering correlation functions. This allows a comparison to be made between
the results obtained from these two techniques.
Figure 6.18 shows the binned and averaged x-, y-, and z-components of the spa-
tial auto-correlation function, obtained from the data interval shown in figure 6.1
and computed as described in section 5.2. These spatial auto-correlation functions
were fitted to the elliptical model (see section 5.3), and the minimum variance was
achieved when the ratio α/(α + β) was: 0.49 for the x-component, 0.67 for the
y-component, and 0.50 for the z-component. While the elliptical model measures
the ratio of the the parallel to total correlation lengths, and not the anisotropic
power distribution, a qualitative comparison can be made with the results obtained
from the second order structure function analysis. Both studies indicate that the
degree of anisotropy is greatest in the y-component, with energy predominantly
in wave vectors perpendicular to the mean magnetic field, although the elliptical
model implies that the remaining components are consistent with isotropy. How-
ever, the structure function study indicates that the overall degree of anisotropy is
greater than that suggested by the elliptical model. This is consistent with expec-
tations, since the elliptical model produces artificially low estimates of anisotropy
(see section 5.3).
In order to have a direct quantitative comparison between the structure func-
tion and correlation function techniques, the two-component simulated turbulent
field model (see section 5.4) was used to replicate the spatial auto-correlation
functions shown in figure 6.18. These simulated spatial auto-correlation functions
were fitted to the multi-spacecraft spatial auto-correlation function data in order
to determine ζ, where 0 ≤ ζ ≤ 1 and represents the relative contribution of 2D
fluctuations to the two-component model of solar wind turbulence. A manual
process was used to find the ζ value that corresponded to the minimum variance.
The variance between these simulated spatial auto-correlation functions and
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Figure 6.19: The variance between the (top) x-component, (middle) y-component, and (bot-
tom) z-component spatial auto-correlation functions and the simulated spatial auto-correlation
functions, generated using different values of ζ. These discrete values appear to trace a smooth
curve, with a minimum at: 0.65±0.03 for the x-component, 0.65±0.03 for the y-component, and
0.60± 0.03 for the z-component. This is consistent with the spatial auto-correlations functions
shown in figure 6.18 containing a dominant 2D component.
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the spatial auto-correlation functions shown in figure 6.18 was calculated, and was
lower for ζ = 1 than for ζ = 0, which indicates the presence of a dominant 2D
component in these spatial auto-correlation functions, and is consistent with the
findings of the structure function study for the same data interval. The variance
was computed in order to obtain a minimum variance value of ζ to an accuracy of
±0.03, as shown in figure 6.19. This shows that the minimum variance between the
simulated spatial auto-correlation functions and the data occurs for a ζ value of:
0.65± 0.03 for the x-component, 0.65± 0.03 for the y-component, and 0.60± 0.03
for the z-component.
These values are equivalent to a percentage power in the 2D fluctuation com-
ponent of: (78 ± 4)% for the x-component, (78 ± 4)% for the y-component, and
(70±4)% for the z-component. Apart from the x-component, none of these values
is in quantitative agreement with the results obtained from the structure function
analysis. However, the anisotropy estimates obtained from both these analysis
techniques are qualitatively consistent, suggesting that the solar wind fluctuations
in this data interval are anisotropic with energy predominantly in wave vectors
perpendicular to the mean magnetic field.
The observation that two inconsistent estimates of the slab-2D power distribu-
tion can be obtained by two independent analysis methods working on the same
data interval was also made by Bieber et al. (1996), although the nature of their
data set and some of the assumptions made by them differ from our analysis (see
section 3.7.3). This apparent sensitivity of the final power distribution estimate on
the method used to obtain it points to a failure of one or more of the assumptions
in either the correlation function method or the structure function method.
It is possible that the less than ideal data set and assumptions used in the
Bieber et al. (1996) study were not the cause of the two inconsistent power esti-
mates. This suggests that the analysis method dependence of the final slab-2D
power estimate, observed in both this and the Bieber et al. (1996) studies, is due
to a common failure that exists in both studies and manifests itself differently
in each independent analysis technique. For example, the assumption that solar
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wind fluctuations can be accurately modeled as a mixture of pure slab and pure
2D fluctuations is common to the Bieber et al. (1996) study and all the studies
presented in this thesis. Therefore, if the two component slab-2D paradigm is
too simplistic, this would explain the observed discrepancies between the power
estimates made using different analysis techniques.
6.3 Results: spectral index
In the process of computing the field angle dependent power, the spectral index
as a function of field angle can also be computed since it is related to the scaling
exponent of the second order structure function via equation 6.2. It is instructive
to compute the spectral index values since they can be compared with predicted
values from theoretical models of MHD turbulence, such as put forward by Irosh-
nikov (1964); Kraichnan (1965) and Goldreich and Sridhar (1995) (see Chapter 3
for details). Therefore, analysis of the spectral index values can be used to either
corroborate or challenge a particular theoretical model. Also, any observed vari-
ation in the spectral index as a function of field angle would suggest that energy
transfer in solar wind turbulence is not isotropic.
Figure 6.20 shows the spectral index as a function of field angle (see equation
6.2), calculated from the gradients shown in figures 6.12 and 6.16, for all three
components of the magnetic field aligned coordinate system. The error bars shown
in figure 6.20 were calculated using the error on the gradient in equation 6.4, and
the dashed line at a spectral index of 5/3 represents the field angle dependent
behaviour of Kolmogorov-like solar wind turbulence. It is clear that none of the
components in figure 6.20 is consistent with a constant spectral index value of 5/3,
independent of field angle. Instead, the field angles above θSB ∼ 20◦ appear to
be, in general, consistent with a spectral index of 5/3, while the field angles below
this value, although the associated errors are large, have a larger spectral index.
Figure 6.14 shows that these larger spectral index values represent the power
law scaling of slab fluctuations, since the contribution to the total power by slab
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Figure 6.20: The spectral index as a function of field angle, calculated from the gradients shown
in figures 6.12 and 6.16, for the (top) x-component, (middle) y-component, and (bottom) z-
component of the magnetic field aligned coordinate system. The error bars shown were calculated
using the error on the gradient in equation 6.4, and the dashed line is at a spectral index of
5/3. All three components indicate a 2D fluctuation spectral index of 5/3 and a slab fluctuation
spectral index, at θSB ∼ 0◦, that is much larger.
179
fluctuations is greatest at θSB ∼ 0◦. These different spectral index values for slab
and 2D fluctuations are consistent with each of these solar wind fluctuation models
having a different energy transfer mechanism. The average value of α(θSB ∼ 0◦)
is 3.3 ± 0.8 across all three components, which is significantly greater than the
2D fluctuation spectral index of 5/3, despite being associated with a relatively
large standard error. Therefore, when fitting to the Bieber et al. (1996) model in
the analysis above, a slab spectral index value of 3.3± 0.8 would have been more
appropriate than the value of 5/3 that was used. However, time did not permit
for a more accurate estimation of the slab spectral index to be computed and used
in the above structure function based analysis.
While the spectral index values shown in figure 6.20 are consistent with anisotropic
energy transfer in solar wind turbulence, they are inconsistent with the GS95 crit-
ical balance theory (see section 3.7.2) which predicts a spectral index value of 2
at θSB = 0
◦ and 5/3 at θSB = 90◦ (Boldyrev, 2005). Figure 6.20 shows that the
spectral index values near θSB = 90
◦ are on average in agreement with a value of
5/3, but the θSB = 0
◦ average value of 3.3 ± 0.8 is, within error bounds, in dis-
agreement with a value of 2. However, the spectral index values shown in figure
6.20 have only been obtained from a single data interval and, particularly around
θSB = 0
◦, are associated with large errors. Therefore, more data intervals need
to be analysed in order to obtain an accurate estimate of the solar wind turbu-
lent cascade spectral index value at θSB = 0
◦, since our results cannot be used
to clearly distinguish between the critical balance and slab/2D approximations.
However, the results shown in figure 6.20 appear more consistent with a dominant
2D fluctuation component with α2D = 5/3 and a smaller slab component with
αslab = 3.3± 0.8, rather than a critical balance cascade.
6.4 Nearly pure 2D fluctuations
The interval shown in figure 6.1 was found to have an average of (82± 6)% of the
total power in 2D fluctuations. However, the interval on March 14 2006, from 17:40
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to 20:00 UT, has an average of (99 ± 13)% of the total power in 2D fluctuations
which is a far greater proportion. Figure 6.21 shows the magnetic field time series
for this interval, which does not contain any obvious transient features.
Figure 6.21: Magnetic field data in GSE coordinates, which includes the polar θ and azimuthal
φ angles, as measured by the Cluster spacecraft: C1 (black), C2 (red), C3 (green), and C4 (blue).
Figure 6.22 shows the binned and averaged x-, y-, and z-components of the
second order structure function, as a function of field angle and spatial separation.
As with the earlier interval, the field angle dependence of the power in all three
magnetic field aligned coordinate components is consistent with an anisotropic
energy distribution in wave vector space, with the energy predominantly in wave
vectors perpendicular to the field.
As with the analysis of the time series shown in figure 6.1, the binned and
averaged second order structure functions are plotted on a logarithmic axis, as a
function of spatial separation for the field angle bins 15◦, 55◦, and 85◦, as shown
in figure 6.23. While all the field angle bins were analysed, these particular bins
were chosen as examples to represent small, mid-range, and large field angles
respectively. Figure 6.23 shows that the power levels increase with increasing field
angle θSB for all three field-aligned coordinate components, which is consistent
with power being predominantly in 2D fluctuations rather than slab fluctuations.
The gradients of the best-line fits, which are proportional to the spectral index,
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Figure 6.22: Second order structure function of the (top) x-component, (middle) y-component,
and (bottom) z-component of the magnetic field fluctuations, projected onto two dimensional
planes spanned by: θSB, the field angle and |r|, the spatial separation magnitude. The power
increases with field angle, peaking at a field angle of: ∼ 55◦ for the x-component, ∼ 85◦ for the
y-component, and∼ 55◦ for the z-component which is consistent with a dominant 2D component.
182
Figure 6.23: Logarithmic plot of the binned and averaged (top) x-component, (middle) y-
component, and (bottom) z-component of the second order structure function, as shown in
figure 6.22, as a function of spatial separation for the field angle bins 15◦, 55◦, and 85◦. The
gradients of the dashed lines are proportional to the spectral index of their respective field angle
bins. Hence, the spectral index at 15◦ is much larger than at 55◦ or 85◦ for all three components.
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indicate that the spectral index value at θSB = 15
◦ is slightly greater than at
larger field angles. This implies that more than one energy transfer mechanism is
present in solar wind turbulence. Figure 6.23 was used to compute the average
power values at a spatial separation of 104 km for every field angle bin, and these
values have been plotted in figure 6.24 along with their error bars, as calculated
using equation 6.9.
It is clear that the behaviour of the power in all three components, as a func-
tion of field angle, is inconsistent with both pure slab and isotropic fluctuation
symmetries. As with the earlier interval, in order to obtain a quantitative es-
timate of the actual percentage power in the 2D component of the solar wind
fluctuations, the values in figure 6.24 were fitted to the Bieber et al. (1996) model
by minimising the variance. A spectral index value of 5/3 was assumed for both
the slab and 2D power spectra, and the resulting fit produced an estimate of the
absolute power, and more importantly, the percentage of the power in the slab
and 2D components. The behaviour of the minimum variance fit of the Bieber
et al. (1996) model for each component is plotted as a dashed line in figure 6.24.
The estimated power in the 2D component was: (100±10)% for the x-component,
(97±3)% for the y-component, and (100±7)% for the z-component, much higher
than the previous interval. While there is still considerable scatter in the data,
the fit appears to capture the large-scale variation in figure 6.24.
The quantitative estimates of the percentage power in the 2D component of
solar wind turbulence obtained from the structure function analysis were compared
to the correlation function anisotropy estimates for the same data interval. Figure
6.25 shows the x-, y-, and z-components of the binned and averaged spatial auto-
correlation function, obtained from the data interval shown in figure 6.21. These
spatial auto-correlation functions were fitted to the elliptical model (see section
5.3), and the minimum variance was achieved when the ratio of parallel to total
correlation lengths α/(α + β) was: 0.50 for the x-component, 0.72 for the y-
component, and 0.66 for the z-component. While these figures do not reflect
the almost purely 2D turbulence nature of this data interval, they are larger than
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Figure 6.24: Average power values as a function of field angle for the (top) x-component,
(middle) y-component, and (bottom) z-component of the magnetic field fluctuations, where the
error bars are computed using equation 6.9. The field angle dependent behaviour of the power is
inconsistent with an isotropic power distribution, and the dashed red lines represents the best-fit
Bieber et al. (1996) model with the total power in the 2D component being: (100±10)% for the
x-component, (97± 3)% for the y-component, and (100± 7)% for the z-component. Therefore,
the field angle dependent behaviour of the power in all these components is consistent with solar
wind fluctuations being anisotropic with energy almost entirely in wave-vectors perpendicular
to the large scale mean magnetic field.
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Figure 6.25: Spatial auto-correlation function of the (top) x-component, (middle) y-component,
and (bottom) z-component of the magnetic field fluctuations for the same data as figure 6.22.
The functions are all anisotropic: they do not decay equally in all directions, but rather the
decay with increasing r⊥ is more rapid than the corresponding decay with increasing r‖, which
is consistent with a dominant 2D component.
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those obtained from the time interval in figure 6.1, which indicates qualitative
agreement between this and the structure function studies.
In order to have a direct quantitative comparison between the structure func-
tion and correlation function techniques, the two-component simulated turbulent
field model (see section 5.4) was used to replicate the spatial auto-correlation
functions shown in figure 6.25. These simulated spatial auto-correlation func-
tions were fitted to the canonical spatial auto-correlation functions in order to
determine ζ. The minimum variance between the simulated and canonical spatial
auto-correlation functions occurs for a ζ value of: 0.85±0.03 for the x-component,
0.80± 0.03 for the y-component, and 0.85± 0.03 for the z-component.
These values are equivalent to a percentage power in the 2D fluctuation com-
ponent of: (97 ± 1)% for the x-component, (94 ± 2)% for the y-component, and
(97±1)% for the z-component. All of these values are quantitavely consistent with
the results obtained from the structure function analysis. These results are also
consistent with the qualitative findings of the structure function analysis, which
suggest that the data interval in figure 6.21 has a larger 2D fluctuation component
than the data interval in figure 6.1.
Figure 6.26 shows the spectral index as a function of field angle, calculated from
the gradients shown in figure 6.23, for all three components of the magnetic field
aligned coordinate system. The error bars shown in figure 6.26 were calculated
using the error on the gradient in equation 6.4, and the dashed line at a spectral
index of 5/3 represents the field angle dependent behaviour of the spectral index
that would be expected from the results in figure 6.24. However, it is clear that
none of the components in figure 6.26 is consistent with a constant spectral index
value of 5/3, independent of field angle. The results obtained from fitting the
Bieber et al. (1996) model indicate that there is very little, if any, contribution
from slab-like fluctuations in this interval. Therefore, figure 6.26 implies that the
two component slab-2D paradigm is too simplistic, since the field angle dependent
behaviour of the spectral index shown in this figure cannot be reconciled with
the results in figure 6.24. Thus, figure 6.26 suggests that several different energy
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Figure 6.26: The spectral index as a function of field angle, calculated from the gradients shown
in figure 6.23, for the (top) x-component, (middle) y-component, and (bottom) z-component of
the magnetic field aligned coordinate system. The error bars shown were calculated using the
error on the gradient in equation 6.4, and the dashed line is at a spectral index of 5/3. All
three components should be consistent with a spectral index of 5/3 since figure 6.24 indicates
that there is little, if any, contribution from slab-like fluctuations, which implies that the two
component slab-2D paradigm is too simplistic.
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transfer mechanisms are in operation, although the origin and nature of these
mechanisms is unclear.
6.5 Poor field angle coverage
The final data interval to be considered begins at 23:00 UT on February 27 and
ends at 00:30 UT on February 28 2006, and the magnetic field time series is shown
in figure 6.27. This interval is similar to that shown in figure 6.21 in that it has
an average of (99± 7)% of the total power in 2D fluctuations.
Figure 6.27: Magnetic field data in GSE coordinates, which includes the polar θ and azimuthal
φ angles, as measured by the Cluster spacecraft: C1 (black), C2 (red), C3 (green), and C4 (blue).
Figure 6.28 shows the binned and averaged x-, y-, and z-components of the
second order structure function, as a function of field angle and spatial separation.
When compared to figures 6.10 and 6.22, it is clear that the coverage in figure 6.28
is poorer. However, this figure does show that power increases with field angle for
all three components of the magnetic field aligned coordinate system, peaking at
θSB ∼ 85◦. This is consistent with solar wind turbulence being anisotropic, with
almost all of the power being in 2D fluctuations.
Figure 6.29 shows the binned and averaged second order structure functions
plotted against spatial separation on a logarithmic axis, for the field angle bins
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Figure 6.28: Second order structure functions of the (top) x-component, (middle) y-component,
and (bottom) z-component of the magnetic field fluctuations, projected onto a two dimensional
plane spanned by: θSB , the field angle and |r|, the spatial separation magnitude. In all three
cases, the power increases with field angle, peaking at θSB ∼ 85◦, which is consistent with a
dominant 2D component.
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Figure 6.29: Logarithmic plot of the binned and averaged (top) x-component, (middle) y-
component, and (bottom) z-component of the second order structure function, as shown in
figure 6.28, as a function of spatial separation for the field angle bins 15◦, 55◦, and 85◦. The
gradients of the dashed lines are proportional to the spectral index of their respective field angle
bins. Hence, the spectral index is roughly independent of field angle for all three coordinate
components.
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15◦, 55◦, and 85◦. These bins were chosen as examples of small, mid-range, and
large field angles respectively, although all the field angle bins were analysed.
Figure 6.29 shows that, in general, the power levels increase with increasing field
angle θSB for all three field-aligned coordinate components, which is consistent
with power being predominantly in 2D fluctuations rather than slab fluctuations.
The spectral index is proportional to the gradients of the best-fit straight lines,
indicating that the spectral index value is roughly the same for all field angles.
Therefore, this data interval of solar wind turbulence is consistent with all the
power being in 2D fluctuations. Figure 6.29 was used to compute the average
power values at a spatial separation of 104 km for every field angle bin, and these
values have been plotted in figure 6.30 along with their error bars, as calculated
using equation 6.9.
It was expected that poor coverage in figure 6.28 would translate into a badly
behaved field angle dependent power estimate that could not be fitted to the
Bieber et al. (1996) model. However, figure 6.30 shows that the field angle de-
pendent behaviour of the power, for all three magnetic field aligned coordinate
components, was surprisingly well behaved. Indeed, the fact that this technique
worked for all three intervals used, despite their short length and reduced angular
stability, is testament to the robustness of this method. The behaviour of the min-
imum variance fit of the Bieber et al. (1996) model for each component is plotted
as a dashed line in figure 6.30, and is clearly inconsistent with both pure slab and
isotropic fluctuation symmetries. The estimated power in the 2D fluctuation com-
ponent was: (97±5)% for the x-component, (100±3)% for the y-component, and
(100 ± 4)% for the z-component, which is consistent with figure 6.28. Thus, the
field angle dependent behaviour of the power in all these components, is consistent
with solar wind fluctuations being anisotropic with energy almost entirely in wave
vectors perpendicular to the large scale mean magnetic field.
The anisotropy of this data interval was also estimated using correlation func-
tions, allowing a comparison to be made between the results obtained from cor-
relation and structure function techniques. Figure 6.31 shows all three binned
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Figure 6.30: Average power values as a function of field angle for the (top) x-component,
(middle) y-component, and (bottom) z-component of the magnetic field fluctuations, where the
error bars are computed using equation 6.9. The values at 5◦ have no error bars since they have
been computed using only two points, and thus have an infinite associated error. The field angle
dependent behaviour of the power is inconsistent with an isotropic power distribution, and the
dashed red lines represents the best-fit Bieber et al. (1996) model with the total power in the
2D component being: (97 ± 5)% for the x-component, (100 ± 3)% for the y-component, and
(100 ± 4)% for the z-component. Therefore, the field angle dependent behaviour of the power
in all these components is consistent with solar wind fluctuations being anisotropic with energy
almost entirely in wave-vectors perpendicular to the large scale mean magnetic field.
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and averaged magnetic field aligned coordinate components of the spatial auto-
correlation function for the interval shown in figure 6.27. The elliptical model
(see section 5.3) was fitted to these spatial auto-correlation functions, and the
best-fit ratio of parallel to total correlation lengths α/(α + β) was: 0.73 for the
x-component, 0.79 for the y-component, and 0.79 for the z-component. These
values reflect the results obtained by the structure function analysis, confirming
the largely 2D nature of the solar wind fluctuations in this data interval.
The estimated percentage power in the 2D fluctuation component averaged
over all three field-aligned coordinate components for this time interval, (99±7)%,
is the same as the value obtained for the time series shown in figure 6.21 accord-
ing to the structure function analysis. However, the elliptical model estimates
of α/(α + β) for both data intervals are inconsistent, with the larger values be-
ing obtained for this time interval. This inconsistency could be a feature of the
poor data coverage in the spatial auto-correlation functions shown in figure 6.31
which is not present in the spatial auto-correlation functions shown in figure 6.25,
suggesting a weakness in the elliptical model which is contrary to the robustness
demonstrated by the structure function analysis technique. Alternatively, the sim-
plicity of the elliptical model could mean that it is unable to accurately represent
the correlation function data.
Since the elliptical model estimates the ratio of parallel to total correlation
lengths and the structure function technique estimates the percentage power in
the 2D fluctuation component, direct quantitative comparisons cannot be made be-
tween these two methods as their anisotropy estimates are not equivalent. There-
fore, the two-component simulated turbulent field model (see section 5.4) was
used to estimate the percentage power in both the 2D and slab components of the
solar wind fluctuations so that a direct comparison could be made with the struc-
ture function study. The minimum variance between the two-component model
and the spatial auto-correlation functions was achieved when ζ was: 0.80 ± 0.03
for the x-component, 0.85 ± 0.03 for the y-component, and 0.85 ± 0.03 for the
z-component. These values are equivalent to a percentage power in the 2D com-
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Figure 6.31: Spatial auto-correlation function of the (top) x-component, (middle) y-component,
and (bottom) z-component of the magnetic field fluctuations for the same data as figure 6.28.
The functions are all anisotropic: they do not decay equally in all directions, but rather the
decay with increasing r⊥ is more rapid than the corresponding decay with increasing r‖, which
is consistent with a dominant 2D component.
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ponent of: (94 ± 2)% for the x-component, (97 ± 1)% for the y-component, and
(97 ± 1)% for the z-component. Therefore, the estimates of anisotropy obtained
from the two-component simulated turbulent field model are, within errors, con-
sistent with the estimates obtained from the structure function analysis for all
three field-aligned coordinate components.
Figure 6.32: The estimated percentage power in the 2D fluctuation component obtained from
the two-component model plotted against those obtained from the structure function analysis for
all three magnetic field aligned coordinate components of the three intervals listed in table 6.1.
While the number of data points is limited, there is an observable correlation which is broadly
consistent with a one-to-one mapping between the structure function and two-component model
results.
The anisotropy estimates made using the two-component simulated turbulent
field model are the same for this data interval and the time series shown in figure
6.21, which is consistent with the results obtained for these two intervals using the
structure function analysis. Figure 6.32 shows the estimated percentage power in
the 2D fluctuation component obtained from the two-component model plotted
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against those obtained from the structure function analysis for all three magnetic
field aligned coordinate components of the three intervals listed in table 6.1. De-
spite the limited number of data points, there is an observable correlation which
is consistent with a one-to-one mapping between the structure function and two-
component model results. This suggests that, had enough suitable data intervals
been found, the large degree of scatter in the anisotropy estimates made using the
two-component model, as shown in figure 5.31, would also have been reflected in
the structure function study. Figure 6.32 implies that the large variation in the
anisotropy estimates observed in Chapter 5 is not a product of, or restricted to,
the use of correlation functions. Therefore, this observed variability is most likely
a manifestation of an underlying physical effect that has been present throughout
the correlation and structure function anisotropy studies, suggesting that different
intervals of data exhibit different degrees of anisotropy.
Figure 6.33 shows the spectral index, calculated from the gradients shown in
figure 6.29, as a function of field angle for all three magnetic field-aligned coordi-
nate components, where the error bars are computed using equation 6.9. The field
angle dependent behaviour of the spectral index represented by the dashed red line
at a spectral index of 5/3 is consistent with solar wind turbulence consisting solely
of 2D fluctuations. While there are some slight deviations, the spectral index re-
sults shown in figure 6.33 for all three field-aligned coordinate components are in
general consistent with a constant spectral index value of 5/3, independent of field
angle. This is in agreement with the two-component model and structure function
analysis, both suggesting that the power in this data interval is predominantly, if
not completely, in 2D fluctuations.
The field-aligned anisotropy estimates obtained from the structure function
analysis should be reflected in the spectral index results for the same data inter-
val. This is true for the time series shown in figure 6.1 and figure 6.27. How-
ever, the field angle dependent behaviour of the spectral index for the time series
shown in figure 6.21 cannot be reconciled with the corresponding structure func-
tion anisotropy estimate. This inconsistency between the structure function and
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Figure 6.33: The spectral index as a function of field angle, calculated from the gradients shown
in figure 6.29, for the (top) x-component, (middle) y-component, and (bottom) z-component of
the magnetic field aligned coordinate system. The error bars shown were calculated using the
error on the gradient in equation 6.4, and the dashed line is at a spectral index of 5/3. The
absence of an error bar means that the spectral index value was produced using only two data
points, and so has an infinite associated error. All three components are generally consistent
with a spectral index of 5/3, suggesting that the power in this data interval is predominantly, if
not completely, in 2D fluctuations.
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spectral index results suggests that the slab-2D paradigm could be too simplistic,
which would imply a breakdown in the fundamental assumptions made in this
thesis concerning the nature of solar wind turbulence. While this explanation is
consistent with the results obtained for the time series in figure 6.21, it contradicts
the results from the other two data intervals used in this study, and the findings
of other studies into the nature of solar wind turbulence (e.g. Matthaeus et al.,
1990; Dasso et al., 2005). However, since the time series shown in figure 6.21 is 50
minutes longer than the other two time series used in this study, it is also possible
that the observed inconsistency between the structure function and spectral index
results is caused by the introduction of errors associated with a weakening of the
statistical stationarity assumption.
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Chapter 7
Conclusion
Cluster magnetic field measurements have shown that solar wind turbulence power
levels are anisotropic with energy predominantly in wave vectors perpendicular to
the mean magnetic field direction, and that the spectral index values are consistent
with anisotropic energy transfer in the MHD turbulent cascade. While most ex-
pectations concerning the nature of spectral anisotropy in solar wind fluctuations
have been shown to be qualitatively correct, some results have been unexpected.
A short summary of these observations, some of their consequences for other he-
liospheric phenomena, and a brief discussion of possible extensions to this work
are provided.
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A range of work has suggested that solar wind turbulence may be described as a
composite of slab and 2D components (Matthaeus et al., 1990; Bieber et al., 1996;
Dasso et al., 2005). Time-lagged two-point correlation functions and structure
functions, applied to measurements made by the four Cluster spacecraft in the
solar wind, were used to determine the magnetic field aligned anisotropy of MHD
inertial range turbulence. We obtained a mean value of: 0.61± 0.02 for the ratio
of field-parallel to total correlation lengths using the phenomenological elliptical
scaling model, (79± 3)% for the power in the 2D fluctuations using the simulated
turbulent field model, and (93± 15)% for the power in the 2D fluctuations using
the Bieber et al. (1996) model.
Within the context of the slab and 2D models, our results support the view
that the slab model alone is an inadequate description of solar wind turbulence,
and that a mixture of both slab and 2D fluctuations with a dominant 2D com-
ponent represents a more accurate description. This observed anisotropy of solar
wind fluctuations represents a fundamental difference between plasma and hydro-
dynamic behaviour, which is almost entirely based on the assumption of isotropy
(e.g. Frisch, 1995). Therefore, a simple extension of hydrodynamic turbulence
theory to the solar wind, such as was done by Iroshnikov (1964) and Kraichnan
(1965), is not physically justified despite being theoretically convenient. Indeed,
taking this observed anisotropy into consideration has assisted in the develop-
ment of more accurate and physically realistic models of MHD turbulence (e.g.
Goldreich and Sridhar, 1995; Galtier et al., 2005).
The existence of a 2D fluctuation component in solar wind turbulence has
implications for cosmic ray mean free path lengths since 2D fluctuations do not
contribute to the resonant scattering of the particles since their wave vectors are
perpendicular to the helical particle orbits. Indeed, the estimates of the power
in the 2D fluctuations obtained from both the correlation and structure function
analysis are consistent, within errors, with the theoretical estimate of anisotropy
suggested by Bieber et al. (1994) of 80% to explain the the major discrepancies
found between the observed mean free paths of energetic charged particles and
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the, generally smaller, theoretical predictions based on quasi-linear theory assum-
ing a magnetostatic slab model (Palmer, 1982). Shalchi et al. (2006) also used a
composite slab-2D turbulence geometry, with 80% of the power in the 2D fluctu-
ations, to calculate the parallel and perpendicular mean free paths of heliospheric
cosmic rays and found good agreement between theory and observations.
The multi-spacecraft technique that we have described in section 4.3 enables
solar wind turbulence to be studied without many of the assumptions and restric-
tions associated with single spacecraft observations. Amongst other benefits, this
technique allows measurements to be made at various angles to the mean field di-
rection simultaneously and to compare between these angles within a single data
interval, removing one of the key assumptions of previous analysis. This method
also represents an improvement on simultaneous two-point correlations because it
extracts more information out of the available data. The multi-spacecraft method
also has the advantage that it can be used in conjunction any other time lag
dependent data analysis techniques such as cross-wavelets, and is not limited to
cross-correlations or structure functions.
An unexpected result from our analysis is that the degree of variation in the
estimates of anisotropy about the mean are larger than expected for both the
elliptical scaling and simulated turbulent field models. In both these cases, the
variation is not correlated with the solar wind velocity or the plasma beta. The
extent of the observed scatter is similar for both models, suggesting that the
variation is not largely due to the inability of the simplified elliptical model to
accurately represent the data. A comparison between the estimates of field-aligned
anisotropy obtained from each model shows that they are correlated, which was
expected since they were both used to measure field-aligned anisotropy, albeit in
different ways and to different degrees of accuracy. However, this correlation does
suggest that the variation observed in both these studies has a common origin.
This may suggest that slab-2D paradigm which forms the bases of the elliptical
and simulated turbulent field models is an over-simplification. Alternatively, the
origin of the variation may be entirely unrelated to the models, and could be
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due to a failure of one or more of the assumptions made about the data set
or the analysis procedure. The behaviour of the variation is also consistent with
individual intervals of Cluster data exhibiting varying degrees of anisotropy, which
would suggest the presence of a never previously observed physical effect.
Since the correlation function analysis using the simulated turbulent field
model and the structure function analysis both measure the power in the 2D
fluctuations, their corresponding anisotropy estimates were compared for the data
intervals in Chapter 6. Despite the limited number of data points, there is an
observable correlation which is consistent with a one-to-one mapping between the
structure function and simulated turbulent field model results. This correlation
suggests that the large variation in anisotropy estimates observed in Chapter 5 is
not a product of, or restricted to, the use of correlation functions. Therefore, the
origin of the observed variability is most likely either the simplicity of the slab-2D
paradigm, or a physical effect indicating that different intervals of Cluster data
exhibit different degrees of anisotropy.
The structure function analysis was also used to determine the field angle
dependence of the spectral index. We found that the 2D fluctuations had a spectral
index of around 5/3, while the slab fluctuations had a significantly greater spectral
index of about 3.3 ± 0.8. This suggests that energy transfer in the solar wind is
anisotropic, with different energy transfer mechanisms being associated with slab
and 2D fluctuations. The slab spectral index was associated with a large standard
error which did not permit a more accurate estimation, although it was found to
be inconsistent with the 2D fluctuation spectral index. This result suggests that
the Bieber et al. (1996) model, which assumes the same spectral index value for
slab and 2D fluctuations, would provide a more accurate fit to the data if the
spectral index values were more physically accurate.
The spectral index results should be consistent with the field-aligned anisotropy
estimates obtained from the structure function analysis for the same data interval.
However, the field angle dependent behaviour of the spectral index for one of the
three intervals studied in Chapter 6 cannot be reconciled with the corresponding
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structure function anisotropy estimate. This suggests that the slab-2D paradigm
could be too simplistic, although it is unclear why only a single interval would
be affected if such a fundamental assumption made in this thesis concerning the
nature of solar wind turbulence had failed. However, since this result was observed
for a time series that is 50 minutes longer than the other two time series used in
the same study, it is also possible that the observed inconsistency between the
structure function and spectral index results is caused by the introduction of
errors associated with a weakening of the statistical stationarity assumption.
If the slab-2D paradigm is not too simplistic, as indicated by the findings of
other studies into the nature of solar wind turbulence (e.g. Matthaeus et al., 1990;
Dasso et al., 2005), then the observed variability is most likely a manifestation of
an underlying physical effect that has been present throughout the correlation and
structure function anisotropy studies, suggesting that different intervals of data
exhibit different degrees of anisotropy. While solar wind turbulence is sensitive
to large scale features in the plasma environment (see Chapter 3), this implies
the small scale variations also impact on the structure and anisotropy of the fluc-
tuations. This idea is completely new, and would suggest that the field-aligned
anisotropy of solar wind turbulence is far more variable than had been previously
suspected.
In order to confirm that individual intervals of data exhibit varying degrees of
anisotropy, our current work needs to be extended to include more data intervals
and more accurate models of MHD fluctuations, such as the critical balance model,
so that the idealised slab-2D assumption can be removed. The analysis presented
in this thesis has been applied to turbulence in slow solar wind streams, and
so extension to fast solar wind steams would be worthwhile to determine the
extent of the anisotropy variations in such regions. It would also be instructive
to examine disturbed regions such as co-rotating interaction regions and coronal
mass ejections, to determine how the anisotropy responds to compressions and
rarefactions. Finally, the separations between the Cluster spacecraft during all our
studies were ∼ 10, 000 km, which is within the inertial range. A possible future
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project would be to repeat this analysis at separations close to, if not within, the
dissipation scale (Leamon et al., 1998, 1999, 2000) to examine how the balance of
slab and 2D components is different in the kinetic regime.
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Appendix
This Appendix contains a copy of the letter “Multispacecraft measurement of
anisotropic correlation functions in solar wind turbulence” by K.T. Osman and
T.S. Horbury, in The Astrophysical Journal, 654: L103–L106, 2007. The let-
ter describes the construction of spatial auto-correlation functions from Cluster
magnetic field data, used to quantitatively estimate the field-aligned anisotropy
of MHD inertial range turbulence. It is referenced in this thesis as Osman and
Horbury (2007).
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ABSTRACT
Multispacecraft measurements in the solar wind are used to determine the field-aligned anisotropy of mag-
netohydrodynamic inertial range turbulence. The ratio of the parallel to perpendicular correlation lengths is
measured by using time-lagged two-point correlations to construct a spatial autocorrelation function. The mean
ratio obtained, , is significantly greater than unity and therefore consistent with solar wind fluctuations1.79 5 0.36
being anisotropic with energy predominantly in wavevectors perpendicular to the large-scale mean magnetic field.
In analyzing eight 40–60 minute intervals of multipoint magnetic field data from the four Cluster spacecraft, the
degree of variation in the ratio of the parallel to perpendicular correlation lengths about the mean was larger
than expected. This variation does not appear to be correlated with the solar wind velocity or the plasma beta.
The ratio of parallel to perpendicular correlation lengths was also uncorrelated between different field components.
Subject headings: MHD—plasmas— solar wind— turbulence
1. INTRODUCTION
Turbulence is ubiquitous in high Reynolds number plasmas.
A distinctive feature of solar wind turbulence (see Goldstein
et al. 1995; Tu & Marsch 1995; Bruno & Carbone 2005; Hor-
bury et al. 2005 and references therein) and plasma turbulence
in general in the magnetohydrodynamic (MHD) regime is that
the presence of a large-scale magnetic field induces anisotropy
(Shebalin et al. 1983; Oughton et al. 1994). Of most interest
is spectral anisotropy, which is anisotropy in the distribution
of energy in wavevector space. This impacts on the propagation
and acceleration of cosmic rays (Duffy & Blundell 2005), heat-
ing of the interplanetary plasma (Velli 2003), and other astro-
physical phenomena. To measure this anisotropy requires that
the fluctuations are measured from a variety of angles relative
to the mean magnetic field direction. This is difficult to achieve
using a single spacecraft, as fluctuations can only be measured
in the solar wind flow direction. Here we adopt a multispace-
craft approach by analyzing the anisotropy of the spatial au-
tocorrelation function in solar wind turbulence using the four
Cluster spacecraft.
The simplest model of anisotropic fluctuation symmetry is
the “slab model.” Excited wavevectors lie along the large-scale
magnetic field direction producing a one-dimensional spectrum,
and as a result, the correlation function decays with increasing
scale parallel to the mean field but has no variation in the field-
perpendicular direction. This model has a clear physical mo-
tivation in terms of Alfve´n waves propagating along the mean
field. The slab model has been widely used in past studies of
solar wind turbulence to characterize the fluctuations and in
cosmic-ray theory (Jokipii 1966), along with other applications.
However, the slab model cannot explain the observed mean
free paths of cosmic rays (see, e.g., Jaekel et al. 1994) and, at
least in the case of incompressible MHD, does not permit wave-
wave couplings and so cannot produce a turbulent Kolmogo-
rov-like cascade (Oughton & Matthaeus 2005).
In contrast to slab, the “2D model” is characterized by ex-
cited wavevectors lying in the plane perpendicular to the mean
magnetic field and therefore the correlation function decays
only in the directions perpendicular, and not parallel, to the
mean field. A simple and physically motivated interpretation
of the 2D model was provided by Shebalin et al. (1983), who
argued that the consequence of the resonant conditions for
three-wave interactions was that energy is readily transferred
perpendicular to the mean magnetic field in wavevector space
but not parallel to it. This theoretical picture is supported by
numerical simulations (Oughton et al. 1994; Milano et al.
2001), as well as experimental work in tokamaks (Zweben et
al. 1979) and reversed-field pinch devices (Robinson & Rus-
bridge 1971).
Turbulent anisotropy has long been studied in the solar wind.
Matthaeus et al. (1990) used single-spacecraft data to measure
a highly anisotropic correlation function having a “Maltese
cross” shape, which they interpreted as a superposition of both
slab and 2D fluctuations. Bieber et al. (1996) used the ratio of
the perpendicular to quasi-parallel power spectra, along with
the dependence of the total power spectrum on the angle be-
tween the mean field and the solar wind flow direction, to
measure the relative amplitudes of slab and 2D power, showing
that ∼85% by energy was in the 2D component.
While slab and 2D models represent idealized interpretations
of real fluctuations, they do provide a useful parameterization
of anisotropy in solar wind turbulence (Matthaeus et al. 1990;
Bieber et al. 1996; Dasso et al. 2005). Most of the work has
been done with single-spacecraft measurements (Matthaeus et
al. 1990; Bieber et al. 1996; Dasso et al. 2005) because multi-
point data have generally not been available. This situation has
to some degree been alleviated in recent years due to a number
of spacecraft in the near-Earth solar wind. Multispacecraft stud-
ies using correlation functions have made important advances
using techniques such as simultaneous (zero time lag) two-
point correlations (Zastenker et al. 2000; Richardson & Pau-
larena 2001; Matthaeus et al. 2005). In this work we examine
anisotropy in solar wind fluctuations using a novel multispace-
craft technique intended to measure the anisotropic spatial au-
tocorrelation function by using variable time lag cross-corre-
lations, with data from the four Cluster spacecraft.
2. MULTISPACECRAFT TECHNIQUE
A single spacecraft in the solar wind, provided that the solar
wind flow speed Vsw is much greater than the local Alfve´n
speed VA, can only measure the spatial autocorrelation function
in the flow direction. Satisfying this condition means solar wind
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fluctuations are convected past a spacecraft in a short time
compared to the characteristic timescale on which the fluctu-
ations vary, which is known as Taylor’s hypothesis (Taylor
1938). For a time Dt between two observations, a spacecraft
travels a distance DtVsw in the plasma frame while solar wind
fluctuations can propagate a distance DtVA in the same time.
Taylor’s hypothesis is therefore equivalent to
DtV k DtV ⇒ V k V . (1)sw A sw A
This condition is well satisfied in the near-Earth solar wind. In
effect, the spacecraft magnetic field time series is a one-di-
mensional spatial sample through the plasma along the flow
direction.
Linear sampling makes it impossible for a single spacecraft
to measure the full three-dimensional structure of the fluctu-
ations. A number of methods have been developed to estimate
this structure using a single spacecraft (see, e.g., Matthaeus et
al. 1990; Bieber et al. 1996; Dasso et al. 2005), but they all
require a number of assumptions to be made. For example,
Matthaeus et al. (1990) assumed that the statistical nature of
the solar wind flow was independent of any particular flow
regime, which is to say that the ensemble properties of flows
in which the mean magnetic field is either nearly parallel or
perpendicular to the flow are statistically similar. Matthaeus
et al. also used long data sets that ranged from 62.5 up to
500 hr and therefore had to assume statistical stationarity over
these long time intervals. Here we use a novel method of com-
bining data from multiple spacecraft, first proposed by Horbury
(2000) to measure the three-dimensional spatial autocorrelation
function using only an hour of data, and can therefore eliminate
some of these assumptions.
Consider a pair of spacecraft, 1 and 2, in a fast-moving
plasma separated by a distance r12. Spacecraft 1 will sample a
line through the plasma, producing a linear magnetic field time
sample b1(t), and similarly for spacecraft 2. Since , theV k Vsw A
time samples are spatial samples through the plasma, b1(2Vswt)
and . The normalized time-lagged two-point2b (r 2 V t)12 sw
cross-correlation of a component x of the magnetic field time
series is defined as
1 2Ab (t)b (t1 Dt)Sx x12R (Dt) p , (2)x
1 1 2 2Î b (t)b (t) b (t)b (t)G H G Hx x x x
where A…S denotes a temporal average over t. Varying the time
lag Dt corresponds to varying the vector separation S between
the sampling points in the plasma frame:
S(Dt) p r 2 V Dt. (3)12 sw
Previous two-point correlations have only used zero time lags,
which for any pair of spacecraft are only sensitive to a single
vector separation in the plasma frame:
S p r . (4)12
Such two-point correlations have been the focus of recent mul-
tispacecraft studies (Richardson & Paularena 2001; Matthaeus
et al. 2005). However, a major drawback of such a method is
that comparison of the two time samples yields only a single
correlation coefficient. Thus, in order to obtain any reasonable
coverage of the spatial autocorrelation function, large quantities
of data must be used. For example, Matthaeus et al. (2005) in
producing a magnetic autocorrelation function used 264 data
samples, each representing 24 hr of continuous magnetic field
data.
In this work we use a range of time lags and so are sensitive
to a range of spatial scales within a single interval of data. The
use of varying time lags means Taylor’s hypothesis is satisfied
by a more complicated condition, derived by Horbury (2000):
VDtA
K 1. (5)
r 2 V Dt12 sw
In practice this condition is well satisfied in the solar wind for
most time lags. Any time lags that result in the left side of
equation (5) being greater than 0.2 are considered to not satisfy
Taylor’s hypothesis and are removed.
As a result of using a range of time lags, we are sensitive
to a range of vector separations and separation angles (the acute
angle between the separation vector and the flow direction) in
the plasma frame. By altering the time lag we are able to
measure two-point correlations in the plasma frame at different
length scales and at varying separation angles, all within a
single data interval. This means that the angular dependence
of the solar wind turbulence two-point correlations can be mea-
sured using a single interval of data by altering the time lags,
in contrast to previous studies.
In our discussion of this novel technique, we considered a
pair of spacecraft measuring correlation functions. However, it
can be applied to any number of spacecraft: in this study we
use the four Cluster spacecraft that provide six pairs of sam-
pling points and therefore greater coverage in both angle and
scale. It can also be used in conjunction with more sophisticated
techniques such as cross-wavelets and structure functions, al-
though only cross-correlations are used here.
3. RESULTS
We analyze 4 s resolution spin averaged magnetic field data
from the magnetic field instrument on board the four Cluster
spacecraft (Balogh et al. 2001). The data analyzed in this sec-
tion were taken on 2006 March 5 from 5:05 to 5:45 UT. During
this time the four Cluster spacecraft were in the solar wind at
separations of ∼10,000 km, and since the ion gyroradius was
∼100 km, this is firmly in the inertial range. The average solar
wind speed during this interval was 330 km s21, and the plasma
beta was 1.1.
We define a right-handed orthogonal coordinate system in
which the x-axis is aligned with the mean magnetic field, the
y-axis is in the plane defined by the mean field and the solar
wind velocity vector (which is nearly antisunward), and the z-
axis completes the right-handed system. Using the multispace-
craft technique described earlier, time-lagged two-point mag-
netic field cross-correlations are computed between pairs of
spacecraft. Six separation vectors join the four Cluster space-
craft, which allows for six sets of correlation functions to be
calculated for each component of the mean magnetic field
aligned coordinate system. Figure 1 shows the computed cross-
correlations as a function of time lag for the z-component of
the magnetic field fluctuations. The shape of the correlation
functions and the rate at which they fall off is a complex
function of the separation vectors in the plasma frame, the
variation of the separation vectors with time lag, and the struc-
ture of the fluctuations. Time lags that satisfy Taylor’s hy-
pothesis are then converted into spatial scales.
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Fig. 1.—Cross-correlations between all six pairs of Cluster spacecraft as a
function of time lag for the z-component of the magnetic field fluctuations on
2006 March 5 during the interval 5:05–5:45 UT. The autocorrelation from a
single spacecraft is also plotted as a dashed line. The autocorrelation resembles
the cross-correlations, but there are significant differences. The shape of the
correlation functions and the rate at which they fall off is a complex function
of the separation vectors in the plasma frame, the variation of the separation
vectors with time lag, and the structure of the fluctuations.
Fig. 2.—Spatial autocorrelation function of the z-component of the fluc-
tuations for the same data as Fig. 1. The function is anisotropic: it does not
decay equally in all directions, but rather the decay with increasing is morer
'
rapid than the corresponding decay with increasing , which is consistent withrk
a dominant 2D component.
Fig. 3.—Anisotropy ratio for all three components of the magnetic fielda/b
fluctuations using eight 40-60 minute intervals of Cluster FGM data. Most of
the data points are above unity, which is consistent with solar wind turbulence
being anisotropic with a dominant 2D component.
We assume axisymmetry about the mean magnetic field,
which is motivated physically by variance anisotropy (Belcher
& Davis 1971), as well as being a mathematical convenience
(Bieber et al. 1996). This allows all the spatial autocorrelation
values to be projected onto a two-dimensional plane spanned
by two spatial separation coordinates: , which is parallel tork
the mean magnetic field, and , the complementary perpen-r
'
dicular coordinate. Despite there being six vectors linking the
four Cluster spacecraft, coverage of the spatial autocorrelation
function is limited. For this reason, the data are binned and
averaged. The binning process is carried out by superimposing
a grid with squares of size km over the spatial3(2 # 2) # 10
autocorrelation function, which extends from 0 to km.42 # 10
The correlation function values in each grid square are averaged
such that each data-containing grid square is represented by
one number, the mean correlation in that grid square. Figure 2
shows the binned and averaged z-component of the spatial
autocorrelation function. This correlation function decays more
rapidly in the direction perpendicular to the mean magnetic
field than in the field-parallel direction, consistent with a dom-
inant 2D component. To estimate the anisotropy, we fit the
spatial autocorrelation function to an “elliptical model.” For
each component of the magnetic field an autocorrelation func-
tion is constructed using one of the Cluster spacecraft. The
elliptical model correlation function, , assumes the shapeA(r , r )k '
of the relevant autocorrelation function in all directions but
uses an elliptical decay scaling:
2 2ÎA(r , r ) p A ar 1 br , (6)( ) ( )( )k ' 0 k '
where A0(2VswDt) is the single-spacecraft autocorrelation func-
tion that is only measured in the flow direction and a and b
are free parameters that are computed by minimizing the var-
iance between the spatial autocorrelation and the elliptical
model. This model is intended to provide a first-order estimate
of the anisotropy, and while it is not physically motivated, it
does fit the data reasonably well.
The ratio is related to the ratio of the parallel to per-a/b
pendicular correlation lengths at the range of scales studied
here and thus is a measure of anisotropy. A ratio smaller than
unity implies the perpendicular correlation length is longer than
the field-parallel correlation length, which is consistent with a
dominant slab component, and vice versa for a dominant 2D
component. The spatial autocorrelation shown in Figure 2 has
, , and . Figure 3 shows a plota p 0.84 b p 0.49 a/b p 1.71
of the ratio for all three magnetic field components usinga/b
eight 40–60 minute intervals of Cluster data taken from the
period 2006 February–March. In almost all cases the ratio
is larger than unity, consistent with solar wind turbulencea/b
being anisotropic with energy mostly in wavevectors perpen-
dicular to the mean magnetic field. The mean values of the
ratio for all the magnetic field components area/b 1.91 5
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for the x-component (parallel to the mean field),0.33
for the y-component, and for the z-1.77 5 0.34 1.69 5 0.44
component. The mean ratio is, within errors, equal for all the
magnetic field components, although there is an indication that
anisotropy is more pronounced in the component parallel to
the mean field. A notable feature of Figure 3 is the large degree
of variation of the ratio about the mean. This variationa/b
does not appear to be correlated with the solar wind velocity
or the plasma beta. The magnetic field components of the
ratio are also uncorrelated between each another. It is un-a/b
clear whether this variability results from the inability of the
simplified elliptical model to accurately represent the data or
whether it is a real effect indicating that the individual intervals
of Cluster data exhibit varying degrees of anisotropy.
4. DISCUSSION
A wide range of work has suggested that solar wind tur-
bulence may be described as a composite of slab and 2D com-
ponents (Matthaeus et al. 1990; Bieber et al. 1996; Dasso et
al. 2005). Applying time-lagged two-point correlations using
the four Cluster spacecraft in the solar wind, we obtain a mean
value of for the ratio of parallel to perpendicular1.79 5 0.36
correlation lengths. Within the context of the slab and 2D mod-
els, our results support the view that the slab model alone is
an inadequate description of solar wind turbulence and that a
mixture of both slab and 2D models with a dominant 2D com-
ponent represents a more realistic description. The adoption of
such a description of solar wind turbulence has assisted in the
modeling of MHD turbulence (Galtier et al. 2005), as well as
improving our understanding of phenomena closely related to
MHD turbulence such as cosmic-ray propagation (Shalchi et
al. 2006).
The multispacecraft technique that we have described en-
ables solar wind turbulence to be studied without many of the
assumptions and restrictions associated with single-spacecraft
observations. Among other benefits, this technique allowsmea-
surements to be made at various angles to the mean field di-
rection simultaneously and to compare between these angles
within a single data interval, removing one of the key as-
sumptions of previous analyses. This method also represents
an improvement on simultaneous two-point correlations be-
cause it extracts more information out of the available data.
The multispacecraft method also has the advantage that it can
be used in conjunction with other data analysis techniques such
as structure functions and cross-wavelets, and is not limited to
cross-correlations.
The present analysis applies to turbulence in a range of solar
wind streams, and so extension to disturbed regions such as
corotating interaction regions and coronal mass ejectionswould
be worthwhile to determine whether anisotropy is enhanced by
the compressions and rarefactions in such regions. In addition,
work has already begun on using both numerical and modeling
techniques to determine a more physically motivated correla-
tion function model with which to fit the data. Finally, the
separations between the Cluster spacecraft during this analysis
were ∼10,000 km, which is within the inertial range. A possible
future project would be to repeat this analysis at separations
close to, if not within, the dissipation scale (Leamon et al.
1998, 1999, 2000) to examine how the balance of slab and 2D
components is different in the kinetic regime.
K. T. Osman is funded by a PPARC studentship, and Cluster
work at Imperial College London is supported by PPARC. CIS
plasma data is provided courtesy of I. Dandouras, CESR/
CNRS.
REFERENCES
Balogh, A., et al. 2001, Ann. Geophys., 19, 1207
Belcher, J. W., & Davis, L., Jr. 1971, J. Geophys. Res., 76, 3534
Bieber, J. W., Wanner, W., & Matthaeus, W. H. 1996, J. Geophys. Res., 101,
2511
Bruno, R., & Carbone, V. 2005, Living Rev. Sol. Phys., 2, 4
Dasso, S., Milano, L. J., Matthaeus, W. H., & Smith, C. W. 2005, ApJ, 635,
L181
Duffy, P., & Blundell, K. M. 2005, Plasma Phys. & Controlled Fusion, 47,
B667
Galtier, S., Pouquet, A., & Mangeney, A. 2005, Phys. Plasmas, 12, 092310
Goldstein, M. L., Roberts, D. A., & Matthaeus, W. H. 1995, ARA&A, 33,
283
Horbury, T. S. 2000, in Cluster-II Workshop: Multiscale/Multipoint Plasma
Measurements, ed. R. A. Harris (ESA SP-449; Noordwijk: ESA), 89
Horbury, T. S., Forman, M. A., & Oughton, S. 2005, Plasma Phys. & Controlled
Fusion, 47, B703
Jaekel, U., Wanner, W., Schlickeiser, R., & Wibberenz, G. 1994, A&A, 291,
L35
Jokipii, J. R. 1966, ApJ, 146, 480
Leamon, R. J., Matthaeus, W. H., Smith, C. W., Zank, G. P., Mullan, D. J.,
& Oughton, S. 2000, ApJ, 537, 1054
Leamon, R. J., Smith, C. W., Ness, N. F., & Wong, H. K. 1998, J. Geophys.
Res., 103, 4775
Leamon, R. J., Smith, C. W., Ness, N. F., & Wong, H. K. 1999, J. Geophys.
Res., 104, 22331
Matthaeus, W. H., Dasso, S., Weygand, J. M., Milano, L. J., Smith, C. W., &
Kivelson, M. G. 2005, Phys. Rev. Lett., 95, 231101
Matthaeus, W. H., Goldstein, M. L., & Roberts, D. A. 1990, J. Geophys. Res.,
95, 20673
Milano, L. J., Matthaeus, W. H., Dmitruk, P., & Montgomery, D. C. 2001,
Phys. Plasmas, 8, 2673
Oughton, S., & Matthaeus, W. H. 2005, Nonlinear Processes Geophys., 12,
299
Oughton, S., Priest, E. R., & Matthaeus, W. H. 1994, J. Fluid Mech., 280, 95
Richardson, J. D., & Paularena, K. I. 2001, J. Geophys. Res., 106, 239
Robinson, D., & Rusbridge, M. 1971, Phys. Fluids, 14, 2499
Shalchi, A., Bieber, J. W., Matthaeus, W. H., & Schlickeiser, R. 2006, ApJ,
642, 230
Shebalin, J. V., Matthaeus, W. H., & Montgomery, D. 1983, J. Plasma Phys.,
29, 525
Taylor, G. I. 1938, Proc. R. Soc. London A, 164, 476
Tu, C.-Y., & Marsch, E. 1995, Space Sci. Rev., 73, 1
Velli, M. 2003, Plasma Phys. & Controlled Fusion, 45, A205
Zastenker, G. N., Dalin, P. A., Paularena, K. I., Richardson, J. D., & Dash-
evskiy, F. 2000, Adv. Space Res., 26, 71
Zweben, S., Menyuk, C., & Taylor, R. 1979, Phys. Rev. Lett., 42, 1270
210
References
J.W. Armstrong, W.A. Coles, M. Kojima, and B.J. Rickett. Observations of field-
aligned density fluctuations in the inner solar wind. Astrophys. J., 358:685–692,
1990.
J.W. Armstrong, B.J. Rickett, and S.R. Spangler. Electron density power spec-
trum in the local interstellar medium. Astrophys. J., 443:209–221, 1995.
M.J. Aschwanden. An evaluation of coronal heating models for active regions
based on Yohkoh, Soho, and TRACE observations. Astrophys. J., 560:1035–
1044, 2001.
W.I. Axford and J.F. McKenzie. The solar wind, pages 31–66. University of
Arizona Press, Tuscon, Arizona, 1997.
A. Balogh, S.W.H. Cowley, M.W. Dunlop, D.J. Southwood, J.G. Thomlinson,
K.H. Glassmeier, G. Musmann, H. Lu¨hr, M.H. Acu na, D.H. Fairfield, J.A.
Slavin, W. Riedler, K. Schwingenschuh, M.G. Kivelson, R.C. Elpic, F. Prmdahl,
A. Roux, B.T. Tsurutani, and F.M. Neubauer. The Cluster magnetic field
investigation: Scientific objectives and instrumentation. In W.R. Burke, editor,
ESA Special Publication, volume 1159, page 95, 1993.
A. Balogh, M.W. Dunlop, S.W.H. Cowley, D.J. Southwood, J.G. Thomlinson,
K.H. Glassmeier, G. Musmann, H. Lu¨hr, S. Buchert, M.H. Acuna, D.H. Fair-
field, J.A. Slavin, W. Riedler, K. Schwingenschuh, and M.G. Kivelson. The
Cluster magnetic field investigation. Space Sci. Rev., 79:65–91, 1997.
211
A. Balogh, C.M. Carr, M.H. Acuna, M.W. Dunlop, T.J. Beek, P.Brown, K.-H.
Fornacon, E. Georgescu, K.H. Glassmeier, J. Harris, G. Musmann, T. Oddy,
and K. Schwingenschuh. The Cluster magnetic field investigation: Overview of
in-flight performance and initial results. Ann. Geophys., 19:1207–1217, 2001.
G.K. Batchelor. The theory of homogenous turbulence. Cambridge University
Press, Cambridge, 1953.
W. Baumjohann and R.A. Treumann. Basic Space Plasma Physics. Imperial
College Press, London, 1996.
B. Bavassano, M. Dobrowolny, F. Mariani, and N.F. Ness. Radial evolution of
power spectra of interplanetary Alfve´nic turbulence. J. Geophys. Res., 87:3617–
3622, 1982a.
B. Bavassano, M. Dobrowolny, G. Fanfoni, F. Mariani, and N.F. Ness. Statistical
properties of MHD fluctuations associated with high-speed streams from Helios-
2 observations. Sol. Phys., 78:373–384, 1982b.
B. Bavassano, E. Pietropaolo, and R. Bruno. Cross-helicity and residual energy
in solar wind turbulence: Radial evolution and latitudinal dependence in the
region 1 to 5 au. J. Geophys. Rev., 103:6521–6529, 1998.
B. Bavassano, E. Pietropaolo, and R. Bruno. Alfve´nic turbulence in the polar
wind: A statistical study on cross helicity and residual energy variations. J.
Geophys. Res., 105:12697–12704, 2000a.
B. Bavassano, E. Pietropaolo, and R. Bruno. On the evolution of outward and
inward Alfve´nic fluctuations in the polar wind. J. Geophys. Res., 105:15959–
15964, 2000b.
J.W. Belcher and L. Davis. Large amplitude Alfve´n waves in the interplanetary
medium. J. Geophys. Res., 76:3534–3563, 1971.
212
J.S. Bendat and A.G. Piersol. Engineering Applications Of Correlation And Spec-
tral Analysis. Wiley-Interscience, New York, 1980.
J.S. Bendat and A.G. Piersol. Random Data. J. Wiley & Sons, New York, 1986.
J.W. Bieber, C.W. Smith, and W.H. Matthaeus. Cosmic-ray pitch-angle scattering
in isotropic turbulence. Astrophys. J., 334:470–475, 1988.
J.W. Bieber, W.H. Matthaeus, C.W. Smith, W. Wanner, M.-B Kallenrode, and
G. Wibberenz. Proton and electron mean free paths: The Palmer consensus
revisited. Astrophys. J., 420:294–306, 1994.
J.W. Bieber, W. Wanner, and W.H. Matthaeus. Dominant two-dimensional solar
wind turbulence with implications for cosmic ray transport. J. Geophys. Res.,
101:2511–2522, 1996.
M.L. Boas. Mathematical Methods in the Physical Sciences. J. Wiley & Sons, New
York, 2003.
S. Boldyrev. On the spectrum of magnetohydrodynamic turbulence. Astrophys.
J., 626:L37–L40, 2005.
S. Boldyrev. Spectrum of magnetohydrodynamic turbulence. Phys. Rev. Lett., 96:
115002–1–115002–4, 2006.
A.R. Breen, S.J. Tappin, C.A. Jordan, P. Thomasson, P.J. Moran, R.A. Fallows,
and A. Canals. Simultaneous interplanetary scintillation and optical measure-
ments of the acceleration of the slow solar wind. Ann. Geophys., 18:995–1002,
2000.
A.R. Breen, A. Canals, R.A. Fallows, P.J. Moran, and M. Kojima. Large scale
structure of the solar wind from interplanetary scintillation measurements dur-
ing the rising phase of cycle 23. Adv. Space Res., 29:379–388, 2002.
213
P.K. Browning. Mechanisms of solar coronal heating. Plasma Phys. Control.
Fusion, 33:539–571, 1991.
R. Bruno and B. Bavassano. Origin of low cross-helicity regions in the inner
solar-wind. J. Geophys. Res., 96:7841–7851, 1991.
R. Bruno and V. Carbone. The solar wind as a turbulence laboratory. Living Rev.
Solar Phys., 2(4), 2005. URL http://www.livingreviews.org/lrsp-2005-4.
R. Bruno, B. Bavassano, and U. Villante. Evidence for long period Alfve´n waves
in the inner solar system. J. Geophys. Res., 90:4373–4377, 1985.
L.F. Burlaga. Intermittent turbulence in the solar wind. J. Geophys. Res., 96:
5847–5851, 1991.
L.F. Burlaga and M.L. Goldstein. Radial variations of large-scale magnetohydro-
dynamic fluctuations in the solar wind. J. Geophys. Res., 89:6813–6817, 1984.
L.F. Burlaga and L.W. Klein. Fractal structure of the interplanetary magnetic
field. J. Geophys. Res., 91:347–350, 1986.
V. Carbone and P. Veltri. A shell model for anisotropic magnetohydrodynamic
turbulence. Geophys. Astrophys. Fluid Dynam., 52:153–181, 1990.
V. Carbone, F. Malara, and P. Veltri. A model for the three-dimensional magnetic
field correlation spectra of low-frequency solar wind fluctuations during Alfve´nic
periods. J. Geophys. Res., 100:1763–1778, 1995.
S.C. Chapman and B. Hnat. Quantifying scaling in the velocity field of the
anisotropic turbulent solar wind. Geophys. Res. Lett., 34:L17103, 2007.
C. Chatfield. The Analysis of Time Series: An Introduction. Chapman and Hall,
London, 1989.
J. Cho and E.T. Vishniac. The anisotropy of magnetohydrodynamic Alfve´nic
turbulence. Astrophys. J., 539:273–282, 2000.
214
J. Cho, A. Lazarian, and E.T. Vishniac. Simulations of magnetohydrodynamic
turbulence in a strongly magnetized medium. Astrophys. J., 564:291–301, 2002.
P.J. Coleman. Turbulence, viscosity and dissipation in the solar wind plasma.
Astrophys. J., 153:371–388, 1968.
S. Dasso, L.J. Milano, W.H. Matthaeus, and C.W. Smith. Anisotropy in fast and
slow solar wind fluctuations. Astrophys. J., 635:L181–L184, 2005.
K.U. Denskat and F.M. Neubauer. Statistical properties of low frequency magnetic
field fluctuations in the solar wind from 0.29 to 1.0 au during solar minimum
conditions: Helios 1 and Helios 2. J. Geophys. Res., 87:2215–2223, 1982.
M. Dobrowolny, A Mangeney, and P. Veltri. The properties of magneto-
hydrodynamic turbulence in the solar wind. Astron. Astrophys., 83:26–32, 1980.
P. Duffy and K.M. Blundell. Cosmic ray transport and acceleration. Plasma Phys.
Control. Fusion, 47:B667–B678, 2005.
M.W. Dunlop. Review of the Cluster orbit and separation strategy: Consequences
for measurements. In Space Plasma Physics Investigations by Cluster and Re-
gatta, page 17. ESA SP-306, 1990.
L.A. Fisk, M.L. Goldstein, A.J. Klimas, and G. Sandri. The Fokker-Planck co-
efficient for pitch-angle scattering of cosmic rays. Astrophys. J., 190:417–428,
1974.
R.J. Forsyth, T.S. Horbury, A. Balogh, and E.J. Smith. Hourly variances of
fluctuations in the heliospheric magnetic field out of the ecliptic plane. Geophys.
Res. Lett., 23:595–598, 1996.
R.W. Fredricks and F.V. Coroniti. Ambiguities in the deduction of rest frame
fluctuation spectrums from spectrums computed in moving frames. J. Geophys.
Res., 81:5591–5595, 1979.
215
U. Frisch. Turbulence. Cambridge University Press, Cambridge, 1995.
S. Galtier, S.V. Nazarenko, A.C. Newell, and A. Pouquet. A weak turbulence
theory for incompressible magnetohydrodynamics. J. Plasma Phys., 63:447–
488, 2000.
S. Galtier, A. Pouquet, and A. Mangeney. On spectral scaling laws for incompress-
ible anisotropic magnetohydrodymanic turbulence. Phys. Plasmas, 12:092310–
1–092310–5, 2005.
J. Giacalone and J.R. Jokipii. Charged-particle motion in multidimensional
magnetic-field turbulence. Astrophys. J., 430:L137–L140, 1994.
J. Giacalone and J.R. Jokipii. Perpendicular transport in shock acceleration. J.
Geophys. Res., 101:11,095–11,105, 1996.
J. Giacalone and J.R. Jokipii. The transport of cosmic rays across a turbulent
magnetic field. Astrophys. J., 520:204–214, 1999.
J. Giacalone, J.R. Jokipii, and W.H. Matthaeus. Structure of the turbulent inter-
planetary magnetic field. Astrophys. J., 641:L61–L64, 2006.
K.-H Glassmeier, U. Motschmann, M. Dunlop, A. Balogh, M.H. Acuna, C. Carr,
G. Musmann, K.H. Fornacon, K. Schweda, J. Vogt, E. Georgescu, and
S. Buchert. Cluster as a wave telescope—first results from the fluxgate magne-
tometer. Ann. Geophys., 19:1439–1447, 2001.
P. Goldreich and S. Sridhar. Toward a theory of interstellar turbulence. 2. strong
Alfve´nic turbulence. Astrophys. J., 438:763–775, 1995.
P. Goldreich and S. Sridhar. Magnetohydrodynamic turbulence revisited. Astro-
phys. J., 485:680–688, 1997.
M.L. Goldstein and D.A. Roberts. Magnetohydrodynamic turbulence in the solar
wind. Phys. Plasmas, 6:4154–4160, 1999.
216
M.L. Goldstein, L.F. Burlaga, and W.H. Matthaeus. Power spectral signatures of
interplanetary corotating and transient flows. J. Geophys. Rev., 89:3747–3761,
1984.
M.L. Goldstein, D.A. Roberts, and W.H. Matthaeus. Magnetohydrodynamic tur-
bulence in the solar wind. Annu. Rev. Astron. Astrophys., 33:283–325, 1995.
M.L. Goldstein, D.A. Roberts, A.E. Deane, and S. Ghosh. Numerical simulation
of Alfve´nic turbulence in the solar wind. J. Geophys. Res., 104:14437–14451,
1999.
R. Grappin. Onset and decay of two-dimensional magnetohydrodynamic turbu-
lence with velocity magnetic-field correlation. Phys. Fluids, 29:2433–2443, 1986.
R. Grappin, M. Velli, and A. Mangeney. “alfve´nic” versus “standard” turbulence
in the solar wind. Ann. Geophys., 9:416–426, 1991.
P.C. Gray, D.H. Pontius Jr., and W.H. Matthaeus. Scaling of field-line random
walk in model solar wind fluctuations. Geophys. Rev. Lett., 23:965–968, 1996.
P.C. Hedgecock. A correlation technique for magnetometer zero level determina-
tion. Space Sci. Instr., 1:83–90, 1975.
T.S. Horbury. Ulysses observations of magnetic field fluctuations in the helio-
sphere. PhD thesis, University of London, 1996.
T.S. Horbury. Cluster 2 analysis of turbulence using correlation function. In R.A.
Harris, editor, Cluster 2 workshop on multiscale/multipoint plasma measure-
ments, pages 89–97. ESA SP-449; Noordwijk: ESA, 2000.
T.S. Horbury and A. Balogh. Structure function measurements of the intermittent
MHD turbulent cascade. Nonlin. Proc. Geophys., 4:185–199, 1998.
T.S. Horbury and A. Balogh. Evolution of magnetic field fluctuations in high
speed solar wind streams: Ulysses and Helios observations. J. Geophys. Res.,
106:15929–15940, 2001.
217
T.S. Horbury, A. Balogh, R.J. Forsyth, and E.J. Smith. Observations of evolving
turbulence in the polar solar wind. Geophys. Res. Lett., 22:3401–3404, 1995a.
T.S. Horbury, A. Balogh, R.J. Forsyth, and E.J. Smith. Anisotropy of inertial
range turbulence in the polar heliosphere. Geophys. Rev. Lett., 22:3405–3408,
1995b.
T.S. Horbury, A. Balogh, and R.J. Forsyth. Magnetic field signatures of unevolved
turbulence in solar polar flows. J. Geophys. Res., 101:405–413, 1996a.
T.S. Horbury, A. Balogh, and R.J. Forsyth. The rate of turbulent evolution over
the sun’s poles. Astron. Astrophys., 316:333–341, 1996b.
T.S. Horbury, A. Balogh, R.J. Forsyth, and E.J. Smith. Ulysses observations of
intermittent heliospheric turbulence. Adv. Space Res., 19:847–850, 1997a.
T.S. Horbury, A. Balogh, R.J. Forsyth, and E.J. Smith. Ulysses observations of
intermittent heliospheric turbulence. Adv. Space Res., 19:847–850, 1997b.
T.S Horbury, M.A. Forman, and S. Oughton. Spacecraft observations of solar
wind turbulence: An overview. Plasma Phys. Control. Fusion, 47:B703–B717,
2005.
T.S Horbury, M.A. Forman, and S. Oughton. Anisotropic scaling of magnetohy-
drodynamic turbulence, 2008.
A.J. Hundhausen. Coronal expansion and solar wind. Springer-Verlag, Berlin,
1972.
P.S. Iroshnikov. Turbulence of a conducting fluid in a strong magnetic field. Sov.
Astron., 1964.
U. Jaekel, W. Wanner, R. Schlickeiser, and G. Wibberenz. Magnetic field fluctu-
ation geometry as a possible solution to the proton mean free path discrepancy
problem. Astron. Astrophys., 291:L35–L38, 1994.
218
J.R. Jokipii. Particles in a random magnetic field. Astrophys. J., 146:480, 1966.
M.G. Kivelson. Physics of space plasmas, chapter 2. Cambridge University Press,
Cambridge, 1995a.
M.G. Kivelson. Pulsations and magnetohydrodynamic waves, chapter 11. Cam-
bridge University Press, Cambridge, 1995b.
L.W. Klein, D.A. Roberts, and M.L. Goldstein. Anisotropy and minimum variance
directions of solar wind fluctuations in the outer heliosphere. J. Geophys. Res.,
96:3779–3788, 1991.
L.W. Klein, W.H. Matthaeus, D.A. Roberts, and M.L. Goldstein. Evolution of
spatial and temporal correlations in the solar wind: Observations and inter-
pretation. In E. Marsch and R. Schwenn, editors, Solar Wind Seven, pages
197–200, Oxford, 1992. Pergamon Press.
L.W. Klein, R. Bruno, B. Bavassano, and H. Rosenbauer. Anisotropy and min-
imum variance of magnetohydrodynamic fluctuations in the inner heliosphere.
J. Geophys. Res., 98:17461–17466, 1993.
A.N. Kolmogorov. The local structure of turbulence in incompressible viscous
fluid for very high reynolds number. comptes rendus (Doklady) de l’Academie
des scienced de l’URSS, 30:301–305, 1941a.
A.N. Kolmogorov. Dissipation of energy in the locally isotropic turbulence.
comptes rendus (Doklady) de l’Academie des scienced de l’URSS, 32:16–28,
1941b.
A.N. Kolmogorov. A refinement of previous hypotheses concerning the local struc-
ture of turbulence in a viscous incompressible fluid at high reynolds number. J.
Fluid Mech., 13:82–85, 1962.
R.H. Kraichnan. Inertial-range spectrum of hydromagnetic turbulence. J. Fluid
Mech., 8:1385–1387, 1965.
219
R.J. Leamon, C.W. Smith, N.F. Ness, W.H. Matthaeus, and H.K. Wong. Ob-
servational constraints on the dynamics of the interplanetary magnetic field
dissipation range. J. Geophys. Res., 103:4775–4787, 1998.
R.J. Leamon, C.W. Smith, , N.F. Ness, and H.K. Wong. Dissipation range dy-
namics: Kinetic Alfve´n waves and the importance of beta(e). J. Geophys. Res.,
104:22331–22344, 1999.
R.J. Leamon, W.H. Matthaeus, C.W. Smith, G.P. Zank, D.J. Mullan, and
S. Oughton. Mhd-driven kinetic dissipation in the solar wind and corona. As-
trophys. J., 537:1054–1062, 2000.
Y. Lithwick and P. Goldreich. Imbalanced weak magnetohydrodynamic turbu-
lence. Astrophys. J., 582:1220–1240, 2003.
A. Mangeney, R. Grappin, and M. Velli. Mhd turbulence in the solar wind. In
E.R. Priest and A.W. Hood, editors, Advances in Solar System Magnetohydro-
dynamics, pages 327–356. Cambridge University Press, New York, 1991.
J. Maron and P. Goldreich. Simulations of incompressible magnetohydrodynamic
turbulence. Astrophys. J., 554:1175–1196, 2001.
E. Marsch. Mhd turbulence in the solar wind. In R. Schwenn and E. Marsch,
editors, Physics of the Inner Heliosphere: 2. Particles, Waves and Turbulence,
pages 159–241. Springer-Verlag, Berlin, 1991.
E. Marsch and S. Liu. Structure functions and intermittency of velocity fluctua-
tions in the solar wind. Ann. Geophys., 11:227–238, 1993.
E.J. Marsch and C.-Y. Tu. On the radial evolution of MHD turbulence in the
inner heliosphere. J. Geophys. Res., 95:8211–8229, 1990.
W.H. Matthaeus and M.L. Goldstein. Measurement of the rugged invariants of
magnetohydrodynamic turbulence in the solar wind. J. Geophys. Res., 87:6011–
6028, 1982a.
220
W.H. Matthaeus and M.L. Goldstein. Stationarity of magnetohydrodynamic fluc-
tuations in the solar wind. J. Geophys. Res., 87:10,347–10,354, 1982b.
W.H. Matthaeus and M.L. Goldstein. Low-frequency 1/f noise in the interplane-
tary magnetic field. Phys. Rev. Lett., 57:495–498, 1986.
W.H. Matthaeus, M.L. Goldstein, and C. Smith. Evaluation of magnetic helicity
in homogeneous turbulence. Phys. Rev. Lett., 48:1256–1259, 1982.
W.H. Matthaeus, M.L. Goldstein, and D.C. Montgomery. Turbulent generation
of outward-traveling interplanetary Alfve´nic fluctuations. Phys. Rev. Lett., 51:
1484–1487, 1983.
W.H. Matthaeus, M.L. Goldstein, and J.H. King. An interplanetary magnetic-field
ensemble at 1 au. J. Geophys. Res., 91:59–69, 1986.
W.H. Matthaeus, M.L. Goldstein, and D.A. Roberts. Evidence for the presence of
quasi-two-dimensional nearly incompressible fluctuations in the solar wind. J.
Geophys. Res., 95:20,673–20,683, 1990.
W.H. Matthaeus, S. Ghosh, S. Oughton, and D.A. Roberts. Anisotropic three-
dimensional mhd turbulence. J. Geophys. Res., 101:7619–7629, 1996.
W.H. Matthaeus, S. Oughton, S. Ghosh, and M. Hossain. Scaling of anisotropy
in hydromagnetic turbulence. Phys. Rev. Lett., 81:2056–2059, 1998.
W.H. Matthaeus, S. Dasso, J.M. Weygand, L.J. Milano, C.W. Smith, and M.G.
Kivelson. Spatial correlation of solar-wind turbulence from two-point measure-
ments. Phys. Rev. Lett., 95:231101–1–231101–4, 2005.
L.J. Milano, W.H. Matthaeus, P. Dmitruk, and D.C. Montgomery. Local
anisotropy in incompressible magnetohydrodynamic turbulence. Phys. Plasmas,
8:2673–2681, 2001.
221
A.S. Monin and A.M. Yaglom. Statistical Fluid Mechanics: Mechanics of Turbu-
lence, volume 2. M.I.T Press, Cambridge, Mass., 1975.
D. Montgomery. Major disruptions, inverse cascades, and the strauss equations.
Phys. Scr. T., T2:83–88, 1982.
D. Montgomery and W.H. Matthaeus. Anisotropic modal energy transfer in in-
terstellar turbulence. Astrophys. J., 447:706–707, 1995.
W.-C. Mu¨ller, D. Biskamp, and R. Grappin. Statistical anisotropy of magnetohy-
drodynamic turbulence. Phys. Rev. E, 67:066302–1–066302–4, 2003.
M. Neugebauer. Anisotropy and Alfve´nicity of hourly fluctuations in the fast polar
solar wind. J. Geophys. Res., 109:A02101, 2004.
K.T. Osman and T.S. Horbury. Multi-Spacecraft measurement of anisotropic
correlation functions in solar wind turbulence. Astrophys. J., 654:L103–L106,
2007.
S. Oughton and W.H. Matthaeus. Parallel and perpendicular cascades in solar
wind turbulence. Nonlin. Proc. Geophys., 12:299–310, 2005.
S. Oughton, E.R. Priest, and W.H. Matthaeus. The influence of a mean magnetic
field on three-dimensional magnetohydrodynamic turbulence. J. Fluid. Mech.,
280:95–117, 1994.
I.D. Palmer. Transport-coefficients of low-energy cosmic-rays in inter-planetary
space. Rev. Geophys., 20:335–351, 1982.
E.N. Parker. Dynamics of the interplanetary gas and magnetic fields. Astrophys.
J., 128:664–676, 1958.
E.N. Parker. The solar wind. J. of Research of the Nat. Bureau of Standards—D.
Radio Propagation, 65D:537–542, 1961.
222
D.B. Percival and A.T. Walden. Spectral Analysis for Physical Applications. Cam-
bridge University Press, Cambridge, 1993.
J.L. Pinc¸on and F. Lefeuvre. Local characterization of homogeneous turbulence in
a space plasma from simultaneous measurements of field components at several
points in space. J. Geophys. Res., 96:1789–1802, 1991.
J.J. Podesta and D.A. Roberts. Statistical stationarity of solar wind time series.
In B. Fleck and T.H. Zurbuchen, editors, Solar Wind 11/SOHO 16, Connecting
Sun and Heliosphere, pages 531–534. ESA SP-592, 2005.
J.J. Podesta, D.A. Roberts, and M.L. Goldstein. Power spectrum of small-scale
turbulent velocity fluctuations in the solar wind. J. Geophys. Res., 111:A10109,
2006.
E.R. Priest. The Sun and its Magnetohydrodynamics, chapter 3. Cambridge Uni-
versity Press, Cambridge, 1995.
H. Re`me, J.M. Bosqued, J.A. Sauvaud, A. Cros, I. Dandouras, C. Aoustin,
J. Bouyssou, Th. Camus, J. Cuvilo, C. Martz, J.L. Me´dale, H. Perrier, D. Rome-
fort, J. Rouzaud, C. d’Uston, E. Mo¨bius, K. Crocker, M. Granoff, L.M. Kistler,
M. Popecki, D. Hovestadt, B. Klecker, G. Paschmann, M. Scholer, C.W. Carl-
son, D.W. Curtis, R.P. Lin, J.P. McFadden, V. Formisano, E. Amata, M.B.
Bavassano-Cattaneo, P. Baldetti, G. Belluci, R. Bruno, G. Chionchio, A. Di
Lellis, E.G. Shelley, A.G. Ghielmetti, W. Lennartsson, A. Korth, H. Rosen-
bauer, R. Lundin, S. Olsen, G.K. Parks, M. McCarthy, and H. Balsiger. The
Cluster ion spectrometry (CIS) experiment. Space Sci. Rev., 79:303–350, 1997.
H. Re`me, C. Aoustin, J.M. Bosqued, I. Dandouras, B. Lavraud, J.A. Sauvaud,
A. Barthe, J. Bouyssou, A. Cros, J. Bouyssou, Th. Camus, O. Coeur-Joly,
A. Cros, J. Cuvilo, F. Ducay, Y. Garbarowitz, J.L. Me´dale, E. Penou, H. Per-
rier, D. Romefort, J. Rouzaud, C. Vallat, D. Alcayde´, C. Jacquey, C. Mazelle,
C. d’Uston, E. M’´obius, L.M. Kistler, K. Crocker, M. Granoff, C. Mouikis,
223
M. Popecki, M. Vosbury, B. Klecker, D. Hovestadt, H. Kucharek, E. Kuen-
neth, G. Paschmann, M. Scholer, N. Sckopke, E. Seidenschwang, C.W. Carlson,
D.W. Curtis, C. Ingraham, R.P. Lin, J.P. McFadden, G.K. Parks, T. Phan,
V. Formisano, E. Amata, M.B. Bavassano-Cattaneo, P. Baldetti, R. Bruno,
G. Chionchio, A. Di Lellis, M.F. Marcucci, G. Pallocchia, A. Korth, P.W. Daly,
B. Graeve, H. Rosenbauer, V. Vasyliunas, M. McCarthy, M. Wilber, L. Eliasson,
R. Lundin, S. Olsen, E.G. Shelley, S. Fuselier, A.G. Ghielmetti, W. Lennarts-
son, C.P. Escoubet, H. Balsiger, R. Friedel, J.B. Cao, R.A. Kovrazhkin, I. Pa-
pamastorakis, R. Pellat, J. Scudder, and B. Sonnerup. First multispacecraft ion
measurements in and near the Earth’s magnetosphere with the identical Cluster
ion spectrometry (CIS) experiment. Ann. Geophys., 19:1303–1354, 2001.
J.D. Richardson and K.I. Paularena. Plasma and magnetic field correlations in
the solar wind. J. Geophys. Res., 106:239–251, 2001.
D.A. Roberts. Turbulent polar heliospheric fields. Geophys. Rev. Lett., 17:567–570,
1990.
D.A. Roberts and M.L. Goldstein. Turbulence and waves in the solar wind. Rev.
Geophys. Suppl., April:932–943, 1991.
D.A. Roberts, L.W. Klein, M.L. Goldstein, and W.H. Matthaeus. The nature
and evolution of magnetohydrodynamic fluctuations in the solar wind: Voyager
observations. J. Geophys. Res., 92:11021–11040, 1987a.
D.A. Roberts, M.L. Goldstein, L.W. Klein, and W.H. Matthaeus. Origin and
evolution of fluctuations in the solar wind: Helios observations and Helios-
Voyager comparisons. J. Geophys. Res., 92:12023–12035, 1987b.
D.C. Robinson and M.G. Rusbridge. Structure of turbulence in the zeta plasma.
Phys. Fluids, 14:2499, 1971.
D.C. Robinson, M.G. Rusbridge, and P.A.H. Saunders. Partition of energy in a
turbulent plasma. J. Plasma Phys., 10:1005, 1968.
224
M.G. Rusbridge. Energy flow in the zeta discharge. J. Plasma Phys., 11:35, 1969.
A.A Ruzmaikin, J. Feynman, B.E Goldstein, E.J Smith, and A. Balogh. Intermit-
tent turbulence in solar wind from the south polar hole. J. Geophys. Res., 100:
3395–3403, 1995.
F. Sahraoui, J.L. Pinc¸on, G. Belmont, L. Rezeau, N. Cornilleau-Wehrlin,
P. Robert, L. Mellul, J.M. Bosqued, A. Balogh, P. Canu, and G. Chanteur.
Ulf wave identification in the magnetosheath: k-filtering technique applied to
Cluster 2 data. J. Geophys. Res., 108:1335, 2003.
F. Sahraoui, G. Belmont, J.L. Pinc¸on, L. Rezeau, A. Balogh, P. Robert, and
N. Cornilleau-Wehrlin. Magnetic turbulent spectra in the magnetosheath: New
insights. Ann. Geophys., 22:2283–2288, 2004.
J.C. Samson. Pure states, polarized waves and principal components in the spectra
of multiple geophysical time series. Geophys. J. R. Astron. Soc., 72:647–664,
1983.
J.W. Sari and N.F. Ness. Power spectra of the interplanetary magnetic field. Sol.
Phys., 8:155–165, 1969.
A.A. Schekochihin and S.C. Cowley. Turbulence and magnetic fields in astrophys-
ical plasmas. In S. Molokov, R. Moreau, and H.K. Moffatt, editors, Magnetohy-
drodynamics: Historical Evolution and Trends, pages 85–115. Springer-Verlag,
Berlin, 2007.
R. Schwenn and E. Marsch. Physics of the inner heliosphere: 1. Large scale
phenomena. Springer-Verlag, Berlin, 1990.
R. Schwenn and E. Marsch. Physics of the inner heliosphere: 2. Particles, waves
and turbulence. Springer-Verlag, Berlin, 1991.
225
A. Shalchi, J.W. Bieber, W.H. Matthaeus, and R. Schlickeiser. Parallel and per-
pendicular transport of heliospheric cosmic rays in an improved dynamical tur-
bulence model. Astrophys. J., 642:230–243, 2006.
J.V. Shebalin, W.H. Matthaeus, and D. Montgomery. Anisotropy in MHD turbu-
lence due to a mean magnetic field. J. Plasma Phys., 29:525–547, 1983.
G.L. Siscoe, L. Davis, P.J. Coleman, E.J. Smith, and D.E. Jones. Power spectra
and discontinuities of the interplanetary magnetic field: Mariner 4. J. Geophys.
Res., 73:61–82, 1968.
C.W. Smith, J.W. Bieber, and W.H. Matthaeus. Cosmic-ray pitch angle scatter-
ing in isotropic turbulence: 2. Sensitive dependence on the dissipation range
spectrum. Astrophys. J., 363:283–291, 1990.
E.J. Smith. The sun and interplanetary magnetic field. In C.P. Sonnet, M.S.
Giampapa, and M.S. Matthews, editors, The Sun in Time. University of Arizona
Press, Tuscon, Arizona, 1991.
E.J. Smith and R.G. Marsden. Ulysses observations from pole to pole: An intro-
duction. Geophys. Res. Lett., 22:3297–3300, 1995.
E.J. Smith, A. Balogh, M. Neugebauer, and D.J. McComas. Ulysses observations
of Alfve´n waves in the southern and northern solar hemispheres. Geophys. Res.
Lett., 22:3381–3384, 1995.
A. So¨ding, F.M. Neubauer, B.T. Tsurutani, N.F. Ness, and R.P. Lepping. Radial
and latitudinal dependencies of discontinuities in the solar wind between 0.3
and 19 au and −80◦ and +10◦. Ann. Geophys., 19:667–680, 2001.
H.R. Strauss. Nonlinear, 3-dimensional magnetohydrodynamics of noncircular
tokamaks. Phys. Fluids, 19:134–140, 1976.
G.I. Taylor. The spectrum of turbulence. Proc. R. Soc. Lond., 164:476–490, 1938.
226
A. Tjulin, J.L. Pinc¸on, F. Sahraoui, M. Andre´, and N. Cornilleau-Wehrlin. The
k-filtering technique applied to wave electric and magnetic field measurements
from the Cluster satellites. J. Geophys. Res., 110:A11224, 2005.
C.-Y. Tu. The damping of interplanetary Alfve´nic fluctuations and the heating of
the solar wind. J. Geophys. Res., 93:7–20, 1988.
C.-Y. Tu and E. Marsch. A case-study of very low cross-helicity fluctuations in
the solar-wind. Ann. Geophys., 9:319–332, 1991.
C.-Y. Tu and E. Marsch. The evolution of MHD turbulence in the solar wind. In
E. Marsch and R. Schwenn, editors, Solar Wind Seven, volume Volume 3, pages
549–554, Oxford, 1992. Pergamon Press.
C.-Y. Tu and E.J. Marsch. A model of solar wind fluctuations with two compo-
nents: Alfve´n waves and convective structures. J. Geophys. Res., 98:1257–1276,
1993.
C.-Y. Tu and E.J. Marsch. MHD Structures, Waves and Turbulence in the Solar
Wind. Kluwer Academic Publishers, London, 1995.
C.-Y. Tu, Z.Y. Pu, and F.S. Wei. The power spectrum of interplanetary Alfve´nic
fluctuations: Derivation of the governing equation and its solution. J. Geophys.
Res., 89:9695–9702, 1984.
C.-Y. Tu, E.J. Marsch, and K.M. Thieme. Basic properties of solar wind MHD
turbulence near 0.3 au analyzed by means of elsa¨sser variables. J. Geophys.
Res., 94:11739–11759, 1989.
C.-Y. Tu, E.J. Marsch, and H. Rosenbauer. The dependance of MHD turbulence
spectra on the inner solar wind stream structure near solar minimum. Geophys.
Rev. Lett., 17:283–286, 1990.
M. Velli. Mhd turbulence and the heating of astrophysical plasmas. Plasma Phys.
Control. Fusion, 45:A205–A216, 2003.
227
M. Velli and F. Prunetti. Alfve´n waves in the solar corona and solar wind. Plasma
Phys. Control. Fusion, 39:B317–B324, 1997.
W. Wanner, M.-B. Kallenrode, W. Dro¨ge, and G. Wibberenz. Solar energetic
proton mean free paths. Adv. Space Res., 13:(9)359–(9)362, 1993.
C.S. Wu. Alfve´n waves in the solar wind. Physica Scripta, T60:91–96, 1995.
G.P. Zank and W.H. Matthaeus. The equations of reduced magnetohydrodynam-
ics. J. Plasma Phys., 48:85–100, 1992a.
G.P. Zank and W.H. Matthaeus. Waves and turbulence in the solar wind. J.
Geophys. Res., 97:17189–17194, 1992b.
G.P. Zank and W.H. Matthaeus. Nearly incompressible fluids: 2. Magnetohydro-
dynamics, turbulence, and waves. Phys. Fluids, 5:257–273, 1993.
G.N. Zastenker, P.A. Dalin, K.I. Paularena, J.D. Richardson, and F. Dashevskiy.
Solar wind correlation features obtained from a multi-spacecraft study. Adv.
Space Res., 26:71–76, 2000.
Y. Zhou and W.H. Matthaeus. Models of inertial range spectra of interplanetary
magnetohydrodynamic turbulence. J. Geophys. Rev., 95:14881–14892, 1990.
S.J. Zweben and R.J. Taylor. Phenomenological comparison of magnetic and
electrostatic fluctuations in the macrotor tokamak. Nucl. Fusion, 21:193, 1981.
S.J. Zweben, C.R. Menyuk, and R.J. Taylor. Small-scale magnetic fluctuations
inside the macrotor tokamak. Phys. Rev. Lett., 42:1270, 1979.
228
