Abstract. In this study, we are concerned with spectral problems of second-order vector dynamic equations with two-point boundary value conditions and mixed derivatives, where the matrix-valued coefficient of the leading term may be singular, and the domain is non-uniform but finite. A concept of self-adjointness of the boundary conditions is introduced. The self-adjointness of the corresponding dynamic operator is discussed on a suitable admissible function space, and fundamental spectral results are obtained. The dual orthogonality of eigenfunctions is shown in a special case. Extensions to even-order Sturm-Liouville dynamic equations, linear Hamiltonian and symplectic nabla systems on general time scales are also discussed.
for quantum calculus, and Erbe and Hilger [13] and Bohner and Peterson [10] for more on time scales, including isolated time scales.
Motivated by the appeal of time-varying domains and the ability to simultaneously unify and generalize recent and classic results, we introduce here a finite-dimensional analysis of second-order vector dynamic equations of the form (1.1) − (P x ∆ ) ∇ (t) + Q(t)x(t) = λω(t)x(t), t ∈ [a, b] T , b ≥ σ(a), with boundary conditions
A solution x of (1.1) is defined on [ρ(a), σ(b)] T . Here T is a (finite) isolated time scale, the discrete interval is given by are 2d × 2d matrices with rank(R, S) = 2d. The differential operators in (1.1) are given, respectively, by x ∆ (t) = x σ (t) − x(t) µ σ (t) and x ∇ (t) = x(t) − x ρ (t) µ ρ (t) = x ∆ρ (t),
where time-varying step-sizes are given by µ σ (t) := σ(t) − t > 0, µ ρ (t) := t − ρ(t) > 0, with σ(t) the immediate domain point to the right of t, ρ(t) the immediate domain point to the left of t, and where compositions are often denoted f (α(t)) = f α (t). Note that the coefficient matrix P (t) in (1.1) may be singular for t ∈ [a, ρ(b)] T . Moreover, the secondorder dynamic operator given in (1.1) may not be formally self-adjoint in the space of vector series of the form {x(σ n (a))} N n=−1 , σ −1 (a) := ρ(a), σ 0 (a) := a, σ n (a) := σ(σ n−1 (a)), subject to the boundary conditions in (1.2) unless those conditions themselves are selfadjoint in some sense to be defined. On the other hand, even if the boundary conditions (1.2) are self-adjoint, the second-order dynamic operator may still not be self-adjoint. As in the difference equations case [27] , self-adjointness depends on whether the vectors at the boundaries, namely x ρ (a) and x σ (b), can be solved from (1.2) in terms of x(a) and x(b).
Indeed if this is the case, we will call (1.2) proper self-adjoint boundary conditions. If (1.2) happen to be improper, we can find a smaller space where the second-order dynamic operator is self-adjoint. Once this is sorted out, we will give the appropriate analysis of the eigenvalue problem for (1.1) and (1.2).
The particular appeal of (1.1) is that it is still a discrete problem, but with non-constant step-size between domain points. As
for differentiable functions x, these dynamic results serve as an alternative discrete analog to the differential equations case. There are many papers on the spectral theory for difference equations, including recent papers such as Ji and Yang [17, 18] , Shi [25, 26] [34] , and Bohner, Došlý, and Kratz [9] , but none on dynamic vector equations. Thus this work will continue and extend the discussion of self-adjoint equations on time scales found in [4, 5, 11, 15, 23] . As in the uniformly-discrete case [27] , we use mixed derivatives, as −∇ is a natural adjoint of ∆. To emphasis the dimensional analysis we focus on isolated time scales, but a similar treatment can be made on general time scales.
The analysis of (1.1) and its solutions will unfold as follows, largely motivated by Shi and Chen [27] . In Section 2 we will give a definition of the self-adjointness of the boundary conditions in (1.2). Section 3 contains the introduction of a suitable admissible function space in which the corresponding dynamic operator is self-adjoint, followed in Section 4 by some fundamental spectral results. In the event of proper self-adjoint boundary conditions, the dual orthogonality of eigenfunctions will be given. In Section 5 we discuss the possibility of extending these results to even-order Sturm-Liouville equations, linear Hamiltonian and symplectic nabla systems on time scales.
Self-Adjoint Boundary Conditions
In this section we are concerned with the second-order vector dynamic operator ℓ given by (2.1)
where we will write x ∈ R if {x(σ n (a))} N n=−1 satisfies the boundary conditions given in (1.2). If we set
. Define the (weighted) inner product to be given by
where ω(t) is as in (1.1), µ ρ (t) = t − ρ is the left-graininess at t, and y * (t) denotes the complex conjugate transpose of y(t). Using standard notation, x ⊥ y will mean x, y = 0.
and ω(t) for t ∈ [a, b] T , are all Hermitian with P ρ (a) and P (b) invertible, and ω(t) > 0 for
where the inner product is given in (2.2). 
and the result follows. 
The next theorem then follows easily from the definition and Theorem 2.1. = Bη,
= Cη for some η ∈ C 2d . This results in (2.4) holding for all x, y ∈ R if and only if η
First, assume that RS * = SR * . Since rank(R, S) = 2d, we see that Im S * −R * = ker(R, S). Consequently, the matrix K given above can be taken to be S * −R * ; by the Hermitian assumption on RS * we see that B * C is Hermitian, and thus the boundary conditions 
are all Hermitian with P ρ (a) and P (b) invertible, ω(t) > 0 for t ∈ [a, b] T , and R and S in (1.2) are 2d × 2d matrices with rank(R, S) = 2d. If the boundary conditions in (1.2) are self-adjoint, then x ∈ R if and only if there exists a unique vector η ∈ C 2d such that
Proof. 
Admissible Function Space and Self-Adjointness of the Dynamic Operator
Throughout this section we assume the
the matrices R and S in (1.2) are 2d × 2d matrices with rank(R, S) = 2d, and the boundary conditions in (1.2) are self-adjoint. We begin the construction of an admissible function space to establish the self-adjointness of a dynamic operator related to (1.1), following the development in the uniformly discrete case presented in [27] .
Let R = (R 1 , R 2 ) and S = (S 1 , S 2 ), where R k and S k are 2d × d matrices, k = 1, 2. By Lemma 2.5, x ∈ R if and only if there exists a unique vector η ∈ C 2d such that
where
, where the coefficient matrix Γ is given by
where this value r will play a key role in the development to follow. If the matrix Γ is invertible, in other words if r = 2d, then the boundary conditions (1.2) are proper, since (3.2) is solvable for x ρ (a) and x σ (b), respectively. We then see that, as x ρ (a) and
are not weighted with respect to the weight function ω, the dN -dimensional space
x ∈ R} might serve as a suitable admissible space. If r < 2d, however, then from (3.2) we have that the 2d components of x(a) and x(b) are themselves linked by 2d − r relations. From (1.1) we see that x(a) and x(b) are weighted by ω(a) and ω(b) in the first and last vector equations. In the two vector equations, via some transformation, only r scalar equations are really weighted, while the remaining 2d − r
, and x σ (b) but not λ; consequently they can be viewed as extra conditions for the admissible functions. We will now show this as follows.
Using standard matrix theory [16] , there exist 2d × 2d-unitary matrices U and V such that
where M is an r × r matrix with rank M = r. Let U = (U 1 , U 2 ) and V = (V 1 , V 2 ), where U 1 and V 1 are 2d × (2d − r) matrices, U 2 and V 2 are 2d × r matrices. Since V is unitary, from (3.3) we have that
Using (3.1) and (3.3), we see that
so that by (3.4) we have
The first and last relations in (1.1) can be written as
where we have takenP
From (3.7) we obtain the 2d − r scalar equations (3.8)
If x satisfies (3.8) we will write x ∈ A . Noting the absence of λ from (3.8), we can think of (3.8) as additional conditions together with the boundary conditions (1.2). Thus, we define the admissible function space
From (3.4) we see that x ∈ A if and only if x satisfies (3.9)
for some γ ∈ C r . As P ρ (a) and P (b) are invertible, (3.9) implies that
is an r × r invertible matrix, as rank M = rank V 2 = r, and ω(a) and ω(b) are positive definite by assumption. Multiplying (3.12) on the left by U * , we have from (3.5) (in particular U * 1 S 2 = 0) and (3.13) that (3.14)
We are now in a position to get a useful characterization for a function x to be a member of
As we have the necessary structure in place and in parallel with the discrete case presented by [27] , we omit the proofs of the following key results; for more details, please see [27] .
ω [ρ(a), σ(b)] if and only if x satisfies (3.10) and (3.14) in which γ is determined by (3.15). 
, where ℓ is given in (2.1).
We will see the self-adjointness of this dynamic operator.
Proof. See [27, Proposition 3.3], which uses (3.10) with x replaced by Lx as in 
Dynamic Spectral Theory
As in the previous section, the machinery for a dynamic spectral theory is in place. All proofs of the following results are modifications of those found in the discrete case in [27] , and thus are omitted here. For completeness, however, we list the main ideas and theorems that hold in this setting as well. (i) The eigenvalue problem (1.1), (1.2) has m real eigenvalues
including multiplicities, and m linearly independent eigenfunctions
that form an orthonormal set, to wit
(ii) The eigenfunction basis for (1.1), (1.2) consists of m linearly independent eigenfunctions (4.2) and is complete for admissible function space
and the following Parseval equality holds, namely
(iii) The dynamic operator L has the spectral resolution
with Lx ρ (a) and Lx σ (b) given as in (3.16), the projective operators are given by
and the projective operator-valued function is given by [29] in the discrete case to improve our results above.
Further Extensions to Sturmian Theory
For the discussion that follows, assume the time scale T is general, that is to say not necessarily isolated. In the classic continuous case (T = R), scalar, vector, and matrix equations of the form
are embedded in a robust theory that extends to even-order Sturm-Liouville equations, linear Hamiltonian and symplectic systems; see, for example, Reid [24] and Kratz [22] .
It is common on general time scales to consider these same connections using the basic second-order scalar equation
Erbe and Hilger [13] began a Sturmian study of this equation, followed by Agarwal, Bohner, and Wong [1] . Recently Kong [21] extended some of these results. To the best of our knowledge, however, it is an open problem on how to extend (5.1) to even-order self-adjoint
Sturm-Liouville problems using only delta derivatives.
As seen above there is a natural alternative theory that builds on the scalar equation
After Atici and Guseinov introduced the nabla derivative [8] as a left-hand counterpart on time scales to the delta derivative, there has been an attempt to formulate a Sturmian theory using both delta and nabla derivatives. Messer [23] continued the work of [8] by studying second-order scalar self-adjoint equations; this work was extended to higher order equations, first by Guseinov [15] , and then by Anderson, Guseinov, and Hoffacker [5] ; see also Davidson and Rynne [11] . A Reid roundabout theorem and an analysis of dominant and recessive solutions is given in [6, 7] for the related matrix equation (5.2), given below.
A next step might be to extend the results of this paper to even-order Sturm-Liouville equations and linear Hamiltonian systems on arbitrary time scales, or more generally to symplectic systems on time scales. We illustrate this in one possible treatment not found in the literature. For example, we reconsider (2.1) rewritten in the related homogeneous second-order self-adjoint matrix dynamic equation in the form
Let P be invertible Hermitian, Q ld-continuous Hermitian, and let D denote the set of all n × n matrix-valued functions X defined on T such that X ∆ is continuous on [ρ(a) 
Proof. We give an idea of the proof. Let X ∈ D and Z, S be given as in (5.3); multiplying out, we get
where (P X ∆ ) ρ = P ρ X ∇ since X ∈ D implies X ∆ is continuous.
Next we introduce a new type of Hamiltonian for the nabla differential operator, not previously discussed in the literature, although clearly in parallel with that available for the delta differential operator. In the discrete case see Ahlbrandt and Peterson [3] , and Shi [25, 26] , and see Bohner and Peterson [10, Chapter 7] for the delta operator on time scales. 
where we have used the 2n × 2n-matrix M = 0 I 0 0 . For H satisfying (5.5), the system
is then called a linear Hamiltonian dynamic nabla system. 
Also note that equation (5.2) is equivalent to a Hamiltonian system by taking A = 0, Proof. We assume first that z solves (5.6). Using the simple formula z ρ = z − µ ρ z ∇ and observing that M * M + MM * = I, we obtain (I + µ ρ HM * M)z ∇ = Hz, so that (5.8)
follows from (5.5). To verify that S defined by (5.8) is symplectic with respect to T, videlicet satisfies condition S * (t)J + J S(t) = µ ρ (t)S * (t)J S(t) for all t ∈ T, note that
It is straightforward to check that S * J + J S = µ ρ S * J S holds on T. Example 5.5. Consider the even-order Sturm-Liouville dynamic equation
which is formally self-adjoint [5] , p n = 0. We will show (5.9) can be written in the form of (5.7), where
To do this, we introduce the pseudo-derivatives of the function y given by y [1] . . . . . .
and the matrices A, B, and C above, we have that x ∇ = A(t)x + B(t)u ρ , u ∇ = C(t)x − A * (t)u ρ , and the example is complete.
Consider extending the discrete linear Hamiltonian analysis given by Shi [25] to an eigenvalue problem for the Hamiltonian nabla system (5.7) on general time scales (including non-isolated time scales), namely Then we have the following key result. .
