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Abstract
We give an approximation algorithm for non-uniform sparsest cut with the following guarantee: For
any ε, δ ∈ (0, 1), given cost and demand graphs with edge weights C,D : (V
2
) → R+ respectively, we
can find a set T ⊆ V with C(T,V \T )
D(T,V \T ) at most
1+ε
δ
times the optimal non-uniform sparsest cut value, in
time 2r/(δε) poly(n) provided λr ≥ Φ∗/(1 − δ). Here λr is the r’th smallest generalized eigenvalue of the
Laplacian matrices of cost and demand graphs; C(T, V \ T ) (resp. D(T, V \ T )) is the weight of edges
crossing the (T, V \ T ) cut in cost (resp. demand) graph and Φ∗ is the sparsity of the optimal cut. In
words, we show that the non-uniform sparsest cut problem is easy when the generalized spectrum grows
moderately fast. To the best of our knowledge, there were no results based on higher order spectra for
non-uniform sparsest cut prior to this work.
Even for uniform sparsest cut, the quantitative aspects of our result are somewhat stronger than previ-
ous methods. Similar results hold for other expansion measures like edge expansion, normalized cut, and
conductance, with the r’th smallest eigenvalue of the normalized Laplacian playing the role of λr(G) in the
latter two cases.
Our proof is based on an `1-embedding of vectors from a semi-definite program from the Lasserre
hierarchy. The embedded vectors are then rounded to a cut using standard threshold rounding. We hope
that the ideas connecting `1-embeddings to Lasserre SDPs will find other applications. Another aspect
of the analysis is the adaptation of the column selection paradigm from our earlier work on rounding
Lasserre SDPs [9] to pick a set of edges rather than vertices. This feature is important in order to extend the
algorithms to non-uniform sparsest cut.
1 Introduction
The problem of finding sparsest cut on graphs is a fundamental optimization problem that has been inten-
sively studied. The problem is inherently interesting, and is important as a building block for divide-and-
conquer algorithms on graphs as well as to many applications such as image segmentation [17, 18], VLSI
layout [7], packet routing in distributed networks [6], etc.
Let us define the prototypical sparsest cut problem more concretely. We are given a set of n-vertices, V ,
along with two functions C,D :
(
V
2
) → R+ representing edge weights of some cost and demand graphs,
respectively. Then given any subset T ⊂ V , we define its sparsity as the following ratio:
ΦT
def
=
∑
u<v Cu,v · |1T (u)− 1T (v)|∑
u<vDu,v · |1T (u)− 1T (v)|
, (1)
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where 1T is the indicator function of T . Our goal in the SPARSEST CUT problem is to find a subset T ⊂ V
with minimum sparsity, which we denote by Φ∗ def= minT⊂V ΦT . The special case of demand graph being a
clique, where the denominator of eq. (1) becomes |T | · |V \T |, is called the UNIFORM SPARSEST CUT problem.
The value of the sparsest cut can be understood in terms of the spectral properties of cost and demand
graphs. Let 0 ≤ λ1 ≤ λ2 ≤ · · · ≤ λm be the generalized eigenvalues between the Laplacian matrices of cost and
demand graphs (see Section 2 for formal definitions). In a way similar to the “easy” direction of Cheeger’s
inequality, we can use Courant-Fischer Theorem to show that λ1 ≤ Φ∗. At some point, the eigenvalue λr
will exceed Φ∗. Our main result is an approximation algorithm for SPARSEST CUT which is efficient when
this happens for small r. In particular:
Theorem 1.1. Given V and C,D :
(
V
2
)→ R+, for any positive integer r, one of the following holds.
• Either one can find T ⊂ V with ΦT ≤ 2Φ∗ in time 2O(r) poly(n) where n = |V |,
• Or Φ∗ ≥ 0.49λr.
Our actual approximation guarantee is stronger and offers a trade-off: for any δ ∈ (0, 1) we can find a
1.01
δ approximation to Φ
∗ in exp(O(r/δ))nO(1) time provided λr ≥ Φ∗/(1 − δ). The formal result is stated
in Theorem 3.4 (the above follows as a corollary with suitable choice of parameters). We can also get similar
results for various expansion problems such as normalized cut, edge expansion and conductance using the
same algorithm.
1.1 Previous approximation algorithms for sparsest cut
As the (UNIFORM) SPARSEST CUT problem and closely related variants (such as edge expansion and con-
ductance) are all NP-hard in general, theoretically much effort has gone into the design of good approxi-
mation algorithm for the problem.
For UNIFORM SPARSEST CUT problem, the hard direction of Cheeger’s inequality shows one can “round”
the eigenvector corresponding to λ1 to a cut T satisfying ΦU ≤
√
8dmaxλ1(G) where dmax is the maximum
degree1. This gives O(
√
dmax/Φ∗(G)) ≤ O(
√
dmax/λ1(G)) approximation which is good for moderate val-
ues of Φ∗ for the case of UNIFORM SPARSEST CUT. To the best of our knowledge, no analogue of this result
is known for SPARSEST CUT.
For smaller values of Φ∗, the best approximation for SPARSEST CUT is based on solving a convex relax-
ation of the problem, and then rounding the solution to a cut. Using linear programming (LP), in a seminal
work, Leighton and Rao [15] gave a factor O(log n) approximation for SPARSEST CUT (here n denotes the
number of vertices). Beautiful connections of approximating sparsest cut to embeddings of metric spaces
into the `1-metric were later discovered in [16, 5]. Using a semi-definite programming (SDP) relaxation, the
approximation ratio was improved toO(
√
log n) for UNIFORM SPARSEST CUT in the breakthrough work [4].
For SPARSEST CUT, using `1 embeddings of negative type metrics, an approximation factor of O(log3/4 n)
was obtained in [8] and a factorO(
√
log n log log n), nearly matching the UNIFORM SPARSEST CUT case, was
obtained in [3].
Recently, higher order eigenvalues were used to approximate many graph partitioning problems. In [9],
we gave an algorithm based on SDPs from the Lasserre hierarchy achieving an approximation factor of the
form (1 + ε)/min{1, λ˜r} for problems such as minimum bisection, small set expansion, etc, where λ˜r is the
r’th smallest eigenvalue of the normalized Laplacian. On a similar front, for the UNIFORM SPARSEST CUT
problem, if the rth eigenvalue is large relative to expansion, one can combine the eigenspace enumeration
of [2] with a cut improvement procedure from [1] to obtain a constant factor approximation for UNIFORM
SPARSEST CUT in time nO(1)2O(r).2 The details of this combination are briefly spelled out in Section 4. We
will revisit this approach in Section 1.2 to show why it does not work for SPARSEST CUT.
1Cheeger’s inequality is usually stated in terms of the second eigenvalue of graph Laplacian matrix, which is equal to the smallest
generalized eigenvalue, λ1.
2We thank an anonymous reviewer for this observation.
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A common theme in this line of work is that one can obtain a constant factor approximation with run-
ning time being a function of how fast the spectrum grows (both our algorithms in this paper and the ones
in [9] in fact allow approximation schemes). Put differently, one can identify a generic condition which
highlights what kind of graphs are easy.
To the best of our knowledge, in the case of SPARSEST CUT with an arbitrary demand graph, no such
results of the above vein are known. In fact, we are not aware of the analog of the harder direction of
Cheeger’s inequality, let alone spectrum based approximation schemes. In this paper, we present such an
approximation scheme based on the generalized eigenvalues.
1.2 Overview of Our Contributions
In this section, we briefly describe our main contributions in terms algorithmic tools and techniques over
similar algorithms such as [9].
Main Contributions. Our algorithm is based on solving one of the strongest known SDP relaxations, r-
rounds of Lasserre Hierarchy, similar to [9]. Any solution for this SDP yields a vector for each r-subset of
vertices and each possible labeling of them. The rounding algorithm in [9] is based on choosing a set of
r-nodes, “seeds”, then labeling these using the SDP solution. Finally these labels are “propagated” to other
vertices independently at random. Such rounding is acceptable for constraint satisfaction type problems such
as maximum cut.
Unfortunately for problems such as SPARSEST CUT, independent rounding is too “crude”: It tends to
break the graph into many disconnected components, which is rather disastrous for SPARSEST CUT.
In this paper, we consider a more “delicate” rounding based on thresholding. Our main contribution is
to show how the performance of such rounding is related to some strong geometrical quantities of under-
lying SDP solution, and we show how to bound it using generalized spectra.
Comparison with Subspace Enumeration. One successful technique for designing approximation algo-
rithms based on higher order spectrum is subspace enumeration [13, 2]. Suppose we have a target set T
corresponding to a UNIFORM SPARSEST CUT. These techniques rely on the fact that the indicator vector T
should have a large component on the span of small eigenvectors. Thus by enumerating over the vectors on
this subspace using some ε-net, we can find a set whose symmetric difference with T is small. Combining
this with a cut improvement algorithm due to [1], one can obtain an approximation algorithm for UNIFORM
SPARSEST CUT problem with slightly worse approximation factors than ours (see Section 4).
Unfortunately the immediate extension of this approach to SPARSEST CUT by using the generalized
eigenvectors does not work as the generalized eigenvectors are not orthogonal in the Euclidean space.
2 Preliminaries
We now formally define the notation and terminology that will be useful to us in the paper.
Sets. Let [m] def= {1, 2, . . . ,m}. Given set A and positive integer k, we use (Ak) (resp. ( A≤k)) to denote the set
of all possible size k (resp. size at most k) subsets of A. We use R+ to denote the set of non-negative reals.
Euclidean Space. Given row set B, we use RB to denote the set of real vectors where each row (axis) is
associated with an element of B. For any vector x ∈ RB , its coordinate at axis b ∈ B is denoted by x(b). Let
‖x‖p be its pth norm with ‖x‖ def= ‖x‖2, and xT be its transpose. Finally for any x, y ∈ RB , let 〈x, y〉 = xT y
be their inner product
∑
b∈B xbyb.
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Matrices. Given row set B and column set C, we use RB,C 3 we to denote the set of real matrices whose
rows and columns are associated with elements of B and C, respectively. Given matrix X ∈ RB,C , for any
b ∈ B, c ∈ C, we will use Xb,c ∈ R to denote entry of X at row b and column c. For convenience, we use
Xc ∈ RB to denote the vector corresponding to the column c of X . Likewise given subset of columns of X ,
S ⊆ C, we use XS ∈ RB,S to denote the matrix corresponding to the columns S of X . Given matrix X , we
use ‖X‖F , Tr(X) and XT to denote Frobenius norm of X , its trace and transpose.
Finally we use XΠ and X⊥ to denote the projection matrices onto the span of X and its orthogonal
complement.
Positive Semi-Definite (PSD) Ordering. Given a symmetric matrix X ∈ RA,A, we say X is a PSD matrix,
denoted by X  0, iff yTXy ≥ 0 for all y ∈ RA.
Eigenvalues. Given symmetric matrix X ∈ RA,A, for any integer i ≤ |A|, we define its ith smallest and
largest eigenvalues as the following, respectively:
λi(X)
def
= max
rank(Z)≤i−1
min
w⊥Z,w 6=0
wTXw
wTw
,
σi(X)
def
= min
rank(Z)≤i−1
max
w⊥Z,w 6=0
wTXw
wTw
.
Generalized Eigenvalues. Given two symmetric matrices X,Y ∈ RA,A with Y  0, for any integer i ≤
rank(Y ), we define their ith smallest generalized eigenvalue as the following:
λi(X,Y )
def
= max
rank(Z)≤i−1
min
w⊥Z,Y w 6=0
wTXw
wTY w
. (2)
Graphs. We assume all graphs are simple, undirected and edge-weighted with non-negative weights. We
associate each graph with its edge weight function of the formW :
(
V
2
)→ R+, where we useWu,v to denote
the weight of edge between u and v for convenience.
Laplacian Matrices. Given a graph with weights W :
(
V
2
) → R+, the associated graph Laplacian matrix,
LW ∈ RV,V , is defined as the following symmetric matrix:
(LW )a,b =

∑
c
Wa,c if a = b,
−Wa,b if a 6= b.
For any X ∈ RΥ,V , it is easy to see that Tr [XTXLW ] = ∑u<vWu,v ‖Xu −Xv‖2, which also implies LW 
0.
2.1 Lasserre Hierarchy
We present the formal definitions of the Lasserre Hierarchy of SDP relaxations [14], tailored to the setting
of the problems we are interested in, where the goal is to assign to each vertex/variable from V a label from
{0, 1}.
3We chose this notation over the conventional one (RB×C ) so as to prevent ambiguity when the rows, B, or columns, C, are
Cartesian products themselves.
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Definition 2.1 (Lasserre vector set). Given a set of variables V and a positive integer r, a collection of vectors x is
said to satisfy r-rounds of Lasserre Hierarchy, denoted by x ∈ Lasserrer(V ), if it satisfies the following conditions:
1. For each set S ∈ ( V≤r+1), there exists a function xS : {0, 1}S → RΥ that associates a vector of some finite
dimension Υ with each possible labeling of S. We use xS(f) to denote the vector associated with the labeling
f ∈ {0, 1}S .
For singletons u ∈ V , we will use xu and xu(1) interchangeably.
For f ∈ {0, 1}S and v ∈ S, we use f(v) as the label v receives from f . Also given sets S with labeling
f ∈ {0, 1}S and T with labeling g ∈ {0, 1}T such that f and g agree on S ∩ T , we use f ◦ g to denote the
labeling of S ∪ T consistent with f and g: If u ∈ S, (f ◦ g)(u) = f(u) and vice versa.
2. x∅ 6= 0.
3. 〈xS(f), xT (g)〉 = 0 if there exists u ∈ S ∩ T such that f(u) 6= g(u).
4. 〈xS(f), xT (g)〉 = 〈xA(f ′), xB(g′)〉 if S ∪ T = A ∪B and f ◦ g = f ′ ◦ g′.
5. For any u ∈ V ,∑j∈{0,1} ‖xu(j)‖2 = ‖x∅‖2.
6. (implied by above constraints) For any S ∈ ( V≤r+1), u ∈ S and f ∈ {0, 1}S\{u}, ∑g∈{0,1}u xS(f ◦ g) =
xS\{u}(f).
3 Our Algorithm and Its Analysis
Algorithm 1 T = ROUND(C,D, x,S): Seed based rounding in time 2O(r′) poly(n). Sparsity of its output is
bounded in Theorem 3.1.
Input: • C,D : (V2)→ R+; x ∈ Lasserre2r′+2(V ) and seed set S ⊆ (V2)with |S| ≤ r′.
Output: • A set T ⊂ V representing an approximation for SPARSEST CUT problem.
Procedure: 1. S˜ ← {u ∈ V | ∃v : {u, v} ∈ S} ⊆ V .
2. For each f : S˜ → {0, 1},
(a) Let pf : [n]→ V be an ordering of V so that 〈xS˜(f), xpf (1)〉 ≤ . . . ≤ 〈xS˜(f), xpf (n)〉.
(b) For each i ∈ [n],
T (f, i)← {pf (1), pf (2), . . . , pf (i)} .
3. T ← argminf :S˜→{0,1},i∈[n] ΦT (f,i).
The complete algorithm is presented in Algorithm 3. It is based on rounding a certain r′-rounds of
Lasserre Hierarchy relaxation for the SPARSEST CUT problem given positive integer r′:
min
∑
u<v Cu,v‖xu − xv‖2∑
u<vDu,v‖xu − xv‖2
(4)
st
∑
u<v
Du,v‖xu − xv‖2 > 0,
x ∈ Lasserrer′(V ), ‖x∅‖2 = 1.
It is easy to see that eq. (4) is indeed a relaxation of SPARSEST CUT problem. Even though it is not an SDP
problem (it is quasi-convex), there is an equivalent SDP formulation.
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Algorithm 2 S =SELECT-SEEDS(D,x): Seed selection in time poly(n).
Input: • x ∈ Lasserre2r′+2(V ) and D :
(
V
2
)→ R+ as the demand graph.
Output: • S ⊆ (V2)with |S| ≤ r′ as a set of seed edges.
Procedure: 1. Let X̂ ← [√Du,v(xu − xv)]{u,v}∈(V2).
2. Use the column selection algorithm from [11] to choose r′-columns, S ⊆ (V2), of matrix X̂ and return S.
Algorithm 3 T =APPROXIMATE-SC(C,D, r′): Main algorithm for approximating SPARSEST CUT. Sparsity
of the output is bounded in Theorem 3.4. A naı¨ve implementation will run in time nO(r
′). However this
algorithm exactly fits into the local rounding framework introduced in [10], therefore we can use the faster
solver from [10] to decrease the running time to 2O(r
′) poly(n).
Input: • C,D : (V2)→ R+ as the cost and demand graphs, respectively.
Output: • A set T ⊂ V representing an approximation for SPARSEST CUT problem.
Procedure: 1. Compute a (near-)optimal solution, x, to the following SDP:
min
∑
u<v Cu,v‖xu − xv‖2
st
∑
u<vDu,v‖xu − xv‖2 = 1,
‖x∅‖2 > 0, x ∈ Lasserre2r′+2(V ).
(3)
2. S ← SELECT-SEEDS(D,x) (Algorithm 2).
3. T ← ROUND(C,D, x,S) (Algorithm 1). Return T .
Lemma 3.1. The following SDP is equivalent to eq. (4):
min
∑
u<v
Cu,v‖wu − wv‖2 (5)
st
∑
u<v
Du,v‖wu − wv‖2 = 1,
‖w∅‖2 > 0, w ∈ Lasserrer′(V ).
Remark 3.1. The constraint ‖w∅‖2 > 0 in eq. (5) is redundant, but we included it for the sake of clarity.
Proof of Lemma 3.1. Given a feasible solution x for formulation (4), consider the following collection of vec-
tors, w = [wT ]T∈( V≤r′). For each T ∈
(
V
≤r′
)
, we define wT as wT
def
= 1√∑
u<v Du,v‖xu−xv‖2
xT . It is easy to see
that
∑
u<vDu,v‖wu−wv‖2 = 1 and objective values are equal. Finally ‖w∅‖2 = 1∑
u<v Du,v‖xu−xv‖2 > 0 since
0 <
∑
u<vDu,v‖xu − xv‖2 < +∞.
For the other direction of equivalence, suppose w is a feasible solution of eq. (5). For each T ∈ ( V≤r′), f ∈
{0, 1}T , let xT (f)← 1‖w∅‖wT (f). It is easy to see that the objective values are equal. The rest of the proof for
x being a feasible solution of eq. (4) follows similarly to the previous direction.
Remark 3.2. The main components of our rounding, Algorithms 1 and 2, are scale invariant; thus the formulation
given in eq. (5) is sufficient for rounding purposes. But we chose to first present eq. (4) as it is more intuitive.
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3.1 Intuition Behind Our Rounding
For an intuition behind our rounding procedure, presented in Algorithm 1, we start with a simple random-
ized rounding procedure, which is based on the seed based propagation framework from [9]. In [9], the
different vertices were rounded independently according to their marginal distribution (conditioned on a
partial assignment to the seed set), whereas here we do correlated threshold rounding. The algorithm can
be easily derandomized as described at the end of this subsection. In the below description, the details of
the seed selection procedure will be skipped and deferred to Section 3.3. For now we develop the algorithm
and analyze it assuming some fixed choice of seed edges. (We will use the analysis as a guide to make a
prudent choice of seed edges.)
Randomized rounding algorithm. Consider the following procedure. On input x ∈ Lasserre2r′+2(V ):
1. Choose a set of r′-edges from the demand graph, say S ⊆ (V2) (seed edges).
2. Let S˜ be the set of their endpoints, S˜ ← {u ∈ V | exists v such that {u, v} ∈ S} ⊆ V .
3. Observe that |S˜| ≤ 2r′, hence the values ∥∥xS˜(f)∥∥2 define a probability distribution over all labelings
of S˜, f : S˜ → {0, 1} . So sample a labeling for S˜, f : S˜ → {0, 1}, with probability ‖xS˜(f)‖2.
4. Choose a threshold τ ∈ [0, 1] uniformly at random and output the following set:
T (f, τ)
def
=
{
u ∈ V
∣∣∣∣ 〈xS˜(f), xu〉‖xS˜(f)‖2 ≥ τ
}
.
In order for this procedure to make sense, the range of 〈xS˜(f),xu〉‖xS˜(f)‖2 should be similar to τ ’s range. In the
following claim, we prove this.
Claim 3.1. Provided that xS˜(f) 6= 0, we have: (i) 0 ≤
〈xS˜(f),xu〉
‖xS˜(f)‖2 ≤ 1 for any u ∈ V , (ii)
|〈xS˜(f),xu−xv〉|
‖xS˜(f)‖2 ≤ 1 for
any pair u, v ∈ V , (iii) 〈xS˜(f),xu〉‖xS˜(f)‖2 = f(u) for any u ∈ S˜.
of (i) and (ii). We will only prove (i), from which (ii) follows immediately. The lower bound follows from
〈xS˜(f), xu〉 = ‖xS˜∪{u}(f ◦ 1)‖2 ≥ 0. For the upper bound, we have:
〈xS˜(f), xS˜(f)− xu〉 =‖xS˜(f)‖2 − 〈xS˜(f), xu〉
=〈xS˜(f), x∅〉 − 〈xS˜(f), xu〉
=〈xS˜(f), xu(0)〉
=‖xS˜∪{u}(f ◦ 0)‖2 ≥ 0.
of (iii). Follows from the fact that 〈xS˜(f), xu(f(u))〉 = ‖xS˜(f)‖2.
Let’s calculate the probability of separating two vertices by this procedure.
Claim 3.2. Ef,τ
[ ∣∣1T (f,τ)(u)− 1T (f,τ)(v)∣∣ ] = ∑f ∣∣〈xS˜(f), xu − xv〉∣∣ .
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Proof. For fixed f , by Claim 3.1 the probability of separating u and v is equal to |〈xS˜(f),xu−xv〉|‖xS˜(f)‖2 . Taking
expectation over f :
Ef,τ
[ ∣∣1T (f,τ)(u)− 1T (f,τ)(v)∣∣ ]
=
∑
f
‖xS˜(f)‖2
∣∣〈xS˜(f), xu − xv〉∣∣
‖xS˜(f)‖2
=
∑
f
∣∣〈xS˜(f), xu − xv〉∣∣ .
Derandomization. For any fixed f : S˜ → {0, 1}, there are at most n different T (f, τ)’s. Hence instead of
choosing f : S˜ → {0, 1} and τ ∈ [0, 1] randomly, we can perform an exhaustive search over all possible
such sets and output the one with minimum sparsity. Since there are at most n2O(r
′) many unique T (f, τ)’s,
the exhaustive search can easily be implemented in time poly(n)2O(r
′). The rounding procedure along with
this modification is presented in Algorithm 1.
3.2 Seed Based `1-embedding
Toward analyzing the rounding algorithm of the previous section, we now define an embedding of the
vertices into `1, based on the Lasserre solution (and the chosen seed edges).
Definition 3.1 (Seed Based Embedding). Given x ∈ Lasserre2r′+2(V ) and S ⊆
(
V
2
)
with |S| ≤ r′, let S˜ be the
endpoints of edges in S so that S ⊆ (S˜2). Then we define the seed based embedding of x as the following collection of
vectors. For each u ∈ V , ySu ∈ R{0,1}
S˜
is given by
ySu
def
=
[
〈xS˜(f), xu〉
]
f :S˜→{0,1}
.
Observe that ‖ySu − ySv ‖1 is equal to the probability that u and v are separated as shown in Claim 3.2.
It is well known that once we have an `1-embedding, we can get a cut with similar sparsity by choosing
the best threshold cut along each coordinate and this is exactly what we do in Algorithm 1. The following
lemma is well-known but for the sake of completeness we provide a proof.
Lemma 3.2 ([16]). Given a set of vertices V , a collection of vectors
[
yu ∈ RΥ
]
u∈V representing an embedding of V ,
the following holds. For any C,D :
(
V
2
)→ R+ being the edge weights of graphs G and H , respectively:
min
f∈Υ,
τ∈R
ΦT (f,τ) ≤
∑
u<v Cu,v ‖yu − yv‖1∑
u<vDu,v ‖yu − yv‖1
. (6)
Here T (f, τ) def=
{
u ∈ V ∣∣ yu(f) ≥ τ} represents the threshold cut along coordinate f ∈ Υ.
Proof. For any f ∈ Υ, let δf def= maxa,b |ya(f)− yb(f)| = maxb yb(f)−mina ya(f) and ∆ def=
∑
f δf . Consider
the following randomized process. Choose f ∈ Υ with probability proportional to δf and then sample a
threshold τ ∈u [mina ya(f),maxb yb(f)]. Then:
Ef,τ
[ ∣∣1T (f,τ)(u)− 1T (f,τ)(v)∣∣ ] =∑
f∈Υ
δf
∆
|yu(f)− yv(f)|
δf
(7)
=
1
∆
‖yu − yv‖1 .
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We have
min
f∈Υ,
τ∈R
ΦT (f,τ) = min
f∈Υ,
τ∈R
∑
u<v Cu,v
∣∣1T (f,τ)(u)− 1T (f,τ)(v)∣∣∑
u<vDu,v
∣∣1T (f,τ)(u)− 1T (f,τ)(v)∣∣
≤
Ef,τ
[∑
u<v Cu,v
∣∣1T (f,τ)(u)− 1T (f,τ)(v)∣∣ ]
Ef,τ
[∑
u<vDu,v
∣∣1T (f,τ)(u)− 1T (f,τ)(v)∣∣ ]
=
∑
u<v Cu,v ‖yu − yv‖1∑
u<vDu,v ‖yu − yv‖1
(using eq. (7))
thus proving the lemma.
In the rest of this section, we will upper bound the right hand side of eq. (6) for our embedding from Def-
inition 3.1. To this end, we now obtain upper and lower bounds on the `1-distance ‖ySu − ySv ‖1 in terms of
the SDP vectors.
Claim 3.3. ‖ySu − ySv ‖1 ≤ ‖xu − xv‖2.
Proof. Since x ∈ Lasserre2r′+2(V ), we can express xu and xv as xu = xu,v(10)+xu,v(11) and xv = xu,v(01)+
xu,v(11) respectively. Thus xu − xv = xu,v(10)− xu,v(01). Now the following identity follows easily4:
‖xu − xv‖2 =‖xu,v(10)‖2 + ‖xu,v(01)‖2 (8)
− 2 〈xu,v(10), xu,v(01)〉︸ ︷︷ ︸
=0
=‖xu,v(10)‖2 + ‖xu,v(01)‖2.
Therefore: ∣∣ySu (f)− ySv (f)∣∣ = ∣∣〈xS˜(f), xu − xv〉∣∣
=
∣∣〈xS˜(f), xu,v(10)− xu,v(01)〉∣∣
≤ ∣∣〈xS˜(f), xu,v(10)〉∣∣
+
∣∣〈xS˜(f), xu,v(01)〉∣∣
For any g : {u, v} → {0, 1}, 〈xS˜(f), xu,v(g)〉 =
∥∥xS˜∪{u,v}(f ◦ g)∥∥2 ≥ 0. Thus:
=〈xS˜(f), xu,v(10)〉+ 〈xS˜(f), xu,v(01)〉. (9)
Summing eq. (9) over f and using the fact that x∅ =
∑
f xS˜(f):
‖ySu − ySv ‖1 ≤
〈∑
f
xS˜(f), xu,v(10) + xu,v(01)
〉
=〈x∅, xu,v(10) + xu,v(01)〉
=‖xu,v(10)‖2 + ‖xu,v(01)‖2
=‖xu − xv‖2 by eq. (8).
4 Intuitively, it corresponds to the following. The “probability” of u and v are separated is equal to the probability of u and v being
labeled with 1 and 0 or 0 and 1.
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Claim 3.4. ‖ySu − ySv ‖1 ≥
∑
f :xS˜(f) 6=0〈xS˜(f), xu − xv〉
2 where xS˜(f)
def
=
xS˜(f)
‖xS˜(f)‖ is the unit vector for xS˜(f).
Proof. For any f : xS˜(f) 6= 0, by Claim 3.1, 0 ≤
|〈xS˜(f),xu−xv〉|
‖xS˜(f)‖2 ≤ 1 thus
|〈xS˜(f),xu−xv〉|
‖xS˜(f)‖2 ≥
( 〈xS˜(f),xu−xv〉
‖xS˜(f)‖2
)2
.
Multiplying both sides with ‖xS˜(f)‖2 > 0, we obtain∣∣〈xS˜(f), xu − xv〉∣∣ ≥ 〈xS˜(f), xu − xv〉2‖xS˜(f)‖2 .
Summing over all f : xS˜(f) 6= 0, we obtain the desired lower bound,
‖ySu − ySv ‖1 =
∑
f
∣∣〈xS˜(f), xu − xv〉∣∣
≥
∑
f :xS˜(f)6=0
〈xS˜(f), xu − xv〉2
‖xS˜(f)‖2
.
In its current form, our lower bound is not very useful as it involves the higher order vectors (xS˜(f)’s)
from our relaxation. Unfortunately these vectors are very hard to reason about: We do not have any direct
handle on them. Therefore our goal is to relate this expression to some other expression that only involves
the vectors for edges (xu − xv’s). We first introduce some notation.
Notation 3.1. Let ΠS˜
def
=
∑
f :xS˜(f)6=0 xS˜(f) · xS˜(f)
T
.
We can rewrite the lower bound from Claim 3.4 in terms of ΠS˜ as follows:∑
f
〈xS˜(f), xu − xv〉2
=(xu − xv)T
∑
f
xS˜(f) · xS˜(f)
T
(xu − xv)
=(xu − xv)TΠS˜(xu − xv). (10)
As observed in [9], ΠS˜ has a special structure — it is a projection matrix onto the span of vectors {xS˜(f)}f .
Proposition 3.1. Π2S˜ = ΠS˜ , i.e. ΠS˜ is a projection matrix onto the span of vectors in {xS˜(f)}.
Proof. Observe that 〈xS˜(f), xS˜(g)〉 =
{
1 if f = g,
0 else
. Then we have:
Π2S˜ =
∑
f,g
〈xS˜(f), xS˜(g)〉xS˜(f) · xS˜(g)
T
=
∑
f
xS˜(f) · xS˜(f)
T
= ΠS˜ .
For each seed edge {u, v} ∈ S , xu − xv ∈ span
{
xS˜(f)
}
. This means we can lower bound the matrix ΠS˜
in terms of the projection matrix onto the span of vectors corresponding to seed edges!
Notation 3.2. Let PS be the projection matrix onto the span of {xu − xv}{u,v}∈S . Similarly let P⊥S be projection
matrix onto the orthogonal complement of {xu − xv}{u,v}∈S , i.e., P⊥S = I − PS . Here I is the identity matrix of
appropriate dimension.
The final ingredient in our embedding is to lower bound the `1 distance.
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Lemma 3.3. ‖ySu − ySv ‖1 ≥ ‖PS(xu − xv)‖2 = ‖xu − xv‖2 −
∥∥P⊥S (xu − xv)∥∥2.
Proof. From Claim 3.4 and eq. (10) we see that ‖ySu − ySv ‖1 ≥ (xu − xv)TΠS˜(xu − xv). For any u ∈ S˜,
xu =
∑
f :f(u)=1 xS˜(f) hence xu ∈ span{xS˜(f)}. In particular, for any pair u, v ∈ S˜: xu − xv ∈ span{xS˜(f)},
which means:
span {xu − xv}{u,v}∈S ⊆ span {xu − xv}u,v∈S˜
⊆ span{xS˜(f)}
=⇒ ΠS˜  PS =P 2S .
Consequently, (xu − xv)TΠS˜(xu − xv) ≥ (xu − xv)TP 2S(xu − xv) = ‖PS(xu − xv)‖2.
We wrap up this section with the following theorem which bounds the approximation factor of our
Algorithm 1 in terms of the SDP vectors xu and the projection matrix P⊥S corresponding to the seed edges
S.
Theorem 3.1. Given x ∈ Lasserrer′(V ) and a set of seed edges S ⊆
(
V
2
)
with projection matrices PS , P⊥S as
in Notation 3.2; let T ⊂ V be the set returned by Algorithm 1. Then the sparsity ΦT of T is bounded by:
ΦT ≤ ΦSDP ·
(
1−
∑
u<vDu,v‖P⊥S (xu − xv)‖2∑
u<vDu,v‖xu − xv‖2
)−1
(11)
where ΦSDP def=
∑
u<v Cu,v‖xu−xv‖2∑
u<v Du,v‖xu−xv‖2 .
Proof. ΦT ≤
∑
u<v Cu,v‖ySu−ySv ‖1∑
u<v Du,v‖ySu−ySv ‖1 follows from Lemma 3.2. Claim 3.3 and Lemma 3.3 together imply:∑
u<v Cu,v‖ySu − ySv ‖1∑
u<vDu,v‖ySu − ySv ‖1
≤
∑
u<v Cu,v‖xu − xv‖2∑
u<vDu,v‖xu − xv‖2 −
∑
u<vDu,v‖P⊥S (xu − xv)‖2
=ΦSDP
(
1−
∑
u<vDu,v‖P⊥S (xu − xv)‖2∑
u<vDu,v‖xu − xv‖2
)−1
.
3.3 Choosing Seed Edges
We now turn to the main missing piece in our algorithm and its analysis: how to make a good choice of the
seed edges S, and how to relate the guarantee of eq. (11) for that choice of S to the generalized eigenvalues
between the Laplacians of the cost and demand graphs.
Notation 3.3. Given x = [xT ∈ RΥ] and D :
(
V
2
) → R+, let X̂ ∈ RΥ,(V2) be the following matrix whose columns
are associated with vertex pairs: X̂ def=
[√
Du,v(xu − xv)
]
{u,v}∈(V2)
.
Observe that
∥∥∥X̂∥∥∥2
F
=
∑
u<vDu,v ‖xu − xv‖2. Since S ⊆
(
V
2
)
, the matrix X̂S , consisting of columns of
X indexed by S, is well defined. Moreover there is a strong connection between X̂ΠS and PS , which we
formalize next:
Claim 3.5. PS  (X̂S)
Π
. Furthermore if S ⊆ support(D) then PS = (X̂S)
Π
.
Proof. Recall that S ⊆ (V2) and PS represents span{xu − xv}{u,v}∈S , which contains every column of X̂S =[√
Du,v (xu − xv)
]
{u,v}∈S .
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After substituting Notation 3.3, the approximation factor in Theorem 3.1 becomes(
1− ‖(X̂S)
⊥X̂‖2F
‖X̂‖2F
)−1
.
One way to think about ‖(X̂S)⊥X̂‖2F is in terms of column based matrix reconstruction. If we were to
express each column of X̂ as a linear combination of only r-columns of X̂ , what is the minimum recon-
struction error (in terms of Frobenius norm) we can achieve? Without the restriction of choosing only
columns, this question becomes easy to answer: the best error is achieved by the top r singular vectors of X̂
and equals the sum of all but largest r eigenvalues of the Gram matrix, X̂T X̂ . For convenience, we record
this in Claim 3.6 below.
Notation 3.4. Let σ1 ≥ σ2 ≥ . . . ≥ σm ≥ 0 be the eigenvalues of X̂T X̂ in descending order.
Claim 3.6. For any seed set S ⊆ (V2) with |S| = r, ‖(X̂S)⊥X̂‖2F ≥∑j≥r+1 σj .
In [11], it was shown that choosing∼ rε many columns suffice to decrease the error within a (1+ε)-factor
of this lower bound and this is essentially the best possible up to low order terms.
Theorem 3.2 ([11]). For any positive integer r and positive real ε, there exists r′ =
(
r
ε + r − 1
)
columns of X̂ , S,
such that ∥∥∥(X̂S)⊥X̂∥∥∥2
F
≤ (1 + ε)
∑
j≥r+1
σj .
Furthermore there exists an algorithm to find such S in time poly(n) (recall X̂ has (n2) = O(n2) columns).
Our seed selection procedure is presented in Algorithm 2. We bound
∑
j≥r+1 σj in Theorem 3.3. The
main approximation algorithm combining Algorithms 1 and 2 is presented in Algorithm 3 with its analysis
in Theorem 3.4.
Theorem 3.3. Let 0 ≤ λ1 ≤ λ2 ≤ . . . ≤ λm be the generalized eigenvalues of Laplacian matrices for the cost and
demand graphs. Then for X̂ being the matrix defined in Notation 3.3, the following bound holds:∑
j≥r+1 σj∥∥X̂∥∥2
F
≤ Φ
SDP
λr+1
.
Before proving Theorem 3.3, we will begin with stating a simple lower bound on the trace of matrix
products in terms of the spectra.
Lemma 3.4. Given a symmetric matrix X and positive semidefinite matrix Y :
Tr(XY ) ≥
∑
j
σj(X)λj(Y )
where σj(X) and λj(Y ) denote the jth largest eigenvalue of X and the jth smallest eigenvalues of Y , respectively.
Proof. von Neumann’s Trace Inequality [12] states that Tr(AB) ≤ ∑j σj(A)σj(B) for any pair of symmet-
ric matrices, A and B. This allows us to lower bound Tr(XY ) as follows, from which the claim follows
immediately:
Tr(X(−Y )) ≤
∑
i
σi(X)σi(−Y )
=
∑
i
σi(X)(−λi(Y )) = −
∑
i
σi(X)λi(Y ).
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Proof of Theorem 3.3. Since the claimed bound is scale independent, we may assume
∥∥X̂∥∥2
F
= 1 without loss
of generality.
Throughout the proof, we will use the following matrices:
• X def= [xu]u∈V ∈ RΥ,V ,
• BC ∈ R(
V
2),V is the following edge-node incidence matrix of the cost graph whose columns and rows
are associated with vertices and edges, respectively. Its entry at column c ∈ V and row {a, b} ∈ (V2)
with a < b (assuming some consistent ordering of V ) is given by:
(BC){a,b},c
def
=
√
Cu,v

1 if c = a,
−1 if c = b,
0 else.
• BD ∈ R(
V
2),V is defined similarly for the demand graph, with its rank being R.
• Singular value decomposition of BD is given by BD = PΛ1/2QT with QTQ = PTP = IR. Here P is
an orthonormal
(
n
2
)
-by-R matrix, Λ is an R-by-R positive diagonal matrix and Q is an orthonormal
n-by-R
matrix.
• LC , LD are the Laplacian matrices for cost and demand graphs, respectively.
• (LD)† is the pseudo-inverse of LD so that L†D = QΛ−1QT .
• Z def= L†DLCL†D.
The following identities are trivial:
X̂ = X(BD)
T ; LC = B
T
CBC ; LD = B
T
DBD = QΛQ
T .
Moreover ∥∥XBTC∥∥2F = Tr (XLCXT ) = ΦSDP Tr (XLDXT ) = ΦSDP
by our assumption that ‖X̂‖2F = Tr
(
XLDX
T
)
= 1.
Our goal is to lower bound ΦSDP = Tr(XLCXT ) by λr+1
∑
j≥r+1 σj . Our approach will be to use
Lemma 3.4 to prove this, by identifying a suitable matrix whose eigenvalues equal the generalized eigen-
values λj .
Since (LD)Π is a projection matrix and LC  0, we have LC  (LD)ΠLC(LD)Π . Substituting the identity
(LD)
Π = LD(LD)
† = (LD)†LD into this lower bound, we have:
LC LDL†DLCL†DLD
=(BD)
T
[
BD L
†
DLCL
†
D︸ ︷︷ ︸
=Z
(BD)
T
]
BD.
=⇒ ΦSDP = Tr (XLCXT )
≥Tr
{
X(BD)
T
[
BDZ(BD)
T
]
BDX
T
}
= Tr
{
X̂
[
BDZ(BD)
T
]
X̂T
}
. (12)
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Since the null space of X̂ = X(BD)T contains the null space of (BD)T , the row span of X̂ is contained in
the span of P . Recall that P is an orthonormal matrix, therefore PPT is a projection matrix onto its column
span. Consequently X̂PPT = X̂ and eq. (12) is equal to:
Tr
{
X̂PPT
[
BDZ(BD)
T
]
PPT X̂T
}
. (13)
If we substitute the lower bound from Lemma 3.4 into eq. (13), we see that∑
j
σj(X̂PP
T X̂T )λj(P
TBDZB
T
DP )
=
∑
j
σj(X̂X̂
T )λj(P
TBDZB
T
DP ),
where we used σj(M), λj(N) to denote the jth largest and smallest eigenvalues of matrices M and N ,
respectively. Observing that σj(X̂X̂T ) = σj(X̂T X̂) = σj , we finally obtain eq. (14):
ΦSDP = Tr(XLCX
T ) ≥ λr+1(PTBDZBTDP )
∑
j≥r+1
σj . (14)
To complete the proof, we need to relate λi(PTBDZBTDP ) to λi(LC , LD).
Claim 3.7. λj(PTBDZBTDP ) = λj(LC , LD).
Proof. First observe that PTBDZBTDP = Λ
1/2QTL†DLCL
†
DQΛ
1/2 = Λ−1/2QTLCQΛ−1/2. Since Λ is positive
definite, any eigenvalue of Λ−1/2QTLCQΛ−1/2 is also a generalized eigenvalue of matrices QTLCQ and Λ.
Q is an orthonormal matrix, therefore the generalized spectrum does not change when we transform both
matrices by Q, implying that λi(QTLCQ,Λ) = λi(QQTLCQQT , QΛQT ) = λi(QQTLCQQT , LD). Proof is
complete by observing that any generalized eigenvector, z, lies in the span of LD so that QQT z = z. Hence
λi(QQ
TLCQQ
T , LD) = λi(LC , LD).
Proof is complete by combining Claim 3.7 and eq. (14).
We put everything together in our main result below.
Theorem 3.4. Given C,D :
(
V
2
) → R+ representing cost and demand graphs, let 0 ≤ λ1 ≤ λ2 ≤ . . . ≤ λm
be their generalized eigenvalues in ascending order. For any positive integer r and real ε > 0, on input C, D and
r′ def= rε + r − 1, Algorithm 3 outputs a subset T ⊂ V whose sparsity ΦT (w.r.t cost graph C and demand graph D)
is bounded by:
ΦT ≤ Φ∗
(
1− (1 + ε) Φ
∗
λr+1
)−1
if (1 + ε)
Φ∗
λr+1
< 1.
Furthermore using the SDP solver from [10], the running time can be decreased to 2O(r
′) poly(n).
Proof. Whenever (1 + ε) Φ
∗
λr+1
< 1, the quantity 1− (1 + ε) Φ∗λr+1 is positive which means(
1− ‖(X̂S)
⊥X̂‖2F
‖X̂‖2F
)−1
≤
(
1− (1 + ε) Φ
∗
λr+1
)−1
by Theorems 3.2 and 3.3. Substituting the bound from Theorem 3.1 completes the proof.
There are two interesting regimes in Theorem 3.4, which we highlight in Corollary 3.1.
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Corollary 3.1. Given C,D :
(
V
2
)→ R+ representing cost and demand graphs, positive real 0 < δ ≤ 12 and positive
integer r, there exists an algorithm which outputs a subset T ⊂ V , in time 2O(r/δ)nO(1), such that:
• (Near Optimal) If Φ∗ < 12δ · λr then ΦT ≤ Φ∗(1 + δ);
• (Constant Factor) Otherwise if Φ∗ < (1− 2δ)λr then ΦT ≤ Φ∗δ .
4 Using Subspace Enumeration for UNIFORM SPARSEST CUT
Throughout this section, we will assume that the cost graph with weights C :
(
V
2
) → R+ and ∑u Cu,v = 1
for any v. Since G is regular, definitions of uniform sparsest cut / normalized cut and edge expansion /
conductance coincide. Thus we will focus only on UNIFORM SPARSEST CUT which we denote by φ∗.
The following theorem is adapted from [1] for our setting:
Theorem 4.1 (Cut Improvement, see [1]). For any x∗ ∈ {0, 1}V , given x ∈ {0, 1}V satisfying
0 < ‖x‖1 ≤ n
2
and
〈x, x∗〉
‖x∗‖1 >
‖x‖1
n
in polynomial time one can find y ∈ {0, 1}V whose edge expansion is within a factor
≤ 1− ‖x‖1/n〈x, x∗〉/‖x∗‖1 − ‖x‖1/n
of x∗’s edge expansion.
The following is adapted from [2]:
Theorem 4.2 (Eigenspace Enumeration [2]). In time 2O(r)nO(1), there exists an algorithm which outputs a set
X ⊆ {0, 1}V that contains some x ∈ X with following property. There exists x∗ ∈ {0, 1}V with:
‖x− x∗‖1
‖x∗‖1 ≤
8
λr
φ∗.
Combining these two, one can obtain the following5:
Corollary 4.1. For any positive integer r, if rth smallest eigenvalue of Laplacian matrix for cost graph satisfies
λr > 8φ
∗ where φ∗ is the UNIFORM SPARSEST CUT value, then in time nO(1)2O(r) one can find y ∈ {0, 1}V whose
uniform sparsity is bounded by:
2φ∗
1− 8φ∗λr
.
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