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WEAK SINDY FOR PARTIAL DIFFERENTIAL EQUATIONS
DANIEL A. MESSENGER∗ AND DAVID M. BORTZ∗
Abstract. We extend the WSINDy (Weak SINDy) method of sparse recovery introduced in [13] to the setting of partial
differential equations (PDEs). As in the case of ODE discovery, the weak form replaces pointwise approximation of derivatives
with local integrations against test functions and achieves effective machine-precision recovery of weights from noise-free data
(i.e. below the tolerance of the simulation scheme) as well as natural robustness to noise without the use of noise filtering.
The resulting WSINDy PDE algorithm uses separable test functions implemented efficiently via convolutions for discovery
of PDE models with computational complexity O(NM) from data points with M = ND+1 points, or N points in each of
D+ 1 dimensions. We demonstrate on several notoriously challenging PDEs the speed and accuracy with which WSINDy PDE
recovers the correct models from datasets with surprisingly large levels noise (often with levels of noise much greater than 10%).
Key words. data-driven model selection, partial differential equations, sparse recovery, Galerkin method, white noise,
Kuramoto-Sivashinsky, nonlinear Schro¨dinger’s, Sine-Gordon, reaction-diffusion, Navier-Stokes.
AMS subject classifications. 37M10, 62J99, 62-07, 65R99
1. Introduction. Stemming from Akaike’s seminal work in the 1970’s [1, 2], research into the automatic
creation of accurate mathematical models from data has progressed dramatically. In the last 20 years,
substantial developments have been made at the interface of applied mathematics and statistics to design
data-driven model selection algorithms that are both statistically rigorous and computationally efficient
(see [4, 11, 12, 21, 23, 24] for both theory and applications). A important achievement in this field was
the formulation and subsequent discretization of the system discovery problem in terms of a candidate
basis of nonlinear functions evaluated at the given dataset, together with a sparsification measure to avoid
overfitting [6]. In [22] the authors extended this framework to the context of catastrophe prediction and
used compressed sensing techniques to enforce sparsity. More recently, this approach has been generalized
as the SINDy algorithm (Sparse Identification of Nonlinear Dynamics) [5] and successfully used to identify
a variety of discrete and continuous dynamical systems.
The wide applicability, computational efficiency, and interpretability of the SINDy algorithm has spurred
an explosion of interest in the problem of identifying nonlinear dynamical systems from data. Some of the
primary techniques include Gaussian process regression [16], deep neural networks [18], Bayesian inference
[28, 29] and classical methods from numerical analysis [8, 10, 25]. Extension of SINDy to partial differential
equations (PDEs) was achieved in [17], where machine learning was used to arrive at appropriate hyperpa-
rameters. The variety of approaches for model discovery from data qualitatively differ in the interpretability
of the resulting data-driven dynamical system, the practicality of the algorithm, and the robustness to noise,
scale separation, etc. For instance, a neural-network based data-driven dynamical system does not easily
lend itself to physical interpretation. As well, certain sparsification techniques are not practical to the gen-
eral scientific community where the problem of system identification from data is ubiquitous, either due to
difficulty in arriving at optimal hyperparameters or lack of computational efficiency. The SINDy algorithm
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allows for direct interpretations of the dynamics from identified differential equations and uses sequentially
thresholded least-squares to enforce sparsity, which has its setbacks (see the discussion surrounding equation
(3.16)) but can be implemented efficiently and has been proven to converge to sparse local minimizers in a
bounded number of iterations [27]. Since it is not our goal to arrive at the optimal sparsification strategy,
in this article we use sequential thresholding throughout to demonstrate the viability of our proposed weak
formulation for PDE discovery. Naturally one could investigate using a more robust sparsification strategy.
The aim of the present article is to extend the WSINDy method (Weak SINDy) for recovering ODEs from
data to the context of PDEs [13]. WSINDy is a Galerkin-based data-driven model selection algorithm that
utilizes the weak form of the dynamics in a sparse regression framework. By integrating against compactly-
supported test functions, WSINDy avoids approximation of pointwise derivatives which are known to result
in low robustness to noise in traditional SINDy [17]. In [13] it is shown that by integrating against a suitable
choice of test functions, correct ODE model terms can be identified with machine-precision recovery of
weights (i.e. below the tolerance of the data simulation scheme) from noise-free synthetic data, and for data
sets with large noise, WSINDy successfully recovers the correct model terms without noise filtering. For PDE
identification, as we will show here, this trend still holds, and is in fact amplified: WSINDy PDE recovers
PDE models with high accuracy from low-noise data and can handle a surprising amount of noise, with
noise levels (defined in (4.1)) as high as 50% (see Table 3). In addition, we present a fast implementation
of WSINDy PDE algorithm achieved by rewriting the proposed weak dynamics in the form of a convolution
and integrating against test functions that are separable over the given coordinates. For measurement data
with N points in each of the (D+1) space-time dimensions (i.e. M = ND+1 total data points), the resulting
algorithmic complexity of WSINDy PDE is at worst O(JtotNM), where Jtot is the size of the candidate
model library. With subsampling the cost is further reduced.
We note that data-driven PDE discovery through the weak form of the dynamics (or other non-differential
formulations) is not new. The use of integral equations for system identification was proposed as early as the
1980’s [6] and was carried out in [19] in the context of ODEs using compressed sensing techniques to enforce
sparsity. More recently, the authors of [15] and [26] combine neural network-based recovery schemes with
integral and abstract evolution equations to recover PDE dynamics. To the best of our knowledge, however,
the methods presented here are the first spatiotemporal data-driven model selection routines that enforce
agreement through the weak formulation of the dynamics using integration against test functions and do not
rely on black-box routines such as neural networks.
The outline of the article is as follows. In Section 2 we introduce the system discovery problem and
notation to be used throughout. We introduce WSINDy PDE (Algorithm 3.2) in Section 3 along with several
computational subtilties that enable rapid and accurate system identification. Section 4 contains numerical
model discovery results for a range of nonlinear PDEs, including several vast improvements on existing
results in the literature. We conclude the exposition in Section 5 with natural next directions for this line
of research and a brief comparison between WSINDy PDE and other existing system discovery methods.
2. Problem Statement and Notation. Let U be a spatiotemporal dataset given on the spatial grid
X ⊂ Ω over timepoints t ⊂ [0, T ] where Ω is an open, bounded subset in RD, D ≥ 1. In the cases we
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consider here, Ω is rectangular and the spatial grid is given by a tensor product of one-dimensional grids
X = X1⊗· · ·⊗XD, where each Xd ∈ RNd for 1 ≤ d ≤ D has equal spacing ∆x, and the time grid t ∈ RND+1
has equal spacing ∆t. The dataset U is then a (D+ 1)-dimensional array with dimensions N1× · · ·×ND+1.
We write h(X, t) to denote the (D+1)-dimensional array obtained by evaluating the function h : RD×R→ C
at each of the points in the computational grid (X, t). Individual points in (X, t) will often be denoted by
(xk, tk) ∈ (X, t) where
(xk, tk) = (Xk1,...,kD , tkD+1) = (xk1 , . . . , xkD , tkD+1) ∈ RD × R.
In a mild abuse of notation, for a collection of points {(xk, tk)}k∈[K] ⊂ (X, t), the index k plays a double
role as a single index in the range [K] := {1, . . . ,K} referencing the point (xk, tk) ∈ {(xk, tk)}k∈[K] and as
a multi-index on (xk, tk) = (Xk1,...,kD , tkd+1). This is particularly useful for defining a matrix G ∈ CK×J of
the form
Gk,j = hj(xk, tk)
(as in equation (3.6) below) where (hj)j∈[J] is a collection of J functions hj : RD ×R→ C evaluated at the
set of K points {(xk, tk)}k∈[K] ⊂ (X, t).
We assume that U = u(X, t) +  for i.i.d noise  where u satisfies the PDE
(2.1) Dα
0
u(x, t) = Dα
1
g1(u(x, t)) +D
α2g2(u(x, t)) + · · ·+DαSgS(u(x, t)), x ∈ Ω, t ∈ (0, T ).
The problem we aim to solve is the identification of functions (gs)s∈[S] and corresponding partial derivatives
(Dα
s
)s∈[S] that govern the evolution of u according to Dα
0
u, given the dataset U and computational grid
(X, t). Here and throughout we use the multi-index notation αs = (αs1, . . . , α
s
D, α
s
D+1) ∈ ND+1 to denote
partial derivation with respect to x = (x1, . . . , xD) and t, so that
Dα
s
u(x, t) =
∂α
s
1+···+αsD+αsD+1
∂x
αs1
1 . . . ∂x
αsD
D ∂t
αsD+1
u(x, t).
In particular, in this paper we demonstrate our method of system identification on the following PDEs in
one and two spatial dimensions:
(Kuramoto-Sivashinsky) ut = −1
2
(u2)x − uxx − uxxxx
(Nonlinear Schro¨dinger) ut = − i
2
uxx + |u|2u,
(Sine Gordon) utt = ∆u− sin(u)
(Reaction-Diffusion)
ut = νu∆u+ λ(A)u− ω(A)vvt = νv∆v − ω(A)u+ λ(A)v
(Navier-Stokes)

ωt = −∇ · (ωuT ) + 1
Re
∆ω
ω = ∇× u.
Note that for incompressible fluids, the conservative flux term in the Navier-Stokes equations satisfies
∇ · (ωuT ) = (∇ · u)ω + (u · ∇)ω = (u · ∇)ω.
4 D. A. MESSENGER AND D. M. BORTZ
A compelling feature of WSINDy PDE is that the conservative form of the Navier-Stokes equations is
discovered regardless of the compressibility constraint (see Section 4.5 for a more involved discussion).
3. Weak Formulation and Discretization. To arrive at a computatonally tractable model recovery
problem, we assume that the set of multi-indices (αs)s∈[S] together with α0 contains the set of true partial
derivatives that govern the evolution of u and that (gs)s∈[S] ⊂ span(fj)j∈[J] where the family of functions
(fj)j∈[J] (referred to as the trial functions) is known beforehand. This enables us to rewrite (2.1) as
(3.1) Dα
0
u =
S∑
s=1
J∑
j=1
w?(s−1)J+jD
αsfj(u),
so that discovery of the correct PDE is reduced to a finite-dimensional problem of recovering the weight
vector w? ∈ RSJ , which is assumed to be sparse.
To convert the PDE into its weak form, we multiply equation (3.1) by a smooth test function ψ(x, t),
compactly-supported in Ω× (0, T ), and integrate over the spacetime domain,
〈
ψ, Dα
0
u
〉
=
S∑
s=1
J∑
j=1
w?(s−1)J+j
〈
ψ, Dα
s
fj(u)
〉
,
where the L2-inner product is defined 〈ψ, f〉 := ∫ T
0
∫
Ω
ψ∗(x, t)f(x, t) dxdt and ψ∗ denotes the complex con-
jugate of ψ, although in what follows we integrate against only real-valued test functions and will omit the
complex conjugation. Using the compact support of ψ and Fubini’s theorem, we then integrate by parts as
many times as necessary to arrive at the following weak form of the dynamics:
(3.2)
〈
(−1)|α0|Dα0ψ, u
〉
=
S∑
s=1
J∑
j=1
w?(s−1)J+j
〈
(−1)|αs|Dαsψ, fj(u)
〉
,
where |αs| := ∑D+1d=1 αsd is the order of the multi-index. For example, with Dαs = ∂2+1∂x2∂y , integration by parts
occurs twice with respect to the x-coordinate and once with respect to y, so that |αs| = 3 and (−1)|αs| = −1.
Using an ensemble of test functions (ψk)k∈[K], we then discretize the integrals in (3.2) with fj(u) replaced
by fj(U) (i.e. evaluated at the observed data U) to arrive at the linear system
b = Gw?
defined by
(3.3)

bk =
〈
(−1)|α0|Dα0ψk, U
〉
,
Gk,(s−1)J+j =
〈
(−1)|αs|Dαsψk, fj(U)
〉
,
where b ∈ RK , G ∈ RK×SJ and w? ∈ RSJ . By some abuse of notation, the inner products appearing
in (3.3) are numerical approximations that depend on the quadrature rule chosen by the user (specified in
Section 3.1), whereas the inner products in (3.2) are continuous and exact. In this way, solving b = Gw?
for the weights w? allows for the recovery of the differential model (3.1) without the need to numerically
approximate derivatives, this operation having been entirely replaced by integration against test functions.
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The Gram matrix G ∈ RK×SJ and right-hand side b ∈ RK defined in (3.3) conveniently take the same
form regardless of the spatial dimension D, as their dimensions only depend on the number of test functions
K and the size (S + 1)J of the model library, composed of J trial functions and S + 1 candidate differential
operators, given by the multi-indices α := (αs)0≤s≤[S]. To formulate the WSINDy PDE algorithm for
constructing and solving b = Gw?, we must therefore choose the set of test functions (ψk)k∈[K], the set
of trial functions (fj)j∈[J], the set of multi-indices α := (αs)0≤s≤[S], the quadrature rule for discretizing
integrals, and the method of enforcing sparsity in the weight vector w?. Below we introduce a convolution-
based approach for fast computation of G and b that operates efficiently over multi-dimensional arrays by
exploiting separability in the test functions. We then discuss the selection of suitable piecewise polynomial
test functions designed to yield high accuracy quadrature via the trapezoidal rule, extending the theory from
[13]. Finally, we introduce the algorithm with sparsity enforced using sequentially-thresholded least squares
as in the standard SINDy algorithm [5] along with Tikhonoff regularization for poorly-conditioned linear
systems.
3.1. Implementation via Convolution. We now restrict to the case of each test function ψk being
a translation of a reference test function ψ, i.e. ψk(x, t) = ψ(xk − x, tk − t) for some collection of points
{(xk, tk)}k∈[K] ⊂ (X, t) (referred to as the query points). The weak form of the dynamics (3.2) over the test
function basis (ψk)k∈[K] then becomes a convolution:
(3.4)
(
Dα
0
ψ
)
∗ u(xk, tk) =
S∑
s=1
J∑
j=1
w?nJ+j
(
Dα
s
ψ
)
∗ fj(u)(xk, tk).
The sign factor (−1)|αs| appearing in (3.2) after integrating by parts is eliminated in (3.4) due to the sign
convention in the integrand of the space-time convolution, which is defined by
ψ ∗ u(x, t) :=
∫ T
0
∫
Ω
ψ(x− y, t− s)u(y, s) dyds = 〈ψ(x− ·, t− ·), u〉 .
We now explain the construction of the linear system b = Gw? as a discretization of the convolution form
(3.4) over the query points {(xk, tk)}k∈[K].
For notational purposes, it is necessary to specify a computational grid (Y, τ ) ⊂ RD×R for the reference
test function ψ. Let the support of ψ be contained within the spacetime domain
ΩR := [−b1, b1]× · · · × [−bD, bD]× [−bD+1, bD+1] ⊂ RD × R
where bd = md∆x for d ∈ [D] and bD+1 = mD+1∆t. The domain ΩR is then completely defined by the
integers m = (md)d∈[D+1] which are specified by the user upon selecting a reference test function ψ. The
computational grid (Y, τ ) ⊂ ΩR for ψ is then given by Y = Y1 ⊗ · · · ⊗ YD for Yd = (n∆x)−md≤n≤md ,
1 ≤ d ≤ D, and τ = (n∆t)−mD+1≤n≤mD+1 .
To summarize, the (D+ 1)-dimensional array (Y, τ ) ⊂ RD ×R discretizes the support of ψ and for each
dimension d ∈ [D+1] contains 2md+1 equally-spaced points at the same spatiotemporal resolution as (X, t)
(i.e. spacing ∆x for d ∈ [D] and spacing ∆t for d = D + 1). We let entries (yk, τk) ∈ (Y, τ ) take the same
form as in the computational grid (X, t),
(yk, τk) = (Yk1,...,kD , τ kD+1)
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where each index kd for d ∈ [D+ 1] takes values in the range {−md, . . . , 0, . . . ,md}. In addition, for valid k
and j, the two grids (X, t) and (Y, τ ) are related by
(3.5) (xk − xj , tk − tj) = (yk−j , τk−j).
We may now rewrite the entries of the linear system b = Gw? as
(3.6)
 bk = Ψ
0 ∗U(xk, tk),
Gk,(s−1)J+j = Ψs ∗ fj(U)(xk, tk),
where Ψs := Dα
s
ψ(Y, τ )∆xD∆t so that
Ψs ∗ fj(U)(xk, tk) ≈
∫ T
0
∫
Ω
Dα
s
ψ(xk − x, tk − t)fj(u(x, t)) dx dt.
More explicitly, at a given query point (xk, tk) = (Xk1,...,kD , tkD+1) ∈ (X, t), we define the discrete (D + 1)-
dimensional convolution by
Ψs ∗U(xk, tk) :=
N1∑
j1=1
· · ·
ND+1∑
jD+1=1
Ψsk1−j1,...,kD+1−jD+1 ·Uj1,...,jD+1 ,
which, substituting the definition of Ψs,
:=
N1∑
j1=1
· · ·
ND+1∑
jD+1=1
Dα
s
ψ
(
Yk1−j1,...,kD−jD , τkD+1−jD+1
) ·Uj1,...,jD+1 ·∆xD∆t(3.7)
truncating indices appropriately and using (3.5),
=
k1+m1∑
j1=k1−m1
· · ·
kD+1+mD+1∑
jD+1=kD+1−mD+1
Dα
s
ψ
(
Yk1−j1,...,kD−jD , τkD+1−jD+1
) ·Uj1,...,jD+1 ·∆xD∆t(3.8)
=
k1+m1∑
j1=k1−m1
· · ·
kD+1+mD+1∑
jD+1=kD+1−mD+1
Dα
s
ψ (xk − xj , tk − tj) ·Uj1,...,jD+1 ·∆xD∆t(3.9)
≈
∫ T
0
∫
Ω
Dα
s
ψ(xk − x, tk − t)u(x, t) dx dt.(3.10)
The factor ∆xD∆t indicates the use of the trapezoidal rule for numerical integration, which we use through-
out as it has been shown to yield nearly negligible quadrature error on the test functions employed in
WSINDy PDE (see Section 3.3 and [13]).
Remark 3.1. As it is written above, for certain k, the summation indices (jd)d∈[D+1] in the discrete
convolution (3.8) may become negative and hence reference invalid entries Uj1,...,jD+1 of the dataset U. One
option is to simply set the corresponding summands to zero, however, this violates the compact support
arguments that are used to arrive at the weak formulation of the dynamics (3.2). To prevent this, we require
the query points {(xk, tk)}k∈[K] to satisfy
(3.11) md + 1 ≤ kd ≤ Nd −md, d ∈ [D + 1], k ∈ [K].
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This corresponds to ensuring that ψ(xk − ·, tk − ·) is still compactly support in Ω × [0, T ] 1. Recall that
compact support of (ψk)k∈[K] is required in the weak formulation (3.2).
Altogether, the entries of the Gram matrix G are given in convolution form by
Gk,(s−1)J+j = Ψs ∗ fj(U)(xk, tk)
=
k1+m1∑
j1=k1−m1
· · ·
kD+1+mD+1∑
jD+1=kD+1−mD+1
Ψsk1−j1,...,kD+1−jD+1 · fj
(
Uj1,...,jD+1
)
≈
∫ T
0
∫
Ω
Dα
s
ψ(xk − x, tk − t)fj(u(x, t)) dx dt,
where the query points {(xk, tk)}k∈[K] must each satisfy (3.11) and the arrays Ψs := Dαsψ(Y, τ )∆xD∆t
are computed analytically from the user-specified reference test function ψ, including the values (md)d∈[D+1]
used to determine (Y, τ ). (Entries of the right-hand side vector b are similarly defined.) Finally, we now
discuss choices made in WSINDy PDE that allow for efficient and accurate implementation.
3.2. Separable Test Functions. Convolutions in the linear system (3.6) may be computed rapidly if
the reference test function ψ is separable over the given coordinates, i.e.
ψ(x, t) = φ1(x1) · · ·φ2(xD)φD+1(t)
for one-dimensional functions (φd)d∈[D+1]. To demonstrate the reduction in computation costs, if Nd = N
for all 1 ≤ d ≤ D+ 1 and ψ is supported on n ≤ N points in each direction of the computational grid (Y, τ ),
then a single convolution Ψs ∗U over all points satisfying (3.11) costs
(3.12) Cnaive(N,n,D) := (2n
D+1 − 1)(N − n+ 1)D+1
floating point operations. If ψ is separable, then
Dα
s
ψ(Y, τ ) = φ
(αs1)
1 (Y1)⊗ · · · ⊗ φ(α
s
D)
D (YD)⊗ φ
(αsD+1)
D+1 (τ ),
so that only the vectors
φ
(αsd)
d (Yd) ∈ R2md+1, d ∈ [D] and φ
(αsD+1)
D+1 (τ ) ∈ R2mD+1+1,
need to be computed for each 0 ≤ s ≤ S. In this way the multi-dimensional arrays (Ψs)s=0,...,S are never
directly constructed and the convolution can be carried out sequentially in each coordinate, which reduces
the cost of computing Ψs ∗U dramatically to
(3.13) Csep(N,n,D) := (2n− 1)ND+1
D+1∑
d=1
(
1− (n− 1)
N
)d
.
This technique of exploiting separability in high-dimensional computations is not new (see [14] for an early
introduction) and is frequently utilized in scientific computing (see [3, 7] for examples in computational
chemistry). The computational savings in general vary with n/N (see Figure 3.1 for plots of Cnaive/Csep
for a range of N and D values), but they are considerable for all routines involved in WSINDy PDE. For
example, with n = N/2, we have Cnaive = O(N2D+2) while Csep = O(ND+2), hence exploiting separability
reduces the complexity by a factor of ND.
1In MATLAB’s implementation of conv this is achieved by using the valid option.
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Fig. 3.1. Plots showing reduction in computational cost for separable multi-dimensional convolution Ψ ∗U when Ψ and
U have n and N points, respectively, in each D + 1 dimensions. For left to right: N = 128, 256, 512. Each plot shows the
cases D+ 1 = 2 and D+ 1 = 3 space-time dimensions. The y-axis shows Cnaive/Csep (equations (3.12) and (3.13)), in other
words the factor by which the separable convolution reduces the cost of the naive convolution, versus n ∈ [N ]. The right plot
shows that when the data U has N = 512 points in each of D + 1 = 3 space-time dimensions and ψ is supported on n = 293
points in each dimension, then the separable convolution reduces computation time by four orders of magnitude. In general,
the reduction in cost increases with N and D.
3.3. Piecewise-Polynomial Reference Test Functions. As demonstrated above, computation of
G and b as in (3.6) using a separable reference test function ψ requires only that we select appropriate 1D
coordinate test functions (φd)d∈[D+1]. WSINDy PDE involves choosing coordinate test functions from the
space S of unimodal piecewise polynomials of the form
(3.14) φ(x) =
C(x− a)
p(b− x)q a < x < b,
0 otherwise,
where p, q ≥ 1 and the normalization
C =
1
ppqq
(
p+ q
b− a
)p+q
ensures that ‖φ‖∞ = 1. Functions φ ∈ S are non-negative, unimodal, compactly support in [a, b], and have
bmin{p, q}c−1 continuous derivatives. Larger p and q imply faster decay towards the endpoints (a, b) and for
p = q we refer to p as the degree of φ. As demonstrated in [13], if the trapezoidal rule is used to numerically
integrate by parts a smooth function f against φ ∈ S, the integration error can be made arbitrarily small by
choosing higher degree p without refining the grid. See Figure 3.2 for a visualization of ψ constructed from
tensor products of functions from S, along with partial derivatives Dαsψ for a range of αs values.
To assemble the reference test function ψ from one-dimensional test functions (φd)d∈[D+1] ⊂ S along
each coordinate, we must determine the parameters (ad, bd, pd, qd) in the formula (3.14) for each φd. We
explain this process for d ∈ [D], the values along the time axis (d = D + 1) are obtained identically by
replacing Yd with τ . By defining the reference grid (Y, τ ) to be centered at zero, each φd is centered at zero
and so setting [ad, bd] = [−bd, bd] for some endpoint value bd > 0 reduces the parameter set to (bd, pd, qd).
In addition, to simplify the method, we use pd = qd so that each φd is symmetric. Once pd is specified, the
vectors (φ
(αsd)
d (Yd))0≤s≤S may easily be obtained from a function with support [−1, 1] through scaling: we
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first compute the order-(αsd) derivatives φ˜
(αsd)
pd (nd) of the function
φ˜pd(x) :=
(1− x
2)pd , −1 < x < 1
0, otherwise
on the scaled grid nd := (n/md)−md≤n≤md ⊂ [−1, 1], and then set
φ
(αsd)
d (Yd) =
1
b
αsd
d
φ˜
(αsd)
pd
(
Yd
bd
)
=
1
(md∆x)(α
s
d)
φ˜
(αsd)
pd (nd) .
In this way, the number of parameters for specifying ψ is 2D + 2 and includes the polynomial degrees
p := (pd)d∈[D+1] and the support sizes m := (md)d∈[D+1]. To further reduce the number of parameters, we
take the following approach: the user specifies the support sizes m, which determine the supports [−bd, bd]
of φd by bd = md∆x. The polynomial degrees p are then computed by enforcing sufficient regularity and
decay to the endpoints:
pd = min
{
p ≥ αd + 1 : φ˜p
(
1− 1
md
)
≤ 10−16
}
,
where αd := max0≤s≤S(αsd). In this way, we ensure φd ∈ Cαd(R) so that the test function ψ is smooth enough
to integrate by parts as many times as necessary, and we enforce that φd decays quickly enough as x→ ±bd
so that the trapezoidal rule may be used with nearly negligible integration error (see [13]). Altogether, the
steps for arriving at the test function coefficients (φ
(αsd)
d (Yd))0≤s≤S are contained in Algorithm 3.1.
Algorithm 3.1 (φ
(αsd)
d (Yd))0≤s≤S = get test fcns (Nd,∆x,∆t; α,md):
1: if md >
Nd−1
2 or md ≤ 1 then
2: return (“ERROR: invalid support size md”)
3: BREAK
4: end if
5: Set αd = max0≤s≤S(αsd)
6: Solve pd = min
{
p ≥ αd + 1 : φ˜p
(
1− 1md
)
≤ 10−16
}
7: Initialize A = 0 ∈ R(S+1)×(2md+1)
8: for s = 0 : S do
9: Compute the order-(αsd) derivatives As = φ˜
(αsd)
pd (nd)
10: Set φ
(αsd)
d (Yd) =
1
(md∆x)
αs
d
As
11: end for
For completion, we note that the vectors φ˜
(αsd)
pd (nd) ∈ R2md+1 in Algorithm 3.1 can be computed recur-
sively using the product rule for derivatives and the factorization
φ˜pd(x) = (1− x)pd(1 + x)pd := φ−(x)φ+(x).
We recursively compute the (2md + 1)(αd + 1) values
φ
(`)
± (n/md) = pd(pd − 1) . . . (pd − `+ 1)(1± n/md)pd−`
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Hyperparameter Domain Description
(fj)j∈[J] C(R) trial function library
α = (αs)s=0,...,S N(S+1)×(D+1) partial derivative library
m = (md)d∈[D+1] ND+1 determines support size 2md + 1 of each φd
s = (sd)d∈[D+1] ND+1 subsampling frequencies for query points {(xk, tk)}k∈[K]
λ (0,∞) sparsity parameter, enforces minwˆ 6=0 |wˆ| ≥ λ
γ (0,∞) Tikhonoff regularization parameter
Table 1
Hyperparameters for the WSINDy PDE algorithm 3.2. Note that the number of query points K is determined from m
and s using (3.15).
for n ∈ {0, . . . ,md} and ` ∈ {0, . . . , αd}, which are then reused in the sums
φ˜
(αsd)
pd (n/md) =
(αsd)∑
`=0
(
αsd
`
)
φ
(αsd−`)− (n/md)φ
(`)
+ (n/md).
Using the symmetry φ˜pd(−x) = φ˜pd(x), the values for −md ≤ n ≤ −1 are then obtained by an appropriate
sign change.
3.4. Query Points and Subsampling. Having computed the necessary values of the reference test
function ψ = φ1(x1) · · ·φD+1(t) using Algorithm 3.1, the last step in constructing the Gram matrix G and
right-hand side b is choosing the query points (xk, tk)k∈[K] ⊂ (X, t). As noted in Remark 3.1, (xk, tk) must
satisfy (3.11) to ensure that ψ(xk − x, tk − t) is compactly supported in Ω× [0, T ] for each k ∈ [K].
Since ψ is unimodal with a peak at the origin, ψ(xk − x, tk − t) will be unimodal with peak at (xk, tk),
hence the placement of {(xk, tk)}k∈[K] determines which regions of the spacetime dynamics are accentuated
in the algorithm. In WSINDy for ODEs ([13]), an adaptive algorithm was designed for placement of test
functions near steep gradients along the trajectory. Improvements in this direction for WSINDy PDE are a
topic of active research, however, for now we adopt a simpler uniform grid strategy by uniformly subsampling
{(xk, tk)}k∈[K] from (X, t) using subsampling frequencies s = (s1, . . . , sD+1) along each coordinate, specified
by the user. That is, along each one-dimensional grid Xd, bNd−2mdsd c points are selected with uniform spacing
sd∆x for d ∈ [D] and sD+1∆t for d = D+1. This results in a (D+1)-dimensional course grid with dimensions
bN1−2m1s1 c × · · · × b
ND+1−2mD+1
sD+1
c, which determines the number of query points
(3.15) K =
D+1∏
d=1
⌊
Nd − 2md
sd
⌋
.
Integration still occurs on the fine grid, but only K such integrations are performed.
3.5. Algorithm. Putting together the pieces, the WSINDy PDE algorithm for discovering PDE models
from data is given in Algorithm 3.2. In order to use WSINDy PDE on a given dataset, the user must specify
each of the hyperparameters in Table 1. We now briefly discuss strategies for choosing hyperparameters.
3.5.1. Model Library. The model library is determined by the nonlinear functions (fj)j∈[J] and the
partial derivatives α and is crucial to the well-posedness of the recovery problem. If the library is too large,
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Fig. 3.2. Plots of reference test function ψ and partial derivatives Dα
s
ψ used for identification of the Kuramoto-
Sivashinsky equation (4.3). The upper left plot shows ψt, the bottom right shows (∂6/∂x6)ψ. See Section 4.1 and Table
2 for more details.
Algorithm 3.2 ŵ = WSINDy PDE(U, (X, t); (fj)j∈[J], α,m, s, λ, γ):
1: for d = 1 : D + 1 do
2: Compute (φ
(αsd)
d (Yd))0≤s≤S = get test fcns (Nd,∆x,∆t; α,md)
3: end for
4: Subsample query points {(xk, tk)}k∈[K] ⊂ (X, t) using subsampling frequencies s = (s1, s2, . . . , sD+1);
5: for k = 1 : K do
6: Compute kth right-hand side entry bk = Ψ
0 ∗U(xk, tk), utilizing separability;
7: end for
8: for j = 1 : J do
9: Compute fj(U);
10: for s = 1 : S do
11: for k = 1 : K do
12: Compute Gram matrix entry Gk,(s−1)J+j = Ψs ∗ fj(U)(xk, tk), utilizing separability;
13: end for
14: end for
15: end for
16: Solve the regularized least-squares problem using sequential thresholding with parameter λ:
ŵ = argminw
{
‖Gw − b‖22 + γ2 ‖w‖22
}
.
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linear dependence between functions prevents selection of the correct model. In the case of PDEs, many
models can be derived from the desired model and may be numerically equivalent, some even preferred by
the sequential thresholding routine over others. For instance, the function u(x, t) = sin2((x + ct)/4) solves
both
(3.16) ut = cux and ut = −8cuxxx,
yet since | − 8c| > |c|, sequential thresholding will prefer the second equation over the first, when the simple
advection equation is clearly preferred. Selection of minimal yet powerful model libraries is therefore an
important topic for future research.
Throughout the examples below we use polynomials and trigonometric functions for (fj)j∈[J], particu-
larly because these sets are dense in a wide variety of function spaces. One could easily include exponentials
or rational functions, and since the weak form does not require direct numerical differentiation, one could
also experiment with piecewise continuous functions. In this work we choose α without any cross-terms (i.e.
∂2/∂x∂y is omitted), although this choice is clearly problem dependent.
3.5.2. Discretization. Having chosen a model library, weak discretization of the discovery problem
(i.e. arrival at the linear system b = Gw?) is fully determined by m and s. Larger md (i.e. larger support of
the one-dimensional test function φd) results in a lower polynomial degree pd, which leads to G with better
conditioning since then
∥∥∥φ(αsd)d ∥∥∥∞ grows more slowly as αsd increases. On the other hand, if md is too large
(i.e. on the order of Nd/2), then the test function φd under-resolves features in the dth coordinate. A balance
must be struck between choosing md that is too small to avoid poor conditioning and too large to resolve
the model. In the examples below, we heuristically choose m to achieve this balance, except in the case of
Navier-Stokes (see Section 4.5) where we resorted to a minimal parameter sweep over m and s values.
The subsampling frequencies s are chosen to avoid construction of linear systems that are unnecessarily
large. As demonstrated below, often only a sparse selection of query points {(xk, tk)}k∈[K] is needed to
recover the model, despite reasonably high model complexity and/or large datasets. Unlike for WSINDy for
ODEs [13], we do not delve into adaptive placement of test functions or query points in this article, favoring
the simplest implementation procedures to avoid overcomplicating the method. We leave a systematic study
of the necessary number of regression points K and optimal placement of query points to future work.
3.5.3. Sparsity and Regularization. The parameter λ enforces sparsity by regressing onto coeffi-
cients that satisfy |wˆsj | ≥ λ. Such sequential thresholding measures may be replaced by other sparsification
schemes if so desired. The regularization γ is particularly useful in preventing selection of two nearby terms
that end up cancelling out in the resulting model (see Section 4.3 on the Sine-Gordon equation), however in
most cases we set γ = 0. Both λ and γ are chosen with soft adherence to the true coefficients, and we leave
optimization of these parameters to future work. As demonstrated in [17], it is possible to devise a learning
algorithm to train these parameters, but this is not explored here.
Remark 3.2. In WSINDy for ODEs [13], an approximate covariance matrix Σ was derived from the test
functions using the fact that the derivative φ′ of the test function amplifies the noise in a predictable manner.
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This allowed for the generalized least-squares approach
ŵ = argminw
{
(Gw − b)TΣ−1Gw − b) + γ2 ‖w‖22
}
.
In the current setting, the same argument does not apply, as the largest noise amplification occurs in columns
of the Gram matrix G (due to higher derivatives of φd), and predicting this effect a priori would require
knowledge of the nonzero entries of the weight vector w∗. We leave the derivation of a suitable approximate
covariance matrix Σ for future work, and for now adopt the ordinary least squares approach (Σ = I).
4. Examples. We now demonstrate the effectiveness of WSINDy PDE on the five systems listed in
Section 2, with each system adding an increasing in complexity, whether by increasing the number of spatial
dimensions or the number of state variables. Since the behavior of each PDE is significantly different from
the rest, and the numerical solvers used vary from example to example, we present the results of each system
separately. The overarching themes include robustness to noise, accurate recovery in both small-noise and
large-noise regimes, the use of small datasets or sparse subsampling from large datasets, identification from
large libraries with linear dependencies, and fast computation. To test the robustness to noise, a synthetic
“observed” dataset
U = U? + 
is obtained from adding white noise  with variance σ2 to each point of the exact simulation data U?, where
σ = σSNR ‖U?‖RMS := σSNR
 N1∑
k1=1
· · ·
ND+1∑
kD+1=1
(
U?k1,...,kD+1
)21/2
and σSNR is specified beforehand. We then compute the true signal-to-noise ratio σ
?
SNR between the multi-
dimensional noise array  and the exact data U?, which is defined by
(4.1) σ?SNR :=
‖‖RMS
‖U?‖RMS
.
In each example below, σ?SNR matches the specified σSNR to four significant digits and so we only list σSNR.
In the cases where the state variable itself is multi-component, as in the nonlinear Schro¨dinger equation
(4.2), reaction-diffusion system (4.4), and Navier-Stokes (4.5), a separate variance σ2 is used to compute the
noise  in each component, so that σSNR is the same in each component.
To assess the accuracy of the method, we list the recovered models along with the relative maximum
error in the identified coefficients:
(4.2) E(ŵ) := max
s,j
( |ŵ(s−1)J+j −w?(s−1)J+j |
|w?(s−1)J+j |
)
where E(ŵ) = ∞ for recovered models with terms differing from those of the true model (see the bottom
rows of Tables 3,5,7,9 and 11). The error E(ŵ) determines the number of significant digits listed in the
coefficients. Specifically, for noisy data we record −blog10(E(ŵ))c digits past the decimal if the system is
correctly identified, while for noise-free data the number of significant digits is often large and so only E(ŵ)
is listed.
14 D. A. MESSENGER AND D. M. BORTZ
(fj(u))j∈[J] α m s λ γ
(uj−1)j∈[7] ((`, 0))0≤`≤6 (23, 22) (11, 8) 0.05 0
Table 2
Input parameters to WSINDy PDE used to discover KS.
100(σSNR) % Identified System E(ŵ)
0 ut = −0.5
(
u2
)
x
− 1.0uxx − 1.0uxxxx 1.9e-06
10% ut = −0.499
(
u2
)
x
− 0.995uxx − 0.996uxxxx 5.0e-03
20% ut = −0.49
(
u2
)
x
− 0.98uxx − 0.98uxxxx 2.1e-02
30% ut = −0.49
(
u2
)
x
− 0.99uxx − 0.99uxxxx 1.1e-02
40% ut = −0.48
(
u2
)
x
− 0.96uxx − 0.95uxxxx 9.7e-02
50% ut = −0.48
(
u2
)
x
− 0.96uxx − 0.97uxxxx 4.1e-02
60% ut = −0.47(u2)x − 0.96uxx − 1.10uxxxx ∞
−0.069(u2)xxx − 0.16uxxxxxx
Table 3
Identified systems from KS data with incorrect terms in red. WSINDy PDE is capable of recoverying the correct system up
to signal-to-noise ratios as high as 50% (σSNR = 0.5, see equation (4.1)), while for 60% noise, all correct terms are identified
along with two incorrect terms.
Each experiment below was carried out on an 8-core Intel i7-2670QM CPU with 2.2 GHz and 8 GB
of RAM. With the exception of the Navier-Stokes equations, which were simulated using the immersed
boundary projection method in C++ [20], all computations were performed in MATLAB 2019b.
4.1. Kuramoto-Sivashinsky. The first system we examine is the Kuramoto-Sivashinsky (KS) equa-
tion,
(4.3) ut = −1
2
(
u2
)
x
− uxx − uxxxx,
which contains a single state variable u in one spatial dimension and time. A solution is obtained for
(x, t) ∈ [0, 32pi] × [0, 150] with periodic boundary conditions using ETDRK4 timestepping and Fourier-
spectral differentiation [9] with N1 = 256 points in space and N2 = 1500 points in time. For system
identification we used 301 equally-spaced points in time at resolution ∆t = 0.5 from the full simulation and
kept all points in space for a dataset U with a 77,056 points total. Table 2 lists the input parameters for
the algorithm. In words, the nonlinear functions (fj)j∈[7] are the monomials up to degree 6 and the partial
derivatives α include all derivatives in x up to order 6, resulting in a model library with 43 terms of the form
Dα
s
(uj). The reference test function ψ is supported on 2m1 + 1 = 47 points in x and 2m2 + 1 = 45 points
in the t, resulting in polynomial degrees are p = (p1, p2) = (15, 15) (see Section 3.3). The query points
{(xk, tk)}k∈[660] include every 11th point in x and every 8th point in t. These library and discretization
choices result in a Gram matrix G with dimensions 660 × 43 and an average wall time for running the
WSINDy PDE algorithm on KS data of 0.09 seconds.
Identified systems and respective noise levels for KS data are given in Table 3. As desired, for noise-
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Fig. 4.1. Kuramoto-Sivashinsky data. Left: noise-free dataset. Right: dataset from row 6 of Table 3 with 50% noise
(σSNR = 0.5).
free data the correct system is identified to high accuracy (the identified weights w? are correct to nearly
six digits), due to the low integration error induced by the chosen test functions. We then observe the
remarkable capacity for WSINDy PDE to handle large amounts of noise, as the correct system is identified
with modest coefficient error up until 60% white noise is added (σSNR = 0.6, see equation (4.1)), at which
point the correct terms are identified along with two spurious nonlinear dispersion and hyper-diffusion terms.
For comparison, the original SINDy approach begins to fail in the presence of only 1% noise, returning the
correct model with O(1) errors in the coefficients [17]. See Figure 4.1 for a visual comparison of the 0% noise
and 50% noise solutions, the latter identified correctly to nearly two significant digits.
Remark 4.1. The KS equation (4.3) is a regularization of the shock-forming inviscid Burgers equation
ut = −1
2
(u2)x.
Another regularization of inviscid Burgers is the Korteweg-De Vries (KdV) equation,
ut = −1
2
(ux)
2 − uxxx.
We also performed WSINDy PDE on KdV, but do not report the results here as they are qualitatively
similar to those of KS, including recovery of the correct terms with 2 digit accuracy in the weights from data
with 50% noise.
4.2. Nonlinear Schro¨dinger.
(4.4) ut = − i
2
uxx + |u|2u
For the nonlinear Schro¨dinger equation (NLS) we reuse the same dataset from [17], containing N1 = 512
points in space and N2 = 502 timepoints, although we coarsen the data by keeping every other point in
space and time. For system identification, we break the data into real and imaginary parts (u = v + iw) to
recover the system
(4.5)

vt =
1
2
wxx + v
2w + w3
wt = −1
2
vxx − v3 − vw2.
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(fj(v, w))j∈[J] α m s λ γ
(vnwm)0≤n+m≤6 ((`, 0))0≤`≤6 (23, 21) (11, 8) 0.05 0
Table 4
Input parameters to WSINDy PDE used to discover NLS.
100(σSNR) % Identified System E(ŵ)
0
vt = 0.5wxx + 1.0v
2w + 1.0w3
wt = −0.5vxx − 1.0v3 − 1.0vw2
3.8e-07
10%
vt = 0.498wxx + 0.995v
2w + 0.998w3
wt = −0.496vxx − 0.997v3 − 0.992vw2
8.0e-03
20%
vt = 0.48wxx + 0.99v
2w + 0.97w3
wt = −0.48vxx − 0.99v3 − 0.97vw2
4.1e-02
25%
vt = 0.47wxx + 0.99v
2w + 0.97w3
wt = −0.46vxx − 0.97v3 − 0.98vw2
8.0e-02
30%
vt = 0.46wxx + 0.95v
2w + 0.97w3
wt = −0.46vxx − 1.00v3 − 0.96vw2+0.12v
∞
Table 5
Identified systems from NLS data with incorrect terms in red. WSINDy PDE is capable of recoverying the correct system
up to signal-to-noise ratios as high as 25% (σSNR = 0.25, see equation (4.1)), while for σSNR = 0.3, all correct terms are
identified along with one incorrect terms.
The total number of data points in the resulting dataset (U,V) over the two state variables (v, w) is 128,512.
The input parameters listed in Table 4 include a nonlinear function library (fj)j∈[J] of monomials up to a
total degree of 6 in both v and w and spatial derivatives up to order 6. The weak discretization parameters
m and s differ only slightly from those in Table 2 due to the difference in size between the KS and NLS
datasets. The resulting Gram matrix G has dimensions 540× 190, hence the total library of functions and
partial derivatives has increased from 43 in the KS example to 190 due to the presence of two state variables.
The resulting average wall time for WSINDy PDE applied to NLS data was 0.41 seconds.
Similar to KS, Table 5 shows that the correct system (4.5) is identified to high accuracy from noise-free
data and with respectable accuracy in the presence of large amounts of noise. With 30% noise (σSNR = 0.3,
see equation (4.1)) an addition monomial term is selected which would have been set to zero if greater
sparsity were enforced (i.e. λ ≥ 0.12). See Figure 4.2 for a visual comparison of the 0% noise and 25% noise
solutions.
4.3. Sine-Gordon. Our next example is the hyperbolic Sine-Gordon equation (SG) in two spatial
dimensions and time:
(4.6) utt = uxx + uyy − sin(u).
SG demonstrates that WSINDy PDE can easily be applied to hyperbolic problems as well as those with
trigonometric nonlinearities, however the sin(u) term presents an interesting challenge in indentifiability
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Fig. 4.2. Nonlinear Schro¨dinger data. Left: noise-free dataset. Right: dataset with 25% noise from row 4 of Table 5.
(fj(v, w))j∈[J] α m s λ γ
(un−1)n∈[5], (sin(mu), cos(mu))m=1,2 ((`, 0, 0), (0, `, 0))0≤`≤4 (26, 26, 12) (5, 5, 3) 0.05 0, 0.01
Table 6
Input parameters to WSINDy PDE used to discover SG.
when combined with monomials. For larger noise, WSINDy PDE occasionally selects terms from the Taylor
expansion of sin(u), returning a splitting of the form
(4.7) τ
(
u− 1
6
u3 + · · ·
)
+ (1− τ) sin(u).
This effect is altered by the Tikhonoff regularization parameter γ, which biases small weights. As γ is
increased, fewer Taylor terms are identified along with sin(u).
A numerical solution is obtained on the spatial domain [−pi, pi]× [−1, 1] with 64 equally-spaced points in
x and 64 Legendre nodes in y. Periodic boundary conditions are enforced in x and homogeneous Dirichlet
boundaries in y. Geometrically, waves can be thought of as propogating on a right cylinder with fixed ends.
Leapfrog time-stepping is used to generate the solution until T = 5 with ∆t = 6e−5. The solution is then
interpolated onto a uniform grid in space with N1 = 403 points in x and N2 = 129 points in y. The dataset
U consists of N3 = 205 equally-spaced points in time at a resolution of ∆t = 0.025, subsampled from the
total 83,000 timesteps, so that U has a total of 10, 657, 335 datapoints.
Table 6 lists the parameters used to identify SG. The nonlinear function library consists of monomials up
to degree 4 as well as sin(nu) and cos(nu) for q = 1, 2, and the partial derivatives include ∂s/∂xs and ∂s/∂ys
for s = 0, . . . , 4. The resulting Gram matrix G has 69,296 rows and 73 columns, in other words 69,296 query
points and 73 candidate terms in the model library. The resulting average wall time for WSINDy PDE
applied to SG data was 23 seconds.
Table 7 shows that WSINDy PDE is capable of discovery SG up to a noise level of 20% (σSNR = 0.2,
see equation (4.1)). At 25% noise and regularization γ = 0, many false terms are identified from the Taylor
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100(σSNR) % Identified System E(ŵ)
0% utt = 1.0uxx + 1.0uyy − 1.0 sin(u) 3.7e-05
5% utt = 1.000uxx + 1.000uyy − 1.002 sin(u) 2.4e-03
10% utt = 1.00uxx + 1.00uyy − 1.01 sin(u) 1.2e-02
15% utt = 1.00uxx + 1.00uyy − 1.03 sin(u) 2.8e-02
20% utt = 1.00uxx + 1.00uyy − 1.04 sin(u) 3.8e-02
25% utt = 1.00uxx + 1.00uyy − 1 sin(u) ∞
+4.32 sin(u)− 0.31 sin(2u)− 3.81u+ 0.41u3
+9.03 cos(u)− 0.30 cos(2u)− 8.73(1) + 3.96u2 − 0.22u4
25%∗ utt = 1.00uxx + 1.00uyy − 1.00 sin(u)−0.06u ∞
Table 7
Identified systems from SG data with incorrect terms in red. WSINDy PDE is capable of recoverying the correct system
up to a signal-to-noise ratio of 20% (σSNR = 0.2, see equation (4.1)), after which the method recovers terms from the Taylor
expansion of sine and cosine resulting in an overall approximate cancellation. The bottom row (25%∗) is obtained by setting
γ = 0.01, which greatly reduces the splitting over Taylor terms.
Fig. 4.3. Sine-Gordon data. Left: noise-free dataset. Right: dataset with 20% noise (σSNR = 0.2). The top row shows
the initial conditions and the bottom row shows the final waveform.
.
WEAK SINDY FOR PARTIAL DIFFERENTIAL EQUATIONS 19
(fj(v, w))j∈[J] α m s λ γ
(vnwm)0≤n+m≤4 ((`, 0, 0), (0, `, 0))0≤`≤5 (30, 30, 22) (3, 3, 12) 0.05 0
Table 8
Input parameters to WSINDy PDE used to discover RD.
expansions of sine and cosine. Specifically, since
4.32 sin(u)− 0.31 sin(2u) = 3.70u− 0.31u3 +O(u5),
9.03 cos(u)− 0.30 cos(2u) = 8.73− 3.92u2 + 0.18u4 +O(u6)
we see that a splitting of the form (4.7) has been identified. With γ = 0.01, WSINDy PDE identifies a more
tractable system, with the only falsely identified term being −0.06u. In practice, from this one could easily
identify that sin(u) is the dominant term in the PDE.
4.4. Reaction-Diffusion. We now increase the complexity of the problem by discovering the reaction-
diffusion (RD) equation
(4.8)
ut = 0.1uxx + 0.1uyy + u− u
3 − uv2 + u2v + v3
vt = 0.1vxx + 0.1vyy − u3 − uv2 + v − u2v − v3,
with data including two state variables (u, v) over two spatial dimensions and time. The main purpose of
this example is for comparison with standard SINDy. The RD system above and numerical solution data
is identical to that found in [17], where it was shown that the traditional SINDy approach was unable
to identify the correct model for noise levels above 0.5%. WSINDy PDE, on the other hand, is able to
identify the correct system up to 5% noise, with 10% noise yielding a system that contains the correct terms
in addition to an incorrect monomial term in each equation. The system that WSINDy PDE identifies
at 10% noise is also strikingly similar to the system that traditional SINDy identifies at 1% noise: the
errors in weights associated with correct terms are of similar magnitude and the falsely identified terms are
identical (see the supplemental material for [17]). This consistency is reassuring and suggests more systemic
identifiability issues that can be studied and understood.
The system (4.8) is simulated over a doubly-periodic domain (x, y) ∈ [−10, 10]× [−10, 10] with t ∈ [0, 10]
using Fourier-spectral differentiation in space and method-of-lines time integration via MATLAB’s ode45
with default tolerance. The computational domain has dimensions N1 = N2 = 256 and N3 = 201, hence the
total number of data points over both state variable (U,V) is 26,345,472 data points. Input parameters for
WSINDy PDE applied to RD data are given in Table 8. The Gram matrix G has dimensions 60,984×156
and the polynomial degrees used are p1 = p2 = 14 and p3 = 15. Identified systems are listed in Table 9
and solutions snapshots are shown in Figure 4.4 for noise-free data and data with 10% noise. The resulting
average wall time for WSINDy PDE applied to RD data was 50 seconds.
4.5. Navier-Stokes. We close with the Navier-Stokes (NS) equations at Reynolds number Re = 100 in
the classical setting of vortex shedding past a cylinder. The data (U,V,W) consists of three state variables,
the x and y components (u, v) of the two-dimensional flow velocity and the vorticity ω, over two spatial
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100(σSNR) % Identified System E(ŵ)
0%
ut = 0.1uxx + 0.1uyy + 1.0u− 1.0u
3 − 1.0uv2 + 1.0u2v + 1.0v3
vt = 0.1vxx + 0.1vyy − 1.0u3 − 1.0uv2 + 1.0v − 1.0u2v − 1.0v3,
2.0e-06
1%
ut = 0.100uxx + 0.100uyy + 0.999u− 0.999u
3 − 0.999uv2 + 1.000u2v + 1.000v3
vt = 0.100vxx + 0.100vyy − 1.000u3 − 1.000uv2 + 1.00v − 0.99u2v − 0.99v3,
9.6e-03
5%
ut = 0.099uxx + 0.099uyy + 1.00u− 0.99u
3 − 0.99uv2 + 1.00u2v + 1.00v3
vt = 0.099vxx + 0.099vyy − 1.00u3 − 0.99uv2 + 1.000v − 1.000u2v − 1.000v3,
1.1e-03
10%
ut = 0.08uxx + 0.08uyy + 0.81u− 0.79u
3 − 0.79uv2 + 0.79u2v + 0.79v3 + 0.18v
vt = 0.08vxx + 0.08vyy − 0.80u3 − 0.80uv2 + 0.80v − 0.79u2v − 0.79v3 − 0.17u
∞
Table 9
Identified systems from reaction-diffusion data with incorrect terms in red. WSINDy PDE is capable of recovering the
correct system up to a signal-to-noise ratio of 5% and with nearly 3 digits of accuracy in the weights. At 10% noise there are
two falsely identified terms.
dimensions and time. Hence, the complexity has increased from the reaction-diffusion data by one state
variable. We discover the conservation law for the vorticity ω in terms of (u, v):
(4.9) ωt = −(ωu)x − (ωv)y + 0.01ωxx + 0.01ωyy.
A solution is obtained on a spatial grid (x, y) ⊂ [−1, 8]× [−2, 2] with a “cylinder” of diameter 1 located at
(0, 0). The immersed boundary projection method [20] with 3rd-order Runge-Kutta timestepping is used to
simulate the flow at spatial and temporal resolutions ∆x = ∆t = 0.02 for 2000 timesteps following the onset
of the vortex shedding limit cycle. For the dataset (U,V,W) we used points away from the cylinder and
boundaries in the rectangle (x, y) ∈ [1, 7.5] × [−1.5, 1.5] at every tenth timestep, so that the dimensions of
the computational grid are 324× 149× 201 and the entire dataset consists of 29,110,428 data points.
To obtain the m and s parameters in Table 10, a parameter sweep was ran over 445 combinations
resulting in a number of query points K between 5,000 and 10,000, for one instantiation of noise at each of
the noise levels 2%, 4% and 6%. This was carried out on the University of Colorado Boulder Blanca Condo
cluster 2. The values m = (32, 32, 28) and s = (7, 7, 12) were chosen for their accuracy in recovered weights
over the three instances of noise, however many parameter sets yielded similar recovery. The resulting Gram
matrix G has dimensions 6,422×50, hence only 6,422 query points in the computational domain were needed
to recover the dynamics. The resulting polynomial degrees for the reference test functions are p1 = p2 = 13
and p3 = 14 and the resulting average wall time for computations is 13 seconds. Identified systems are listed
in Table 11. Vorticity snapshots are shown in Figure 4.5 for noise-free data and data with 10% noise.
The choice of model library terms in Table 10 reflects the fact that since the flow is divergence-free,
ux + vy = 0,
and because the vorticity is defined by ω = vx − uy, linear dependencies arise. Identities such as
ωu+ ωv = (uv)x − (uv)y − 1
2
(u2)x − 1
2
(u2)y +
1
2
(v2)x +
1
2
(v2)y
22X Intel Xeon 5218 at 2.3 GHz with 22 MB cache, 16 cores per cpu, and 384 GB ram.
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Fig. 4.4. Reaction-diffusion data. Left: noise-free dataset. Right: dataset with 10% noise (σSNR = 0.1). The top row
shows u at time t = 0 and the bottom row shows u at time t = 10.
obscure identification of the desired vorticity equation. For this reason, derivative terms which do not contain
ω have been removed from the library. The use of regularization γ unfortunately does not help in this case,
as coefficients with value 12 are preferred over coefficients with value 1 in Tikhonoff regularization.
The main purpose of demonstrating WSINDy PDE on Navier-Stokes data is to show that convective
PDEs may be recovered in conservation form despite the divergence-free constraint used to simulate the
flow. In [17] it is shown that the traditional SINDy approach is able to identify the vorticity equation in
convective form
ωt = −uωx − vωy + 0.01ωxx + 0.01ωyy
from data with 1% noise, however the recovered system has large errors in the weights (e.g. a relative error
of 17% in the coefficient of ωyy), and the SVD is used to project onto dominant modes in an effort to denoise
the data. The convective terms uωx and vωy do not directly fit into the form D
αsg(u, v, ω) necessary for
applying WSINDy PDE, and so the flux terms ∇ · (ωuT ) = (ωu)x + (ωv)y must be used. Nevertheless, as
depicted in Table 11, WSINDy PDE is able to recover equation (4.9) with much more accurate weights up
to 6% noise, and without prior denoising. Furthermore, for higher noise levels, the falsely identified terms v
and uv are explainable by the background flow of U = 1 in the x-direction. Using the values from row five
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(fj(v, w))j∈[J] α m s λ γ(ω
numvq)0≤n+m+q≤2, |αs| = 0
(ωnumvq)0≤n+m+q≤3,n>0, |αs| > 0
((`, 0, 0), (0, `, 0))0≤`≤2 (32, 32, 28) (7, 7, 12) 0.005 0
Table 10
Input parameters to WSINDy PDE used to discover NS. For the model library, we exclude monomial source terms ωnumvq
with total degree 3 and derivative terms ∂k/∂xk(ωnumvq) and ∂k/∂yk(ωnumvq) for which n = 0 to avoid linear dependencies.
100(σSNR) % Identified System E(ŵ)
0% ωt = −1.000(ωu)x − 0.999(ωv)y + 0.010ωxx + 0.0010ωyy 5.7e-03
2% ωt = −1.000(ωu)x − 0.999(ωv)y + 0.010ωxx + 0.010ωyy 5.9e-03
4% ωt = −1.000(ωu)x − 0.999(ωv)y + 0.010ωxx + 0.0010ωyy 3.2e-03
6% ωt = −1.000(ωu)x − 0.999(ωv)y + 0.010ωxx + 0.010ωyy 7.0e-03
8% ωt = −0.998(ωu)x − 0.996(ωv)y + 0.010ωxx + 0.010ωyy NA
+0.008v − 0.008uv
10% ωt = −0.996(ωu)x − 0.996(ωv)y + 0.010ωxx + 0.010ωyy NA
+0.014v − 0.009uv
Table 11
Navier-Stokes identified systems with incorrect terms in red.
of Table 11, we see that knowledge of the background flow gives the approximate cancellation
0.008v − 0.008uv = 0.008v(1− u) ≈ 0.008v(1− U) = 0.
In addition, with higher sparsity λ these terms would not have been falsely identified.
5. Conclusion. The WSINDy PDE algorithm opens the door to methods of data-driven model selec-
tion for spatiotemporal dynamics that do not require pointwise derivative approximations, black-box closure
models (i.e. deep neural networks), dimensionality reduction or other noise filtering. The examples above
suggest that WSINDy PDE is more robust to noise than any existing algorithm for the discovery PDEs 3.
In addition, its computational efficiency suggest that WSINDy PDE may be suitable for data-driven model
selection in higher spatial dimensions and/or with higher-dimensional state variables.
As demonstrated in the Sine-Gordon and Navier-Stokes sections above (Section 4.3, Section 4.5) identi-
fiability of certain models and certain terms remains an issue in application of WSINDy PDE, as with any
model selection algorithm. Discerning that a given collection of differential operators is truly approximating
a single operator that is absent from the model library, for instance, is a challenging problem in its own
right and requires a certain level of expertise in the scientific area in question to solve. Compared to other
methods, WSINDy PDE requires models to be posed in the “generalized conservative form” (2.1), which we
3To the best of the authors’ knowledge, recovery of PDEs with noise levels as high as 50% (σSNR = 0.5, defined in (4.1))
for D = 1 spatial dimension and time or 20% noise for D = 2 spatial dimensions (see Sections 4.1, 4.3) has not been previously
reported in the literature.
WEAK SINDY FOR PARTIAL DIFFERENTIAL EQUATIONS 23
Fig. 4.5. Navier-Stokes vorticity data. Left: noise-free dataset. Right: dataset with 10% noise (σSNR = 0.1). Top and
bottom rows show initial and final conditions.
repeat here for convenience:
Dα
0
u := Dα
1
g1(u) +D
α2g2(u) + · · ·+DαSgS(u) x ∈ Ω, t ∈ (0, T ).
This should not be viewed as a limitation. Certainly, some stand-alone terms such as (ux)
2 cannot be
written as Dαg(u) for some function g and multi-index α. In the sequel we will explore model selection
for such models. There are many ways to efficiently generalize WSINDy PDE to ever-more challenging
cases by leveraging the smoothness of test functions and the linearity of integration. As well as having
analytical appeal and convenience, one may argue that the weak form of the dynamics is a more physically
realistical and generalizable framework for describing the dynamics. By gathering information only on the
system’s response to probes and measurements (integration against test functions), computations mirror the
experimentalist.
In this article we have demonstated that despite the challenges, integrating spacetime datasets against
test functions is a feasible basis for model discovery, provided that careful choices are made about the test
functions involved and the integration schemes. WSINDy PDE is still very much in its infancy, with plenty
of potential for optimization, extension, and even hybrid use with existing approaches that rely on neural
networks, dimensionality reduction or other denoising.
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