ABSTRACT
Introduction
At high ages, dramatic events in an individual's life may lead to dramatic changes in his or her health conditions. In particular, the death of the spouse can be a major sources of psychosocial stress, depression and anxiety. These are all factors associated with morbidity and mortality.
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Conjugal bereavement may also directly deteriorate physical health, for instance by impairing the immune system, increasing the prevalence of chronic illnesses, and functional limitations. Furthermore, most older widowers experience (serious) difficulties in performing housekeeping chores like cooking or cleaning. This may in the long run negatively affect their health -due, for instance, to insufficient caloric intake or nutritional deficits. Finally, there is evidence that widows often suffer from greater poverty, a factor associated with higher morbidity and mortality among the aged. Osterweis, Solomon and Green (1984) provide a detailed overview of the possible causal effects of bereavement on health and mortality.
Conjugal bereavement affects the potential supply of informal care for the person left behind (the non-organized care provided from within the social network of the individual). Informal care is an essential supplement or substitute to self-care and professional long-term care. In the Netherlands for instance, about 30% of older (65 plus) individuals receive some kind of informal assistance (see e.g. Portrait, 2000) . The larger part of the informal assistance is provided by healthier partners (see for instance Norton, 2000, and Lakdawalla and Philipson, 2002) . This is reflected in health care costs. Prigerson, Maciejewski and Rosenheck (2000) estimated average health costs in 1989 and find that costs equal $ 2,384 for widowed and $ 1,498 for married subjects. So, if the death of the partner negatively affects the health and well-being of the surviving spouse, it also reduces the supply of informal care whereas in fact the demand for care has increased (see Williams, 2004, for additional evidence) . This will exacerbate the health effects and therefore increase the demand for formal health care services use, and this increases health care costs.
In this paper we provide a detailed analysis of health and mortality risks at advanced ages. We model the dynamic evolution of health and we focus on the effect of conjugal bereavement on health and mortality risks. This enables us to improve on the existing literature in two ways. First, note that the lifetimes of spouses may be related because of a causal effect of the death of one member on the mortality rate of the surviving spouse, or because of (unobserved) fac-tors that influence both lifetimes. With respect to the latter, spouses may have similar health-related behavior, eating patterns, material circumstances, marital satisfaction, or more generally, spouses have shared life histories that may affect husband-wife mortality and morbidity. Klein (1992) finds that death times are related significantly between husbands and wives through unobserved couplelevel frailty. This means that there may be a stochastic relationship between the two lifetimes, even after we have controlled for observed characteristics. It also means that we can not simply assume that the vital status of one spouse is an exogenous determinant of the mortality rate of the other. Instead we model the lifetimes of both spouses and the multiple ways in which they are related. This distinguishes our model from the usual contributions on conjugal bereavement effects. One major exception is Lichtenstein et al. (1998) in which the dependence of survival status on marital status is studied using twin data. They assume that there is an identical unobserved component for both members of the twin couple and use stratified partial likelihood methods to assess the causal effect of spousal bereavement on subsequent mortality.
Furthermore, the large majority of the studies in this area analyze the effect of bereavement on one specific aspect of health status, like stress or mortality.
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This includes Lichtenstein et al. (1998) who restrict attention to mortality. A second main contribution of our study is that we distinguish between different aspects of health. There are large differences in health status among the aged. Some of them are healthy, whereas others suffer from cognitive impairment, but are in perfect physical condition, and yet others combine cognitive impairment with severe physical limitations. We consider all of these and study their simultaneous dynamic evolution.
Our analyzes are based on a dataset covering about 2,000 older couples for the period 1992-2000 called the Longitudinal Aging Study Amsterdam. The dataset has abundant information on health indicators and outcomes as well as on sociodemographic variables. Of interest for our analyses is that about 24% of the main respondents and about 17.3 % of their partners are observed to die during the period of observation, and that we were able to obtain administrative data on the vital status of the respondents and of their spouse for the entire period of observation.
The information in the data allows us to carefully characterize health evolution, to examine how health status influences mortality, to model the interrelation between the lifetimes of spouses, and to study how the death of a partner influences the health and mortality of the surviving spouse. As will be explained, feasibility constraints demand the use of a data reduction method to summarize the observed health information in an equally informative health set of lower dimension. We use a flexible non-parametric method called the Grade of Membership Method (GoM) (Woodbury and Clive, 1974; Woodbury and Manton, 1982) . This method is designed to summarize a large set of health conditions into a smaller number of clinical disease types. It is particularly useful if the observable health-condition outcome variables are binary or only have a small set of possible values. The method also determines individual weights measuring the degree to which an individual fits each of the clinical disease types. We use these Grade of Membership individual weights as measures for the health status of the respondents and include these as regressors in our model for mortality. These health measures are likely to be endogenous and we therefore extend our bivariate survival model with a model for health dynamics. Health is allowed to depend on lagged health, individual characteristics and the death of the partner.
We use the estimated model to calculate expected residual lifetimes in different health states ("health expectancies") for married and widowed males and females of various age groups. Health expectancies are informative on the fraction of life spent in a healthy state compared to the fraction spent in frail health conditions. This information plays a central role in the policy debate about the future needs for long-term care of older populations. For a recent review on health expectancies, see Robine, Jagger, and Mathers (2003) .
Section 2 reports on the dataset. Section 3 discusses the non-parametric Grade of Membership method. We apply the method on our data and briefly discuss the main results. Section 4 proceeds with the statistical model for health and mortality and Section 5 presents the results. In Section 6 we present the results of simulations with the model. In particular, we compare expected residual lifetimes and health expectancies of married and bereaved individuals. Section 7 concludes.
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We use data from the Longitudinal Aging Study Amsterdam (LASA) (Deeg, Knipscheer and Van Tilburg, 1993) . The LASA study follows over time a representative sample of non-institutionalized and institutionalized individuals aged 55 and above. The respondents lived at baseline (1992) in 11 municipalities in the West, North-East, and South of the Netherlands. We use three waves: the 1992-93 wave, the 1995-96 wave, and the 1998-99 wave.
Apart from the usual socio-demographic variables, this dataset provides extensive information on the physical, emotional, mental, and social functioning and also on a large set of variables that may have an effect on these four aspects of functioning. Each component is assessed by questionnaires and tests. Individuals were submitted either to a complete face-to-face interview or, if they refused this, to a short telephone interview.
The LASA dataset is linked to administrative records on the vital and marital status of the main respondents and their spouses up to the first of January 2000. If the respondent died during the sampling period, the date and place of death as well as the timing of spousal bereavement (if he or she was widowed at the moment of death) are recorded. For respondents who are still alive at the first of January 2000, changes in marital status -and the moment these changes took place -are also registered. This allows us to accurately follow the changes in marital and vital status from the start of the sampling period up to the first of January 2000. The smallest interval of time between deaths of spouses is 20 days and one quarter of the respondents observed to die after conjugal bereavement die within one year.
There are however some data limitations. First, information on the spouse is not available after the death of the LASA respondent. Second, for privacy reasons, the municipality of Amsterdam refused to provide records on spouses. Consequently, the information on the vital status of spouses of respondents who lived in Amsterdam can only be obtained from the survey data. We return to factual numbers concerning this below.
2,061 individuals share their household with a partner at the initial wave in 1992. Respondents who lost their partner before this initial wave are excluded. For this group we do not have information on the partner. We also excluded a small group (121) of people living together but who were not married. For this group we lacked essential information on the vital status of the partner.
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Respondents who were still legally married but who were not living together (13 individuals) were also excluded from our dataset. 6 respondents are observed to divorce during the observation period; these respondents are discarded from our analyses as well. The resulting sample counts 1.921 individuals. Very few respondents (about 0.3% of our sample) are observed to re-marry after a period of widowhood. We decided to only use the information of these individuals up to the time of their new marriage. Figure 1 shows the evolution of marital status and mortality over time. About 24 % of the main respondents died during the sample period. This concerns 345 males (dying at an average age of 79) and 111 females (dying at an average age of 78). 269 respondents were still married at the time of their death. 37 males and 25 males were observed to die after a period of widowhood (on average 2.2 and 2.9 years for respectively males and females). The remaining 125 (345 + 111 -269 -37 -25) respondents who are observed to die lived in the city of Amsterdam. For these 125 respondents we can only assess their marital status from survey information. More precisely, information on the vital status of the spouse can only be obtained for these respondents if they lived longer than their spouse and also participated in a wave after the death of their partner. We furthermore have 256 respondents from Amsterdam, who were still alive at the first of January of 2000. For these individuals, we miss information on the vital status of the spouse for the period between their last interview and the first of January 2000. These partial observability problems need to be accounted for in the construction of the likelihood function. We return to this in Section 4.
In total we observe 331 cases where the partner of the main respondent dies (116 widowers and 215 widows). The average ages of widowhood are equal to 78.4 for males and 73.4 for females. Figure 2 shows the survival curve based on the Kaplan-Meier estimate of the mortality hazard. First, it should be noted that the survival probabilities for married individuals who are older then 86 are based on a small number of observations. The same is true for age class 49-55. Second, the graph shows that the survival probabilities are lower for widowed individuals, except at older ages. For younger ages there is a relatively large difference between the curves for married individuals and widowed individuals. This is consistent with the results in the literature on mortality and spousal bereavement (see, for instance, Lichtenstein et al. 1998 Health status is a crucial variable in our model. Health is a multidimensional concept and especially at advanced ages, striking differences are observed between individuals as well as over time. We use an extensive set of 22 health measures that each describe different aspects of health, but together provide a complete picture of health.
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Physical functioning is measured by a self-reported test on mobility (van Sonsbeek 1988) and by a performance test of physical ability (Gulranik, 1994) . Cognitive status is assessed using the Mini Mental State Examination (MMSE, Folstein, 1975) . The Center for Epidemiologic Studies Depression Scale (CES-D, Radloff, 1977 ) is used to measure emotional functioning of older individuals. Two self-reported items on difficulties with seeing and hearing measure perception. Finally, the presence of chronic diseases is assessed by asking the participants whether they have or have had any of the following diseases: chronic obstructive pulmonary diseases (COPD), heart diseases, atherosclerosis, stroke, diabetes, arthritis, cancer, and other chronic diseases. These diseases are the most prevalent ones in older persons. To assess the severity of each disease, it is asked whether respondents follow a medical treatment. Unfortunately, the information on health is only available for the head respondent, and not for the spouse.
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A problem with the high dimensionality of the health data is that it will be difficult to use these indicators simultaneously in an empirical model for health and mortality. In Section 3, we discuss a flexible non-parametric data reduction method called the Grade of Membership method. Before we do this, we first briefly list socio-demographic variables that we will use in our analyzes.
Income is derived from a question where respondents were asked to assign their monthly total income -derived from pension, savings, dividends, and other sources -to four categories (in $): 0 -794 (in line with the Dutch minimum income), 795 -1,134, 1,134 -1,815 and more than 1,815.
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For the spouse, we use as proxy for income the occupational prestige of the longest job according to Sixma and Ultee (1983) (ranging from 0 = "never had job" until 87 = "high prestige"). A categorical variable indicating the level of education attained is used as a supplemental measure of socioeconomic status and is determined by the question: "Which is the highest education level attained?" Nine categories were reported varying from "elementary education not completed" to "university education". The degree of urbanization of the area where the respondent lives (categorical variable ranging from 1 = "low" until 10 ="high") is an indicator of the external living conditions and may influence positively or negatively the probabilities of dying of older individuals through a variety of mediating factors -such as feelings of insecurity, pollution, and availability of both formal and informal caregivers. The variable "network size" (Van Tilburg et al. 1992) indicates the number of network members -including children, other family members, friends, and neighbors -who have regular contacts with the main respondent. The size of the social network may affect morbidity or mortality in different ways. Previous studies indicate that having children is one of the best predictors of formal and informal care (Norton 2000) . Our network variable includes this. We opted for the variable "network size" instead of a set of variables measuring the number and gender of children because "network size" excludes children with whom older individuals do not have any contact, or who do not support their parents. A variable indicating the frequency of church attendance is included in our analyses. The strength of church affiliation may give some information on the lifestyle of the respondent, and also on the way the respondent deals with the bereavement process. The variable takes on value 0 if the respondent does not go to any church and ranges from value 1 ("yearly or less") until 5 ("weekly or more"). We also include age and gender.
The quality of marital union may affect the way widowed individuals adjust to the loss of the spouse (see for instance Broese van Groenou, 2001, Prigerson et al., 2000) . Unfortunately, no reliable information on marital satisfaction is available in the data set. The duration of the marital union is included in the analyses as a proxy for the quality of marriage.
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Table 1 below presents the means of the demographic and socio-economic variables. 3 The Grade of Membership method
General description
To describe the health condition of older individuals, a broad range of different measures is required to cover all dimensions of health. Above we discussed the set of 22 measures that we use in our study. As we aim to analyze the dynamics in health, we need a method that summarizes this extensive set of indicators into a manageable and meaningful health set of lower dimension. In addition, this data reduction method also needs to be as flexible as possible, given the complex nature of health and the way it is distributed across individuals in the sample. The Grade of Membership (GoM) method is perfectly suited for this. The GoM, developed by Woodbury and Clive (1974) , Woodbury, Clive and Garson (1978) , and Woodbury and Manton (1982) , is a statistical classification procedure, designed to summarize a complex set of symptoms for chronic diseases into a smaller number of ideal clinical disease types. These ideal clinical disease types are referred to as "pure types" in the GoM terminology. The method not only makes a partitioning of the data into a limited set of pure types, but it also provides for each individual in the sample different weights indicating the degree of similarity that an individual has with each of the pure types. These weights, called "grades of membership", sum up to unity over the classes. A weight of 1.0 means that an individual has all of the symptoms associated with the pure type (so this individual can be viewed as a "standard textbook case"), whereas a weight of 0.0 indicates that the individual bears no similarities with the pure type at all. The method is similar to the well known and much applied factor analysis, but it has some distinctive properties that are particularly relevant for our study. We return to this after a more formal description of the method.
The method
Suppose that there are K underlying non overlapping pure (clinical disease) types. Suppose furthermore that we have access to a set of J variables or tests that together cover the symptoms of the underlying pure types present in a sample of I individuals. As the information in each test j can have multiple response categories, L j , we can without loss of information code the test score of individual i in test j into a set of dichotomous indicators y ijl , measuring whether or not individual i has responded or scored affirmative on the l th outcome of test j. Next, define λ kjl as the probability that a person of exactly the k th type has the l th score on test j and define g ik as the degree of proximity that individual i has with the pure (clinical disease) type k. So, if an individual is of the pure type k, then g ik = 1 and the probability that he/she responds or scores affirmatively to the l th outcome of test score j, namely Pr(y ijl = 1), equals λ kjl .
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In other cases, where the individual is not of one of the pure types, the probabilities λ kjl have to be weighted by the degrees of similarity (the grades of membership) of the individual in the class k. More specifically:
where 0 ≤ g ik ≤ 1 and k g ik = 1, ∀ i, k. The indicators g ik mix the probabilities λ kjl to best represent the probability that y ijl = 1.
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The fact that an individual can belong to more than one group makes the GoM method very suitable for the application at hand. Elderly individuals can have characteristics from various different disease types, and the degree of involvement with a particular disease type can vary across individuals.
The likelihood function used to estimate the parameters g ik and λ kjl from cross-sectional data is based on the probabilities of responses. Specifically, it is a simple independent multinomial given by:
This needs to be optimized with respect to g ik and λ kjl subject to the constraints:
As in Woodbury and Manton (1982) , we use approximate likelihood ratio tests for the determination of the order K (number of dimensions) of the model. The test statistic is approximately χ 2 distributed with the number of degrees of freedom equal to the number of respondents I minus one plus the number of variables j multiplied by the number of category per variable j L j . We refer to Woodbury and Manton (1982) for more details.
Given K, we need to address the consistency of the estimates of the individual parameters g ik , not in the least because we use the estimated individual parameters g ik in subsequent analyzes of health dynamics and mortality (Section 4). For consistency of g ik , we have to rely on information growth in J or L j . More specifically, consistency is ensured when J * (L j − 1) becomes large (see, for instance, Manton, Woodbury, Stallard and Corder, 1992) . In our application J * (L j − 1) equals 25, which may be sufficient, for not too large K, to accurately estimate the individual parameters g ik .
The GoM approach is similar to factor analysis. The factor loadings compare to λ kjl , whereas the g ik have a similar function as the factor scores. However, factor analysis typically makes distributional (normal) assumptions on the factor scores and the outcomes, whereas the GoM method requires no assumption on the distribution of g ik . Moreover, the GoM method is well-suited for outcomes that can be represented by binary variables. This makes GoM suitable to capture the highly skewed and irregular health distribution among the aged. A practical difference is that factor scores are calculated after the factor loadings have been determined, whereas in the GoM method the parameters λ kjl and g ik are estimated simultaneously. See Manton, Woodbury, Stallard and Corder (1992) for a more detailed comparison. 
Application to the data
The GoM method is successively applied on the 22 health indicators (described in Section 2) of wave I, wave II, and wave III of the data set, using the typology derived in wave I. See, for instance, Portrait (2000) for details on the application of the GoM method in a longitudinal context. The GoM parameters λ kjlreported in Table A1 in appendix A -are used in the following to derive the characterization of the pure types.
The empirical results reveal that the health concept can be characterized using five underlying health dimensions. The first group (see the column for K=1 of Table A1 in Appendix A) is the healthy group, they do not suffer from any chronic diseases or functional limitations. The functional status of individuals who completely belong to the second health dimension (K=2) is very good, but they suffer from some mild depression 12 and/or the presence of "other chronic diseases". The latter are mainly diseases which are not specific to older individuals and generally not too serious. Examples of these are hypertension, back troubles, or diseases of the stomach, intestines, or nervous system. The third type is characterized by the presence of heart diseases and atherosclerosis -without any severe functional impairment except for some mild mobility limitations. The fourth group is characterized by the prevalence of serious arthritis and/or diabetes. It is also characterized by mobility limitations. The fifth type is complexly impaired, (s)he suffers from severe physical, emotional, and cognitive health disorders, reports mobility limitations, has a low score on the performance test and on the MMSE test, is depressed, and may suffer from severe respiratory diseases, stroke, and/or cancer. Note that the GoM method does not identify a profile characterized by high levels of depressive feelings and no cognitive or physical limitations. This may be explained by the fact that depressive symptoms alone are somewhat uncommon in older populations. Older individuals often suffer from physical or cognitive health disorders and these disorders are often related (or due to) emotional distress. Note that the pure types 2, 3, 4, and 5 are all associated to some extent with emotional disorders.
With respect to the graded participation into the different pure types (the g ik ), it can be noted that the larger part of our respondents participates only in two (30.8%) or three (36.5%) dimensions. This means that a large share of the respondents have a few g ik (grades of membership/weights) strictly greater than zero, while others equal zero. The distribution of the GoM parameters display extensive data heaping on a score of zero, meaning no participation in this specific health dimension. For instance, 62% of the individual parameters have a zero score in pure health type I and 69% have a zero score in pure health type III. Figure  3 displays the distributions of the grades of membership for the five types at wave I conditional on participation in the respective pure type (i.e. for strictly positive values of g ik ). No drastic and meaningful changes are observed in terms of the distribution of the individual GoM parameters at wave II and wave III (figures available on request by the authors). The figures also display substantive heaping at one. These respondents exactly match the pure (classical disease) type. For instance respondents with a score equal to one in the first dimension can be considered as completely healthy. Individuals in our sample are aged 55 and over, hence not surprisingly this happens for 13.2% of the cases in our sample. This implies that in our statistical model for health, measured by the individual parameters g ik , we have to allow for heaping at both zero and one. Some comments are in order. Firstly, our model is estimated on data from a survey held at discrete points in time linked with administrative information on the vital status of husband and wife. The administrative data provide an almost continuous picture of the life histories over a period of seven to eight years. However, the health status of the head respondent is measured at, at most, three points in time. This is why the term f (I(t h > t s ); δ) is included. It is supposed to capture the short-run effect of conjugal bereavement on mortality to the extent that this effect is not yet captured by the included health status variables as measured in the last survey wave before bereavement. (It would be preferable to specify a model in which the instantaneous or short-run effect does not vary across individuals with the timing of the survey interviews, but this would require much more frequent observations of health status changes in time.) We expect that in the longer run the effect of the realized bereavement before death of the head respondent will be absorbed by the health status indicators. In that case the value of f (I(t
becomes large. We do not impose this on our function f (.; δ), but expect to find this in the data.
Secondly, notice that (1) assumes that the hazard of the head respondent is affected after the death of the partner but not before. This rules out anticipation effects. This assumption is required to identify causal effects (see Abbring and Van den Berg, 2003 , and the discussion below), and it is implicitly made in most of the literature on bereavement effects on the mortality rate. In the context of our model, the assumption basically means that individuals can not exactly predict the exact moment of the death of their partner. This is a reasonable assumption. One may argue that there are situations where individuals are to some extent able to predict the time of the death of their partner. For instance, in the situation where the partner suffers from a life-threatening disease like cancer. In that case, the hazard function may already start to rise before the actual death of the partner and the estimate of the effect of f (I(t h > t s ); δ) may be biased. Note however that it is always difficult to exactly predict the timing of the death of the spouse. Also, we should point out that it is allowed that individuals know as much about the process leading to the partner's death as is specified in equation (2). In terms of the treatment evaluation literature: we allow the individual's knowledge of the treatment assignment process to lead to so-called ex ante effects on the rate at which the outcome of interest is realized. The identified causal effect is relative with respect to the counterfactual mortality rate in case the spouse has not died yet.
There is evidence that most individuals are able to cope with the situation of a terminally ill partner before the actual moment of death and that most of the detrimental effects on the health of the head respondent take place just after the death of the spouse (see Carr et al., 2001 , for a recent review on anticipation effects on adjustments to widowhood). Moreover, mechanisms that may play a role after bereavement, like being lost in zest of life, and poverty due to reduced income, actually take place after the death of the partner.
Note 
As noted earlier, the data lack some valuable partner information. The data contain only limited information on his or her health status, and, more importantly, we can not follow the spouse once the head respondent dies. For this reason we do not allow for any effect of the death of the head respondent on the hazard rate of the spouse. Equation (2) should therefore be viewed as a pure reduced from equation.
Identification of the causal effect of spousal bereavement in duration models is different from identification in linear models and most other non-linear models. Abbring and Van den Berg (2003) prove and discuss extensively the identification of treatment effects in duration models with selective assignment. They show that, within our context of the class of MPH models, some residual randomness in the timing of the cause-event (here: bereavement) is sufficient to identify the causal treatment effect f (I(t 
Health evolution
We now turn to the second endogeneity issue, namely that health, as included in x h t , is an endogenous regressor for our mortality model because it may be related to α h . To deal with this, we extend the mortality-rate model equations with health evolution equations. Recall that health is characterized by the individual GoM parameters g kt (t = 1, 2, .., 5) of the head respondent. The GoM parameters show heaping at zero and one. We therefore opted for a two-limit Tobit panel model to characterize the dynamics in health. More specifically, we specify for each health typology the latent variable g * kt governing the individual outcomes g kt , as (for notational convenience we omit the individual index):
for k = 1, ..., 5, and where
, and g kt := 1 if g * kt > 1. Previous health captures dynamic health evolution. The health g kt−1 at time t − 1 in the pure health state k captures state dependence. Note that t − 1 is short-hand notation for "the previous wave in the survey" (we discuss initial conditions in Subsection 4.3 on empirical implementation). Furthermore, since co-morbidity is a common phenomenon among older individuals, and the occurrence of one disease may affect the likelihood of getting another disease, we also include the lagged health indicators in the other states, g k ,t−1 , k = k. The vector x t refers to socio-demographic variables. As in the mortality equation, we allow for a direct effect f (I(t
in the mortality equation, this additional "bereavement function" is expected to mostly capture short-run effects. In the longer run, the effect of bereavement will be absorbed by the lagged health variables.
As with mortality, real-life anticipation to spousal death may affect health before the actual death of the partner. We argued previously that this effect is likely not to be important, but in case it affects our results, it most likely leads to a downward bias of the bereavement effect.
The variables u kt are idiosyncratic shocks assumed to be uncorrelated. On the other hand, the unobserved individual characteristics ζ k , k = 1, .., 5, are allowed to be related to α h and α s . This captures common unobserved determinants of health evolution and mortality of the head respondent and the spouse.
Empirical implementation
Equations (1) and (2) as well as the five equations of (3) constitute the full model -referred to as Model I. The different parts of the models are linked because of possibly correlated unobservables and because of direct effects (i.e. the effects of bereavement and health on mortality of the head respondent and the effect of bereavement on health). The structure of the model is such that joint estimation is required.
We now discuss the regressors and other model determinants in the model. First, consider the mortality rate (1). We split the total causal effect of bereavement on mortality into a short-run effect and a long-run effect. The short-run effect is the effect on the mortality rate between the moment of bereavement and the moment of the first survey wave that occurs after bereavement. This effect is captured by the "bereavement function" f (.; δ) on that specific time interval. The long-run effect concerns the effect on the mortality rate after the first survey wave that occurs after bereavement. Now part (or all) of the bereavement effect is also captured in the included health variables. The shape of f (.; δ) on this time interval will pick up any effect of bereavement on the hazard that are not captured by the observed health status evolution. We adopt the following functional form for f : in the short-run time interval it is quadratic in the time since bereavement, and in the long-run time interval it is also quadratic in the time since bereavement, but the two quadratic functions are unrelated, so we do not impose parameter restrictions across the quadratic functions.
The set of remaining explanatory variables x includes time-varying variables (such as income and health) and time-constant variables (such as gender, education, urbanization, network size, and active church attendance.
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). Information on time-varying variables (such as health and income) is not always available for every wave. Information at some waves is missing for respondents with a telephone interview or respondents who refused to participate in wave II (201 cases and 88 cases, respectively) or wave III (135 and 110 cases, respectively). Nevertheless, we include these individuals in the sample. We observe their vital status from the register data, We control for the lack of recent health and income information by including a "refusal" dummy variable indicating whether the respondents leave the sample before the first of January 2000 for other reasons than death. Hence, this dummy variable is merely included to control for the fact that the information of earlier waves on time-varying explanatory variables is not updated.
The baseline hazards θ n 0 (t), n ∈ {h, s} of hazards (1) and (2) are taken as piecewise constant functions of age that are allowed to change every four years (except at younger and older ages since too few deaths were recorded in these age classes to allow for a more detailed description of the data).
The health variables g kt sum up to unity over k for each individual at each point in time. We choose to exclude the equation related to the healthy dimension (for g 1 ) from our calculations to avoid perfect correlation.
14 The health modelling is dynamic, so we face an initial conditions problem. We deal with this in the common way (see for instance Heckman, Manski, and McFadden (1981) or Gritz (1993) ) by specifying an extra auxiliary model equation for observed health at the first wave. This includes unobservable health determinants ν k that are allowed to be correlated with the other unobservables of the model (α h , α s and ζ k , k = 2, .., 5). The estimation results may be sensitive to aspects of the specification of this initial health equation, notably that the included regressors are exogenous and that these are orthogonal to the unobservable ν. Especially the latter assumption may be violated in practice. Here we reach the limit of what is feasible in our study. It is fair to state that our model framework and data are rich in terms of the changes over time in health as a determinant of high-age mortality, and the model deals with joint selectivity in health evolution and conjugal bereavement. The price to be paid is that we need to deal with initial health conditions in a rather ad hoc way.
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To gauge to what extent our results depend on the initial conditions, we also estimate a modelreferred to in the following as Model II -where hazards (1) and (2) are estimated along with a static version of (3). We return to this in the next section.
The likelihood function associated with our Model I (equations (1), (2), and (3)) plus the initial health conditions equation is not straightforward to derive or compute. Firstly, as documented in the data section, in some situations we can only partially observe health and vital status of the individuals.
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Survival 14 Alternatively, we could have opted for the equivalent, but more complicated solution to estimate the full model subject to the restriction that the five g s have to sum up to unity.
15 It is hard to justify exclusion restrictions on the set of explanatory variables that is allowed to have a direct causal effect on mortality, so that instrumental variable techniques are not useful here. Identification of our models benefits from the data-driven assumption that the health-status regressors change values at a finite number of points only.
16 It is important to emphasize that the likelihood function is corrected for the fact that the interviews of each wave are held at different points in time. For instance, the duration of the follow-up of respondents that are still alive at the end of the panel varies between 2,280 and data are right censored for the head respondent (1) when he or she is alive at the first of January 2000 and (2) when he or she starts a new relationship after spousal bereavement. With respect to the spouses, data on survival status are right-censored (1) when both the head respondent and his/her spouse are alive at the end of the panel and (2) when the head respondent dies during the period of observation and his or her spouse is alive at the moment of death. In these cases, we take the censoring as independent right censoring, with obvious modifications to our likelihood function. Less straightforward is the case for respondents living in Amsterdam. For privacy reasons, the municipality of Amsterdam refuses to provide records on spouses. Consequently, for these respondents, we have a gap for the vital status of the spouse between the last held interview and the point where observation for the head respondent stops (i.e. the 1st of January 2000 if the respondent is still alive, or the moment of death if the respondent died during the period of observation). This means that we have to "integrate out" the life time T s of the partner from the last held interview up to the point where observation stops. We do this in a way that is consistent with our model (i.e. we use model (2) explicitly). Secondly, our model includes unobserved random effects. The standard procedure to deal with random effects is to specify the likelihood conditional on the unobservables of the model and to integrate these unobservables out of the likelihood function. This assumes independence between observed exogenous characteristics x and unobserved characteristics (α h , α s , ζ k , ν k , k = 2, . . . , 5. Our sample is taken from the older (55+) population. In the construction of our likelihood we condition on survival beyond age 55. Van den Berg and Lindeboom (1995) show that in this conditional approach, independence in the population carries over to independence in the sample distribution under relatively weak conditions. Thirdly, the large number of unobservables in our model poses formidable computational obstacles, even with simulation estimation methods. We reduce the dimensionality by adopting a one-factor loading specification for the unobserved characteristics ν k of the initial conditions. Specifically, we take (α h , α s , ζ 2 , ζ 3 , ζ 4 , ζ 5 , ν 2 ) jointly normal distributed and assume that ν k = φ k ν 2 , k = 3, . . . , 5. The parameters φ k are estimated along with the other parameters of the model. Furthermore, the residuals u kt of the health evolution equations are assumed to be independently (across health dimensions k and periods t) normally distributed with zero mean and variance σ k1 . The likelihood function then con-tains 7-dimensional integrals (over (α h , α s , ζ 2 , ζ 3 , ζ 4 , ζ 5 , ν 2 )), for which no closed form solution exists. We use Simulation Methods to estimate the model. In particular, we opted for Simulated Maximum Likelihood (SML) (see, for instance, Stern 1997).
The random variables S = (α h , α s , ζ 2 , ζ 3 , ζ 4 , ζ 5 , ν 2 ) are assumed to be normally distributed with mean 0 and covariance matrix Σ. It is well-known that any symmetric positive definite matrix Σ can be written as the product of L * L = Σ, where L is lower triangular. In order to simulate S, we first simulate a matrix of standard normally distributed variables. It follows from standard statistical theory that L is normally distributed with mean 0 and variance Σ. The parameters of matrix L are estimated and used to compute matrix Σ. The Delta method is used to estimate the standard errors of the parameters of matrix Σ.
The number of replications using Simulated Maximum Likelihood methods has to be infinite to ensure consistency of estimated parameters. We estimated Model I successively using an increasing number of replications. Beyond 20 drawings the results appear to be very stable. The results presented in the following sections are based on 30 replications.
Model estimation results
The parameter estimates for Model I are reported in Tables 2a (below) and The upper panel of Table 2a reports the parameters of the mortality hazard of the head respondent. Not surprisingly, the parameters of the baseline hazard show an exponentially increasing function. The other coefficients also have the expected signs. Females, individuals with higher incomes and religiously affiliated people, and individuals with a large social network face lower mortality risks. The last effect may be explained by different life style and social support of individuals who frequently attend religious services. People living in urban areas have higher mortality rates. Note that these effects are conditional on an individual's health status. Concerning health, individuals with higher involvement (grades of membership) in dimension/health typology 5 (complexly impaired), 3 (cardiovascular diseases), and to a lesser extent, in dimension 2 (other chronic diseases) have increased mortality risks. The remaining health dimension (4) is characterized by two, not directly, life threatening diseases (arthritis and diabetes) and we consequently find little effects of it on the mortality rate. The dummy variable "refusals" indicates whether the individual drops out of the subsequent wave(s).
It is strongly significant, 17 most likely because it captures time-varying health effects for such individuals.
Both short-run and long-run bereavement effects variables are significantly different from 0.
18 Figure 5 depicts the total effect of bereavement. We find that the loss of a partner significantly increases the mortality rate and that the effect is stronger during the first three years of bereavement, decreases afterwards, and disappears after approximately seven years of widowhood. This result is consistent with previous findings in the literature (Lichtenstein et al., 1998) . Note that the bereavement variables measure the direct effect of bereavement, as far as this is not included in health. We need to take the changes in health, due to bereavement into account in order to assess the total effect of bereavement on mortality. We return to this later.
Our findings are robust to alternative specifications. We tried various specifications like (a function of) the logarithm of time since bereavement, year dummies for short-run and long-run effects etc. The results do not change and the highest likelihood value is obtained using the specification presented above. We also estimated the model allowing for different effects of widowhood according to (1) gender, (2) the duration of the marriage, (3) age, (4) the number of times an individual became widowed (5) strength of religion, and (6) health status. The parameters associated with the interaction variables were never significant. Therefore, we did not pursue this any further.
The lower panel of Table 2a reports the results of the health model. This concerns estimates of a dynamic panel data model, with the GoM parameters g kt , measuring the degree of involvement in health type k = 2, .., 5 as health measures.
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We find strong effects of lagged health. The own lagged variables -that account for state dependence -are strongly significant and greater than one, indicating that a given condition deteriorates over time. The significant lagged health indicators in the other health states are also positive, showing that pertaining to a specific health type increases the probability of suffering from other health disorders. For instance suffering from other chronic diseases at (t − 1) increases the probability of having arthritis and/or diabetes, of having cardiovascular diseases, and to a lesser extent of being complexly impaired at (t). Likewise, suffering from arthritis and/or diabetes at (t − 1) increases the probability of being complexly impaired and (to a lesser extent) increases the 17 Recall that we use register data to follow individuals from the start of our sample period (1992) up to the end of the observation window.
18 See Subsection 4.2 for the definitions of the short-and long-run effects. 19 The sum over k of g kt equals one, so we omit one of the categories (see Subsection 4.2). (T-values into brackets; calculated using the Delta method) Arthritis / Diabetes risk of experiencing "Other chronic diseases" at (t). So indirectly, a not directly life threatening condition like diabetes can lead to increased mortality risks. This is a well established fact in the medical literature (see e.g. Nathan, 1993) .
We observe only a few age effects after we control for lagged health status.
20
Only the age parameters of "complexly impaired" are jointly significant. They indicate that the shifts in grades of membership are larger at older ages than at younger ages. Differences are found with respect to gender. Females suffer more often from arthritis, diabetes, and, to a lesser extent, from other chronic diseases than males and males suffer more often from cardiovascular diseases and complex impairment than females. Consequently, at older ages females experience less directly life threatening disorders. This finding is consistent with the fact that females live on average longer than males. Finally, we find significant effects of socioeconomic status, measured by income and education. Having high incomes and/or being well educated positively affect(s) health status; it lowers the probability of suffering from arthritis/diabetes, cardiovascular diseases, and being complexly impaired. This result is similar to the finding of Attanasio and Emmerson (2003) , who also find an additional effect of socioeconomic status on health status after correcting for initial health status. Urbanization and church attendance do not influence health evolution, but these factors are important in the static model for health (see Table 2c in Appendix C). With respect to the effects of bereavement on health, we start with mentioning that we tried a range of different specifications : (1) using dummies for spousal bereavement, (2) using quadratic specifications of the short-run and long-run effect of bereavement (as in hazard (1)), (3) using the logarithm of the time since death of the spouse. We also estimated the model allowing for different bereavement effects for widows and widowers. These alternative specifications did not lead to better results and the interaction variables were not significant in any of the alternative specifications. Table 2a shows that spousal bereavement significantly increases the probability of suffering from Arthritis/Diabetes. Bereavement has no direct effect on the other health dimensions.
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It is amenable that bereaved individuals experience a reduction of their level of physical activity, a worsening of their eating patterns and sleeping disturbances. These lifestyle factors may increase the risk of suffering from arthritis and diabetes, which are to a certain extent related to the level of physical activity and to eating patterns. Prigerson et al. (1997 Prigerson et al. ( , 2000 also found that bereavement increases the probability of suffering from chronic diseases.
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Only the short term effect is significant. This does not mean that there are no longer run effects. These may be picked up by the lagged health status variable. To illustrate this we used our model to calculate expected health paths for an average male respondent for ages 61 to 100. In one situation we assumed that the partner remains alive, in the other situation we assumed that his partner died when he was 70 years old. Figure 6 displays the ratio of the two health paths. The general picture is that there is a strong immediate effect of bereavement on arthritus/diabetes. At 21 We should point out that the precision of the estimates discussed above may be influenced by some shortcomings of the data. First, the health information of individuals who refuse to continue to participate in the LASA study is not available after they have left the sample. Note that about one third of them refuses because of health problems. Second, we can not measure the health status of an individual who lost his/her spouse and who dies before the next wave. This effectively reduces the sample information with likely consequences for the precision of the estimates of the health evolution equations. Most probably, we are more likely to miss information on individuals suffering from more serious health disorders. In other words, the sample design and the dynamic selection in the sample may prevent us from demonstrating the direct effects of bereavement on dimensions with more serious health disorders.
22 Our results do not imply that bereavement only affects physical health. As argued previously (Section 3), at advanced ages symptoms of emotional disorders are rarely observed without physical disorders. Also our typologies are associated with emotional disorders.
age 73 the expected degree of involvement (g) into arthritis/diabetes is about 80 percent higher for an individual who loses his partner at age 70.
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This is due to the direct short-run effect. In the longer run there are no direct effects (the coefficient of the long-run effect is insignificant). However, the increased g at age 73 affects the outcome at age 76, which in turn influences the outcome at age 79 etc. We can see from the figure that the effect of bereavement lasts about 12 years. However, as in the mortality model, the direct effect is dominant; bereavement affects health most strongly in the first few years after the death of the partner. This is consistent with the literature on bereavement (see for instance Van Baarsen et al., 2002) .
Bereavement affects the probability of suffering from Arthritis/diabetes, but Arthritis/diabetes does not have a direct effect on the mortality hazard (see above). There may be an indirect effect of bereavement on mortality. Suffering from arthritis and/or diabetes at (t − 1) increases the probability of being complexly impaired, which in turn has a strong effect on the individual mortality rate. We examined whether this indirect bereavement effect is strong, by looking at the additional effect of bereavement on being complexly impaired due to having a higher risk of arthritis/diabetes. We found that the increase in Arthritis/diabetes due to bereavement only marginally increases the probability of being complexly impaired.
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We can conclude from the above that there are strong direct effects of bereavement on the hazard and on the probability of suffering from Arthritis/diabetes. Both effects are temporary and fade out after 7 and 12 years, respectively. For mortality this is largely a direct effect. Indirect effects of bereavement (via subsequent health) on mortality are very small because Arthritis/diabetes is not a directly life threatening disease and because the direct and indirect effects of bereavement on life threatening diseases are too small to influence the mortality rate.
In Section 6 we will use the model to make calculations for males and females and look at the impact of bereavement on expected residual lifetimes and time spent in specific health states. The latter is denoted as health expectancies in the gerontological literature. Before we do that we first briefly discuss the estimates of the covariance matrix Σ and the fit of the model. The results of the mortality equation of the spouse as well as the results of the initial conditions are reported in Appendix B. We do not comment on these results. These models are purely reduced form and it is therefore difficult to give a meaningful interpretation to the parameter estimates of these models. Figure 4 displays the results of the covariance matrix Σ of the unobserved individual effects. A majority of the variances and covariances of the individual unobserved effects are not significant.
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This seems to indicate that it is not necessary to estimate the mortality equation jointly with the health evolution equations. We performed a Wald test on the joint significance of the parameters of the matrix Σ. The Wald test rejects the null hypothesis of no correlation between (α h , α s , ζ 2 , ζ 3 , ζ 4 , ζ 5 , ν 2 ). Similarly, we perform a series of Wald tests for the joint significance of the variances and covariances of : (1) the head and spouse mortality equations, (2) the head mortality equation and (each of) the health equations, (3) the spouse mortality equation and (each of) the health equations, and (4) the health equations. The Wald tests indicate that the null hypothesis of no correlation between unobserved determinants of head and spouse mortality could not be rejected whereas the other null hypotheses of no correlation between unobserved determinants of head mortality and health evolution, between spouse mortality and health evolution, and between the health equations are rejected. This indicates that the shared risks of mortality between husband and wife go through unobserved characteristics that influence health status. Our conclusion from all these tests is that the mortality equations and the health equations should be jointly estimated.
We have performed an informal check of the fit of our health evolution model. Figure 9 of Appendix D is based on histograms of the average actual and estimated probabilities that a grade of membership g * kt falls in a specific interval. The estimated probabilities are calculated using parameters estimates of Model I. The dotted line connects the tops of the histogram of actual probabilities whereas the solid line connects the tops of the histogram of the estimated probabilities. A comparison of the graphs per health dimension indicates that the dynamic health model fits the observed data quite well. A check on the model fit of the bivariate mortality model is less straightforward. most flexible specification within the class of MPH models. Finally, the results of Model I may depend on the specification of the initial conditions. To check on this, we compare the results of the survival models and of the health model in the static and dynamic specifications. The results are highly comparable, which indicates that our results are not sensitive to the treatment of the initial conditions problem in our model.
Life and health expectancies
Residual life expectancy and time spend in specific health states (called "health expectancies") are relevant for health care policy and frequently calculated in the demographic and gerontological literature. With our model we can differentiate these with respect to marital status and calculate the fraction of lifetime lost as well as the increase in health disorders resulting from bereavement.
Residual life expectancies
Expected residual lifetimes at age s are computed as (see, for instance, Lancaster 1990):
S(t) dt S(s)
We compute the survivor function, S(.) from the estimated model, for each sample respondent. Subsequently, we average the survivor functions per gender and within specific age intervals. The expected residual lifetimes E(s) are calculated per gender and marital status. We do the calculations at the sample average of the socioeconomic characteristics and health status. We report the results in Tables 3a and 3b. Males and females lose 7.6 % (= 2.4 years of life) and 8.3 % (= 2.9 years of life) respectively of their residual life expectancy after bereavement at age 55-65. For bereavement at age 65-75, these percentages equal 11 and 12.1 and for bereavement at age 75-85, 16.0 and 17.3 . So the loss of the spouse is found to significantly decrease the residual lifetimes of both genders and at all ages. Tables 3a and 3b also show that most of the effect arises in the first years of bereavement, during which the residual life expectancies are largely affected. Afterwards, the decline in remaining years of life are comparable for (still) married and widowed individuals. This is in line with what we concluded in the previous section. The table also shows that widowhood at younger ages affects the remaining life expectancies the most. At all ages residual life expectancy after the death of the partner is lower for those who lose their spouse at a relatively young age (55-65) as compared to those who lose their partner at older ages (65-75 and 75-85) . The residual lifetimes based on our model exceed the numbers provided by Statistics Netherlands. Our sample concerns a group of married older persons and their characteristics differ from the characteristics of entire Dutch population. We report on this in Appendix E.
Health expectancies
Usually, the calculation of health expectancies involves the use of data on the prevalence of unhealthy states and mortality. Information on the prevalence of health states can be obtained from census of survey data and usually one uses life table information to calculate mortality rates. The average number of years spend in a health state x onwards from a given age s is then derived from (see e.g. Sullivan, 1971 ):
h(t, u)S(t) du dt S(s)
where h(u, t) assigns weights to health states at age t. Our approach differs from the the traditional "Sullivan method" in two ways. First, we base our calculations of residual lifetimes in specific health states on estimates of a joint model for health and mortality. Second, we do not use census data on the prevalence of unhealthy states in older population, but use instead the Grade of Membership and the estimates from our model. Our approach allows for more detail in the calculation of the health expectancies. We calculate the average grades of membership per age, gender, and marital status as weights (h(t, k)=g kt ) and use these to dis-aggregate the residual life expectancies 27 "Healthy life expectancy" or "active life expectancy" is a particular form of life expectancy that refers to the expected time spent in health states that are free from serious disability. "Healthy" health states for older population are generally associated with the absence of functional limitations. In our analyses, "healthy life expectancies" are given by HE(s, 1), the number of years remaining in the 27 Manton and Stallard (1991) also give estimates of health expectancies of the American older population using the GoM method. However, their method differs from ours. They first identify the different health dimensions from a cross section of a survey using the Grade of Membership method and use Census Data to derive life expectancies E(s) for specific age-gender groups. we use our model for this. They next combine both elements to derive health expectancies.
healthy first dimension. Estimates of residual health expectancies per marital status at age 70 and 80 are reported in Figures 7 and 8 , for males and females respectively.
Figures 7 and 8 show that after bereavement the share of healthy residual years of life decrease for both genders. Bereaved males experience a worsening of health status as (relatively) healthy years -in dimension 1 (healthy) and 2 (other chronic diseases) -are replaced by unhealthy years -in dimension 4 (serious arthritis and diabetes) and 5 (complexly impaired). Males lose on average 8.5 % of their remaining healthy years as a consequence of widowhood. Similar effects are observed for younger (70 year old) females. So, the calculations show that after bereavement people spend a larger share of their remaining life suffering from (serious) chronic diseases In absolute terms, however, bereavement reduces time spend in unhealthy states. This is caused by the strong direct effect of bereavement on mortality. The reduction in life years due to bereavement are stronger than the effects of bereavement on health.
Conclusions
This study assesses the effects of spousal bereavement on health and mortality risks at advanced ages. For that purpose, we specify a bivariate survival model for husband and wife and a dynamic health evolution model and estimate it on a rich longitudinal survey. Our approach adds to the literature because we combine a number of relevant aspects. The mortality hazard of the head respondent allows for a direct effect of the death of the partner and a range of health indicators. The health indicators give an accurate description of all dimensions of individual health and are derived from a broader set of health indicators using a flexible, non-parametric, data reduction method called the Grade of Membership method. Health is treated as an endogenous regressor and the dynamic model for health also allows for a direct effect of spousal bereavement and indirect effect via lagged health.
We find much higher mortality hazards for individuals with cardiovascular diseases and complexly impaired individuals. The death of the partner significantly increases the mortality rate of the survivor. The effect is strong during the first three years and disappears after approximately seven years.
With respect to health, we find strong effects of lagged health, indicating on average aggravation of health disorders. Also the prevalence of one disease increases the risk of getting other diseases in the future. So initially not directly life threatening diseases (like arthritis or diabetes) increase the risk of obtain- 36 ing life threatening diseases later in life and therefore later life mortality. The death of the partner significantly increases the probability of suffering from arthritis/diabetes. This effect is not permanent, but can last up to 12 years. However, as in the mortality model, the direct effects of bereavement are stronger than the longer run effects; bereavement affects the probability of arthritis/diabetes most strongly in the first few years just after the death of the partner. We find no direct effects of bereavement on other health disorders. Also indirect effects (via arthritis/diabetes) of bereavement on other health disorders are small. We used the model to calculate residual life and health expectancies differentiated per marital status. We find that males and females lose on average 11.5 % and 12.5 % respectively of their residual life expectancy after bereavement. Most of the effect takes place in the first years of bereavement. We also calculated health expectancies, i.e. residual life time spend in specific health states. We find that bereavement affects the share of healthy years in residual lifetime, primarily because healthy years are replaced by years of having serious arthritis and diabetes and of being complexly impaired. In absolute terms, however, bereavement reduces time spent in unhealthy states. This is caused by the strong direct effect of bereavement on mortality. The reduction in life years due to bereavement are stronger than the effects of bereavement on health.
The strong direct effects of bereavement are important for policies aimed at the elderly. It suggests that monitoring and/or interventions just after spousal bereavement are important for the length of remaining life and for the physical and mental health-related quality of life of older bereaved persons. The third column of Table A1 reports sample proportions of various health disorders. The characteristics of the different health dimensions are determined by examination of the K profile probabilities λ kjl and their comparison to the sample proportions of interest. Statistics Netherlands calculate "average residual life expectancies" -i.e. residual lifetimes for individuals with average health status, socioeconomic characteristics and marital status. Our sample is not representative of the Dutch older population as we selected married individuals at baseline. Figure 10 shows hazard rate from our model (estimated on the sample of married individuals) and hazard rates from the Statistics Netherlands. It is clear that our model estimates are lower than the estimates from Statistics Netherlands. We further compared the averages of the explanatory variables of our (married) sample with the population averages. On average, the sample respondents are younger, higher educated, have higher incomes, and go more often to church. These factors are found to be associated (in our model and in the literature) with lower mortality and morbidity.
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