The recognition of surface shapes using structured light is an important component of many industrial vision systems. The iterative correction algorithm (ICA) for the recognition of cylindrical objects is based upon a predictor{ corrector approach which utilizes an initial estimate for the surface parameters, followed by iterative parameter re nement. A predicted passive image is generated using the current surface parameter estimates and signi cant features are extracted and compared with those in the true passive image. The estimated surface parameters are corrected based upon feature disparities. In this paper, the ICA is enhanced with a new method for computing passive image point coordinates and tested. Future research directions are indicated.
The Iterative Correction Algorithm
The quanti cation of object surface shapes using structured light is a common element of many industrial vision systems used for autonomous inspection or guidance. 1 Please address all correspondence to R.J. Schalko at the above address.
Many traditional techniques for structured light-based stereo vision compute a set of points on the object surface via triangulation, and then t an appropriate surface model. Examples include 1], 2] and 3]. In this paper, the ICA approach, which avoids computation of individual 3-D surface points, is developed. The ICA was rst introduced by Busboom and Schalko 4, 5, 6, 7] . Di erences between the features computed from actual and estimated or virtual objects are used to obtain an updated, improved set of surface parameters describing the object. The resulting virtual passive image is again computed and the correction step repeated as necessary. Figure   1 summarizes the ICA approach. ICA is capable of delivering very accurate results with moderate computational cost; if only a coarse surface estimation is needed, the algorithm could be stopped after one or two steps.
Imaging Geometry. The passive camera coordinate system is coincident with the object coordinate system and the active camera is only translated in the x-direction (by an amount d c with respect to the passive camera). Thus x = x p = d c is identical to x a = 0. Figure 2 shows this situation 1 . The projected light pattern consists of two or more horizontal light stripes, each described by x a + i = 0: (1) For this imaging geometry, camera calibration is straightforward using well-known calibration procedures 8, 9] .
Estimating Location and Orientation of the Object. Image preprocessing and segmentation is used to extract the passive coordinates of the leftmost, rightmost and topmost point for each lightstripe i (i = 1; 2) , as x li = (x li y li ) T , x ri = (x ri y ri ) T and x ti = (x ti y ti ) T . We assume that the cylinder major axis is roughly parallel to the x{axis of the coordinate system. Figure 3 shows a typical stripe image with these 6 extracted points. Note that the top most points, x ti , actually have minimal x p value, due to the inversion property of the backprojection camera model. For the passive camera we get x p = Since only a few light stripes are projected, it is quite easy to relate the stripe images to projected light stripes. Since x a is known for each stripe, these equations may be solved for the object point x = (x y z) T 
Equations (2) and (3) provide a position estimate for the object, if the passive image point x p can be uniquely identi ed. One such suitable point is the topmost point x pt 2 of each passive stripe image. It can easily be seen from (4) that for d c > 0 this point is the image of the foremost object point, x f which has minimal z-coordinate among all points on the particular stripe. For d c < 0, this is mapped into the bottom point of each stripe. 
The width of a light stripe projected on a cylinder with major axis through y = 0 and z = z 0 and no z-rotation is:
w p = 2r j cos y f p ? sin y x pc j q (z 0 ? cos y f p ) 2 ? r 2 : (6) in the passive image. Here, y is the rotation around the y-axis, r is the radius of the cylinder and x pc = (x pc y pc ) T is an edge point of the light stripe, corresponding to an object point on the contour of the cylinder as seen by the passive camera.
Substituting the trigonometric functions by the rst term of their respective Taylor series, the rotation around the y-axis is approximated from the widths of two di erent stripes as y 2f p (w p1 ? w p2 ) w p1 x pc2 ? w p2 x pc1 :
This is a coarse approximation which does not account for distortions due to ytranslation and z-rotation. It is however suitable for our purpose of getting a basis for necessary correction steps.
By analogy with (5), the rotation around the y-axis can also be estimated as y = arctan z f2 ? z f1 x f2 ? x f1 :
The object coordinates x and z may be obtained from (4) and (2), respectively.
This second estimate for y does not involve an approximation and it is not biased by other deviations, but it depends on only two passive image coordinates, as opposed to four for the rst method, so accuracy of these points is crucial.
Estimation of the Radius. Figure 4 shows the geometry. 
The e ects of a translation in y-direction are shown in Figure 5 . Note that the distance from the center of the cylinder through the focal point to the passive image plane is no longer given by z 0 = z f + r. Furthermore, w = y r ? y l depends now not only on z f and r, but also on the unknown translation y f and rotation z . To derive the required corrections we use the angles shown in Figure 5 , i.e., l = arctan y l fp , r = arctan yr fp , m = 1 2 j l + r j, and = 1 2 j l ? r j. Furthermore, a rotation of the cylinder about the z axis causes the revised stripe width, hereafter denotedw, to be: w = 2f p tan q 1 + tan 2 m j cos z j: (12) Distances are modi ed using: (16) This estimation formula for the radius was found to be very accurate in simulations and experiments, over a wide range of orientations and locations of the cylinder.
In 10], it is shown that (16) is valid for all possible radii and angles of view, m , which yield a valid passive image in the given geometry. Table 1 summarizes the computation of the location, orientation and size features of a cylinder.
Initial Surface Parameter Estimates. The a ne transform is written as:
where x = (x y z) T is the object coordinate vector before, andx = (xỹz) T 
t A = t x t y t z T :
Translations along the x-axis are irrelevant for cylinders in the given geometry, therefore t x = 0 is assumed. Note that (17) transforms the coordinate system so the corrections to the object are in the opposite direction.
The quadric surface is given by: ax 2 + by 2 + cz 2 + 2fyz + 2gxy + 2hxy + 2px + 2qy + 2rz + d = 0: (20) or, in the corresponding matrix notation:
In homogeneous coordinates, denoted by a tilde (Ã), the representation is:
In this work, a sequence of surface parameters, in the form of (22), and denotedÃ k , b k andd k , is developed iteratively. The surface described by these parameters is referred to as the estimated surface or the virtual object.
The Correction
Step. The estimated surface is now improved by a succession of correction steps, as follows:
1. First, the six characteristic passive image points are computed for the projection of the same stripes as used on the virtual object. Methods to do this are described in detail in the next section. (2), (3), (5), (7) and (16), as summarized in Table 1 : (30) In the case of the projector mounted over the camera The ends of the light stripe must be determined by the contour of the object rather than by occlusion e ects. For these points, (33) has exactly one real solution for t. The discriminant D S = b 2 1 ? 4b 2 b 0 = 0 of (33) 
Equations
where is the angle from a plane orthogonal to the major axis to the surface of the object and is an o set in x-direction. Note that for = 0 the hyperbola specializes to a plane. Typically is not very large (11:7 deg in our experimental setup) and the resulting light stripe does not deviate signi cantly from a plane. An iterative algorithm is used to determine the position of the passive image points of interest.
As a rst step, a straight line -active light stripe image which linearizes the bent stripe in the origin is formulated as x a0 = ?f a tan ? = ? 0 :
Together with 0 = 1 and 0 = 0, 0 is now used to compute the passive image points as described. Figure 6 shows the situation in the passive image plane. Note that the drawing is exaggerated and the coordinate system rotated by 180 degrees to facilitate observation. For each one of the initially estimated passive image points
x (e) p0 = (x p0 y p0 ) T , the following iteration loop, is executed, starting with k = 0:
Iterative Point Computation for Bent Stripes. 
The larger of the two solutions describes the object point next to the passive camera corresponding to the given image point and is selected as t k 3 . (32) can then be used to compute the 3 object coordinates as:
y k = t k y pk ;
2. Apply the perspective-projective transform to nd the y a coordinate in the active image plane corresponding to the object point (x k y k z k ) T :
3 t will be negative for the assumed viewing geometry. (47) The relative change in x a is used as a stopping criterion for the algorithm. In addition, a maximum number of iterations is speci ed. For the hyperbolic active image of the laser used in this research, the algorithm converged very quickly to six or more constant digits in x a . For left-and rightmost points, two to four iterations were usually su cient. The maximum number of iterations was set to eight. The topmost point required some more e ort, as very small di erences in the x-coordinate can cause signi cant change in the y-coordinate. Thus a smaller threshold and a higher maximum number of iterations (up to 15) are used. Table 2 shows the iteration steps for an example.
This operation is used separately for each object point, three times per stripe in our case for top-, right-and leftmost point. Nevertheless, the computational requirements of the method proposed are still much less than for the use of a surface mapping simulator, in addition to yielding higher accuracy.
3 Extensions of the Algorithm: Noncylindrical Objects
In this section, two extensions of the iterative correction algorithm are introduced.
Parameters of cones, which are generalizations of the cylinder, can be estimated with the same imaging geometry and the same object feature estimation as used for cylinders. In addition, a method for estimating the parameters of planes is proposed.
With these extensions, ICA covers a broad class of objects requiring parametric descriptions.
Estimating the Parameters of a Cone. A cone with major axis parallel to the x-axis of the global coordinate system may be written as 
The iterative correction method for cones follows the same structure as shown in Figure 1 for cylinders. The same six characteristic points are extracted from the passive images. We now introduce the object feature estimations and the correction step based upon them.
Object Feature Estimation for Cones.
1. For both stripes compute the distance of the foremost point, using (2). Denote these object coordinates as z f1 and z f2 .
2. Compute the corresponding object x-coordinates from (4) as x f1 and x f2 .
3. Estimate the object y-translation y 0 from (3).
4. Estimate the rotation around the z-axis via (5) as z . 
This is also illustrated in Figure 8 , note that < 0 for the situation drawn.
8. Contrary to cylinders, also consider translation along the x-axis , which is the direction of the major object axis, into account. Use x 0 = x + r i tan ;
(52) for i = 1 or i = 2, depending on which stripe has been chosen.
These object features z , x 0 , y 0 , z , y and are now used to determine a virtual object and perform subsequent correction steps, similar to the cylinder case. However, no scaling constant k is used for the a ne transform. Instead, translation and dilatation along the x-axis, determined by x 0 and respectively, are taken into account. The initially estimated object is computed from 
The correction steps are also analogous to the method for cylinders with the main di erences as follows:
Correction
Step for Cones.
The correction of the angle is not done by an a ne transform of the global coordinates but via major axis transform as follows:
1. Determine (a) and (e) for the actual and estimated image from (50) 2. Compute the eigenvalues = diag(? tan 2 (p) ; 1; 1) from the current set of estimated surface parameters. 
4. Update the surface parameter matrix A.
The translation t x = x (e) 0 ? x (a) 0 along the x-axis has to be done additionally.
The translation along the z-axis is now given by t z = z (e) f ? z (a) f ? t x tan (e) :
Other than these di erences, the correction algorithm for cones is analogous to the correction for cylinders and we are able to estimate the surface parameters for this object class as well. However, we have to be cautious with translations along the x-axis since Equation (52) is singular for cylinders ( = 0). The correction for translation along the x-axis should be skipped if the angle gets very small, and instead replaced by the scaling. A better strategy, which avoids the computation of the eigenvalues in the case of cylinders, is to estimate (a) , as given by (50) (4) - (2) from n given passive image points.
Theoretically, three points not on a straight line are su cient for determining the three plane parameters. Practically more points should be used to compensate for inaccuracies due to discretization e ects.
If bent stripes are projected like in the case of the laser lightstripe generator used, an iterative correction scheme similar to the one described in section 2 can be employed to compute the object point coordinates x i from the passive image points with high precision.
Simulation and Experimental Results
The passive camera is located at the origin of the global (x y z) -coordinate system, the x p -axis of the passive image plane is identical with the global x-axis and the y paxis is identical with the global y-axis. The active camera image plane is translated with respect to the x-axis by an amount d c , the stereo baseline distance. A typical laboratory setup is shown in Figure 9 . An adjustable rail is used for mounting the camera and the laser light stripe generator, which in turn is mounted on an adjustable tripod. The Lasiris laser light stripe generator is a class II laser product, with power output less than 1 mW and wavelength in the range 600-710 nm. A Pulnix TMC -7 CCD color video camera is used with a resolution of 768 horizontal by 494 vertical pixels.
All real images used in the experiments were preprocessed by thresholding, line extraction and line thinning.
Interpretation. Tables 3 -6 show the simulation and experimental results for the described scenes.
Assessment: Cylinders. As we see from Tables 3 and 4 It is especially noteworthy, however, that relatively large errors in single parameters (such as it is the case for the x-parameter p in simulation 2) do not necessarily indicate a bad result. The surface should always be judged from the object features in Table 3 which are computed from the parameters in Table 4 .
Assessment: Cones. In the case of cones, there is one more parameter to correct for than in the case of cylinders. This a ects the number of correction steps necessary for the convergence of ICA which is higher. The results presented for scene 4 were obtained with 10 iterative correction steps which proved to be su cient in all cases.
Following Tables 5 and 6 , the errors are slightly larger for cones than for cylinders, but still within the bounds shown. This fact is intuitively understandable as we derive more output information (six instead of ve object features) from the same amount of input information (the characteristic stripe points) like in the case of cylinders.
Still, the obtained surface is very close to the true surface and the experiment is not worse than the simulation here, indicating high robustness of the algorithm against distortions. The accuracy of the iterative algorithm, as a function of a number of parameters, is developed and discussed extensively in 16].
Conclusions
A substantially improved version of the original iterative correction algorithm (ICA) has been presented and veri ed. The algorithm assumes a constrained, yet reasonable, imaging and projection geometry for highly accurate estimation of surface parameters for cylinders and cones. This accuracy, as well as robustness against calibration errors, is possible through a rather specialized projection pattern, parallel lightstripes, and restrictions on possible surface classes. A critical restriction is the fact that the object must not be partly occluded. On the other hand, the results are obtained with very sparse input data which is easy to acquire.
An important improvement of the algorithm is the direct computation of the passive image points for the projection onto the current estimated object surface. This procedure guarantees high accuracy and fast convergence with low computational cost, as opposed to an earlier implementation 5], using the surface mapping simulator.
The algorithm can be easily adapted for other active image geometries. Equation 
