University of Kentucky

UKnowledge
Theses and Dissertations--Physics and
Astronomy

Physics and Astronomy

2022

ELASTIC AND INELASTIC COMPTON SCATTERING FROM
DEUTERIUM AT 61 MeV
Danula Godagama
University of Kentucky, danulagod@gmail.com
Author ORCID Identifier:

https://orcid.org/0000-0002-4784-4855

Digital Object Identifier: https://doi.org/10.13023/etd.2022.281

Right click to open a feedback form in a new tab to let us know how this document benefits you.

Recommended Citation
Godagama, Danula, "ELASTIC AND INELASTIC COMPTON SCATTERING FROM DEUTERIUM AT 61 MeV"
(2022). Theses and Dissertations--Physics and Astronomy. 98.
https://uknowledge.uky.edu/physastron_etds/98

This Doctoral Dissertation is brought to you for free and open access by the Physics and Astronomy at
UKnowledge. It has been accepted for inclusion in Theses and Dissertations--Physics and Astronomy by an
authorized administrator of UKnowledge. For more information, please contact UKnowledge@lsv.uky.edu.

STUDENT AGREEMENT:
I represent that my thesis or dissertation and abstract are my original work. Proper attribution
has been given to all outside sources. I understand that I am solely responsible for obtaining
any needed copyright permissions. I have obtained needed written permission statement(s)
from the owner(s) of each third-party copyrighted matter to be included in my work, allowing
electronic distribution (if such use is not permitted by the fair use doctrine) which will be
submitted to UKnowledge as Additional File.
I hereby grant to The University of Kentucky and its agents the irrevocable, non-exclusive, and
royalty-free license to archive and make accessible my work in whole or in part in all forms of
media, now or hereafter known. I agree that the document mentioned above may be made
available immediately for worldwide access unless an embargo applies.
I retain all other ownership rights to the copyright of my work. I also retain the right to use in
future works (such as articles or books) all or part of my work. I understand that I am free to
register the copyright to my work.
REVIEW, APPROVAL AND ACCEPTANCE
The document mentioned above has been reviewed and accepted by the student’s advisor, on
behalf of the advisory committee, and by the Director of Graduate Studies (DGS), on behalf of
the program; we verify that this is the final, approved version of the student’s thesis including all
changes required by the advisory committee. The undersigned agree to abide by the statements
above.
Danula Godagama, Student
Prof. Michael Kovash, Major Professor
Prof. Christopher Crawford, Director of Graduate Studies

ELASTIC AND INELASTIC COMPTON SCATTERING FROM DEUTERIUM
AT 61 MeV

DISSERTATION
A dissertation submitted in partial
fulfillment of the requirements for
the degree of Doctor of Philosophy
in the College of Arts and Sciences
at the University of Kentucky
By
Danula Godagama
Lexington, Kentucky
Director: Dr. Michael Kovash, Professor of Physics
Lexington, Kentucky
2022

Copyright© Danula Godagama 2022
https://orcid.org/0000-0002-4784-4855

ABSTRACT OF DISSERTATION

ELASTIC AND INELASTIC COMPTON SCATTERING FROM DEUTERIUM
AT 61 MeV
A Compton scattering experiment using deuteron as target nuclei was carried out at
the HIγS free electron laser facility at Durham, NC, with the goal of extracting the
electromagnetic scalar polarizabilities of the neutron, αn and βn . A beam of 61 MeV
gamma photons with a narrow energy spread was incident on a liquid deuterium
target. The scattered gamma rays were detected at three scattering angles, 55◦ , 115◦
and 150◦ . Backward-scattered gamma rays were detected using two large-volume NaI
spectrometers with energy resolution (σE /E) better than 2%. The combined effect of
the quasi-monoenergetic beam and the excellent energy resolution of these detectors
was adequate to resolve the inelastic contribution at two backward angles.Therefore,
both elastic and inelastic cross sections were measured at backward angles. Forwardscattered gamma rays were detected using a medium-size NaI spectrometer. The
total cross section was measured at 55◦ .
Because the backward angle cross sections are more sensitive to the difference
of the electromagnetic polarizabilities, and the sum of the polarizabilities can be
obtained using the well-known Baldin Sum Rule, backward-angle cross sections alone
are sufficient for an accurate measurement of the polarizabilities.
KEYWORDS: Nucleon polarizabilities, Compton scattering
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Chapter 1 Introduction

1.1

Overview

Scholars have been trying to explain what the universe is made up of for centuries.
The human comprehension of the subject has evolved over time. The discoveries of the
electron (1897), proton (1919), and the neutron (1932) by John J. Thomson, Ernest
Rutherford, and James Chadwick, respectively, laid the groundwork for the modern
understanding of the atomic structure [66, 22]. The electron, proton, and neutron
were considered the fundamental particles of matter until the 1930s. The discovery
of the anomalous magnetic moment of the proton in 1933 by Otto Stern (Nobel Prize
1943) [58] fueled the idea that the nucleon may have an internal structure. Since
then, a number of studies have been conducted to investigate the internal structure
of the nucleon leading to the discovery of quarks and the development of the quark
model[13, 76, 77] throughout the 1960s.
Today, nucleons are known to be composite particles made up of quarks, bound
by the strong nuclear force. The knowledge of the nucleon structure properties is
vital to understand the fundamental interactions that govern the universe. Nucleons
are about ∼10−15 m in size. High energy gamma photons have the ability to polarize
the nucleons by providing the external electromagnetic stimulation. The information
about the internal structure gets encoded into the scattered photon [20]. Due to this
reason, Compton scattering have been utilized as a method to probe the nucleon in
many experiments that study the nucleon’s internal structure.
The goal of this experiment is to perform an accurate measurement of the neutron’s electromagnetic polarizabilities. These are fundamental structure constants
that define the nucleon response to the external electromagnetic fields. To be able to
experimentally measure them and to theoretically predict their values with accuracy
1

is paramount to a complete understanding of the nucleon internal structure.
In the last few decades, proton polarizabilities have been measured with precision
via a series of hydrogen Compton scattering experiments [6]. Neutron polarizability
measurements however form a relatively smaller world dataset due to several challenges in both a theoretical and experimental point of view [74]. This chapter will
introduce these challenges along with various theoretical frameworks which are used
in the extraction of polarizabilities. Furthermore, the results from recent studies and
the motivation for this experiment will be discussed in this chapter.

1.2

Polarizabilities

The polarizability of a nucleon is a measure of its response to an external electric or
magnetic field. The nucleon acquires an electric dipole moment in the presence of an
external electric field and an induced magnetic moment when exposed to an external
magnetic field. Induced electric and magnetic dipole moments, d~ and m
~ are related
to the strength of the applied electromagnetic field via the following expressions,

~
d~ = 4π0 αE
(1.1)
m
~ =

~
4πµ−1
0 βB

where, α is the electric dipole polarizability and the β is the magnetic dipole polarizability, also referred to as scalar polarizabilities1 . Electric polarizability is mainly
arising from the spatial separation of opposite charges along the applied electric field.
Magnetic polarizability comprised of two components: a paramagnetic component
due to the orientation of existing magnetic dipoles in response to the applied field
and a diamagnetic component from induced electric currents opposing to the external
1

Polarizabilities are naturally defined as functions of photon energy ω. The term polarizabilities
refers to static polarizabilities, α, β (ω=0) in this context. The polarizabilities at ω >0 are denoted
as dynamical polarizabilities when needed.
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(a)

(b)

Figure 1.1: (a) Nucleon response to an external electric field. (b) Nucleon response
to an external magnetic field. This figure is taken from [52].
field. These two components are aligned anti-parallel to each other resulting a near
cancellation. Therefore, the value of β is predicted to be smaller than α. Figure 1.1
presents a visual representation of the nucleon’s response to an external electromagnetic field, particularly the dynamics of the pion cloud.
Even on the scale of nucleon dimensions, nucleon polarizabilities are quite small
in comparison to atomic polarizabilities which arise from the electron cloud response
to external electromagnetic fields. Atomic polarizability values are in the order of the
atomic volume (∼10−17 m3 ). Comparably, nucleon polarizability values are roughly 3
3

orders of magnitude lower than nucleon dimensions. This demonstrates the nucleon’s
stronger binding force.
Polarizabilities encode the temporal response of the target to a real photon and
thus provide detailed information on the masses, charges, interactions, etc. [19].
Hence, they are fundamental structure constants that describes the nucleon’s internal
structure. In the quark model, α is sensitive to the polarization of the poin cloud
around the nucleon while β is primary determined by the valence quarks and by the
excitation of the ∆ resonance.
Compton scattering has become a successful tool for studying nucleon polarizabilities as chiral effective field theories (χEFT) have progressed in recent years. In
Compton scattering experiments, external electromagnetic field is provided to the
nucleon by the incident photon and the polarizabilities are extracted from the scattering cross sections using χEFT models and dispersion sum rules. χEFT models can
predict both static and dynamical polarizabilities, hence, they can be used to extract
static polarizabilities from experimental data collected at higher energies [21].

1.3

The Compton Scattering Process

The scattering of a photon upon interaction with an atomic nucleus is referred to
as the nucleon Compton scattering. As stated in Section 1.1, nucleon Compton
scattering can be utilized to probe the nucleon. Several theoretical frameworks are
being used to describe the process of nucleon Compton scattering. The low-energy
expansion (LEX) [62, 63] is one of the earliest theoretical perceptions of the Compton
scattering process. The dispersion relations and sum rules [1] have also played a vital
role. χEFT has been very successful over the last decade and it currently provides the
most comprehensive theoretical interpretation of nucleon Compton scattering. The
following sections detail the core aspects of each framework.

4

1.3.1

Low-energy Expansion

At photons energies far below the pion production threshold (∼100 MeV), photon
scattering from a nucleon is sufficiently described by the Thomson scattering, which
is the scattering of an electromagnetic wave from a point particle with mass m and
charge Ze. In quantum mechanics, this process is described by the scattering amplitude,
fT h =

(Ze)2 0
~ .~,
m

(1.2)

0

where  and  are the polarization vectors of the incident and scattered photons. As
the incident photon energy increases additional terms related to the magnetic moment
and the internal structure of the nucleon are added to the scattering amplitude. It
can be expanded in powers of incident photon energy. The following low energy
expansion of the scattering amplitude was calculated by Petrun’kin [62] up the 2nd
order terms (ω 2 ).

(Ze)2 0
~ · ~
m
(Ze)2
0
0
[(1 + 2κ)~σ · (~ × ~) − (1 + κ)2 σ · [(k̂ 0 × ~) × (k̂ × ~)]]
+ i(ω + ω)
2
4M
~0
(Ze)2
0
0
0
(1.3)
+i
(1 + κ)[ω (k̂ 0 · ~)~σ · (kˆ × ~ ) − ω(k̂ · ~ )~σ · (k̂ × ~)]
2
2M
(Ze)2
0
2 0
+ω ω
[(2κ
+
κ
)~ · ~ + [1 − (1 + κ)2 (k̂ 0 · k̂)](k̂ 0 × ~0 · (k̂ × ~)]
4M 3

fP et = −

0

0

0

+ ω ω[α~ · ~ + β(k̂ 0 × ~ · (k̂ × ~))]
0

where ω and ω are the energies of the incident and scattered photons, k̂ and k̂ 0 are
the unit vectors in the direction of incident and scattered photons, κ is the anomalous
magnetic moment, and α an β are the electric and magnetic polarizabilities. Note
that, the zeroth order term in ω is the Thomson amplitude and its value is zero in
the case of neutron due its zero charge. The next three terms of the Equation 1.3
5

arise due to the magnetic moment of the nucleon. The last term is related to the
electromagnetic polarizabilities of the nucleon.
Then, the differential cross section can be calculated as follows.
dσ
= |f |2
dΩ

(1.4)
0

The ω 2 terms arise from terms linear in ω and ω as well as from the terms
0

proportional to ωω in the scattering amplitude, interfering with the Thomson amplitude. Hence, the expansion of scattering amplitude up to 2nd order is required. The
differential cross section can be expressed as follows citePetrunkin,Petrunkin1981.

dσ
=
dΩ



The term

dσ
dΩ


− ωω



0

P oint

dσ
dΩ P oint



0

ω
ω

2

α−β
e2 α + β
[
(1 + cos θ)2 +
(1 − cos θ)2 ]
m 2
2

(1.5)

describes the photon scattering from a point-like particle with an

anomalous magnetic moment [64].



dσ
dΩ


P oint

1
=
2



e2
M

2 

0

ω
ω

2

0

ωω
{1+cos θ + 2 ([1−cos θ]2 +a0 +a1 cos θ +a2 cos θ2 )}
M
(1.6)
2

where,
a0 = 2κ + 92 κ2 + 3κ3 + 34 κ4
a1 = −4κ − 5κ2 + 2κ3
a2 = 2κ + 21 κ2 − κ3 − 41 κ4

Equation 1.5 reveals that the forward-angle cross sections are sensitive to the sum
of the polarizabilities (α + β) while backward-angle cross sections are sensitive to the
difference of the polarizabilities (α − β). The value of α + β can be alternatively
obtained using the Baldin sum rule (see Section 1.3.2) and hence backward angle
cross sections are enough to extract the individual values of α and β [43].
6

For a free neutron, ω 2 term is zero due to its charge neutrality. Therefore, the
free neutron scattering cross section is less sensitive to the electromagnetic polarizabilities compared to the proton scattering cross sections. Using deuterium as the
target nucleon provides a significant experimental advantage because not only does
deuterium provide a stable form of neutron target, but also the proton’s Thomson
amplitude interferes with the neutron’s polarizability term thus strongly enhancing
the polarizability contribution to the scattering cross section. For a deuteron target,
however, the isoscalar combination of nucleon polarizabilities is measured. These results can then be combined with the relatively well-known proton polarizabilities to
extract neutron polarizability values αn and βn .
1.3.2

Sum Rules

Unitarity and causality are the fundamental physical principles that govern the Compton scattering process. Causality dictates that the scattered wave always propagates
behind the incident wave [14]. Unitarity enforces the probability conservation and
in quantum mechanics this requires the unitary of the scattering matrix. These two
principles formulate two fundamental relations: the Optical theorem [74] and the
Kramers-Kronig dispersion relation [5].
The optical theorem establishes the following relationship between the imaginary
part of the forward-scattering amplitude and the total photoabsorption cross section.

Imf (ω) =

ω
σT ot
4π

(1.7)

The Kramers-Kronig dispersion relation can be used to compute the real part of
the forward-scattering amplitude.
ω2
Ref (ω) = Ref (0) + 2 P
2π

Z

∞

ωthr

0

σT ot (ω ) 0
dω
ω02 − ω2

(1.8)

Therefore, the scattering cross section at θ=0 at any energy can be calculated if
the total photoabsorption cross section is known over a sufficiently wide energy range
7

[74]. The internal structure of the particle influences the scattering process even at
photon energies below the pion production threshold.
The forward-scattering amplitude at θ = 0 at incident energy ω, can be expressed
in the following simple form,
0

0

f (ω, θ = 0) = f1 (ω) ·  + if2 (ω)σ · ( × )

(1.9)

where f1 is the spin independent part of the scattering amplitude and f2 is the spin
dependent part. Using the expression by Petrun’kin [62, 63] the low energy expansion
of f1 can be expressed as,

f1 (ω) = −

e2
+ (α + β)ω 2 + O(ω 4 ) + O(ω 6 )
m

(1.10)

By applying the dispersion relations to the spin independent part of the scattering
amplitude at energies ω << ωthr , the following expression can be obtained.
ω2
Ref1 (ω) = Ref1 (0) + 2
2π

Z

∞

ωthr

Considering up to the order of ω 2 , Ref1 (0) =

0

σT ot (ω ) 0
dω
ω02

−e2
.
m

(1.11)

Hence, the equations 1.11 and

1.10 lead to the Baldin sum rule (BSR) [1].
1
α+β = 2
2π

Z

∞

ωthr

0

σT ot (ω ) 0
dω
ω02

(1.12)

The BSR shows that the sum of the electromagnetic polarizabilities is constrained
and related to the total photoabsorption cross section. As explained in the Section
1.3.1, BSR allows one to obtain both nucleon polarizabilities with only one measurement of α and β. As fresh nucleon photoabsorption data becomes available, the
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BSR values for the proton and neutron have been re-evaluated. The most recent
evaluations provides the following values [6, 43].

p
p
−4
3
αE1
+ βM
1 = 14.0 ± 0.2 × 10 f m
n
αE1

1.3.3

+

n
βM
1

−4

(1.13)

3

= 15.2 ± 0.5 × 10 f m

Chiral Effective Field Theory

χEFT, also referred to as the chiral perturbation theory (χPT) is the low energy
theory of Quantum Chromo Dynamics (QCD). The extension of the χPT to fewnucleon systems has been quite successful in explaining Compton scattering in fewnucleon systems [20]. Effective field theories provide a simplified solution to the
fundamental problems by incorporating appropriate degrees of freedom to explain
the physical phenomena in a chosen energy domain. Instead of quarks and gluons in
QCD, χEFT uses pions and nucleons as active degrees of freedom. It also include the
delta resonance ∆(1232) as an explicit degree of freedom.
Effective field theories require a separation of scales between the energy scale of
interest (ρ) and the energy scale of the underlying dynamics (Λ) so that the physical
observables can be calculated in terms of an expansion parameter

ρ
,
Λ

while ignoring

the underline dynamics beyond the energy scale of interest.
The pion mass (mπ '140 MeV), photon energy (ω), and the excitation energy
of the delta resonance ∆(1232), ∆M ∼293 MeV are the low energy scales of χEFT.
Its typical high energy scale is set by the masses of ω and ρ mesons (Λ∼ 700 MeV).
Therefore, the expansion parameter δ is defined as, [60]

δ=

 m 1/2
∆M
π
'
Λ
Λ

(1.14)

Delta resonance contribution to the Compton scattering become dominant in the
energy region ω ∼ ∆M .

9

Because of the reasons stated in Section 1.3.1, light nuclei are used as stable neutron targets in Compton scattering experiments that aim to extract neutron polarizabilities. As a result, the χEFT framework was extended to describe the dynamics
of two and three-nucleon systems. Because of nuclear effects such as meson-exchange
currents, nuclear binding, and off-shell effects, solutions become significantly complicated as the number of nucleons increases. χEFT calculations are currently available
for 2 H and 3 He targets while the calculations for 4 He is in progress [18]. Given the
recent progress, it’s reasonable to believe that even 6 Li can be treated within the
same framework [19]. This will also provide important benchmarks for the precision
with which χEFT describes nuclear binding and the charged meson-exchange currents
which are directly probed by the photons.

Deuteron Compton Scattering
Compton scattering from deuteron is heavily influenced by photon coupling to the
intermediate mesons that are being exchanged between the nucleons. Therefore, any
theoretical framework trying to accurately explain the γd scattering process, must
include photon interaction with the pion cloud around the nucleus. Also, a strong
influence of the ∆(1232) resonance has been found in deuteron Compton scattering,
particularly in the backward direction in [20]. Early versions of the χEFT models
under-predicted the deuterium scattering data at 94 MeV collected at Saskatchewan
Accelerator Laboratory (SAL). Since then, the delta resonance, ∆(1232) has been
included in the model as an explicit degree of freedom, which led to a significant
improvement of model’s agreement with the experimental results [19]. The χEFT
investigates the low energy effects of the above interactions in a model-independent
framework. the current version of the theory has complete results for deuterium
Compton scattering for energies from the Thomson limit up to the pion production
threshold. However, χEFT has not yet been extended to explain inelastic scattering
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(a)

(b)

Figure 1.2: Leading order contribution to the nucleon polarizabilities. (a) Photon
coupling to pion cloud around the nucleon. (b) ∆(1232) excitation and photon coupling to pion cloud around the ∆(1232). This figure is taken from [19].
(γd→γ n p) from deuteron [19]. Figure 1.2 shows the leading order contributions to
the deuteron Compton scattering.

1.4

Experimental Review

1.4.1

Measurements of Proton Polarizabilities

The very first attempts of Compton scattering off proton targets date back to the
1950s [65, 59, 30, 2] The results of these experiments were fraught with uncertainties
due to the challenges in measuring photon fluxes and poor energy resolution due to
both detectors and continuous-energy bremsstrahlung beams. However, advances in
accelerator techniques, particularly photon tagging mechanisms and the development
of large-volume, high-resolution photon detectors, paved the way to a new generation
of Compton scattering experiments with significantly improved accuracy. As a result,
most precise measurements of proton polarizabilities were obtained in the last two
decades [69].
The first tagged photon experiment was conducted at the University of Illinois
at Urbana-Champaign by Federspiel et al. [12]. In this experiment, bremsstrahlung
photons produced using a thin Al radiator were tagged using a magnetic spectrometer
11

and a hodosope. The energies of the tagged photons ranged from 32 to 72 MeV. The
tagged photons were then incident on a liquid hydrogen target. Scattered photons
from the target were detected using two NaI detectors with dimensions of 254 mm
x 254 mm and energy resolution

σE
E

∼ 3%, which were placed at scattering angles

of 600 and 1350 . The low energy expansion and the Baldin sum rule were used to
extract the proton polarizabilities from these data.
Two other experiments were carried out at Saskatchewan Accelerator Laboratory
(SAL) with goal of extracting proton polarizabilities. The experiment conducted by
Hallin et al. was carried out at photon energies 170 to 298 MeV using a continuous
bremsstrahlung beam. It employed a large NaI(Tl) detector named BUNI (see Section
2.2.2) to detect scattered photons at angles ranging from 25◦ to 135◦ . The photon
energies used in this experiment were beyond the range of LEX. Therefore, model
dependent methods were used to extract the proton polarizabilities.
The experiment by MacGibbon et al. [51] in 1995 was carried out at tagged
photon energies ranging from 70 to 100 MeV, with an energy overlap with the Illinois
experiment, as well as un-tagged photon energies ranging from 100 to 148 MeV. The
experiment used the same two NaI detectors used in the previous Illinois experiment
to cover two scattering angles of 90◦ and 135◦ degrees.
The most comprehensive measurement of proton polarizabilities was carried out
by Olmos de Leon et al. at the tagged-photon facility at MAMI [6]. Tagged photon
energies from 55 MeV to 165 MeV were used. Scattered photons were detected using
the TAPS detector system which simultaneously covered scattering angles from 59◦ to
155◦ . Cross section results were in good agreement with the previous experiments at
overlapped energy regions. The proton polarizabilities from this data were calculated
using dispersion relations by treating αp and βp as free parameters.
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Figure 1.3: Global extraction of proton polarizabilities from various experimental
studies and theoretical frameworks. The green solid curve is the BχPT prediction
from [40], the blue solid curve is the HBχPT extraction with the BSR constraint [31],
The solid red curve is the bootstrap-based fit using fixed-t subtracted DRs [61] and
the solid black circle shows the global average quoted by the PDG [10]. This figure
is reproduced from [61].
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The most recent proton polarizability measurements with unpolarized beams were
carried out by E. Mornacchi et al. in 2018 at the MAMI tagged photon facility [55].
Tagged photons with energies ranging from 85 MeV to 140 MeV were produced by the
recently upgraded Glasgow-Mainz photon tagging facility and scattered off a liquid
hydrogen target. The scattered photons were detected using the TAPS/Crystal Ball
detector system covering almost 4π solid angle. This experiment recorded the highest
statistics of proton Compton scattering data ever measured. Both Baryon Chiral
Perturbation theory (BχPT) [41], and Heavy Baryon Chiral Perturbation theory
(HBχPT) [53] along with dispersion relations and the Baldin sum rule were used to
extract the proton electric and magnetic polarizabilities from these data.

1.4.2

Measurements of Neutron Polarizabilities

Neutron polarizability measurements are considered to be experimentally challenging
due to two reasons. The first is due to the fact that the free neutron has a lifetime of
only about 15 minutes and decays via the weak force. Therefore, stable free neutron
targets do not exist. The second reason is the leading order term in the scattering
amplitude, the Thomson term is zero for the neutron due to its zero charge. Therefore,
the polarizability contribution to the free neutron scattering cross section appear at
the 4th order in ω, greatly suppressing the polarizability sensitivity to the cross
section.
As explained in Section 1.3.1, the above challenges can be overcome by using light
nuclei such as the deuteron, 3 He or 4 He as effective neutron targets. However, the
extraction of polarizabilities from these data is model-dependent, introducing modelrelated uncertainties. Due to this reservation, neutron polarizability measurements
using light nuclei targets were not initially prioritized.
Early attempts to measure neutron electric polarizability were done using neutron scattering in the Coulomb field of heavy nucleons like

14

208

Pb [34, 68, 35]. The

uncertainties in these measurements were extremely large. The only neutron scattering experiment that yielded a possibly accurate measurement was carried out by
Schmiedmayer et al. at Oak Ridge National Laboratory [68]. However, the precision
of this result has been called into question by some other studies [7].
Inconclusive results from these experiments, as well as the inability to extract
the neutron magnetic polarizability using these type of experiments, prompted researchers to look for new ways to study the internal structure of neutrons. This led
the use of elastic Compton scattering, γ(d, d)γ and quasi-free Compton scattering,
0

γ(d, np)γ experiments with the deuteron as an effective neutron target to investigate
neutron polarizabilities.

Quasi-Free Compton Scattering
In quasi-free scattering experiments the scattered photon is detected in coincidence
with the recoiling neutron. The first deuteron quasi-free Compton scattering experiment was conducted by Rose et al. [67] at MAMI using non-tagged bremsstrahlung
photons produced by a 130 MeV electron beam. Two NaI(Tl) detectors were placed
at 90◦ and 135◦ , and four plastic scintillators at the opposite side of the beam at
angles 22◦ , 31◦ , 39◦ and 49◦ were used to detect the recoiling neutrons in coincidence
with scattered photons via the ToF method.
Neutron polarizabilities were extracted from these data by Levchuck et al. [44,
43]using dispersion relations and the BSR. Also, they investigated the model dependencies in the results and proposed that the model dependence could be minimized
by measuring αn -βn with quasi-free Compton-scattering by the neutron at energies
above the pion threshold.
Two other quasi-free Compton-scattering experiments were carried out by Kolb
et al. at SAL [36] and Kossert et al. at MAMI [37]. The SAL experiment used
tagged photons from 236-260 MeV. It employed BUNI detector placed at 135◦ and
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an array of liquid scintillators with 85 elements, centered at 20◦ at the opposite side
of the beam to detect scattered photon and the recoiling neutron in coincidence.
Tagged photon energies used in the MAMI experiment were ranging from 200-400
MeV. It used the CATS photon detector was placed at 136◦ with a 30-element liquid
scintillator array centered at 21◦ . In comparison to the SAL experiment’s single data
point at 247 MeV, the MAMI experiment provided 9 data points across the range
of tagged photon energies used, providing the most precise neutron polarizability
measurement from a quasi-free scattering experiment.
In quasi-free scattering, the neutron is treated as a free particle. Therefore, the
polarizability sensitivity to the cross section arises at the 4th order of ω, making quasifree scattering experiments less sensitive to the neutron polarizabilities compared to
the elastic scattering experiments.
The results from the above quasi-free scattering experiments are summarized in
Table 1.1.

Elastic Compton Scattering
Elastic Compton scattering from deuterium for neutron polarizability measurements
presents several advantages from a theoretical standpoint. As explained in the Section
1.3.1, the deuteron scattering cross section is more sensitive to the neutron polarizabilities due to the interference with the proton Thomson term. Also, the elastic
scattering ensures that the final state of the interacting particles is the same as the
initial state. Furthermore, in-medium electromagnetic polarizabilities are the same
as those of the free neutron, due to the weak binding of the deuteron nucleus [28].
However low binding energy of the deuteron (2.2 MeV) nucleus necessitates the use
of high-resolution detectors to separate the elastic events from the inelastic events
originating from the deuteron breakup channels.
The first deuteron elastic Compton scattering experiment was conducted by M.
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Lucas et al. [49] at the University of Illinois in 1994, using an identical setup used
in the proton experiment discussed in the Section 1.4.1. The scattered photons were
detected at angles of 55◦ , 75◦ , 110◦ , and 140◦ at the incident photon energy of 49 MeV,
and 60◦ and 135◦ at 69 MeV. Elastic cross sections from these data were extracted by
fitting the elastic and inelastic contributions to the measured differential cross sections
with inelastic cross sections generated using the impulse approximation. Another
deuteron elastic Compton scattering experiment was conducted by D. Hornidge et al.
at SAL in 1999 [26]. Incident tagged photons energies from 84 to 105 MeV were used
in this experiment covering 5 scattering angles 35◦ , 60◦ , 90◦ , 120◦ , and 150◦ using the
BUNI detector. With better than 2% energy resolution, BUNI was able to separate
inelastic contribution from the elastic peak.
The third elastic scattering experiment on the deuteron was conducted by Lundin
et al. at MAX laboratory in Lund, Sweden [50]. In this experiment, scattered photons
were detected using three large NaI detectors at nominal lab angles 45◦ , 125◦ and 135◦
for tagged photon energies of 55 and 66 MeV. The polarizabilities from these data
were extracted using a One-Bozon-Exchange model (OBE) [43] and the BSR.
The most recent deuteron elastic scattering experiment was conducted in 2010 at
Max Laboratory by L. S. Myers et al. [56]. Incident tagged photon energies ranging
from 70 to 112 MeV were used. Three large-volume NaI(Tl) detectors BUNI, CATS
and DIANA were used to cover scattering angles 60◦ , 120◦ and 150◦ . The energy
resolution of all three detectors was better than 2%. This experiment yielded 23
cross section data points, nearly doubling world dataset of deuteron elastic scattering
cross sections. The Table 1.1 summarizes the polarizability measurements from the
above experiments. The Figure 1.4 summarizes the deuteron elastic cross section
results from the preceding experiments.
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Figure 1.4: Deuterium scattering cross sections:[◦] Lucas(Illinois), [] Lundin(MAXLAB), [] Hornidge(SAL), [•] Myers(MAX-LAB) and [] Myers(MAX-LAB). Only
statistical uncertainties are shown. Blue solid line and the red dashed line indicate
free and BSR-constrained fits to [•] and [].Shaded region indicate the BSR statistical
uncertainty to the fit. This figure is taken from [61].
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Table 1.1: Summary of neutron polarizability measurements.
Exp Type

Experiment

Results (αn ,βn ) [×10−4 f m3 ]

Heavy Nuclei scattering

Schmiedmayer(ORNL) [68]

αn =12.0 ± 1.5 ± 2.0

Rose(MAMI) [67]

+11.7
αn = 11.7+4.3
−11.7 , βn = 4.3−4.3

Kolb(SAL) [36]

+6.0
αn = 13.6+0.4
−6.0 , βn = 1.6−0.4

Quasi-Free
Scattering

αn =12.5±1.8(stat)
Kossert(MAMI) [37]
βn =2.7±1.8(stat)

+1.1
−0.6

(syst)±1.1(model)

+1.1
−0.6 (syst)±1.1(model)
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Lucas(Illonis) [49]

αn = 14.5±2.7, βn =6.6±2.7

Hornidge(SAL) [26]

αn = 8.4±1.8, βn = 6.2±1.8

Elastic
αn = 8.8±2.4(total)±3.0(model)
Scattering

Lundin(MAX) [50]
βn = 6.5±2.4(total)±3.0(model)
αn = 12.1±0.8(stat)±0.2(BSR)±0.8(model)
Myers(MAX) [56]
βn = 2.4±0.8(stat)±0.2(BSR)±0.8(model)

1.5

Motivation

A deuteron Compton scattering experiment was carried out at the HIγS free electron
laser facility in 2016, with the goal of measuring neutron polarizabilities [29]. An array
of medium-size Na(Tl) detectors (HINDA) was used in this experiment to measure
the 8-point angular distribution of the γd cross sections at energies of 65 and 85
MeV. The resulting scattering spectra had broad peaks due to the combined effect
of the detectors’ intrinsic resolution, beam resolution, kinematic shift spread, and
contributions from both the elastic and inelastic channels. Figure 1.5 shows the
angular distribution of γd total cross sections measured at 65 MeV.

Figure 1.5: Angular distribution of deuteron scattering cross section at 65 MeV (HIγS
2016) [39]
In this figure, the red curve represents the χEFT prediction of elastic cross section
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using the most recent nucleon polarizability values [6, 43, 18]. The measured cross
sections rose above the χFET prediction at both energies, with the discrepancy being
greater at backward-scattering angles. It is expected that the discrepancy is qualitatively explained by the inelastic contribution to the cross section. These findings
prompted the motivation for a new experiment to extract the inelastic cross sections
at backward-scattering angles.
This new HIγS experiment aims to separately measure both elastic and inelastic
deuteron scattering cross sections at two backward-scattering angles, 115◦ and 150◦ ,
at an incident photon energy of 61 MeV. Because the sum of the polarizabilities(αn +βn )
is relatively well-known via the BSR, an accurate measurement of backward angle
cross sections where the difference of the polarizabilities(αn -βn ) is sensitive to the
scattering cross section will yield a precise measurement of neutron polarizabilities.
This experiment makes use of two large-volume high-resolution detectors (DIANA
and BUNI), each with an energy resolution(FWHM) of better than 2%. The HIγS
free electron laser is able to provide an intense pulsed gamma beam with the ability
to control the energy resolution of the beam by simply changing the collimation. This
allows both the detectors and the beam to operate in a high-resolution mode which is
crucial to the separation of inelastic contribution just 2.2 MeV below the prominent
elastic peak.
Another advantage of this experiment over the previous experiments is HIγS’s
ability to provide very high gamma flux without excessive background and without
the need to tag the recoiling electron. The pulsed nature of the gamma beam provides
a clean timing structure providing a way to suppress even the beam-independent
background during the analysis.
Furthermore, this experiment employs an array of medium-size Na(Tl) detectors
(HINDA) to cover the forward-scattering angles. The energy resolution of these
detectors is insufficient for separating the elastic and inelastic contribution, but they
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will be used to measure the total cross section at forward-scattering angles where the
inelastic contribution is expected to be lower. This will allow us to characterize the
angular dependence of the scattering cross section.

1.5.1

Inelastic γd Measurement

Due to the weak nuclear binding, it only takes 2.2 MeV of photon energy to break
up the deuterium nucleus. Therefore, inelastically scattered photons appear only 2.2
MeV below the elastic peak. The inelastic contribution is also expected to appear
as a widely smeared out distribution in the scattering spectra due to the kinematics
of the free nucleons. In order to accurately measure the elastic cross section, this
inelastic yield should be subtracted from the scattering spectrum. This requires not
only the experimental measurements of the yields with enough energy resolution but
also theoretical knowledge of at least the shape of the inelastic distribution.
Only a few calculations exist for the inelastic γd scattering process [49, 45]. The
most recent calculation which fits the energy domain of our interest is done by Junjie
Liao et al. [45]. In their work, inelastic cross sections were calculated using the
impulse approximation on both the proton and neutron. This calculation also includes
the meson exchange currents and final state one-body and two-body interactions as
well [45]. The extraction of the inelastic cross sections from experimental data using
this calculation is detailed in Section 4.1.8.
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Figure 1.6: Calculated inelastic photon spectrum at 61 MeV and scattering angles
150◦ (red line) and 115◦ (blue line) [45].
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Chapter 2 Experimental Setup

2.1
2.1.1

The HIγS Facility
Overview

The HIγS free electron laser (FEL) facility is located at the Duke University, NC.
It’s jointly operated by the Triangle University Nuclear Laboratory (TUNL) and
the Duke free-electron laser laboratory. HIγS utilizes an ultra-violet free-electron
laser and Compton back-scattering to produce quasi-monoenergetic gamma rays over
a wide range of energies. The current maximum γ-ray energy it can produce is
120 MeV. Its ability to provide gamma rays with a great enhancement of flux makes
HIγS the highest-flux Compton gamma-ray source in the world. It can produce both
linearly and circularly polarized gamma-ray beams.

Figure 2.1: Layout of the HIγS facility showing the location of the linear accelerator
(LINAC), booster synchrotron(BS), and the electron storage ring(ESR). This figure
is taken from [73]
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2.1.2

HIγS free-electron laser

The HIγS free-electron laser consists of three main components: A linear accelerator
(LINAC), a booster synchrotron (BS), and an electron storage ring (ESR).

Figure 2.2: Schematic diagram of two-electron beam bunches operation at HIγS.
Electron bunches collide with the FEL pulses at the midway point of the resonance
cavity producing γ photons. This figure is taken from [73]
Electrons are produced using a photo-cathode microwave electron gun.

The

LINAC has eleven S-band (2.856 GHz) linear accelerator sections which accelerate
the electron beam up to 280 MeV before injecting it into the booster synchrotron.
The booster synchrotron ramps the electron beam energy up to 1.2 GeV. The booster
ring can hold up to 32 electron beam bunches. The electron bunches then get injected
into the storage ring.
The storage ring has the shape of a race track with two 34 m long straight sections.
one section hosts the beam injection and the radio frequency (RF) cavity system, and
the other is the FEL straight section which contains the optical klystrons (OK).
The collision point for the photon and electron beams is located at the center of
the FEL straight section in a magnetic field-free region. The storage ring is typically
operated with a single-bunch beam in the FEL mode and a two-bunch beam for the
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γ-ray production. An ultra-high vacuum is maintained in the electron storage ring
to reduce the bremsstrahlung radiation due to electrons scattering from the air.

2.1.3

Production of FEL photons

The UV photons are produced using the optical klystrons (OK) located in the FEL
straight section. An optical klystron is a periodic array of magnets arranged in a
vacuum tube. When the electron beam passes through the klystron, it generates
optical photons via the synchrotron radiation. There are two types of klystrons in
the HIγS FEL setup, namely OK-4 and OK-5. OK-4 has a set of linearly arranged
electromagnets while OK-5 uses a helical setup. These two types of klystrons are
used in combination to produce either linearly or circularly polarized photon beams.
Two high-reflectivity mirrors located at each end of the FEL straight section form
the optical cavity.
The circumference of the electron storage ring is 108 m. The mirrors are placed
54 m apart (half a circumference) from each other so that the contained FEL light
pulse spatially overlaps with the next electron bunch as it passes through the optical
klystron. This causes the stimulated radiation of the electron bunch and thereby
enhances the intensity of the FEL beam.

2.1.4

Production of γ photons

The production of gamma rays is accomplished by two electron bunches separated
by half a circumference in the storage ring. The FEL light pulse generated by one
electron bunch collides head-on with the other electron bunch at the collision point in
the FEL straight section. Electrons transfer much of their momentum to the photons
during this collision, causing the photons to back-scatter along the direction of the
incident electrons.
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The energy of the outgoing γ photon can be expressed using the following equation
[46, 47],

Eγ = Eλ

1+β
1 − β cos θ + EEλe (1 + cos θ)

(2.1)

where Eλ is the energy of the incident FEL photon, Eγ is the energy of the outgoing
γ photon, β is the velocity of the incident electron and θ is the angle between the
scattered photon’s and the incident electron’s momenta. The HIγS electron storage
ring operates at a much larger energy than the electron’s rest mass and therefore,
γ=

Ee
me c2

>> 1. Also, the beam is subjected to collimation, so θ is small. Therefore,

the above equation can be reduced to the following approximate form [46, 48].

Eγ '

4γ 2 Eλ
1 + (γθ)2 +

4γ 2 Eλ
Ee

(2.2)

Note that, the energy spread of the photon beam is entirely dependent on the electron energy distribution and the angular acceptance of the collimator. Hence, the
beam energy spread can be controlled by changing the aperture size of the passive
collimator. This allows the mono-energetic nature of the photon beam to be achieved
without the need for electron tagging and thus the flux is not limited by the tagging
efficiencies.
The HIγS beam energy profile can’t be directly measured because the measured
spectrum would yield the convolution of the beam profile and the detector response.
However, the 4-momenta of the outgoing photons can be calculated from the incoming
electrons and FEL photons. The energy distribution of the beam at the location of
the beam collimator was generated using a Monte Carlo simulation by Prof. Ying Wu
et al. [75]. The Figure 2.3 shows the simulated beam energy distribution for three
different collimations. With the use of high-resolution detectors and due to the fact
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Figure 2.3: Simulated γ photon energy distribution with different collimations
that their intrinsic energy resolution was measured using the monochromatic beam at
Max Laboratory [38], we were able to deconvolute the HIγS beam energy distribution
from the measured in-beam spectrum, for the first time. This deconvolution process
is detailed in Section 4.1.8 and Appendix C. It’s observed that the simulation slightly
over predicts the beam energy distribution (see Figure 15).
As clearly depicted in Figure 2.3, using a smaller collimator will result in better energy resolution (FWHM), however the smaller aperture will also restrict flux
throughput leading to longer production times. Therefore, a compromise should be
made between the flux throughput and the energy resolution. The goal of this experiment required separating an inelastic contribution just 2.2 MeV below the dominant
elastic peak. Therefore, high resolution operation was paramount to this experiment
and hence an 8 mm collimator was used.
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2.2
2.2.1

Photon Detectors
DIANA

DIANA (Detector of Iodine And NAtrium) is a NaI(Tl) detector owned by the University of Kentucky. It has a cylindrical core made of a single-growth Na(Tl) crystal of
508 mm length and 483 mm diameter. This makes DIANA the largest single-crystal
NaI detector in the world. This crystal is profiled so that its measured response
to 129 MeV gamma rays is uniform to better than 1% for photon entry positions
anywhere along its length. This uniformity helps the detector achieve an energy
resolution (FWHM) of 1.6 % at 100 MeV.

(a)

(b)

(c)

Figure 2.4: (a)Photograph showing the DIANA detector on the table. (b) Supplemental plastic veto detectors installed around DIANA. (c) Schematic of the DIANA
detector structure.
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The core is surrounded by a 40 mm thick NaI(Tl) annulus which is azimuthally
segmented into 12 pieces with each segment optically isolated using a layer of MgO
reflective powder. The annulus is primarily used for cosmic background rejection.
The scintillation light from the core crystal is collected by 19 Hamamatsu R1911
photomultiplier tubes (PMTs) attached to the back of the crystal. Each annulus
segment is read by three PMTs. In addition to the NaI annulus, there are seven 6
mm thick BC600 plastic scintillators installed around the detector to increase the
rejection efficiency of cosmic rays.

2.2.2

BUNI

BUNI (Boston University NaI) is a photon spectrometer owned by the Boston University. It has a cylindrical NaI(Tl) core of 267 mm diameter and 559 mm length
[54]. The core is a composite of two cylindrical crystals of lengths 356 mm and 203
mm optically coupled together. The core is surrounded by a 114 mm thick NaI(Tl)
annulus segmented into 4 sections called quadrants. Each quadrant is also made of
two crystals like in the core. At the time of construction in 1986, the maximum length
of a single crystal that could be grown was 406 mm [11]. A 6-segment BC400 plastic
annulus of 127 mm thickness surrounds the NaI annulus. The scintillation light from
the core is collected by seven R1911 PMTs attached to the back face [54]. Each
quadrant is read by three R1911 PMTs while each plastic scintillator segment is read
by two AMPEREX XP2202B PMTs. The signals from each of the sections (quadrant
and plastics) were combined with T-connectors to produce a single signal from each
section. The detector was designed to provide better than 2% energy resolution in
the range of 100-500 MeV photon energy [54].
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(a)

(b)

Figure 2.5: (a) Schematic diagram of BUNI detector structure. (b) Photograph
showing the BUNI detector on the table.
2.2.3

HINDA

HIγS NaI detector array (HINDA) is composed of eight medium-sized NaI(Tl) detectors placed around the Compton scattering target. Only 4 of these detectors were
used in this experiment covering forward-scattering angles. The other detectors were
removed from the setup to make room for DIANA and BUNI to cover the backward
scattering angles. Four detectors were placed at scattering angles 400 , 550 , 650 and
900 . The detectors at 400 and 650 were placed on tables in-plane with the beam.
The detector at 550 was placed on the floor facing the cryogenic target while the 900
detector was placed under the target facing upwards.
Each detector has a cylindrical NaI(Tl) core of length 254-305 mm and is coupled
with 7 PMTs to collect the scintillation light. The core is surrounded by a 76 mm
thick NaI(Tl) annulus segmented into eight optically isolated sections. Each annulus
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(a)

(b)

Figure 2.6: (a) Schematic diagram of a HINDA detector.The lead collimator (grey) defines the solid angle acceptance of the detector.The boron-doped paraffin plug (green)
resides within the collimator to reduce neutron background. This figure is taken from
[23]. (b) Photograph of a HINDA detector.
segment is read by a single PMT. A 152 mm thick lead collimator is installed at the
front of the detector. The geometry of the collimator was designed so that scattered
photons from the target can fully illuminate the back face of the cylindrical core. The
aperture is filled with boron-doped paraffin wax to reduce the neutron background.
some HINDA detectors have transistorized PMT bases. For reasons that have yet to
be explained, this resulted in data of sub-standard quality. While the investigation
is ongoing, the data from these detectors has been excluded from this analysis.

2.3

Gamma Vault

The target area is referred to as the gamma vault and it is located downstream of the
upstream target room (UTR). The collimated beam is delivered to the gamma vault
through a beam inlet at the wall (see Figure 2.9). The cryogenic target was placed
at the center of the gamma vault. A laser alignment was used to accurately place the
target cell in the beam line. The photon detectors were placed around the cryogenic
target to cover various scattering angles. A beam dump was located at the opposite
wall, downstream of the target to safely stop the gamma rays that
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Figure 2.7: The layout of the cryogenic target and detector positions is depicted in
this image. The beam path is indicated by the light blue line. The Brooke detector
was located beneath the target and is not visible in the image.

Figure 2.8: The plan view of the experiment setup showing the detector positions.
The beam path is indicated by the red downward arrow.
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pass through the target without interacting. The Figure 2.7 illustrates the detector
positions with respect to the target. DIANA and BUNI were strategically placed at
backward scattering angles 1500 and 1150 respectively due to their ability to produce
high resolution data. Both detectors were placed on movable tables with casters in
order to be easily brought into the beam for in-beam runs. During the in-beam runs,
tables were rotated and placed in the area upstream of the target so that the detector
was facing the beam.

2.4

Photon Flux Monitoring System

The photon flux incident on the target must be measured with accuracy in order to
calculate the Compton scattering cross sections. The photon flux monitoring system
used in this experiment was developed by Dr. K. R. Howell et al. [27]. The system
consists of two thin plastic scintillator paddles and a 6.35 mm thick copper radiator.
The design of the flux monitor is shown in Figure 2.9.

Figure 2.9: Schematic diagram of the flux monitoring system
The plastic scintillator paddle facing the FEL mirror is called the mirror paddle.
It receives the full flux from the laser before collimation. The copper radiator and
the Compton paddle were located in the UTR, downstream of the collimator. The
Compton paddle was placed facing the copper radiator to detect forward-scattered
photons from the radiator. The scintillator paddles were coupled to Philips XP2012
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PMTs via Lucite light guides. Yields from the paddles were recorded using scalars.
The paddles were calibrated against a large NaI detector following the procedure
detailed in the Section 4.2 to obtain the absolute photon flux incident on target.

2.5

Cryogenic Target

Compton scattering cross sections for light nuclei like H, He, and He are less than
50 nb. These small cross sections necessitate the use of a liquid deuterium target to
obtain a statistically significant number of counts within a feasible running time. The
cryogenic target at HIγS was developed by Dr. D. P. Kendellen et al. in 2016 and is
capable of liquefying H, 2 H, and 4 He [32]. It went through a major upgrade in 2020
by Dr. K. K. H. Leung et al. to allow liquification of 3 He as well [42]. The target
system consists of a Kapton target cell, a cryocooler, a condenser, and a vacuum can.
A schematic diagram and a photograph of the cryogenic target are shown in Figure
2.10.
The target cell has the shape of a conical frustum measuring 20.1 cm in length and
4.0 cm in diameter. It’s made up of 0.125 mm single-sheet Kapton, glued with epoxy
resin. It’s end caps are also made from the same material. The cell is mechanically
supported by an aluminum base piece at the upstream Kapton end cap. The base
piece has a hole for beam to pass through. The liquid dripping from the condenser
enters the target cell via a fill line. Inside the cryostat, the liquid is kept at its
saturated vapor pressure.
Small bubbles that form in the target cell float to the top of the cell and slide along
the top seam to the outlet, as shown in Figure 2.11. The boil-off vapor goes back
into the condenser to recondense and then flows back to the target cell via the fill
line. This convective loop between the cell and the condenser efficiently carries off
heat from the liquid [32].
The liquid is kept above the triple point temperature (18.69 K for deuterium)

35

Figure 2.10: Schematic diagram and photograph of the cryogenic target. The components are: the cryocooler (1), room-temperature gas inlet (2), vent line with pressure
gauge (3), condenser (4), Kapton target cell (5), valve on the vapor outlet (6), Kapton
windows on the vacuum can (7), vacuum can (8), and thermal radiation shields with
aluminized Mylar super-insulation (9). Items 7–9 are not installed in the photograph
[32].
to avoid freezing deuterium in the lines, and below the critical point (38.34 K for
deuterium) to reduce boiling. Also, the cell operates at a pressure above 1 atm to
prevent air from leaking into the system and freezing in the lines, but the pressure is
kept below 2 atm to protect the target cell from rupturing.

2.6
2.6.1

Data Acquisition System
Overview

In 2018 DIANA and BUNI were moved to HIγS to be used alongside the HINDA array
in a series of Compton scattering experiments. These two large detectors have multi-
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Figure 2.11: (a) Picture of the filled target cell shows the formation of bubbles at the
top of the cell. This picture was taken looking through the beam window (denoted
by the eye symbol in (b)) while the cell is illuminated from the opposite side (denoted
by the flashlight in (b)). (b) Illustration of the flow of bubbles through the target
cell. Bubbles appear at the top of the cell and flow to the outlet. The body of the
cell is free of bubbles. This figure is taken from [32].
ple signal channels, which need to be recorded in synchronization. The existing data
acquisition (DAQ) system was unable to maintain the synchronization of the data
and it also lacked the real-time data representation features such as live histograms
and pulse plotting. It was decided to develop a new DAQ system to overcome these
problems.
The new DAQ system uses CAEN V1730 waveform digitizers. The signals are
recorded with a 500 MHz sampling frequency, preserving the pulse shapes for offline
analysis. Each pulse shape was recorded using a 2 µs long digitization window (1000
samples). The first 15% of this window was used to record the pre-trigger part
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of the pulse, while the remaining 85% was set to record the post-trigger part of
the pulse. The entire pulse shape can be captured for digitization in this manner.
The digitizers are equipped with circular buffers that allow data acquisition with
negligible electronics-related dead time. A single V1730 module has 16 input channels.
Therefore, both DIANA and BUNI need two V1730 Modules each to digitize all of
their signals. Another V1730 module was used to digitize signals from the four
HINDA detectors. The recorded data are accessed through the VME bus using a
Struck SIS3153 VME controller and transferred to a DELL R540 server through a
USB 3.0 connection. The combination of VME64X and USB 3.0 interfaces provides
effective data transfer rates as high as 150 MB/s. A program based on Kmax [71]
was developed to control and monitor the whole DAQ process with a user-friendly
graphical user interface. The new DAQ software also includes state-of-the-art features
like real-time histograms, pulse plotting and remote access with a graphical user
interface. The complete source code for the DAQ system is available at [15].

2.6.2

Synchronized Data Acquisition

The most important feature of the new DAQ system is its ability to collect data using
multiple digitizer modules running in synchronization. It greatly reduces the time
associated with constructing the physics events from the collected raw data, thereby
speeding up the offline data analysis.
The synchronization is achieved by maintaining three conditions.
1. The same clock is shared by all digitizer modules
This is done by assigning one of the digitizers as the clock master. A 50 MHz
clock signal is generated by the clock master using its internal oscillator and
then propagated to the other modules (refereed to as clock slaves) using an
LVDS daisy chain connection.
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Figure 2.12: Schematic diagram of the data acquisition system. Blue and brown lines indicate the LVDS daisy-chain for
clock signal and busy signal propagation, respectively. Red and green lines indicate LVDS fan-out for trigger and veto signal
propagation. All the trigger signals are placed within the first the V1730 module to generate a master trigger and fan-out the
trigger to all the modules

2. The trigger signals are propagated to all digitizers at the same time
The trigger signal is a logic pulse generated when certain input signals cross
a programmable threshold. The trigger signal is then propagated to all the
modules (including the one that generated the signal) using an LVDS fan-out.
All modules are programmed to trigger the acquisition upon the reception of
the LVDS trigger signal.
3. Acquisition is paused when a digitizer module is full
The digitizer’s internal memory consists of a collection of circular buffers. Digitizers write data into the empty buffers. The DAQ program continuously transfers the data from buffers to the computer to empty the filled buffers. If 95%
of the buffers get filled (waiting to be read by the DAQ program), the digitizer
module raises a signal known as the busy signal. This signal is then propagated
to all the modules using an LVDS daisy chain and used as a veto signal to pause
the acquisition until all the modules become available again. The 95% limit is
selected to compensate for any propagation delays of the busy signal. That
way, the digitizer can accept a few more triggers (before it actually becomes
full) until the busy signal get propagated into other modules.
In order to produce timing information, the RF signal from the accelerator
was also digitized alongside signals from the detectors. The RF signal is an
electrical pulse with a period of 358 ns. The signal is synchronized with the
gamma-ray bursts from the accelerator, although two gamma ray-bursts are
produced within a one RF signal period, 179 ns apart.
Unprocessed digitized data which containing the pulse shapes are transferred
to the R540 server and written into binary files by the DAQ software. A
C++/ROOT program that runs in conjunction with the DAQ software performs charge integration (QDC) and constant fraction discrimination (CFD) on

40

each recorded pulse to obtain energy deposition and timing information. This
information is then written into a ROOT tree to be used in further analysis.

Figure 2.13: Data storage and processing structure inside the DAQ program

2.6.3

Data Collection: Modes of Operation

In this experiment, data are collected in three modes of operation: In-beam, scattering
and calibration. This section explains the details of these modes.
In-Beam Runs
The purpose of in-beam runs was to record the collimated beam energy distribution
by both DIANA and BUNI. The runs were performed by placing each detector facing
into the beam. The incident beam intensity was reduced by using a combination of
copper attenuators located upstream of the collimator. The intensity was lowered
to avoid damage to the detector and to reduce the processing overload to the DAQ
system. In-beam runs were typically 45 minutes long. In-beam data were also used
to calibrate the individual core PMT spectra of DIANA and BUNI.
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Scattering Runs
Scattering runs were the actual production runs that collected scattered photons from
the target. The full-beam intensity was directed onto the target and detectors were
placed at their respective scattering angles during these runs. There were two types of
scattering runs performed in this experiment. Target-full runs were performed using
a filled deuterium target. Target-empty runs were done after emptying the target cell.
The purpose of target-empty runs was to collect target-induced background data so
that they can be subtracted in the offline analysis.

Calibration Runs
The purpose of calibration runs was to collect data to energy-calibrate the quadrant
sections of BUNI. During these runs, DAQ settings were changed to self-trigger from
the quadrants, to collect the room background spectra from each quadrant section. A
typical calibration run was around 20 minutes long and was performed daily. Prominent peaks in the background spectra were selected as the calibration points. The
calibration process is detailed in Section 4.1.4.
Table 2.1: Time allocation for each mode of operation
Run type
In-beam
Target-filled
Target-empty
Calibration
Flux measurement
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Hours
2
125
102
4
1

Chapter 3 Monte Carlo Simulations

This experiment relies on Monte Carlo (MC) simulations to determine several important quantities needed to calculate the differential cross sections. These include
effective solid angles, target absorption correction factors, and detector line shape
spectra. The simulations are also important in understanding the efficiencies of certain sorting conditions (cuts) applied in the data reduction process. The Geant4
toolkit [9, 8] was used to build a detailed and realistic simulation of the experiment.
This chapter details how the simulations were utilized in this experiment.
Geant4 is a simulation framework developed by a global team of scientists and
software engineers [9]. The framework is widely used in nuclear and high-energy particle physics experiments as a simulation tool. It enables users to construct real-world
experiments in a virtual environment and obtain data such as energy deposition, particle trajectories, and timing information. Geant4 simulates the passage of particles
through matter by utilizing a comprehensive set of physics processes. Users can optimize the physics processes according to the needs of specific experiments and energy
domains. The toolkit also provides graphical visualization of geometries and particle
trajectories for diagnostic purposes.
All detectors, cryogenic target, and the gamma vault’s wall were constructed in
the simulation to match the real experiment. This includes the exact dimensions, geometries of every apparatus and their building materials. Incident γ-rays were created
using a generator that samples the photon energy from the predicted beam energy
distribution. Even though the HIγS beam energy distribution can’t be measured directly because the measured beam distribution yield is determined by convolution of
the beam distribution and the detector response, it can be accurately simulated for a
given γ energy and geometry. The simulated beam energy distribution was provided
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Figure 3.1: Geant4 visualization of a scattering mode simulation involving the DIANA detector. The light green mesh represents the DIANA’s lead collimator, while
the white mesh represents shielding material around the target cell. The photon trajectories are represented by green lines. The trajectories of positrons and electrons
are represented by red and blue lines, respectively.
by Dr. Ying Wu and used as the input to the Geant4 event generator.
Three different types of simulations were done in order to obtain various information. They are categorized as scattering-mode simulations, in-beam simulations, and
target factor simulations.

3.0.1

Scattering-mode Simulations

In scattering-mode simulations, detectors were placed at their respective scattering
angles. The photons were emitted from a volume source that corresponds to the
intersection of the beam and the target cell, isotropically into the 4π solid angle.
Also, the appropriate kinematic shifts were calculated for every outgoing γ-ray using
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the Compton equation,
Eγ

0

Eγ =

1+

Eγ
(1
M

− cos θ)

(3.1)

0

where, Eγ is the energy of the out-going photon, Eγ is the sampled energy from the
beam energy distribution, M is the mass of the target nucleon and θ is the scattering angle. Scattering-mode simulations were used to obtain the solid angles, peak
efficiencies, and the detector response spectra. They were also used in determination
of the systematic uncertainty associated with the shield cuts. Figure 3.1 shows the
visualization of a scattering-mode simulation for DIANA.

Figure 3.2: Example energy spectrum from a DIANA scattering-mode simulation.
The spectrum was subjected to Gaussian smearing.
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3.0.2

In-beam Simulations

In-beam simulations were performed by ”throwing” simulated γ-rays directly into the
detector through its front face. In-beam simulations were mainly used to investigate
the detector response to a pencil beam that goes directly into a detector. Results
from these simulations were used to validate the accuracy of the provided beam energy
distributions and during the extraction of the elastic line shapes (see Section 4.1.8 )
from DIANA and BUNI.

3.0.3

Target Factor Simulations

Target factor simulations were used to obtain the survival fractions of the photons in
going into and coming out of the target due to absorption by the liquid deuterium
target itself. These fractions corresponds to fin and fout of the Equation 4.1. Target
factor simulations included only the filled deuterium target cell with its conical frustum geometry and Kapton windows. The process of these simulations are detailed in
Section 4.4.

3.0.4

Intrinsic Detector Response

In both in-beam and scattering-mode simulations, Geant4 was used to simulate the
energy deposition in NaI crystals. These simulations generate the response of an
ideal (perfect) detector. But the real-world detectors have an intrinsic energy spread
mainly due the Poisson spread of photoelectron yields in the PMTs. Therefore, the
simulated spectra should be corrected to match the intrinsic detector response. This is
achieved by smearing the simulated spectrum with an appropriate Gaussian function.
For a Gaussian distribution, the standard deviation σ is related to the FWHM
by,
FWHM = 2.355σ
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(3.2)

The intrinsic detector resolution δE/E is proportional to,
δE
1
∝√ ,
E
E

(3.3)

due to the Poisson nature of the statistical fluctuations [33]. Therefore, the following
relation can be obtained.
σ∝

√
E

(3.4)

Both DIANA’s and BUNI’s detector resolution (FWHM) at 80 MeV is measured
using the monochromatic gamma beam at MAX lab and the value is well-known to
be 1.6%. Hence, the standard deviation of the Gaussian function can be calculated
√
in term of E allowing the ideal detector response to be smeared.
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Chapter 4 Data Analysis

The final goal of the data analysis is to obtain the differential scattering cross sections
of deuterium at three scattering angles (1500 , 1150 and 550 ). The differential cross
section is given by the following expression,
dσ
Y
=
,
dΩ
Nγ κη∆Ωfin fout

(4.1)

where, Y is photon yield, Nγ is total number of photons incident on the target, κ is
the target thickness, ∆Ω is the detector solid angle, η is the peak efficiency, and fin
and fout are the correction factors associated with absorption of the photons going
into and out of the target.
The following sections detail the methods used to obtain each of the above quantities.

4.1

Photon Yield Calculation

In order to obtain the photon yield of Compton events, background events from all
sources should be suppressed from the energy spectrum. This process is known as
data reduction. This is achieved by sorting events using certain filter conditions
known as “cuts” applied on both energy and time of flight (ToF) spectrum.
The dominant source of background in this experiment was cosmic rays. Cuts
were applied to the energy spectra of the annular segments and plastic vetos (shield
cuts) and to the ToF spectrum (ToF cuts) to reduce the cosmic background. Shield
cuts and ToF cuts eliminated close to 99.0 % of the cosmic background. After that,
a random-event subtraction was performed to further reduce the remaining beamuncorrelated background. Finally, the flux-normalized empty-target energy spectrum
48

was subtracted from the full-target energy spectrum to reduce the target-induced
background.

4.1.1

Shield Cuts

Compton scattered photons enter into the detectors through the front collimator.
Therefore, the majority of the electromagnetic shower generated by the Comptonscattered photons is contained within the detector core, so the energy deposition in
the annulus segments by Compton events is small. Meanwhile, cosmic rays transverse
the detectors from top to bottom, leaving a significantly larger energy deposition in
the annulus segments and/or the supplemented plastic vetos. This difference in energy
deposition in annular segments is used to filter out the cosmic rays.

Figure 4.1: (Left) Energy spectrum from one of the DIANA’s annulus segments.
(Right) 2-D spectrum of energy deposition in an annulus segment vs energy deposition
in the in the core. The shield cut is placed at the red line
Figure 4.1 shows the measured energy spectrum from one of the DIANA’s annular segments. The red line indicates the energy cut applied to the spectrum. All the
events which have an energy deposition above this threshold are vetoed as cosmic
background. MC simulations showed that the effect of such energy cuts on Compton events is negligible. Studies showed that DIANA’s NaI annulus has a cosmic
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background rejection efficiency of 85.0 % in our region of interest (ROI). Additional
plastic veto detectors reject 40.0 % of the residual beam-uncorrelated background.

4.1.2

Prompt ToF Cuts

As explained in Chapter 2, gamma-rays are produced in bursts in the HIγS laser.
To produce timing information, the RF signal from the accelerator was also digitized
along with the signals from the detectors. The RF signal is an electrical pulse with
a period of 358 ns. The signal is synchronized with the gamma-ray bursts from the
accelerator which produce two bursts within one RF signal period, 179 ns apart.
ToF is calculated as the time difference between the trigger event and the next
RF pulse after the trigger event. The time of the trigger event is obtained by a
software-based constant fraction discriminator applied on the detector core signals.
ToF is calculated from the zero-crossing point to the rising edge of the next RF
pulse. This procedure is applied for every core PMT channel in DIANA and BUNI.
After that, the average of the measurements is taken as the ToF. Our studies showed
that including several core channels in the ToF measurement can improve the timing
resolution (FWHM) by 40.0 %.
This method provides a clean timing structure with two prompt gamma-ray peaks
on a constant pedestal of beam-uncorrelated background. Then, a prompt timing
window (known as the prompt ToF cut) is selected to sort out beam-induced events.
The prompt ToF cut was 6.0 ns wide at each prompt peak, and rejected 97.0 %
beam-uncorrelated background. The figure 4.2 shows the DIANA ToF spectrum with
prompt and random windows. The prominent peaks next to the prompt peaks are
due to the background induced by the cryogenic target apparatus. This background
is visible in the target-empty spectrum as well. Because the prompt peaks due to
scattering from deuterium are not present in target-empty spectrum, the correct
prompt ToF windows were identified by comparing the 2-D energy vs ToF spectra
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for target-filled and target-empty data.

Figure 4.2: (Top) DIANA’s ToF spectrum subjected to energy cut 54.0-62.0 MeV.
Prompt region is indicated by red while the random region is shown in blue. (Middle)
2-D spectrum of DIANA’s core energy deposition vs ToF. Prompt and random windows are indicated with red and blue lines respectively. (Bottom) The same spectrum
shown in the middle with enlarged view of the first prompt region.
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4.1.3

DIANA PMT Calibration

As described in Chapter 2, the scintillation light from DIANA’s core is collected by
19 PMTs. The integrated charge depositions from all PMTs are summed together to
obtain total energy deposition in the core by an event. In order to obtain the best
energy resolution, charge depositions from individual PMTs should be calibrated
before the summation.
The calibration is done by using the data collected during in-beam runs. Energy
(charge) depositions from each PMT are histogramed into 19 spectra with shield and
prompt ToF cuts applied. After that, the spectra were fitted with a skewed Gaussian
function of the following form to localize the peak centroid.

Figure 4.3: Sample energy spectra from DIANA’s individual core PMTs with the
skewed Gaussian fit.
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f (x) =

p0 − 12 e−
e
p1

x−p2
p1

−

x−p2
2p1

,

(4.2)

where p0 is the scale parameter, p1 is the parameter related to the width of the
distribution and p2 is the position parameter. The spectra from 4 PMTs are shown in
figure 4.3 with the skewed Gaussian fit. Peak centroid channels were identified using
the fit with better than 0.01 % uncertainty and used as the 61.5 MeV calibration
point.

4.1.4

BUNI Quadrants Calibration

Figure 4.4: Self-triggered room-background energy spectra from BUNI’s quadrant
sections. Slight differences in the shapes of the spectra are due to energy resolution
of individual quadrants. Quadrant-4 was read by only two PMTs due a malfunction
of the 3rd PMT. Therefore, the spectrum from the Quadrant-4 exhibits a lower gain
than others.
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Calibration runs for the BUNI quadrant sections were done as detailed in Section
2.6.3. Several background peaks were prominently visible in all quadrant spectra.
Therefore, a number of test calibration runs were done before the experiment using
232

Th and AmBe sources to correctly identify the peaks in the background spectra.

Once the peaks were identified, 2.614 MeV (Th) and 1.46 MeV (K) lines were used as
calibration points. Examples of the room background spectra from BUNI are shown
in Figure 4.4.

4.1.5

Gain Monitoring and Corrections

When the collection of data spans over several days, PMT gain drifts could occur over
time. These gain drifts should be tracked and corrected to obtain the best energy
resolution. This was done by tracking the peak of the cosmic energy distribution in
each core PMT in both DIANA and BUNI for each 1-hour run. The majority of the
cosmic background consist of cosmic muons. The energy deposition by high-energy
muons in the core is proportional to the length they travel in NaI (∼8.1 MeV/cm).
Therefore, a cosmic muon transversing the diameter of the DIANA core deposits ∼252
MeV in the core (∼125 MeV in BUNI core). This energy loss is small compared to the
kinetic energy of muons (∼4.0 GeV) hence they can easily penetrate the full length of
the core. Therefore, cosmic muons produce a constant energy distribution far away
from the Compton events. The peak of this cosmic energy distribution can be used
to keep track of the gains.
The gain tracking was done for each PMT on a run-by-run basis. The cosmic
ray events that transverse the core was selected by applying coincidence cuts on
the annular segments located on opposite sides of the core. These events were then
histogramed into energy spectra for each core PMT. The resulting spectra have a
sharp asymmetric peak. It was found that a Moyal function of the following form is
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better suited for fitting these spectra,

f (x) =

p0 − 12 e−
e
p1

p2 −x
p1 − p2 −x
2p1

,

(4.3)

where p0 is the scale parameter, p1 is the parameter related to the width of the distribution and p2 is the position parameter. Figure 4.5 shows the cosmic ray spectrum
from one of DIANA’s core PMTs with the Moyal fit applied. The same fitting procedure was applied for all production runs using a ROOT-based program. The χ2 /NDF
value and the parameter uncertainties were monitored to determine the goodness of
the fits. The fits were able to localize the peak positions with nearly 0.1% uncertainty.

Figure 4.5: Examplw energy spectrum of transversing cosmic rays from a DIANA
core PMT with Moyal fit applied
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Figure 4.6: Cosmic peak positions from DIANA PMTs tracked over time. The very
first data point in each series is the cosmic peak position when the detector was located
at the in-beam position. Gain variations due to the reposition of the detectors from
in-beam to scattering position were also corrected. The apparent jump at run 60 is
possibly due to an electrical fluctuation in high voltage power supplies.
4.1.6

Random Events Subtraction

The random timing windows of the ToF spectrum were selected so that both upper
and lower bounds were far enough from the prompt peaks to exclude any beaminduced events. Then, the energy spectrum cut on the random region was histogramed
and normalized to the relative widths of the prompt and random windows. After that,
the normalized random energy spectrum was subtracted from the prompt energy
spectrum on a bin-by-bin basis. The prompt and random windows of DIANA ToF
spectrum are shown in Figure 4.2 and the random subtraction of the DIANA energy
spectrum is shown in Figure 4.7.

4.1.7

Empty Target Subtraction

The purpose of the target-empty subtraction was to remove any target-induced background such as the background generated by the Kapton end caps and other target
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apparatus. In order to perform the empty subtraction, first, random-subtracted energy spectra for both target-full and target-empty runs were obtained.

Figure 4.7: Random events subtraction in the energy spectrum of DIANA.

Figure 4.8: Target-Full and Target-Empty spectrum from DIANA. Randoms have
been subtracted from the full and empty spectra.
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Then, the energy spectrum of the target-empty runs was normalized to the relative
flux incident of target-full and target-empty runs. Finally, the normalized targetempty spectrum was subtracted from the target-full spectrum on a bin-by-bin basis.
Target-empty subtraction of DIANA energy spectrum is shown in Figure 4.8.

4.1.8

Line Shape Fitting

Empty-subtracted spectra for each detector were fitted with detector response and
background functions to obtain the net peak yields. For DIANA and BUNI, the
detector response function consists of two components to account for elastic Compton
scattering and inelastic scattering. For the HINDA detector, the response function
has only a very broad elastic component.

Elastic Line Shape
This section details the procedure followed to obtain the elastic line shape for DIANA
and BUNI. The measured in-beam energy spectrum from each of these detectors is
a convolution of the beam energy distribution and the detector response. Therefore,
the Fourier transformation and the convolution theorem can be used to separate the
two components. Figure 4.9 shows the measured in-beam spectrum of DIANA.

Figure 4.9: Measured in-beam spectrum by DIANA. ToF and shield cuts were applied
to this energy spectrum.

58

First, the following MC simulation was performed in order to obtain the detector
response to monochromatic γ-rays. A 61.5 MeV monochromatic gamma beam was
directed to the front face of the detector and energy deposition in the core was
histogramed. The Gaussian smearing was performed as detained in Chapter 3 to
account for the intrinsic detector resolution. Figure 4.10 (Top) shows this simulated
spectrum for DIANA.
After that, another MC simulation was performed, but with the detector now
placed at its scattering position. 61.5 MeV monochromatic gammas were emitted
from a volume source that represents the volume intersection of the beam and the
liquid deuterium target. The gamma rays were thrown into the whole 4π solid angle
from the volume source with appropriate Compton kinematic shifts applied, and the
energy deposition in the core was histogramed. Figure 4.10 (Bottom) shows this
simulated spectrum for DIANA.
Then, the following relationships derived from the convolution theorem were used
to produce the elastic line shape.

DF T {M BS} = DF T {BES} · DF T {SIDS},

(4.4)

where, DF T {M BS}, DF T {BES} and DF T {SIDS} are the discreet Fourier transformations of measured in-beam spectrum, unknown beam energy spectrum and the
simulated In-Beam detector response, respectively.
Similarly,
DF T {ELS} = DF T {BES} · DF T {SSDS},

(4.5)

where, DF T {ELS}, DF T {BES} and DF T {SSDS} are the discreet Fourier transformations of the scattering elastic line shape, beam energy spectrum and the simulated scattering detector response, respectively.
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Discreet Fourier transformations were performed using the Python FFT function
[72]. The DF T {BES} obtained from Equation 4.4 was then substituted in the
Equation 4.5 to obtain DF T {ELS}. After that, the inverse Fourier transformation
of DF T {ELS} yielded the predicted scattering elastic line shape.

Figure 4.10: The simulated spectra for DIANA detector. (Top) In-beam simulation
using 61.5 MeV monochromatic γ-rays. (Bottom) Scattering-mode simulation using
61.5 MeV monochromatic beam. Appropriate Compton kinematics were applied to
the out-going photons. Similar spectra were obtained for the BUNI detector.
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Inelastic Line Shape
The inelastic line shape was derived from the theoretical spectrum discussed in Section
1.5.1. Photons with energies sampled from this theoretical distribution were thrown
into the detector in a scattering-mode simulation to obtain the detector response.
Then, the response spectrum was smeared with a Gaussian function to account for
the intrinsic detector resolution. After that the response spectrum was convoluted
with beam energy distribution.
Consequently, the elastic and inelastic line shapes were fitted to data. The separation energy of the elastic and inelastic line shapes was fixed so that inelastic line
shape starts 2.2 MeV below the elastic peak. The amplitude of each line shape was
given the freedom to vary while minimizing the value of χ2 . The fits to DIANA and
BUNI spectra yielded χ2 /NDF values 1.4 and 1.7, respectively. The Figures 4.11 and
4.12 show the line shape fits to DIANA and BUNI respectively. Finally, the yields
were obtained by integrating the line shapes within the ROI.
Background Fitting
The prominent low energy background visible in the JONI (forward angle) spectrum
is due to atomic Compton scattering. This low energy background was assumed to
have an exponential shape and therefore, a function of the following form was used
to fit this background,
f (E) = e−p0 ∗E+p1

(4.6)

where, p0 and p1 are the fitting parameters. This function was simultaneously fitted
with the line shape of the JONI detector which was obtained using a scattering-mode
MC simulation. Unlike in the cases of DIANA and BUNI, JONI’s intrinsic energy
resolution is not known. Therefore, the smearing was done by convoluting the line
shape with a Gaussian function of free parameters. These parameters were also given
the freedom to vary minimizing the χ2 value.
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Figure 4.11: Line shape fit to the DIANA spectrum. (Blue) Elastic line shape,
(Green) inelastic line shape and (Red) the total fit. Vertical dashed lines indicate the
ROI.

Figure 4.12: Line shape fit to the BUNI spectrum. (Blue) Elastic line shape, (Green)
inelastic line shape, and (Red) total fit. Vertical dashed lines indicate the ROI.
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Figure 4.13: Line shape fit to the JONI spectrum. (Blue) Elastic line shape, (Red)
fit to the low energy electromagnetic background, and (Green) the total fit.Vertical
dashed lines indicate the ROI.

4.2

Photon Flux Calculation

To calculate the differential cross sections, we must first determine the total number
of photons incident on the target. The incident photon flux on the target is measured
by the photon flux monitor described in Section 2.4. The following expression relates
the total number of photons incident on the target, Nγ to the number of counts
measured by the flux monitor, Nc ,
Nγ = Nc

(4.7)

where,  is the detection efficiency of the flux monitor. Therefore, in order to determine Nγ , the detection efficiency of the flux monitor,  must be calculated. The
calibration procedure followed to obtain the value of  is detailed in this section.
During calibration runs, the BUNI detector was use at in-beam position to count
the number incident photons. However, the intensity of the beam must be significantly
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reduced to prevent any damage to the BUNI detector and to avoid pileups. This is
achieved by placing Cu attenuators in the beam upstream of the collimator. As
a result, Compton paddle yields were very low and nearly equal to its background
yield. Hence, the Compton paddle cannot be directly calibrated against the BUNI
detector. Instead of we calibrate the mirror paddle which is located upstream of the
Cu attenuators (and hence receives the full intensity of the beam), against the BUNI
detector. Then the Compton paddle was cross calibrated against the mirror paddle.
Because the mirror paddle receives the full intensity of the beam while the BUNI
detector receives the attenuated flux, in order to calibrate the mirror paddle, the
attenuation coefficient of Cu must be calculated. The following was done to obtain
the attenuation coefficient.
First, the BUNI detector was brought into the beam and several runs were performed varying the total length of the attenuators in the beam. This was accomplished
by placing additional copper attenuators in the beam. Then, the natural logarithm
of the photon flux detected by BUNI was plotted against the total length of the attenuators (see Figure 4.14). The relationship between the detected flux IN aI and the
attenuation length x is given by,

ln(IN aI ) = −ax + ln(I0 )

(4.8)

where, a is the attenuation coefficient and I0 is the incident photon flux before attenuators. The gradient of this plot yields the attenuation coefficient, which is calculated
to be 0.3786 ± 0.0011 cm−1 . Once the attenuation coefficient was determined, the
following expression was used to calibrate the mirror paddle.

fm→γ =

NN aI exp(ax)
Nm
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(4.9)

Figure 4.14: Linear fit to the graph of ln(IN aI ) vs. x
where, Nm is the background-subtracted mirror paddle yield, NN aI is the NaI yield,
a is the attenuation coefficient and x is the attenuation length. The average of fm→γ
for all four attenuation lengths, was used as the final value, 78762±2362.
After that, the additional attenuators were removed from the beam and the BUNI
detector was moved into scattering position to start the production running. Then,
the mirror and Compton paddle yields from several production runs were used to
calculate the Compton-to-mirror paddle ( fc→m ) calibration factor, which is given by
the following expression,

fc→m =

Nc
Nm

(4.10)

where, Nm and Nc are the mirror and the Compton paddle yield respectively. The
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average of fc→m from 10 production runs was used as the final value, 8.499. Finally,
the detection efficiency  was calculated using the expression,

=

fm→γ
fc→m

(4.11)

and its value was calculated to be 9267.2. The dominant contributor to the uncertainty of  is the systematic uncertainty of the transmission coefficient exp(ax). This
uncertainty was calculated to be 3.3 % (see Equation 4.12) and therefore, similar
systematic uncertainties were assigned to the incident flux.

T = exp(ax) →

4.3

∆T
' x∆a ' 3.3%
T

(4.12)

Solid Angle And Peak Efficiency Determination

The solid angles and peak efficiencies were calculated using scattering-mode simulations described in Section 3. The information obtained from a geometrical survey
of the experimental area was used to construct the simulation. The simulation also
included the cryogenic target’s surrounding materials to account for the attenuation
of scattered photons by these materials. The deuterium target cell was not included
in these simulations because the attenuation due to the filled target cell is taken into
account in the calculation of fin and fout factors. Then, the gamma rays were emitted
isotropically into the 4π solid angle from the volume intersection of the beam and
the target cell. The energies of the outgoing gamma rays were sampled from the deconvoluted beam energy spectrum, with appropriate Compton kinematic shifts. The
energy depositions in the detectors were then histogrammed, and the effective solid
angle was calculated using the expression,

η∆Ω =

NROI
,
Ntotal
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(4.13)

where, η∆Ω is the peak efficiency times solid angle, Ntotal is the total number of
photons emitted, and NROI is number of photons found within the ROI.

Table 4.1: Effective solid angles of the detectors
Detector

Scattering angle

η∆Ω (msr)

JONI

55◦

21.4±0.2

BUNI

115◦

46.5±0.2

DIANA

150◦

63.2±0.2

The uncertainties stated in the Table 4.3 are the statistical uncertainties of the solid
angles. Systematic uncertainties arise from the geometrical survey were negligible
compared to the statistical uncertainties.

4.4

Target Absorption Factors

The correction factors for the target absorption of the photons fin and fout were also
determined by Geant4 simulations. The following sections details the construction
of these simulations.

4.4.1

fin Factor Simulation

The survival fraction of the gamma rays going into the target was simulated by
throwing an 8 mm diameter gamma beam directly at the target filled with LD2.
The starting point of the gamma beam was set 15 m upstream from the front of
the deuterium target so that it also simulates absorption effects by the air column
between the flux monitor and the target front. The gamma rays that emerged from
the downstream end of the target without interacting with it were histogramed. Then,
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the fin factor was obtained using the following expression,
r
fin =

Nsurvive
,
Ninitial

(4.14)

where, Ninitial is the number of gamma rays emitted and Nsurvive is the number of
gamma rays which passed through the target without interacting. Note that the
above expression relates to the geometric mean of attenuation throughout the target.
The value of this factor was determined to be 0.987.

4.4.2

fout Factor Simulation

A volume source that matches the volume intersection of the beam and the target was
placed inside the deuterium target. Then, the gamma-rays were randomly thrown
into the 4π solid angle. Gamma-ray energies were sampled from the beam energy
distribution. After that, the outgoing gamma rays that didn’t interact with the
target were histogramed. Finally, fout was calculated using the ratio,

fout =

Nout
,
Nintial

(4.15)

where, Nintial is the number of gamma rays emitted and Nout is the number of outgoing gamma rays that didn’t interact with the target. The value of this factor was
determined to be 0.997.

4.5

Target Thickness Calculation

Target temperature and condenser pressures are recorded throughout the experiment
to ensure the target’s density is known to ∼ 1.0% [32]. The target thickness was then
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calculated using the following expression,

κ=

ρtNA
,
M

(4.16)

where, ρ is the target density, t is the length of the target, NA is the Avogadro
constant, and M is the atomic mass of deuterium. The uncertainties in cell length
and liquid density contribute to the uncertainty of the target thickness (see Equation
4.17).
δκ
=
κ

s
(

δρ 2
δt
) + ( )2
ρ
t

(4.17)

The uncertainty in the target density arises from the uncertainties from temperature measurement (< 0.1%), temperature stability (< 0.1%), bubbling in the liquid (<
0.1%), and temperature gradient in the target (0.1%) [32]. The uncertainty in the cell
length include the length measurements performed at room temperature (0.2%) and
the cell’s response to the pressure and temperature changes in the cryostat (0.8%).
The total uncertainty in target thickness is 0.9% [32].
During the experiment, the target was operated at the average temperature of
24.06 K and at the saturated vapor pressure. Therefore, the liquid density was
determined to be 0.161 g cm−3 [57] and hence, the target thickness was calculated to
be 9.68 ± 0.09×1023 nuclei/cm2 .

4.6

Systematic Uncertainties

There are several sources of systematic uncertainties which affect the final cross sections. This section introduces these sources and details how the uncertainty from each
source was calculated. The systematic uncertainties from all sources are summarized
in Table 5.3.
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Flux normalization:
Systematic uncertainty associated with the flux normalization arise from the uncertainty of attenuation coefficient of the copper attenuator. This process is detailed in
Section 4.2 and the uncertainty was determined to be 3.3%.
Target thickness calculation:
Systematic uncertainty of the target thickness mainly arise from the uncertainties of
the target density and the length of the target cell. This uncertainty was calculated
to be 0.9% and detailed in Section 4.5
The systematic uncertainties introduced by flux normalization and target thickness calculation are applied equally across all scattering angles.
Shield-Cut:
The use of shield veto cuts to reduce the cosmic background is detailed in the section 4.1.1. The systematic uncertainties associated with the placement of cuts were
determined using scattering-mode simulation results, by varying the location of the
cut by 10%.
ToF-Cut:
The systematic uncertainties associated with the placement of the ToF cuts were
determined by shifting the prompt and random windows by ±0.5 ns and resulting
change in the net yield was taken as the uncertainty. The acceptance efficiency of the
prompt ToF cut for Compton events, was calculated to be 99.4 %.
ROI Selection:
The systematic uncertainty associated with selecting the boundaries of the ROI was
determined by shifting the ROI by one bin (0.25 MeV).
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Chapter 5 Results and Discussion

Laboratory elastic and inelastic Compton scattering cross sections for the deuteron,
obtained from this work are listed in Tables 5.1 and 5.2. Overall statistical and
systematic uncertainties are also listed in the tables.
Table 5.1: Elastic Compton scattering cross sections of deuterium.
Detector

θLab

dσ/dΩ

Stat

Syst

(nb/sr)

(nb/sr)

(nb/sr)

JONI

55◦

13.7

±0.5

±0.5

BUNI

115◦

12.7

±0.4

±0.4

DIANA

150◦

14.9

±0.4

±0.6

Table 5.2: Inelastic scattering cross sections of deuterium.
Detector

θLab

dσ/dΩ

Stat

Syst

(nb/sr)

(nb/sr)

(nb/sr)

BUNI

115◦

1.8

±0.4

±0.1

DIANA

150◦

3.2

±0.4

±0.1

Table 5.3: Contributions to the systematic uncertainties of deuterium cross section.
Detector

θLab

Flux norm.

Target thickness

Shield Cut

ToF cut

ROI

JONI

55

3.3%

0.9%

0.1 %

0.9 %

0.5 %

BUNI

115

3.3%

0.9%

0.1 %

0.7%

0.5 %

DIANA

150

3.3%

0.9%

0.1 %

2.0 %

0.5 %
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Table 5.4: Contributions to the statistical uncertainties of deuterium cross section.
Yield
Detector

SolidAngle

θLab
Elastic

Inelastic

(MC uncertainty)

JONI

55◦

3.3%

N/A

0.9 %

BUNI

115◦

3.2%

21.0%

0.6 %

DIANA

150◦

3.0%

13.7%

0.4 %

Figure 5.1: Laboratory elastic Compton scattering cross sections determined in this
work compared with the results of previous experiments. The blue dot, red triangle,
green triangle, pink square, shows the results from experiments Sikora 2016 [70],
Myers 2015 [56], Lucus 1994 [49] and Lundin 2003 [50], respectively. The black dot
shows the results from this work. The red line indicate the χEFT fit for the Sikora
2016 data [18]. The dashed blue lines indicate the sensitivity of the χEFT calculation
to a ±2 variation of (α − β).
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Figure 5.2: Laboratory inelastic Compton scattering cross sections determined in this
work compared with previous results from the experiments by Hornidge et al. and
Lucas et al. [25, 49]. The black dot shows the cumulative inelastic cross sections of
all tag photon energies from 84.3 to 104.5 MeV [24].
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5.1

Re-evaluated cross sections

A second geometrical survey of the experimental setup was carried out in July 2022.
That revealed some discrepancies in the distances from the target center to the detector front faces. Therefore, a re-evaluation of the detector solid angles was performed.
The Table 5.1 shows the re-evaluated solid angles and the Table 5.6 and 5.7 show the
re-evaluated elastic and inelastic cross sections respectively.
Table 5.5: Re-evaluated effective solid angles of the detectors
Detector

Scattering angle

η∆Ω (msr)

JONI

55◦

21.2±0.2

BUNI

115◦

45.0±0.2

DIANA

150◦

60.5±0.3

Table 5.6: Re-evaluated elastic Compton scattering cross sections of deuterium.
Detector

θLab

dσ/dΩ

Stat

Syst

(nb/sr)

(nb/sr)

(nb/sr)

JONI

55◦

13.9

±0.5

±0.5

BUNI

115◦

13.2

±0.4

±0.4

DIANA

150◦

15.5

±0.4

±0.6

Table 5.7: Re-evaluated inelastic scattering cross sections of deuterium.
Detector

θLab

dσ/dΩ

Stat

Syst

(nb/sr)

(nb/sr)

(nb/sr)

BUNI

115◦

1.9

±0.4

±0.1

DIANA

150◦

3.3

±0.4

±0.1
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Figure 5.3: Laboratory elastic Compton scattering cross sections determined in this
work compared with the results of previous experiments. The blue dot, red triangle,
green triangle, pink square, shows the results from experiments Sikora 2016 [70],
Myers 2015 [56], Lucus 1994 [49] and Lundin 2003 [50], respectively. The black dot
shows the results from this work. The red line indicate the χEFT fit for the Sikora
2016 data [18].The dashed blue lines indicate the sensitivity of the χEFT calculation
to a ±2 variation of (α − β).
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Figure 5.4: Re-evaluated laboratory inelastic Compton scattering cross sections determined in this work compared with previous results from the experiment by Hornidge
et al. [25, 49]. The black dot shows the cumulative inelastic cross sections of all tag
photon energies from 84.3 to 104.5 MeV [24].
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Chapter 6 Conclusions

In this work, both the elastic and inelastic Compton scattering cross section of the
deuteron were measured at two backward-scattering angles, 115◦ and 150◦ , at 61
MeV photon energy. In addition, the total Compton scattering cross section was
measured at forward-scattering angle, 55◦ . The measured elastic Compton scattering
cross sections are in agreement with the results of the previous experiments. The
Figure 5.1 shows the measured elastic cross sections in comparison with the results
of previous experiments. Compared to the literature, this work presents the most
comprehensive inelastic cross section measurement performed at this photon energy.
The Figure 5.2 shows the inelastic cross sections determined in this work.
Inelastic Compton scattering cross sections extracted in this work will provide
the ability to correct the results of the 2016 HIγS deuteron experiment [39] for the
unresolved inelastic contribution. The results will be used to extract the static electromagnetic dipole polarizabilities of the neutron, utilizing the χEFT calculations
and well-known proton polarizability values.
Furthermore, the results of this work, as well as the technical knowledge gained
from it, serve as inspiration for the upcoming Compton scattering experiments at
HIγS, which are aiming to operate at higher photon energies where the differential
scattering cross sections are more sensitive to the nucleon internal structure and to
extend the measurements into 3 He for the first time.
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Appendices

Appendix A: Data Reduction Plots for BUNI and JONI

Figure 1: (Left) Energy spectrum from one of the BUNI’s plastic annulus segments.
(Right) 2-D spectrum of energy deposition in an annulus segment vs energy deposition
in the in the core. The shield cut is placed at the red line.

Figure 2: Cosmic peak positions from BUNI core PMTs tracked over time. The
very first data point in each series is the cosmic peak position when the detector was
located at the in-beam position. Gain variations due to the reposition of the detectors
from in-beam to scattering position were also corrected.
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Figure 3: (Top) BUNI’s ToF spectrum subjected to energy cut 54.0-62.0 MeV.
Prompt region is indicated by red while the random region is shown in blue. (Middle)
2-D spectrum of BUNI’s core energy deposition vs ToF. Prompt and random windows are indicated with red and blue lines respectively. (Bottom) The same spectrum
shown in the middle with enlarged view of the first prompt region.
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Figure 4: Random events subtraction in the energy spectrum of BUNI.

Figure 5: Target-Full and Target-Empty spectrum from BUNI. Randoms have been
subtracted from the full and empty spectra.
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Figure 6: 2-D spectrum of the energy deposition in the top half of the annulus vs the
energy deposition in the core of JONI. The shield cut is placed at the red line.
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Figure 7: (Top) 2-D spectrum of JONI’s core energy deposition vs ToF. Prompt and
random windows are indicated with red and yellow lines respectively. (Bottom) The
same spectrum shown in the top with enlarged view of the first prompt region.
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Figure 8: Random events subtraction in the energy spectrum of JONI. The blue curve
shows the scaled random spectrum.

Figure 9: Target-Full and Target-Empty spectrum from JONI. Randoms have been
subtracted from the full and empty spectra.
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Appendix B: Carbon Elastic and Inelastic Cross Sections
One of the main goals of this experiment was to perform an inelastic γd measurement.
As part of the development towards that goal, we have measured Compton scattering
spectra from a carbon target using both BUNI and DIANA at 62 MeV. Both spectra
showed clear elastic peaks, allowing for cross section measurements at both 115◦ and
150◦ . In addition, due both to the suppression of atomic backgrounds at 150 degrees,
as well as the exceptional stability of the HIγS beam, the 150◦ spectrum collected
with DIANA exhibits resolved transitions not only to the first, but also possibly to
the second excited state of

12

C.

The data reduction procedure for the

12

C was similar to the procedure detailed

in Chapter 4. The shield cuts, the prompt and random ToF cuts were applied to the
data and a random subtraction was performed. The cylindrical carbon target was
held in the beam using a piece of string. Therefore, the background generated by
target surrounding was negligible and hence no target-out subtraction was needed.
Flux monitoring during this run was performed by a single plastic scintillator placed
in the beam downstream of the collimator.
The positions of the inelastic line shape in the energy scale were fixed with respect
to the elastic peak and the amplitudes were varied minimizing the χ2 value.
Table 1: Elastic and inelastic cross sections of

12

C. The uncertainties listed here are

statistical only.
dσ/dΩ (nb/ sr)
Detector

θLab
Elastic

Inelastic

σ4.4
σelastic

(%)

BUNI

115◦

873±12

22±4

2.49±0.4

DIANA

150◦

614±14

22±4

1.43±0.1
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Figure 10: (Red) DIANA raw energy spectrum with carbon target. (Blue) DIANA
energy spectrum with shield cuts applied.

Figure 11: 2-D spectrum of energy vs ToF for DIANA data. The prompt window
is indicated by red dashed lines while the random window is indicated by the green
dashed lines
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Figure 12: This figure shows the effect of prompt ToF cut. (Blue) DIANA carbon
spectrum with only the shield cut applied. (Green) with both shield and ToF cuts
applied.

Figure 13: Line shape fit to the DIANA net carbon spectrum. Black curves indicate
the elastic line shape and the inelastic line shapes associated with the first and second
excited states of 12 C, 4.4 MeV and 7.6 MeV below the elastic peak. The red curve
shows the total fit to the data.
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Figure 14: Line shape fit to the BUNI net carbon spectrum. Black curves indicate
the elastic line shape and the inelastic line shape associated with the first excited
states of 12 C. The blue curve represent an exponential function to fit the low energy
background due to atomic Compton scattering. The red curve shows the total fit to
the data.

Appendix C: Gold Deconvolution Method
The Gold deconvolution method was also tested as an alternative to the Fourier
deconvolution to extract the unknown beam energy distribution from the measured
beam spectrum. The noise present in the input data could cause enormous oscillations
in the result after deconvolution. The Gold convolution algorithm provides a way to
tackle this issue by starting with the positive definite initial solution, the method
always gives non-negative results. Therefore, it is suitable to be applied to positive
definite data (in our case histograms) [17, 4].
The mathematical formulation of the convolution is given by,
y(i) =

N
−1
X

h(i − k)x(k), i = 0, 1, 2, ..., N − 1

k=0
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(1)

where, h(i) is the response function, x, y are the input and output vectors, respectively. Then, the deconvolution represents solution to the calculation of the vector
x.
0

0

0

(k+1)

y = HxH T y = H T Hxy = H xxi

= PN −1

yi
0

m=0 Him xm (k)

xi (k),

(2)

where,H is response function in matrix form, i = 0, 1, 2, ...., N − 1, k = 1, 2, 3, ..., L
and L is the number of iterations.

Figure 15: (Black) Beam energy spectrum obtained using the Gold deconvolution
method. (Red) Predicted beam energy spectrum for 61.5 MeV γ-rays and 8 mm
collimator [75].

Appendix D: New Kmax DAQ System
The technical information pertaining to the development of the new DAQ system
is far too extensive to be included in this thesis. A separate user manual has been
written and is available to users, along with the program’s complete source code [15].
Furthermore, the author’s Kmax driver for the STRUCK SIS3153 USB controller
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(a)

(b)

(c)

(d)

Figure 16: (a) Real-time pulse plotter. (b) Real-time energy histograms (c) Digitizer
settings page. (d) Acquisition control panel
Table 2: Common digitizer Settings used in the Kmax DAQ program
Setting
Value
DC Offset
50 mV
Pulse Polarity
Negative
Dynamic Range
2.0 Vpp (-2 to 0 V)
Trigger Threshold
105 mV
Digitization Window
2 µs (1000 samples)
Post Trigger Window 1696 ns (848 samples)
Trigger Pulse Width
48 ns
CFD Delay
60 ns (30 Samples)
CFD Attenuation
0.55
is now available for download as a Kmax user extension on their website [?]. This
appendix contains figures describing the DAQ system’s graphical user interface (GUI),
common digitizer settings used in the experiment, and an exercise demonstrating the
synchronization of two digitizer modules.
The Figure 16 shows the features of the graphical user interface of the new Kmax
DAQ system.
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Digitizer Clock Synchronization
The V1730 digitizers come with a 50 MHz internal oscillator. They also have input
and output connectors to propagate clock signals in a daisy chain. The board clock
can be synthesized using either the internal oscillator or a clock input signal. The
modules have an onboard dip switch to select the clock source, as shown on page
23 of the V1730 user manual [3]. When the same clock needs to be distributed
among several digitizers, one module is selected as the master clock module. The
master module uses its internal oscillator to generate the clock and outputs a 62.5
MHz clock signal through its CLKOUT connector. The first slave module receives
the clock signal through its CLKIN connector and generates its board clock using the
incoming signal. Also, it outputs the incoming 62.5 MHz signal through its CLKOUT
connector. Subsequent slave modules should be daisy-chained to receive and output
the incoming signal through its CLKIN/CLKOUT connectors.
There is a propagation delay to the clock signal. The delay is about 2.7 ns from
one module to the subsequent module in the daisy chain. It’s necessary to offset this
delay with a phase logic loop (PLL) upgrade. CAENUpgrader program is used to perform PLL grades on digitizers. It’s a GUI tool provided by CAEN to perform tasks
like firmware upgrades and PLL reconfiguration on CAEN manufactured modules.
The PLL upgrade is done by flashing the digitizer ROM with the correct binary file.
These binary files come with the CAENUpgrader program (have the extension .rbf).
The user should select the appropriate binary file at the time of the upgrade. The following steps demonstrate how to proceed with the upgrade. CAENUpgrader program
uses a dynamic library called CAENComm (libCAENComm.so) to communicate with
the devices. The library is specifically designed to work with CAEN manufactured
devices. In this DAQ system, the VME controller which provides the communication
interface between the readout computer and the VME bus is made by a different
manufacturer (STRUCK). In this case, the user should re-implement CAENComm
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Figure 17: The wiring diagram for the clock synchronization exercise.
library functions to support the SIS3153 controller. The re-implemented library is
available to download on GitHub along with the source code and installation instructions [15].
The clock synchronization procedure is detailed bellow,
1. Master module PLL upgrade program PLL to generate board clock using the
internal 50 MHz signal and propagate 62.5 MHz signal on CLKOUT. CAENUpgrader → Upgrade PLL → v1730 in50 ut62.5 delay 2.5ns.rbf

91

2. Slave modules PLL upgrade program PLL to generate board clock using the incoming 62.5 MHz signal and propagate 62.5 MHz signal on CLKOUT. CAENUpgrader → Upgrade PLL → v1730 in62.5 out62.5 delay 2.5ns.rbf
3. Power cycle the VME crate. Turn off the create. Then, adjust the clock source
dip switches (SW3) on digitizers.
Set the switch to INT (internal) position in the master module. Set the switch
to EXT (external) position in slave modules. Connect the clock distribution
cables and turn on the VME crate. Upon a successful upgrade, PLL-LOCK
LED should be on in all modules and CLK-IN LED should be on in slave
modules.
4. Check clock signals on the oscilloscope Exit the CAENUpgrader program and
open the DAQ toolsheet. (Keep in mind that CAENUpgrader and the DAQ
toolsheet both use the same dynamic library. Running both programs at the
same time may cause errors). Using the digitizer properties tab in the toolsheet,
program the digitizers to propagate the clock signal on TRG-OUT connector
(write 0×5000 to register 0×811C). Then, connect the TRGOUT to the oscilloscope. There should be no jitter between master and slave clock signals if the
synchronization is successful.
In the above demonstration, two digitizers run in synchronization mode. The
signal from a small detector is fed to channel 1 of each digitizer via a passive splitter.
The first module generates a trigger request upon the input signal on channel 1
passes a programmable threshold. The trigger is then propagated to the second
module as well as to the first module through LVDS connections. LVDS connections
also propagate the BUSY and VETO signals to keep the event alignment. Digitizers
start to capture the event upon the reception of the LVDS trigger. All digitizer
settings for this setup are detailed in Table 3. SyncTest.C [16]. is a ROOT macro
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Figure 18: The oscilloscope view of the clock signals. The oscilloscope is triggered
by the master lock signal and no jitter is observed between the master and the slave
clock.
written by the author to test the synchronization among multiple digitizers. It can
be used to test data taken with the above digitizer configuration. It histograms the
difference between trigger time tags (TTT), the time resolution and charge deposition
correlation between two digitizers. The macro output for a successful and unsuccessful
clock synchronization are shown in Figure 19 and Figure 20.
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Figure 19: The output of the SyncTest.C macro for a successful clock synchronization.
(top left) The plot of difference between the 48-bit timestamp from two modules.
The difference should be constant throughout the whole run. (top right) The plot
of difference between the CFD outputs (zero crossing points) from two modules.
This difference also should be constant throughout the whole run for a successful
clock synchronization. (bottom left) The plot of energy depositions in digitizer 2 vs
digitizer 1.
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Figure 20: The output of the SyncTest.C macro for an unsuccessful clock synchronization. The difference of timestamps and CFD outputs have changed during the
run. Usually this indicates a loos LVDS connection or an incorrect PLL configuration.
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Table 3: Complete list of digitizer settings used in the clock synchronization exercise.
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Setting
Enable
DC offset
Trig Threshold
Dynamic Range
Channel Self-Trigger
Channel Global Trigger
Digitization Window
Post Trigger Window
Channel Trig-Out Trigger
External Trigger
LVDS Trigger
Pulse Polarity
Test Pattern
Clock Source
PLL File
LVDS Group 1
LVDS Group 2
LVDS Group 3
LVDS Group 4

Module 1
Ch 1
50 mV
100 mV
2.0 Vpp
Only Ch 1
All Disabled
2 µs (1000 samples)
1696 ns (848 samples)
Enabled for Ch 1
Disabled
Disabled
Negative
Disabled
Internal
in50 out62.5 delay 2.5ns.rbf
Output nBUSY/nVETO
Output nBUSY/nVETO
Output nBUSY/nVETO
Input
nBUSY/nVETO

Module 2
Ch 2
50 mV
N/A
2.0 Vpp
N/A
All Disabled
2 µs (1000 samples)
1696 ns (848 samples)
Disabled
Disabled
Disabled
Negative
Disabled
External
in62.5 out62.5 delay 2.5ns.rbf
Input
nBUSY/nVETO
Output
nBUSY/nVETO
Output
nBUSY/nVETO
Input
nBUSY/nVETO

Improving timing resolution with software-based CFDs
One of the advantages of using waveform digitizers for data acquisition is the ability
to perform pulse shape analysis offline. We developed a CFD algorithm to obtain
timing information from the recorded pulses. This algorithm utilize the same principle
as a hardware CFD, but unlike a hardware CFD unit, this virtual CFD can be
optimized offline and easily scaled to perform constant fraction discrimination on
several signal channels. This provide an advantage specially with the large detectors.
When the detector core is read by several PMTs, all of those channels can be used to
obtain ToF information. Our studies showed that using several core PMTs to obtain
ToF measurements improves the timing resolution. The Figure 21 compare the ToF
spectra from the BUNI detector obtained using a hardware TAC with using only one
signal vs the ToF spectrum obtained using the virtual CFD algorithm performing
constant fraction discrimination on all BUNI core signals.

Figure 21: 2-D spectrum of core energy deposition vs ToF of BUNI. (Top) ToF was
obtained using a hardware TAC. (Bottom) ToF was obtained using the virtual CFD.
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