Sequence-based prediction of protein secondary structure (SS) enjoys wide-spread and increasing use for the analysis and prediction of numerous structural and functional characteristics of proteins. The lack of a recent comprehensive and large-scale comparison of the numerous prediction methods results in an often arbitrary selection of a SS predictor. To address this void, we compare and analyze 12 popular, standalone and high-throughput predictors on a large set of 1975 proteins to provide in-depth, novel and practical insights. We show that there is no universally best predictor and thus detailed comparative studies are needed to support informed selection of SS predictors for a given application. Our study shows that the three-state accuracy (Q 3 ) and segment overlap (SOV 3 ) of the SS prediction currently reach 82% and 81%, respectively. We demonstrate that carefully designed consensus-based predictors improve the Q 3 by additional 2% and that homology modeling-based methods are significantly better by 1.5% Q 3 than ab initio approaches. Our empirical analysis reveals that solvent exposed and flexible coils are predicted with a higher quality than the buried and rigid coils, while inverse is true for the strands and helices. We also show that longer helices are easier to predict, which is in contrast to longer strands that are harder to find. The current methods confuse 1^6% of strand residues with helical residues and vice versa and they perform poorly for residues in the b-bridge and 3 10 -helix conformations. Finally, we compare predictions of the standalone implementations of four well-performing methods with their corresponding web servers.
INTRODUCTION
The secondary structure (SS) of proteins, which was first postulated over 50 years ago by Pauling and Corey [1, 2] , is defined as a consecutive fragment of protein sequence that corresponds to a spatially local region in the associated tertiary structure that has distinct geometrical shape. About half of amino acids (AAs) in protein chains fold into the a-helix and b-strand SSs and the remaining residues are more irregularly structured. Methods for the assignment of the SS depend on the experimentally derived tertiary structure and they include DSSP [3] , STRIDE [4] , P-SEA [5] , XTLSSTR [6] , SECSTR [7] and KAKSI [8] . DSSP is often the method of choice since this approach is used to annotate depositions to PDB [9] and was used to evaluate SS predictions in the critical assessment of techniques for protein structure prediction (CASP) [10] competitions and the EValuation of Automatic protein structure prediction (EVA) [11] continuous benchmarking project. The DSSP annotates each AA in a sequence with one of eight SS types: H (a-helix), G (3 10 -helix), I (p-helix), B (isolated bbridge), E (b-sheet), T (hydrogen bonded turn), S (bend) and '_' (any other structure). These eight types are often reduced to the three SS states, ahelix (which includes types H, G and I), b-strand (E and B) and coil (T, S and _).
Since the tertiary structure is known for a relatively small number of proteins, i.e. only about 60 000 proteins are included in the PDB, several past decades observed development of numerous methods that predict the SS from the protein sequence. The quality of these predictions has improved considerably when compared with the first method, which was proposed almost 50 years ago [12] and which took advantage of correlations between particular AA types and SS types. A relatively low prediction quality obtained by methods that were developed until mid-1990s is due to the fact that they used only local, with respect to the sequence, information, i.e. a segment of 3-51 consecutive residues. Such local information is estimated to account for about 65% of the SS formation [13] . A major breakthrough was achieved by inclusion of the multiple alignment profiles, which are utilized by virtually all current prediction methods. This information together with availability of larger databases and more advanced prediction algorithms resulted in a significant increase of the prediction accuracies [14] . Modern predictors achieve accuracy, which is measured using the Q 3 index, of over 75% [11, 15] and certain algorithms such as PROTEUS [16] and SSpro [17] , which incorporate alignments to known structures in the PDB obtain accuracies of about 80%. Gradually, the prediction accuracy is approaching the estimated theoretical limit of 88-90% [15, 18, 19] . The SS predicted from a protein sequence is widely used for the analysis and prediction of numerous structural and functional characteristics of proteins, including target selection in structural genomics, multiple alignment, prediction of protein-ligand interactions and prediction of higher dimensional aspects of protein structure including the tertiary structure, solvent accessibility, residue contacts, etc. [13, 20] . The importance and popularity of the SS predictors is demonstrated by the massive workloads that they handle. For instance, in 2005, the PSIPRED web server was reported to receive over 15 000 requests per month [21] . The development and applications of the SS prediction methods enjoy a steady growth over the past 20 years; Supplementary Figure S1 .
The predictive quality of the SS predictors was evaluated and compared within the frameworks of several initiatives including CASP, Critical Assessment of Fully Automated Structure Prediction (CAFASP) and EVA. Only the early CASP and CAFASP experiments, including CASP3 in 1998, CASP4 and CAFASP2 in 2000 and CASP5 and CAFASP3 in 2002, evaluated the SS predictions. Later on, the evaluations were carried out using the EVA platform [11, 22] . Its most recent release monitored 13 SS predictors, including PHD [23] , PORTER [24] , PSIPRED [25] , SABLE [26] , SSpro [27] and YASPIN [28] that are considered in this study. Since April 2008 EVA is no longer being updated. One of the drawbacks of this service is that individual methods were tested on often different and a relatively small, between 73 and 232, number of chains. The sizes of the protein sequence sets that are common to multiple methods range between 80 (with results for six predictors) and 212 chains (with results for three predictors). This does not allow for an in-depth and comprehensive comparative analysis. In spite of these limitations, the two contributions that introduced EVA received relatively significant attention; as one measure of their impact, they received close to 200 citations according to the ISI Web of Science as of August 2010. Both CASP and EVA performed evaluations on relatively small protein sets that include up to a few hundred chains, which do not allow for a more detailed analysis of various aspects of the SS predictions. Additionally, a few new SS predictors, such as SPINE [29] , SPINEX [30] and PROTEUS [16, 31] were developed in recent years and some of the older solutions such as PSIPRED [21] , SSpro [17] and JNET [32] were recently upgraded and modified. These methods were never comprehensively compared against each other and other existing solutions.
We present results of a comprehensive assessment of the quality of the sequence-based SS prediction. We compare results generated by 12 fully automated, high-throughput SS predictors on a datasets with 1975 proteins. We consider standalone methods that can be incorporated into local predictive pipelines. We concentrate on practical aspects that would help practitioners to select the right tools and developers to focus their efforts on addressing unresolved problems. We compare the overall performance of each of the methods, evaluate the significance of the differences in their predictive quality and also consider a number of novel dimensions to provide indepth insights. This is motivated by a few recent works that analyze the relation between the quality of the SS predictions and the position in the sequence [33] and the size of the input protein chain [34] . We analyze a wider range of other factors including localization of errors with respect to the native SS segments, the quality of the prediction of the eight SS defined by DSSP and the accuracy of the SS predictions in relation to the native solvent accessibility and residue flexibility. We also analyze complementarity between different predictors and we investigate feasibility of building ensembles that would provide improved prediction rates. Similar to the prior evaluation efforts, our work primarily concentrates on predictions for globular proteins, i.e. we evenly sample the sequence space of proteins deposited to the PDB, since these proteins are well-represented in the PDB and the knowledge of their structures is necessary to generate the ground truth to perform evaluations. Recent reviews of methodologies designed specifically for membrane proteins, which are underrepresented in the PDB, can be found in [35, 36] . These methods focus on the prediction of certain SS elements of the membrane proteins, including the transmembrane helices [37] [38] [39] and strands [40] .
MATERIALS AND METHODS Dataset
The evaluation was performed on a dataset that was extracted from PDB using protein sequence culling server [41] as of 31 March 2008. We selected the culled chains characterized by pairwise identity of <25% (computed using local alignment) and which were solved using high quality crystals, i.e. with the resolution cutoff at 2 Å and the R-factor cutoff at 0.25. The original culled list included 3643 chains.
We removed short peptide sequences with less than 20 residues and chains that included singular residues, such as 'X'. We run the SS predictors on the remaining 3289 chains. Our preliminary analysis revealed that chains that were deposited into PDB before 2004 could not be used for the evaluation since the homology-based SSpro overfitted these chains; Supplementary Figure S2 . The SSpro was published in 2005 [17] and these older chains were likely included in its template library. Consequently, 1975 chains that were deposited between 2004 and 2008 were used to benchmark the SS predictors.
Empirical evaluation
We measure predictive quality at the residue and the SS segment levels. We use the quality measures that were reported in the EVA platform [11, 22] . Given that N ij denotes the number of residues in the native SS state i which are predicted in state j where i, j 2 {helix H, strand E, coil C} and N denotes number of all residues in the dataset, the residue-level measures include:
and
The Q Hpre , Q Epre and Q Cpre quantify the number of the correctly predicted helix, strand and coil residues among all predicted helix, strand and coil residues, respectively. Similarly, Q Hobs , Q Eobs and Q Cobs , quantify the number of the correct helix, strand and coil predictions among all native helix, strand and coil residues, respectively. The Q 3 gives the overall rate of correct predictions for the three SS states. The Q HEerror measures the amount of significant mistakes where a native helix residue is predicted as a strand and vice versa. We also compute the segment overlap values that quantify the amount of overlap between the native and the predicted helix (SOV H ), strand (SOV E ) and coil (SOV C ) segments, including the overall segment overlap that consider the three SSs (SOV 3 ) [42] . We compute SOV values for each chain and we average them over all proteins. In the cases where we evaluate predictive performance for a subset of residues in our benchmark dataset, i.e. when considering residues in a specific native SS state, in a specific range of their native RSA and with specific values of their native B-factor, we only compute the per-residues measures since the per-segment measures require that the predictions have no breaks. We run statistical tests to verify significance of the differences in the predictive quality between all pairs of the considered SS predictors. Our tests aim to show how likely it is for a given method to be significantly better than another method when considering an application to predict the SS for an average-sized dataset with 500 chains. We performed these tests for the Q 3 , SOV 3 , SOV H and SOV E measures. We first verified whether the values of these measures are normal for each predictor using the Shapiro-Wilk test [43] with 0.05 significance level. The tests have revealed that none of the measurements is normal and therefore we used the nonparametric Wilcoxon rank-sum test [44] with 0.05 significance level. For each pair of the SS predictors we compared paired values of the quality measures computed per chain for randomly selected 500 chains from the benchmark dataset. We repeated that 1000 times, each time annotating whether and which method is statistically significantly better according to a given quality index. We report the corresponding probability of significance, which is defined as the number of tests where a method A is significantly better than a method B minus the number of times where B is significantly better than A, divided by 1000.
Considered prediction methods
We considered several well-known mature SS predictors and a selection of new methods that were published in high-impact venues. The necessary condition for the considered methods was that they have to offer a standalone implementation that allows for high throughput and fully automated batch predictions and which can be incorporated into local predictive pipelines. We permitted one exception since majority of the predictors that satisfy this condition were based on neural networks (NNs); a recent Hidden Markov Model (HMM)-based method, the P.S.HMM [45] , which does not provide a standalone version, was included. This allowed us to include two different HMM-based predictors. We considered total of 12 predictors including PHD [23, 46] , PSIPRED [21, 25] , JNET [32, 47] , SSpro [17, 27] , SABLE [26] , YASPIN [28] , PORTER [24] , OSSHMM [48] , PROTEUS [16] , SPINE [29] , P.S.HMM [45] and SPINEX [30] ; Table 1 . The selected predictors include most of the key SS prediction methods which were identified by Rost [13] , such as PHD, PSIPRED, SSpro, PORTER, SABLE and YASPIN and most of the methods recently reviewed by Pirovano and Heringa [20] , including PHD, PSIPRED, SSpro, PORTER and YASPIN. Figure 1 compares the overall prediction quality of the considered 12 SS predictors on the entire benchmark dataset with 1975 proteins. We observe that most of the NN-based methods, except for the older JNET and PHD, outperform the HMMbased solutions. The two best performing methods according to both Q 3 and SOV 3 measures, SSpro and PROTEUS, use homology modeling. The top two ab initio methods are PSIPRED and SPINEX. Although the inclusion of the homology modeling is helpful, the margin of improvement is relatively narrow, about 1.5% Q 3 and 2.5% SOV 3 . The best Q 3 values for the homology-based predictors are at about 82%, while Q 3 of the best ab-initio methods are around 80.5%. While these results are quite encouraging, the values of the Q HEerror , which quantifies the amount of errors where a native helix residue is predicted as a strand and vice versa, are relatively high and range between 0.6%, 1.2%, 1.6% and 1.8% for the best performing PROTEUS, SPINEX, SSpro and PSIPRED, respectively and 6.3% for the worst performing PHD and P.S.HMM. The segment overlap values for helices are quite high and reach close to 82% for the SSpro and PROTEUS and over 80% for the PSIPRED and SPINEX. The segment overlap values for the strands are lower in the 75-77% range for a few well-performing predictors; this is expected since strands form sheets that involve long-range interactions. One exception is PROTEUS that obtains 81.1% SOV E but, as discussed below, this method over-predicts the strand residues. PROTEUS offers accurate predictions for the helices, with the highest Q Hpre , the second highest Q Hobs and the highest SOV H . It also obtains the highest SOV E with the highest Q Eobs but as a trade-off for a relatively low Q Epre , which means that it over-predicts the strand residues. The SSpro generates high quality predictions for the coils with the highest SOV C and Q Cobs and the second highest Q Cpre . It also obtains the best Q Epre with a relatively low (when compared with PROTEUS) Q Eobs , which means that it under-predicts the strand residues. This suggests that these two methods complement each other and thus they would be good candidates to build a consensus-based SS predictor.
RESULTS

Overall prediction quality
The top two ab initio methods, PSIPRED and SPINEX, have Q 3 values higher by 1-1.5% when compared with the other ab initio predictors. PSIPRED has a relatively high SOV 3 that equals 78.5%, which is about 1% higher than the SOV 3 of the runners up SPINEX and PORTER. The main reason for the lower SOV 3 of SPINEX is that it performs weaker for the strand segments, i.e. it has a relatively low SOV E , although it performs on a par with the PSIPRED for the helix segments.
We investigate significance of the differences between all pairs of the considered SS predictors. We performed 1000 repetitions of a non-parametric Wilcoxon test by comparing the paired sequencelevel results on sets of 500 chains that were randomly chosen from the benchmark dataset; Table 2 . The probabilities above 0.95 and below À0.95 correspond to significant differences and the positive/ negative values indicate that a method in a given row in Table 2 is better/worse than a method in the corresponding column. The tests that are based on the Q 3 reveal that the two homology-based predictors, SSpro and PROTEUS, are not significantly different and that PROTEUS is significantly better than all ab initio predictors. Among the ab initio methods, SPINEX and PSIPRED generate comparable Q 3 values and the former predictor is significantly better than the remaining eight ab initio methods and comparable with the SSpro. Similarly, the SOV 3 values of PROTEUS and SSpro are comparable and PROTEUS is significantly better than the other 10 considered approaches. Among the ab-initio methods, the best performing PSIPRED is comparable to the SSpro, PORTER and SPINEX and significantly better than the other seven predictors that do not use the homology modeling. The helical segments are predicted with the highest SOV H by PROTEUS which is shown not to be significantly better than only SSpro, SPINEX and PSIPRED. The results for Q 3 (entries in the upper triangle) and SOV 3 (entries in the lower triangle) are shown in upper panel. Lower panel shows results for SOV H (entries in the upper triangle) and SOV E (entries in the lower triangle) measures. For each of the 1000 trials, we annotated whether and which method is statistically significantly better and we report the corresponding probability of significance which is defined as the number of tests where a method in a given row is significantly better than a method in a given column minus the number of times it is significantly worse divided by 1000. Positive/negative values mean that that a method in a given row was significantly better/worse with a given probability than a method in the corresponding column. Underlined bold denotes the methods/probabilities that are not significantly worse than the best performing homology-based method and bold denotes the same when compared with the best ab initio method.
The PSIPRED, which has the best SOV H among the ab initio predictors, is similar to the SPINEX, PORTER and SPINE and significantly better than the other six ab initio predictors. The evaluation concerning the strand segments shows that the PROTEUS has the highest SOV E which is significantly better than the results of all other 11 methods. The best performing ab initio PSIPRED has a comparable SOV E when contrasted with the SSpro, YASPIN, SPINE, SABLE and PORTER and it significantly outperforms the SPINEX, both HMMbased methods and the older NN-based PHD and JNET.
Comparison with web servers
We compare the quality of predictions generated by the standalone implementations with the corresponding web servers. We include web servers for the two homology-based methods, SSpro [17] and PROTEUS [31] , the well-performing ab-initio PSIPRED [21] and PORTER [24] , for which the web server includes homology modeling. The web server for SSpro does not predict chains that are shorter that 25 residues (the standalone version does not have this limitation) and thus we compare both versions of this method on the reduced benchmark set that excludes the 22 short chains; the other methods are compared on the entire benchmark set. A side-by-side comparison is shown in Figure 2 . We observe that the web server for SSpro is consistently, i.e. using all quality measures, outperformed by the standalone version. This is because the standalone program generates the sequence profiles and performs the homology analysis using a much larger database than the web server version (personal communication with the authors). On the other hand, the web server for PROTEUS provides consistently improved predictions with 0.9% higher Q 3 and 1.2% higher SOV 3 when compared with its standalone version. This is likely due to the updated and enlarged databases that are utilized by the web server, i.e. the server [31] implements an updated version of the original PROTEUS predictor [16] . Although the web server that implements PSIPRED provides predictions with higher Q 3 (by 1.4%) and SOV 3 (by 0.5%) when compared with the standalone program, these improvements are inconsistent with respect to different quality measures. Specifically, although Q 3 , Q Cobs , Q Hpre , Q Epre , SOV 3 , SOV C and SOV E values are better for the web server, the remaining measures including Q Hobs , Q Eobs , Q Cpre and SOV H have higher values for the standalone program. Finally, we observe that the web server for PORTER overfits the benchmark dataset, i.e. all quality measures have values of at least at 95%, which is likely because this server utilizes homology modeling and its template library overlaps with the benchmark set.
We conclude that the user should carefully consider whether to use a web server or a standalone program. The standalone programs allow for high volume predictions and they can be incorporated in other predictive pipelines, but they require installation on a local computer. The web servers are more convenient in use for predicting a few protein chains (i.e. they do not need to be downloaded and installed), but they may pose a challenge when applied to predict a large set of chains (i.e. some servers allow submission of one chain at the time and may have long wait times due to limited computational resources and a long queue of requests from other users). Moreover, our analysis shows that the differences in the predictive quality for a given predictor between its standalone and web server versions depend on the frequency with which the underlying databases are updated.
Consensus-based predictions
We investigate whether building a simple consensus using the considered SS predictors would lead to improvements. This is motivated by the work in [49] which shows that a simple majority vote-based consensus can outperform individual methods used in the consensus. Furthermore, the consensus-based approaches were shown to improve predictive quality in related areas, including prediction of the protein fold types [50, 51] , quaternary structure type [52] , transmembrane helices [37] and disorder [53] [54] [55] , to name a few. The authors in [49] conclude that any three state-of-the-art SS prediction methods can be used to build a well-performing consensus. We extend their work by using a weighted consensus in which the Q 3 values are used as the weights. In our consensus each SS state receives a score equal to the sum of the Q 3 values of the base methods that predict this state (0 is assumed is none of the methods predicts this state) and we predict the state that has the largest summed Q 3 value. When compared with the classical consensus that does not utilize weights [49] , our approach reduces the number of ties and allows building ensembles with an even number of the base predictors.
We have built consensus predictors that include top k prediction methods that were sorted in descending order by their Q 3 values. We considered two scenarios, the first one with all 12 methods where k ¼ 3, 4, 5, . . . , 12, (we cannot built ensembles with k ¼ 1, 2) and the second one in which we use only the ab-initio methods where k ¼ 3, 4, 5, . . . , 10; Figure 3 . In both cases, the consensus-based methods improve the predictions when contrasted with results from the best base methods. When including the homology-based methods, the Q 3 and SOV 3 values are improved by 2% and 1.5% when compared against the best Q 3 of SSpro and the best SOV 3 of PROTEUS, respectively. When considering only the ab initio methods, the improvements for Q 3 and SOV 3 equal 1% and 1.2% when compared with the best Q 3 of SPINEX and the best SOV 3 of PSIPRED, respectively. In contrast to the other study [49] , the best results are obtained when combining four methods. This is likely due to the usage of the weights. Inclusion of additional methods, beyond the four, worsens the predictions; this is likely since the subsequently added predictors introduce more errors than the correct and complementary predictions. Our analysis suggest that the consensus of certain combinations of four predictors, e.g. those with the highest Q 3 , that applies the weighted majority voting improves the prediction quality when compared with the best performing methods that were considered in this work. These ensembles obtain Q 3 ¼ 84.4% and SOV 3 ¼ 82.5% when using the two homologybased predictors and Q 3 ¼ 81.6% and SOV 3 ¼ 79.7% when using only the ab-initio predictors.
Furthermore, we compare the ensemble of the four methods selected based on their Q 3 values with other ensembles of three and four predictors to demonstrate that proper selection of the base methods leads to improvements. We compare against the consensus of the four and three methods that were most cited per year since the publication and the four and three methods that were published the most recently, Table 1 . The ensembles of four/ three of the most cited methods that include the homology-based SSpro obtain the Q 3 equal to 80.6% and 78.6% and the SOV 3 equal to 78.3% and 76.3%, respectively. In the case of the most recent methods which include the homology-based PROTEUS, the Q 3 values are 82.7% and 82.5% and the SOV 3 are 80.8% and 80.4%, respectively. These results are lower than the results obtained when selecting the base methods using their Q 3 values.
We also estimate a theoretical upper limit of the consensus-based methods by using an oracle predictor that always selects a correct prediction if any of the methods in a given ensemble generates such correct outcome. The top four predictors, SSpro, PROTEUS, PSIPRED and SPINEX, correctly predict 95% of the residues. We observe a wide margin between the results of the weighted-majority based ensemble and the estimated upper limit. Although it would be unreasonable to expect that the ensembles could approach the limit values, we believe that customized designs which consider window-and chain-level information extracted from the outputs of the base predictors could lead to further improvements.
Localization of the errors
We analyze localization of the prediction errors with respect to the local native SS arrangements. We use native SS triplets to annotate the middle residue as located inside of a SS segment (HHH, EEE and CCC), at or adjacent to a terminus of a helix or a strand segment (CEE, CCE, EEC, ECC, CHH, CCH, HHC and HCC) and in the remaining configurations which include the middle residue in a helix conformation that is directly adjacent to a strand or vice versa (CEH, HEC, EEH, HEE, EHH, HHE and HEH which are denoted by H/E), middle residue as an isolated coil (HCE, ECH, HCH and ECE) and an isolated b-bridge (CEC). The remaining CHC, CHE, EHC and EHE triplets do not occur in the DSSP annotations and are never predicted, which is due to the fact that the shortest helix is three residues long and that all considered predictors ensure that this constrain is satisfied.
Over 67% of residues are inside the SS segments, Figure 4A . These residues are characterized by relatively low error rates (number of incorrect predictions) when compared with the overall number of these residues. The error rates range between 6.6% for PROTEUS (out of 18.3% overall error rate of this predictor) and 17.4% for PHD (out of 32.2%). Figure 4A reveals that for most of the predictors, except for the PROTEUS and YASPIN, the number of errors for the strand and helix residues is similar, although there are approximately twice as many helical residues in the native structures. PROTEUS incorrectly predicts only 7.5% of residues inside the strand segments and the second best PSIPRED makes 17.3% of mistakes.
Close to 30% of residues are located at or adjacent to a terminus of helix and strand segments. On average the largest fraction of the prediction errors is made for these positions. These error rates vary between 8.5% for SSpro (out of 17.7%) and 13.1% for PHD (out of 32%), Figure 4B . There are no disproportions in the quantity of the errors between Figure 1A , SS predictors. The triangles show a theoretical upper limit for a given ensemble and they correspond to an oracle ensemble which selects a correct prediction if any of the methods in the consensus generates it. The circles denote ensembles that include all predictors while squares correspond to ensembles without the homology-based SSpro and PROTEUS. where the middle residue is in a helix conformation that is directly adjacent to a strand or vice versa (H/E), is a single coil (HCE, ECH, HCH and ECE) and an isolated beta-bridge (CEC). The left most bar shows the total number of native triples that were annotated using DSSP and the subsequent bars show the number of errors for a given prediction methods when predicting residues in the middle position of the triplets. The values above the bars are the percentages of the number of residues (for DSSP bar) and the corresponding errors (for other bars) in given set of triplet configurations among all residues in the dataset.
the N-and C-termini of strands and helices (CEE and CCE versus EEC and ECC and CHH and CCH versus HHC and HCC). We note that PROTEUS over-extends the strand segments, which could be deduced from larger values for the CCE and ECC triplets and smaller values for the CEE and EEC triplets, respectively. Overall, these errors likely stem from the fact that some SS assignments at the termini could be ill-defined; the differences that could shift the termini in either direction could be subtle and may lead to ambiguities with respect to which residues at the edge of the segments should be included, as it was discussed in Ref. [8] . These mistakes should have a relatively negligible negative effect, when compared with the errors made inside the SS segments, when using these predictions to find the overall amount of helix and strand residues in a sequence, which has applications in the predictions of domains [56] , contact order [57] and folds [51] , to name a few.
The remaining nearly 3% of residues are located at the termini of a helix/strand that is directly adjacent to a strand/helix or they concern single coil residues flanked by helix/strand residues and b-bridges; Figure 4C . Between 51% (for SSpro) and 72% (for JNET) of residues that are at the helix/strand interface are incorrectly predicted. This could be due to the fact that such conformations are relatively rare and thus the prediction models tend to assume that the helix or strand termini are followed by a coil. Between 30% (for SSpro) and 49% (for PROTEUS) of the flanked coil residues are predicted as either strand or helix residues, which means that the majority of these coil residues are correctly predicted. On the other hand, the predictions of the isolated b-bridges suffer low success rates. Only between 48% (for PROTEUS) and 12% (for OSSHMM) of them are correctly predicted. Although the b-bridges constitute only about 1% of all residues and thus these errors contribute relatively little towards the overall error rates, the problem is aggravated by the fact that the incorrect prediction of one b-bridge residue means that the corresponding b-bridge residue (even if correctly predicted) cannot be linked with the hydrogen bond.
Quality of the three-state predictions for the eight-state SSs
We investigate the quality of the prediction for each of the eight SS states defined with the DSSP. We classify a given prediction as correct if the corresponding three-state SS is predicted correctly, i.e. the a-helix (H), 3 10 -helix (G) and p-helix (I) are predicted as the helix (H), the isolated b-bridge (B) and b-sheet (E) as the strand (E) and the hydrogen bonded turn (T), bend (S) and other coils ('_') as the coil (C). Figure 5A shows that although predictions of the a-helices are quite accurate, the 3 10 -helices are predicted relatively poorly. The best performing SSpro correctly predicts only 50% of the 3 10 -helices, while success rates for the other predictors range between 43.8% (for PSIPRED) and 21.9% (for JNET). Although this type of the helix occurs relatively rarely, it accounts for 10% of all helix and 4% of all residues in our dataset. The low total number of the p-helix residues does not allow us to formulate statistically sound conclusions. The p-helix residues are under-represented in our dataset since they are common in the membrane proteins for which the tertiary structure (and consequently DSSP-derived SS) is very difficult to resolve.
The b-sheet residues are predicted with a reasonable quality, Figure 5B . The best performing PROTEUS makes only 11.5% of errors and the runner up PSIPRED, SPINEX and SSpro make 25%, 25.6% and 25.6% errors, respectively. On the other hand, predictions of the isolated b-bridges are relatively poor. The corresponding error rates are at 51.9% for PROTEUS, 65.6% for SSpro, 72.2% for YASPIN and above 78% for the remaining methods. This agrees with the observations in the 'Localization of errors' section.
The most accurately predicted coil types are bends; Figure 5C . The corresponding error rates range between 12.3% for SSpro and 25.3% for PHD. To compare, the error rates for turns are between 18% for SSpro and 28.8% for YASPIN and for the other coils they are in 15.8% for SSpro to 25.4% for P.S.HMM range. We hypothesize that the turns suffer the lowest predictive performance since they include hydrogen bonds that are also typical for the helical conformation.
Predictions of long helix and strand segments
We analyze the quality of the predictions for long helix and strand segments. We assume a given segment is correctly predicted if at least 50% of its residues are correctly predicted; similar results can be obtained for other cutoff values. We compute the fraction of the segments with increasing minimal size that were incorrectly predicted; Supplementary Figure S3 . The results show that it is easier to predict longer helix segments. The corresponding error rates decline with the increasing minimal size of the segment; Supplementary Figure S3A . This is expected as helices are formed based on local, with respect to the sequence, interactions. Therefore longer helical segments should be easier to detect using a window in a sequence, which is the primary way to encode inputs to the SS predictors. On the other hand, Supplementary Figure S3B demonstrates that longer strand segments are more difficult to predict. The error rates increase for the longer segment and this trend is universal for all methods, except for Figure 5 : Evaluation of errors for the eight-state SSs. A given eight-state SS is assumed to be correctly predicted if the predicted three-state SS was correct, i.e. if helix was predicted for H, G and I, strand for E and B and coil for T, S and _. (A) The counts of errors (on x-axis) for helices, (B) strands and (C) coils. The numbers at the top of the bars in (A) denote the total numbers (for the left most bar) and the number of correctly predicted pi-helix residues (for the other bars). The left most bar shows the total number of native SS that were annotated using DSSP and the subsequent bars show the number of errors for a given prediction method.
the PROTEUS which maintains the lowest error rates across all segment sizes.
To compare, while about 98% of helices with 10 or more residues have at least 50% of their residues correctly predicted by the SPINEX, SSpro and PROTEUS, the corresponding success rates for strands are 85.1%, 81.5% and 95.7%. For the 1542 strand segment that are at least 10 residues long the two homology-based predictors, PROTEUS and SSpro, fail to find at least 50% of their residues for 4.3% and 18.5% of the segments, respectively, the two best performing ab-initio predictors, SPINEX and PSIPRED, fail for 14.9% and 15.6%, respectively and in the worst cases the errors are as high as 46.3% and 49.5% for the two HMM-based methods. Our analysis also shows that on average (across all predictors) 23.4% and 14.6% of the helix and strand segments that are at least three residues long are entirely missed, i.e. not even one of their residues is predicted correctly. These rates drop to 7.2% and 9.2% when considering segments with at least five residues and to 2% and 7.3% for the cutoff of 10 residues.
Quality of predictions for buried and solvent exposed residues
Some of the applications of the predicted SS, including prediction of the solvent accessibility of residues [58] , residue depth [59, 60] and binding residues [61] , concentrate on the subset of AAs that are characterized by a specific placement with respect to the protein surface. This motivates our analysis that compares the quality of the SS predictions for residues that are exposed to the solvent, i.e. residue with the native relative solvent accessibility (RSA) computed with the DSSP > 0.25 and residues that are buried (RSA 0.25); Supplementary Figure S4 . Although Supplementary Figure S4A shows that Q 3 values for the buried and the exposed residues are similar, we observe substantial differences for the prediction of individual SS states. The quality of the coil predictions, measured using both Q Cobs and Q Cpre , is higher for the exposed residues when compared with the buried AAs. The differences vary between 5.8% and 14.1% for Q Cobs and between 8.1% and 16.3% for Q Cpre . On the contrary, predictions of the exposed helix and strand residues suffer lower quality. The buried helices are predicted with Q Hobs that is better by 1.1 to 7.6% and with Q Hpre that is better by 0.3-5.2% when compared with the exposed helix residues. Similarly, Q Eobs is higher by 10.9-24.9% and Q Epre is higher by 11.7-21.9% for the buried strands. These differences are consistent for all SS predictors and they likely stem from the fact that the buried coil residues are less frequent than the exposed coil residues (44% versus 56% in the benchmark dataset) in the native structures, while residues in the helix and strand conformations are more frequently buried (58% buried helix residues versus 42% exposed and 75% buried strand residues versus 25% exposed). The machine learning models that are used to predict SSs, which include NNs and HMMs, are designed to maximize the overall predictive quality, which means that they could be biased to focus on the more frequent characteristics of each SS type.
Quality of predictions with respect to residue-level flexibility
We also investigate whether the quality of the SS prediction varies depending on the native flexibility of the AAs. The flexibility is measured using the B-factors, which quantify fluctuations of atoms that make up residues about their average positions. The B-factor values are reported in the PDB files and they were normalized as described in Ref. [62] . The differences in these predictive qualities would have implications in the applications of the predicted SS to the prediction of B-factors [63] and disordered residues [64] . We consider three categories of flexibility where a residue is assumed rigid if its normalized B-factor < À1, neutral if the normalized Bfactor is between À1 and 1 and flexible when the normalized B-factor >1. This results in about 9% and 9.9% of the helices being rigid and flexible, respectively. The corresponding rates for the strands are 13.8% and 5.2% and for the coils are 4.8% and 22.8%, respectively. For the top five best-performing SS predictors the overall Q 3 values are higher for the rigid residues by 3-5% when compared with the flexible residues; Supplementary Figure S5 . Importantly, we observe substantial differences in the prediction quality for the coils, strands and helices. The Q Cobs and Q Cpre for the flexible residues are higher by between 6.9% and 21.1% and by between 14.7% and 33.5%, respectively. This is in contrast to the helices and strands for which predictions for the flexible residues are worse than for the rigid residues. More specifically, Q Hobs and Q Hpre for the rigid residues are higher by 6.2-20% and by 11.6-20%, respectively. Similarly, the range of the increase of the Q Eobs and Q Epre values for the rigid residues is between 23.3% and 38.9% and between 27.8% and 40.5%, respectively. Similarly as in the case of the analysis for the buried and exposed residues, the variations in the predictive quality between the flexible and the rigid residues likely can be explained by the nature of the classification algorithms that focus on the more frequent patterns. We note that 64% of the flexible residues are coils, while 78% of the rigid residues are in the strand or helix conformations.
DISCUSSION
Our analysis reveals that the best Q 3 and SOV 3 values for the homology-based predictors are at about 82% and 81%, respectively, while for the best ab-initio methods they are around 80.5% and 78.5%, respectively. This is consistent with the recently reported results for the PROTEUS predictor [31] . The best SOV H and SOV E values for the homology-based and other predictors are at about 82% and 81% and 80% and 75%, respectively. The homology-based methods are shown to be statistically significantly better than the ab initio approaches although the magnitude of the differences is relatively small. We also show that the NN-based solutions outperform the HMM-based methods. Among the ab initio methods, the PSIPRED and SPINEX usually significantly outperform other predictors, although SPINEX perform relatively poorly for the prediction of the strand segments and PORTER and SPINE perform comparably well with respect to the prediction of the SS segments. Further improvements can be obtained by building consensus-based predictors, but they need to include a carefully selected set of the best performing methods. We show that a weighted majority vote consensus of the four best performing, according to the Q 3 , predictors that includes the homology-based methods obtains Q 3 ¼ 84.4% and SOV 3 ¼ 82.5%. These results improve over the predictions of the best individual methods by 2% for the Q 3 and 1.5% for the SOV 3 . In case when we use the top four ab-initio methods the Q 3 ¼ 81.6% and SOV 3 ¼ 79.7%, which corresponds to 1% and 1.2% improvements over the best performing ab initio predictor, respectively.
About a third to a half of all errors concerns residues located inside the native SS segments and we believe that these mistakes could be addressed by future SS predictors. This could lead to relatively substantial improvements, e.g. the Q 3 of the most accurate SSpro would reach 90.1% assuming that all of these residues would be correctly predicted. Most of the errors are made for the positions at or adjacent to a helix or a strand termini. Between 29% and 44% of these residues are incorrectly predicted and this accounts to about 41-56% of all prediction errors. These mistakes are very difficult to fix since the SS assignment on this positions tends to be relatively ambiguous [8] .
Our analysis reveals that the predictions for the a-helix residues are the most accurate, with the lowest and average error rates (across the considered SS predictors) that equal 6.8% and 13.8%, respectively. The predictions for the three types of coils, including the turns, bends and other coils, are characterized by the average error rates of 22.4%, 17.4% and 22.1%, respectively. The b-sheet residues are predicted with acceptable error levels that for the best performing methods equal 11.6% and on average equal 31.2%. On the other hand, the two types of the SS that suffer relatively low prediction quality include the 3 10 -helices and the isolated b-bridges. The corresponding lowest and average error rates for these structures are 49.9% and 51.8% and 64.6% and 78.7%, respectively. In spite of their relatively small impact on the overall prediction quality, i.e. the 3 10 -helices and the isolated b-bridges account for about 1% and 4% of all residues in the benchmark dataset, respectively, these low prediction rates are a common problem to all predictors and they motivate development of specialized methods that would concentrate on prediction of these structures.
Our analysis also shows that while, as expected, longer helix segments are easier to predict, longer strand segments suffer lower prediction rates. The long strand segments are harder to predict when compared with the mid-sized and the long segments. Specifically, on average about 19% of the strands with sizes !5 have <50% of their residues correctly predicted, while the corresponding failure rates for the strands with !10 and !15 residues equal 25.5% and 35.2%, respectively.
We found that the prediction quality is affected by the position with respect to the protein surface and the flexibility of residues. Our analysis demonstrates that the solvent exposed and flexible coils are predicted with a better quality than the buried and rigid coils. This is reversed for the helices and strands, in which case the buried and rigid strand/helix residues are predicted with a higher quality when compared with the exposed and flexible strand/helix residues. These trends are common to all considered SS predictors and they most likely stem from the fact that they utilize machine learning-based prediction algorithms.
SUPPLEMENTARY DATA
Supplementary data are available online at http:// bib.oxfordjournals.org/.
Key Points
There is no universally best SS predictor and thus users should utilize detailed comparative studies to support informed selection of a predictor for a given application. The three-state accuracy (Q 3 ) and segment overlap (SOV 3 ) of the SS prediction currently reach 82% and 81%, respectively. Weighted majority vote-based consensus SS predictors improve Q 3 by additional 2% reaching Q 3 of 84.4%. Solvent exposed and flexible coils are predicted with higher quality than the buried and rigid coils, while the inverse is true for the strands and helices. Current predictors perform poorly for residues in the beta bridge and 3 10 -helix conformations.
