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1. INTRODUCTION 
Let PI , Pz ,..., P, be a distribution of n points (where n > 3) in a disc 
of unit area. It was conjectured by Heilbronn, over 25 years ago, that 
the minimum of the areas of the triangles PiPiP, (taken over all selections 
Pi, Pi, Pk of three out of the n points) is less than .x+, where the 
constant c is absolute (and, in particular, independent of the distribution). 
This conjecture remains open, although various partial results are 
known. We shall give a descriptive account of the methods that have 
been applied to the problem, endeavoring to explain their motivation 
and to make clear the various ideas that are involved. It seems probable 
that at least some of these ideas, perhaps modified and in new combina- 
tions, will feature in future progress. 
2. REFORMULATION OF THE PROBLEM 
Let K be a finite closed convex region in the plane, of area A(K). Let 
PI , pz ,*-*, pn (2.1) 
(where n > 3) be a distribution of 71 points in K, such that the minimum 
of the areas of the triangles PiPiP, (taken over 1 < i < j < K < ?z) 
assumes its maximum possible value n*(K; n). Heilbronn’s problem, 
in the form stated in Section 1, is that of estimating the expression 
A@; n) = A*@; W(K) (2.2) 
(in terms of n) when K is a disc. 
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The corresponding problem for unrestricted K is only superficially 
more general. By considering linear transformations of the plane, we see 
that when K is a triangle (together with its interior), the value of (2.2) 
is independent of the particular triangle. Since any finite convex region K 
contains a triangle of area *A(K) and lies inside a triangle of area 4A(K), 
it follows that the value of (2.2) is always at least a quarter and at most 
four times the value it assumes when K is a triangle. Thus the problem 
of estimating (2.2) is essentially (to within constant factors} independent 
of K. Although regions K other than discs have been considered, this 
is purely a matter of technical convenience; for example, use has been 
made of the circumstance that when K is a triangle the value of (2.2) is 
independent of the particular triangle, in conjunction with the fact that 
every polygon can be split into triangles. 
We shall use 
A@; 4, A(% n), A(T; 4 (2.3) 
to denote the values of (2.2) when K is, respectively, a disc, a square, 
a triangle; these quantities are of course independent of the particular 
disc, square or triangle. Heilbronn’s problem may be interpreted to be 
that of estimating any one of these quantities when n is large. 
We shall write simply n(n) in pl ace of n(D; n), and henceforth we shall 
suppose that n is large. 
3. THE LITERATURE OF THE PROBLEM 
It was shown by Erdos (see [I, Appendix]) that 
A(n) > a+, (3.1) 
so that Heilbronn’s conjecture, if true, would be best possible. 
We note that by joining one of the points (2.1) (Pr say) to the remaining 
n - 1 points we can form, in an obvious way, n - 2 triangles of type 
PIPiPk with disjoint interiors. Thus A(n) < l/(n - 2), and the inequality 
A(n) < 12-l (3.21 
is trivial. The first nontrivial estimate was due to Roth [I], who in 1950 
proved that 
n(n) < n-l(log log n)-lj2. (3.3) 
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There was no further improvement until about 20 years later, when 
Schmidt [2] established 
Q(n) -g n-l(log $-l/2 (3.4) 
and indeed 
A(S; n) < 500?.+(10g n)-l/2. 
Subsequently Roth [3] obtained 
A@) ‘f-g ?z-u+c, where p = 2 - (4/5)li2 = 1.105..., 
and later [4] improved this to 
A(n) < n-~‘+~, 
where 
(3.5) 
p’ = &(I7 - (65)1/2) = 1.117... . (3.6) 
This last estimate is the sharpest known at present. A simplified and 
concise1 version of the proof of (3.5) is given in [5]. 
4. PROOFS OF (3.1) 
The proof of Erdos, mentioned in Section 3, was as follows. 
We may take n to be a prime p. (This involves no loss of generality, 
since the ratio of consecutive primes is asymptotically 1.) We take the 
region K to be the square 0 < x < p, 0 < y < p in the (x, y) plane. 
For each v = 1, 2 ,..., p, we define a point P, = (x, , yy) in K, with 
integer coordinates, such that 
x, = v, yy GE u2 (mod PI. 
Now, if 1 < i < j < K < p, the determinant 
/i i: fl=li i %I (modp) 
cannot vanish, so that n*(K; p) 3 4 and hence Q(S, p) 2 QP-~. 
1 [5] embodies a number of genuine simplifications of the proof. But on the few 
occasions when phrases such as “it is easily seen” are used in [5], the appropriate details 
are to be found in [3] or [4]. 
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Although the above construction is simple and elegant, it is more 
natural and less restrictive to select the points PI , Pz ,.,., P, one at a 
time, at each stage ensuring that (for a suitably large positive constant c) 
(i) at each insertion of a “new” P, , no triangle (Of type PiPjP~> of 
area less than c-1n--2 is formed, 
(ii) no two points Pi shall be too close together (so that no pair Pi , Pi 
“prohibits” too much space for subsequent selections of Py). 
We shall describe this procedure more fully, and for this purpose 
take K to be a disc D of area 1. We may take the requirement (ii) to be 
(using / P - Q 1 t o d enote the distance between P and Q) 
1 Pi - P+ ] > &-l12 (i < j). (4.1) 
At the vth stage of the construction, when P, is selected, the space 
(within D) “prohibited” (in view of (i) and (4.1)) by 
Pl , p2 ,***, P”4 (4.2) 
consists of the union of 
(I) the open strip of width 4c-l~~ j Pi - Pi 1-l about the (central) 
line P,Pj (joining Pi , Pj) corresponding to each pair Pi , Pj with 1 < i < 
j<v-1, 
(II) th d’ f d e zsc o ra ius &n-l12 about each point Pi with 1 < i < v - 1. 
The space (within D) “prohibited” in this way has total area less than 
V()n-l) + 8c-k2 C j Pi - Pj 1-l. (4.3) 
I<i<iQ-1 
When P, is to be selected, (4.1) is already available for 1 < i < j < 
v - 1. Using this (and the fact that c is large) to estimate the sum appear- 
ing in (4.3), it is easily verified that provided v < n, the value of the 
expression (4.3) is less than 1 (the area of D). Thus the construction 
cannot break down before it is complete. 
The above proof was included in Schmidt’s paper [2]. But the argu- 
ment may well have been discovered independently by most of those 
mathematicians who have made unsuccessful attempts to disprove 
Heilbronn’s conjecture. If one could impose further restrictions2 on 
the P, so as to reduce the area of the union of the strips (I), a disproof of 
Heilbronn’s conjecture might result. 
2 Possibly in conjunction with some averaging argument. 
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5. NOTATION 
We introduce some further notation, to be used in addition to that 
introduced in Section 2; in particular, we recall from the final paragraph 
of Section 2 that n is supposed to be large throughout and that n(n) stands 
for A(D; n). 
We use X = (x, y) to denote a point in the Euclidean plane, and 
write Jg(X) dX for JJg(x, y) dx dy taken over the entire plane. 
If V is a subset of the plane, we use V(X) to denote the characteristic 
function of V; in other words V(X) is 1 or 0 according as X does or does 
not lie in V. (Thus, for example, the area A(K) of the convex region K is 
given by A(K) = SK(X) dX). 
We use XX, PV (where h is real and p > 0) in the usual way; thus 
AX = (Ax, hy) and PV denotes the set with characteristic function 
V(p-lx). We use j X 1 to denote the distance of X from the origin, so that 
1 X’ - X” 1 is the distance between X’ and X”. 
We intruduce some notation relative to the extremal set (2.1) appearing 
in Section 2. 
We use T to denote a pair Pz , Pj (i < j) of points selected from the set 
(2.1), and d(7) t o d enote the distance 1 Pi - Pi 1 between the two points 
constituting T. If 
y cos 0 - x sin 0 = a (0 d e < 7r) (5.1) 
is the line joining the constituent points Pi , Pi of 7, we use O(T) to denote 
the inclination 0 of the line (5.1). Furthermore, for any w > 0, we use 
H,(w) to denote the (open) strip 
a-$w <ycos0---sine <a+&w (5.2) 
of width w about the line (5.1). 
We extend the above notation for characteristic functions, by writing 
H,(w; X) for the characteristic function of HJw). We denote by NT(w) 
the number of points of the set (2.1) lying in HJw), so that 
N(w) = i H&G Pi). (5.3) 
i=l 
Statements concerning “every pair 7” refer to the set of &.z(n - 1) 
possible selections of such pairs, and x7 denotes a summation over this 
set. 
We use c as a generic symbol for a suficiently large absolute constant. 
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6. PROPERTIES OF THE EXTREMAL DISTRIBUTION (2.1) IF nn(K; n) 
Is NOT “SMALL" 
In this section we suppose that K is a disc, or a square, or an equilateral 
triangle. We suppose further that 
A(K) = 1 (6.1) 
and that the centroid of K is at the origin (so that K and 2K are concentric). 
We shall write simply n for n(K; n), so that (in this section only) 
A stands for A(D; n), A(S; n) or A(T; n) according as K is a disc, a 
square, or a triangle. 
Heilbronn’s problem is that of showing that nn is “small.” We now 
discuss the consequences upon the extremal distribution (2.1) of the 
contrary assumption that na is not “small” (in some appropriate sense); 
our purpose being to exhibit properties that might be useful in deducing 
a contradiction. 
Much of the discussion in this section will be heuristic or purely de- 
scriptive in nature, and is not intended to be precise in detail. In partic- 
ular, we largely ignore complications that can arise in relation to pairs T 
lying close to the boundary of K, and various assertions relating to 
pairs T are in fact justified only if such exceptional T are excluded. 
The fact that no three of the points (2.1) form a triangle of area less 
than n is equivalent to saying that, for each pair T, the strip 
WPAl44) (6.2) 
contains no member of the set (2.1) other than the two points Pi , Pi 
constituting T ;  in other words 
N,(4a/d(T)) = 2 for every T. (6.3) 
Since the distribution (2.1) consists of n points in a region K of area 1, 
the (statistical) expectation for N,(4A/d(T)) is 
n I K(X) H,(4A/d(T>; X) dX; (6.4) 
that is n times the area of that part of K lying in the strip. This area is 
in general between constant factors of o/d(T), so that we may take the 
expectation to have roughly the order of magnitude 
nald(~). (6.5) 
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Now if nn is not “small” (for example if vzn > n--O.~i) but d(7) is very 
small (for example if d(7) < cn-lj2) the expectation for N,(4b/d(~)) is 
large, whilst the actual value 2 given by (6.3) is bounded. We may 
describe this phenomenon by saying that, if d(r) is very small, the 
strip (6.2) is very “deficient” of points Pi of the distribution (2.1). 
In other words, when d(7) is very small the strip (6.2) takes up an undue 
proportion of the area of K in relation to its content of points Pi . This 
circumstance is clearly highly relevant to our purpose; for less space is 
available to the remaining Pi . If, for example, there is a convex region 
K, containing substantially more (by a large factor) than its “expectation” 
of points Pi , we could deduce the existence of a triangle of small area 
(with vertices among (2.1)) in K1 . 
We can sum up the above discussion by noting that, on the assump- 
tion that no is not “small,” the distribution (2.1) has a property of the 
following general nature. 
PROPERTY (A). The strips H,(4A/d(7)) corresponding to pairs T  the 
constituent points of which are “close together” (i.e., with very small d(T)) 
are very “deficient” of points Pi (and, in this sense, each such strip takes up 
an undue amount of space in K). 
It is clear from the above discussion that the manner in which the 
strips H, , corresponding to small d(T), overlap is relevant to our 
problem. But here again, we can easily utilize our assumption that no 
is not “small.” Each strip H, corresponds to a pair T ,  and no two TV, 
72 of these pairs are situated so that a triangle of area less than n is 
formed by any three of the four constituent points of 71 , 72 . It is easy 
to establish the following concrete consequence of this remark. 
LEMMA B,. Let u > 0, and suppose that the pairs T1 , T2 are such that 
+I) d % 47.2) d % 1 8(T,) - +,)I < lo-2Au-1. 
Then the strips 
H,I(10-2Au-1), H,,( 10-2Dr1) 
do not overlap within K. 
It can be deduced from Lemma B, that, on the assumption that nA 
is not small, suitable systems of strips of type H,(w) (with any fixed w  
exceeding an appropriate bound) have the property that the number of 
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times a point XI of K is covered by strips of a given system Y does not 
exceed by too great a factor the corresponding statistical “expectation,” 
namely, 
? SE, j W@; X> K(X) dx. (64 
; * 
To avoid complications that can arise in connection with pairs 7 close 
to the boundary of K, it is usually technically more convenient to work 
with expressions of type 
T se, 1 WV Xl K(W) dx (6.7) 
; 7 
in place of (6.6). Accordingly, when estimating the number of times a 
typical point X, is covered by strips of P’, it is preferable to take into 
consideration all X, in the enlarged region 2K. 
After Lemma B, has been slightly modified (by replacing K by 2K 
in the final sentence) the following is representative of results easily 
deduced from it. 
LEMMA B, . Let u > 0, 0 < 01 < n, w 2 $A&. Then, for a suitable 
constant c, 
K(&X) C w(w; X) < CWU~-~ (64 
7;(6.9) 
for every X in the plane: here the summation is over all pairs r satisfying 
47) < u, a < O(T) < 01 + lo-2&i-1. (6.9) 
This lemma provides a typical example of the type of result we have 
described. When X is in 2K, the left-hand side of (6.8) represents the 
number k(Y; X) of times the point X is covered by strips of the system 
Y consisting of all H7(w) with T satisfying (6.9). The expectation for 
this number has roughly the order of magnitude w  u n2A, and the right- 
hand side of (6.8) d oes not exceed this by a large factor unless rzn is 
small. 
Again summing up in descriptive language, we have noted that if 
nn is not “small,” the strips of type H, have a property of the following 
general nature. 
PROPERTY (B). Suppose that Y is a suitable system of strips of type 
H,(w). Then the number k(Y; X) of times an arbitrary point X of 2K is 
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covered by strips of 9’ will not exceed by too large a factor the statistical 
expectation for this number. 
(Here the word “suitable” signifies that Y is assumed to satisfy 
appropriate conditions. Such condition must ensure that w  is not too 
small, but need not be unduly restrictive in other respects.) 
All known methods for obtaining upper bounds for n are based 
(explicitly or implicitly) on the exploitation of properties of type (A) and 
(B) enjoyed by extremal distributions (2.1) when nn is not too small. 
7. ROTH’S EARLY METHOD 
We now describe, very briefly, the central ideas of Roth’s proof of 
(3.3); in doing so we suppress (among others) some tedious minor 
complications that arise in relation to pairs T lying close to the boundary 
of K. 
K is taken to be an equilateral triangle T of area 1. There are at least 
cFG.8 pairs 7 satisfying 
d(T) < lo-%-‘/2 (7.1) 
and (by a box argument) for some 01 there are at least c;1n3/2~(T; n) of 
these which also satisfy 
a < O(T) < a + lo-QW~(T; n). (7.2) 
By Lemma B, of Section 6 (with u = ~O-%Z-~/~), the set Y of strips 
H,(lO-W2n(T; n)) 
satisfying both (7.1) and (7.2) intersect K in disjoint regions; and, as 
was explained in Section 6 (cf. Property (A)), these regions are “deficient” 
of points P4, (unless nn(T; n) is “small,” as desired). The part of the 
triangle T that remains after the above-mentioned regions are excluded 
consists of (at3 most 1 Y 1 + 1) convex polygons (each having at most 
six sides), and these contain between them more than the “expected” 
number of points Pi (again, unless nn(T; n) is “small”). On decomposing 
these convex polygons into triangles (which yields a total of at most 
4(1 9 [ + 1) triangles), we see there is a triangle TI containing “too 
a 1 9’ 1 denotes the number of elements of the set I Y’ I. 
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many” points Pi in relation to its area. This phenomenon may be 
expressed in terms of a functional inequality for n(T; n), by relating 
n(T;?t) to n(‘Cn,), h w ere n, is the number of points Pi in T,. The 
estimate (3.3) is a consequence of such a functional inequality. 
This method is too weak to remain of interest now, except as a possible 
source of ideas which might be applicable in conjunction with more 
powerful procedures. The main point of interest is the transition from the 
equilateral triangle T to the triangle T, which must (implicitly) again be 
transformed, by a linear transformation of the plane, into an equilateral 
triangle. Of the known procedures for obtaining upper bounds for n(n), 
the above method is the only one that makes use of general4 linear 
transformations of the plane. If the use of such transformations could 
in some way be combined with more recent methods, new results might 
ensue. 
8. THE METHOD OF SCHMIDT 
In the following account K may, following Schmidt, be taken to be 
a square of area 1; but it can equally well be taken to be a disc of area 1. 
As in Section 6, we suppose that the center of K is at the origin (so that K 
and 2K are concentric) and we shall write simply n for n(K; n). 
It was remarked in Section 6 (see Property (B)) that if nn is not 
“small,” then appropriate systems of strips of type HJru) do not “cover” 
any point X of 2K an unduly large number of times. Schmidt’s method 
is based on a more sophisticated observation of the same general nature. 
Let c,, be a suitably large constant. To each T associate a strip 
H&4 where w, = n/&d(~)). (8-l) 
We shall suppose that the eo, are small (less than c-l), an assumption 
that is easily justified for the purpose of the method. 
The essence of Schmidt’s idea was to apply the following result in 
the context of weighted means. 
LEMMA. If the strips (8.1) corresponding to s pairs 71 , TV , . . . . TV have 
a point X, of 2K in common, then 
p The fact that a(D; n) is independent of the disc D has been used in a later method 
(cf. Sect. 10, (10.6)), but the linear transformation implicit in this invariance (a mere 
“magnification”) is of a very special kind. 
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This lemma is proved as follows. Let C be the circle center X1 and 
radius 1. Since the w, are small, the strip H7,(w+,) intersects C in two 
arcs each of length greater than w  . Thus, assummg that (8.2) is false, 
there is a point X, on C which liesyn two of the s strips under considera- 
tion. In other words two of the strips, which we may take to be H,l(w,l) 
and H,,(w~~), have both the points X1 and X, in common. Supposing 
(as we may) that w,~ > wTz , it follows that the widened strip H71(~,,~,1) 
contains the constituent points of the pair me (since c,, is suitably large); 
and this is a contradiction, since the two points of r1 together with one 
of the points of ~a now define a triangle of area less than A. 
The assertion of the lemma may be expressed as follows. 
W-V c WWW, ; X> -=c n (8.3) 
for all X in the plane; here, of course, the summation is over all pairs r. 
On the other hand it is easily shown that, if L(X) denotes the left-hand 
side of (8.3), then 
I L(X)dX>>ww,2> AZ+&> A2n2kn. T 
Thus on integrating (8.3) we at once obtain (3.4), namely, n < 
nyog n)-112. 
The later method of Roth is again based on the use of “weighted” 
strips, although, as we shall see, both the nature and purpose of the 
“weighting” is entirely different. 
9. ROTH’S RECENT METHOD: THE MAIN IDEA 
In this section K is taken to be5 a disc D of area 1. We again suppose 
that the center of D is at the origin (so that D and 2D are concentric) 
and shall write simply n in place of n(D; n). 
Roth’s recent method made use, for the first time, of the special nature 
of the region of intersection of any two strips H+(w), H,**(W). The fact 
that (for given T*, T**) the area 
ww ) COSeC(e(T*) - e(T**))l (9.1) 
6 There is a conflict between the notation adopted here and that used in [5]. In [5], 
D* denoted a disc of area 1 and D was used to denote a certain larger disc; but here D 
denotes a disc of area 1 and a larger disc (namely, 2D) will be introduced implicitly via the 
use of the notation D($X). 
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of the parallelogram of intersection (if finite) is proportional to each of 
w  and W enables one to construct systems of orthogonal functions from 
“weighted” strips; and we shall see that an application of Bessel’s 
inequality to (a modified form of) such orthogonal systems enables one 
to exploit much more effectively the properties (A) and (B) described 
in Section 6. 
Suppose that, using the informal terminology of Section 6, nn is not 
“small.” (The actual requirement here is of the type n n >n-l/C for 
a suitable constant c.) Then, according to Property (A), pairs T with small 
d(7) generate certain strips “deficient” of points Pi . Consider, for 
example, the set of those T satisfying 
d(T) < n--1/3. 
It follows from (6.3) that the strips 
(9.2) 
I-bW3A) (9.3) 
corresponding to such T, each contain exactly two points Pi; whereas, 
in the sense of Section 6, the corresponding expectation for the number 
of points Pi has (in general) the order of magnitude 
and is therefore large. 
?qn A) (9.4) 
In general, the expectation for the number of points Pi in a strip 
H,(w) will have the order of magnitude nw, so that (cf. (5.3)) 
n-‘w-%qw) (9.5) 
is the order of magnitude of the ratio of the actual number to the expected 
number of such points. 
We have remarked above that when w  = n113n (which would be less 
than n-2/3), the ratio (9.5) is very small for all T .  No direct procedure is 
known for obtaining a contradiction from this. The reason is that when w  
is as small as r2i3 there is no way of selecting pairs 7 for which the ratio 
(9.5) is not small. But when w  is larger, say w  = n-lj4, such procedures 
are feasible, and indeed it can be shown that in this case the ratio (9.5) 
exceeds a positive constant for a significant proportion of the set of all 
pairs 7 satisfying (9.2). We shall not discuss the technicalities of these 
procedures (or even state in detail the results that ensue) and confine 
ourselves to a purely descriptive account of the underlying principle 
on which they are based. 
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Suppose that S is any strip6 of type7 
-i&c-lw < x cos a - y sin 01- a < $z-~w 
and suppose further that it is known that S contains roughly the 
“expected” number c-Gw of points Pi . Then, if a strip HJw) covers 
the set D n S (in which S intersects the disc D) it cannot be unduly 
deficient of points Pi; for HJw) will certainly contain all the points Pi 
of S. The condition that H7(ru) should cover the set D n S will certainly 
be satisfied if (for suitably large c) both 
7 lies in S (i.e., both points of 7 lie in S), (9.6) 
1 B(T) - a! 1 < c-lw. (9.7) 
Strips S containing roughly the expected number of points Pi are 
easily constructed by subdividing the plane (or possibly a previously 
constructed strip whose width is a multiple of w  and which is not 
deficient of points Pi) into strips of width w  (and the same inclination a) 
and then rejecting those “bad” strips in the subdivision which are unduly 
deficient of points Pi . Providing that w  is not too small, it is possible 
to shows that there is a numerous supply of pairs T (of the kind9 under 
consideration) with each T lying in one of the remaining “good” strips S 
and also satisfying (9.7) above. 
On averaging over 01 we can obtain in this way, for suitable w’, 
results of the following general nature. 
(I) A s&,Gjicant p ro or ion p t of all those r for which d(T) is appro- 
priately restricted are such that the strips H7(w’) are not unduly de$cient 
of points Pi . 
On the other hand, the procedure described earlier yields, for suitable 
u and w”, a result of the following type. 
(II) All the strips H7(w”) for which 
d(T) < u (9.8) 
are very deficient of points Pi . 
6 This notation should not cause any confusion, as there will be no further reference 
to squares. 
’ Here the central line of S is not generated by a pair 7, so that the interior of S need 
not be of type &(c-5~). 
s For this purpose also, some use is made of the assumption that nn is not “small.” 
g Say, for example, satisfying (9.2). 
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The two results are available only subject to appropriate premises, 
and these are never satisfied when (I) and (II) would be directly contra- 
dictory. If the restriction on d(7) in (I) is taken to be identical to that 
in (II) (namely, d(7) < U) the respective premises require that the order 
of magnitude of w’ is large compared to that of w”; a typical admissible 
choice of parameters in this case would be u = n-lj3, w’ = n-l14, w” = 
n-3/4 (if nn > nW1/12). 
The hard core of Roth’s method, in its simplest formlo, consists of 
a technique for deducing from (II) a result that contradicts (I) (again 
on the assumption that nn is not small). In other words (after a suitable 
admissible choice of parameters) it is deduced from the fact that all the 
strips H.,(w”) (with 7 subject to (9.8)) are very deficient of points Pi , 
that almost all the wider strips H7(w’) (again with 7 subject to (9.8)) are 
deficient of points Pi; this latter “deficiency” may be less severe than 
that of the H7(w”), but still suffices to contradict (I). The deduction is 
based on the application of Bessel’s inequality, to systems of (modified) 
orthogonal functions, already mentioned at the beginning of the section. 
Suppose that w’ > w” > 0. Consider two functions of type 
; H+(w; Xl, $p&**(R X); 
we may interpret these as the characteristic functions of the strips 
H+(w), H,,,(W) “weighted” in inverse proportion to their widths. The 
total weight associated to the product of the two function (9.9), namely, 
s 
--& I-&*(w; X) I&**(w; X) dX (9.10) 
is independent of w, W (cf. the earlier remark concerning (9.1)). Thus 
the functions 
&(w’, w”; X) = ; &(w’; X) - -$- Iqw”; X) (9.11) 
have the following property. 
ORTHOGONALITY PROPERTY. If +*, +** are any two functions of 
type (9.11) (corresponding to pairs of T*, T**), then SC+*+** dX is xero 
whenever it is Jinite. 
I0 That is devoid of further devices superimposed to effect a quantitative improvement 
of the final result. 
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As we have in mind an application of Bessel’s inequality, we must 
work with functions of finite norms, and indeed will require these 
norms to be not too large. Accordingly, we replace the functions (9.11) 
by the modified functions 
cPT(w’, w”; X) = D(+X)+,(w’, w”; X), (9.12) 
derived by replacing 4, by zero outside the disc 2D. (As will become 
clear in due course, the use of the larger disc 2D in preference to D is 
again designed to avoid complications arising in connection with points 
Pi near the boundary of D.) 
The modified functi<ns (9.12) no longer form a fully orthogonal 
system, but the system is quasi-orthogonal in the following sense. 
QUASI-ORTHOGONALITY PROPERTY. For given w’ > w” > 0, two func- 
tions @,, , @+, are orthogonal over the plane unless the common parallelogram 
of the strips H,*(w)), H+(w’) ’ t zn ersects the boundary circle of the disc 2D. 
This quasi-orthogonality property can be made to suffice for our 
purpose because, if r* is fixed and T** runs through the set of T under 
consideration, the exceptional case in which @+ , @,,, are not orthogonal 
occurs only comparatively rarely and with the values of O(T**) not too 
“bunched” (cf. Sect. 6, Lemma B,). We will, however, require an 
appropriately modified form of Bessel’s inequality applicable to quasi- 
orthogonal systems. Such generalizations, which have proved very 
fruitful in connection with the large sieve, are discussed in [6, Chap. I]. 
The generalized Bessel’s inequality actually used is due to A. Selberg 
(see [6, P. 71); th e P roof [6, p. 81 of Selberg’s elegant result being at least 
as simple as that of weaker inequalities of the same general nature (some 
of which would suffice for our purpose). 
SELBERG’S INEQUALITY. Let f, 1,4(l), $Q),..., 9’“) be elements of an inner 
product space over the complex numbers. Then 
In our application, we will of course be concerned with inner products 
of type 
(f, g) = j- fW)dW dx, 
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;hl)e f, g are real functions over the plane; and, as always, Ilfll” = 
‘For each i = 1, 2,..., n, let gi denote the function which is 1 or 0 
according as X does or does not lie in the disc DtPi) center Pi and radius 
Qw’. We may express this symbolically by 
DtPi) = Pi + ($d/2~“)D, g.(X) = D”+X). z (9.14) 
For each i the disc DtPd) has area A = TT(@“)~, so that 
A = a($w”)2 = J-gi(x) ax (i = l,..., n). 
We write ’ 
(9.15) 
f(x) = i k&v* 
i=l 
(9.16) 
We maythinkoff(X) b g as ein a mass distribution which approximates 
that obtained by placing a mass A at each of the points Pi; each mass 
has been spread over a disc in order to reduce the norm off. (It would 
not be practical to spread each mass over a disc of radius significantly 
larger than @J”, because we want the total mass falling into a typical 
strip of width w” to be roughly proportional to the number of points Pi 
in the strip.) 
If we ignore for the moment the error due to the fact that the discs 
Dtpi) may overlap the edges of the relevant strips (i.e., if we treat the g, 
as though they correspond to point masses), we surmise that for each T, 
s 
@JW’, w”; X)f(X) dX (9.17) 
is approximately (cf. (5.3), (9.1 I), (9.12), (9.15)) 
(9.18) 
With the abbreviated notation @, = Q7(w’, w”; X), f = f(X), we now 
apply Selberg’s inequality (9.13) in the form 
607/22/3-S 
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Lemma B, (see Sect. 6) can be used to estimate (for any fixed T*) the sum 
(9.20) 
appearing on the left-hand side of (9.19). Of course, only the “excep- 
tional” T** for which the orthogonality breaks down contribute to the 
sum (9.20); these are the T ** for which the strip H+(w’) intersects one of 
the two small arcs which the (fixed) strip H,*(w’) has in common with the 
boundary circle of the disc 2D. The bound for the sum (9.20) which 
results from the application of Lemma B, is a good one if nn is not small. 
The estimation of Jf 2 dX does not give rise to any difficulty. Thus, if 
we were entitled to replace (9.17) by (9.18), the application of the 
modified Bessel’s inequality (9.19) would yield a good upper bound for 
(9.21) 
By “good” we here mean an upper bound which is small compared to the 
“expectation” of roughly 
. 
c n2 for the sum 
T;dh)<U 
Such an estimate for the sum (9.21) would enable us to deduce from the 
fact that (l/w”) NJw”) is always small compared to its expected value, 
that (l/w’) NJ w ‘) is nearly always small compared to its expected valuell 
(where in each case T is subject to d(T) < u). This is the desired deduc- 
tion, from (II), of a result that contradicts (I). 
The above argument fails to deal with the difficulty of justifying the 
transition from (9.17) to (9.18), and in fact it is not practicable to 
estimate satisfactorily the error term this transition would introduce. 
The difficulty can however be avoided altogether by the following slight 
modification of the argument. 
Suppose now that 
0 < w” < iw’ < c-l; (9.22) 
I1 Each of these expected values has roughly the order of magnitude n. 
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these inequalities are amply satisfied in the application we have in mind. 
We recall that the disc DtPa), in which the function gi assumes the 
value 1, has center Pi and radius 6~“. This disc will lie entirely within 
the strip H7(w’) provided its center Pi lies in H7(w’ - w”), and 
in particular if Pi lies in H,(&u’). Hence, by (9.15) and (5.3), 
s H,(w’; X)f(X) dX > ANT&u’). (9.23) 
On the other hand the disc DtPi) will intersect the strip H7(w”) only if 
Pi lies in H,(2w”), and thus 
s H,(w”; X)f(X) dX < AN,(2w”). (9.24) 
Combining (9.23), (9.24), and noting that the set in which f(X) is 
nonzero is contained in the disc 2D in which D(&X) = 1, we obtain 
(on recalling the definition (9.1 I), (9.12) of @,), 
j- cDT(w’, w”; X)j(X) dX 3 A 1; N&w’) - f IVT(2w”)[. (9.25) 
On applying (9.19) exactly as before, we now obtain a bound for the sum 
where the asterisk signifies that the summation is restricted to those S- 
for which 
-& N&w’) - f N,(2w”) > 0. 
On writing w’ = +w’, w” = 2w”, we see that subject to 0 < w” < 
W’ < c-l, we have obtained an estimate for 
(9.26) 
where the double asterisk signifies that the summation is restricted to 
those T for which the bracketed expression in the summand is positive. 
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For the application we have described, we require that (l/w’) NJw’) 
cannot too often be “large” whilst (l/w”) N,(w”) is “small.” For this 
purpose a good bound for the sum (9.26) (after a change of notation 
consisting of the replacement of IV’, IV’ by w’, w”) is entirely adequate. 
There is therefore no need to estimate sums of type (9.21), and the 
transition from (9.17) to (9.18) (which provided the heuristic motivation 
for our main strategy) can be avoided altogether. 
10. ROTH’S RECENT METHOD: FURTHER REMARKS 
In Section 9 we described Roth’s recent method in its simplest form. 
We now give some indication of the devices that are superimposed in 
order to improve the resulting estimate for A. 
To deduce (from (II)) a result in contradiction to (I), we wish to 
estimate for 0 < 6 < 1, the number of T for which 
47) d 11, NT(W’) 3 Snw’; 
let us denote by B(u; 6, w’) the number of such r. 
We have at our disposal (see (9.26)) an estimate of type 
(10.1) 
for an appropriate E arising out of the procedure described in Section 9. 
A single application of (10.2) with w’ = w’, w” = w” leads to an 
estimate for B(u; 6, w’) in the manner indicated in Section 9. We now 
remark, however, that an elaboration of this technique leads to a quan- 
titatively more effective estimate. The additional device is as follows. 
The inequality (10.2) enables one to estimate the number of T (satis- 
fying d(T) < U) for which 
N,(W) 3 86*nW’, NJW”) < 6*nW”; 
that is, the number of T for which (10.1) is true when 6, w’ are replaced 
by 86*, IV but false when 6, w’ are replaced by 6*, IV”. This estimate 
(if quantitatively adequate) enables one to deduce from the premise that 
B(u; a*, IV”) is small (compared to its statistically “expected” value), 
that B(u; 86*, IV’) is also small (compared to its expected value). The 
transition from w’ to w’ can thus be effected via suitably chosen inter- 
mediate widths wi of type 
wn = WJ < WJ-, < .‘. < WI < w, = w’. (10.3) 
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Subject to appropriate hypotheses, (II) tells us that B(u; 2-3J6, wJ) is 
small compared to its expectation, and we can deduce by successive 
steps fork = 1, 2,..., J(withS* = 23(k-1-J)S, w” = wJ++i, w’ = w+k) 
that B(u; 23(k-J)S, wJPk) is also small compared to its expectation. The 
structure of the bound E in (10.2) is such that, if the system (10.3) is 
suitably chosen, this technique proves more effective than a single 
application of (10.2). 
The above technique involves (implicitly) the application of (9.19) 
for various w” which no longer satisfy the premises of (II). This affects 
the proof of (10.2) only in that the estimation of the right-hand side of 
(9.19) requires an additional device in this more general context. (The 
premises of (II) imply wn < A l/2 and the estimation is simpler in this 
special case.) The new procedure is as follows. 
The expression to be estimated is 
s f”(X) dx G (myf(X>) j f(X) d-5 
(10.4) 
where f is defined by (9.16). W e k now the exact value of the integral on 
the right-hand side of (10.4) namely, 
s 
f(X) dX = i gi(X) dX = nA = mr(@~“)~, 
i=l 
(10.5) 
so that a suitable bound for max f will lead to an estimate of the desired 
kind. But, for any given X, the right-hand side of (9.16) counts the 
number of i for which Pi lies in the disc D(X) center X and radius iw”. 
Suppose that there are m = m(X) such points Pi , so that f (X) = m. If 
m > 3, we can select three of these m points Pi in Dcx) to constitute a 
triangle of area not exceeding n *(D(x); m); here we have used the notation 
of Section 2 (with K replaced by D(r) and n replaced by m). But by the 
extremal property of the distribution PI, P2 ,..., P, (in the original 
disc D), no three points Pi can form a triangle of area less than n(D; n). 
Thus, again using the notation of Section 2, we have for m > 3, 
n(D; n) < A*(Dtx); m) = An(DcX); m) = An(D; m), 
where A = A(D(X)) = w($w”)“. 
Now, if it is already known that12 
(10.6) 
A(D; t) < t-v for all t > 3, (10.7) 
I* The constant implicit in the < notation here depends on y. 
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it follows from (10.6) that (again writing n = a(D; n) 
712 -g ((WV)2 n-y if nl>3. 
Hence, by (10.4) and (10.5), we deduce 
s f”(X) dX < TZ(W”)~ max{l, ((w”)2 .-l)liY}. (10.8) 
We note that the estimate (10.7) is certainly available with y = 1. (This 
is simply the trivial estimate (3.2) discussed in Section 3.) 
The use of (10.8) leads to a result of type (10.2) in which the estimate 
E(u; W’, IV”) depends on y. (The larger the value of y, the better the 
estimate.) On applying Roth’s method with y = 1 in (10.2), one obtains 
a result of type n(n) < n- YI+~ with yi > 1. We now have (10.7) (and 
hence (10.2)) at our disposal with y = yi - E, and applying the method 
again (using this strengthened from of (10.2)) one obtains a result of 
type a(n) < n-~z+~, where y2 > yi . Clearly this process may be 
repeated to obtain a sequence of estimates of type n(n) <nyjfe 
( j = 1, 2,...) of successively greater precision. In practice the sequence 
yi which arises in this way converges to the root of a quadratic, and this 
phenomenon accounts for the curious nature of the constants CL, p’ 
(see (3.6)) featuring in Roth’s results. 
The application of the estimate (10.2) corresponding to (10.8), in 
conjunction with the most favorable type of system (10.3), leads (subject 
to appropriate premises) to the estimate 
qu; 6, w) g pw~-3(~ + ~l-w~)~w-~) ++E. (10.9) 
If 6 is small (and w is not unduly small) the rough “expectation” for 
B(u; 6, w) is simply the number of r satisfying d(7) < U, and this 
number has order of magnitude roughly GzL~. Note that if nd is not too 
small, the right-hand side of (10.9) is small compared to this expectation 
for B, provided 6, U, w lie within appropriate ranges. (This is true even 
when y = 1, the value for which the estimate is at its weakest.) 
With regard to results of type (I), we restricted the discussion in 
Section 9 to a description of the principle which enables one to prove 
results of that general nature. Methods based on this principle can be 
adapted in various ways, and there are many possible variants of results 
of type (I). The effectiveness of each variant for use in conjunction with 
(10.9) must be measured in relation to the structure of the inequality 
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(10.9). The result which in conjunction with (10.9) leads to the estimate 
(3.5) is somewhat elaborate, and we do not state it here; although of the 
same general nature as (I), the result is not strictly of this type and (in 
particular) involves the simultaneous consideration of various w’ (for a 
detailed statement and proof of this result, we refer the reader to [4]). 
In the proof of (3.5) the estimate (10.9) is also applied with various 
different values of the parameters u and w. 
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