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The steady-state equation for N-group neutron transport in slab geometry 
is written as an integral equation. A spectral analysis is made of the integral 
operator and related to the criticality problem. The method depends on a 
representation for the resolvent kernel for a subcritical slab and on analytic 
continuation in a complex parameter to characterize eigenvalues in terms of 
singularities of the resolvent. The analytic continuation is based on a bifurcation 
analysis of some nonlinear matrix integral equations whose solutions provide a 
matrix Wiener-Hopf factorization of the Fourier transform of the kernel of 
the transport operator. 
1. INTRODUCTION 
Criticality problems for neutron transport translate to the mathematical 
problem of spectral analysis when transport is modeled by a linear Boitzmann 
equation of the form 
with A denoting a linear integro-differential operator. With no internal or 
boundary sources, one considers the initial-value problem for Eq. (1) and 
characterizes criticality by specifying those geometric and physical parameters 
which yield the spectral result that the spectrum of A is contained in the complex 
left half-plane and indeed has spectral values X with Re(h) = 0. 
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I f  the operator rl is such that X = 0 is an eigenvalue, then one seeks geometric 
and physical parameters such that the equation 
A* = 0, (2) 
with homogeneous boundary conditions, has a nontrivial and nonnegative solu- 
tion. The complexity of this problem is such that analytic methods often have 
to give way to numerical approximations or to a diffusion equation approxima- 
tion, or to both. 
Even for the simple model of one-speed transport in a homogeneous and 
isotropically scattering slab, no closed-form expression is known for relating 
critical slab thickness to the parameter which characterizes neutron fission 
production. Asymptotic methods for large slab thickness have developed from 
the, essentially equivalent, methods of Wiener-Hopf and of Case and Zweifel [l]. 
These Fourier transform methods display a decided jump in analytical 
difficulty in proceeding from one-speed models to multigroup or continuous- 
energy models. A main complexity occurs in obtaining a matrix Wiener-Hopf 
factorization, which is essential in this complex variable method. 
There is an extensive literature concerned with operator factorizations [2-51. 
One drawback with much of this theory is that it proves existence of a factoriza- 
tion but, except for scalar operators, provides little in the way of computational 
methods. 
This paper is written with two objectives in mind. One is to relate some 
neutron transport problems to operator-factorization problems. The other is 
to show that, with certain assumptions about the model, multigroup transport 
in a homogeneous slab does have enough special structure that computational 
methods can be devised for a rigorous computation of an operator factorization 
and that for obtaining asymptotic results for thick slabs some of the complexi- 
ties of the general theory of operator factorization can be avoided. 
We restrict our attention to N-group transport in a homogeneous slab of 
thickness 7, with other technical assumptions which are to be specified in the 
text. It is then, of course, well known that Eq. (2) is equivalent to an integral 
equation for the total flux, an N-vector v, of the form 
with 
k,(x) = 4 /,I, esp(-rZ) $ Co , 
where Z is a diagonal matrix with 1 = cl1 < ..* < oNN, and C, is an N x N 
matrix with nonnegative entries. 
kSUMPTION I. Some power of the matrix Co has all entries positive. 
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One problem is to find the functional relationship between C,, , Z, and T 
so that Eq. (3) has a nontrivial and nonnegative solution. This can be viewed 
as an eigenvalue problem. The matrix Z-lC, is nonnegative and has a positive 
characteristic value w0 , which is dominated bv the modulus of all other 
characteristic values. We introduce w and study the equation 
where 
M’e seek an equation f(~, T) = 0 which, for 7 3 0, determines real positive 0) 
for which there exists a nonnegative solution to Eq. (5) which is symmetric 
about .X := T.‘?. Given this function we can then find critical T for Eq. (3) h! 
solving .f(w, , T) := 0 (see Eq. (56)). 
Our approach to determining the function f(~, T) is to study the resolvent 
kernel for Eq. (5) and to investigate, for fixed 7, its singularities in the complex 
w-plane. \\\‘e base this analysis on a representation for the resolrent kernel which 
extends a result of Gohberg and Krein [3, p. 2731, on a Wiener-Hopf factoriza- 
tion, and on analytic continuation near a branch point of some nonlinear integral 
equations. 
2. REPRE~ENT.~TI~N~ 0~ THE RESOLVEKT KERNEL 
\\‘e first observe that, with a trivial modification of the proof in previous 
papers [6, 91 from an infinite to a finite interval, the equation 
f = wL,f t ,q* c-9 
with the operator defined by the kernel in Eq. (6) as 
has, for w --: I, a unique solution in the Banach space 44 of vector functions 
with norm 
&I similar estimate shows unique solvability in the space of vector functions 
which are measurable and essentiallv bounded with norm 
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It then follows by the Riesz Convexity Theorem [7, p. 5261 that there is unique 
solvability [8] in each of the spaces L?D (1 < p < co) with 
llfll, = .pxvWi II,). ,...). 
The solution to Eq. (7) for 1 w / < 1 and 7 < co can be expressed by 
fb) = cd4 + OJ y y@, Y>dY) d?,, (8) 
where the resolvent kernel Y is. an N x N matrix-valued function. It satisfies 
the two equations 
Y(X, 3’) = k(x - y) + w J.’ k(x - t) r(t, y) dt, 
0 
(9) 
Y(X, y) = k(x - y) + w 1’ Y(X, t) k(t - y) fit, 
‘0 
and depends parametrically on 7 and W. 
Because the dependence of Y on x and y is determined by K(x - y), it is 
possible to separate variables in T(X, y). The following result is valid for general 
equations of the form of Eq. (7) together with solvability conditions, and extends 
results of Krein and Gohberg [3] from the half-line to the finite interval, [0, r]. 
The representation is similar in form to that in Gohberg and Feldman [5] for 
the scalar case on a finite interval. The method of proof, which is given in 
Appendix A, is different from their methods. 
The following theorem is expressed in terms of the matrix functions defined by 
THEOREM 1. For j w 1 < 1, the resolvent kernel in Eq. (9) is given by 
Y(X, y) = w J-pli- [y&x - t) y& - t) - Yr(7 - Jc + t> Yl(T - 3’ + 4 dt 
+ /;:‘,a:;; 
for 0 < X < y < 7, 
forO<y<:<~. (11) 
The matrices 7,. and y1 satisfy the equations 
~$4 = k(x) + w ST n(t) k(x - t> dt, 
0 
(12) 
r,@) = k(x) + w j-’ Nx - t) y,(t) cit. 
0 
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For 7 < 03, the integral operator L, in Eq. (7) is a compact operator in both -V, 
and 2s , and consequently its nonzero spectral values are eigenvalues of finite 
multiplicity. The characteristic values (reciprocals of eigenvalues) and eigen- 
vectors are determined by poles and residues of the resolvent kernel in its 
dependence on the complex parameter W. The above theorem shows that we can 
instead study the dependence of yr on W. The equation for y1 determines spectral 
properties of the operator adjoint to L, . 
\i’e study Eq. (12) by use of the Fourier transform defined for real z by 
denoted by capitalizing the functional letter, and understood for vectors and 
matrices to be computed for each component or entry. I f  yT has support in 
[0, T] and yr* denotes the extension of y  from [0, T] to (-co, cx)) by Eq. (12). 
then we have, with k*y denoting convolution, 
yl.* = k + wk*y,. . 
or equivalently, with I denoting the identity matrix, 
(13) 
rr*(x) = (1124 j-1 exp(--z.lcz) K(z) [I $~ UT,(Z)] &. (14) 
In this improper -integral, convergence is in the mean with respect to the 
variable x. 
By the Wiener-Hopf method we obtain a representation of r,. , which together 
with properties of K, provides a more useful representation of Y,. . We introduce 
functions yr and y2 with support in [0, co), and write Eq. (13) as 
y,(--x) + y&) + Y& - T) = J4.r) + wk*y,(d. 
An application of the Fourier transform yields 
[I - UK(Z)] T,(z) = K(z) - T,(---z) - F2 exp(iTz). (14’) 
It has been shown ([3, p. 2791 or [9]) that for j w j < 1 and for real z, 
-00 < z < co, the matrix I - UK(Z) is nonsingular. Hence we have 
I - WI’,(Z) = [I - wK(z)]-l [I - d’,(--z) - UT,(Z) exp(i7z)], 
and the representation 
Yr*(“) = u/w j-1 exp(z&) K(--z) [I - wK(---z)]-l [I - d’,(z)] dz 
(15) 
- (li274 j-1 exp[i(T - N) Z] K(z) [I - UK(~)]-l wr2(z) dz. 
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With 0 < .X < 7, these improper integrals converge in the mean to yr since they 
converge in the mean to y,.* on (-co, co). 
I f  we can solve for r, and r, , we have a representation of yr , and 
then additional properties of K will allow a useful shift of contours from the 
real z axis. For the special k of Eq. (6) we have 
So K is an even function of .z and analytic in z off the branch cuts [i, ico) and 
[-i, -ice), where the jump in K on [i, ioo) is 
K+(k) - K-(k) = (CT/is) D(s) c, (17) 
with D(s) is a diagonal matrix given by 
i 
1, for oii < s < co, 
d&) = 
0, for 1 < s < oii . 
Our analysis makes use of the facts that rr is an entire function of complex z 
and that r,(z) and r,(z) are analytic in Im(z) > 0. In order to exploit these 
facts we need a Wiener-Hopf factorization of the matrix function (I- &C(z)). 
We quote some results which, for the applications we have in mind, are most 
simply proven by Mullikin [9]. Proof in a more general setting by Banach 
algebra techniques can be found in [5]. 
Since k is in both 2r and 2s) matrix functions are uniquely defined in 2i 
and Y; for 1 w 1 < 1 by 
Q,(x) = k(x) + w Jo= i&(t) k(x - t) dt, 
(18) 
l&.(x) = k(x) + w fm k(x - t) Q,.(t) dt. 
‘0 
In the subsequent analysis, we will display the dependence of the matrices on w, 
when needed for clarity. 
The matrices Hl and H, are well defined by 
H,(z, W) = I + w som Q,(x, w) exp(ixz) dx, 
(1% 
H,(z, w) = 1 + w r 
m 12,(x, W) exp(ixz) dx. 
-0 
For ] w j < 1, the H matrices are analytic in w and in z for Im(z) > 0. They 
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are continuous and nonsingular for Im(a) > 0. For Im(z) = 0, they provide a 
Wiener-Hopf factorization 
[I - d(z)] H&z, co) H,(-2, co) 1 1. (m 
For Im(z) ;> 0, the H matrices are related to their boundary values on 
Im(z) == 0 by the linear relations 
and by the nonlinear relations 
‘Vl’e use these results to put the representation in Eq. (1.5) in a form to which 
we can apply analytic continuation in w in the next section. It is convenient to 
define matrices for Im(z) > 0 by 
P(2) = H,(z) [I - cur&)], 
(23) 
and to use evenness of K to write Eq. (15) as 
y&r) = (1/27r) !“= K(z) [I - ~K(.z)]-~ H;‘(z) [P(z) esp(i.rz)] 
- % 
(24) 
- Q(z) exp[i(T - X) z)] &. 
\l’e will use analyticity of K in Im(z) > 0 off the cut [i, jco) and jump conditions 
on the cut to move contours to the cut, which brings in that part of the con- 
tinuous spectrum in the Case method related to the “half-range completeness” 
[ 11. The most complicating factor in moving contours in Eq. (24) is that we must 
compute residues at zeros of det(l- U&(Z)), which relates to the discrete 
spectrum in the Case method. Dependence of these zeros on C and Zhas been 
studied in special cases [lo]. Pahor and Shultis [1 l] have shown that the zeros 
are either pure real or pure imaginary when C is assumed symmetric in the 
general N-group theory. From the evenness of k’(z), and from the analysis of 
Krein and Gohberg [3, p. 2791, it follows that, for 1 w 1 < I, and real, the zeros 
occur in pairs &zj , with Im(zj) > 0. 
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At a zero of det(1 - UK(Z)) we denote by Rj the residue of the matrix 
function (I- wK(z))-l at zj , which is a matrix. We can move contours in Eq. 
(24) into the upper half-plane by analyticity and square-integrability of all 
matrix elements in the integrand on lines parallel to the real z axis. In order to 
pass to the branch cut of K we need. 
ASSUMPTION II. Off the branch cut, det[1- wK(z)] = 0 has a$nite number 
of roots &zj and on the branch cut [i, ico) the matrices (I - UK+) and (I - wK-) 
have bounded inverses for 1 w / < 1. We also assume this to be true for w in some 
neighborhood of w = 1. 
The assumption of finitely many roots off the branch cut is a generalization 
of the properties of the one-group isotropic transport kernel. Assumptions 
concerning the behavior near the branch out of (I - wK)-l generalize the 
behavior of some one-group models analyzed by Mullikin and Leonard in [12]. 
These two assumptions are also satisfied in many two-group models studied by 
Siewert and Shieh [lo]. We will see that the roots off the branch cut determine 
the asymptotic behavior of the steady-state flux, while the behavior of [I - wK]-l 
near the branch cut determines the properties of the flux near x = 0, x = T. 
We then obtain the representation, valid for 0 < x < 7. 
WY,(x) = i gl RjH;‘(Zj) {P(zj) exp(ixq) - Q(zj) exp[i(T - X) 4 
+ (w/2) Jim [I - wK+(it)]-l D(t) C[I - wK-(it)]-’ H;‘(it) (25) 
x {P(it) exp(-tx) - Q(it) exp[-t(r - x)]} (dt/t). 
In this representation we still need the matrices P and Q. In Appendix B we 
show that, for 7 sufficiently large, matrices P,, , Q,, , and Pi (j = l,..., m) can be 
uniquely computed as solutions to Fredholm integral equations which are 
rapidly convergent for large 7. Given solutions to these equations, we then 
show that 
P(Z) = PO(z) - f exp(i& A,(Z) Q(Zj), 
j-l 
(26) 
where the matrices Aj are defined by 
A,(Z) = Pi Hi’ RjH;‘(zj). (27) 
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The matrices P(zk) and Q(zJ for K = I,..., m satisfy the system of linear matrix 
equations 
P(zk) = Po(zk) - f  exp(i7zj) -lzj(zg) Q(zi) 
j-cl 
,n 
(‘8) 
Q(zJ = Qo(zk) - C exp(iTzj) --Ij(zk) P(.z,). 
J=l 
For 0 < .V < T, the integrals in Eq. (25) converge uniformly, by our assump- 
tions on K and the results of Appendix B. We see that the dependence on w of 
yr is given for 0 < s < T by dependence on w of the matrices H, , H,. , P, and Q 
and of the constants zj (j = I,..., m). 
3. L4~~4~~~~~ CONTINUATION OF THE RESOLVENT KERNEL 
It is clear from Eqs. (25)-(28) that singularities in the w plane can be investi- 
gated by analytic continuation of the matrix functions HI , H,. , P, and Q in the 
parameter W. This is not a trivial problem; however, we can obtain continuation 
in a neighborhood of w = 1 by bifurcation analysis, whose success depends on 
on iZssumption I. 
The following analysis can be carried out with a rather mild assumption 
about dependence on w of the roots &xj of dssumption II. For the sake of 
simplicity, however, we add to our previous assumptions the restrictive 
.kXVbfPTION III. For w near 1, det[I - wK(z)] has a single pair of zeros 
-&zl off the branch cuts. 
This is in direct analogy with the properties of the one-group isotropically 
scattering kernel. The importance of the single pair of roots here will be to 
elucidate the asymptotic behavior of the flux in regions away from the slab 
faces, .Y = 0, .r = 7. 
We first apply bifurcation analysis to the characteristic equation 
det[l - (1 - C) K(z)] = 0 (29) 
for small 1 E 1 = 1 1 - w 1 . I f  z is a root of this equation, we denote by U[(C) 
and U,(C) solutions to 
U,‘[I - (1 - 6) K(z)] == 0, 
[I - (1 - l ) K(z)] trr = 0, 
(30) 
with U’ denoting a row vector. By Assumption I and the Frobenius theory of 
positive-entried matrices [13], there exist for z = 0 = E positive-entried vectors 
+Og.‘j8,!3-12 
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U,(O) and U,.(O), and there are no other linearly independent solutions. We 
normalize these vectors by 
U,‘(O) U,(O) = 1. (31) 
In Appendix C we prove 
THEOREM 2. With Assumptions I-III, the characteristic equation, for E suf- 
ficiently small, has only tzlo roots +z, for z off the branch cuts of K. These roots 
are analytic functions of # for -r < arg(<) < 7r, are pure imaginary for 
arg(e) = 0, and1 
q(c) = ia&i2 + O(E), (32) 
with the number a = (2/( - U,‘(O) K”(0) U,(O)))lp positive since the second 
derizlative K”(0) of the matrix K has negative entries. Also, eigenvectors can be 
chosen analytic in E with 
LIT(E) = U,(O) + O(E), 
Ul(E) = UC(O) + O(E). 
(33) 
In terms of these eigenvectors, the residue R, is a matrix of rank 1 given by 
R, = -( ~/wU~‘(E) K’(q) U,.(E)) UT(e) Us’. 
Here K’ denotes the derivatiz,e of the matrix K, not its transpose. 
(34) 
Analytic continuation of the H matrices is similar in technique to the proof 
of Theorem 2, but it is technically much more difficult and is presented in 
Appendix D. The proof is an application of bifurcation analysis to the nonlinear 
equations (22), and extends the well-known result [14] for scalar equations that 
there are two solutions near w = 1 which are power series in &Is. Only one of 
these solutions is physically significant. We denote it by HtP and HrP, and we 
denote the extraneous solution by Hi1’ and Hjl’. 
The appropriate matrices can be easily obtained by comparing the conver- 
gence properties of the two solutions for w real and less than one. From Appen- 
dix D, we have that the entries of HrP(is, w) and HIP(is, w) are dominated by 
those of H,(is, 1) and H,(is, 1) respectively for w real and less than 1. This fact 
will be strongly exhibited in the behavior of the lower-order terms in the series; 
since, for < suitably small, the lower-order terms predominate. These two 
observations enable us to pick out the physically significant solution. 
Surprisingly, these two solutions are related by a simple formula, as in the 
scalar case [17]. I f  we introduce vectors by 
VI’(e) = Ul’(c) [H,P(z,)]-1 and tf/,(e) = [HrP(dY Ur(4, (35) 
1 The symbol “O(E)” represents terms proportional to c for small c. 
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then 
(36) 
The proof is in Appendix D. 
\\‘e are particularly interested in continuation of the HP matrices to real 
w ‘1 I to search for characteristic values of the integral equation (5). The w asis 
for CC) 3;. 1 is a branch cut of the continued functions ai , H,‘, and H,.P. Since 
w m= I - 6, we compute limits at w + = 1 + E- from above the cut by taking 
t =:c- esp(i0) and letting 0 approach -rr. 
\f’e use the notation 
,“+ = lim .zi(~+ exp(i@), 
e---n 
and obtain from Appendix C the result that am is a positive real number for 
0, ‘- I ) 
,R' _ &-- -- ,)l!Z + qw ~~ 1). (37) 
Note that Z+ is a positive real number obtained as the limit of roots z,(t) of the 
characteristic equation with Im(z,(E)) > 0 for --rr < P T- 0. 
In Eq. (25) we can compute Y,.(x, w+) for 0 < s < T provided limits are 
defined for R,, H;l, P, and Q. Assumption II allows an interchange of the limit 
with the integral. By results in Appendix D the matrices H;‘(?) and H,:‘(z-) 
are well defined for W+ > I. By Eq. (34) th e matrix R, has a well-defined limit 
at w+ for W+ - 1 sufficiently small, and this matrix is of rank 1. By Eq. (B7) 
the matrices PO, Q,, , and P, have well-defined limits at ~~1 for T sufficient11 
large. So the matrix -4, in Eq. (27) is well defined, and for brevity we drop the 
subscript. 
The only possibility that y,.(.~, wT) fails to esist for W. near I and T sufficiently 
large is that the matrix equations (28) fail to have a solution. For T -p.: -L these 
can fail to have a solution only for discrete values of W-~, characteristic values of 
the compact operator L, . I f  W& is such that a solution to Eq. (28) esists, n-e can 
rewrite Eq. (25) with m := 1 as 
w+y,.(s) .=- iR,H;l(z+) exp(&+,2) ([P(z’) - Q(.z+)] cm z’(T,? - .x) 
- [P(z’) + Q(z+)] sin ~‘(7 2 - .v)I 
+ (w/2) Cm [I - wK’(it)]-’ D(t) C[I -- tdc (it)] ’ (38) 
‘1 
.x H;l(it) exp(-ffTj2) {[P(it) - Q(ir)] CO& f(~ 2 ~ .vj 
- [P(d) + Q(it)] sinh t(~/2 ~ .x): (df.t). 
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We are interested in the condition that yr have a pole with residue which is a 
rank 1 matrix determined by a constant vector and a column vector of positive 
functions of x, even about x = ~12. This condition is implied by computing 
the residue in Eq. (I 2) for Y,. and insisting that this determine a positive solution 
to Eq. (5). 
A necessary condition that Y,. have a residue with the desired property is that 
the matrix (P - Q) have a pole at w + for 7 sufficiently large. From Eqs. (26) 
and (27) we see that 
= PO(z) - f&(z) + A(z) exp(irz+) [I - 4(x+, r) exp(i7z+)]-1 [Pe(z+) - &(z+)]. 
(39) 
A necessary condition for criticality is that 
det[l - 9(z+, T) exp(iTz+)] = 0. (40) 
This states that exp(--irz+) is an eigenvalue of the matrix A(z+, T), which is of 
rank 1. 
To prove that Eq. (40) is a sufficient condition for criticality requires an 
investigation of the residue of yr . This is a difficult problem requiring knowledge 
of the eigenvectors of the matrix 9(z+, T). We consider this in the next section 
for 7 tending to co. 
The question for smaller values of T remains open. These results are for 
large 7, since we use the contracting properties of T, in solving for the appro- 
priate matrices in A(+, T). Indeed, we need only consider values of 7 such that 
(I - T,') remains invertible. 
We have arrived at Eq. (40) by computing yr(x, w+). The same condition 
follows from computing Y<(N, W-) and making use of the result from Eq. (D.5) 
that 
-- 
H~p(z, w) = Hf(5, cs), 
H,P(Z, w) = H,P(Z, W). 
(41) 
4. ASYMPTOTES 
We investigate Eq. (40), which we now write by use of Eqs. (27) and (B7) as 
det[exp(--iTa+) I- (I - 2z+T,(P,) (zf)) B(z+)] = 0, (42) 
where B is independent of 7 and given for z+ > 0 by 
B(zf) = ( 1/2zf) H,-l(zf) RH,-l(z+) 
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or, by Eqs. (34) and (35) as 
This matrix, of rank I, has I-,. as eigenvector with nonzero eigenvalue X(z ) 
given by 
I -t’(E) r’-,(c) 
G+) = - &J+,+U[‘(<) K’(z+) UI(E) . (4) 
THEORM 3. The eigenvalue X(2+) is of modulus I and 
lim h(z+) = - 1. 
;+LO 
Proof. The quality V1’LI, occurs in Eq. (36), and we have 
li+(z - 2’) H/q z, co*) = (2z+/V,‘V,.) T,’ I-,‘. 
But Hj’) and Hi” give a Wiener-Hopf factorization, Eq. (20) so that 
my+(z - z’) J@‘(z) = lim(z - 2’) [Hp’(--z)]-l [I - G&z)]-‘. 
Combining the last two equations and using Eq. (34) for the residue of 
(I - w+K(z))-l, we get 
X(2’) [fp--z+)]-’ UJ,’ == L’,.I.r’. 
From Eq. (41) and Theorem 4 of Appendix D, we see that 
(45) 
H;)(--z+) = HrP(z+), 
and with Lr,‘U, f  0 we get from Eq. (45) that 
A(.z’) = UI’I~‘,/U1’Fr . 
(46) 
Since U, is a vector with positive real entries as a solution to Ur’(I-- w+K(z+)) =0 
for the positive matrix w+K(z+), we see that h is a complex number of modulus I. 
By using Eqs. (35), (D5), and (D6), we can express T:, by 
Consequently, we have 
.++) = _ ul’(~+) .f~fV(is, w+) W4s(s2 + (~+I*)) U&+) 
UI’(c+) J,” Rzp(is, w+) DC(ds/s(s2 + (z+)“)) U,(E+) * (47) 
and, since H/‘(is, 1) is real-valued, we get h(O+) = - 1. 
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Defining X1 by 
and real B(z+) by 
exp[i(e(z+) - rr)] = h(z+), 
(48) 
(49) 
we can express B by 
B(z+) = exp[i(e(z+) - n)] l/,X,‘. 
Then Eq. (42) is equivalent to 
exp[--i(7z+ + e(z+) - n)] = 1 - 2x+Xr’T(P,) V,. . (50) 
It is difficult to prove that this equation has real 7 and Z+ as solutions, since 
this requires showing that the right-hand side is a complex number of modulus 1. 
Using positivity of the kernel in Eq. (5), we can show that the smallest charac- 
teristic value, W+(T), of the operator L, in Eq. (7) is greater than 1 and a conti- 
nuous monotone decreasing function of increasing 7 (A proof [19] is similar 
to that given previously for scalar operators [16].) We have been able to show 
that W+(T) goes to 1 as T goes to infinity only with the added hypothesis that the 
matrix C is also symmetric. Then L, is symmetrizable and an easy Rayleigh- 
Ritz estimate using the constant vector function U,(O) shows that lim w+(T) = 1 
as 7 - co. This demonstrates rigorously that Eq. (50) has solutions for large 7 
if C is also symmetric. 
When C is not symmetric, proving this result for W+(T) is difficult. For general 
nonsymmetric C satisfying Assumption I, we are forced to use the following 
characterization of the dominant eigenvalue, ;\, given by Karlin [18]: 
x =Sup{h:f>O, Tf3hf) 
= Inf{x:f 3 0: Tf < Af}. 
The difficulty in applying these has made the question of convergence of W(T) 
open for the general cases. In Appendix E, however, we discuss a class of non- 
symmetric C for which Rayleigh-Ritz estimates can be used to show 
limw(7) = 1, T+ co. 
We obtain asymptotic formulas if in Eq. (50) we neglect terms of the order 
exp( -7) and consider 
exp[--i(Tz+ + ez+) - v)] = 1. (51) 
For 1 x - T/2 / < T/4, the integral terms in Eq. (38) are of the order eXp(-T/4), 
and the approximate residue of Y,. at a solution to Eq. (51) determines the 
approximate solution to Eq. (5) 
p)(& W’) Gz Ur(C+) COS Z+(T/2 - X). (52) 
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Equation (51) has an infinity of solutions, but the one which gives the approx- 
imate v(.v, w+) positive for 0 < .Y 52 7 is 
rz+ + e(Z+) - 7r = 0. (53) 
The quantity B(z+)/2z+ is the “extrapolation distance” which gives the distance 
from the faces of the slab at which the approximate flux in Eq. (52) first 
vanishes. We have 
B(.z+)/~z+ = (l/Zz-) arg( --h(z--)), (54) 
and Eqs. (47) and (D7) can be used to study dependence on u”m in terms of 
moments of the matrix HLP(is, 1) for I < s < 8~. 
It follows, for example, that for w L_ near I, 
where the bounded and nonnegative function N. is defined for I :c; t <’ IYI hv 
- x3 
a(t) = U,‘(O) J DCH,P( is, 1) (+a) H,P(if, 1) n(t) crri(0). 
1 
Thus we have 
where 
e(z’-)/2z+ = an + O(1 - w+), (5% 
satisfies 0 < LX,, < 1. With HLP(it, 1) D(t) = I + 0( l/t) as t ---t x), it would 
seem that, probably for N groups, $ < Ada < $, in agreement with the one-group 
result CL,, = 0.7104. Combining (53) and (55) we approximate the critical slab 
thickness for the parameters in Eq. (6), 
ire = (7r/2zf) - ql + O( I - w,,) 
provided the positive eigenvalue w,, of the matrix X-Y’,, is near 1. 
06) 
5. CONCLUSION 
The spectral results of the previous sections for Eq. (5) are limited to 
characteristic values, W, near 1 and to matrices .Z and C for which det(1 - WAY(Z)) 
has only one pair of zeros in the complex z plane. This last condition can be 
relaxed with added complication in the linear algebra. It is not at all easy to carry 
forward the analytic continuation in w away from a neighborhood of w = 1. 
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Even with these restrictions, we obtain some results of possible interest for 
numerical work on N-group problems. 
First, from Eq. (54) and related Eqs. (35), (44), (D5), and (D6) a computa- 
tional program could be devised for determining an extrapolation distance for 
use in defining boundary conditions for the multigroup diffusion equation 
approximation. As in the one-group models, this serves to give agreement of 
the transport and diffusion computations only asymptotically as w,, decreases 
to 1 and 7, goes to infinity. 
Second, the integral terms in Eq. (38) determine the behavior of y,(x) for N 
near 0 and 7. Finite-element methods in numerical computations are more 
efficient if attention is paid to singularities [20]. Suppose, for example, that such 
methods were to be used to approximate the solution 9 to Eq. (5). This is 
determined by the exact residue of Y,. at a characteristic value. The integral 
terms in the residue determined from Eq. (38) show that v has logarithmic 
singularities in its derivative at x = 0 and x = 7, as would be expected because 
of one-group theory. This could be studied in more detail from the given 
representation. 
APPENDIX A 
We study the particular matrix form of Eq. (7), 
1(x, z) = exp(ixz) I+ w lT k(x - Y) Jr, 4 4~. (AlI 
The solution, given by Eq. (8), is written as 
wR(x, 2) = /(ix, 2) - exp(&), w 
where r(x, y) is set equal to zero outside the square 0 < X, y d 7, and R(x, z) 
denotes for fixed x the Fourier transform 
Wx, 4 = lT y(X, y) exp(iyx) 4. (A3) 
Differentiation of Eq. (Al) with respect to x and an integration by parts 
gives for the derivative 1X an equation whose solution is 
j&x, 2) - i2/(x, 2) = w+, 0) JO, 2) - 4% 4 .I(79 2). (A4) 
This differentiation, clearly valid for continuously differentiable kernels, can be 
shown valid for integrable kernels by smoothing and passing to the limit. We 
omit the details and refer to a paper [14] where this is done for scalar kernels. 
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An equivalent form of Eq. (A4) is 
J(x, 5) = JO, z) exp(i.rz) + w lz[r(t. 0) J(0, s) - v(t, 7) J((7, z)] exp ~Z(X - t) dt. 
We enter this in Eq. (A2) and use Eq. (A2) for x = 0 and .E = 7 to replace 
J(0, z) and J(T, z). This gives 
R(.r, z) = [ZqO, z) - j:‘-, y(0, t) exp(izt) dt] exp(&) 
..c 
f- w ‘o [Y(S - t), 0) + Y(X -. f, 0) zqo, z) - Y(X - t, T)  R(T, z)] 
I 
>< exp(izt) dt (W 
after a change of integration variable and use of 
Y(0, x) = Y(’ - s, T) and Y(T,  7 - x) = Y(S, O), l-46) 
which follow from Eq. (9) and evenness of the kernel K. 
The variable x’ appears as a parameter which we fix to compute the inverse 
Fourier transform in Eq. (A5). Th e integral in Eq. (A5) computes Fourier 
transforms of the kernel r multiplied by the characteristic function of the 
interval [0, x]. The product of Fourier transforms in Eq. (A5) goes to convolu- 
tions under the inverse transform. The result in Eq. (1 I) follows from this 
inverse trandform by use of Eq. (A6) and the definitions in Eq. (10). 
APPENDIX B 
We use the factorization, Eq. (20), to obtain from Eq. (14) the two equations. 
valid for Im(z) > 0, 
w o2 
--I 277-i -= H;‘(t) Tr(t) -c- f+z 
w * r=-- s 27ri --m fw fw & - 2 Jr_L cc 
w a -- 
I 2%4 -m 
Z&(-t) Z-&) e dt, 
and 
(Bl) 
+ & 1-1 H,(-z) [I - wTl(z) - Z + w@)] exp(it7) & . 
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The left-hand sides of both equations equal zero, since the contour can be 
moved into the upper half-plane and use made of boundedness of H;l and 
vanishing of r,(x) and r(--z) exp(z&) for Im(z) -+ +CC, as the Fourier trans- 
forms of r7(.x) and Y~(T - x) with support in [0, T). 
If use is made of Eq. (21) and H,(-t) = H;‘(t) (I - OX(~))-l, Eq. (Bl) is 
equivalent to 
0 = Z - H,(z) - wH,(z) r,(z) 
H;‘(t) (I - c&(t))-l r2(t) exp(itT) & . 
In terms of P and Q of Eq. (23), this is equivalent to 
P(z) = Z - ‘f H;‘(xj) RjH;‘(zj) Q(z~) e~~~~) + Tr(Q) (4 (B3) 
j=l , 
after moving contours, by Assumption II, to the branch cut [i, ;cc) of K. The 
integral T, is defined by 
T,(A) (z) = 5 [la H;‘(it) (I - wK+(it))-’ D(t) C(Z - wK-(it))-l 
x H;‘(it) A(it) ~~tp~z~~ dt. 
W) 
From Eq. (B2) we obtain the equation 
Q(z) = - f H,‘(xj) R,H;‘(q) P(zj) ‘;‘y;; + TAP) (4. (B5) 
j=l 
Using linearity of the equations for P and Q and treating P(zj) and Q(zj) as 
known quantities, we get the representation in Eqs. (26)-(28) if we define 
Po,Qo, and Pi as solutions to 
and 
Po = Z + TAQoh So = TAP,), W) 
Pj(,> = (l/(z + Zj)) z + T,(Pj) (2). (B7) 
For z in [i, ice) these equations can be solved by iteration to converge uniformly 
if 7 is sufficiently large, since from Eq. (B4) 
II T, II < c exp(--7) for some constant c. 
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APPENDIX C 
By Assumption I, the equation 
det(1- wK(z)) = 0 (Cl) 
has the solution z = 0 and w = 1. By Assumption III, the equation has only 
two solutions *z, for w near 1. 
D’e study these solutions and corresponding null-vectors by considering 
the vector equation 
(I - wzqz)) A- = 1. CC? 
in the equivalent form, for E = I - W, 
(Z - K(0)) x = (K(z) - K(O) A- - EK(Z) A- + I-. (CJ) 
Since the rank of I - K(0) is N - 1 with left and right null vectors U,‘(O) and 
U,(O), the matrix L is well defined by 
L = [I - K(0) - U,U,‘]p1 
and satisfies the identities for all vectors X, 
L(I - K(0) x = s + (U,‘(O) X) c:,.(O), 
X’(Z - K(O) L = S’ $- (xc’,(o)) LTl’(0). 
((‘4) 
Equation (C3) is equivalent to the equation 
x = c&(O) + L[K(z) - K(0) - EK(Z)] x + LY, w 
with LY equal to the unknown quantity U’(0) X, and to the solvability condition 
U,'(O) ([ox(z) - K(O)] x7 -t Y) = 0. (C6) 
Case I. Y = 0. With Y = 0 we can choose ti = I in the homogeneous 
version of Eq. (C5) and use the fact that [K(a) - K(O)] is small for small ) z / 
to compute 
x = (I - L[wK(z) - K(o)])y C,.(O) (C7) 
for i z / and j E j sufficiently small. Expanding the inverse by a Neumann series 
and putting this in Eq. (C6), we relate z and E by 
U,‘(O) [wzqz) - K(O)] 5 [L(wK(z) - K(O))]‘” LTr(0) = 0. (C’S) 
,1 =o 
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Since K(z) is analytic near z = 0, we have an equation which is analytic in z 
and E, and by evenness of K(z) 
u’(0) K”(O) U(0) z? = 2< + O(z4, 6”). (C9) 
For j E 1 small, this equation can be solved uniquely for za as a function of E, 
and z2 is real for f real. The Piusseaux expansion gives the two roots to Eq. (C8) 
given in Eq. (32). 
These are roots of Eq. (Cl), since we have the nontrivial solution 
U?-(E) = f (LC~~W - Jwl)” um (ClO) 
?I=0 
to 
A similar analysis gives 
[I - wK(z*)] x = 0. (Cll) 
m 
Ul’(4 = U,‘(O) c GJ&%) - W)lL)“Y VW 
n=o 
and the conclusion that U,.(e) and U,( ) E are analytic functions of E, since (z# 
is analytic in E and K(z,) is analytic in (z~)~. 
Case II. Y # 0. For 1 z 1 and 1 E 1 small but z # fzl and w + 0, we 
have 
and 
x = (I - L[wK(z) - K(O)])-’ (d,(O) + LY), (C13) 
d,‘(O) [UK(Z) - K(O)] (I - L[wK(z) - K(O)])-l U,(O) 
= -U,‘(O) n - U,‘(O) [wK(z) - K(O)] (I - L[wK(z) - K(O)])-‘LY. 
(C14) 
By Eq. (C6) the coefficient of in vanishes at zi and an expansion for fixed E # 0 
shows that 01 and X have a pole at zi at most of order 1. With R denoting the 
residue of [I - UK(Z)]-l at zr , we have 
RY = (i+li(z - zl) cx) UT(c) 
from Eq. (C13) and (C14). 
(C15) 
So R is a matrix of rank 1 if the residue of OL at zr is not zero for all vectors Y. 
An expansion about zi of the equation 
[I - wzqz)] x = Y 
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shows that R is given by Eq. (34), since 
c:[‘(E) zqz,) U,(E) = U,‘(O) K”(O) c:,.(o) + O(G) 
does not vanish for / E j sufficiently small. 
Lf’e also remark that a similar analysis can be used to study the roots and null 
vectors of (Cl) as perturbations of the roots and null vectors for w == 1 in the 
case of nz pairs of roots. The perturbation analysis becomes simpler when C is 
symmetric. From Eq. (16), we see that K can be symmetrized and thus (I - wK) 
can be replaced by a symmetric matrix. Arguments similar to those in [15] can 
be used to examine the roots and null vectors for w near 1. Using the results 
of [I I], we find that the roots for j SI > 2 move along the imaginarv axis in the 
neighborhoods of the roots for w =m: I. 
APPENDIX D 
For ~ w e< 1 and Im(z) > 0, Eq. (A2) is valid for T mm= x’. Then by Eqs. (IO), 
(18), and (19) we have 
H&4 = I,@, 47 PI) 
where 
JJx, z) = exp(i.tz) Z f  w J,, k(.v - ~1) J(.v, a) dv. 
Similarly we have 
HA4 = JdO, 4, 
(I>?) 
CD?) 
These are the HP matrices which satisfy Eqs. (21) and (22). 
For 0 < w < 1, these equations can be solved by Neumann series, which 
for o == is, 0 < s < 00, are power series in w with coefficients that are non- 
negative functions of S. Therefore HTp(is, W) and HIP(is, W) for 0 < w < I and 
1 < s < x, are positive matrices dominated below by the identity matrix. 
Moving contours in Eqs. (21) and (22) and using Eq. (30), we obtain the 
equations 
H;‘(z, w) = Z - y  ix H,(h) D(t) C 
dt 
- ‘1 t(t - iz) ’ 
W) 
H;‘(z, co) = Z - y  ix D(t) CH,(it) t(t ” ;~)I 
-1 
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and 
H,(z, w) (I - wK(z)) = 1 + F j” H&q D(t) c t(t d” iz) 7 1 
(I - wzqz)) H&z, w) = z + t j- D(t) CH,(it) t(t d” + . 
0’5’) 
1 
Using (D.5’), we can obtain the linear constraints 
m5) 
A replacement of z by i/p and t by l/v transforms these equations to the 
interval [0, I] of the form familiar in radiative transfer theory [21]. This is a more 
convenient form for numerical computations. 
We want to apply bifurcation analysis to Eq. (D5), and for this we need 
LEMMA 1. The HP-matrices for z in [i, im) are monotone increasing functions 
of w in 0 < w < 1, uniformly bounded in z. Letting H(is, 1) and H(is, 1) denote 
these limits, at w = 1 for 1 ,< s < 00, we find that they satisfy Eq. (D5) for 
w=landEq.(D6)forw=landz,=O. 
Proof. Let zr = is, with 0 < s1 < 1 by Theorem 1. Since 
1 1 
--<f[l---- t + Sl 1 t+s, ’ l:<t<cQ, 
we get from Eqs. (D5) and (D6) that 
Ur(c) > H,P(is) $ I= H,Vt) o(t) (2 tz(td; sl) Ur(c). 
1 
Since the right-hand side consists only of positive quantities, entries in 
H,.P(is, W) and HIP(is, w) are uniformly bounded in s as w increases to I. 
We seek solutions to Eq. (D5) of the form 
H,(is, W) = [I - G,(is, l )] H,(is, l), 
H,.(is, W) = H,(is, 1) [I - G,(is, l )]. 
(D7) 
For the G matrices we obtain the equations 
G&S, l ) - H#, 1) t jz o(t) CH,(it, I) G,.(ir) & = O(c, G , GA 
1 ow 
G,(is, 6) - + fK G,(it) H,(it, 1) o(t) C $$ H,(is, 1) = O(C, Gl , G,.). 
‘1 
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If we replace the nonlinear terms on the right-hand sides by the zero matrix, 
we obtain homogeneous equations for which we need 
LEMMA 2. The homogeneous equations for Eq. (D8) hare solutions 
rp[ = ql,. =- (I js) TV,.W[‘, 
where the positice zectors satisi\l 
0 = Ii’,’ [I - ; jy- H&t, 1) D(t) C(dt tq ( 
0 = [I - 4 IL D(t) cH,.p, I) (d+q ~1,. . 
'1 
(1~9) 
(DIO) 
These solutions are unique up to a scalar multiple. 
Proof. That vr and vr in Eq. (D9) are a solution of the homogeneous version 
of Eq. (D8) is readily demonstrated by direct substitution, a partial fraction 
representation of s/t*(t + s), and use of Eqs. (D5) and (DlO). LVe omit the 
elementary computation. 
That this solution of the homogeneous equation is unique to within a scalar 
multiple follows from the fact that every solution satisfies equations of the form 
v[(is) =- fH,(is) JIy~ D(t) CH,.(it) 
r 
a. 
x vL(iu) H,(b) D(u) C d” 
'1 
t) HT(it) --L . 
U(U t(t + 5) 
The right-hand side operates on CJQ considered as a vector function on [ 1, x.) 
with N2 components. This operator is linear and maps nonnegative, bounded, 
continuous vector functions into positive vectors [ 191. There can be only one 
positive eigenfunction, up to scalar multiple, for the positive eigenvalue I. 
1Ve can state the main result: 
THEOREM 4. For ! E I .-G / 1 ~ w 1 suficiently small, Eq. (D.5) has on!v t.wo 
in clp for -7-r --[‘alg(c) < 
solutions for z in I, 2~0). These are continuous.functions o-f z in [i, ix) and anahtic 
-. 7r. 
Proof. Standard bifurcation analysis replaces Eq. (D8) by nonlinear equa- 
tions to be solved by iteration and by a bifurcation equation. It is not difficult 
to show that the bifurcation equation has two solutions as power series in C? ‘.!, 
because of positivity of the H matrices for z in [;, in) and w = 1 and of positivity 
of solutions to the homogeneous equations adjoint to those in the homogeneous 
version of Eq. (D8). We omit the lengthy details and refer to [19]. A similar 
analysis of the scalar H equation [14] shows the essential steps. 
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One of the solutions guaranteed by this theorem is identifiable with the HP 
matrices defined in Eqs. (Dl) and (D3). It results in taking the power series in 
El/?, -n < arg(E) < r. The extraneous solution, which we have denoted by 
H(l), results from taking --E 1 r 2. Direct substitution of the right-hand sides of 
Eq. (36) into Eq. (D5), a partial fraction decomposition, and use of the fact that 
V’r and l’, of Eq. (35) satisfy 
H&l, w) D(t) C dt 
t(t + 4 
] = 0, 
D(t) CH& ~1 t(t t” zl) ] v, = 0 
provides another representation of this extraneous solution. 
The solutions found to Eq. (D5) for z in [i, ioo) are analytically continued 
by the right-hand side of Eq. (D5) t o z off the cut [-;, -ice) except where the 
right-hand sides have vanishing determinants. When this occurs is most easily 
determined by use of the Wiener-Hopf factorization, which is valid for the 
continuation in the w-variable. For example, the HP@, W) matrices for j w 1 < 1 
have inverses in Im(z) 3 0. For 1 - w = l + exp(i@, --rr < 8 < 0, the zero 
q(c) of det(1 - UK(Z)) has Im(z,) > 0. So we have 
ff’(z, > w) HP@, , co-l = I 
and the left-hand side is analytic in 8jz with the limit existing even on the 
branch cut as 19 tends to --rr. 
APPENDIX E 
We consider the following class of scattering matrices C (see [22, 231) satis- 
fying the two properties: 
(i) cij # 0 if and only if cji # 0. 
(ii) For any sequence of integers ii , iz ,..., i, , 1 < ik < n, k = l,..., Y, 
it is true that 
Under these assumptions Parter and Youngs [23] proved that there is a positive 
diagonal matrix D such DCD-l is a nonnegative symmetric matrix. Indeed, if C 
satisfies Assumption I, and these conditions here, it is easy to see that DCD-1 
will satisfy Assumption I also. 
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Remarks. Assumption I, of course, implies that after enough collisions the 
energy states are throughly mixed. If  we consider cii as the weighted probability 
that a particle in group j will transfer into group i, then condition i is merely a 
conservation law, i.e., there is a probability of reverse transfer to the original 
energy level. The right-hand side of (El) g ives the probability that a particle 
in i, will transfer successively to i, , i3 ,..., i,-, , i, and back to il . Condition (ii) 
states that a particle in group i, will have the same weighted probability of 
reversing the procedure and transferring successively from group il to i, , i, to 
I,-~ , and eventually back to i, . 
With such a matrix D, it is trivial to show that the eigenvalues of L, are 
the same as those of L,’ defined by 
L,‘~(x) = 1’ k’(x - y)f(y) &, 
0 
k’(x) =y 1 1’ 
- ISI 
exp(--tZ) $ DCD-l. 
(El) 
Because of the form of the kernel k’, we can use Rayleigh-Ritz arguments to 
show that lim,,, W+(T) = 1, as in the case of symmetric C. 
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