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ABSTRACT
Using the EM Algorithm to Estimate the Difference in Dependent Proportions in a
2×2 Table with Missing Data
by
Alain Duclaux Talla Souop
In this thesis, I am interested in estimating the difference between dependent propor-
tions from a 2 × 2 contingency table when there are missing data. The Expectation-
Maximization (EM) algorithm is used to obtain an estimate for the difference between
correlated proportions. To obtain the standard error of this difference I employ a
resampling technique known as bootstrapping. The performance of the bootstrap
standard error is evaluated for different sample sizes and different fractions of missing
information. Finally, a 100(1−α)% bootstrap confidence interval is proposed and its
coverage is evaluated through simulation.
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1 Introduction
A good number of applications are concerned with observations being taken before
and after a certain event. For example a business person interested in knowing how
well their products withstand competition might try to find out from consumers how
they felt before and after the said products became available on the market. As a
result, you obtain proportions which are necessarily dependent.
However, the fact is that in data analysis, one must face situations in which not all
the information is readily available. Imagine a factory experiencing a power outage
while a quality control team is on duty; this necessarily makes some or all of the data
unavailable. Also, mishandling of previously collected data might lead to its loss. As
Paul D. Allison puts it [2], if data were merely downloaded from the web, then its
loss would probably not be a very big deal. On the other hand, if it costs something
to be collected, then not being able to have the data would mean a serious loss and
an intolerable waste of usually scarce resources.
Almost all statistical analysis techniques assume complete cases. As a result, lack
of information on every single variable for any case warrants its exclusion from the
analysis. This may not be a serious handicap if the fraction of missing data is negli-
gible with respect to the available ones. It is known that most statistical experiments
heavily rely on sample size. Hence the higher the fraction of missing information,
the more damaging this may be. It wasn’t until the early 1970s that the literature on
the statistical analysis of data with missing values flourished [11]. Principled methods
include Data Augmentation, Multiple Imputation and the Expectation-Maximization
(EM) algorithm.
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In its release 9, the SAS institute made available an ‘experimental’ version of proc
mi (for multiple imputation). This, however, does not deal with categorical variables.
J.L. Schafer has written S-plus based routines for continuous and mixed data. Due
probably to its platform dependency, however, I was unable to have his code for han-
dling categorical data work.
In this thesis, I focus on the EM algorithm. Through simulation, I study the
empirical coverage of the confidence interval for the difference in proportions when
the standard error has been estimated using the bootstrap. In chapter 2, I lay the
groundwork for this thesis; chapter 3 introduces the idea of missing data, the mecha-
nisms by which data may be missing, as well as some of the terminology. In chapter
4, I discuss the EM algorithm. Chapter 5 deals with estimation and I present some
results.
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Table 1: Sample table to be analyzed
After
Y1 Y2
Before Y1 x11 x12
Y2 x21 x22
2 The Scope of this Work
2.1 2 × 2 Tables
I will be interested in paired samples designs, most of which occur in longitudinal
studies. The variable of interest will be dichotomous. These include:
1. Repeated measures designs, in which the same subject is measured on two
occasions, say before and after a specific ‘intervention’. This would yield a
table like the one above. Y1 and Y2 might be the values of a dichotomous
variable, such as responses of ‘Yes’ or ‘No’ to the question of whether citizens
are satisfied with the way the President is doing his job. The question could
have been asked to the same individuals before and after September 11, 2001.
2. Pretest-Posttest designs. In a learning environment, for example, an instructor
may give his/her students a test right at the beginning of the term (a pretest)
in an attempt to assess levels of preparedness and yet another test at the end of
the term (a posttest) to assess achievements. Measurements so obtained would
be dependent.
3. Rater-Agreement are studies in which one attempts to study agreement between
ratings from different judges, experts, diagnostic tests, etc.
3
It should be noted that since table entries are dependent by construction, I will be
concerned about the symmetry of the entries.
2.2 The Empirical Distribution Function
Definition : Given an independent identically distributed random sample of size n
observed from a probability distribution F ,
F → (x1, x2, ..., xn),
the empirical distribution function Fˆ is defined to be the discrete distribution that
puts probability 1/n on each value xi, i = 1, 2, ..., n. In other words, Fˆ assigns to a
subset A of the sample space of x its empirical probability
̂Prob{A} = (number of xi ∈ A)/n,
i.e., the proportion of the observed sample x = (x1, x2, ..., xn) occuring in A.
Example :[10] The law school data.
A random sample of size n = 15 was taken from the collection of N = 82 American
law schools participating in a large study of admission practices. Two measurements
were made on the entering classes of each school in 1973: LSAT (y), the average
score for the class on a national law test, and GPA (z), the average undergraduate
grade-point average for the class. The empirical distribution Fˆ puts probability 1/15
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Table 2: Law school data
School LSAT (y) GPA(z) School LSAT (y) GPA(z)
1 576 3.39 9 651 3.36
2 635 3.30 10 605 3.13
3 558 2.81 11 653 3.12
4 578 3.03 12 575 2.74
5 666 3.44 13 545 2.76
6 580 3.07 14 572 2.88
7 555 3.00 15 594 2.96
8 661 3.43
on each of the 15 data points. Consider the sets
A = {(y, z) : 0 < y < 600, 0 < z < 3.00}
and
B = {(y, z) : 0 < y < 600, 0 < z ≤ 3.00}.
Then ̂Prob{A} = 5/15 and ̂Prob{B} = 6/15.
2.3 The Parameter of Interest and Hypotheses
Given a 2 × 2 table, in this thesis I will be interested in estimating the difference in off-
diagonal entries. Granted the premises defined above (data arising from longitudinal
studies), it goes without saying that there is an inherent dependence between the
variables. Thus the tables will be investigated for symmetry. Suppose
θ˜ = (θ11, θ12, θ21, θ22),
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where θij is the proportion of items falling in row i and column j; i, j = 1, 2. I wish
to estimate the quantity θ = θ12 − θ21.
2.4 Testing for Symmetry with Complete Data
With complete data, testing for symmetry in a 2 × 2 contingency table amounts to
testing the null hypothesis: H0 : θ1. = θ.1 or equivalently H0 : θ12 = θ21. When the
null hypothesis is true, one expects the same frequencies for the off-diagonal entries,
i.e. x12 = x21. Under H0, the distribution of x12(number of successes) will be a
binomial distribution having x12 + x21 trials and probability of success equal to .5.
The P-value for the test is a binomial tail probability.
When x12 + x21 > 10, an approximate test based on a chi-squared distribution with
df = 1 can be used. The test statistic would therefore be:
d2 =
(x12 − x21)2
x12 + x21
.
We reject H0 if d
2 ≥ χ2α,1. This is McNemar’s test.
3 Missing Data
For reasons often beyond our control, data could come to be missing: think of a
process line experiencing a power outage while a systematic sampling is underway.
Nearly all standard statistical methods assume complete cases (i.e., that every case
has information on all the variables to be included in the analysis). Therefore any case
6
with missing information for any variable is ignored. This is a simplistic solution that
many know and utilize. Depending on the amount of effort invested in data collection
and the fraction of it that is missing, you might not be worried about discarding some
of it. Serious causes for concern arise when there is more information missing than
present, which results in sparse tables. In such events, we ideally need to gather more
information about the intrinsic distribution of the parameter under investigation.
As you might guess, conventional methods that do not account for missing data are
prone to a few problems including, but not limited to [6]:
1. Inefficient use of the available information leading to low power and type II
errors.
2. Biased estimates of standard errors leading to incorrect P-values.
3. Biased parameter estimates due to failure to adjust for selectivity in missing
data.
In his treatment of missing data, Rubin [11] distinguishes two main mechanisms in
which missingness may occur, identified in 3.1 and 3.2:
3.1 Missing Completely at Random (MCAR)
Let Y be an n×p array representing the database, where n is the number of cases and
p the number of variables. So an entry xij would stand for the i
th unit’s ‘response’ to
the jth item.
Data is said to be missing completely at random if the probability that an entry
xij is missing is unrelated to the value of xij or to the value of any other variables.
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Example : Considering family income, if people with low incomes were less likely to
report their family income than people with higher incomes, income would not be
missing completely at random.
It is worth observing that in this scheme, the issue is the value of the observation,
not its missingness. To illustrate, if it is plausible that individuals refusing to report
personal income would also fail to report family income, as long as neither of these
variables (personal and family income) had any relation to the income value itself,
the data could still be considered MCAR.
3.2 Missing at Random (MAR)
The data can be referred to as missing at random if missingness of any xij is unrelated
to the value of xij after controlling for another variable.
Example : People who are depressed might be less inclined to report their income, and
thus reported income would be related to depression. However, if, within depressed
patients the probability of reported income was unrelated to income level, then the
data would be considered MAR.
MAR therefore is less restrictive than MCAR as it requires only that the missing
values behave like a random sample of all values within subclasses defined by observed
data [15].
3.3 Ignorability
Missingness is said to be ignorable if the data are missing completely at random or
missing at random. This enables the statistical analysis to be carried out without
8
considering the mechanism of missingness on its own.
If it happens that data are not missing at random but as a function of some
variables, a thorough treatment of missing data would need to account for that. I
assume in this paper that the data are missing at random and that the mechanism is
ignorable and does not need to be modeled separately.
4 EM Algorithm
This is a procedure that takes advantage of the fact that the parameter θ (to be
estimated) depends upon the missing data. It is described as follows:
1. Replace missing values by estimated values.
2. Estimate parameters.
3. Reestimate the missing values assuming the new parameter estimates are cor-
rect.
4. Reestimate parameters and so forth, iterating until convergence.
From all indications, the first reference to this procedure was in a medical application
by McKendrick [12]. It then received more developments from Hartley [9]. Further,
Baum et Al. [3] used the algorithm in a Markov model and proved key mathematical
results in that case. It was called ‘missing information principle‘ by Orchard and
Woodbury [14]. After work by Sundberg [16], Beale and Little [4], the term EM was
introduced by Dempster, Laird and Rubin [7].
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Each iteration consists of two steps: The E-step (expectation) and the M-step
(maximization).
4.1 The Algorithm
I make use of Schafer’s example 2 pages 42-44 [15].
Consider a summarized two-way table in which missing values can occur in both cat-
egories. Further assume both variables, say Y1 and Y2, are dichotomous.
If missing values occur on both Y1 and Y2, Schafer partitions the sample into three
parts denoted by A, B and C, respectively. A will be made up of the units fully
observed, B those with only Y1 observed and C the ones with only Y2 observed.
It should be noted that any unit with neither variables observed contributes noth-
ing to the observed data likelihood and thus may be excluded without loss of consis-
tency, provided the missing data pattern is ignorable.
Each complete-data count xij can then be expressed as the sum of the contribu-
tions from the three sample parts, namely
xij = x
A
ij + x
B
ij + x
C
ij , i, j = 1, 2.
But as sample parts B and C are not observed, we only have their marginals
xBi+ = x
B
i1 + x
B
i2 and x
C
+j = x
C
1j + x
C
2j.
We know that within parts B and C of the sample, the predictive distribution of the
missing data given θ and the observed data is a set of independent multinomials, i.e.
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(xBi1, x
B
i2) |Yobs, θ ∼M(xBi+, (θi1/θi+, θi2/θi+)), i = 1, 2.
(xCij , x
C
2j) |Yobs, θ ∼M(xC+j, (θ1j/θ+j, θ2j/θ+j)), j = 1, 2.
The E-step of the algorithm consists of replacing the unobserved contributions xBij
and xCij to xij by their conditional expectations under an assumed value for θ,
E(xij |Yobs, θ) = E(xAij + xBij + xCij |Yobs, θ)
= xAij + x
B
i+
θij
θi+
+ xC+j
θij
θ+j
.
The M-step then estimates the parameter θij by
E(xij |Yobs,θ)
n
. Combining both steps
yields a single iteration of EM,
θ
(t+1)
ij = n
−1
[
xAij + x
B
i+
(
θ
(t)
ij
θ
(t)
i+
)
+ xC+j
(
θ
(t)
ij
θ
(t)
+j
)]
, i, j = 1, 2.
I was able to have the software package SAS [8] automate the computation of the
iterates. The code is included in the appendix. I started with .25 for each of
θ11, θ12, θ21 and θ22. Because the fraction of missing data was not so important
(115 out of 641), I didn’t need to iterate more than just a few times to get
convergence; five proved enough.
Example : Victimization status [15]
Within the framework of a national crime survey, the U.S. Bureau of the Census
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Table 3: Victimization status from the national crime survey
Second visit
First visit Crime-free Victims Nonrespondents
Crime-free 392 55 33
Victims 76 38 9
Nonrespondents 31 7 115
Source [10]
interviewed housing unit occupants to determine whether they had been victimized
by crime in the preceding six-month period. Six months later the same units were
contacted again for the same purpose. The data are given in the above table:
For my purposes, I consider units that respond to the survey at least once. Hence
I may discard the 115 households that did not respond at either visit. There remains
n = 641 households for which responses are available at one or both occasions. I
want, step by step, to apply the EM algorithm to this example. Recall that I am
interested in finding the proportions of units that fall into each one of the table cells.
To do this, I will iteratively compute cell proportions θ11, θ12, θ21, θ22 until changes
become insignificant.
1. Step 1: Replace missing values by estimated values; at this stage, one needs
to supply a starting value for the first iteration of the algorithm. Unless the
fraction of missing information is high, the choice of starting value is usually
not crucial [15]. Thus any starting value may be used, although in practice, it
helps to choose a value that is likely to be close to the mode.
I used the maximum likelihood estimates from the complete table; i.e. starting
12
values are
θ = (θ
(0)
11 , θ
(0 )
12 , θ
(0 )
21 , θ
(0 )
22 ) = (.6988, .0980, .1355, .0677).
2. Step 2: Estimate parameters:
Iteration t = 1
θ
(1 )
11 = (641)
−1 [392 + 33
.6988
.6988 + .0980
+ 31
.6988
.6988 + .1355
] = .6972
θ
(1 )
12 = (641)
−1 [55 + 33
.0980
.6988 + .0980
+ 7
.0980
.0980 + .0677
] = .0986
θ
(1 )
21 = (641)
−1 [76 + 9
.1355
.1355 + .6988
+ 31
.1355
.6988 + .1355
] = .1358
θ
(1 )
22 = (641)
−1 [38 + 9
.0677
.0677 + .1355
+ 7
.0677
.0980 + .0677
] = .0684.
3. Steps 3 & 4: Reestimate parameters and iterate again
Iteration t = 2
θ
(2 )
11 = (641)
−1 [392 + 33
.6972
.6972 + .0986
+ 31
.6972
.6972 + .1358
] = .6971
θ
(2 )
12 = (641)
−1 [55 + 33
.0986
.6972 + .0986
+ 7
.0986
.0986 + .0684
] = .0986
θ
(2 )
21 = (641)
−1 [76 + 9
.1358
.1358 + .0684
+ 31
.1358
.1358 + .6972
] = .1358
θ
(2 )
22 = (641)
−1 [38 + 9
.0684
.1358 + .0684
+ 7
.0684
.0986 + .0684
] = .0685.
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Iteration t = 3
θ
(3 )
11 = (641)
−1 [392 + 33
.6971
.6971 + .0986
+ 31
.6971
.6971 + .1358
] = .6971
θ
(3 )
12 = (641)
−1 [55 + 33
.0986
.6971 + .0986
+ 7
.0986
.0986 + .0685
] = .0986
θ
(3 )
21 = (641)
−1 [76 + 9
.1358
.1358 + .0685
+ 31
.1358
.6971 + .1358
] = .1358
θ
(3 )
22 = (641)
−1 [38 + 9
.0685
.1358 + .0685
+ 7
.0685
.0986 + .0685
] = .0685.
In this case, I reach convergence at the third iteration. It is apparent that from
the third iterate there is not a significant change in θ values; which is quite fast. A
different starting point would have delayed convergence. For instance starting with
all θij = .25, i , j = 1, 2 would yield convergence upon five iterations.
One drawback of this procedure is that its convergence can be somewhat slow if
there is a large proportion of missing information.
Note: Observe that dealing just with the complete table, one gets θ12 =
55
561
= .0980,
θ21 =
76
561
= .1355; which do not differ from the above figures until the third decimals.
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5 Estimating the Difference in Dependent Propor-
tions
5.1 The Traditional Method
Consider a 2× 2 contingency table with all the data observed. Suppose further that
there is some dependence in the data, for instance a binary (response) variable being
observed at two different occasions. Let piij denote the probability of response i
at occasion 1 and response j at occasion 2 and let pij = nij/n denote the sample
proportion, i, j = 1, 2. Then pi+ would be the relative frequency of the i
th response
at occasion 1 and p+i its relative frequency at occasion 2. If you wish to estimate the
change in a certain response across the two occasions, then the difference pi1+ − pi+1
might be of interest. But then,
pi1+ − pi+1 = (pi11 + pi12)− (pi11 − pi21) = pi12 − pi21.
Agresti [1] gives a 100(1− α) percent confidence interval for pi1+ − pi+1 to be
(p1+ − p+1)± zα/2σ(d),
where
σ2(d) = [p1+(1− p1+) + p+1(1− p+1)− 2(p11p22 − p12p21) ]/n.
15
In my case, I have a little more information than just the complete cases. In fact,
I consider that the response might not have been collected at one of the occasions
for some of the units. It seems to me that proceeding as above would undermine
the incomplete cases that do carry some information with them. Thus a different
approach should be sought, in an attempt to salvage the situation!
Meng and Rubin [13] suggest the bootstrap, among other approaches.
5.2 The Bootstrap
This is a data-based simulation technique for statistical inference. In a book by Erich
Raspe, ‘The Adventures of Baron Munchausen’, the baron had fallen to the bottom
of a deep lake. Just when it looked like all was lost, he thought of picking himself up
by his own bootstraps. This is agreed [5] to be how the term ‘bootstrap‘ came to be.
This method goes around the complexity and/or the unavailability of mathematical
formulas. It is used when the sampling distribution of the statistic under investigation
can not be readily obtained.
Example : In the front-page of the New York Times of January 27, 1987, a controlled,
randomized, double-blind study was conducted to see if small aspirin doses would
prevent heart attacks in healthy middle-aged men. Following a random assignment,
one half of the subjects received aspirin and the other half received a placebo. Both
the subjects and the supervising physicians were blinded to the assignments, the
statisticians keeping a secret code of who received which substance. The summary
statistics published by the newspaper about strokes follow: Suppose you want to
construct a 95% confidence interval about the true odds of having a stroke for every
16
Table 4: Results of aspirin study
strokes subjects
aspirin group: 119 11037
placebo group: 98 11034
subject, not just the ones in the sample. To do this, we would create two sub-samples:
one consisting of 119 ones and 11037− 119 = 10918 zeroes, the second consisting of
98 ones and 11034 − 98 = 10936 zeroes. Then we would draw with replacement a
sample of 11037 items from the first population, and a sample of 11034 items from
the second population. Each of the latter is called a bootstrap sample. Thus the
bootstrap replicate of the odds ratio would be:
θˆ? =
Proportion of ones in bootstrap sample 1
Proportion of ones in bootstrap sample 2
.
The process would further have to be repeated a large number of times, say 1000
times, to obtain 1000 bootstrap replicates of θˆ?. Hence, after ordering the replicates,
the 25th and 975th would be the endpoints for a 95% confidence interval for the odds
ratio.
5.3 The Bootstrap Estimate of the Standard Error
Recall that I wish to estimate the difference in proportions. To do this, I need the
standard error of the difference.
Suppose a sample x = (x1, x2, ..., xn ) from an unknown probability distribution F
has been observed and summarized in a 2 × 2 contingency table. Suppose further
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that we wish to estimate the difference d in off-diagonals on the basis of x. To do
this, I calculate an estimate dˆ from x. The question then is about the accuracy of dˆ,
especially if some data are missing or have not been accounted for.
The bootstrap is a computer-intensive method that may be used to estimate the
standard error, no matter how mathematically involved the estimator dˆ may be.
Here goes an algorithm for estimating the standard error, adapted from [5]:
1. Select B independent bootstrap samples x?1, x
?
2, ..., x
?
n, each consisting of n data
values drawn with replacement from x.
Note: For estimating a standard error, Efron suggests a choice of B in the range
25− 200. For the purposes of this paper, I chose B = 200.
2. Evaluate the bootstrap replication corresponding to each bootstrap sample,
dˆ? (b ) = s (x?b ) b = 1, 2, ..., B.
3. Estimate the standard error SeF (dˆ ) by the sample standard deviation of the
B replications
sˆeB = Σ
B
b=1 [dˆ
? (b )− dˆ? (. ) ]2/(B − 1) 1/2,
where dˆ? (. ) = ΣBb=1dˆ
? (b )/B.
From the population x = (x1, x2, ..., xn ), bootstrap data points are obtained by
drawing with replacement a random sample of size n, x?1, x
?
2, ..., x
?
n. Then a ‘new’ table
is ‘made up’ and bootstrap differences d?1, d
?
2, ... computed. Let d be the difference
18
in proportions when we run the EM algorithm. I will denote d? as the difference in
proportions upon resampling. Granted the differences d1, d2,..., dn, on resampling, I
get a simple random sample of bootstrap data points d?1, d
?
2, ..., d
?
n. Observe that as
sampling is done with replacement, you may get d?1 = d4, d
?
2 = d8,...etc.
Consider an empirical distribution Fˆ as defined in 2.2. Basically, it resamples
data sets from the empirical distribution and performs EM on each such data set.
Differences are then formed and analyzed. The MATLAB code in appendix 2 was
used to perform this. We hope to have the mean of the standard deviations of our
d?s equal the standard deviation of the ds obtained as a result of EM .
Here are some of the results obtained:
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Table 5: Bootstrap simulations 1
Some results for 95% confidence interval
n1 n2 n3 p11 p12 p21 (empir) sd(d) (boot) E(SDd∗) CI
50 10 10 .25 .35 .15 .0872 .0865 .9350
50 10 10 .25 .25 .25 .0923 .0903 .9380
50 10 10 .25 .45 .05 .0758 .0755 .9390
50 25 25 .25 .25 .25 .0847 .0807 .9340
50 25 25 .25 .35 .15 .0831 .0779 .9290
50 25 25 .25 .45 .05 .0727 .0687 .9290
10 05 05 .25 .35 .15 .1752 .1642 .9120
250 10 10 .25 .35 .15 .0418 .0419 .9520
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Table 6: Bootstrap simulations 2
Some results for 90% confidence interval
n1 n2 n3 p11 p12 p21 (empir) sd(d) (boot) E(SDd∗) CI
50 10 10 .25 .35 .15 .0825 .0806 .9370
50 25 25 .25 .35 .15 .0798 .0778 .8860
50 25 25 .25 .25 .25 .0823 .0806 .8940
Table 7: Bootstrap simulations 3
Some results for 99% confidence interval
n1 n2 n3 p11 p12 p21 (empir)sd(d) (boot) E(SDd∗) CI
50 10 10 .25 .35 .15 .0865 .0869 .9880
50 25 25 .25 .35 .15 .0794 .0782 .9850
50 25 25 .25 .25 .25 .0819 .0804 .9830
50 10 10 .25 .45 .05 .0745 .0757 .9880
50 25 25 .15 .45 .30 .0804 .0805 .9870
21
Notes:
1. Given that the d’s are fairly normally distributed, I have used an interval similar
to Agresti’s except that the incomplete cases were included in the analysis. As
a result, a 100(1− α) Confidence Interval for the difference is
dˆ ± Z∗
√∑
(d? − d? )2
n− 1 .
2. The fact that the last three columns of tables 5, 6 and 7 are quite similar
suggests that results are fairly close to theory.
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.1 SAS Code for EM
/***************************************************
A B C
----------------- --------- ----------------
| | | | f13 | | | |
| f11 | f12 | | | | f31 | f32 |
|---------------| |-------| |--------------|
| f21 | f22 | | |
| | | | f23 |
|---------------| |-------|
****************************************************/
proc iml;
XA = {f11 f12,
f21 f22};
total_A = j(1,2)*XA*j(2,1);
print XA;
XB = {f13,
f23};
total_B = j(1,2)*XB;
XC = {f31 f32};
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total_C = XC * j(2,1);
n = total_A + total_B + total_C;
print total_A total_B total_C n;
theta = {.25 .25,
.25 .25};
do k = 1 to 10;
do i = 1 to 2;
do j = 1 to 2;
theta[i,j] = (1/n)*(XA[i,j] + XB[i,1]*theta[i,j]/(theta[i,1] + theta[i,2])
+ XC[1,j]*theta[i,j]/(theta[1,j] + theta[2,j]));
end;
end;
end;
run;
print theta;
quit;
dm ’recall’;
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.2 Flowchart for Expectation-Maximization Algorithm
Divide data into parts
A, B, and C
Read in A
and print
Read in B
and print
Read in C
and print
Print overall
total for all sub-
groups
Initialize
matrix of
parameter
Update matrix iter-
atively until changes
are insignificant
Stop
? ? ?
?
?
?
?
? ?-
ﬀ -
ﬀ
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.3 MATLAB Code for Bootstrap
clear
tic;
format compact
diary ’a:\em_boot_results.txt’
n1 = 50;
n2 = 10;
n3 = 10;
n = n1 + n2 + n3;
p11 = .25;
p12 = .25;
p21 = .25;
parm = p12 - p21;
[n1 n2 n3 p12 p21]
pp2 = 1 - p11 - p12 - p21;
tot = 0;
for s = 1:1000
f11 = 0;
f12 = 0;
f21 = 0;
f22 = 0;
for i = 1:n1
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x = random(’unif’,0,1,1,1);
if x < = p11
f11 = f11 + 1 ;
elseif x > = p11 & x < = p11 + p12
f12 = f12 + 1;
elseif x > p11 + p12 & x < = p11 + p12 +p21
f21 = f21 + 1;
else
f22 = f22 + 1;
end
end
A = [f11 f12; f21 f22];
p1plus = p11 + p12;
f13 = random(’bino’,n2,p1plus,1,1);
f23 = n2 - f13;
B = [f13;f23];
pplus1 = p11 +p21;
f31 = random(’bino’,n3,pplus1,1,1);
f32 = n3 - f31;
C = [f31 f32];
p11hat = f11/n1;
p12hat = f12/n1;
p21hat = f21/n1;
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p22hat = f22/n1;
p1plushat = f13/n2;
pplus1hat = f31/n3;
theta = [.25 .25;.25 .25];
for k = 1:7
for L = 1:2
for m = 1:2
theta(L,m) = (1/n)*(A(L,m) + B(L,1)*theta(L,m)/(theta(L,1) + theta(L,2))
+ C(1,m)*theta(L,m)/(theta(1,m) + theta(2,m)));
end
end
end
d(s) = theta(1,2) - theta(2,1);
for boot = 1:200
f11star = 0;
f12star = 0;
f21star = 0;
f22star = 0;
for i = 1:n1
xstar = random(’unif’,0,1,1,1)
if xstar < = p11hat
32
f11star = f11star + 1;
elseif xstar > p11hat & xstar < = p11hat + p12hat
f12star = f12star + 1;
elseif xstar > p11hat + p12hat + & xstar < = p11hat + p12hat + p21hat
f21star = f21star + 1;
else
f22star = f22star + 1;
end
end
Astar = [f11star f12star; f21star f22star];
p1plushat = p11hat + p12hat;
f13star = random (’bino’,n2,p1plushat,1,1);
f23star = n2 - f13star;
Bstar = [f13star;f23star];
pplus1hat = p11hat + p21hat;
f31star = random(’bino’,n3,pplus1hat,1,1);
f32star = n3 - f31star;
Cstar = [f31star f32star];
thetastar = [.25 .25;.25 .25];
for k = 1:7
for L = 1:2
for m = 1:2
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thetastar(L,m) = (1/n)*(Astar(L,m) + Bstar(L,1)*thetastar(L,m)/(thetastar(L,1)+
thetastar(L,2)) +Cstar(1,m)*thetastar(L,m)/(thetastar(1,m) + thetastar(2,m)));
end
end
end
dstar(boot) = thetastar(1,2) - thetastar(2,1);
end
sd(s) = std(dstar);
lb(s) = d(s) - 1.96*sd(s);
ub(s) = d(s) - 1.96*sd(s);
tot = (lb(s) < = parm & parm < = ub(s)) + tot;
end
[std(d), mean(sd), tot/1000]
toc;
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