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We consider the adjacency matrix of the ensemble of Erdo˝s-Rényi random graphs
which consists of graphs on N vertices in which each edge occurs indepen-
dently with probability p. We prove that in the regime pN ≫ 1, these matrices
exhibit bulk universality in the sense that both the averaged n-point correlation
functions and distribution of a single eigenvalue gap coincide with those of the
GOE. Our methods extend to a class of random matrices which includes sparse
ensembles whose entries have different variances. C 2015 AIP Publishing LLC.
[http://dx.doi.org/10.1063/1.4936139]
I. INTRODUCTION
The universality of the spectral statistics of random matrices has been a central subject since
the pioneering works of Wigner (Ref. 34), Gaudin (Ref. 23), Mehta (Ref. 27), and Dyson (Ref. 7).
The first such universality result is the global semicircle law of Wigner which states that under
some weak moment conditions, the empirical eigenvalue distribution of a matrix with i.i.d. entries
converges weakly to the deterministic semicircle law,
lim
N→∞
1
N
N
i=1
δλi → ρsc(E) B
1
2π
1{|E |≤2}
√
4 − E2, (1.1)
in the appropriate scaling.
The Wigner-Dyson-Gaudin-Mehta conjecture, or “bulk universality” conjecture, states that the
local statistics of the eigenvalues of random matrix ensembles should be universal in the sense that
they depend only on the symmetry class of the random matrix ensemble but are otherwise indepen-
dent of the law of the matrix entries. Here, local statistics refer to the behaviour of the eigenvalues in
the scaling when their typical distance is of order 1.
A prominent class of random matrices are Wigner matrices. These matrices have indepen-
dent centered entries with a uniform subexponential decay condition and identical variances. The
Wigner-Dyson-Gaudin-Mehta conjecture for Wigner matrices was recently established in a series of
papers (Refs. 11, 8, 13, 20, 10, and 17) for all symmetry classes. Parallel results in various cases
were obtained in Refs. 33 and 32.
The conclusion of Refs. 11, 8, 13, 20, 10, and 17 was that Wigner matrices, and even the
wider class of generalized Wigner matrices in which the variances of the entries may differ, exhibit
bulk universality in the following two forms. The first is that the n-point correlation functions are
universal after averaging over a small energy window. The second is that the distribution of the
eigenvalue gaps with a fixed label is universal. For Wigner matrices, the universality of the averaged
n-point correlation functions is equivalent to the universality of a local average of eigenvalue gaps.
However, there is no rigorous mathematical relation between the universality of the eigenvalue
gaps with a fixed label and the universality of the n-point correlation functions at a fixed energy.
Universality at a fixed energy has recently been established for all symmetry classes in Ref. 5, but
we will not be concerned with this type of convergence in this work.
Wigner matrices were originally introduced in Ref. 34 by Wigner to model the spectra of
heavy atoms and are widely used to model systems in which all elements strongly interact with one
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another. However, for systems in which the links between different elements are broken, a better
description is offered by the so-called sparse (or dilute) random matrices which have an average of
pN nonzero elements per row, for p ≪ 1.
Aside from theoretical physics models, sparse random matrices also arise in graph theory in
the study of sparse random graphs. Perhaps the simplest example is the Erdo˝s-Rényi ensemble
which consists of a random graph on N vertices in which each edge is chosen independently with
probability p. The adjacency matrix of this graph is called the Erdo˝s-Rényi matrix. The Erdo˝s-Rényi
matrix has typically pN nonzero entries in each column and is sparse if p ≪ 1. As the matrix entries
take values 0 or 1, the mean of the entries is not 0. Ignoring the nonzero mean for the moment, the
Erdo˝s-Rényi matrix can be viewed as a singular Wigner matrix, as the probability distribution of
the matrix elements is highly concentrated around 0. The singular nature of this ensemble can be
expressed by the fact that the kth moment of a matrix entry is bounded by
N−1(pN)−(k−2)/2. (1.2)
When p ≪ 1, this decay in k is much slower than in the case of Wigner matrices.
It was conjectured in Ref. 21 that for sparse random matrices, there exists a critical value
pc > 1, such that for pN > pc, the bulk eigenvalues are strongly correlated and are characterized by
GOE/GUE random matrix statistics; for pN < pc, the eigenvalues remain uncorrelated and follow
Poisson statistics. This conjecture is supported by a wealth of numerical simulations (Refs. 21 and
25) and a nonrigorous supersymmetric approach (Refs. 22 and 28). The best rigorous result in this
direction was obtained in Refs. 9 and 8 and asserts that if
pN ≥ N2/3+ϵ, (1.3)
then the averaged n-point correlation functions of the Erdo˝s-Rényi ensemble coincide with the GOE.
In the present work, we prove that in the regime
pN ≥ N ϵ, (1.4)
the local statistics of the Erdo˝s-Rényi ensemble exhibit bulk universality. In addition to proving that
the averaged n-point correlation functions coincide with the GOE, we also prove the universality of the
eigenvalue gaps with a fixed label. To further place the present work in context we recall the three-step
strategy developed in Refs. 11, 8, 13, 20, 10, and 17 for proving universality for Wigner matrices.
(1) Establish a local semicircle law controlling the number of eigenvalues in windows of size
log(N)C/N .
(2) Analyze the local ergodicity of Dyson Brownian motion (DBM) to obtain universality for
Wigner ensembles with a small Gaussian component.
(3) A density argument comparing a general Wigner matrix to one with a small Gaussian compo-
nent.
For an overview of this three-step strategy and more details, we refer the reader to Ref. 16. The local
semicircle law for sparse random matrices in regime (1.4) was established in Ref. 9. However, in
Ref. 8, steps (2) and (3) were only completed for sparse random matrices in regime (1.3).
The key input from step (1) into step (2) is a high-probability a priori bound on the eigenvalue
locations which is a corollary of the strong semicircle law. In the case of Wigner matrices, this
bound is optimal and it allows one to conclude that local equilibrium is reached in times t = N ϵ/N .
Sparse random matrices do not obey as strong as a semicircle law and so the time to equilibrium
found in the work in Ref. 8 was much longer. Moreover, due to the slow decay of the third moment,
the approximation in step (3) is not as strong in the case of Wigner matrices and so could not be
used for the large times required by step (2). These two factors led to condition (1.3) of Ref. 8.
In the recent work in Ref. 26, the optimal time of Dyson Brownian motion to local equilibrium
was established for a wide class of initial data (see Ref. 15 for related results on DBM with general
initial data). Using this as an input we will prove that DBM reaches local equilibrium in the optimal
time t = N ϵ/N when the initial data are sparse random matrix. For the comparison of correla-
tion functions, step (3) was obtained in Ref. 8 via a Green function comparison theorem. In this
paper, we will use a lemma of Ref. 6 which asserts continuity of DBM when viewed as a matrix
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Ornstein-Uhlenbeck process. It is interesting to note that this continuity lemma provides a very
convenient tool for step (3) in the sparse setting whenever a “weak local semicircle law” is valid —
and in the case of sparse random matrices this is provided by a result of Ref. 9.
The universality of a single gap was established in Ref. 17 for Wigner matrices, i.e., for
p ∼ O(1). The work in Ref. 26 also yields gap universality for DBM after the optimal time t = N ϵ−1
and so our task is similar to the proof of the correlation function universality in that we must
establish step (3) and compare the gap distributions. However, the completion of step (3) presents a
major difficulty. Previously, for gap universality, this step was based on results of Refs. 32 and 33 or
Ref. 24 which states that the gap distribution of two Wigner ensembles coincide provided that the
first four moments of these two ensembles match. However, these results were based on two inputs:
first, certain level repulsion estimates; and second, an optimal eigenvalue rigidity estimate.
Optimal eigenvalue rigidity estimates for Wigner ensembles were proven in Refs. 18 and 20.
This estimate states that for any eigenvalue λi in the bulk, we have that |λi − γi | ≤ N−1+δ with
overwhelming probability, where γi is the deterministic classical location of the ith eigenvalue. The
best known rigidity result for sparse random matrices is from Ref. 9, where it was shown that the
bulk eigenvalues satisfy |λi − γi | ≤ p−1N−1+δ with overwhelming probability.
Moreover, we do not expect that optimal rigidity holds for sparse random matrices. In fact in
Ref. 31, it was shown that for sparse random matrices, the linear statistics
N−1
N
i=1
φ(λi) → N
converges to a normal random variable with variance O((N2p)−1), for φ satisfying some regularity
conditions. This implies that the fluctuations of the eigenvalues are at least of order O((N√p)−1) on
average, and so we do not expect optimal rigidity to hold if p ≪ 1.
As mentioned above, the lack of rigidity for sparse ensembles resulted in the longer time to equi-
librium for DBM being found in Ref. 8, and it again causes difficulty in trying to compare gap statis-
tics. Rigidity results are a crucial input in establishing level repulsion estimates for Wigner matrices
which are needed in order to compare the gap statistics of two ensembles. It was proven in Ref. 26 that
a level repulsion estimate will hold for DBM after a short time. We show that one can combine the
delocalization of eigenvectors together with the Ornstein-Uhlenbeck continuity lemma of Ref. 6 to
pass this level repulsion from DBM to the initial sparse random matrix. This level repulsion estimate
then gives us a key input for step (3) and we are able to conclude universality of the gap statistics.
Previous level repulsion estimates were obtained in Refs. 12 and 5 for Wigner ensembles whose
entries have a smooth distribution. Estimates without a smoothness condition were obtained in
Refs. 32 and 33 and also very recently in Ref. 29. A weak level repulsion estimate for Wigner
matrices also follows from the results of Ref. 17.
In fact, our strategy outlined above applies to a wider class of random matrices than sparse or
Wigner random matrices alone. We will prove that bulk universality holds for a class of random
matrices obeying only a weak estimate on the distribution of its eigenvalues, a weak decay condition
on the third moment of the entries, and an eigenvector delocalization estimate.
The remainder of the paper is outlined as follows. In Section II, we introduce the random
matrix models under consideration, which we will call “stable” random matrices, and state our main
results. In Section III, we obtain bulk universality for Gaussian divisible ensembles. In Section IV,
we state and prove our level repulsion results for stable random matrices. In Section V, we complete
step (3) outlined above and compare the bulk statistics of a general stable random matrix and a
Gaussian divisible ensemble. In Section VI, we prove that sparse random matrices are stable and
conclude universality for sparse random matrices.
II. DEFINITION OF MODEL ANDMAIN RESULTS
In our paper, we will only state and prove our results for real symmetric random matrix ensem-
bles. All of our methods extend with only notational changes to complex Hermitian ensembles.
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A. Sparse randommatrices
In this section, we introduce the class of sparse random matrices that we study. We follow
the notations and definitions of Refs. 9 and 8. The motivating example is the Erdo˝s-Rényi matrix
whose entries are independent up to the constraint that the matrix is symmetric, and equal to 1 with
probability p and 0 with probability 1 − p. It is notationally convenient to replace the parameter p
with q defined through
q B

N p. (2.1)
We allow q to depend on N . We also rescale the matrix so that the bulk of its spectrum lies in an
interval of order 1. For the Erdo˝s-Rényi matrix, we define H to be the N × N symmetric matrix
whose entries hi j are independent up to hi j = h j i and each element is distributed according to
hi j =
γ
q

1 with probability
q2
N
0 with probability 1 − q
2
N
, (2.2)
where we have defined
γ B
(
1 − q
2
N
)−1/2
. (2.3)
We further extract the mean of each entry and write
H = B + γq|e⟩⟨e|, (2.4)
where e is the unit vector
e B
1√
N
(1, . . . ,1)T . (2.5)
Note that the matrix elements of B are centered. It is easy to check that the matrix elements of B
satisfy the moment bounds
E[b2i j] =
1
N
, E[|bi j |k] ≤ 1Nqk−2 , k ≥ 2. (2.6)
We are prompted to make the following definition. We introduce two parameters q and f which may
be N-dependent.
Definition 2.1 (Sparse random matrices). H is a sparse random matrix with sparsity parameter
q and mean f if it is of the form
H = B + f |e⟩⟨e|, (2.7)
where f is a deterministic number satisfying
0 ≤ f ≤ N1/2 (2.8)
and B is a matrix with real and independent entries up to the symmetry constraint bi j = bj i which
satisfy
E[bi j] = 0, E[|bi j |2] = 1N , E[|bi j |
k] ≤ C
k
Nqk−2
(2.9)
for 1 ≤ i ≤ j ≤ N and 2 ≤ k ≤ log(N)10 log log N , where C is a positive constant. We assume that q
satisfies
Nα ≤ q ≤ N1/2 (2.10)
for some α > 0.
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B. Universality of sparse randommatrices
Our main result is the bulk universality of sparse random matrices as defined above.
Theorem 2.2. Let H be a sparse random matrix as defined in Definition 2.1, with sparsity
parameter q satisfying
Nα ≤ q ≤ N1/2, (2.11)
for some number α > 0. Then, H exhibits bulk universality in the following two forms. First, H has
the single gap universality in the bulk. For any κ > 0 and index i ∈ [[κN, (1 − κ)N]],
lim
N→∞ E
(H )[O(N ρsc(γi)(λi − λi+1), . . . ,N ρsc(γi)(λi − λi+n))]
−E(GOE)[O(N ρsc(γi)(λi − λi+1), . . . ,N ρsc(γi)(λi − λi+n))] = 0. (2.12)
Second, the averaged n-point correlation functions of H are universal in the bulk. We denote the
n-point correlation function functions of H and GOE by ρ(n)H and ρ
(n)
GOE
, respectively, then for any
δ > 0 and E ∈ (−2,2), and b ≥ N−1+δ,
lim
N→∞
 E+b
E−b

Rn
O(α1, . . . ,αn)

1
ρsc(E)n ρ
(n)
H
(
E ′ +
α1
N ρsc(E) , . . . ,E
′ +
αn
N ρsc(E)
)
− 1
ρsc(E)n ρ
(n)
GOE
(
E ′ +
α1
N ρsc(E) , . . . ,E
′ +
αn
N ρsc(E)
)
dα1 . . . dαn
dE ′
2b
= 0, (2.13)
where the test function O ∈ C∞c (Rn).
C. Stable randommatrices
While our main goal is to study the sparse random matrices defined above, we note that our
analysis applies to a somewhat more general class of random matrices. We consider an N × N real
symmetric random matrix H = (hi j)1≤i, j≤N , which satisfy E[hi j] = f and E[(hi j − f )2] = si j. We
assume that there are constants c1 and c2 such that
c1N−1 ≤ si j ≤ c2N−1, (2.14)
and the mean 0 ≤ f ≤ NC may depend on N .
We define the following matrix stochastic differential equation (Ref. 6) which is an Ornstein-
Uhlenbeck version of the Dyson Brownian motion. The dynamics of the matrix entries are given by
the stochastic differential equations
d
 
hi j(t) − f  = dBi j(t)√
N
− 1
2N si j
 
hi j(t) − f  dt, (2.15)
where B is symmetric with (Bi j(t))1≤i≤ j≤N a family of independent Brownian motions. We denote
Ht = (hi j(t))1≤i, j≤N , and so, H0 = H is our original matrix. More explicitly, for the entries of Ht, we
have
hi j(t) = f + e−
t
2Nsi j
 
hi j(0) − f  + 1√
N
 t
0
e
s−t
2Nsi j dBi j(s). (2.16)
Clearly, for any t ≥ 0, we have E[hi j(t)] = f and E[ hi j(t) − f 2] = si j. More importantly, the law
of hi j(t) is Gaussian divisible, i.e., it contains a copy of Gaussian random variable with variance
O(tN−1). Therefore, Ht can be written as
Ht
d
= H (1)t +

r(1 − e−t/r)
2
G, (2.17)
where r = mini≤ j{N si j}, G denotes a standard gaussian orthogonal ensemble, which is indepen-
dent of H (1)t . The entries of the matrix H
(1)
t are given by
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(
H (1)t
)
i j
d
= f + e
− t2Nsi j  hi j(0) − f  +N si j(1 − e− tN si j ) − 1 + δi j2 r(1 − e− tr ) B˜i j(t)√N ,
where B˜ is symmetric with (B˜i j(t))1≤i≤ j≤N a family of independent Brownian motions.
We define the deformed matrix θabHt by
(θabHt)kl B f + θabkl (hkl(t) − f ) , (2.18)
where θab
kl
= 1 unless {k, l} = {a,b} in which case θab
ab
= θab
ba
will be a number satisfying 0 ≤ θab
ab
=
θab
ba
≤ 1.
Definition 2.3. Let A be an N × N deterministic real symmetric matrix. We denote the eigen-
values of A as {λ1, λ2, . . . , λN} and corresponding eigenvectors {u1,u2, . . . ,uN}. For any (small)
number δ > 0, we call the matrix M δ-general if:
(1) The eigenvectors of A are completely delocalized: supi, j |ui( j)|2 ≤ CN−1+δ.
(2) The eigenvalues of A do not accumulate: there is an universal constant C, such that for any
interval I with length |I | ≥ N−1+δ, we have #{i : λi ∈ I} ≤ C |I |N .
Definition 2.4. We call the random matrix H stable if:
(1) The entries of H are independent up to symmetry.
(2) For any time t = N−1+ϵ, where ϵ > 0 can be arbitrarily small, the random matrix H (1)t defined
in (2.17) satisfies the weak local semicircle law, i.e., for any (large) number D > 0, and (small)
number δ > 0, the following holds with probability larger than 1 − N−D: 1N Tr (H (1)t − E − iη)−1 − msc(E + iη)
 ≤ N−c(δ), (2.19)
uniformly for −5 ≤ E ≤ 5,N−1+δ ≤ η ≤ 10, where c(δ) > 0 is some constant depending on δ,
and spec(H (1)t ) ⊆ (−3,NC) for some fixed C.
(3) The first two moments of entries of H satisfy E[hi j] = f and E[(hi j − f )2] = si j. We assume
that there are constants c1 and c2 such that c1N−1 ≤ si j ≤ c2N−1, and the mean 0 ≤ f ≤ NC
may depend on N . For the third moment, there exists some universal constant α, such that
E[|hi j − f |3] ≤ N−1−α.
(4) For any time 0 ≤ s ≤ N−1+ϵ, where ϵ > 0 can be arbitrarily small, indexes 0 ≤ a,b ≤ N , any
(large) number D > 0, and (small) number δ > 0, with probability larger than 1 − N−D, θabHs
is δ-general for any choice of θab
ab
∈ [0,1], with the constants in Definition 2.3 uniformly in s.
Remark 2.5. Second condition (2) implies that for any κ > 0, the eigenvalues λi(H (1)t ) ∈ (−2 +
κ2/3,2 − κ2/3) for i ∈ [[2κN, (1 − 2κ)N]] with overwhelming probability.
Remark 2.6. In order to simplify our proof, we have assumed that the matrix elements are
independent. Independence is mainly used in the comparison Lemma 4.3, which will still hold if the
matrix entries of H are weakly correlated.
Remark 2.7. The motivating example of our paper is the sparse random matrix, and we have
therefore assumed that the Stieltjes transform of the empirical eigenvalue distribution of H (1)t is
close to msc, i.e., the semicircle law. The semicircle law, however, does not play an active role and
our methods can be applied to the case in which the semicircle law is replaced by other densities.
We will not pursue this direction and refer the interested reader to Refs. 2, 3, and 1 for examples in
which the limiting eigenvalue density differs from the semicircle law.
In this paper, we will prove that the local statistics of stable random matrices are universal.
Theorem 2.8. Let H be a stable random matrix as defined in Definition 2.4. The local statistics
of H in the bulk are universal. First, H has gap universality with a fixed label in the bulk. For any
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κ > 0 and index i ∈ [[κN, (1 − κ)N]], we have
lim
N→∞ E
(H )[O(N ρsc(γi)(λi − λi+1), . . . ,N ρsc(γi)(λi − λi+n))]
−E(GOE)[O(N ρsc(γi)(λi − λi+1), . . . ,N ρsc(γi)(λi − λi+n))] = 0. (2.20)
The averaged n-point correlation functions of H are universal in the bulk. We denote the n-point
correlation function functions of H and GOE by ρ(n)H and ρ
(n)
GOE
, respectively, then for any δ > 0
and E ∈ (−2,2), and b ≥ N−1+δ
lim
N→∞
 E+b
E−b

Rn
O(α1, . . . ,αn)

1
ρsc(E)n ρ
(n)
H
(
E ′ +
α1
N ρsc(E) , . . . ,E
′ +
αn
N ρsc(E)
)
− 1
ρsc(E)n ρ
(n)
GOE
(
E ′ +
α1
N ρsc(E) , . . . ,E
′ +
αn
N ρsc(E)
)
dα1 . . . dαn
dE ′
2b
= 0. (2.21)
Above, the observable O ∈ C∞c (Rn).
III. BULK UNIVERSALITY OF Ht
The goal of this section is to establish bulk universality for the matrix valued stochastic process
Ht defined as in (2.15) after a short time t = N−1+ϵ.
Theorem 3.1. Let H be a stable random matrix, and let Ht be defined as in (2.15). For any
small ϵ, κ > 0 there is a constant c > 0, which depends on ϵ , such that the following holds for
t = N−1+ϵ and any index i ∈ [[κN, (1 − κ)N]]:E(Ht)[O(N(λi − λi+1), . . . ,N(λi − λi+n))]
− E(GOE)[O(N(λi − λi+1), . . . ,N(λi − λi+n))] ≤ N−c. (3.1)
Moreover, for any δ, κ > 0, E ∈ (−2 + κ,2 − κ) and b ≥ N−1+δ, we have  E+b
E−b

Rn
O(α1, . . . ,αn)
 1
ρsc(E)n ρ
(n)
Ht
(
E ′ +
α1
N ρsc(E) , . . . ,E
′ +
αn
N ρsc(E)
)
− 1
ρsc(E)n ρ
(n)
GOE
(
E ′ +
α1
N ρsc(E) , . . . ,E
′ +
αn
N ρsc(E)
) 
dα1 . . . dαn
dE ′
b
 ≤ N−c, (3.2)
where the test function O ∈ C∞c (Rn).
For the proof, we shall first restate the main result of Ref. 26 in a form convenient for our proof.
For this we will introduce some notation. For a deterministic matrix A, we define
At B A + ϑtG, ϑt B

r(1 − e−t/r)
2
= O(t 12 ), (3.3)
where G is a Gaussian orthogonal ensemble matrix and r is the constant from (2.17). We denote Stielt-
jes transform of the free convolution of the empirical eigenvalue distribution of A and θG, and so, m0
is the Stieltjes transform of empirical eigenvalue distribution of A. More explicitly, it is given by
mt(z) B m0(z + ϑ2tmt(z)) = 1N
N
i=1
1
λi(A) − z − ϑ2tmt(z)
. (3.4)
The free convolution is well-studied, see, e.g., Ref. 4. It is known that mt is the Stieltjes transform
of a measure with a density which we denote by ρt which is analytic on the interior of its support,
for any t > 0. Denote the classical eigenvalue locations of the density ρsc and ρt by γi and γi, t,
respectively,  γi
−∞
ρsc(x)dx = iN ,
 γi, t
−∞
ρt(x)dx = iN .
The following follows from Ref. 26 (Theorem 2.5).
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Theorem 3.2. Suppose that there are constants c1 > 0 and C1 > 0 such that
c1 ≤ Im[m0(E + iη)] ≤ C1 (3.5)
for all E ∈ (−2 + κ,2 − κ) and N−1+ϵ/3 ≤ η ≤ 10. Suppose furthermore that spec(A) ⊆ [−C,NC)
for some fixed C. Let i be such that λi(A) ∈ (−2 + 2κ,2 − 2κ). Then for any ϵ > 0, t = N−1+ϵ, there
exists a small constant c > 0, which depends on ϵ , such that for indexes i1, . . . , in ∈ N and ik ≤ Nc,
E(At)[O(ρt(γi, t)N(λi − λi+i1), . . . , ρt(γi, t)N(λi − λi+in))]
− E(GOE)[O(ρsc(γ j)N(λ j − λ j+i1), . . . , ρsc(γ j)N(λ j − λ j+in))]
 ≤ N−c (3.6)
for all large enough N ≥ N(ϵ). Above j is any index satisfying j ∈ [[κ1N, (1 − κ1)N]], where
κ1 > 0.
We will apply the above theorem by conditioning on H (1)t and taking A = H
(1)
t . However, we
must take care of the scaling by ρt(γi, t) in the above theorem statement. This becomes a random
variable depending on H (1)t . We want to replace it by the deterministic quantity ρsc(γi); we will see
that our assumption on the weak local law of H (1)t combined with continuity of the free convolution
allows us to do this.
Define the spectral domain F = {z = E + iη : E ∈ (−5,5),N−1+ϵ/3 ≤ η ≤ 10}, and the set of
real symmetric N × N matrices
D B {A : |m0(z) − msc(z)| ≤ N−ω, z ∈ F } ∩ {spec(A) ⊆ (−3,NC)}, (3.7)
where ω satisfies 0 < ω ≤ min{ϵ/3,c(ϵ/3), (1 − ϵ)/4}, and c(ϵ/3) is from the constant in (2.19) of
Definition 2.4.
Lemma 3.3. Let κ,ω > 0 and A ∈ D as above. Then, for any ϵ > 0 and t = N−1+ϵ,
|mt(z) − msc(z)| ≤ CN−ω, (3.8)
uniformly for any z ∈ {z = E + iη : E ∈ (−4,4),N−1+ϵ/3 ≤ η ≤ 9}.
Proof. From Jensen’s inequality, we have
|mt |2 ≤ 1N
 1
|λi(A) − z − ϑ2tmt(z)|2
=
Im[mt(z)]
Im[z + ϑ2tmt(z)]
≤ ϑ−2t .
Therefore, we have |ϑ2tmt | ≤ ϑt = O(t1/2). Since A ∈ D, for any z = E + iη, such that E ∈ (−4,4)
and N−1+ϵ/3 ≤ η ≤ 9, we have that z + ϑ2tmt ∈ F . Defining relation (3.7) leads to
mt(z) = m0(z + ϑ2tmt(z)) = msc(z + ϑ2tmt(z)) + O(N−ω). (3.9)
To control msc(z + ϑ2tmt), we have the following stability estimate of msc: for any z, ∆z with
non-negative imaginary part, and |∆z | ≤ 1, then
|msc(z + ∆z) − msc(z)| ≤ 2|∆z |1/2. (3.10)
Therefore, (3.9) gives us
|mt(z) − msc(z)| ≤ |mt(z) − msc(z + ϑ2tmt)| + |msc(z + ϑ2tmt) − msc(z)| ≤ CN−ω,
given that ω < (1 − ϵ)/4. 
From this lemma, we conclude the following.
Lemma 3.4. For any ϵ, κ > 0, time t = N−1+ϵ, any real symmetric matrix A ∈ D, and E ∈
(−2 + κ,2 − κ), we have
|ρt(E) − ρsc(E)| ≤ CN−ω. (3.11)
Moreover, for any index i such that λi(A) ∈ (−2 + κ,2 − κ), we have
ρt(γi, t) − ρsc(γi) ≤ CN−ω/2, (3.12)
where the constant ω is from definition (3.7) of the set D.
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Proof. From Ref. 26 (Lemma 7.1), the derivative of ρt satisfies |ρ′t(E)| ≤ C/t for E ∈ (−2 +
κ,2 − κ), where we use the fact ϑ2t = O(t). Moreover, the same lemma also shows that ρt(E) ≤ C
on (−2 + κ/2,2 − κ/2). Given E ∈ (−2 + κ,2 − κ), we denote the intervals I1 = [E − N−1+2ϵ/3,E +
N−1+2ϵ/3], I2 = {x : N−1+2ϵ/3 < |x − E | < κ/2}, and I3 = R \ (I1 ∪ I2). We take η = N−1+ϵ/3, then
|ρt(E) − 1
π
Im [mt(E + iη)]|
≤
 1π

I1
(ρt(E) − ρt(x))ηdx
(x − E)2 + η2 dx
 +
 1π

I2∪I3
ρt(E)ηdx
(x − E)2 + η2

+
 1π

I2
ρt(x)ηdx
(x − E)2 + η2
 +
 1π

I3
ρt(x)ηdx
(x − E)2 + η2

≤ sup
x∈I1
|ρt(x) − ρt(E)| + CN−ϵ/3 + CN−ϵ/3 + C η
κ2

I3
ρt(x)dx ≤ CN−ϵ/3, (3.13)
where we have used |ρt(x)| ≤ C on I1 ∪ I2. Moreover, we have
| 1
π
Im [mt(E + iη)] − ρsc(E)|
≤ 1
π
|Im [mt(E + iη)] − Im [msc(E + iη)]| + 1
π
|Im [msc(E + iη)] − 1
π
Im [msc(E)]|
≤ N−ω + 2
π
√
η ≤ CN−ω, (3.14)
given ω ≤ (1 − ϵ)/2. (3.13) and (3.14) together lead to (3.11).
Moreover, by our hypothesis that A ∈ D, spec(A) is bounded below by 3. Therefore, the den-
sity ρt is also bounded below: supp ρt ∈ [−4,∞). Therefore, if i is such that λi(A) ∈ (−2 + κ,2 − κ)
then
|γi, t − γi | ≤ N−ω/2. (3.15)
This follows from Ref. 26 (Lemma 7.17). Therefore,
ρt(γi, t) − ρsc(γi) ≤ ρt(γi, t) − ρsc(γi, t) + ρsc(γi, t) − ρsc(γi) ≤ CN−ω/2. (3.16)

A. Proof of Theorem 3.1
By the hypotheses of stability of H , we have that H (1)t ∈ D with probability greater than
1 − N−D for any large D. We denote the density of free convolution of H (1)t and ϑtG as ρHt , and its
ith classical eigenvalue location as γHi, t. From Theorem 3.2, we have
E(Ht)[O(ρHt (γHi, t)N(λi − λi+i1), . . . , ρHt (γHi, t)N(λi − λi+in))|H (1)t ]
− E(GOE)[O(ρsc(γi)N(λi − λi+i1), . . . , ρsc(γi)N(λi − λi+in))]
 ≤ N−c. (3.17)
But then by Lemma 3.4, we have that |ρHt (γHi, t) − ρsc(γi)| ≤ N−ω/2, therefore,
E(Ht)[O(ρHt (γHi, t)N(λi − λi+i1), . . . , ρHt (γHi, t)N(λi − λi+in))|H (1)t ]
− E(Ht)[O(ρsc(γi)N(λi − λi+i1), . . . , ρsc(γi)N(λi − λi+in))|H (1)t ]
 ≤ CN−ω/2 (3.18)
for some C > 0 depending on first derivative and the support of the test function O. We therefore
obtain that for H (1)t ∈ D that
E(Ht)[O(ρsc(γi)N(λi − λi+i1), . . . , ρsc(γi)N(λi − λi+in))|H (1)t ]
− E(GOE)[O(ρsc(γi)N(λi − λi+i1), . . . , ρsc(γi)N(λi − λi+in))]
 ≤ N−c (3.19)
if we choose c small enough, such that c < ω/2. And if we take expectation over H (1)t , (3.1) follows.
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Now let ρ˜(n)t be the n-point correlation functions of Ht conditioned on H
(1)
t . It is well known
that estimate (3.17) together with the optimal rigidity of the eigenvalues of Ht (Ref. 26, Theo-
rem 3.3) implies that for H (1)t ∈ D, we have
 E+b
E−b

Rn
O(α1, . . . ,αn)
 1
ρsc(E)n ρ˜
(n)
t
(
E ′ +
α1
N ρsc(E) , . . . ,E
′ +
αn
N ρsc(E)
)
− 1
ρsc(E)n ρ
(n)
GOE
(
E ′ +
α1
N ρsc(E) , . . . ,E
′ +
αn
N ρsc(E)
) 
dα1 . . . dαn
dE ′
b
 ≤ N−c (3.20)
for b = N−1+δ for any δ > 0. For this argument, we refer the reader to, e.g., Ref. 13 (Theorem 2.1).
We conclude (3.2) by integrating over H (1)t . 
IV. LEVEL REPULSION FOR STABLE RANDOMMATRICES
In this section, we prove the following level repulsion estimate for stable random matrices. It
will be used for the comparison of the single gap statistics between H and Ht in Section V.
Theorem 4.1. Let H be a stable random matrix as defined in Section II C. Given any 0 < τ <
α/8, any (small) number κ > 0, and any index i ∈ [[κN, (1 − κ)N]], we have
P(|λi(H) − λi+1(H)| ≤ N−1−τ) ≤ N−τ/2. (4.1)
Remark 4.2. The above estimate suffices for the comparison of the single gap statistics of H
and Ht. We have not tried to optimize the exponent −τ/2, which is far from optimal. The proof
below is easily modified to give −τ + δ for any δ > 0.
It was proven in Ref. 26 that a level repulsion estimate holds for the matrix Ht for t = N−1+ϵ.
To obtain the level repulsion estimate for H , we need to prove that the change of eigenvalues up
to time t = N−1+ϵ is negligible. For this, we will repeatedly use the following lemma which asserts
continuity of DBM when viewed as a matrix Ornstein-Uhlenbeck process. It is a minor modification
of Ref. 6 (Lemma A.2).
Lemma 4.3. Let H be an N × N real symmetric random matrix H = (hi j)1≤i, j≤N , where the
hi j’s are independent up to symmetry constraint hi j = h j i. Suppose that for constants c1,c2,c3 its en-
tries satisfy E[hi j] = f and E[ hi j − f 2] = si j, where c1N−1 ≤ si j ≤ c2N−1 and f ≥ 0 may depend
on N.
Define Ht as in (2.15). Let F be a smooth function on the space of real symmetric matrices
satisfying
sup
0≤s≤t,a≤b
E
(N2|hab(s) − f |3 + N |hab(s) − f |) supθab |∂(3)abF(θabHs)|
 ≤ B.
Above, the deformed matrix θabHs is defined by (θabH)kl = f + θabkl (hkl − f ), where θabkl = 1 un-
less {k, l} = {a,b} and θab
ab
= θab
ba
is a number satisfying 0 ≤ θab
ab
= θab
ba
≤ 1. Then
|E[F(Ht)] − E[F(H0)]| ≤ CtB. (4.2)
Given a real symmetric matrix A, we denote its eigenvalues by {λ1, λ2, . . . , λN}, and corre-
sponding eigenvectors {u1,u2, . . . ,uN}. If λi is a simple eigenvalue of A, we define Pi to be the
orthogonal projection to the one-dimensional eigenspace corresponding to λi, and the resolvent
Ri(A) the unique real symmetric matrix inverting λi − A on the range of I − Pi(A), and vanishing on
the range of Pi(A). Ri(A) can be written explicitly as
Ri(A) =

j : j,i
1
λi − λ j u ju
∗
j .
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Moreover, Ri(A) can be written as the following contour integral:
Ri(A) = 12πi

|z−λi |=ω
1
λi − z
1
A − z dz, (4.3)
where we pick the contour ω to enclose only λi. From the above formula, it is clear that Ri(A) is
a smooth function on a neighbourhood of A if λi is a single eigenvalue. We refer the reader to the
book Ref. 30 (Chapter XII) for related properties.
If λi is a single eigenvalue of A, we define the quantity
Qi(A) = 1N2 Tr (Ri(A)
2) = 1
N2

j : j,i
1
|λ j − λi |2 . (4.4)
This quantity plays an important role in Ref. 33, where it was observed that it captures quantita-
tively the derivatives of λi(A). Here, we write it in terms of the Green function and prove it is stable
under DBM (2.15). As a result, based on the idea of Green function comparison, it can be used to
derive the weak level repulsion estimate Theorem 4.1, once we know such an estimate for larger
times, see Theorem 4.4.
Since Qi(A) is not well-defined on the space of real symmetric matrices (it will blow up when
λi(A) is not a single eigenvalue), we have to compose it with a cutoff function χM, where M B N2τ
and the (small) constant τ > 0 will be chosen later. We choose the cutoff function χM(x) which sat-
isfies the following two properties: (1) χM is smooth, and the first three derivatives are bounded by
some constant C, i.e., | χ′M(x)|, | χ′′M(x)|, | χ′′′M(x)| ≤ C. (2) On the interval [0,M], | χM(x) − x | ≤ 1,
and for x ≥ M , χM(x) = M .
If λi is a single eigenvalue of A, then in a neighborhood of A, χM(Qi(A)) is smooth; if λi is not
a single eigenvalue of A, then in a neighborhood of A, χM(Qi(A)) is constant, which is also smooth.
Therefore, χM(Qi(A)) is a well defined smooth function on the space of real symmetric matrices.
Our proof of Theorem 4.1 consists of three steps:
1. We use the level repulsion estimate for Ht to conclude the estimate E[χM(Qi(Ht))] ≤ CN3τ/2
for t = N−1+ϵ.
2. We compare E[χM(Qi(Ht))] for t = N−1+ϵ and E[χM(Qi(H0))] using the continuity Lemma
4.3. Since ϵ > 0 can be chosen arbitrarily small, we will obtain
|E[χM(Qi(Ht))] − E[χM(Qi(H0))]| ≤ CNτ. (4.5)
3. Theorem 4.1 then immediately follows from E[χM(Qi(H0))] ≤ CN3τ/2 and the Markov
inequality.
In the remainder of this section, we denote the eigenvalues of Ht by λ1(t) ≤ λ2(t) ≤ · · · ≤ λN(t),
and so, the eigenvalues of H are λ1(0) ≤ λ2(0) ≤ · · · ≤ λN(0).
The following level repulsion estimate is an immediate consequence of Ref. 26 (Theorem 3.6).
Theorem 4.4. Let H be a stable random matrix as defined in Section II C. Given any (small)
number ω > 0, and (large) number D > 0, we have that
P
 |λi(t) − λi+1(t)| ≤ θN−1 ≤ Nωθ2−ω + N−D (4.6)
for any i ∈ [[κN, (1 − κ)N]] and t ≥ N−1+ϵ.
From this, we derive the following estimate.
Lemma 4.5. Let H be a stable random matrix. Then,
E[χM(Qi(Ht))] ≤ CN3τ/2 (4.7)
for t = N−1+ϵ for any ϵ > 0 and all small τ > 0.
Proof. By our assumption with probability larger than 1 − N−D, the matrix Ht is δ-general in
the sense of Definition 2.3. Combining this with Theorem 4.4, we have
P
 
Ht is δ-general and |λi(t) − λi±1(t)| ≥ θN−1 ≥ 1 − Nωθ2−ω − N−D.
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Define a dyadic decomposition
U0 = { j , i : |λ j(t) − λi(t)| ≤ N−1+δ}, U∞ = { j : Nδ < |λ j(t) − λi(t)|},
Un = { j : 2n−1N−1+δ < |λ j(t) − λi(t)| ≤ 2nN−1+δ}, 1 ≤ n ≤ ⌈log2 N⌉ .
For those Ht which are δ-general in the sense of Definition 2.3, |Un | ≤ C2nNδ, for 0 ≤ n ≤
⌈log2 N⌉. On the event that Ht is δ-general and |λi(t) − λi±1(t)| ≥ θN−1, we derive the estimate,
Qi(Ht) = 1N2
⌈log2N ⌉
n=0

j ∈Un
1
|λi(t) − λ j(t)|2 +
1
N1+2δ
≤ 3CNδθ−2. (4.8)
Therefore, we have
P
*.,
1
N2

j : j,i
1
|λi(t) − λ j(t)|2 ≥ 3CN
δθ−2+/- ≤ Nωθ2−ω + N−D,
where ω > 0 can be any small number. Therefore,
E[χM(Qi(Ht))] ≤ 1 + 3CNδθ−2 + M(Nωθ2−ω + N−D).
If we take θ = N−τ/2, then we get E[χM(Qi(Ht))] ≤ CN3τ/2, if we take δ < τ/2, ω < τ/4 and D
large. 
This finishes the proof of the first step. In order to apply Lemma 4.3 for the second step, we
need to control the third derivative of χM(Qi(θabHs)).
Proposition 4.6. Let A be an N × N deterministic real symmetric matrix. If A is δ-general in
the sense of Definition 2.3 and
Qi(A) = 1N2

j : j,i
1
|λi(A) − λ j(A)|2 ≤ M = N
2τ, (4.9)
then
∂
(k)
ab
Qi(A) ≤ CN (2k+2)δ+(k+2)τ, k = 1,2,3 (4.10)
for some constant C.
Proof. We denote G = (A − z)−1 the resolvent of A and by λ j and u j the eigenvalues and eigen-
vectors of A. Notice that (4.9) implies |λi − λi±1| ≥ N−1−τ. The same dyadic argument leading to
(4.8) yields 
j : j,i
1
|λi − λ j | =

n≥0

j ∈Un
1
|λi − λ j | ≤ CN
1+τ+δ. (4.11)
Also we have the trivial bound for higher moments

j : j,i
1
|λi − λ j |k ≤
*.,

j : j,i
1
|λi − λ j |2
+/-
k/2
≤ N k(1+τ), k ≥ 2. (4.12)
We denote by V the matrix whose matrix elements are zero everywhere except at the (a,b) and (b,a)
positions, where it equals one. From formula (4.3),
∂
(k)
ab
Qi(A) = 1N2 Tr ∂
(k)
ab

G
λi − z dz

G
λi − w dw. (4.13)
Notice that ∂(k)
ab
G = (−1)kk!(GV )kG. By the Leibniz rule, (4.13) can be written as a sum of terms in
the following form:
1
N2
Tr

(GV )k1G∂(k2)
ab
1
λi − z dz

(GV )k3G∂(k4)
ab
1
λi − w dw, (4.14)
where k1 + k2 + k3 + k4 = k. We will only prove (4.10) for k = 3; that is, we will prove
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|∂(3)
ab
Qi(A)| ≤ CN5τ+8δ. (4.15)
The computations for k = 1,2 are much easier. To evaluate (4.14), we need to compute the first three
derivatives of λi(A) with respect to the (a,b)th entry of A. We use the following formula to compute
the derivatives of λi:
λi = − 12πi Tr

z
A − z dz,
where the contour encloses only λi. The kth derivative with respect to (a,b)th entry is
∂
(k)
ab
λi = − 12πi Tr

z∂(k)
ab
Gdz =
(−1)k+1k!
2πi
Tr

z(GV )kGdz.
For k = 1,2,3, respectively, we have
∂abλi =
1
2πi
N
j=1
 zu∗jVu j
(λ j − z)2 dz = u
∗
iVui, (4.16)
∂
(2)
ab
λi =
−2
2πi

j1, j2
 z(u j1Vu∗j2)2
(λ j1 − z)2(λ j2 − z)
= 2

j : j,i
(u∗iVu j)2
λi − λ j , (4.17)
∂
(3)
ab
λi =
6
2πi

j1, j2, j3
 z(u j1Vu∗j2)(u j2Vu∗j3)(u j3Vu∗j1)
(λ j1 − z)2(λ j2 − z)(λ j3 − z)
= 6

j1, j2:
j1, j2,i
(u∗iVu j1)(u∗j1Vu j2)(u∗j2Vui)
(λi − λ j1)(λi − λ j2)
− 6(u∗iVui)

j : j,i
(u∗iVu j)(u∗jVui)
(λi − λ j)2 . (4.18)
Some straightforward but tedious integration similar to (4.16)–(4.18) reveals that ∂(3)
ab
Qi(A) is a
sum of the following terms (for simplicity of notation, we write Vjk B u∗jVuk):
j : j,i
Ω
(λi − λ j)5 , Ω = V
3
ii,V
2
iiVj j,ViiV
2
j j,V
3
j j,
j1, j2:
j1, j2,i
Ω
(λi − λ j1)4(λi − λ j2)
, Ω = ViiV 2j1 j2,Vj1 j1V
2
i j2
,Vj1 j1V
2
j1 j2
,ViiV 2i j2,

j1, j2:
j1, j2,i
Ω
(λi − λ j1)3(λi − λ j2)2
, Ω = Vj2 j2V
2
j1 j2
,ViiV 2i j1,ViiV
2
j1 j2
,Vj1 j1V
2
j1 j2
,

j1, j2, j3:
j1, j2, j3,i
Vj1 j2Vj2 j3Vj3 j1
(λi − λ j1)3(λi − λ j2)(λi − λ j3)
,

j1, j2, j3:
j1, j2, j3,i
Vj1 j2Vj2 j3Vj3 j1
(λi − λ j1)2(λi − λ j2)2(λi − λ j3)
.
Indeed, if one takes a close look at expression (4.14), the only singularity enclosed by our contour is
λi. Therefore, by Cauchy’s formula, the integral is sum of terms with denominators:

j(λi − λ j), as
appearing in the above expressions.
Since the eigenvectors of A are completely delocalized, we see that
|Vjk | ≤ CN−1+δ. (4.19)
This together with bounds (4.11) and (4.12) yields (4.15) 
A. Proof of Theorem 4.1
By explicit computation, we have
∂
(3)
ab
 
χM(Qi(θabHs)) = χ′′′M(∂abQi)3 + 3χ′′M∂(2)abQi∂abQi + χ′M∂(3)abQi. (4.20)
Notice that the right hand side of (4.20) vanishes unless Qi(θabHs) ≤ M . Since H is stable, for any
choice of θab
ab
∈ [0,1], θabHs satisfies all the assumptions in Lemma 4.10, with probability larger
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than 1 − N−D for any large number D. Therefore,
P *,supθab ∂(3)ab
 
χM(Qi(θabHs)) ≤ CN12δ+9τ+- ≥ 1 − N−D.
On the complement of the above event, we will use the following deterministic bound:∂(3)ab  χM(Qi(θabHs)) ≤ CN3+9τ.
We want to apply Lemma 4.3 with F = χM ◦Qi. For this choice of F, we can take B to satisfy
B ≤ sup
0≤s≤t
1≤i, j≤N
E
(N2|hi j(s) − f |3 + N |hi j(s) − f |)CN12δ+9τ + CN3+9τN−D ≤ CN1+12δ+9τ−α,
where the last factor N−α is from the third moment of hi j(s). We conclude that
|E[χM(Qi(Ht))] − E[χM(Qi(H0))]| ≤ CtN1+12δ+9τ−α = CN ϵ+12δ+9τ−α. (4.21)
Since the two numbers ϵ, δ > 0 can be arbitrarily small, therefore, we can choose τ = (α − ϵ −
12δ)/8 and (4.21) simplifies to
|E[χM(Qi(Ht))] − E[χM(Qi(H0))]| ≤ CNτ. (4.22)
Hence,
E[χM(Qi(H0))] ≤ CN3τ/2 (4.23)
and the proof is easily concluded by the Markov inequality. 
V. BULK UNIVERSALITY OF STABLE RANDOMMATRICES
In this section, we prove bulk universality for stable random matrices H , i.e., Theorem 2.8
by comparing the local statistics between H and Ht. This will yield the theorem as Theorem 3.1
shows that the latter ensemble exhibits bulk universality. In the following of this section, we
denote the eigenvalues of Ht by λ1(t) ≤ λ2(t) ≤ · · · ≤ λN(t). And so the eigenvalues of H are
λ1(0) ≤ λ2(0) ≤ · · · ≤ λN(0).
We will obtain the gap universality of H from the more general comparison result below.
Lemma 5.1. Let H be a stable random matrix and let Ht be defined as in (2.15). Take t =
N−1+ϵ. Then for ϵ > 0 small enough, we have
lim
N→∞E[O(Nλi1(0), . . . ,Nλin(0))] − E[O(Nλi1(t), . . . ,Nλin(t))] = 0, (5.1)
for any i1, i2, . . . , in ∈ [[κN, (1 − κ)N]] and bounded test function O ∈ C∞(Rn) whose first three
derivatives are bounded.
Proof. For simplicity of notation, we only state the proof for n = 1 case, i.e., for any i ∈
[[κN, (1 − κ)N]],
lim
N→∞E[O(Nλi(0))] − E[O(Nλi(t))] = 0. (5.2)
Take a cutoff function ρM such that ρM(x) = 1 for x ≤ M and ρM(x) = 0 for x ≥ 2M , where
M = N2τ and τ > 0 is a small constant. By the level repulsion of H and Ht from Sec. IV, we know
that
P(Qi(Hs) ≥ N2τ) ≤ N−τ/2, s = 0, t .
Since O ∈ C∞(R) is bounded, we have that
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|E[O(Nλi(0))] − E[O(Nλi(t))]|
≤ |E[O(Nλi(0))ρM(Qi(H0))] − E[O(Nλi(t))ρM(Qi(Ht))]|
+ ∥O∥∞  P(Qi(H0) ≥ N2τ) + P(Qi(Ht) ≥ N2τ)
≤ |E[O(Nλi(0))ρM(Qi(H0))] − E[O(Nλi(t))ρM(Qi(Ht))]| + 2∥O∥∞Nτ/2 .
Notice that O(Nλi(A))ρM(Qi(A)) is a well defined smooth function on the space of symmetric
functions. Moreover, if the matrix A is δ-general in the sense of Definition 2.3 the same argument as
in Proposition 4.6 implies ∂(3)abO(Nλi(A))ρM(Qi(A)) ≤ CNc(δ+τ),
where c and C are constants. Therefore, by Lemma 4.3, we have
|E[O(Nλi(0))ρM(Qi(H0))] − E[O(Nλi(t))ρM(Qi(Ht))]| ≤ CNc(δ+τ)+ϵ−α → 0,
if we take c(δ + τ) + ϵ < α/2. 
For the universality of the correlation functions, due to the lack of optimal rigidity, one cannot
directly deduce the universality of the correlation functions from (5.1). We need the following
Green function comparison lemma, which is similar to previous results in, e.g., Ref. 19 (Theo-
rem 2.3). Previous results are based on moment matching, the proof given here is based on the
continuity of DBM (Ref. 6, Lemma A.2).
Lemma 5.2. Let H be a stable random matrix as defined in Section II C, and let Ht be
defined as in (2.15). Let δ > 0 be arbitrary and choose an η with N−1−δ ≤ η ≤ N−1. For any
sequence of positive integers k1, k2, . . . , kn, any set of complex parameters zmj = E
m
j ± η, where
1 ≤ j ≤ km, 1 ≤ m ≤ n, |Emj | ≤ 2 − κ, and the ± signs are arbitrary, we have the following. Let
Gt(z) = (Ht − z)−1 be the resolvent and let F(x1, x2, . . . , xn) be a test function such that for any
multi-index α = (α1, . . . ,αn) with 1 ≤ |α| ≤ 4 and for any ω > 0 sufficiently small, we have
max

|∂αF(x1, x2, . . . , xn)| : max
j
|x j | ≤ Nω

≤ NC0ω (5.3)
and
max

|∂αF(x1, x2, . . . , xn)| : max
j
|x j | ≤ N2

≤ NC0 (5.4)
for some constant C0. Then the following holds:E[F
*.,N−k1 Tr
k1
j=1
Gt(z1j), . . . ,N−kn Tr
kn
j=1
Gt(znj )+/- − E[F(Gt → G0)]]
 ≤ CtN1+cδ−α, (5.5)
where c and C are constants depending on κ, n, k1, k2, . . ., kn and C0.
Proof. For simplicity of notation, we state the proof only for n = 1 and k1 = 1 cases, i.e.,
E[F  N−1Tr Gt(z)] − E[F  N−1Tr G0(z)] ≤ CtN1+cδ−α.
We will prove this lemma using Lemma 4.3. We must compute derivatives of the trace
of the Green’s function of the deformed matrix θabHs. We denote the resolvent of θabHs by
G(z) = (θabHs − z)−1. For the derivatives of G(z), we have |Tr ∂(k)abG| = |(−1)kk!Tr (GV )kG|, where
V is the matrix whose matrix elements are zero everywhere except at the (a,b) and (b,a) posi-
tions, where it equals one. Since V has at most two nonzero elements, the trace (GV )kG contains
at most 2kN terms. Furthermore, each term is a product of k + 1 entries of G, e.g., Tr GVG =
k(GkbGab + GkaGbk). We first derive a bound on the resolvent entries G jk(E + iη) down to
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η ≥ N−1−δ when θabHs is δ-general. Using the delocalization of the eigenvectors, we have
|G jk(E + iη)| ≤
N
i=1
|ui( j)ui(k)|
|λi − z | ≤ CN
−1+δ
N
i=1
1
|λi − z | .
Define a dyadic decomposition
U0 = { j : |λ j − E | ≤ N−1+δ}, U∞ = { j : Nδ < |λ j − E |},
Un = { j : 2n−1N−1+δ < |λ j − E | ≤ 2nN−1+δ}, 1 ≤ n ≤ ⌈log2 N⌉ .
For δ-general θabHs, we have |Un | ≤ C2nNδ, for 0 ≤ n ≤ ⌈log2 N⌉. We can divide the summation
over i into ∪nUn,
|G jk(E + iη)| ≤CN−1+δ

n≥0

i∈Un
1
|λi − E − iη | ≤ CN
3δ, N−1−δ ≤ η.
Therefore, we have
P(N−1 sup
θab
|Tr ∂(k)
ab
G| ≤ CN3(k+1)δ) ≥ 1 − N−D, N−1−δ ≤ η.
When θabHs is not δ-general, we still have the deterministic upper bound
N−1|Tr ∂(k)
ab
G| ≤ CN3(1+δ).
Therefore, we can take F(A) = N−1Tr (A − E − iη)−1 for N−1−δ ≤ η in Lemma 4.3. For B we have
the upper bound
B ≤ sup
0≤s≤t,1≤i, j≤N
E
(N2|hi j(s) − f |3 + N |hi j(s) − f |)CN (3C0+18)δ + CN3(1+δ)N−D
≤CN1+(3C0+18)δ−α,
which yields (5.5). 
Once we have the above lemma, the following theorem from Ref. 14 (Theorem 2.1) transforms
the information of the Green function to the correlation functions of H and will complete the proof
of Theorem 2.8.
Theorem 5.3. Let G(z) and Gt(z) denote the Green function of the two matrices H and Ht,
respectively. Suppose that (5.5) holds for the two random matrices H and Ht for any t = N−1+ϵ,
where ϵ > 0 can be arbitrarily small. Let ρ(n)H and ρ
(n)
Ht
be the n-point correlation functions of the
eigenvalues with respect to the probability laws of the matrices H and Ht. Then for any κ > 0,
E ∈ (−2 + κ,2 − κ), and test function O ∈ C∞c (Rn), we have
lim
N→∞

Rn
O(α1, . . . ,αn)

ρ
(n)
H
(
E +
α1
N
, . . . ,E +
αn
N
)
− ρ(n)Ht
(
E +
α1
N
, . . . ,E ′ +
αn
N
)
= 0
provided that t is chosen so that CtN1+cδ−α ≤ N−α/2.
A. Proof of Theorem 2.8
The universality of the gap statistics follows from Theorem 3.1 and Lemma 5.1. The univer-
sality of the correlation functions follows from Theorem 3.1, Lemma 5.2, and Theorem 5.3. 
VI. UNIVERSALITY OF SPARSE RANDOMMATRICES
In this section, we prove Theorem 2.2, the bulk universality of sparse matrices, by checking that
sparse matrices satisfy the hypotheses of Definition 2.4 of stable random matrices. In the following,
we collect some facts about sparse matrices proved in Ref. 9.
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Theorem 6.1. Let H be a sparse Wigner matrix as in Definition 2.1. We denote the eigen-
values of H as λ1 ≤ λ2 ≤ · · · ≤ λN , the corresponding eigenvectors u1,u2, . . . ,uN , and the resol-
vent G(E + iη) = (H − E − iη)−1. Then for all (small) ω,δ > 0, (large) D > 0, and large enough
N ≥ N(ω,δ,D), the following holds with probability larger than 1 − N−D.
(i) All eigenvalues of H are in the interval [−3,3], i.e., −3 ≤ λ1 ≤ λ2 · · · ≤ λN−1 ≤ 3, except for
the largest eigenvalue λN .
(ii) We have the weak local semi-circle law for individual resolvent entries: there exists a con-
stant C such that |G jk(E + iη)| ≤ C, for η ≥ N−1+δ.
(iii) We have the local semi-circle law for the Stieltjes transform of eigenvalues of H,
|mN(E + iη) − msc(E + iη)| ≤ Nω
(
1
q
+
1
Nη
)
, |E | ≤ 5,N−1+δ ≤ η ≤ 10. (6.1)
Remark 6.2. In fact Theorem 6.1 is still true for generalized sparse matrices, in which we allow
the variance of each entry E[(hi j − f )2] = si j to be different, given that (1) they are of the same
order, i.e., there exists some constants c1 and c2, such that c1N−1 ≤ si j ≤ c2N−1, (2)Nj=1 si j = 1.
Theorem 6.3. Sparse random matrices in the sense of Definition 2.1 are stable. Therefore,
Theorem 2.2 holds.
Proof. Conditions (1) and (3) of Definition 2.4, i.e., the independent entries and moment condi-
tions, follow from the definition of a sparse matrix. The fact that θabHs is δ-general, i.e., condition
(4), will follow from the bounds (ii) in Theorem 6.1. If the resolvent elements of θabHs are bounded
down to the scale η ≥ N−1+δ then by taking E = λi and η = N−1+δ in the following identity:
C ≥ Im G j j(E + iη) =
N
i=1
η |ui( j)|2
(λi − E)2 + η2 ≥ |ui( j)|
2η−1, (6.2)
we see that |ui( j)|2 ≤ CN−1+δ and so the eigenvectors of θabHs are completely delocalized. For any
interval I = [E − η,E + η], such that N−1+δ ≤ η, we have
C ≥ Im m(E + iη) = 1
N
N
i=1
η
(λi − E)2 + η2 ≥
1
N

λi∈I
η
(λi − E)2 + η2 ≥
1
|I |N #{i : λi ∈ I}.
Therefore, we get that #{i : λi ∈ I} ≤ C |I |N by rearranging the above expression.
It therefore suffices to prove that the resolvent entries of the deformed matrix θabHs are
bounded down to the scale η = N−1+δ. For each s, Hs is a sparse matrix and so by Theorem 6.1 we
know that its resolvent entries are bounded with probability greater than 1 − N−D for any large D.
The deformed matrix θabHs is a rank two perturbation of Hs, i.e., θabHs = Hs − V , where V
is the matrix whose matrix elements are zero everywhere except at the (a,b) and (b,a) positions,
where it equals (1 − θab
ab
)hab(s). By our assumption on the moments of sparse Wigner matrix (2.9),
we have that
P
 |(1 − θabab)hab(s)| ≤ N−α/2 ≥ 1 − N−D (6.3)
for any large D. We denote the resolvent of Hs as G = (Hs − z)−1. The resolvent elements of θabHs
are given by the formula
|(θabHs − z)−1jk | =

G jk + (GV (θabHs − z)−1) jk
≤C + 2CN−α/2 max
1≤n,l≤N
|(θabHs − z)−1nl |
≤C + 1
2
max
1≤n,l≤N
|(θabHs − z)−1nl |
with probability greater than 1 − N−D, for N sufficiently large. We get max j,k |(θabHs − z)−1jk | ≤ 2C,
for any choice of θab
ab
∈ [0,1], by taking maximum over j and k in above estimate, and rearranging
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it. This finishes the proof that with probability larger than 1 − N−D for any (large) number D, θabHs
is general, for any choice of θab
ab
∈ [0,1].
For the local semi-circle law of H (1)t , i.e., condition (2), the variance of the diagonal terms and
off-diagonal terms of H (1)t is e−tN−1 and (1 + e−t)/2N , respectively. Therefore, after normalizing
by (1 − (1 − e−t) N+12N )−1 = 1 + O(t), it is a generalized sparse matrix. By (3.10), the normalization
factor gives us an error of order at most O(√t): with probability larger than 1 − N−D,m(1)N (z) − msc(z) ≤ Nω ( 1q + 1Nη + √t
)
, |E | ≤ 4,N−1+δ ≤ η ≤ 10,
where m(1)N (z) is the Stieltjes transform of the empirical eigenvalue distribution of H (1)t . Therefore,
we can take c(δ) = 12 min{α,δ, 1−ϵ2 } in (2.19).
We have checked that sparse random matrices are stable, and so, Theorem 2.2 now follows
from Theorem 2.8.

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