The magnetization dynamics in exchange-biased 12 nm thick micron-sized permalloy disks have been studied using micromagnetic modeling. The magnetization in the permalloy and in the adjacent antiferromagnetic layer are set in a vortex configuration, and the disk is equilibrated in an applied field, which is then released. The behavior of the magnetization has been modeled as a function of both exchange bias strength and applied field, in both the time and frequency domains. We show that the exchange bias increases the curvature of the effective potential confining the vortex and that the gyrotropic frequency of the vortex core motion increases linearly with exchange bias. The eigenmodes of the spin waves to which the field couples are either azimuthal ͑for an in-plane field͒ or circularly symmetric ͑for a perpendicular field͒, with several orders of modes being visible. For the cicularly symmetric modes, the increase in frequency with exchange bias is in good agreement with an analytical model.
I. INTRODUCTION
The behavior of magnetic nanostructures in response to an applied field pulse is of fundamental interest and is also of considerable technological importance in advanced magnetic recording systems. 1 Cylindrical magnetic nanostructures fabricated from soft magnetic materials such as permalloy ͑Py͒ can support a range of magnetic moment configurations, which depend on parameters such as the aspect ratio of the structure ͑for example, whether it can be considered as a pillar or a disk͒. Micron-sized disks with a thickness of a few tens of nanometers can support a stable vortex structure, with the vortex structure consisting of a central core with magnetization perpendicular to the plane of the disk, 2 surrounded by a flux-closure magnetization distribution in the plane of the disk. The sense of circulation, or chirality, of the vortex can be described by a chirality vector defined by the righthanded screw rule. For each chirality of the vortex, the vortex core can have two polarization states, with the out-ofplane magnetization of the core parallel or antiparallel to the chirality vector. The presence of the vortex state strongly influences the response of the magnetization distribution to an applied field pulse. It is therefore of considerable interest and possible practical importance to understand the dynamics of vortex states and how they respond to external fields. The application of an in-plane field pulse displaces the vortex core laterally from its equilibrium position in a direction perpendicular to the applied field. When the field pulse is removed and the vortex is free to relax back to its zero-field equilibrium position, the trajectory of the vortex core is that of a decaying spiral around the center of the disk-the socalled gyrotropic motion. This precession results in the appearance of a low frequency mode in the frequency spectrum. It was predicted theoretically 3 and observed experimentally using the time-resolved Kerr effect 4 and a coplanar waveguide technique. 5 The frequency of the gyrotropic mode was found to depend on both the thickness ͑t͒ of the disk and on its radius ͑R͒ ͑specifically on the ratio t / R of these two parameters͒, with typical values in the range of 0.1-0.2 GHz for micron-sized disks with a thickness of 20 nm. More recently, this behavior has been imaged experimentally using several techniques including x-ray photoemission electron microscopy. 6 Experimental studies of vortex motion in patterned Py disks have also been extended to include the analysis of the behavior of vortex pairs in elliptical Py elements, using a coplanar waveguide technique. 7 In this case, four different modes could be identified depending on the relative motion of the vortices and on their relative polarization directions. A theoretical analysis of the vortex core motion in trilayer disks consisting of two ferromagnet ͑FM͒ layers with opposite chiralities, separated by a nonmagnetic spacer, has also been discussed by Guslienko et al. 8 The vortex cores were considered to have the same polarization. Two eigenfrequencies were observed, corresponding to coupled translational modes of the two cores.
Higher frequency excitations are also observed, which correspond to spin-wave eigenmodes. A theoretical model was proposed by Guslienko and Slavin, 9 which enables the frequencies of these modes to be calculated based on the assumption of uniform magnetization within the disk. The cylindrical eigenfunctions take the form of Bessel functions multiplied by an angular factor, with the symmetry of the eigenmodes depending on the direction of the applied field with respect to the plane of the disk. The modes can be labeled by a pair of integers ͑n , m͒. Here, n Ͼ 0 denotes the number of nodes in the radial direction and ͑m͒ denotes half the number of nodes in the azimuthal direction. Thus, a mode ͑n , m͒ will have n nodes in the radial direction for a fixed azimuthal angle and 2͉m͉ nodes in the azimuthal direction for a fixed radial position . Brillouin light scattering experiments conducted on Py disks with magnetization in a vortex state showed that the frequencies obtained could be fitted well to the theoretical values, both for an in-plane field, for which the azimuthal symmetry is lost 10 ͑n , m = 1 or higher͒, and for a perpendicular field, in which case the eigenmodes will display 11 a circular symmetry ͑n , m =0͒. Modes with ͑n , m =0͒ shall be referred to as circularly symmetric modes, and those with ͑n , m 0͒ as azimuthal modes. The spin-wave eigenmodes can be resolved in the frequency domain, and their mode order can be determined by comparison with theory. However, it is difficult to confirm the order of the modes that are observed unless they can be imaged using a spatially resolved technique. One problem with this method is that in the time domain, several spinwave modes will be superposed, resulting in a complicated spin motion. To circumvent this problem, Buess et al. 12, 13 developed a Fourier transform imaging technique in which the time-domain Kerr microscopy images are Fourier transformed to the frequency domain, and then each frequency peak is individually backtransformed to construct a single eigenmode. For an out-of-plane field, both circularly symmetric modes ͑m =0͒ and azimuthal modes ͑m Ͼ 0͒ were observed, 14 with strong damping of the azimuthal modes. More recently, this technique has also been combined with a ferromagnetic resonance technique to analyze the effect of an in-plane field in Py disks. 15 For technological applications, the magnetization states of nanostructures have to be well defined and controlled. This is usually achieved by applying exchange bias to the nanostructure, which results in a well-defined magnetic ground state. In particular, for practical applications of vortex states in nanostructures, it is desirable to control the vortex chirality by applying an exchange bias field with a vortex structure. The quasistatic behavior of the vortex core in Py disks exchange biased by IrMn has been studied using magneticforce microscopy, 16 and it was shown that a vortex structure could be imprinted in the antiferromagnetic pinning layer either centered or offset, as a function of the magnitude of the field applied during field cooling. 17 The experimental work in Ref. 17 provided a demonstration of an exchange-biased vortex structure. However, to date, there have been no analyses, experimental or theoretical, of the dynamics of the magnetization in exchange-biased dots. This paper presents the results of micromagnetic modeling used to visualize the vortex motion and spin-wave modes in exchange-biased bilayer Py disks, in which a centered vortex has been imprinted on the antiferromagnetic exchange bias. Results are shown for both the static displacement of the vortex core as a function of exchange bias and strength of an in-plane applied field, and the dynamical response to either an in-plane or out-of-plane field pulse, also as a function of exchange bias. In general, the dynamical response of the magnetization to an applied magnetic field contains two different time scales. For short times, approximately smaller than 1 ns, the response is dominated by several spin-wave eigenmodes in addition to complex dynamics associated with vortex core, including emission of short wavelength spiral waves and occasional reversal of the vortex core polarity. For times approximately greater than 1 ns, these spin-wave modes have decayed away and the dynamics are dominated by the relatively slow gyrotropic motion of the vortex core. In this paper, a quantitative analysis of the eigenmodes and the gyrotropic motion is presented, as a function of exchange bias, together with a qualitative discussion of the initial complex, transient behavior of the vortex core.
II. COMPUTATIONAL DETAILS
The numerical simulations were of a Py disk of 1 m diameter and 12 nm thickness with the ferromagnetic volume partitioned into cells on a regular cubic lattice of sides 2 nm. The disk was assumed to be deposited on top of an IrMn antiferromagnet ͑AF͒ with an average grain size d of 25 nm, which gave rise to an exchange bias coupling. This coupling can be considered as an interface energy density ⑀ eb acting on the Py surface in contact with the antiferromagnet and gives rise to an effective field H eb . The direction of this field was obtained by first letting the magnetization of the Py disk relax at relatively high damping, ␣ = 0.25, into a vortex state without the presence of exchange bias. The AF exchange bias direction was assumed to be constant over each grain in the AF, with the direction given by the adjacent FM magnetization and averaged over each grain. The grains themselves were obtained by seeding nucleation centers on the square lattice and by linking all numerical cells in the bottom sublayer of the FM ͑nearest to the AF͒ closest to one nucleation center into one grain. Note that "sublayer" refers to a single layer of cells as used in the simulation. The number of nucleation centers was obtained by dividing the area of the FM disk by the area of grains with an average diameter d. The grain structure and orientation of the exchange bias field for the AF pinning layer are shown in Fig. 1͑a͒ . The colors indicate the direction of exchange bias, as do the white arrows. Figure 1͑b͒ shows the coordinate system used for these simulations. The external field was applied in either the positive x or ẑ direction, and the resultant magnetization unit vector was described in cylindrical polar coordinates, as shown in Fig. 1͑c͒ .
The magnetization dynamics were simulated by integrating the Landau-Lifshitz-Gilbert equation of motion, FIG. 1. ͑Color online͒ ͑a͒ The grain structure and orientation of the exchange bias field for the AF pinning layer. The colors indicate the direction of exchange bias, as do the white arrows. The magnitude of the exchange bias was constant for all the grains, and the direction was set by an equilibrium, zero-field vortex structure imprinted by the adjacent FM layer. ͑b͒ The general coordinate system used for the simulations. The external field was applied in either the positive x or z direction, and the resultant magnetization unit vector was described in cylindrical polar coordinates as shown in ͑c͒
where m͑t͒ is the local director of the saturation magnetization density M S ͑t͒, given by m͑t͒ = M S ͑t͒ / ͉M S ͉. The electron gyromagnetic factor is given by ␥ e and the cgs system of units is used. The effective field is
Here,
is the contribution from the ferromagnetic exchange, with
and A is the exchange coupling in units of energy per unit length; the magnetostatic field H d is
the anisotropy field
arises from a uniaxial energy density of magnitude K u and director n͑r͒. Finally, H eb ͑r͒ is the effective field resulting from the exchange bias. In terms of the cell size a, the magnitude of this effective field is H eb = ⑀ eb / ͑M S a͒. Numerical values appropriate for Py were used, with A = 1.0 ϫ 10 −6 erg/ cm and M S = 800 emu/ cm 3 . A uniaxial anisotropy field of H a = 5 Oe was applied along the x axis ͑this anisotropy usually results from thermal annealing in an external field͒ in the numerical simulations, but its effect on the dynamics was negligible and it will be ignored in the following discussions.
The magnetostatic field was obtained by fast Fourier transform techniques. The Landau-Lifshitz-Gilbert ͑LLG͒ equations were integrated using a modified Bullirsch-Stör 18 method specifically adapted and optimized for the LLG equations. During each time step, the maximum angular displacement of the magnetization vectors in all cells of the simulation was kept to 20°or less. A few simulations were performed with the maximum angular displacement capped at 10°to confirm that the larger displacement did not lead to any discernible errors.
The magnetization in the FM was initialized in the vortex state without exchange bias. The exchange bias was then turned on, and an external field was applied along the x direction or ẑ direction. After the magnetization was relaxed for a time of 3 -10 ns in this field, the field was removed and the LLG equation integrated for 1 -10 ns with a damping of ␣ = 0.01 to obtain the magnetization dynamics. For the shorttime dynamics, the magnetization density in the whole system was collected in 0.01 ns time slices and stored. In order to enable the data to be visualized in the frequency domain as well as in the time domain, a temporal Fourier transform of the data was performed. This was carried out only for m z and only for the sublayer of the FM furthest away from the AF: The magnetization in each cell was replaced by the magnetization density averaged over the nearest 11ϫ 11 cells to filter out short length-scale dynamics. All time slices with this average magnetization density for each cell were then Fourier transformed, and the amplitude and phase maps were stored.
In order to study the small-oscillation eigenmodes of the system, the LLG equations were linearized about the equilibrium magnetization density m 0 = outside the vortex core region. The notation M S ĥ ͓m ͔ is used for the magnetostatic field 14 using cylindrical coordinates ͑ , , z͒. The exchange bias field is H eb = H eb , the small deviation from the equilibrium magnetization is given by m 1 = m ͑ , ͒ + m z ͑ , ͒ẑ, and the damping ␣ is ignored, giving dm dt
In the absence of in-plane external fields, the system is rotationally invariant and the azimuthal dependence of the solutions is of the form e im , with m as an integer. The exchange length is of the order of a few nanometers. The lowest-order eigenmodes, on the other hand, will vary on a length scale of the order of the radius of the disk, which is much greater than the exchange length. The exchange terms in these equations can therefore be ignored-to a good approximation, the lowest-order eigenmodes are driven by the magnetostatic coupling. A field perpendicular to the plane preserves the azimuthal symmetry of the system and only excites modes with m = 0. A weak in-plane field Hx = H͑cos − sin ͒, on the other hand, couples the ground state to the m = ± 1 subspaces within time-dependent perturbation theory. Therefore, by applying in-plane or out-ofplane fields, the lowest-order ͑n , m͒ modes can be mapped out with m =0 or m = 1, starting from the vortex ground state.
In order to visualize both the spatial and temporal changes to the magnetization, the three-dimensional visualization software ͑IVAS 3.0 by Imago Scientific Instruments͒ was used. The x and y coordinates ͑in the plane of the disk͒ were maintained, but z and time were transformed to zЈ by offsetting z for each progressive time step, which allowed the time steps to be separated in the zЈ direction. The out-of-plane component of the magnetization, m z , most clearly shows the spinwave eigenmodes, and was therefore the component visualized using IVAS. To visualize the temporal Fourier transform of m z , frequency replaced time, and the amplitude and phase information replaced m z .
III. RESULTS AND DISCUSSION

A. Static displacement of the vortex as a function of applied field
The application of an in-plane field in the positive x direction resulted in the displacement of the equilibrium position of the vortex core in a direction perpendicular to the applied field ͑i.e., along the positive y direction͒. The rela-tion between applied field and core displacement from the zero-field equilibrium position is plotted in Fig. 2͑a͒ for several values of exchange bias energy density. The displacement ⌬ of the vortex core, for values of the applied field less than about 40 Oe, is linear with applied field, ⌬ = S ⑀ H, where the slope S ⑀ depends on the exchange bias. Guslienko et al. 6 showed that the vortex core in a single layer Py disk without exchange bias moves in an effective harmonic potential V͑͒ = 1 2 2 , where the stiffness is a function only of the disk aspect ratio t / R and the saturation magnetization density. In the absence of exchange bias, the vortex core is displaced linearly by an applied in-plane field, with the displacement at a fixed value of the field being inversely proportional to the stiffness . The displacement in the presence of exchange bias is proportional to the field, and it therefore follows that the effect of the exchange bias on the effective potential in which the vortex core moves is, to lowest order, to modify the stiffness → + Ј, where the enhancement Ј is a result of the exchange bias. If it is assumed that Ј ϰ ⑀ eb , where ⑀ eb is the value of the exchange bias in erg/ cm 2 , then 1 / S ⑀ −1/S ⑀=0 ϰ Јϰ ⑀ eb . This implies that the gyrotropic frequency, which is proportional to the stiffness of the effective potential, should also increase linearly with the stiffness and therefore linearly with the exchange bias strength. By plotting 1 / S ⑀ −1/S ⑀=0 vs ⑀ eb ͓Fig. 2͑b͔͒, a very good fit with a linear function is obtained, thus confirming that the increase in stiffness Ј is proportional to ⑀ eb .
B. Gyrotropic motion of the vortex core
The path of the vortex core after the removal of the applied field describes a gyrotropic precession toward its zerofield equilibrium position at the center of the disk. The gyrotropic precession occurs at a characteristic frequency, which is found to depend on the exchange bias, as seen in Fig. 3 . These frequencies can be easily identified when the vortex is allowed to precess for approximately 10 ns. The results in Fig. 3 confirm that the effective potential in the presence of exchange bias is approximately harmonic with an effective stiffness that increases linearly with exchange bias. The plot shown in Fig. 3 also confirms that the value for the gyrotropic frequency in the absence of exchange bias ͑ ϳ104 MHz͒ is in good agreement with the analytical result obtained by Guslienko et al. 6 ͑ϳ126 MHz͒. Note that the apparent curvature of the frequency vs exchange bias plot is a result of numerical noise. For the lowest values of exchange bias, the relative size of the errors increases for two main reasons. First, the frequencies are so low that less than one period of the gyrotropic precession could be observed within the simulation time. Second, displacing the vortex core further toward the edge of the disk leads to a redshift of the initial precession frequency. The frequency then increases slightly as the vortex core relaxes toward the zerofield equilibrium position. For the lowest values of exchange bias, this displacement was large even for small values of the exciting field and led to relatively large uncertainties in the obtained frequencies.
C. Sub-1-ns behavior
The gyrotropic motion of the vortex core dominates the magnetization dynamics in the 1 -10 ns regime, but a far more complicated behavior is observed for times shorter than 1 ns. In the time domain, this behavior can be visualized by imaging m z . An example of this is shown in Fig. 4 ͑color online͒ for the sublayer of the FM furthest from the AF, for an exchange bias of 0.3 erg/ cm 2 , after the removal of an applied field of 200 Oe, which had been applied for an equilibration time of 3 ns. The seven time steps shown are for times of 0.11-0.17 ns after the removal of the applied Fig. 4 is that the left-and right-hand sides of the disk show opposite signs of m z , indicated by the disk appearing half yellow and half blue. As time progresses, the sign of m z in the two halves of the disk reverses. This behavior corresponds to the ͑1,1͒ spin-wave eigenmode. By counting the time steps between the reversals, it is possible to estimate its frequency as approximately 6 GHz. This mode dominates the behavior for the first ϳ0.20 ns after the removal of the field. There is also some hint of higher-order modes visible in the time steps shown in Fig. 4 , but superposition of all of the modes makes it difficult to analyze them in a quantitative manner from these images. In addition, a reversal of the core polarity direction has occurred just before the sequence of images shown, which has resulted in spin waves being ejected from the core. These are arrowed in the image and can be seen to travel out from the core position to the edges of the disk as time progresses. The emission of spin waves upon motion of a vortex core and upon vortex-antivortex annihilation has previously been reported by Lee et al. 19 for pairs of vortices in a rectangular Py element and for the same process ͑vortex-antivortex annihilation͒ by Van Waeyenberge et al. 20 However, the spin waves that are observed in the data presented here, following a reversal of the vortex polarization, show a different behavior in that they appear to spiral out from the core position as a function of time. This occurs because the core moves at the same time that the spin waves are emitted, giving rise to a convective derivative term in the LLG equations in the stationary frame of the disk.
By subdividing the 12 nm thick Py disk into 2 nm cubes, it was possible to analyze the behavior of the magnetization through the thickness of the disk. In general, there was very little variation through the thickness. The exchange length ␦ in the systems simulated here was only about 17 nm, so the cost in energy of any sizable variation of the magnetization density through the thickness of the disk would have been prohibitive. Nevertheless, there were some general features of the motion through the thickness that could be extracted. The disk demonstrated mirror symmetry about the midline of the disk at very small values of m z , with the midline of the disk thickness forming a mirror plane of magnetization. When the vortex polarity reversed, the resulting spin wave was observed to arbitrarily lead from either the top or bottom sublayer, with no clear preference for the initiation of the waves at either surface. However, this behavior was difficult to characterize because of the intensity of the ͑1,1͒ eigenmode and the dissipation of the traveling spin wave.
By offsetting images of progressive time steps in the zЈ direction and isolating a 2 nm thin slice of data in the zЈ-x plane containing the vortex core, it is possible to get an overview of the dynamic behavior as a function of time. An example of this is shown in Fig. 5 for the same simulation for which results are shown in Fig. 4 . The ͑1,1͒ eigenmode is clearly visible as an oscillation of the left and right sides of the image between blue and yellow, and dominates the magnetization behavior for times less than 0.2 ns. For times near 0.20 ns, a series of traveling spin waves can be seen propagating from the vortex core toward the edge of the disk. The waves are observed as spiral waves because the core moves along a gyrotropic path. The appearance of these spin waves can be correlated with a reversal of the polarity of the vortex core. However, further spin waves propagate out from the vortex core at a time of 0.60 ns, which does not correlate to a second reversal of the vortex core polarity, but is believed to be a residual effect of the earlier polarity reversal. The fact that the waves are spirals with a relatively short wavelength suggests that they are not eigenmodes of the system since the functions representing the waves are not separable. Instead, they are most likely wave packets of higher ͑exchange-dominated͒ modes excited as the core reverses polarity or is dynamically deformed.
In order to isolate each of the spin-wave eigenmodes and determine its characteristic frequency, a temporal Fourier transform of m z was calculated. Two plots of amplitude versus frequency for the transformed data are shown in Fig. 6 for simulations performed for an exchange bias of 0.1 erg/ cm 2 after the removal of an applied field of 100 Oe perpendicular to the plane ͑͒ or of 50 Oe in the plane of the disk ͑᭡͒. In both cases, the simulation was allowed to equilibrate for 10 ns prior to the removal of the field. Peaks that correspond to the different spin-wave eigenmodes can be seen. By plotting the amplitude and phase maps at the frequency of a particular peak, the transient behavior of the disk at that frequency could be visualized and the particular eigenmode corresponding to each peak could be identified. Figure 6 shows some of the amplitude and phase maps corresponding to peak frequencies. In each case, the amplitude map is to the left and the phase map to the right. IP indicates that the images correspond to the in-plane-field plot and PP indicates that they correspond to the perpendicular-to-planefield plot. The perpendicular-to-plane field coupled exclusively to circularly symmetric ͑n , m =0͒ modes, while an inplane field coupled to the azimuthal modes ͑n , m =1͒.
Amplitude and phase maps for the first three ͑n ,0͒ modes correspond to the peaks seen in the PP plot and can be clearly identified. However, for the IP plot, peak identification was more difficult, in part because most of the simulations were integrated for a total time of 1 ns after the removal of the applied field, with a temporal resolution of 0.01 ns. This limited the frequency resolution to 1 GHz and the maximum frequency to 50 GHz. This inevitably led to difficulty in identifying all but the lowest-order eigenmodes, which were most well separated in frequency. Modes for values of m Ͼ 1 were not observed, and this is in agreement with the results of Buess et al., who observed this mode for an unbiased Py disk only for disk diameters of 2 m or higher ͑for a disk thickness of 15 nm͒. The phase map for the IP ͑3,1͒ eigenmode cannot be understood unless one assumes that the peak corresponding to this phase map represents a superposition of the ͑3, +1͒ and ͑3,−1͒ modes, where the ͑ϩ͒ and ͑Ϫ͒ modes represent the motion of the magnon parallel to, or antiparallel to, the precession of the core. The same is true for the contrast observed in Fig. 6 in the phase map for the ͑1, 1͒ mode. A similar splitting of the azimuthal modes has previously been observed experimentally for unbiased Py disks. 15, 21 Reference 21 showed that splitting of the ͑1, 1͒ peak was only observed in 50 nm thick disks for ͱ t / R Ͼ 0.25. Neudecker et al. 15 saw a splitting of only 0.2 GHz for ͱ t / R = 0.1 for a 20 nm thick disk. In our work, ͱ t / R = 0.155 and the disks are only 12 nm thick, implying that the peak splitting will be even smaller. The frequency resolution of the data presented here is such that splitting of the modes into a doublet is not observed, but simply their superposition within a single peak. The mode splitting was explained by Ivanov and Zaspel 22 as resulting from the breaking of the circular symmetry by the vortex core. Coupling between the vortex core and the magnetostatic spin waves lifts the degeneracy of the clockwise and counterclockwise traveling magnons, so that they circulate with different frequencies around the center of the disk. For frequencies above about 10 GHz, the phase maps for the IP field often appear as spirals. There are two possible origins of this effect, both of which are observed. The maps could either correspond to ͑n , m͒ eigenmodes of the disk ͑see, for example, the amplitude and phase maps corresponding to the IP peak at 12 GHz seen in Fig. 6͒ or they could result from the spin-wave packets emitted from the vortex core. These are observed in the time domain as spiral waves, as a result of the core precession, with frequencies in the 10-12 GHz range.
Buess et al. 14 showed that m = J 1 ͑k ͒ is an eigenfunction of the operator ĥ ͓m ͔ in the limit of an infinite radius of the disk, with k eigenvalues to be determined. Following Buess et al., 14 m = J 1 ͑k ͒ are used as trial functions with the boundary condition m ͑k R͒ = 0. This leads to a set of radial discrete modes labeled by an integer n Ͼ 0 with x n = k ,n R the nth zero of J 1 ͑x͒. Using the approximate eigenfunctions m ,n e im with ĥ ͓m ,n=1 ͔ =2tk ,n=1 m ,n=1 , the dispersion relation for the ͑n =1,m =0͒ circularly symmetric mode can be estimated as 2 
where 0 is the eigenfrequency of the ͑1, 0͒ mode in the absence of exchange bias. The two plots shown in Fig. 6 indicate that the frequency of the ͑1,m͒ eigenmode decreases as m increases. This is in agreement with the findings of other work, 14, 23, 24 and is further illustrated in Fig. 7 . This figure depicts the values of the ͑1, 0͒ and ͑1, 1͒ eigenfrequencies as a function of exchange bias, extracted from the micromagnetic simulations. Also shown are the ͑1, 0͒ frequen- FIG. 6 . ͑Color online͒ Plots of the amplitude versus frequency spectra for a Py disk with an exchange bias of 0.1 erg/ cm 2 after the removal of an applied field of 50 Oe in the plane of the disk ͑IP, ᭡͒ or 100 Oe perpendicular to the plane of the disk ͑PP, ͒. The insets are the amplitude ͑left͒ and phase ͑right͒ maps for the first several resolved eigenmodes at their respective characteristic frequencies.
cies obtained from the analytical approximation ͓Eq. ͑6͔͒. It is clear that the analytical approximation rather accurately represents the trend of the ͑1, 0͒ frequencies. The analytically obtained values are higher, as to be expected ͑and consistent with Buess et al.
14 ͒, since the analytical expression is based on a trial function that is an exact eigenfunction only for t / R → 0.
By analyzing the amplitude versus frequency plots and correlating them with the amplitude and phase images, the dispersion relationships for several low-order modes, as a function of exchange bias, were generated. These are shown in Fig. 8 for a field applied in the plane of the disk. As the exchange bias decreases, so does the frequency at which a particular mode is observed. A number of mode numbers are omitted in this plot because of the 0.5 GHz frequency resolution for 2 ns of simulation time. Only modes identified as peaks in the amplitude versus frequency plots, and showing well-defined amplitude and phase images, were included. Increasing the simulation time to greater than 2 ns did not enable additional modes to be identified because of the spatial convolution of modes from the gyrotropic precession of the vortex core and the damping of the eigenmodes with time.
IV. CONCLUSIONS AND SUMMARY
In this paper, an analysis of the magnetization dynamics of FM disks subjected to a vortex exchange bias has been presented. It was observed that increasing the magnitude of exchange bias increased both the gyrotropic and spin-wave eigenmode frequencies. In general, the qualitative form of the magnetization dynamics is similar to that of FM disks without exchange bias. However, the form of exchange bias studied here allows for a precise control of the ground state of the system, and by tuning the strength of the exchange bias, the frequency response of the magnetization can be controlled. The vortex core was also observed to change polarity during some of the simulations, and some simulations suggest that the antiferromagnet grain structure may assist in the polarity reversal. The occurrence of polarity changes may have negative consequences for possible device applications based on the conservation of the vortex polarity, particularly if such polarity changes are influenced by an AF grain structure over which there may be very little control other than with regard to average grain size. This is another aspect of the important relation between the chemical nanostructure and magnetic properties of submicron systems, which has been studied only recently but will surely play an extremely important role in future potential device applications, as does the ability to design dynamic behavior through controlling exchange bias. 
