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0. Introduction
In this paper, we shall set about systematic studies of group symmetries in semisim-
ple tensor categories. By a group symmetry in a semisimple tensor category C, we
understand here a realization of a group as invertible objects of C; more precisely, it
means that the tensor category of a group is imbedded into C by a monoidal functor.
In that case, the group structure itself appears as a part of the fusion rule algebra (or
the Grothendieck ring) of C. The existence of invertible elements in the fusion rule
algebra is, however, not su:cient to ensure the existence of group symmetries in the
categorical sense and here come into cohomological complexities of tensor categories.
Our main contribution in the present work is to clarify how group symmetries inter-
play with such cohomological information of tensor categories as well as with fusion
rule structures, which incorporates various known ideas (though restricted to algebraic
ones) in studies of group symmetry.
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As mentioned already, we shall work with a group whose elements are realized
by objects of a tensor category. The group operation is then described by morphisms
of the tensor category in consideration and the associativity is relaxed to hold up
to natural equivalences as in coherence problems, where the second cohomology of
the group comes into as ingredients of group symmetries. When tensor categories
are semisimple, the associated fusion rule algebra provides the principal information
of tensor categories, whereas such cohomological structures are the source of other
characteristics.
By understanding ‘subgroups’ of tensor categories in this way, we shall now en-
large the tensor category C into a bicategory M(C) whose objects are indexed by
Dnite groups in C and the hom-category M(C)(H;K) consists of H–K bimodules in
C (H;K being Dnite groups realized inside C). The bicategory M(C) bears a lot of
interesting features such as Hecke algebra structures, bicrossed product Hopf algebras,
Schur–Mackey theory on representations of group extensions and orbifolds in conformal
Deld theory.
In connection with the fusion rule action, we introduce the notion of 2-cohomology
classes at stabilizers and perform an analogy of little group analysis, which particularly
enables us to describe the fusion rule for the bicategory M(C) in terms of that of C
and projective representations of stabilizers.
When restricted to the case of a single common subgroup G in group extension,
we obtain the tensor category CoG of G-G bimodules, which can be interpreted as a
categorical formulation of orbifolds.
If G is further assumed to be abelian, the orbifold tensor category CoG turns out
to admit a natural group symmetry of the dual group Gˆ, which allows us to take the
second orbifold (CoG)o Gˆ.
The ‘duality’ for orbifolds is then established by showing that the tensor category
(CoG)o Gˆ is canonically equivalent to the original tensor category C. The proof is
based on counting the number of isomorphism classes of simple objects in the second
orbifold. A kind of duality result is involved here on multiplier representations of
abelian groups, which is presented in Appendix A together with the relevant basics on
the subject.
In all these constructions, the choice of 2-cocycles of acting groups has inHuence on
the structure of extended tensor categories (including the orbifold construction). This
phenomenon can be most clearly recognized when one deals with bicrossed product
Hopf algebras: the bicrossed product algebras can be cohomologically deformed accord-
ing to choices of 2-cocycles of acting subgroups. As a biproduct of the analysis, we
can point out the fact that there are plenty of non-isomorphic Hopf algebras which pro-
duce equivalent tensor categories of representations. Thus, the abstract Tannaka duals of
Hopf algebras do not remember the starting Hopf algebras completely. Our construction
of bicrossed products is based on a categorical formulation of Ocneanu’s characteriza-
tion of Hopf algebras [13,18,19], which is described in Appendices B and C explicitly.
Originally, the contents of the present work were accomplished in [30], where the
results are described in terms of more or less operator-algebraic languages. Compared
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to this initial exposition, the present revision is oriented to pure algebras with intention
to improve accessibility and some of operator-algebraic interest such as computations
of -invariant being omitted here.
1. Tensor categories
By a tensor category, we shall mean a linear category over a scalar Deld K to-
gether with a compatible monoidal structure. By the celebrated coherence theorem [15],
monoidal structures are assumed to be strict in this paper without losing generality.
An object X in a tensor category is simple if End(X ) = Hom(X; X ) is the set of
scalar multiples of the identity morphism 1X :X → X . An object is then said to be
semisimple if it is isomorphic to a direct sum of Dnitely many simple objects. In what
follows, the unit object I is always assumed to be simple.
We are mainly interested in the combinatorial structure (see [21,32] for precise
meanings) behind semisimple tensor categories and we may assume that our tensor
categories are closed under the operations of taking direct sums of objects and taking
subobjects without modifying the combinatorial information. (Two semisimple tensor
categories bear the same combinatorial structures if and only if their extensions by
adding direct sums and subobjects are monoidally equivalent.)
Standing on this point of view, we may further assume that any idempotent e ∈
End(X ) gives rise to the subobject eX (the range object of e) of X so that End(eX )=
eEnd(X )e by taking the Karoubian envelope if necessary.
An object X in a tensor category is rigid [3] if we can Dnd an object Y together
with a pair of morphisms 
 :X ⊗ Y → I and  : I → Y ⊗ X such that
X 1⊗−−→X ⊗ Y ⊗ X 
⊗1−−→X; Y ⊗1−−→Y ⊗ X ⊗ Y 1⊗
−−→Y
are identities (referred to as hook identities in what follows). The object Y is uniquely
determined up to isomorphisms and called a dual object of X with the notation X ∗
to indicate one of dual objects of X . A tensor category is rigid if any object is rigid
and isomorphic to a dual of another object. In a rigid semisimple tensor category, any
object X is a dual object of X ∗, i.e., X ∗∗ ∼= X (cf. [8]).
By an involution in a tensor category C, we shall mean a contravariant (and linear)
functor X → X ∗; Hom(X; Y )  f → tf ∈ Hom(Y ∗; X ∗) with natural families of
isomorphisms {cX;Y :Y ∗⊗X ∗ → (X ⊗Y )∗} (conjugate multiplicativity) and {dX :X →
(X ∗)∗} (duality) satisfying
(X ∗ ⊗ Y ∗)⊗ Z∗ c⊗1−−−→ (Y ⊗ X )∗ ⊗ Z∗ c−−−→ (Z ⊗ (Y ⊗ X ))∗
a
  ta
X ∗ ⊗ (Y ∗ ⊗ Z∗) −−−→
1⊗c
X ∗ ⊗ (Z ⊗ Y )∗ −−−→
c
((Z ⊗ Y )⊗ X )∗
;
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X ⊗ Y d⊗d−−−→ X ∗∗ ⊗ Y ∗∗
d
  c
(X ⊗ Y )∗∗ −−−→
tc
(Y ∗ ⊗ X ∗)∗
and tdX = d−1X ∗ :X
∗∗∗ → X ∗. (The naturality means t(f⊗ g) c∼ tg⊗ tf and f d∼ t( tf).)
This notion is exactly the one called “duality” in [1,2] (cf. also [4,17]). Since the
term “duality” has been used as synonym of rigidity in literatures (see [7]), we adopt
here our local terminology to avoid confusions.
Remark. The consistent notation would be f∗ instead of the ‘transposed map’ notation
for the operation on morphisms, but this conHicts with the commonly used notation
for adjoint in C∗-algebras.
Theorem 1.1 (Coherence Theorem with Involution, [2]). Let (C;⊗; a; I; l; r; ∗; c; d) be
an involutive tensor category and X = (X1; : : : ; Xk), Y = (Y1; : : : ; Yl), k, l ¿ 1, be
2nite sequences of objects in C. Let X˜ be an object in C obtained by repetition of
∗-operations and tensor products from X1; : : : ; Xk and similarly for Y˜ . (For example,
(X1 ⊗ (X2 ⊗ X ∗3 ))∗ ⊗ X ∗4 .)
If there are any isomorphisms X˜ → Y˜ which are the form of products of a, l, r, c,
d with combinations of taking transposed morphisms or inverses allowed; then they
all coincide.
Let C be a rigid (strict) tensor category. By a Frobenius duality in C, we shall
mean a family of morphisms {
X :X ⊗ X ∗ → I} together with an involution (∗; t; c; d)
in C satisfying
(i) (multiplicativity) The commutativity of the diagram
X ⊗ Y ⊗ Y ∗ ⊗ X ∗ −−−→ X ⊗ Y ⊗ (X ⊗ Y )∗
1⊗
Y⊗1
  
XY
X ⊗ X ∗ −−−→

X
I
(ii) (naturality) For a morphism f :X → Y , we have the commutative diagram
X ⊗ Y ∗ f⊗1−−−→ Y ⊗ Y ∗
1⊗ tf
  
Y
X ⊗ X ∗ −−−→

X
I
(iii) (faithfulness) The map
Hom(X; Y )  f → 
Y ◦ (f ⊗ 1) ∈ Hom(X ⊗ Y ∗; I)
is injective for X; Y ∈ Object (C).
(iv) (neutrality) For f ∈ End(X ),

X (f ⊗ 1) t
X = 
X ∗(1⊗ f) t
X ∗ ;
where isomorphisms c and d are omitted by the coherence theorem on involutions.
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The quantum trace X (resp. quantum dimension dim(X )) is then deDned by

X (f ⊗ 1) t
X = X (f) for f ∈ End(X ) and dim(X ) = X (1X ):
Axioms (i)–(iii) are more or less equivalent to the ones considered as closed cate-
gories [9] or pivotal categories [6] and produce a kind of Frobenius reciprocity includ-
ing the rigidity of C, whereas the neutrality axiom originates from Jones index theory
in operator algebras [24,25] and turns out to be necessary to ensure the compatibility
with duality (see [29] for details). A slightly diQerent but equivalent notion is intro-
duced by Barrett and Westbury under the name of spherical categories [2], where our
neutrality axiom is geometrically interpreted as spherical invariance.
When the underlying linear structure is strengthened to a C∗-category, then all the
upper structures are assumed to be compatible with C∗-structure: natural isomorphisms
are assumed to be unitaries and so on.
For a C∗-tensor category with simple unit object, it is known that the rigidity implies
semisimplicity [14].
As to Frobenius duality, it is natural to require the positivity in C∗-tensor categories:
a (pairing part of) Frobenius duality is said to be positive if t
X = 
∗X .
Theorem 1.2 (Yamagami [31]). Every rigid C∗-tensor category (with simple unit ob-
ject) admits a positive Frobenius duality; which is unique up to unitary equivalences.
In what follows, tensor categories are assumed to have simple unit objects and
we shall proceed with the following four classes (listed according to the degree of
generality) in mind:
(i) semisimple tensor categories,
(ii) rigid semisimple tensor categories,
(iii) semisimple tensor categories with Frobenius duality,
(iv) rigid C∗-tensor categories (with the associated positive Frobenius duality).
2. Groups in tensor categories
Let C be a semisimple tensor category over a Deld K with simple unit object I . We
denote by Spec(C) the set of equivalence classes of simple objects in C. An object X
in C is said to be invertible if X is rigid with a dual object X ∗ such that X ⊗X ∗ ∼= I .
An invertible object is necessarily simple and the subset  of Spec(C) consisting of
equivalence classes of invertible objects forms a group: the multiplication is given by
tensor products and the inverse operation by taking dual objects.
Note here that a group itself can be regarded as a tensor category C (let us call
it a group category) such that Spec(C) = : Given a (discrete) group G, we deDne
the tensor category C where elements in the group are considered as objects so that
HomC(g; h) = Cg;h and the algebraic operations are deDned by
g⊗ h= gh; g∗ = g−1:
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To see whether the group  can be realized inside C as the group category or
not, we choose a set {Xg}g∈ of representative objects and a family of isomorphisms
{tg;h :Xg ⊗ Xh → Xgh}g;h∈. Then the relation
Xg ⊗ Xh ⊗ Xk
↓
Xgh ⊗ Xk
↓
Xghk
= c(g; h; k)

Xg ⊗ Xh ⊗ Xk
↓
Xg ⊗ Xhk
↓
Xghk

deDnes a K×-valued 3-cocycle of  (a T-valued cocycle, if tg;h are chosen to be
unitary in the case of C∗-tensor categories). Since the ambiguity of the choice of tg;h’s
gives rise to a coboundary of , the cohomology class EM (C) ∈ H 3(;K×) is well
deDned, which is referred to as the Eilenberg–MacLane obstruction of C.
It is immediate to see that the Eilenberg–MacLane obstruction vanishes for the tensor
category of a group described above.
Proposition 2.1. Given a (not necessarily 2nite) group G and a 3-cohomology class
[c] ∈ H 3(G;K×), there exists a tensor category C generated by invertible objects
and an isomorphism G ∼= Spec(C) such that EM (C) = [c].
Moreover; all such tensor categories are monoidally equivalent.
Proof. The uniqueness is immediate from the deDnition of EM (C).
The existence part is checked by introducing an associativity constraint ag;h;k : (g ⊗
h)⊗ k → g⊗ (h⊗ k) by
ag;h;k = c(g; h; k)1ghk :
Corollary 2.2. Let C be a tensor category generated by invertible objects. Then C
is equivalent to a group category if and only if the Eilenberg–MacLane obstruction
EM (C) vanishes.
De!nition 2.3. A monoidal functor X : → C of tensor categories is called a lift if
Xg represents the class g ∈ .
Two lifts X; Y are said to be equivalent if they are equivalent as monoidal func-
tors: there exists a family of isomorphisms {g :Xg → Yg} satisfying the commutative
diagram
Xg ⊗ Xh sg;h−−−→ Xgh
g⊗h
  gh
Yg ⊗ Yh −−−→
tg;h
Ygh
:
We shall now describe the set of equivalence classes of lifts in a cohomological
fashion. Let X ,Y be lifts with accompanied isomorphisms sg;h; tg;h. By changing Y into
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an equivalent one, we may assume that Xg=Yg. Then we can Dnd scalars c(g; h) ∈ K×
such that
tg;h = c(g; h)sg;h:
Since both {sg;h} and {tg;h} give rise to the trivial 3-cocycle, the function {c(g; h)} is
a 2-cocycle.
Conversely, any 2-cocycle c deDnes a lift with the multiplication morphism {scg;h}
given by the above formula. Two lifts described by {scg;h} and {sc
′
g;h} are then equivalent
if and only if we can Dnd a function f :→ K× such that
c′(g; h) = c(g; h)f(g)f(h)f(gh)−1:
Thus lifts are parametrized by H 2(;K×) up to equivalence.
Proposition 2.4. The equivalence classes of lifts are parametrized by the second co-
homology group H 2(;K×).
3. Extensions of tensor categories by groups
From here on, the scalar Deld K is assumed to be of characteristic zero. Let G, H
and K be Dnite groups which are realized in C, i.e., these are subgroups of  with
speciDc lifts {tGg;g′}; {tHh;h′} and {tKk;k′}, respectively.
By an H–K module V in a tensor category C, we shall mean an object V of C
together with a family of isomorphisms {mh;V;k : h⊗V ⊗ k → V}h∈H;k∈K which makes
the following diagram commutative:
h1 ⊗ h2 ⊗ V ⊗ k2 ⊗ k1 −−−→ h1h1 ⊗ V ⊗ k2k1 
h1 ⊗ V ⊗ k1 −−−−−−−→ V
:
An H–K module V is often expressed as HVK to distinguish it from the underlying
object V in C. We also use the notation mV;k and mh;V to stand for me;V;k and mh;V;e,
respectively (e being the unit element of H or K).
Let W =H WK be another H–K module in C. A morphism T : V → W in C is H–K
equivariant if the following diagram commutes for all h ∈ H; k ∈ K :
h⊗ V ⊗ k −−−→ V 
h⊗W ⊗ k −−−→ W
:
Let Hom(HVK ;H WK) be the set of H–K-equivariant morphisms of HVK into HWK .
Let V =G VH be a G–H module and W =H WK be an H–K module. For each h ∈ H ,
V ⊗W
1⊗(tH
h−1 ;h)
−1⊗1
−−−−−→ V ⊗ h−1 ⊗ h⊗W mV;h−1⊗mh;W−−−−−→ V ⊗W
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Fig. 1.
deDnes an invertible element "H (h) ∈ End(V ⊗W ) and the map H  h → "H (h) gives
a representation of H in End(V ⊗W ), see Fig. 1.
The morphism
PH =
1
|H |
∑
h∈H
"H (h)
is then an idempotent in End(V ⊗W ) and its range object is denoted by V ⊗H W (the
relative tensor product of V and W ). By the commutativity of left and right actions,
V ⊗H W is a G–K module in the obvious way. For GUH , HVK and KWL, we clearly
have the identiDcation
(U ⊗H V )⊗K W = U ⊗H V ⊗K W = U ⊗H (V ⊗K W );
where U ⊗H V ⊗K W denotes the subobject of U ⊗V ⊗W associated to the idempotent
(PH ⊗ 1W )(1U ⊗ PK) = (1U ⊗ PK)(PH ⊗ 1W ):
Given equivariant morphisms f : GVH →G V ′H and g : HWK →H W ′K , their tensor prod-
uct f ⊗ g :V ⊗W → V ′ ⊗W ′ in C induces
f ⊗H g ≡ (f ⊗ g)PH = P′H (f ⊗ g) ∈ Hom(GV ⊗H WK;G V ′ ⊗H W ′K);
where P′H ∈ End(V ′ ⊗W ′) denotes the idempotent for V ′ ⊗H W ′.
For the deDnition of unit objects, we use somewhat loose notation that identiDes H
with the object
⊕
h∈H h in C, which is an H–H module in the obvious way. To avoid
confusion, we often write HHH to indicate the H–H module.
To see that HHH is the unit object among H–H modules, we need to deDne left and
right unit constraints. For an H–K module V , consider morphisms mH;V :H ⊗ V → V
and mV;K :V ⊗ K → V deDned by
mH;V =
∑
h∈H
mh;V (ph ⊗ 1V ); mV;K =
∑
k∈K
mV;k(1V ⊗ pk)
with ph :H → h and pk :K → k denoting the canonical projections, which are obvi-
ously equivariant and functorial in V .
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Fig. 2.
Since these satisfy mH;V "H (h) = mH;V and mV;K"K (k) = mV;K for h ∈ H , k ∈ K in
Fig. 2, we can regard them as deDning H–K isomorphisms
mH;V : HH ⊗H V →H VK ; mV;K : HV ⊗K KK →H VK :
Let U be a G–H module. As it can be seen by a graphical computation, we have
(mU;h ⊗ 1V )(1U ⊗ "H (hh′)) = (1U ⊗ mh′ ;V )("H (h)⊗ 1V )
and then, by taking the summation over h; h′ ∈ H , the identity
mU;H ⊗H 1V = 1U ⊗H mH;V :
Thus the families {mH;V}V and {mV;K}V deDne left and right unit constraints, respec-
tively, because they satisfy the triangle identity. This is, however, not the unique choice
of unit constraints and we shall make its variety explicit here by putting normalization
constants 'H ('H being a non-zero scalar selected for each lifted subgroup H of )
as {lH;V = 'HmH;V} and {rV;K = 'KmV;K}, which turns out to be useful for a special
choice of 'H in the description of Frobenius duality in the bicategory M(C).
In this way, we have deDned a bicategory M(C) indexed by subgroups in C, called
the group extension of C.
Remark. When unitarity is involved for tensor categories in consideration, the norm-
alization constants 'H are restricted to satisfy
|'H |2 = 1|H |
to guarantee the unitarity of unit constraints.
If, furthermore, positivity is assumed as for C∗-tensor categories, it is natural to take
'H = |H |−1=2 for normalization constants.
For later use, we record here the following formula for the inverse of mV;K .
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Lemma 3.1. The morphism m−1V;K :V → V ⊗K K is given by
m−1V;K =
1
|K |
∑
k∈K
ik ◦ m−1V;k
as a morphism V → V⊗K , where ik : k → K=
⊕
k∈K k denotes the canonical injection.
Proof. First note that the morphism m−1V;K :V → V⊗KK is characterized by the relations
mV;K ◦ m−1V;K = 1V ; m−1V;K ◦ mV;K = PK on V ⊗ K
if we regard m−1V;K as a morphism V → V ⊗ K . By replacing m−1V;K with the right-hand
side of the above formula, the Drst relation is trivially satisDed, whereas we have
m−1V;KmV;K =
1
|K |
⊕
k1 ; k2
(m−1V;k1mV;k2 :V ⊗ k2 → V ⊗ k1)
=
1
|K |
⊕
k1 ; k2
"K (k1k−12 )|V⊗k2
=
1
|K |
∑
k
(⊕
k2
"K (k)|V⊗k2
)
=
1
|K |
∑
k
"K (k)
= PK :
In the middle of the above lines, we have used the relation
"K (k1k−12 )|V⊗k2 = m−1V;k1mV;k2 ;
which can be seen in Fig. 3.
4. Rigidity in group extensions
Given an H–K module V=H VK , if the base object V is rigid in C with a dual object
V ∗ accompanied by 
 :V ⊗ V ∗ → I and  : I → V ∗ ⊗ V , we consider the isomorphism
k ⊗ V ∗ ⊗ h→ V ∗ deDned in Fig. 4.
The module property for V ∗ then follows from Fig. 6 and we obtain a K–H
module KV ∗H .
Our next task is to check that the K–H module KV ∗H is a dual object of HVK in the
bicategory M(C). For the deDnition of equivariant morphisms,
HV ⊗K V ∗H →H HH ; KKK →K V ∗ ⊗H VK ;
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Fig. 3.
we Drst introduce 
h :V ⊗ V ∗ → h and k : k → V ∗ ⊗ V (see Figs. 5) by

h = (1h ⊗ 
)(1⊗ mh−1 ;V ⊗ 1)(m−1h;h−1 ⊗ 1); k = (1⊗ mV;k)(⊗ 1):
Lemma 4.1. We have the following expression for 
h and k .
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Fig. 4.
Fig. 5.
Proof. We just indicate the proof for 
h: The above formula is deformed into
by hook identities, which coincides with 
h by the module property for the left H -action
on V .
Lemma 4.2. For h ∈ H and k ∈ K , we have

h"H (k) = 
h; "H (h)k = k :
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Proof. We shall only check the Drst identity: the morphism 
h"K (k) is rewritten as
from the deDnition of the module structure of V ∗. By using hook identities and the
bimodule property of the H–K action, this is equal to
The last expression is nothing but the morphism 
h and we are done.
Corollary 4.3. For h ∈ H and k ∈ K , the following identities hold:

h ◦ PK = 
h; PH ◦ k = k :
With these preliminary facts in hand, we now introduce morphisms 
(H) :V⊗V ∗ →H
HH and (K) : KKK → V ∗ ⊗ V in C by

(H) =
∑
h∈H
ih ◦ 
h; (K) =
∑
k∈K
k ◦ pk;
where we denote by ih : h → H and ph :H → k the injection and the projection
morphisms for the direct sum H =
⊕
h∈H h.
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Lemma 4.4. For h; hj ∈ H , we have the identity.
Proof. From the expression
the left-hand side is equal to
which is further computed as in Fig. 7 with the Dnal expression identical to the
right-hand side by the deDnition of KV ∗H and hook identities.
The previous lemma shows that 
(H) and (K) are equivariant and supported by
subobjects V ⊗K V ∗ and V ∗ ⊗H V , respectively, whence they can be identiDed with
morphisms in Hom( HV ⊗K V ∗H ; HHH ) and Hom( KKK ; KV ∗ ⊗H VK).
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Fig. 7.
To check the rigidity, consider the composition
V−−−→V ⊗K K 1⊗K
(K)
−−−→V ⊗K V ∗ ⊗H V 

(H)⊗H 1−−−→H ⊗H V −→V:
By making use of the lemma in Section 3, the morphism (
(H) ⊗H 1) (1 ⊗K (K))
takes the form
V
'−1K m
−1
V;K−−−→V ⊗ K1V⊗
(K)
−−−→V ⊗ V ∗ ⊗ V 

(H)⊗1V−−−→H ⊗ V 'HmH;V−−−→V
=
∑
h;k
'H
|K |'K (V
m−1V; k−−−→V ⊗ k 1⊗
k
−−−→V ⊗ V ∗ ⊗ V 

h⊗1−−−→h⊗ V mh;V−−−→ mV ):
Likewise, the morphism (1⊗H 
(H)) ((K) ⊗K 1) is given by∑
h;k
'H
|K |'K (V
∗ m
−1
k;V∗−−−→k ⊗ V ∗ 
k⊗1−−−→V ∗ ⊗ V ⊗ V ∗ 1⊗

h
−−−→V ∗ ⊗ h mV∗ ;h−−−→V ∗):
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Fig. 8.
Fig. 9.
Lemma 4.5. We have the identities
mh;V (
h ⊗ 1) (1⊗ k)m−1V;k = 1V ;
mV∗ ; h(1⊗ 
h) (k ⊗ 1)m−1k;V∗ = 1V∗ :
Proof. These are easily checked if one puts the deDnitions in a graphical expression
as seen in Figs. 8 and 9. Just record here the formula for m−1k;V∗ , which should be used
in the proof of the second identity.
100 S. Yamagami / Journal of Pure and Applied Algebra 167 (2002) 83–128
Proposition 4.6. Let C be a tensor category and M(C) be the associated bicategory
of group extension. Let the unit constraints for M(C) be de2ned by a family {'H}
of non-zero-scalars indexed by subgroups in C. Then; for an H–K module HVK in
M(C) with the base object V rigid in C relative to a rigidity pair (
 :V ⊗ V ∗ →
I;  : I → V ∗ ⊗ V ); we have
(
(H) ⊗H 1) (1⊗K (K)) = |H |'H'K 1V ; (1⊗H 

(H)) ((K) ⊗K 1) = |H |'H'K 1V
∗ :
In particular; HVK is rigid with its dual object given by KV ∗H .
Frobenius duality (Spherical structure): From here on, the scalar Deld K is assumed
to contain fourth roots of positive integers as well as being of characteristic zero.
Assume now that the tensor category C is furnished with a Frobenius duality {
V}.
To avoid inessential complexities, we shall work with the strict (model of) involution
and show that the bicategory M(C) of group extension admits a canonical Frobenius
duality if we set 'H = |H |−1=2 for the normalization constants of unit constraints in
M(C).
Let HVK be an H–K module in C. Then, for the choice (
V ; V = t
V∗) of rigidity
pair of the base object V , it is immediate to see the equality
kV =
t(
kV∗) : k → V ∗ ⊗ V
and, if the dual K–H module KV ∗H is deDned in terms of these, we will see that {
(H)}
deDnes a Frobenius duality after a suitable renormalization.
Lemma 4.7. For an H–K module V with the action morphism {mh;V;k : h⊗V⊗k → V};
the associated action mk;V∗ ; h : k ⊗ V ∗ ⊗ h→ V ∗ is given by tm−1h−1 ;V; k−1 .
Proof. Consider the morphism ’ ∈ End(k ⊗ V ∗ ⊗ h) deDned by the composition
k ⊗ V ∗ ⊗ h m−→V ∗
tm−→k ⊗ V ∗ ⊗ h
and compute 
h−1Vk−1 (1⊗’) by using the naturality of 
 and the deDnition of mk;V∗ ; h,
which ends up with the pairing morphism 
h−1Vk−1 , showing ’= 1kV∗h.
Lemma 4.8. For a G–H module GUH and an H–K module HVK ; we have
t("H (h) on U ⊗ V ) = ("H (h−1) on V ∗ ⊗ U ∗):
In particular; the transposed of PH on U ⊗ V is equal to PH on V ∗ ⊗ U ∗.
Proof. Just compute the transposed of "H (h) on U ⊗ V , where the transposed of
action morphisms for V are replaced with the inverse of those for V ∗ by the above
lemma.
Now, it is straightforward to check the following:
(i) Given another H–K module HWK and an H–K equivariant morphism f :V → W ,
the transposed morphism tf :W ∗ → V ∗ is K–H equivariant.
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(ii) Given a G–H module U , we have K (U ⊗H V )∗G = KV ∗ ⊗H U ∗G .
(iii) Given a G–H equivariant morphism f :U → U ′ and an H–K equivariant mor-
phism g :V → V ′, we have t(f ⊗H g) = tg⊗H tf.
(iv) The bidual H–K module ( HV ∗K )
∗ is exactly the original H–K module HVK .
In this way, we have checked that the bicategory M(C) is furnished with a strict
involution.
For the duality pairing, the formula in the previous proposition suggests the following
normalization with the choice 'H = |H |−1=2 for unit constraints:

 HVK = |H |−1=4|K |−1=4
(H)V : HV ⊗K V ∗H → HHH :
Theorem 4.9. The family {
 HVK}; together with the strict involution introduced above;
gives a Frobenius duality in the group extension M(C) of C.
Proof.
Multiplicativity: Let GVH , HWK be objects in M(C) and, for each g ∈ G, consider
the diagram
V ⊗W ⊗W ∗ ⊗ V ∗ 1⊗

(H)
W ⊗1−−−−→ V ⊗ h⊗ V ∗

gV⊗HW
  rV;H⊗1
g ←−−−−−−−−−

gV
V ⊗ V ∗
in the tensor category C. From the deDnition of V ⊗H W , we have

gV⊗HW = 

g
V⊗W (PH ⊗ tPH ) = 
gV⊗W (PH ⊗ 1)
by using Lemma 4.8. For the disposal of the last expression, we observe that

gV⊗W ("(h
−1)⊗ 1) = 
gV (mV;h ⊗ 1) (1⊗ 
hW ⊗ 1);
which can be seen by the graphical computation in Fig. 10 (
gVW stands for 

g
V⊗W ).
Putting these together, we then have

gV⊗HW =
1
|H |
∑
h∈H

gV⊗W ("(h
−1)⊗ 1)
=
1
|H |
∑
h∈H

gV (mV;h ⊗ 1) (1⊗ 
hW ⊗ 1)
=
1
|H |1=2 

g
V (rV;H ⊗ 1) (1⊗ 
(H)W ⊗ 1)
and hence, by taking the summation over g ∈ G after the composition with ig : g→ G,

 GV⊗HWK = 
 GVH (rV;H ⊗ 1) (1⊗ 
 HWK ⊗ 1):
Finally, by using the fact that

 GV⊗HWK = 
 GV⊗HWK (PH ⊗ tPH ) = 
 GV⊗HWK (PH ⊗ PH );
102 S. Yamagami / Journal of Pure and Applied Algebra 167 (2002) 83–128
Fig. 10.
we obtain the relation

 GV⊗HWK = 
 GVH (rV;H ⊗H 1)(1⊗H 
 HWK ⊗H 1):
Naturality: Let f : HVK → HWK be an H–K equivariant morphism. Then, for h ∈
H , the naturality of the H -action is used to get
which implies the naturality for the family {
 HVK}.
Neutrality: The h-component in the composition
H
t
(H)V−−−→V ⊗ V ∗ f⊗1−−−→V ⊗ V ∗ 

(H)
V−−−→H
is given by
h
t
hV−−−→V ⊗ V ∗ f⊗1−−−→V ⊗ V ∗ 

h
V−−−→h:
By the equivariance, this is of the form c1h, where c ∈ K is independant of h ∈ H
and hence is computed by choosing h= e (the unit element),
I
t
V−−−→V ⊗ V ∗ f⊗1−−−→V ⊗ V ∗ 
V−−−→I:
Likewise, the composition
K
t
(K)V∗−−−→V ∗ ⊗ V 1⊗f−−−→V ∗ ⊗ V 

(K)
V∗−−−→K
is computed by
I
t
V∗−−−→V ∗ ⊗ V 1⊗f−−−→V ∗ ⊗ V 
V∗−−−→I:
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The neutrality of Frobenius duality in C then shows that these constants coincide and
hence we obtain the relation

 HVK (f ⊗ 1) t
 HVK = |H |−1=2|K |−1=2V (f)1H ;

 KV∗H (1⊗ f) t
 KV∗H = |H |−1=2|K |−1=2V (f)1K
for f ∈ End( HVK) (V being the quantum trace for the base object V ).
Faithfulness: Let f : HVK → HWK be equivariant. Then

 HWK (f ⊗K 1) = 
 HWKPK (f ⊗ 1) = 
 HWK (f ⊗ 1)
shows that the condition 
 HWK (f⊗K 1)= 0 implies 
(W )W (f⊗ 1)= 0 and hence 
W (f⊗
1) = 0. Thus we conclude f = 0 by the faithfulness axiom of Frobenius duality in C.
Corollary 4.10. For an H–K module HVK ; its quantum dimension is given by the
formula
dim( HVK) =
dim(V )
|H |1=2|K |1=2 :
Remark. For a rigid C∗-tensor category C, the group extension M(C) of C is a rigid
C∗-bicategory in the obvious way and the positive Frobenius duality can be described
in terms of that of C as discussed above.
5. Little group analysis
In what follows, the scalar Deld is supposed to be the complex number Deld C
though any algebraically closed Deld of characteristic zero can be used equally well.
The main reason for this restriction is that it facilitates to compare the results of various
generality including the case of C∗-tensor categories.
Let C be semisimple tensor category with  the group of isomorphism classes of
invertible objects in C. In this section, we shall present a down-to-earth description
of modules in C. The product group  ×  acts on the set Spec(C) of equivalence
classes of simple objects in C as partial information of fusion rules: For .j ∈  with
representative invertible objects gj, i = 1; 2, respectively, we deDne the biaction on
Spec(C) by
.1[X ].2 = [g1 ⊗ X ⊗ g2];
where [X ] denotes the equivalence class containing a simple object X in C. For Dnite
subgroups H;K of  and x ∈ Spec(C), we denote by H ×x K the stabilizer of the
associated H × K-action at x ∈ Spec(C);
H ×x K = {(h; k) ∈ H × K ; hxk−1 = x}:
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In the remaining of this section, we choose lifts of H and K once for all and identify
them with the groups H and K .
Given an H–K module V in C, the set s(V ) = {[X ] ∈ Spec(C); Hom(X; V ) = {0}}
is called the support of V , which is invariant under the H–K action. Let
V ∼=
⊕
x∈s(V )
Vx
be the central decomposition of V as an object in C, i.e., Vx ∼= X ⊕ · · · ⊕ X with x
represented by a simple object X in C. The action morphisms are then localized into
the form mh;x;k : h⊗ Vx ⊗ k → Vhxk according to the above decomposition.
Clearly any HVK is decomposed into a direct sum of H–K modules supported by a
single H–K orbit.
We may thus assume that V is supported by an H–K orbit H × K . Let X be a
representative object of x as before. For each s = (h; k) ∈ S = H ×x K , choose an
isomorphism us : h⊗ X ⊗ k−1 → X and deDne a function c : S × S → C× by
h1 ⊗ h2 ⊗ X ⊗ k−12 ⊗ k−11
↓
h1h2 ⊗ X ⊗ k−12 k−11
↓
X
= c(s1; s2)

h1 ⊗ h2 ⊗ X ⊗ k−12 ⊗ k−11
↓
h1 ⊗ X ⊗ k−11
↓
X
 :
By contracting the tensor product
h1 ⊗ h2 ⊗ h3 ⊗ X ⊗ k−13 ⊗ k−12 ⊗ k−11
in two ways, we see that the function c is a 2-cocycle of S. The ambiguity of the
choice of {us} is then absorbed into a well-deDned cohomology class cx of the stabilizer
S = H ×x K , which clearly depends only on the class x = [X ] ∈ Spec(C) and varies
equivariantly on x with respect to the biaction of H and K .
Consider the vector space Hom(X; Vx) and deDne an invertible operator 2(s) on
Hom(X; Vx) by the commutativity of the diagram
h⊗ X ⊗ k−1 us−−−→ X
1⊗3⊗1
  2(s)3
h⊗ Vx ⊗ k−1 −−−−→
mh;Vx ; k−1
Vx
for 3 ∈ Hom(X; Vx):
The associativity of the biaction of H ×x K is then equivalent to require
2(s1)2(s2) = c(s1; s2)2(s1s2);
i.e., 2 is a c-representation of H ×x K .
Conversely, given a c-representation 2 of H ×x K on Cn, we can deDne an H–K
module in C as follows: Take a representative set R ⊂ H × K of the quotient set
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(H × K)=(H ×x K) and let
Vrx = rX⊕n =
n-times︷ ︸︸ ︷
rX ⊕ · · · ⊕ rX ;
where rx= hrxk−1r and rX = hr ⊗ X ⊗ k−1r with r = (hr; kr) ∈ R. The action morphism
mh;Vrx ;k−1 : h⊗ Vrx ⊗ k−1 → Vh(rx)k−1 is then deDned by the composition
h⊗ rX⊕n ⊗ k−1 −→ hr′ ⊗ h′ ⊗ X⊕n ⊗ k ′−1 ⊗ k−1r′
1⊗u⊕n
s′ ⊗1−−−−→r′X⊕n 2(s)−−−→r′X⊕n;
where (h; k)r= r′s′ with r′ ∈ R and s′ ∈ H ×x K , the Drst arrow is given by the group
morphisms and the n × n-matrix 2(s) is identiDed with an element in End(r′X⊕n) at
the last arrow.
It is straightforward to check that these meet the requirements for action morphisms.
We denote the resultant H–K module by V2;x=indH×KH×xK (X ⊗2) (the induced module).
By our construction,
Hom(X; V 2;xx ) = Hom(X; X
⊕n) = Cn
and the associated c-representation is given by the preassigned 2.
Thus, simple H–K modules are parametrized by⊔
x∈Spec(C)
(H ×x K)∗;
where (H×xK)∗ denotes the set of equivalence classes of irreducible cx-representations
of the stabilizer H ×x K . On this parameter space, the group H × K acts by taking
adjoints and we can easily see that the orbit space gives a complete parametrization:
V2;x ∼= V2′ ; x′ if and only if (2; x) and (2′; x′) are on the same H–K orbit.
Theorem 5.1. Let C be a semisimple tensor category over an algebraically closed
2eld of characteristic zero. Then the bicategory M(C) is semisimple and the set
Spec(M(C)) of equivalence classes of simple objects is completely parametrized by
the set ⊔
x∈Spec(C)
(H ×x K)∗
/H × K:
Corollary 5.2. We have the dimension formula
dim( HV
2;x
K ) =
|H |1=2|K |1=2 dim(x) dim(2)
|H ×x K | :
The following is useful for determining fusion rules of group extensions in concrete
examples.
Corollary 5.3. If X ⊗ X ∗ ∼= ⊕h∈H h and X ∗ ⊗ X ⊃ ⊕k∈K k; then the cohomology
class [cx] ∈ H 2(H × K) of the stabilizer at X does not vanish unless K = {1}.
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Proof. If the cohomology class [cx] is trivial, we can take the trivial representation as
a choice of 2. Let HVK be the associated H–K module.
Since X ⊗X ∗ ∼=⊕h∈H h and V ∼= X in C, d(V )=d(X )= |H |1=2 and then the above
formula gives
dim( HVK) = |K |−1=2¡ 1
if |K | = 1, a contradiction.
Remark. The dual module (V2;x)∗ is described by (2∗; x∗), where 2∗ refers to the
combination of Hip map H × K → K × H and the contragradient representation.
In the above description of simple modules, one would notice the similarity to Schur–
Mackey’s theory of representations of group extensions. We shall now clarify this point.
The result is that the Mackey’s theory (for Dnite groups) can be regarded as a special
case of our construction.
Let G be a Dnite group and H be a normal subgroup of G. Consider the tensor
category C of H–H modules in the group category G. Let Q = G=H be the quotient
group and to each q ∈ G=H associate a simple H–H module Xq by
Xq =
⊕
g∈q
Cg:
With the obvious identiDcation
Xq1 ⊗H Xq2  g1 ⊗H g2 → g1g2 ∈ Xq1q2 ; X ∗q  g∗ → g−1 ∈ Xq−1 ;
the correspondance q → Xq gives a monoidal functor and hence Q is realized inside
C. On the other hand, each irreducible representation of H deDnes an irreducible H–H
module supported by H . It is immediate to check that Spec(C) = Hˆ × (G=H) with the
biaction of Q given by
q1(2; q)q2 = (q1:2; q1qq2):
In particular, the Q–Q orbit space is isomorphic to the Q-orbit space of Hˆ . For v ∈ Hˆ ,
the stabilizer
Q ×v Q = {(q; q); q:v= v}
of the Q–Q action is isomorphic to that of Q-action on Hˆ and it is easy to see that
the associated 2-cohomology class is nothing but the Mackey obstruction of the little
group.
For a representation 9 of G on V1, let V =
⊕
g∈G Vg be the associated G–G module.
Then V is made into a Q–Q module by
Xq ⊗H V  g⊗H v → gv ∈ V; V ⊗H Xq  v⊗H g → vg ∈ V;
which we shall denote by V˜ .
It is easy to see that the correspondance V → V˜ gives rise to an equivalence of the
Tannaka dual Gˆ withM(C) (Q;Q), the tensor category of Q–Q bimodules in C, recov-
ering the Schur–Mackey theory, i.e., irreducible representations of a group extension
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are parametrized by irreducible projective representations of little groups associated to
the adjoint action of the quotient group on the dual of the normal subgroup H .
As a Dnal remark to this section, we extend the above analysis for group extensions
into the following form: Let G be a discrete group this time and H be a Dnite subgroup
of G. Let C be the tensor category of G: Spec(C) =G with the obvious group multi-
plication. Given a two-cocycle c :H × H → T, denote by Hc the lift of H twisted by
c: If we denote the standard multiplication morphism in H by mh;h′ : h⊗h′ → hh′, then
the multiplication morphism for Hc is given by mch;h′ = c(h; h
′)mh;h′ . The stabilizers of
the biaction of Hc remains unchanged and is given by
H ×g H = {(h; g−1hg); h ∈ H ∩ gHg−1} ∼= H ∩ gHg−1;
whereas the cohomology class at g ∈ G is sensitive to the choice of c: Using the
isomorphism uh : h⊗ g⊗ g−1h−1g→ g speciDed by the multiplication morphism in the
group G, the cocycle at g ∈ G is given by
cg(h1; h2) = c(h1; h2)c(g−1h−12 g; g
−1h−11 g); h1; h2 ∈ H ∩ gHg−1:
As seen explicitly in a later section, the cohomology class is non-trivial generally and
the structure of the tensor category CoHc depends on the choice of a 2-cocycle c.
6. Duality for orbifolds
When group symmetry is realized in some mathematical objects, it is often useful
to consider the quotient by the symmetry to obtain the new objects, known as orbifold
construction. For the group symmetry of algebras, the ‘dual’ construction of taking Dxed
point algebra is known as crossed product and such kind of dualities are recognized
in operator algebras as Takesaki duality. Note, however, that Takesaki duality is not
a real duality in the sense that the second dual is diQerent from the original algebras
though closely related.
In this section, we shall develop an analogue of crossed products in tensor categories
and shall present duality when the symmetry group is Dnite and abelian: Here the
duality manifests in its best guise, i.e., the second dual is canonically equivalent to the
original tensor category.
Now consider a (semisimple) tensor category C over C (or any algebraically closed
Deld of characteristic zero) with a Dnite group G realized inside C in the sense of
Section 2. The tensor category of G–G modules in M(C) is called the crossed product
of C by G and is denoted by CoG.
When G is abelian, it is reasonable to expect ‘duality’ for the crossed product
construction of tensor categories by the reason explained above.
We shall establish this, step by step, in what follows. First of all, we need to deDne
the (canonical) realization of the dual group Gˆ inside CoG. This will be done as
follows: Let 1 be the unit object which gives the unit of G (elements of G being
identiDed with simple objects in C). The stabilizer G ×1 G of the biaction of G at 1
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is then the diagonal subgroup {(g; g) ∈ G ×G; g ∈ G} ∼= G and the action morphisms
for G give rise to the trivial cocycle of the stabilizer, whence (G ×1 G)∗ is identiDed
with the character group Gˆ of G. In particular, for each  ∈ Gˆ, we can associate a
simple G–G module
G˜G =
⊕
[g1 ;g2]∈G×G=G
g11g2:
Here 1 in the right-hand side denotes a dummy of the unit object 1 ∈ G with the
adjoint action of G given by the multiplication of the character −1, i.e., the action
morphism is deDned by
mg;1;g−1 = (g)
−1mg;1; g−1 : g⊗ 1 ⊗ g−1 → 1
(cf. the description of simple modules in the previous section). In view of the formal
analogy to the relation gg−1 = (g)−1 in the crossed product algebra C[G]o Gˆ, we
often identify 1 with the character  itself.
By using G × {1} or {1} ×G as a section for the quotient G ×G=G, we have two
expressions for the base object of G˜G:
˜ =
⊕
g∈G
g =
⊕
g∈G
g:
To see the multiplicative structure, given characters ; : ∈ Gˆ, consider the morphism
 : ˜ ⊗ :˜ → ˜: in C, which is locally deDned by 'G(h)mg;h : g ⊗ h → gh, i.e., if we
denote by ig;h : g ⊗ h → ˜ ⊗ :˜ the natural injection and by pk : ˜: → k the natural
projection, then
pk ◦  ◦ ig;h =
{
'G(h)mg;h if k = gh;
0 otherwise:
The morphism  is clearly G–G equivariant and it satisDes  ◦ "G(g) =  for g ∈ G.
Thus  in fact deDnes a morphism m˜; :˜ : ˜⊗G :˜→ ˜: in CoG. Since both of ˜⊗G :˜
and ˜: are simple objects in CoG, m˜; :˜ is an isomorphism by Schur’s lemma (this
can be seen by a direct computation as well). It is now immediate to check that the
family {m˜; :˜} is associative and hence it gives a realization of Gˆ in the tensor category
CoG; an analogue of dual action in crossed product algebras (see [28] for the tensor
categorical interpretation of actions). Note here that m1˜; :˜ and m˜; 1˜ with 1 denoting the
trivial character of G are reduced to unit constraints owing to the existence of the
normalization constant in the deDnition of .
With this realization of Gˆ in hand, we now proceed into the ‘second dual’ (CoG)o Gˆ
of C: For an object X in C, deDne a new object Xˆ in C by
Xˆ =
⊕
g1 ;g2∈G
g1 ⊗ X ⊗ g2;
which is a G–G module in the obvious way (i.e., by the multiplication in G). We
think of Xˆ as a Gˆ–Gˆ module in CoG with the action morphism ˜1 ⊗G Xˆ ⊗G ˜2 → Xˆ
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deDned by⊕
g1 ;g2∈G
(1 ⊗ g1 ⊗ X ⊗ g2 ⊗ 21(g1)2(g2)
−1
−−−−−−−→g1 ⊗ X ⊗ g2);
where the base object ˜1 ⊗G X˜ ⊗G ˜2 is identiDed with⊕
g1 ;g2∈G
1 ⊗ g1 ⊗ X ⊗ g2 ⊗ 2
through the isomorphism induced from
'2Gmg1 ;h1 ⊗ 1X ⊗ mg2 ;h2 : 1 ⊗ g1 ⊗ h1 ⊗ X ⊗ g2 ⊗ h2 ⊗ 2
→ 1 ⊗ g1h1 ⊗ X ⊗ g2h2 ⊗ 2:
(Recall here that 1; 2 in the above formula are dummies of the unit object in C and
hence 1 ⊗ g1 ⊗ X ⊗ g2 ⊗ 2 is identical with g1 ⊗ X ⊗ g2 as objects in C.)
If f :X → Y is a morphism in C, it clearly induces a G–G morphism fˆ : Xˆ → Yˆ in
CoG, which turns out to be Gˆ–Gˆ equivariant from the deDnition of action morphisms
of Gˆ. In this way, we have obtained the covariant functor C → (CoG)o Gˆ, which is
referred to as the duality functor.
Our next task is to identify Xˆ ⊗Gˆ Yˆ with [X ⊗ Y in a functorial manner. To this end,
we start with the morphism
’ : Xˆ ⊗ Yˆ =
⊕
g;h1 ;h2 ; k
(g⊗ X ⊗ h1)⊗ (h2 ⊗ Y ⊗ k)→ W =
⊕
g;h;k
g⊗ X ⊗ h⊗ Y ⊗ k
in C locally deDned by
'G(1⊗ mh1 ;h2 ⊗ 1) : g⊗ X ⊗ h1 ⊗ h2 ⊗ Y ⊗ k → g⊗ X ⊗ h1h2 ⊗ Y ⊗ k:
The morphism is then supported by the projection PG ∈ End(Xˆ ⊗ Yˆ ) and G–G equiv-
ariant, whence it induces the isomorphism Xˆ ⊗G Yˆ → W in CoG. Moreover, this is
Gˆ–Gˆ equivariant if GWG is furnished with the Gˆ-action deDned by
(g):(h−1)m1; g ⊗ 1⊗ mk;1 :  ⊗ g⊗ X ⊗ h⊗ Y ⊗ k ⊗ :→ g⊗ X ⊗ h⊗ Y ⊗ k:
The inner action "Gˆ() on End(Xˆ ⊗G Yˆ ) is then transformed into the isomorphism⊕
g;h;k∈G
(h)−11g⊗X⊗h⊗Y⊗k
in End( GWG). Thus the projection PGˆ on Xˆ ⊗G Yˆ is expressed by the natural projection⊕
g;h;k
g⊗ X ⊗ h⊗ Y ⊗ k →
⊕
g;k
g⊗ X ⊗ Y ⊗ k:
As a summary, we have deDned an isomorphism mXˆ ; Yˆ : GˆXˆ ⊗Gˆ Yˆ Gˆ → Gˆ [X ⊗ Y Gˆ. in
(CoG)o Gˆ.
The following is now easy to check.
Lemma 6.1. (i) The family {mXˆ ; Yˆ } of isomorphisms is natural in Xˆ ; Yˆ and makes
the duality functor X → Xˆ monoidal.
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(ii) If X is rigid; so is Xˆ with the dual object given by X̂ ∗.
(iii) By the mapf → fˆ; the vector space Hom(X; Y ) is isomorphic toHom( GˆXˆ Gˆ ; GˆYˆ Gˆ).
To get the complete duality, we need to show that the functor X → Xˆ gives an
equivalence between C and (CoG)o Gˆ, i.e., any simple object in (CoG)o Gˆ is iso-
morphic to GˆXˆ Gˆ for some X in C.
We prove the completeness of the family { GˆXˆ Gˆ} by counting the number of simple
Gˆ–Gˆ modules which support the G–G orbit GxG in Spec(C).
Let S = G ×x G be the stabilizer and X be a representative of the class x ∈ Ĉ.
Choose a family of isomorphisms {us}s∈S as before with c the associated two-cocycle
of S. Let
1→ T→ S˜ → S → 1
be the central extension determined by the cocycle c. If we set
Z = {s ∈ S; c(s; s′) = c(s′; s) for all s′ ∈ S};
then the center of S˜ is given by Z × T. Let S∗ be the set of equivalence classes of
irreducible c-representations of S.
By multiplication of characters, the dual group Sˆ acts on S∗ transitively and the
stabilizer of this action at any point [2] ∈ S∗ is given by
{; ∈ Sˆ; ;|Z = 1}= Ŝ=Z
(cf. Theorem A.3 in Appendix A).
Recall that a concrete c-representation 2 of S (denoting the representation space by
H(2)) determines a G–G module V2 by
V2 =
⊕
g˙∈G×G=G×xG
g1 ⊗ (X ⊗H(2))⊗ g−12 = indG×GG×xG(X ⊗H(2));
where the action of S = G ×x G on X ⊗H(2) is given by
s1 ⊗ (X ⊗H(2))⊗ s−12 = (s1 ⊗ X ⊗ s−12 )⊗H(2)
us⊗2(s)−−−→X ⊗H(2)
for s= (s1; s2) ∈ S.
Next, we convert the categorical biaction of Gˆ on the family {V2}2∈S∗ (Gˆ being
identiDed with a group of G–G modules) into representation-theoretical one: We Drst
introduce an isomorphism i;: : G˜ ⊗G V2 ⊗G :˜G → GV 
−12:−1
G by
 ⊗ g1 ⊗ (X ⊗H(2))⊗ g−12 ⊗ :
(g1):(h2)−−−−→g1 ⊗ (X ⊗ H(2):)⊗ g−12 ;
where the representation 2′ = −12:−1 ∈ S∗ is deDned on H(2′) ≡ H(2): by
2′(s) (v:) = (s1)−1:(s2)−1(2(s)v):
for v ∈H(2).
It is immediate to check that the isomorphisms just introduced satisfy the following
associativity:
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Lemma 6.2. For 1; 2; :1; :2 ∈ Gˆ; we have
˜1 ⊗G ˜2 ⊗G V2 ⊗G :˜2 ⊗G :˜1
↓
˜1 ⊗G V 
−1
2 2:
−1
2 ⊗G :˜1
↓
V
−1
1 
−1
2 2:
−1
2 :
−1
1
=

˜1 ⊗G ˜2 ⊗G V2 ⊗G :˜2 ⊗G :˜1
↓
˜12 ⊗G V2 ⊗G :˜1:2
↓
V (12)
−12(:1:2)−1
 :
Corollary 6.3. The stabilizer Gˆ ×2 Gˆ of the biaction of Gˆ at V2 is given by
Gˆ ×2 Gˆ = {(; :) ∈ Gˆ × Gˆ; −12: ∼= 2}:
So far we have shown that the categorical biaction of Gˆ on the family {V2}2∈S∗ can
be equivalently described by the multiplication of restricted characters on the set of
c-representations (the left multiplication being modiDed by taking the inverse though).
If we deDne an involutive automorphism  of Gˆ × Gˆ by (1; 2) → (1; −12 ), then
(Gˆ ×2 Gˆ) = {(1; 2) ∈ Gˆ × Gˆ; −11 2−12 ∼= 2}= Z⊥
(recall that 2 ∼= 2′ ⇔ 2|Z = 2′|Z) and the associated 2-cocycle of Gˆ ×2 Gˆ is de-
scribed in the following way: For = (1; 2) ∈ Z⊥, let u be a non-trivial intertwiner
1H(2)2 →H(2) between −11 2−12 and 2. If we regard u as an operator on H(2)
by u(1v2) = u(v), then the intertwining property takes the form
2(s)u = 1(s1)−12(s2)−1u2(s)
for s= (s1; s2) ∈ G ×x G.
DeDne a 2-cocycle cˆ of Z⊥ by (1:1)H(2) (2:2)↓
H(2)

= cˆ(; :)

1:1H(2):22
↓
1H(2)2
↓
H(2)
 ; i:e:; u: = cˆ(; :)u(1⊗ u: ⊗ 1):
Then the cocycle of Gˆ ×2 Gˆ at V2 is given by cˆ ◦ (× ) and the problem is reduced
to counting the number of irreducible cˆ-representations.
By Proposition A.6 in Appendix A, the central part of cˆ is given by S⊥ = {; ∈
Gˆ × Gˆ; ;|S = 1} ⊂ Z⊥ and then the number in question is given by the cardinality of
Ŝ⊥ = G × G=S = G × G=G ×x G. Since Gˆ × Gˆ acts on S∗ transitively, the number of
simple Gˆ–Gˆ modules which contain X as a component is |G×G=G×x G|. On the other
hand, the faithfulness of the functor X → Xˆ shows that its image contains diQerent
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Gˆ–Gˆ modules { [g1Xg−12 }g˙∈G×G=G×xG of the same number. Therefore they should be
equal and we are done.
Theorem 6.4. The duality functor X → Xˆ gives a monoidal equivalence between C
and (CoG)o Gˆ.
The arguments in this section is valid for bicategories as well: Let C be a bicategory
with objects indexed by a set A. Instead of a single lift, we consider here a family of
lifts G={GA ⊂ C(A; A)}A∈A. Then the bicategory CoG with the same class of objects
as in C can be deDned in such a way that the hom-category (CoG) (A; B) consists of
GA–GB modules in C(A; B) with morphism sets given by equivariant morphisms. Let
Gˆ = {GˆA ⊂ CoG(A; A)} be the family of dual lifts. If we deDne the functor X → Xˆ
from C into (CoG)o Gˆ by
Xˆ =
⊕
gA∈GA;gB∈GB
gA ⊗ X ⊗ gB
with the GA–GB action accompanied by the GˆA–GˆB action as before, then this gives
an equivalence between C and (CoG)o Gˆ as bicategories.
Note here that if we replace the choice of lifts {GA ⊂ ACA} by an equivalent
one, then the resultant category CoG remains equivalent to the original one. For
inequivalent changes, the structure of the tensor category CoG is sensitive to the
choice of lifts. (See the next section for concrete examples.)
7. Twisted bicrossed products
In this section, we shall explore by twisted bicrossed products how the bimodule
extensions of tensor categories are inHuenced by choices of group lifts. Meanwhile, we
come across examples of non-isomorphic Hopf algebras with the monoidally equivalent
tensor categories of representations; a high contrast with the Tannaka–Krein duality. In
other words, the vector space realizations of tensor categories are inevitable to recover
Hopf algebras.
Our formulation of bicrossed products is the one discussed in Appendices B and C:
we shall construct an object V in a bicategory (of group extension) satisfying
V ⊗ V ∗ ⊗ V ∼= V ⊕ · · · ⊕ V:
Let G be a Dnite group with H;K Dnite subgroups of G satisfying the matched pair
condition [20]
G = HK; H ∩ K = {1}:
Let C be the tensor category of G over the complex number Deld C (Spec(C) = G
with the trivial Eilenberg–MacLane obstruction). Choose two cocycles cH :H×H → T,
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cK :K × K → T and let Hc, Kc be the groups in C twisted by cH , cK , respectively.
By the matched pair assumption, the simple Hc–Kc module is unique and given by
V =
⊕
h∈Hc;k∈Kc
hk:
As we observed in Section 5, the cocycle for the Hc–Hc action at k ∈ K is given by
ck(h1; h2) = cH (h1; h2)cH (g−1h−12 g; g
−1h−11 g):
From the expression
V ⊗Kc V ∗ =
⊕
h1 ;h2∈Hc;k∈Kc
h1 ⊗ k ⊗ h2
as objects in C, we have
(V ⊗Kc V ∗)k =
⊕
h∈H∩kHk−1
h⊗ k ⊗ k−1h−1k:
Writing u∗h = u
−1
h : k → h ⊗ k ⊗ k−1h−1k for the inverse of multiplication morphisms
in G, the relation ck(h; h′)uh(1⊗ uh′ ⊗ 1) = uhh′(mch;h′ ⊗ mck−1h′−1k;k−1h−1k) shows that
2(h)u∗h′ = ck(h; h
′)u∗hh′
and the diagram
h⊗ k ⊗ k−1h−1k uh−−−−−−−−−−−−−−−−→ k
1⊗u∗h′
  2(h)u∗h′
h⊗ (V ⊗Kc V ∗)k ⊗ k−1h−1k m−−−−−−→ (V ⊗Kc V ∗)k ;
commutes when the bottom line is given by the action morphism. Thus the associated
ck -representation 2 of H ×k H ∼= H ∩ kHk−1 on (V ⊗Kc V ∗)k is the left regular
ck -representation.
For h ∈ H ∩ kHk−1, let 9(h) be the invertible operator on (V ⊗Kc V ∗)k deDned by
9(h)−1u∗h = ck(h
′; h)u∗h′h:
Then 9(h) commutes with 2, satisDes
9(h1)9(h2) = ck(h1; h2)−19(h1h2)
and generates the commutant of 2: the commutant algebra of 2 is isomorphic to the
group algebra C[H ×k H; ck ] of H ×k H ∼= H ∩ kHk−1 twisted by the 2-cocycle c−1k .
Thus, we have
End(HcV ⊗Kc V ∗Hc) ∼=
⊕
k˙∈H\K=H
C[H ×k H; Uck ]:
Likewise or by symmetry, we have
End(KcV ∗ ⊗Hc VKc) ∼=
⊕
h˙∈K\H=K
C[K ×h K; Uch]
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with the 2-cocycle ch of K ×h K ∼= K ∩ hKh−1 given by
ch(k1; k2) = cK (k1; k2)cK (h−1k−12 h; h
−1k−11 h):
Since we have the unique simple Hc–Kc module HcVKc , these give rise to a Hopf
algebra by Ocneanu’s duality (see Appendix B). When twisting cocycles cH and cK
are trivial, the associated Hopf algebra turns out to be the bicrossed product (Hopf)
algebra H? K of G = HK as observed in [12,26]. Therefore, the above Hopf algebra
H?c K can be interpreted as a cohomological deformation of H? K .
It is worth while pointing the fact that the tensor category of Hc–Hc modules (gen-
erated by V ⊗Kc V ∗) is determined by the cocycle cH for H , irrelevant to the choice
of the one cK for K . This observation particularly implies the following (thanks to
Appendix C):
Proposition 7.1. If we take another 2-cocycle c′ such that cK = c′K and
End(HcV ⊗Kc V ∗Hc) ∼= End(Hc′V ⊗Kc′ V ∗Hc′ );
then the Hopf algebras H ?c K and H ?c′ K are not isomorphic but they give rise
to equivalent tensor categories of representations; i.e.; the tensor category of Kc–Kc
modules generated by V ∗ ⊗Hc V ∼= V ∗ ⊗Hc′ V .
As a concrete example, consider the semidirect product group G = (Zn ⊕ Zn)oZ2,
where H = Z2 acts on K = Zn ⊕ Zn by interchanging components. Since the second
cohomology group of the cyclic group Z2 is trivial, we may assume that cH = 1.
The stabilizers of biactions of H and Kc are given by
H ×k H =
{ {(1; 1); (h; h)} if k = k˜ ;
{(1; 1)} otherwise
and
Kc ×1 Kc = {(k; k); k ∈ Kc}; Kc ×h Kc = {(k; k˜); k ∈ Kc}:
Here H = {1; h} and k˜ is the Hip of k ∈ Kc, i.e., k˜ = k ′′ ⊕ k ′ for k = k ′ ⊕ k ′′.
The cohomology classes are trivial other than the one associated to the stabilizer at
h. Let 〈?l; ?m〉= ?lm (?=e2"i=n) be the natural paring in Zn and deDne the bicharacters
cj on Zn ⊕ Zn by
cj(k ′1 ⊕ k ′′1 ; k ′2 ⊕ k ′′2 ) = 〈k ′′1 ; k ′2〉j:
(Note that any 2-cocycle of K is cohomologous to cj for some 1 6 j 6 n.) If we
take c = cj, the cocycle ch at the point h is then turns out to be
ch(k1; k2) = 〈k ′′1 ; k ′2〉2j:
For the most non-degenerate choice j = 1, the kernel of ch is trivial for odd n and is
isomorphic to Z2 ⊕ Z2 for even n.
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With these computations in hand, we are now ready to compute the bicategory
generated by the (unique) simple H–Kc module V =
⊕
h∈H;k∈Kc hk supported by G:
By decomposing
V ⊗Kc V ∗ =
⊕
k =k˜
(k ⊕ hk ⊕ kh⊕ hkh)
⊕
k=k˜
(k ⊕ hk ⊕ kh⊕ hkh)
into simple components as an H–H module, we obtain
End(V ⊗Kc V ∗) ∼=
⊕
k =k˜=2
M (2;C)
⊕
⊕
k=k˜
C
⊕
⊕
k=k˜
C
 :
By considering the decomposition of
V ∗ ⊗H V =
 ⊕
k;k′∈K
k ⊗ k ′
⊕
 ⊕
k;k′∈K
k ⊗ h⊗ k ′

as a Kc–Kc module, we have
End(V ∗ ⊗H V ) ∼=
n2-times︷ ︸︸ ︷
C⊕ · · · ⊕ C⊕M (n;C) if n is odd
and
End(V ∗ ⊗H V )∼=
n2-times︷ ︸︸ ︷
C⊕ · · · ⊕ C⊕ M (n=2;C)⊕M (n=2;C)⊕M (n=2;C)
⊕M (n=2;C)
if n is even.
The order of the cohomology class at the stabilizer h is then an invariant for iso-
morphism classes of Hopf algebras obtained in this way and we conclude that they
are sensitive to the choice of c, i.e., the choice of a lift. The tensor category of H–H
bimodules is, however, independent of the choice of cocycles. Since the tensor cate-
gory of K–K modules is equivalent to the semidirect product group KˆoH , we have
proved that there exists a non-trivial Hopf algebra which gives the tensor category of
representations equivalent to that of the group KˆoH .
Fusion rules for simple components are also computed explicitly in our formalism.
For example, the fusion rule of H–H modules are the same as the Tannaka dual of
G, although the tensor category is twisted by the cocycle c, which is reHected in the
diQerence of multiplicity data for V ∗ ⊗H V and explicitly show the non-triviality of
the twisting.
Remark. The sensibility to the twisting can be checked by computing the connection
(as a part of paragroup) for V (see [5] for details on paragroups): For simplicity,
consider the case of odd n. Then simple H–H modules appearing in V ⊗Kc V ∗ are
parametrized as Xk (k = k˜) with d(Xk) = 2 and X±k (k = k˜) with d(X±k ) = 1 while
simple Kc–Kc modules in V ∗ ⊗H V are parametrized as Y ( ∈ Kˆ) with d(Y) = 1
and Y with d(Y ) = n. Then, by an explicit computation, we see that the values of
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connection for the diagram
X±k −−−→ V ∗ 
V −−−→ Y
are matrix components of the (unique) irreducible ch-representation of K . (Note that
there are n edges between V and Y , which give the parametrization of the matrix
components.)
Appendix A. Multipliers on groups
We shall review here some facts on multiplier representations of abelian groups,
which are more or less well known in harmonic analysis of group representations (see
[10,11] or any other standards on the subject for further details).
Let G be a discrete group. By a (normalized) multiplier c on G, we mean a function
c :G × G → T satisfying
c(g; h)c(gh; k) = c(g; hk)c(h; k);
c(g; 1) = c(1; g) = 1; c(g; h) = c(h−1; g−1):
Let M (G) be the set of multipliers on G, which forms a group by point-wise multipli-
cation. Two multipliers c and c′ on G are said to be equivalent if there is a function
f :G → T such that
c′(g; h) = c(g; h)f(g)f(h)f(gh)−1:
The quotient by this equivalence relation is again a group; the second cohomology
group H 2(G) of G.
From here on assume that G is abelian. Let B(G) be the subgroup of M (G) con-
sisting of bicharacters on G and S(G) be the subgroup of symmetric bicharacters. (A
bicharacter b is said to be symmetric if b(g; h) = b(h; g).) For a multiplier c on G,
deDne the associated bicharacter bc by
bc(g; h) = c(g; h)c(h; g)−1:
Theorem A.1. Let G be a discrete abelian group.
(i) Every multiplier on G is equivalent to a bicharacter on G.
(ii) The map c → bc induces an injective homomorphism H 2(G)→ B(G).
Corollary A.2. We have
H 2(G) ∼= B(G)=S(G):
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Given a multiplier c on G, an assignment of unitary operators G  g → ug in a
Hilbert space H is called a c-representation if uguh=c(g; h)ugh. The set of equivalence
classes of irreducible c-representations of G is denoted by G∗c . The dual group Gˆ of
G then acts on G∗c by the multiplication of characters of G.
The following is well known in this context:
Theorem A.3. The group Gˆ acts on G∗c transitively and the stabilizer at any point of
G∗c is given by
Z⊥ = { ∈ Gˆ;  | Z = 1};
where the central part Z of the multiplier c is de2ned by
Z = {g ∈ G; c(g; h) = c(h; g) for all h ∈ G};
i.e.; the kernel of the associated bicharacter bc.
Corollary A.4. Let A :G → Gˆ be the induced homomorphism of the bicharacter bc
de2ned by Ag(h) = bc(g; h).
If A is a surjective isomorphism A :G → Gˆ; then G∗c consists of one point; i.e.; all
c-representations are quasi-equivalent.
Since the associated central extension
1→ T→ G˜ → G → 1
has the center Z × T, the theorem is, in fact, deduced from the corollary (consider
representations induced from characters of the center), while the content of the corollary
can be derived from the following simple observation via Fourier transform.
Lemma A.5. Given a multiplier c on G; de2ne the regular c-representation Bc by
(Bc(g)f)(h) = c(h; g)f(gh); f ∈ ‘2(G):
Then; for any c-representation " of G; "⊗ Bc and Bc are quasi-equivalent.
We now slightly change the notation to deal with problems discussed in the text:
Let G be a Dnite abelian group, S be a subgroup with a multiplier c of S and Z be the
associated central part of c. (If S = G, we go back to the situation discussed above.)
Let S∗ be the set of equivalence classes of irreducible c-representations of S. The
dual group Gˆ acts on S∗ by
(2)(s) = (s)2(s); s ∈ S:
By the previous theorem, the stabilizer of this action (at any point) is given by
Z⊥ = { ∈ Gˆ; (s) = 1 for any s ∈ Z}:
Note that these groups (Z and Z⊥) depend only on the cohomology class of c in
H 2(G).
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We now introduce the dual cohomology class (or the dual multiplier cˆ) of Z⊥: Let
2 be an irreducible c-representation of S in a Hilbert space H(2). For each  ∈ Z⊥,
choose an intertwiner u from 2 to 2:
2(s)u = (s)u2(s) for all s ∈ S:
Since 2 depends on  only through the restriction |S , the family {u}∈Gˆ can be
chosen so that u = u: whenever |S = :|S . The cocycle cˆ of Z⊥ is then deDned by
uu: = cˆ(; :)u:; ; : ∈ Z⊥:
To get an explicit formula for this cocycle cˆ, we exploit the identiDcation of the
operator algebra B(H(2)) with the Hilbert space H(2) ⊗H(2)∗: the operator u
is identiDed with a relatively invariant vector in H(2) ⊗H(2)∗ under the action of
2(s)⊗ 2(s), s ∈ S.
By the theory of Hilbert algebras, the latter space H(2)⊗H(2)∗ can be identiDed
with the carrier space of a Hilbert algebra. To review the relevant points, we work
with a central extension
1→ C → B→ A→ 1
of an abelian group A. For a chosen character f of C, we turn the vector space
Af = {3 :B→ C; 3(bc) = f(c)−13(b); c ∈ C} into a Hilbert algebra by
(3132)(b) =
∑
h˙∈B=C
31(h)32(h−1b);
3∗(b) = 3(b−1);
(3 | 3) =
∑
b˙∈B=C
|3(b)|2:
(Note that (3 | 3) = (3∗3) where the trace  on Af is deDned by (3) = 3(1).) On the
Hilbert algebra Af, the group B acts by left translation:
(B(b)3)(b′) = 3(b−1b′):
Now, we apply the above construction to the central extension
1→ Z × T→ S˜ → S → 1:
By taking the restriction of 2 to Z as a character f of Zx (i.e., 2(z) = f(z)12),
elements in the Hilbert algebra A=Af are determined by the restriction to the subset
S × {1} ⊂ S˜: the vector space A is identiDed with
{’ : S → C;’(sz) = ’((s; 1)(z; c(s; z))) = ’(s)f(z)−1c(s; z)−1 for z ∈ Z}:
In terms of this realization, we have
(B(s)’)(h) = ’((s; 1)−1(h; 1)) = ’(s−1h; c(s−1; h)−1) = c(s−1; h)’(s−1h);
which corresponds to the operator 2(s)⊗ 1 on H(2)⊗H(2)∗. Recalling the formula
(J’)(s) = ’((s; 1)−1) = ’(s−1)
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for the modular conjugation, we know that 2(s)⊗ 2(s) is realized by the operator
(B(s)JB(s)J’)(h) = c(h−1; s)−1c(s−1; sh−1)−1’(h)
= bc(h−1; s)−1’(h) = bc(h; s)’(h):
Using this expression, we see that, for  ∈ Z⊥, ’ ∈ A satisDes the relative invariance
(2(s)⊗2(s))’=(s)’ if and only if ’(s)=0 for As = . (Recall that As(h)=bc(s; h).)
Since A induces the isomorphism S=Z ∼= Z⊥|S , the last condition determines ’ up to
constant multiples. More explicitly, if we choose a section R ⊂ S for the quotient S=Z ,
we can specify the choice of ’ by
’(s) =
{
f(z)−1 if s= rz ∈ RZ with As = |S ;
0 otherwise:
Since the composition uu: of operators corresponds to the multiplication ’’: in
the Hilbert algebra A, we can calculate the cocycle cˆ by
(’’:)(st) =
∑
h˙∈G˜x=Z×T
’(h; 1)’:((h; 1)−1(st; 1))
=’(s)’:((s; 1)−1(st; 1))
= c(s−1; st)−1’(s)’:(t)
= c(s; t);
whereas ’:(st) = f(r−1st)−1c(r−1; st)−1. Here As = , At = : and st ∈ rZ with r; s,
t ∈ R.
In this way, we get the formula
cˆ(; :) = f(r−1st)c(r−1; st)c(s; t); ; : ∈ Z⊥:
In other words, cˆ is a combination of the original c and the cocycle obtained by
regarding 2 as a multiplier representation of the quotient group S=Z (with a speciDc
choice of section R ⊂ S).
Now we are ready to calculate the central part of cˆ: By the above formula, the
bicharacter bˆ of cˆ is given by
bˆ(; :) =
cˆ(; :)
cˆ(:; )
=
c(s; t)
c(t; s)
= b(s; t):
Since A induces an isomorphism from S=Z onto Z⊥|S = Z⊥=S⊥, we conclude that S⊥
is the central part of cˆ.
Proposition A.6. Let G be a 2nite abelian group; S be a subgroup of G and c be a
multiplier of S with the central part Z . Then the central part of the dual multiplier
cˆ of Z⊥ is given by S⊥.
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Appendix B. Finite dimensional Hopf algebras
Let B be a semisimple (strict) bicategory over a Deld K. Since we just need the
‘two-object’ case here, we denote the ‘hom categories’ of B as Bij with 16 i; j 6 2
({1; 2} being the ‘two-object’ set), whence B11 and B22 are ordinary tensor categories.
Let H be a simple object in B12. An object V in B11 is said to be absorbed by H
if V ⊗H is isomorphic to a direct sum of H ’s. Let C=C(H) be the full subcategory
of B11 consisting of objects absorbed by H . The subcategory C is clearly closed under
taking tensor products and itself forms a tensor category.
We shall construct a monoidal functor F from C into the tensor category V of
Dnite-dimensional K-vector spaces: Given an object V and a morphism f :V → W in
C, we set
F(V ) = Hom(H; V ⊗ H); F(f) :F(V )  v → (f ⊗ 1H )v ∈ F(W )
and deDne a linear map mV;W :F(V )⊗ F(W )→ F(V ⊗W ) by
F(V )× F(W )  v⊗ w → (1V ⊗ w)v ∈ F(V ⊗W ):
By semisimplicity, the map mV;W is injective while the absorption property of V is
used to ensure the surjectivity, whence mV;W is an isomorphism. Now it is immediate
to see that the functor F is monoidal with respect to the isomorphisms {mV;W}.
Lemma B.1. Assume that H is rigid. Then we have the following:
(i) The tensor category C is rigid.
(ii) The functor F is faithful; i.e.; for objects V;W in C; the linear map
Hom(V;W )  f → F(f) ∈ Hom(F(V ); F(W ))
is injective.
Proof. These are consequences of the associated Frobenius reciprocity.
Now, we apply the Tannaka–Krein duality (see [22] or any variants such as [16,23])
to conclude that we can Dnd the (unique) Hopf algebra whose Tannaka dual is given
by the full image of F .
For the completeness and the use in Appendix C, we shall describe here a way of
reconstruction in the present context according to [27].
Consider a covariant family a= {aV :F(V )→ F(V )} of linear operators, i.e.,
F(V )
aV−−−→ F(V )
F(f)
  F(f)
F(W ) −−−→
aW
F(W )
for f :V → W;
and let A be the totality of such families, which is an algebra by objectwise operations.
By the covariance condition, the algebra A is isomorphic to⊕
[V ]∈Spec(C)
End(F(V ));
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where {V} denotes a representative set of Spec(C) and End(F(V )) is the algebra of
linear operators on the vector space F(V ).
With the help of the obvious isomorphism
A⊗ A ∼=
⊕
[V1];[V2]
End(F(V1))⊗ End(F(V2)) ∼=
⊕
[V1];[V2]
End(F(V1 ⊗ V2));
the algebra homomorphism I :A→ A⊗ A is deDned by
I(a) =
⊕
[V1];[V2]
m−1V1 ;V2
∑
[V ]
∑
T : V→V1⊗V2
F(T )aVF(T ∗)
mV1 ;V2 ;
where {T :V → V1 ⊗ V2; T ∗ :V1 ⊗ V2 → V} gives a decomposition of V1 ⊗ V2 into
simple components (the summation being independent of choices of decompositions).
The map I is coassociative by the associativity of the monoidal functor F : we can
check that both of (1⊗ I)I(a) and (I⊗ 1)I(a) are given by
⊕
[V1];[V2];[V3]
m−1V1 ;V2 ;V3
∑
[V ]
∑
T : V→V1⊗V2⊗V3
F(T )aVF(T ∗)
mV1 ;V2 ;V3 ;
where mV1 ;V2 ;V3 :F(V1)⊗F(V2)⊗F(V3)→ F(V1⊗V2⊗V3) is given by the commutative
diagram
F(V1)⊗ F(V2)⊗ F(V3) −−−→ F(V1 ⊗ V2)⊗ F(V3) 
F(V1)⊗ F(V2 ⊗ V3) −−−→ F(V1 ⊗ V2 ⊗ V3)
:
The counit for the comultiplication I is given by the evaluation map
a= {aV} → aI ;
where aI ∈ End(H) is identiDed with a scalar.
So far, we have checked that (A; I) is a unital bialgebra. To see the existence
of antipode, given a simple object V , choose a dual object V ∗ with a rigidity pair

 :V ∗⊗V → I ,  : I → V ⊗V ∗. For a linear operator aV∗ :F(V ∗)→ F(V ∗), deDne the
transposed operator taV∗ :F(V )→ F(V ) by the commutativity of
F(V ∗)⊗ F(V ) aV∗⊗1−−−→ F(V ∗)⊗ F(V ) mV∗ ;V−−−→ F(V ∗ ⊗ V )
1⊗ t aV∗
  F(
)
F(V ∗)⊗ F(V ) mV∗ ;V−−−→ F(V ∗ ⊗ V ) F(
)−−−→ F(I)
:
If a={aV} belongs to A, the family 2(a)={ taV∗} is a well-deDned element of A: Let

j :V ∗j ⊗ V → I , j : I → V ⊗ V ∗j be two choices of rigidity pairs and  :V ∗1 → V ∗2 be
the associated isomorphism. Then, by assembling the following commutative diagram
122 S. Yamagami / Journal of Pure and Applied Algebra 167 (2002) 83–128
into a cube,
(the top square commutes by the covariance of a while the other squares by deDnitions),
we obtain the commutative square
F(V ∗1 )⊗ F(V )
F()⊗1−−−→ F(V ∗2 )⊗ F(V )
1⊗ t aV∗
1
  1⊗ t aV∗
2
F(V ∗1 )⊗ F(V ) −−−→
F()⊗1
F(V ∗2 )⊗ F(V )
;
showing the equality taV∗1 =
taV∗2 .
The map a → 2(a) is clearly antimultiplicative and bijective.
We next show that 2 is anticomultiplicative. From deDnitions, we have
m−1V1 ;V2I(2(a))mV1 ;V2 =
∑
[V ]
∑
T : V→V1⊗V2
t(F( tT ∗)aV∗F( tT ));
where tT ∗ :V ∗ → V ∗2 ⊗ V ∗1 , tT :V ∗2 ⊗ V ∗1 → V ∗ are deDned by the commutativity of
V ∗2 ⊗ V ∗1 ⊗ V 1⊗T−−−→ V ∗2 ⊗ V ∗1 ⊗ V1 ⊗ V2
tT⊗1
 
V ∗ ⊗ V −−−−−−−−−−−−−−→ I
and, for a linear operator f :F(V ∗2 ⊗V ∗1 )→ F(V ∗2 ⊗V ∗1 ); tf :F(V1⊗V2)→ F(V1⊗V2)
is deDned by the commutativity of
F(V ∗2 ⊗ V ∗1 )⊗ F(V1 ⊗ V2) f⊗1−−→ F(V ∗2 ⊗ V ∗1 )⊗ F(V1 ⊗ V2) −−→ F(V ∗2 ⊗ V ∗1 ⊗ V1 ⊗ V2)
1⊗ tf
 
F(V ∗2 ⊗ V ∗1 )⊗ F(V1 ⊗ V2) −−→ F(V ∗2 ⊗ V ∗1 ⊗ V1 ⊗ V2)−−−−−−−−−−−−−→ I
:
Consequently, we have
m−1V1 ;V2I(2(a))mV1 ;V2 =
t(m−1V∗2 ;V∗1 I(a)mV∗2 ;V∗1 )
and therefore the anticomultiplicativity is reduced to showing
t(mV∗2 ;V∗1 (a2 ⊗ a1)m−1V∗2 ;V∗1 ) = mV1 ;V2 (
ta1 ⊗ ta2)m−1V1 ;V2
for aj ∈ End(F(V ∗j )), j = 1; 2.
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To see this, write a′=mV∗2 ;V∗1 (a2⊗a1) and b′=mV1 ;V2 (b1⊗b2) with bj ∈ End(F(Vj)).
If we compute the values of the functionals
F(V ∗2 ⊗ V ∗1 )⊗ F(V1 ⊗ V2) a
′⊗1−−−→F(V ∗2 ⊗ V ∗1 )⊗ F(V1 ⊗ V2) −→ F(I);
F(V ∗2 ⊗ V ∗1 )⊗ F(V1 ⊗ V2) 1⊗b
′
−−−→F(V ∗2 ⊗ V ∗1 )⊗ F(V1 ⊗ V2)→ F(I)
on the vector mV∗2 ;V∗1 (v
∗
2 ⊗ v∗1 )⊗mV1 ;V2 (v1 ⊗ v2) ∈ F(V ∗2 ⊗ V ∗1 )⊗ F(V1 ⊗ V2), they turn
out to be
〈a1v∗1 ; v1〉〈a2v∗2 ; v2〉; 〈v∗1 ; b1v1〉〈v∗2 ; b2v2〉;
respectively, whence the assertion is a consequence of the deDnition of transposed
operators.
Thus, to check the antipode property of 2, it su:ces to show the relation
m(1⊗ 2)I(a) = aI1A;
where m :A⊗ A→ A denotes the multiplication map.
Since the multiplication in A is deDned objectwise, for a ∈ A and [W ] ∈ Spec(C),
we have
(m(1⊗ 2)I(a))W =
∑
[V ]
∑
T : V→W⊗W∗
m ◦ (1⊗ t(·))(m−1W;W∗F(T )aVF(T ∗)mW;W∗):
We now choose a rigidity pair 
W :W ⊗W ∗ → I , W : I → W ∗ ⊗W , deDne another
rigidity pair 
W∗ :W ∗ ⊗W → I , W∗ : I → W ⊗W ∗ so that 
W∗W = 1I = 
W W∗ (this
is possible by the semisimplicity of C) and introduce non-degenerate bilinear forms on
F(W )× F(W ∗), F(W ∗)× F(W ) by
〈w; w∗〉1H = F(
W )mW;W∗(w ⊗ w∗) = (
W ⊗ 1H )(1W ⊗ w∗)w;
〈w∗; w〉1H = F(
W∗)mW∗ ;W (w∗ ⊗ w) = (
W∗ ⊗ 1H )(1W∗ ⊗ w)w∗:
Note here that there is no reason to expect the equality 〈w; w∗〉= 〈w∗; w〉 at this stage.
Lemma B.2. Let x ∈ End(F(W )) and y ∈ End(F(W ∗)) be linear operators. For
w ∈ F(W ) and w∗ ∈ F(W ∗); we have the identity
〈x tyw; w∗〉= 〈(x ⊗ y)m−1W;W∗(F(W∗)); w∗ ⊗ w〉;
where the pairing in the right-hand side is de2ned by
〈v⊗ v∗; w∗ ⊗ w〉= 〈v; w∗〉〈v∗; w〉
for v; w ∈ K(W ) and v∗; w∗ ∈ F(W ∗).
Proof. Choose bases {wj} ⊂ F(W ) and {w∗j } ⊂ F(W ∗) so that 〈w∗j ; wk〉= j;k . Then
we have
〈x tyw; w∗〉=
∑
j
〈xwj; w∗〉〈w∗j ; tyw〉
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=
∑
j
〈xwj; w∗〉〈yw∗j ; w〉
= 〈(x ⊗ y)m−1W;W∗(F(W∗)); w∗ ⊗ w〉:
Now we compute 〈m(1⊗ 2)I(a)w; w∗〉 in the following way:
〈m(1⊗ 2)I(a)w; w∗〉=
∑
[V ];T
〈m ◦ (1⊗ 2)(m−1W;W∗F(T )aVF(T ∗)mW;W∗)w; w∗〉
=
∑
[V ];T
〈mW;W∗F(T )aVF(T ∗W∗); w∗ ⊗ w〉 (by Lemma B:2)
= aI 〈m−1W;W∗F(W∗); w∗ ⊗ w〉
(by choosing V = I , T ∗ = 
W and T = W∗)
=aI 〈w; w∗〉 (again by Lemma B:2);
whence m(1⊗ 2)I(a) = aI1A for any a ∈ A.
Appendix C. Duality for Hopf algebras
We shall here deal with a semisimple bicategory which is furnished with a non-
degenerate Frobenius duality, where the non-degeneracy means non-vanishing of the
associated dimension function. Assume that H satisDes the condition
H ⊗ H∗ ⊗ H ∼= H ⊕ · · · ⊕ H:
Then, by Appendix B, we have a Hopf algebra A whose (abstract) Tannaka dual is
equivalent to the tensor category generated by H ⊗ H∗.
Let D be the full subcategory of B22 consisting of objects W satisfying H ⊗W ∼=
H ⊕ · · · ⊕ H . We deDne the functor G :D→V by
G(W ) = Hom(H;H ⊗W ); G(f) :G(W )  w → (1H ⊗ f)w ∈ G(W ′)
for f :W → W ′, which is monoidal with the multiplicativity isomorphisms
mV;W :G(V )× G(W )  v× w → (v⊗ 1H )w ∈ G(V ⊗W ):
Let B be the associated Hopf algebra by Tannaka–Krein duality so that the tensor
category of representations of B is generated by H∗ ⊗ H .
Our main purpose of this appendix is then to show that two Hopf algebras A and B
are in the relation of duality: B is isomorphic to the dual Hopf algebra of A and vice
versa.
Lemma C.1. (i) Let v ∈ F(V ); v∗ ∈ Hom(V ⊗H;H) with V a simple object of C and
denote by v˜ ∈ Hom(H ⊗ H∗; V ); v˜∗ ∈ Hom(V;H ⊗ H∗) their Frobenius transforms.
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Then the correspondence
End(F(V ))  vv∗ → d(V )
d(H)
v˜∗v˜ ∈ End(H ⊗ H∗)
is extended to an antiisomorphism
"F :
⊕
[V ]
End(F(V ))→ End(H ⊗ H∗):
(ii) Let w ∈ G(W ); w∗ ∈ Hom(H⊗W;H) with W a simple object of D and denote
by w˜ ∈ Hom(H∗ ⊗ H;W ); w˜∗ ∈ Hom(W;H∗ ⊗ H) their Frobenius transforms. Then
the correspondence
End(G(W ))  ww∗ → d(W )
d(H)
w˜∗w˜ ∈ End(H∗ ⊗ H)
is extended to an antiisomorphism
"G :
⊕
[W ]
End(G(W ))→ End(H∗ ⊗ H):
Remark. For a= v∗v with v ∈ Hom(V ∗ ⊗ H;H), v∗ ∈ F(V ∗), we have
"F(2(a)) = v˜∗v˜;
where v˜ ∈ Hom(H ⊗H∗; V ) and v˜∗ ∈ Hom(V;H ⊗H∗) are Frobenius transforms of v
and v∗, respectively.
We now introduce a non-degenerate pairing between End(H⊗H∗) and End(H∗⊗H)
as follows: For a ∈ End(H ⊗ H∗), b ∈ End(H∗ ⊗ H), let a˜ ∈ Hom(H;H ⊗ H∗ ⊗ H),
b˜ ∈ Hom(H ⊗ H∗ ⊗ H;H) be their Frobenius transforms and set
〈a; b〉= 〈a˜b˜〉
(see Fig. 11).
Proposition C.2. (i) Let a ∈ A and b; c ∈ End(H∗ ⊗ H). Then we have
〈("F ⊗ "F)I(a); b⊗ c〉= d(H)〈"F(a); bc〉:
(ii) Let c ∈ B and a; b ∈ End(H ⊗ H∗). Then we have
〈a⊗ b; ("G ⊗ "G)I(c)〉= d(H)〈ab; "G(c)〉:
Proof. Since the assertions are symmetrical, we just give a proof for (ii).
Let u ∈ Hom(H;H ⊗ U ) and u∗ ∈ Hom(H;H ⊗ U ). Let {vi} ⊂ G(V ) and {wj} ⊂
G(W ) be bases with {v∗i } ⊂ Hom(H ⊗ V;H) and {w∗j } ⊂ Hom(H ⊗W;H) their dual
bases relative to the quantum trace, i.e., H (v∗j vi) = i; j. Then we have
I(uu∗) = d(H)2d(U )
⊕
[V ];[W ]
∑
T : U→V⊗W
∑
i; j; k;l
〈w∗l (v∗k ⊗ 1)(1⊗ T )u〉〈u∗(1⊗ T ∗)(vi ⊗ 1)wj〉vkv∗i ⊗ wlw∗j ;
where T ∗ refers to the dual basis of {T} with respect to the quantum trace.
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Fig. 11.
Thus, for a; b ∈ End(H ⊗ H∗),
〈a⊗ b; ("G ⊗ "G)(I(uu∗))〉= d(U )
∑
[V ];[W ];T
d(V )d(W )
∑
i; j; k;l
〈w∗l (v∗k ⊗ 1)(1⊗ T )u〉〈u∗(1⊗ T ∗)(vi ⊗ 1)wj〉
〈a; v˜∗i v˜k〉〈b; w˜∗j w˜l〉:
From deDnitions, we have
〈a; v˜∗i v˜k〉= 〈v∗i (1⊗ 
H∗ ⊗ 1)(a⊗ vk)(H⊗H )〉;
〈b; w˜∗j w˜l〉= 〈w∗j (1⊗ 
H∗ ⊗ 1)(b⊗ wl)1H ⊗ H 〉:
By the simplicity of H (and the trace property of the expectation in the second identity),
we can write
w∗l (v
∗
k ⊗ 1)(1⊗ T )u= d(H)−1〈w∗l (v∗k ⊗ 1)(1⊗ T )u〉1H ;
(1⊗ 
W )(wju∗ ⊗ 1)(1⊗ T ∗ ⊗ 1)(1⊗ W∗)vi = d(H)−1〈u∗(1⊗ T ∗)(vi ⊗ 1)wj〉1H ;
which is used to obtain∑
i
〈u∗(1⊗ T ∗)(vi ⊗ 1)wj〉〈a; v˜∗i v˜k〉= 〈(1⊗ 
W )(wju∗ ⊗ 1)(1⊗ 
H∗ ⊗ T ∗ ⊗ 1)
(a⊗ vk ⊗ W∗)(1H ⊗ H )〉∑
l
〈w∗l (v∗k ⊗ 1)(1⊗ T )u〉〈b; w˜∗j w˜l〉1H = d(H)w∗j (1⊗ 
H∗ ⊗ 1)(b⊗ v∗k ⊗ 1)
(1⊗ T )(1⊗ u)(1H ⊗ H ):
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If we apply the second identity in the Drst relation and then take the
summation over j,∑
i; j;l
〈w∗l (v∗k ⊗ 1)(1⊗ T )u〉〈u∗(1⊗ T ∗)(vi ⊗ 1)wj〉〈a; v˜∗i v˜k〉〈b; w˜∗j w˜l〉
= 〈(1⊗ 
H∗ ⊗ 
W )(1⊗ T ⊗ 1)(b⊗ u⊗ 1)(1⊗ H ⊗ 1)(u∗ ⊗ 1)
(1⊗ 
H∗ ⊗ T ∗ ⊗ 1)(a⊗ vk ⊗ 
W∗)(1H ⊗ H )〉:
Now, if we use the identity∑
[W ];T
d(W )(1⊗ 
W )(1⊗ T ⊗ 1)(U ⊗ 1)(
U∗ ⊗ 1)(T ∗ ⊗ 1)(1⊗ W∗)
=
∑
[W ]
d(W )
∑
S :W∗→U∗⊗V
SS∗ = 1U∗V
in the above relation and then take the contraction on∑
[V ]
∑
k
d(V )v˜∗k v˜k = 1H∗⊗H ;
we get the following formula for d(U )−1〈a⊗ b; ("G ⊗ "G)(I(uu∗))〉:
〈(1⊗ 
H⊗U )(b⊗ 1)(1⊗ H ⊗ 1)(1⊗ U∗ ⊗ 1)a〉
= 〈(ab⊗ 
H⊗U )(1⊗ u⊗ 1)(1⊗ H ⊗ 1)(u∗ ⊗ 1)(1H ⊗ U∗ ⊗ 1H∗)〉:
Finally, hook identities are used in the last expression to have
〈a⊗ b; ("G ⊗ "G)(I(uu∗))〉= d(U )〈(1⊗ 
H∗ ⊗ 1)(ab⊗ u)(1⊗ H )u∗〉
= d(H)〈ab; "G(uu∗)〉:
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