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動を観測し，図 1に示すゴール gとのなす角度 ，距離 dを用い
て k の g への到達しやすさである優先度（GP：Goal Priority）
を推定する．GP の計算式を式 (1)に示す．
図 1 エージェントとゴールの位置関係
GPt;g;a = (Dirt;g;a +  Dist;g;a +Dirt;g;aDist;g;a)
= (+  + 1) ; (1)









GVt;g = (1  )GVt 1;g +  e(  !GP t;g); (3)
  !
GP t;g = (GPt;g;1; GPt;g;2;    ; GPt;g;n); (4)
ここで，nは他エージェントの数，e()は任意の評価関数であり，
エージェントが行うべき協調に合わせた関数を設定する．また，  !




到達時に利用される．時刻 t に自エージェントがゴール g へ到
達した時，環境から報酬 rg が与えられると同時に，目標価値を
用いて，報酬の解釈を式 (5)で行う．












通常の Q 学習，協調を用いた Q 学習，提案法 (Q-learning
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