The classic objective in a reinforcement learning (RL) problem is to find a policy that minimizes, in expectation, a long-run objective such as the infinite-horizon discounted or long-run average cost. In many practical applications, optimizing the expected value alone is not sufficient, and it may be necessary to include a risk measure in the optimization process, either as the objective or as a constraint. Various risk measures have been proposed in the literature, e.g., mean-variance tradeoff, exponential utility, the percentile performance, value at risk, conditional value at risk, prospect theory and its later enhancement, cumulative prospect theory. In this article, we focus on the combination of risk criteria and reinforcement learning in a constrained optimization framework, i.e., a setting where the goal to find a policy that optimizes the usual objective of infinite-horizon discounted/average cost, while ensuring that an explicit risk constraint is satisfied. We introduce the risk-constrained RL framework, cover popular risk measures based on variance, conditional value-at-risk and cumulative prospect theory, and present a template for a risk-sensitive RL algorithm. We survey some of our recent work on this topic, covering problems encompassing discounted cost, average cost, and stochastic shortest path settings, together with the aforementioned risk measures in a constrained framework. This non-exhaustive survey is aimed at giving a flavor of the challenges involved in solving a risk-sensitive RL problem, and outlining some potential future research directions.
However, in many settings of practical interest, one or both of these conditions does not hold, i.e., only samples of transitions (and costs/rewards) can be observed (e.g., in a black-box simulation model or an actual system), and/or performance measures that incorporate risk are more appropriate. In the case of the former, reinforcement learning (RL) techniques can be employed [2, 3, 4] , and in the latter setting, risk-sensitive approaches are appropriate. Although there is abundant research on both of these settings dating back decades, the work combining both aspects is more recent. Furthermore, the two settings have been pursued predominantly independently by different research communities, with RL a focus of CS/AI researchers and risk-sensitive MDPs a focus of stochastic control (and to some extent, operations research/management science) researchers. The main purpose of this article is to review some recent work on policy gradient methods that considers problem formulations that combines both aspects, i.e., reinforcement learning with risk-sensitive criteria, and to outline some promising avenues for future research following the risk-sensitive RL framework. This entry both extends and complements the introductory RL survey Encyclopedia entry, "Reinforcement learning algorithms for MDPs" [4] in two ways by addressing risk and employing policy gradient search, neither of which is treated there (e.g, as stated in the last sentence of the Overview section, "Owing to the lack of space, the discussion of (direct) policy search methods is not included.") In particular, we will focus on constrained formulations, where the traditional expected value performance measure is augmented with a risk constraint. Some well-known examples of risk constraints include the variance (or higher moments), probabilities (i.e., chance constraints), value at risk (VaR), and conditional value at risk (CVaR). We summarize some of our work [5, 6, 7, 8, 9 ] to give a flavor of the challenges involved in solving risk-sensitive MDPs, including some very recent work on using cumulative prospect theory (CPT) [10] with RL.
To be specific, in this article, we are primarily concerned with the combination of risk criteria and reinforcement learning in a constrained optimization setting, viz. the following optimization problem:
where θ denotes the policy parameter, Θ represents the policy space, and D(θ) is an MDP long-run cost.
Popular choices for D(θ) include the infinite-horizon cumulative cost in a discounted cost MDP, total cost in a stochastic shortest path problem, and the long-run average cost. The constraint(s) G generally involves one of the risk measures. The classic "risk-neutral" approach is to find a policy that minimizes J(·), whereas a risk-sensitive approach will consider the risk-constrained formulation in (1) . Furthermore, in the setting above, it is assumed that J and G are unknown or cannot be calculated directly, but samples are available, so that we have at our disposal unbiased or consistent estimators. This contrasts with the traditional setting of risk-sensitive control, well studied in both the operations research (OR) and control communities, where in the context of MDPs, the (risk-sensitive) performance measures corresponding to J and G are analytically available. In our setting, the usual techniques cannot be applied, whereas RL algorithms suitably adapted should provide one avenue to attack such risk-sensitive MDPs, i.e., a setting when the MDP model is unknown and all the information about the system is obtained from samples resulting from the agent's interaction with the environment.
We chose to focus on this particular constrained formulation, but there are many other possible approaches to incorporate risk, which we briefly review here. As alluded to earlier, various risk measures have been proposed, e.g., mean-variance tradeoff [11] , exponential utility [12, 13] , the percentile performance [14] , the use of chance constraints [15] , stochastic dominance constraints [16] , value at risk (VaR), and conditional value at risk (CVaR) [17, 18, 19] . CVaR is a popular example of a coherent risk measure [20, 21] that has been extended to multi-period settings (cf. [22, 23, 18, 24, 25, 26] ). Coherent risk measures are convex, making them amenable for optimization using stochastic programming techniques, while non-convex risk measures, such as VaR, are hard to optimize. Another non-convex risk measure, which is highly suitable for application in human decision-making systems is prospect theory (PT) [27] and its successor, cumulative prospect theory (CPT) [10] . Unlike expected value and other risk measures, CPT has been shown, through compelling experiments on humans, to model human risk preferences well [28, 10] .
Some recent work adopting this approach includes [29, 30, 31, 32] ; see also [24] .
In the context of MDPs, a large body of literature involves the exponential utility formulation -cf. the classic formulation by Howard and Matheson [13] and some of the recent work in [33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43] . To illustrate the main idea behind the exponential utility formulation, suppose that D(θ) is the cumulative cost r.v., corresponding to policy θ, in a discounted MDP (the exponential utility community tends to focus on costs rather than rewards, for a reason that becomes clearer shortly). Then, the risk-neutral objective is to minimize E[D(θ)] over the set of admissible policies. In contrast, the risksensitive approach aims to minimize not just the expected value, but also the higher moments through an exponential cost function defined as 1 β log E[e βD (θ) ], where β is a parameter that controls risk sensitivity, which approaches the risk-neutral objective E[D(θ)] as β tends to zero. Moreover, using a Taylor's series expansion, we can expand ; hence, the risk-sensitive cost is closely related to mean-variance optimization. Note that using a constrained formulation, say with a variance constraint in (1), eschews choosing β, although its value can be imputed from the choice of α, where the latter in many practical applications has a more intuitive meaning. For instance, in a traffic control problem, it would correspond to an upper-bound on the variability of the acceptable delay, or alternatively, one could specify the probability of the delay exceeding an acceptable threshold, e.g., 99% likely that the delay will be less than an hour. For a survey of risk-sensitive RL under the exponential utility formulation, the reader is referred to [44] .
Challenges in risk-sensitive RL
Risk-sensitive RL is generally more challenging than its risk-neutral counterpart. For instance, in [45] , the author showed that, for a discounted MDP, there exists a Bellman equation for the variance of the return, but the underlying Bellman operator is not necessarily monotone, thus ruling out policy iteration as a solution approach for variance-constrained MDPs. In [46] , the authors establish that finding a globally mean-variance optimal policy in a discounted MDP is NP-hard, even in the classic MDP setting where the transition model is known. In [47] , the authors define, for an average-cost MDP, a risk measure that is not the plain variance of the average cost and instead is a variance of a quantity that measures the deviation of the single-stage cost from the average cost. As expected, solving an average-cost MDP under this notion of variance is NP-hard, as well, as shown in [47] . Finally, in comparison to variance/CVaR, CPT is a non-coherent and non-convex measure, ruling out the usual Bellman equation-based dynamic programming (DP) approaches when optimizing the MDP CPT-value.
The computational complexity results summarized in the previous paragraph imply that finding guaranteed global optima of the the risk-constrained MDP formulated in (1) is not computationally practical, motivating the need for algorithms that approximately solve such MDP formulations. In this article, we consider policy gradient-type learning algorithms where the policies are parameterized (in a continuous space), and an incremental search for a better policy occurs through a gradient-descent update. Actor-critic methods are a popular subclass of policy gradient methods and were among the earliest to be investigated in RL [48, 49] . They comprise of an Actor that improves the current policy via gradient descent (as in policy gradient schemes) and a Critic that incorporates feature-based representations to approximate the value function. The latter approximation is necessary to handle the curse of dimensionality. Regular policy gradient schemes usually rely on Monte Carlo methods for policy evaluation, an approach that suffers from high variance as compared to actor-critic schemes. On the other hand, function approximation introduces a bias in the policy evaluation. A policy gradient/actor-critic scheme with provable convergence to a locally risk-optimal policy would require careful synthesis of techniques from stochastic approximation, stochastic gradient estimation approaches, and importance sampling. Due to space limitations, we summarize risk-sensitive policy gradient schemes in this article and omit the actor-critic extensions, which incorporate function approximation.
Several of the constituent solution pieces require significant research for various risk measures. To demonstrate this, consider the "policy evaluation" part of the overall algorithm in a risk-sensitive MDP. The requirement here is to estimate J(θ) and G(θ), given samples obtained by simulating the MDP with policy θ. If J(θ) is one of the usual MDP optimization objectives such as discounted total cost, long-run average cost, or total cost (in a finite-horizon MDP), then estimating J(θ) can be performed using one of the existing algorithms. Temporal difference (TD) learning [50] is a well-known algorithm that can learn the objective value along a sample path for a given θ. However, estimating G(θ) using TD-type learning algorithms is infeasible in many cases. For instance, consider variance as the risk measure in a discounted cost MDP. In this case, even though there is a Bellman equation, as shown in [45] , the operator underlying this equation is not monotone, ruling out a TD-type learning algorithm. More recently, CVaR-constrained MDPs have been considered in [51, 52, 53] , though a variance-reduced CVaR estimation algorithm is still needed.
Going beyond the prediction problem, designing policy gradient schemes is challenging for a risksensitive MDP, as it requires estimating the (policy) gradient of the risk measure considered -a non-trivial task in the RL context. For instance, applying a simultaneous perturbation method treating the MDP as a black box would ignore the underlying Markovian structure of the problem. This is the case with the existing actor schemes for mean-variance optimization in discounted MDPs [6] and for optimizing MDP CPT-value [8] , where the authors apply SPSA to update the policy parameter in the descent direction.
We present four special cases of the constrained optimization problem posed in (1) . The first and second cases concern variance as a risk measure in a discounted and average cost MDP, respectively, and these are based on [5, 6] . The third case involves CVaR as a risk measure, and is based on the work done in [7] , while the fourth case considers CPT as the risk measure, and is based on [8, 54] . We provide a brief description of other works on risk-sensitive RL. In [55] , the authors consider variance as risk in a stochastic shortest path context, and propose a policy gradient algorithm using the likelihood ratio method. In [56] , the authors propose an algorithm that modifies the temporal differences, and show its connection to the exponential utility approach. In [57] , the authors provide a general policy gradient algorithm that handles a class of risk measures that includes CVaR. An early work that considers a constrained MDP setup, similar to that in (1), is [58] , where the objective is average cost, and the constraint is also an average cost function that is different from the one used in the objective. An extension of this setup to a discounted cost MDP, incorporating function approximation, was treated in [59] . CVaR optimization in a constrained MDP setup was also explored in [51] , but the algorithm proposed there requires that the single-stage cost be separable. More recently, in [60] , the authors consider optimization of risk measures that include CVaR, in an unconstrained MDP setting, and propose reinforcement learning algorithms with function approximation, for solving the problem.
The rest of the paper is organized as follows: Section 1 sets up the MDP notation and outlines the popular variants objectives: discounted/average cost MDPs and stochastic shortest path. Section 2 describes popular risk measures such as variance, CVaR, and CPT. Section 3 presents a template for the risk-sensitive policy gradient algorithm. In Section 4, we provide a brief introduction to temporal difference learning, and two popular gradient estimation techniques. In Section 5, we present a convergence analysis, without proofs, of the template algorithm. In Section 6, we present four special cases that were outlined earlier.
Finally, Section 7 provides concluding remarks and identifies a few challenging future research directions.
Markov Decision Processes
We consider an MDP with state space X and action space A, both assumed to be finite. Let P (·|x, a) denote the transition probability distribution and k(x, a) denote the single-stage cost incurred in state x under action a. A randomized policy µ maps any state x ∈ X onto a probability distribution over the actions A, i.e., µ(· | x) is a distribution over actions available in state x. We consider randomized policies µ θ , where θ denotes the policy parameter, and assume that (i) the parameter θ belongs to a compact and convex subset Θ of R d ; and (ii) any policy with underlying parameter θ ∈ Θ is continuously differentiable. Since a policy is identifiable by its parameter θ, we use them interchangeably. We now formally define risk-neutral objectives [1] in three different MDP settings.
Stochastic Shortest Path
Here the state space X contains a cost-free absorbing state, say 0. We shall consider policies that ensure that the state 0 is recurrent and the remaining states transient in the underlying Markov chain. In [61] , such policies are referred to as "proper". An episode is a simulated sample path using a policy µ that starts in state x 0 ∈ X , visits {x 1 , . . . , x τ −1 } before ending in the absorbing state 0, where τ is the first passage time
k(x m , a m ), denote the total cost from an episode, with the actions a m chosen using policy µ θ , i.e., a m ∼ µ θ (· | x m ). The risk-neutral objective here is to minimize the expected total cost, i.e.,
1.2 Discounted-cost MDP Let 0 < γ < 1 denote the discount factor. For a given policy θ, let D(θ, x 0 ) = ∞ m=0 γ m k(x m , a m ) denote the infinite horizon cumulative discounted cost for an MDP trajectory starting in state x 0 , with
The expected cost J(θ, x 0 ) is popularly referred to as the value function (cf. [3] ) and satisfies the following fixed point equation:
Average-cost MDP
The average cost under policy θ is defined as
where the actions a m above are chosen according to policy θ, i.e., a m ∼ µ θ (· | x m ). The goal in the standard (risk-neutral) average cost formulation is
With every policy µ θ , we associate an expected differential value function, which is defined as follows:
The functions defined above satisfy the following Poisson equations [1] :
2 Risk Measures
Variance in discounted-cost MDPs
Sobel [45] introduced the following measure of variability in a discounted-cost MDP:
The risk measure above is the overall variance of the cumulative discounted cost. An alternative is to consider per-period variance, i.e., the deviations of the single stage costs, and we shall introduce such a measure in the average cost MDP (see Section 2.2). Setting aside the question of which is the most appropriate notion of variability for the underlying MDP, we shall design algorithms for overall variance in the discounted case and per-period variance in the average cost case. The constituent pieces of these algorithms (see Sections 6.1-6.2) can be reused to handle the case where one considers per-period variance in a discounted cost MDP and overall variance in an average cost MDP.
A fixed point equation for G(θ, x) is derived in [45] . However, as shown there, the operator underlying this equation for variance lacks the monotonicity property. Interestingly, one can derive a fixed point equation for the square value function U , and the operator underlying this equation is a contraction mapping. The variance can then be estimated using U and J, and estimation of the latter quantities is facilitated through TD-type learning algorithms. This approach was introduced in an SSP context in [62] , and later extended to the discounted MDP context in [6] . The fixed point equation U (θ, x) is given below.
In the above, k θ is a |X | vector of single-stage costs for each state, K θ is a |X | × |X | matrix with the entries of k θ along the diagonal and zeroes elsewhere, and P θ is the transition probability matrix of the Markov chain underlying policy µ θ . It can be shown that T θ is a contraction mapping (cf. Lemma 2 in [6] ).
For the risk-sensitive policy gradient algorithm presented later, we also require a counterpart of U (·)
with initial state-action pair (x, a) under policy θ and this quantity is defined as
As in the case of U , the function W also satisfies a fixed point equation, which is given below.
Variance in average-cost MDPs
Unlike the discounted-cost MDP, the variance, as defined by [47] , measures the deviations of single-stage cost from the average cost (and not the variance of the average cost itself). More precisely,
where the actions a n are governed by policy θ. To see the rationale behind the definition above for variability, consider two stream of cost: a policy θ 1 results in (0, 0, 0, 0, . . .), while another policy θ 2 gives (100, −100, 100, −100, . . .). The average cost as well as the variance of the average cost is zero for both policies. On the other hand, from the point of the variance as defined by (14), policy θ 1 is better than θ 2 .
A straightforward calculation yields
where η(θ) = x,a π(θ, x, a)k(x, a) 2 is the average square cost of policy θ, with π(θ, x, a) denoting the stationary distribution of the state-action pair (x, a) under policy µ θ .
Along the lines of (8), we have the following Poisson equations for U and W , which denote the respective square cost counterparts of Q and V in (6):
Conditional Value-at-Risk
For any random variable X, the Value-at-Risk (VaR) at level β ∈ (0, 1) is defined as
which mathematically is just a quantile, since if F is the c.d.f. of X, VaR is equivalently defined as
VaR is a commonly used risk measure in the financial industry, where it represents a level of assets needed to cover a potential loss. VaR as a risk measure has several drawbacks, which precludes using standard stochastic optimization methods; most prominently, VaR is not a coherent risk measure [20] . A risk measure is coherent if it is sub-additive, monotone, positive homogeneous and translation invariant. On the other hand, another closely related risk measure also widely used in the financial industry called CVaR is coherent and thus lends itself to stochastic programming techniques [17] . CVaR is a conditional mean over the tail distribution as delineated by the VaR, defined as follows:
In a stochastic shortest path problem, CVaR of a policy θ with underlying parameter θ is defined as:
where τ is the first visiting time to state 0 and a m ∼ µ θ (· | x m ).
Cumulative prospect theory (CPT)
CPT is a risk measure that captures human attitudes towards risk. For any r.v. X, the CPT-value is defined as C(X)
where u + , u − : R → R + , as shown in Figure 1 CPT-value is a generalization of the classic expected value, and this can be seen as follows: Consider the case when w + , w − are identity functions, u + (x) = x for x ≥ 0 and 0 otherwise, and u − (x) = −x for x ≤ 0 and 0 otherwise. Then, we have
where (a) + = max(a, 0), (a) − = max(−a, 0).
The human preference to play safe with gains and take risks with losses is captured by a concave gainutility u + and a convex disutility −u − . The weight functions w + , w − capture the idea that the value seen by a human subject is nonlinear in the underlying probabilities. In particular, humans deflate high probabilities and inflate low probabilities [10, 63] .
A risk measure based on CPT in a typical MDP setting could apply the CPT-functional to a risk-neutral objective. For instance, set the r.v. X in (17) to either the total cost in a SSP problem or the infinite-horizon cumulative cost in a discounted MDP. However, to carry out dynamic programming would require a Bellman optimality equation, which seems formidable, given the non-convex structure of the CPT-value. A different approach is to use a nested formulation, together with CPT-style probability distortion, an approach adopted by Lin in his PhD dissertation [29] ; see also [30, 31, 32, 24] . Basically, the formulation is equivalent to optimizing the sum of CPT-value period costs rather than the CPT-value of the sum, and by doing so guarantees the existence of a Bellman optimality equation.
Risk-sensitive Policy Gradient: A Template
Recall that we are given the following problem:
where J is the usual risk-neutral MDP objective, while the constraint G involves one of the risk measures presented earlier.
In an average cost formulation, the objective/constraint do not depend on the initial state, while they do in total cost formulations such as SSP and discounted problems. In either case, the template for solving the problem remains the same, and to keep the presentation simple, we have chosen to have only the policy parameter in J and G. In the special cases of Section 6, we shall include the initial state as necessary.
If there is a policy in Θ that satisfies the constraint in (18), then using Theorem 3.8 in [64] , it can be inferred that there exists an optimal policy, which uses at most one randomization.
Using the Lagrangian approach, we consider the following relaxed MDP problem:
where λ is the Lagrange multiplier. The goal here is to find the saddle point of L(θ, λ), i.e., a point (θ * , λ * ) that satisfies
For a standard convex optimization problem where the objective L(θ, λ) is convex in θ and concave in λ, one can ensure the existence of a unique saddle point under mild regularity conditions (cf. [65] ). Further, convergence to this point can be achieved by descending in θ and ascending in λ using ∇ θ L(θ, λ) and
However, in the risk-sensitive RL setting, the Lagrangian L(θ, λ) is not necessarily convex in θ, which implies there may not be an unique saddle point. The problem is further complicated by the fact that we operate in a simulation optimization setting, i.e., only sample estimates of the Lagrangian are obtained.
Hence, performing primal descent and dual ascent, one can only get to a local saddle point, i.e., a point (θ * , λ * ) that is a local minima w.r.t. θ, and local maxima w.r.t λ of the Lagrangian. As an aside, global mean-variance optimization of MDPs has been shown to be NP-hard in [46] , so the best one can hope is to find an approximately optimal policy.
For the purpose of finding an optimal risk-sensitive policy, a standard procedure would update the policy parameter θ and Lagrange multiplier λ in two nested loops: an inner loop that descends in θ using the gradient of the Lagrangian L(θ, λ) w.r.t. θ, and an outer loop that ascends in λ using the gradient of the
We operate in a setting where we only observe simulated costs of the underlying MDP. Thus, it is required to estimate both J and G for a given θ and then use these estimates to compute an estimate of the gradient of the Lagrangian w.r.t. θ and λ. The gradient ∇ λ L(θ, λ) has a particularly simple form of (G(θ) − α), suggesting that a sample of the risk measure can be used to perform the dual ascent for Lagrange multiplier λ. On the other hand, the policy gradient ∇ θ L(θ, λ) = ∇J(θ) + λ∇G(θ) is usually complicated and does not lend itself to stochastic programming techniques in a straightforward fashion.
We shall address the topic of gradient estimation in the next section, but for presenting the template of the risk-sensitive policy gradient algorithm, suppose that we are given estimates ∇J(θ), ∇G(θ) and G(θ) of ∇J(θ), ∇G(θ) and G(θ), respectively. Then, using two-timescale stochastic approximation [66, Chapter 6] , the inner and outer loops mentioned above can run in parallel, as follows:
In the above, Γ is a projection operator that keeps the iterate θ n stable by projecting onto a compact and fashion as Γ; and ζ 1 (n), ζ 2 (n) are step-sizes selected such that the θ update is on the faster timescale, and the λ update is on the slower timescale (see (A4) below).
Two timescale algorithms have been employed in a RL context in the context of actor-critic algorithms (cf. [67] , [58] , [68] , [59] ). Several simulation-based optimization algorithms (cf. the textbook [69] which has a detailed description of stochastic optimization algorithms using the simultaneous perturbation method) use the two timescale stochastic approximation approach as well. In both settings, the analysis of the various timescales conform to the view that the faster timescale recursions see the iterates on slower timescale as quasi-static, while the slower timescale recursions see the iterates on faster timescale as equilibrated, which in essence is equivalent to assuming slower timescale iterates as constant while analysing faster timescale recursions and using converged values of faster timescale iterates for analysis of slower timescale recursions.
As illustrated in Figure 1 , the template for a risk-sensitive policy gradient algorithm would involve the following items:
1. a two-timescale update rule for the policy parameter and Lagrange multiplier; 2. estimates of the objective J(·) and the risk measure G(·), which can be obtained by sampling from the underlying MDP with the current policy parameter, and then using a suitable estimation scheme, usually based on stochastic approximation (in RL, this would be equivalent to some form of TDlearning), or based on Monte Carlo averaging; the estimate of the objective would feed into estimating the policy gradient (see step below), while the estimate of the risk measure is necessary for the gradient of the Lagrangian, as well as for the dual ascent procedure; and, 3. estimates of the gradients ∇F (·) and ∇G(·) for primal descent -this may be quite challenging if the underlying risk measure has no structure that can be exploited in an MDP framework.
We postpone the convergence analysis of the policy update algorithm in (20)- (21) to Section 5, and cover the necessary background material in the next section, which is necessary for understanding the special cases presented in Section 6, as well as for the convergence analysis of the algorithm.
Background
For the four special cases considered in Section 6, TD-learning and gradient estimation using two popular approaches serve as building blocks. In this section, we briefly cover these topics, and the reader is referred to [2] and [61] for a textbook introduction.
Stochastic approximation (SA)
The goal of stochastic approximation (SA) is to solve the equation F (θ) = 0 when an analytical form of F is not known but noisy measurements F (θ n ) + ξ n can be obtained, where θ n , n ≥ 0 is the input parameter, and ξ n , n ≥ 0 is a zero-mean r.v. More generally, ξ n could be a martingale difference sequence.
The seminal Robbins-Monro algorithm [70] solved this problem by employing the following iterative update rule:
where {ζ(n)} is a step-size sequence that satisfies n ζ(n) = ∞ and
denote the underlying sigma-field. Then, assuming F is Lipschitz, iterates are stable, i.e., sup n |θ n | < ∞, and the noise satisfies
for some K > 0, it can be shown that θ n governed by (22) converges to the solution of F (θ) = 0, e.g., Theorem 2 in Chapter 2 of [66] ; see also [71] .
SA is useful in solving several subproblems in risk-sensitive RL. For example, TD-learning is an instance of an SA algorithm that incorporates a fixed-point iteration. While regular TD-learning is useful in estimating J(θ), a variant will be useful in estimating variance indirectly (see Section 6.1). Moreover, VaR estimation is performed using an SA scheme that features a stochastic gradient descent-type update iteration, while CVaR estimation is a plain averaging rule that can be done through SA, as well.
Temporal-difference (TD) learning
A key algorithm for policy evaluation in RL is TD learning [50] , where the objective is to estimate the value function J(θ, x) for a given policy µ θ . For simplicity, we use the TD(0) algorithm and consider the discounted cost MDP setting. Starting with any J 0 , the TD(0) algorithm updates an estimate J n+1 at time instant n + 1 using the observed sample cost k(x n , a n ) (a n ∼ µ θ (· | x m )) and previous estimate J n as follows:
where ν(x, n) = n m=0 I {x m = x} and x n+1 is a r.v. sampled from P (· | x n , a n ), and ζ(·) is a step-size.
TD(0) can be shown to converge to the true value J(θ, x 0 ) almost surely if the step-size decreases according to the standard stochastic approximation conditions.
However, the approach above employs full state representations, i.e., to have a lookup table entry for each state x ∈ X , and would be subject to the curse of dimensionality. The latter refers to the exponential blow up of the computation with an increase in size of the state space. A standard trick to overcome this problem is to employ feature-based representations and function approximation, by approximating the value function in a discounted cost MDP setting as follows:
feature (column) vector corresponding to the state x, with d ≪ |X | and v is a d-dimensional parameter that is updated as follows:
where θ 0 is set arbitrarily, a n ∼ µ(· | x n ) and {ζ(n)} is a step-size sequence satisfying standard SA conditions. In [72] , the authors establish that v n asymptotically converges to the fixed point of the projected Bellman equation, given as follows: Φv = ΠT µ (Φv), where T µ is the Bellman operator corresponding to the policy µ, Π is the orthogonal projection onto the linearly parameterized space {Φv | v ∈ R d }, with Φ denoting the feature matrix with rows φ(x) T , ∀x ∈ X .
TD-learning can be employed to estimate the differential value function V (θ, x) in an average cost MDP setting, with the Poission equation in (8) as the basis [73] . Notice that the latter equation contains the average cost J(θ), which has to be estimated from sample data, and then plugged into the TD-learning update rule for estimating V . The TD(0) variant in this case, with underlying policy µ θ , would update as follows:
whereĴ n is the average of the sample single-stage costs seen up to time instant n. The function approximation variant of TD in the average cost setting can be worked out using arguments similar to that in the discounted cost setting.
Simultaneous perturbation stochastic approximation (SPSA)
Suppose we want to solve
where ξ denotes zero-mean i.i.d. noise. For this stochastic optimization problem, the Kiefer-Wolfowitz algorithm performs gradient descent as follows:
where {ζ(n)} is a step-size sequence satisfying standard SA conditions, δ n are positive perturbation con-
. zero-mean noise components, and e i is the unit vector with 1 in the ith place and 0's elsewhere. It can be shown that ∇ i f (θ) approaches ∇ i f (θ) if δ n → 0 as n → ∞. However, the disadvantage with this approach is that at any update epoch n, one requires 2N samples of the objective function f (·, ·). On the other hand, the seminal SPSA algorithm [74] requires only two samples of the objective function in each iteration, for any dimension d, and estimates the gradients as follows:
where ξ + n , ξ − n are i.i.d. noise as before and ∆(n) = (∆ 1 (n), . . . , ∆ d (n)) T is a random perturbation vector, with each ∆ i (n), chosen to be symmetric ±1-valued Bernoulli r.v.s. It can be shown that the SPSA gradient estimate is only an order O(δ 2 n ) term away from the true gradient and hence, asymptotically unbiased if δ n → 0. The convergence analysis of this algorithm can be seen, for instance, in [74] ,[69, Theorem 5.1].
A variant of (25) is to use an one-sided estimate, i.e., given sample observations at θ n + δ n ∆(n) and θ n , form the gradient estimate as follows:
where δ n and ∆(n) are as defined earlier. For solving constrained optimization problems, one-sided estimates are efficient, since a sample observation at the unperturbed value of the underlying parameter is necessary for performing the dual ascent on the Lagrange multiplier. The overall SPSA-based policy gradient algorithm would estimate the necessary gradient, as well as the risk measure, using two sample observations corresponding to θ n + δ n ∆(n) and θ n . On the other hand, using a balanced estimate, as defined in (25) would require an additional observation with the underlying parameter set to θ n − δ n ∆(n).
Direct single-run gradient estimation using the likelihood ratio method
When the system is a complete black box, then SPSA is an effective way to carry out gradient-based policy optimization. However, in many settings, more is known about the system, and more efficient direct gradient estimation techniques may be applicable, where "direct" means that the gradient estimator is unbiased (as opposed to asymptotically unbiased when finite difference methods such as SPSA are used). The main approaches are perturbation analysis, the likelihood ratio method (also known as the score function method), and weak derivatives (also known as measure-valued differentiation); for overviews of such techniques, see [75, 76] and references therein.
Consider a Markov chain {X n } with a single recurrent state 0, transient states 1, . . . , r, and (one-step) transition probability matrix P (θ) := [p i,j (θ)] r i,j=0 , where p i,j (θ) denotes the probability of going from state X n = i to X n+1 = j and is parameterized by θ. Let τ denote the first passage time to the recurrent state 0 and X := (X 0 , . . . , X τ −1 ) T denote the corresponding sequence of states (sample path). Assuming θ occurs only in the transition probabilities (as opposed to appearing directly in the sample performance f itself), i.e., F (θ) := E θ [f (X)], an unbiased single-run sample path likelihood ratio gradient estimate for
It should be noted that if θ is a common parameter that appears in all of the probabilities, then this estimator will have variance that increases linearly with the sample path length.
Convergence Analysis
In this section, we analyze the convergence properties of the two timescale algorithm in (20)- (21), and can be skipped without loss of continuity.
We make the following assumptions for the sake of analysis of the two timescale recursions in (20)- (21).
Let F n = σ (θ m , m < n) denote the underlying sigma-field.
(A1) The policy µ θ (· | x, a) is a continuously differentiable function of θ, for any x ∈ X and a ∈ A.
(A2) The estimate of the risk measure
(A3) The gradient estimates ∇J(θ n ) and ∇G(θ n ) satisfy
, and
(A3') The gradient estimates ∇J(θ n ) and ∇G(θ n ) satisfy
, where δ n > 0 can be chosen arbitrarily.
(A4) The stepsize sequence {ζ 1 (n), ζ 2 (n)} satisfies
(A4') δ n → 0 as n → ∞, and the stepsize sequence {ζ 1 (n), ζ 2 (n)} satisfies
Assumption (A1) is a standard requirement in the analysis of policy gradient-type RL algorithms. Assumption (A2) is an unbiasedness requirement on the risk measure estimate that is used for dual ascent in (21) . Assumption (A2)-(A2') are unbiasedness requirements on the estimates of the gradient of the objective and risk measure, and are necessary to ensure that the θ-recursion in (20) is descending in the Lagrangian objective. Assumption (A3) requires that the gradient estimates are perfectly unbiased, and also that the variance of the gradient estimates are bounded -standard requirements in the analysis of stochastic gradient schemes. The likelihood ratio method, described in Section 4.4, satisfies (A3). Assumption (A3') is a relaxed variant of (A3), where the gradient estimates are asymptotically unbiased, i.e., the gradient estimates have a parameter δ n which can be used to control the bias-variance tradeoff -lower δ n results in lower gradient estimation bias but higher variance, and vice-versa. The SPSA technique for gradient estimation, presented in Section 4.3, as well as the general class of simultaneous perturbation schemes, meet the conditions in (A3'). For convergence, δ n has to vanish asymptotically, but not too fast, as outlined in the second part of (A4'). Note that the condition requiring bounded variance of the gradient estimates in (A3)/(A3') is satisfied for both likelihood ratio and SPSA-based methods, if the underlying MDP has finite state and action spaces.
Assumption (A4) is required for the standard two-timescale view, i.e., the policy recursion in (20) views the Lagrange multiplier as quasi-static, while the Lagrange multiplier recursion views the policy parameter as almost equilibrated. Two timescale updates are convenient because both policy and Lagrange multiplier can be updated in parallel, albeit with varying step-sizes. The latter are chosen carefully so that one is able to mimic a two-loop behavior, with policy updates in the inner loop and Lagrange multiplier updates in the outer loop. The reader is referred to Chapter 6 of [66] for a detailed introduction to two timescale stochastic approximation. Assumption (A4') is a variant of (A4) that has to be coupled with (A3'), in the sense that the gradient estimates have a O(δ 2 n ) bias, but n ζ 2 (n) δn 2 < ∞.
We adopt the ordinary differential equation (ODE) approach for analyzing the template algorithm in (20)- (21) . In particular, under the assumptions listed above, the ODE governing the policy update, for any
given Lagrange multiplier λ, is given bẏ
whereΓ(·) is a projection operator that ensures the evolution of θ via the ODE (27) stays within the set Θ and is defined as follows: For any bounded continuous function f (·),
Remark 1 (Two timescale view) In describing the ODE governing the policy recursion, we have assumed that the Lagrange multiplier is constant, and this view can be justified as follows: First rewrite the λ-recursion as
where ς n is a martingale difference sequence (a consequence of (A1)). Considering that we have a finite dimensional MDP setting, together with the fact that
) (see (A4)), it is clear that the λ-recursion above tracks the ODEλ(t) = 0.
The claim that the λ-recursion views the policy parameter as almost equilibrated requires a more sophisticated argument, and the reader is referred to Theorem 2 in Chapter 6 of [66] .
Theorem 1 Assume that (A1), (A2), (A3) + (A4) or (A3') + (A4')
hold. With λ n ≡ λ, for θ n governed by (20) , we have
where Z λ = θ ∈ Θ :Γ ∇J(θ(t)) + λ∇G(θ(t)) = 0 is the set of limit points of the ODE (27) .
The proof involves an application of the well-known Kushner-Clark lemma [77] for projected stochastic approximation, in particular, verifying conditions A5.3.1-2, and A5.1.3-5, so that Theorem 5.3.1 there can be invoked.
We now turn to the analysis of λ-recursion in (21) . The ODE underlying the Lagrange multiplier is given below.λ
where θ λ(t) is the converged value of the θ-recursion, when the Lagrange multiplier is set to λ(t). The operatorΓ λ is similar toΓ, and ensures that the λ-recursion stays within [0, λ max ].
Theorem 2 Assume that (A1), (A2), (A3) + (A4) or (A3') + (A4') hold. Then, for λ n governed by (21),
we have λ n → Z a.s. as n → ∞,
is the set of limit points of the ODE (29).
The proof follows by using arguments similar to those employed in the proof of Theorem 2 in Chapter 2 of [66] .
Thus, we have shown that (θ n , λ n ) converges to (θ λ * , λ * ), for some λ * ∈ Z and θ λ * ∈ Z λ * . However, it is important to know if (θ λ * , λ * ) satisfies the constraint, and for this purpose, one invokes the envelope theorem of mathematical economics [78] . In particular, the latter theorem leads to the conclusion that the limit θ λ * satisfies G(θ λ * ) ≤ α, and we omit the technical details of this theorem application. The reader is referred to [58] or [6] for further details.
Special Cases
Recall that the main ingredients in each iteration n of the risk-sensitive RL algorithm are as follows:
(I) Simulation of the underlying MDP. For the case of non-perturbation-based approaches, such as the likelihood ratio method, one simulation with policy θ n would suffice. On the other hand, for SPSAbased approaches, an additional simulation using a perturbed policy parameter would be necessary (see Section 4.3).
(II) Estimation of ∇ θ J(θ n ) and ∇ θ G(θ n ). These estimates are fed into the primal descent update for θ n .
(III) Estimation of G(θ n ) using sample data. This estimate is used for dual ascent.
(IV) Estimation of J(θ n ) using sample data. This estimate is used for primal descent. Note that in the case of SPSA, we would require estimate of J for the perturbed policy as well, while additional function estimates are not necessary using the likelihood ratio method.
In the four special cases that we discuss in detail below, we shall address the items above in a variety of (17) ) The previous section presented the necessary background material on the TD algorithm and gradient estimation using two popular approaches, which serve as building blocks for the four special cases. Since we cover a lot of ground and also owing to space limitations, the presentation will be aimed at an advanced RL researcher who is familiar with the theory of risk-neutral RL and is seeking an understanding of the challenges in the risk-sensitive RL setting. The necessary references are provided for the interested reader to pursue any of the special cases in detail.
Case 1: Discounted-cost MDP + Variance as risk
We consider the following constrained problem: For a given α > 0,
where J(θ, x 0 ) and G(θ, x 0 ) are the expectation and variance of the cumulative cost r.v., respectively (see Sections 1.2 and 2.1). Letting L(θ, λ) J(θ, x 0 ) + λ G(θ, x 0 ) − α , the necessary gradients of the Lagrangian are given by
From the expressions above, it is apparent that ∇ θ J(θ, x 0 ) and ∇ θ U (θ, x 0 ) are the necessary gradients and these quantities are given below.
where
Pr(x n = x|x 0 = x 0 ; θ)µ θ (a|x) are the γ and γ 2 -discounted visiting distributions, respectively, of the state-action pair (x, a) under policy µ θ .
Obtain m n length trajectory Obtain m n length trajectory Estimating ∇ θ J(θ, x 0 ) and ∇ θ U (θ, x 0 ) is challenging due to the following reasons: I) Two different sampling distributions are used for ∇ θ J(θ, x 0 ) and ∇ θ U (θ, x 0 ). In particular, the distributions π θ γ and π θ γ involve factors γ and γ 2 , respectively. II) ∇J(θ, x ′ ) appears in the second summation on the RHS of (31) , and this makes the estimation task hard in practice, as one needs an estimate of the gradient of the value function J(θ, x ′ ) at every state x ′ of the MDP, and not just at the initial state x 0 .
To overcome these issues, the authors in [6] use SPSA to estimate ∇J(θ, x 0 ) and ∇U (θ, x 0 ). As illustrated in Figure 2 , such an estimation scheme requires running two trajectories corresponding to policy parameters θ n + δ n ∆(n) (where δ n and ∆(n) are described in Section 4.3), and θ n , respectively. The samples from the trajectories would be used to estimate J(θ n + δ n ∆(n)), J(θ n ), U (θ n + δ n ∆(n)) and U (θ n ), which in turn help in forming the estimates of the gradient of J(θ, x 0 ) and U (θ, x 0 ) as follows: For
In the above, J (θ, x 0 ) (resp. U (θ, x 0 )) denotes an estimate of J(θ, x 0 ) (resp.U (θ, x 0 )), for any θ ∈ Θ. The task of estimating J is straightforward, and the regular TD algorithm, as described earlier in Section 4.2 can be employed.
Recall that U satisfies a fixed point equation (see (11)), and the operator underlying this equation is well-behaved in the sense that one gets a contraction mapping that is amenable for stochastic approximation, while estimating variance directly would not help, because the underlying operator is not monotone [45] .
Thus, we have the following TD-type update for estimating U :
where ν(x, n) = n m=0 I {x m = x} and x n+1 is a r.v. sampled from P (· | x n , a n ). Notice that the factor J goes into the fixed point equation for U , and hence, the TD algorithm for U has to employ the TD-based estimate of J for estimating U .
Algorithm 1 presents the pseudocode for the risk-sensitive policy-gradient algorithm for the discounted cost setting. In a nutshell, this algorithm uses multi-timescale stochastic approximation [66, Chapter 6 ] to perform the following tasks: (i) run the TD algorithm on the fastest timescale to estimate both J and U ; (ii) use an SPSA-based gradient descent scheme on the intermediate timescale for solving the primal problem in (1); and (iii) perform dual ascent on the Lagrange multiplier using the sample variance constraint (using estimate of U ) on the slowest timescale. The latter two timescale updates follow the template provided in Section 3.
Algorithm 1: Policy gradient algorithm under variance as a risk measure in a discounted cost MDP setting
Input : initial parameter θ 0 ∈ Θ, where Θ is a compact and convex subset of R d , perturbation constants δ n > 0, trajectory lengths {m n }, step-sizes {ζ 1 (n), ζ 2 (n)}, projection operators Γ and Γ λ , number of iterations M ≫ 1.
Generate ∆(n) using symmetric ±1-valued Bernoulli distribution; Use (23) and (33) to estimate J(θ n ) and G(θ n ); // TD-learning 8 / * Perturbed policy simulation * /
9
Use the policy µ θn+δn∆(n) to generate the state
Use (23) and (33) to estimate J(θ n + δ n ∆(n)) and G(θ n + δ n ∆(n)) ; // TD-learning 12 end 13 / * Gradient estimates using SPSA * /
14
Gradient of the objective:
Gradient of the constraint:
16 / * Policy update: Gradient descent using SPSA * /
18 / * Lagrange multiplier update: Dual ascent using sample variance (formed using TD) * / where Θ is a convex and compact subset of R d . In many simulation optimization settings, as illustrated in Figure 3 , one has an oracle that supplies noisy function measurements, but the noise is usually zero mean.
On the other hand, in typical RL settings, the function f is to be estimated from sample observations. For instance, the function f could be the value function J, and a popular estimation scheme in this setup is TD-learning. In this setting, one could simulate a longer trajectory of the underlying system to obtain more accurate estimates of J. Thus, we have a setting where the error in function estimates can be controlled and made very low, albeit at the cost of additional simulations. Notice a similar consideration on the trajectory lengths to simulate for the purpose of CVaR estimation, as well as CPT-value estimation. In both cases, the estimation procedure (see (38) and (39)) is asymptotically unbiased, but one does not have the luxury of having a very long run of the policy evaluation procedure, considering that the outer loop of incremental policy update needs to perform policy evaluation often.
A stochastic gradient-descent scheme to solve the problem above would update as follows:
where {γ n } is a step-size sequence that satisfies standard stochastic approximation conditions,
is an operator that ensures that the update (34) stays bounded within the compact and convex set Θ, and ∇f (θ n ) is an estimate of the gradient of f at θ n . Suppose that the gradient estimate is formed using SPSA.
as described in Section 4.3, i.e.,
, where f (θ) denotes the estimate of f , when the underlying parameter is θ. Suppose that the estimation scheme returns f (θ n ) = f (θ n ) + ϕ θ n , where ϕ θ n denotes the error in estimating the objective f using m n function measurements. These estimates could be formed using TD-learning, when the function f is the value or square value function, or using Monte Carlo averages, when f is the CPT-value or CVaR (see sections below). For the sake of this discussion, suppose that the estimation errors vanish at rate
We first rewrite the update rule in (34) as follows:
. Let ζ n = n l=0 γ l κ l . Then, a critical requirement that allows us to ignore the estimation error term ζ n is the following condition (see Lemma 1 in Chapter 2 of [66] ):
Notice that the estimation error ϕ θ is a function of number of samples m n used for estimating the objective value, and it is obviously necessary to increase the number of samples m n so that the bias vanishes asymptotically. In addition to the usual conditions on the step-size sequence and perturbation constant δ n , one possible choice for m n that ensures that the bias in the gradient estimate vanishes and the overall algorithm converges is the following:
In the case of value and square value functions, using TD-learning with m n samples, the estimation error vanishes at rate was proposed in [62] for an SSP setting and extended to include discounted problems in [6] . We omit the update rules, and the reader is referred to [6] for further details.
Case 2: Average cost MDP + Variance as risk
We consider the following constrained optimization problem for average cost MDPs:
where J(θ) is the long-run average cost and G(θ) is the variance, as defined in Sections 1.3 and 2.2. Letting L(θ, λ) J(θ) + λ G(θ) − α , and noting that ∇G(θ) = ∇η(θ) − 2J(θ)∇J(θ), it is apparent that ∇J(θ) and ∇η(θ) are enough to calculate the necessary gradients of the Lagrangian. Let U θ and W θ denote the differential value and action-value functions associated with the square cost under policy µ θ , respectively.
These two quantities satisfy the following Poisson equations:
As mentioned earlier, we consider finite state-action space MDPs, which together with an irreducibility assumption implies the existence of a stationary distribution for the Markov chain underlying any policy θ.
Denote by d θ (x) and π θ (x, a) = d µ (x)µ(a|x), the stationary distribution of state x and state-action pair (x, a) under policy µ, respectively. We now present the gradients of J(θ) and η(θ) below.
where Q(θ, x, a) = ∞ n=0 E k(x n , a n ) − J(θ) | x 0 = x, a 0 = a, µ , with actions a n ∼ µ θ (· | x n ). The above relation holds owing to the fact that we parameterize the policies, and hence, the gradient of the transition probabilities can be estimated from the policy alone. This is the well-known policy gradient technique [79] that makes it amenable for estimating the gradient of a performance measure in MDPs, since the transition probabilities are not required and one can work with policies and simulated transitions from the MDP.
An important observation concerning ∇J(θ) is that any function b : X → R can be added or subtracted to Q(θ, x, a) on the RHS of (35) , and the resulting summation stays as ∇J(θ). In a risk-neutral setting, a popular choice is to replace Q(θ, x, a) with the advantage function A(θ, x, a) = Q(θ, x, a) − V (θ, x). In a typical RL setting, ∇J(θ) has to be estimated, and from the discussion before, this implies estimation of the advantage function using samples -TD-learning is a straightforward choice for this task. Using the expression on the RHS of (35), one can arrive at a decrement factor for the policy update as follows: substitute a TD-based empirical approximation to the advantage function, calculate the likelihood ratio ∇ log µ(·), and perform a gradient descent using the product of the advantage estimate with the likelihood ratio, and we arrive at an empirical approximation to the RHS of (35) with the advantage function A instead of Q there. The idea described above, i.e., to use the advantage function in place of Q, can be used for the case of ∇η(θ) as well, with the advantage function variant B(θ, x, a) = W (θ, x, a) − U (x; θ) on the RHS of (36) . The resulting risk-sensitive policy update bears a close resemblance to the risk-neutral counterpart in the policy recursion. The pseudocode of the overall algorithm in the average reward setting is given in Algorithm 2.
Algorithm 2: Policy gradient algorithm under variance as a risk measure in an average cost MDP setting Input : initial parameter θ 0 ∈ Θ, where Θ is a compact and convex subset of R d , step-sizes 
10 / * TD critic for the square value function * / 11 ǫ n = k(x n , a n ) 2 − η n+1 + U n (x n+1 ) − U n (x n );
12
U n+1 = U n + ζ 3 (n)ǫ n ;
13
Set ψ n = ∇ log µ θn (a n |x n ); // Likelihood ratio 14 / * Policy update * /
In addition to the step-size requirements in (A4), we require that ζ 2 (n) = o ζ 3 (n) and ζ 4 (n) is a constant multiple of ζ 3 (n). Such choices ensure that the TD-critic and average cost updates are on the fastest timescale, the policy update is on an intermediate timescale, and the Lagrange multiplier update is on the slowest timescale. 
Case 3: Stochastic shortest path + CVaR as risk
We again consider the following constrained optimization problem:
where J(θ, x 0 ) and G(θ, x 0 ) are the expectation and CVaR of the total cost r.v. D θ (x 0 ), respectively (see Sections 1.1 and 2.3). With the Lagrangian L(θ, λ) J(θ, x 0 ) + λ G(θ, x 0 ) − α , the necessary gradients for solving the constrianed problem above are ∇ θ J(θ, x 0 ) and ∇ θ CVaR β (D θ (x 0 )). Using the likelihood ratio method (cf. [79] ), the first gradient is obtained as follows:
k(x n , a n )
For estimating the gradient of the CVaR of D θ (x 0 ) for a given policy parameter θ, we employ the following likelihood ratio gradient estimate proposed by [80] :
What remains to be specified is the technique employed for estimating VaR and CVaR for a given policy Then, VaR β (X) is the minimizer of V , i.e., a point ξ * β that satisfies V ′ (ξ * β ) = 0 and CVaR β (X) = V (ξ * β ). Since v(ξ, ·) is continuous w.r.t. ξ, V ′ (ξ) = E 1 − 1 1−β I {X ≥ ξ} . The minimizer ξ * would be a VaR, and V (ξ * ) would be the CVaR of the r.v. X. Observing that V is convex, a stochastic approximation-based procedure can be derived for estimating VaR and CVaR, an approach suggested in [81] and specialized to MDPs in [7] . In an SSP context, the r.v. is D θ (x 0 ). Suppose that we can obtain i.i.d. samples from the distribution of D θ (x 0 ), i.e., we can simulate the underlying SSP using the policy θ. Let D k , k = 1, . . . denote these samples. Then, VaR and CVaR can be estimated as follows: 
In the above, (37) can be seen as a gradient descent rule, while (38) can be seen as a plain averaging update.
The step-size sequence {ζ 3 (m)} is required to satisfy standard stochastic approximation conditions, i.e., The complete algorithm along with the update rules for various parameters is presented in Algorithm 3.
is to estimate the CPT-value C(X). Estimating the CPT-value is challenging, because the environment provides samples from the distribution of the r.v. X, while the integrals in (17) involve a weight-distorted distribution. Thus, unlike the case of expected value estimation, it is necessary to have an estimate of the entire distribution to estimate C(X), and a natural candidate to estimate the distribution is the empirical distribution function (EDF). Using the latter, we estimate C(X) by
The first and the second integral on the RHS above (denoted by C + n and C − n , respectively) can be computed in a straightforward fashion using the order statistics X [1] ≤ X [2] ≤ . . . ≤ X [n] as follows:
As far as handling point (ii) concerning the policy gradient for CPT, the authors in [8] use SPSA, since the CPT-value does not admit a Bellman equation, ruling out a procedure based on the likelihood ratio method.
The SPSA-based estimate of ∇C(X θn ) with policy θ n , is given as follows: For any i = 1, . . . , d,
where δ n and ∆(n) are as described in Section 4.3 and C θn+δn∆(n) n (resp. C θn n ) denotes the CPT-value estimate that uses m n samples of the r.v. X θn+δn∆(n) (resp. X θn ).
The complete algorithm with CPT-value as the risk measure and the usual value function as the objective is presented in the pseudocode below.
(i) lack of structure, leading to failure of classic DP methods (e.g., policy iteration for variance-constrained MDPs); (ii) lack of gradient information for the risk measures; and (iii) in the case of CVaR, challenges in estimation.
We briefly summarize some possible future research directions for risk-sensitive MDPs:
• For the discounted MDP setting, the current algorithm employs SPSA only, because a direct gradient estimate cannot be easily obtained for the risk measure. However, a likelihood ratio gradient estimator is available for the cost function, so combining SPSA with direct gradient-based search in a hybrid algorithm might improve the computational efficiency of the algorithm; see [82] for work along this line (but in the general SA setting, not specific to MDPs). Even more critical is that SPSA requires simulation of two system trajectories, which might be infeasible in real-time or online settings, so developing a risk-sensitive algorithm that uses only a single trajectory is of practical interest.
• For CVaR-constrained MDPs, variance reduction techniques such as importance sampling are essential for keeping CVaR estimation variance at reasonable levels, and as far as we are aware, there is no such provably convergent CVaR-estimation algorithm in an RL context. Another important need is incorporating function approximation to handle the curse of dimensionality for large state spaces.
• A critical challenge is to obtain non-asymptotic bounds for the risk-sensitive RL algorithms, which usually operate on multiple timescales. To the best of our knowledge, there are no non-asymptotic bounds available for multi-timescale stochastic approximation schemes, and hence, for actor-critic algorithms, even in the risk-neutral RL setting.
• The exploration-exploitation tradeoff has been studied in various contexts, with multi-armed bandit models offering one approach to this problem. It would be interesting to develop novel solution approaches involving risk measures such as CPT for CVaR in a bandit setting. Preliminary work on combining CPT with bandits is available in [9] , but a lot of avenues remain open, e.g., finding the best CPT-optimal arm in a simple regret setting that does not involve the exploration-exploitation dilemma, and regret minimization in MDPs with risk criteria.
• Finally, CPT-value of the return of an MDP does not have a Bellman equation. Here, we proposed treating the CPT-value MDP problem as a black-box stochastic optimization problem, but certainly other approaches, especially ones that exploit special structure such as the Markovian property of an MDP, might be more computationally efficient in certain contexts.
