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The zero-temperature equation of state is analyzed in low-dimensional bosonic systems. We propose to use
the concept of energy-dependent s-wave scattering length for obtaining estimations of nonuniversal terms in the
energy expansion. We test this approach by making a comparison to exactly solvable one-dimensional problems
and find that the generated terms have the correct structure. The applicability to two-dimensional systems is
analyzed by comparing with results of Monte Carlo simulations. The prediction for the nonuniversal behavior
is qualitatively correct and the densities, at which the deviations from the universal equation of state become
visible, are estimated properly. Finally, the possibility of observing the nonuniversal terms in experiments with
trapped gases is also discussed.
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I. INTRODUCTION
Understanding the properties of rarefied quantum systems
is a fundamental question that has been addressed in a large
number of works. This problem was extensively studied in the
1950s–1960s when significant development of mathematical
formalism such as perturbative methods, Feynman diagrams,
diagonalization techniques, etc. (see, for example, [1,2])
permitted researchers to obtain important results and attracted
a lot of interest to dilute quantum systems. Some important
results were also obtained in low-dimensional systems [3,4],
which at that moment were rather mathematical toys with
reduced applicability in the real world. The situation changed
radically with the realization of Bose-Einstein condensation
in dilute gases [5,6]. By having an excellent experimental
control over the geometry of the cloud it was possible to
create essentially pure quantum gases in the dilute regime and
to probe the system properties. The experimental advances
in the field with the realization of very anisotropic traps
stimulated further the interest in dilute low dimensional gases
(see, for example, Refs. [7–12]).
In the ultradilute limit the interparticle potential can be
described by one parameter, namely the s-wave scattering
length a, and the ground state properties of a gas are governed
by the gas parameter naD , where n is the particle density and
D stands for the dimensionality. As the density is increased,
details of the interaction potential become important. Such
a nonuniversal regime has been thoroughly studied in
three-dimensional (3D) geometries, where the universal terms
are known [13,14]. Low-energy corrections coming from the
specific interaction potential can be described by the effective
range r0. Corrections to the ground-state energy, excitation
spectrum, and the condensate fraction can be obtained (see,
for example, Refs. [15,16] and more recent works [17,18]).
Also, it was shown that for two-body problems the inclusion of
an energy-dependent pseudopotential improves significantly
upon the use of an energy-independent pseudopotential [19].
Also, the concept of a momentum dependent scattering
length is very useful for estimation of the interaction for a
Rydberg atom because it allows the effect of the Coulomb
potential of nucleus to be taken into account (see, for example,
Ref. [20]).
Unfortunately, much less is known in low-dimensional
systems. Only recently has an analytical expression for the
equation of state of a two-dimensional (2D) Bose gas in the
low density regime na2 <∼ 10−3 been correctly derived [21–23]
and checked numerically [24]. In these works the interaction
potential is described only by the s-wave scattering length a.
So far, no analytical expression for the potential-dependent
equation of state is known. The main goal of the present study
is to obtain nonuniversal corrections to the universal equation
of state of low-dimensional systems.
We propose to substitute in the universal equation of state
the s-wave scattering length by the energy-dependent one in or-
der to generate the leading potential-dependent energy terms.
Our physical hypothesis is that by improving the description
at a two-body level we also obtain the dominant corrections to
the mean-field many-body energy. Still, we cannot prove that
the applied techniques will work for systems in general.
The rest of the article is organized as follows. In Sec. II
we discuss the origins of the universal behavior and study
the two-body scattering problem and propose a simple way
to obtain nonuniversal corrections. In Sec. III the equation of
state of some exactly solvable one-dimensional (1D) models
are analyzed. Some properties of 2D systems are addressed in
Sec. IV. We start with an overview of the literature in Sec. IV A.
In Sec. IV B we discuss the expansion of the universal equation
of state and provide some physical insight on the origins of the
beyond mean-field (BMF) terms. The knowledge of the expan-
sion of the universal equation of state permits us to investigate
the nonuniversal equation of state as it comes from the method
proposed in Sec. II and to confront that with numerical results.
Section IV C is devoted to the study of nonuniversal effects in
the s-wave scattering problem and in the many-body equation
of state. In Sec. V, we discuss the possibility of experimental
observation of nonuniversal effects in trapped, cold gases.
The feasibility of reaching an ultradilute 2D regime is also
discussed. Finally, the main conclusions are drawn in Sec. VI.
II. UNIVERSAL AND NONUNIVERSAL TERMS
In dilute systems the probability of three-body collisions
is highly reduced, leaving two-body scattering as the most
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important physical process. In this process two particles
scatter each other with a relative momentum k. The two-body
scattering problem is described by the Schro¨dinger equation
−h¯
2
m
ψ(r) + Vint(r)ψ(r) = h¯
2k2
m
ψ(r). (1)
If the interaction potential Vint(r) is short-ranged, its exact
shape is not important at low density and the relevant quantity
of the scattering solution ψ(r) is the phase δ(k) at distances
larger than the range of the potential. For small scattering
energies, the phase can be expanded in terms of the momentum
k. In a 3D system this leads to
k cot δ(k) = − 1
a0
+ 1
2
k2r0 + · · · , (2)
where a0 is the s-wave scattering length and r0 is the effective
range. If the scattering momentum is very small the only
relevant parameter is the s-wave scattering length a0 and all
potentials having the same value of a0 will behave similarly.
This limit is known as the universal regime. The relevant
length scales are then a0 and the interparticle distance. It
is expected that the many-body ground-state energy can be
expressed in terms of the gas parameter naD0 , where D denotes
the dimensionality of the problem.
For example, the low density energy per particle of a
homogeneous, weakly-interacting Bose gas in 3D at zero
temperature is given by
E3D
N
= 2πh¯
2na0
m
(
1 + 32
15π
√
16πna30 + · · ·
)
, (3)
with the leading term linear in the density being the mean-field
Gross-Pitaevskii contribution [25] and quantum fluctuations
contributing to the subleading n3/2 Lee-Huang-Yang correc-
tion [13,14]. The next term scales like n2, but it is no longer
universal [15,16] and depends on the explicit choice of the
interaction potential.
It is possible to recast the definition Eq. (2) of the scattering
length a0 in a different form; namely, as the position of the
node of the analytic continuation of the scattering solution
from distances much larger than the range of the potential in
the zero-energy scattering limit. Indeed, in 3D and in the limit
of very low-scattering energy, the phase reads δ(k) = −ka0 and
the scattering solution becomes sin(kr + δ)/r → k(r − a0)/r ,
which has a node at r = a0. The advantage of this alternative
definition is that it is well suited also for low-dimensional
problems. An example how the s-wave scattering length
changes with the type of the potential is shown in Fig. 1 for
several characteristic interactions in 1D. The figure shows the
asymptotic continuation of the zero-energy scattering solution.
We generalize the definition of the s-wave scattering length
to finite values of the scattering energy.
Definition 1. The generalized scattering length a(k) is the
position of the node of the analytical continuation of the
large distance r → ∞ two-body scattering solution ψ(r) at
the scattering energy h¯2k2/m. If there are several nodes, the
position of the closest node to r = 0 has to be taken.
In this way the s-wave scattering length a(k) depends on the
scattering momentum and fulfills the condition limk→0 a(k) =
a0. Some typical examples of the dependence on the moment
k of the incident particle are shown in Fig. 2. An abrupt
FIG. 1. Solid lines are the typical two-body scattering solutions
ψ(r) at zero energy for Lieb-Liniger (upper curve), Tonks-Girardeau
(middle curve), and hard-rod (lower curve) Hamiltonians. The dashed
lines are the analytic continuation of the scattering solution for the
Lieb-Liniger model. Arrows indicate the positions of the nodes.
deviation of a(k) from the zero-energy value a0 at some
characteristic scattering moment kc defines the region where
the description in terms of a0 can be applied. In order to
estimate the characteristic value of the gas parameter ncaD0
up to which the universal equation of state may be valid, it
is sufficient to relate the typical scattering energy h¯2k2c /m
to the mean-field energy gn/2. It is clear that the universal
equation of state cannot be precise for densities larger than
nc, at the same time it is less evident that the corrections
generated by using a(k) will produce an accurate description of
FIG. 2. (Color online) Finite-energy s-wave scattering length in
2D as a function of momentum k of the incident particle for different
interaction potentials. All quantities are measured in units of a0.
Solid line, hard disks a(k) = a0; dashed lines, soft disks: thick
line, numerical solution as the node of (C5), thin line, analytical
expansion a(k)/a0 = 1 − 5.53454k2a20 as comes from (C9) using the
parameters of soft disks taken from Ref. [51]; dash-dotted lines,
repulsive dipoles 1/r3 interaction: thick line, numerical solution, thin
line, fit to Eq. (17).
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the energy. We will show in the next sections that the inclusion
of the finite-momentum corrections improves the description
of the energy and allows us to correctly estimate the term of
the expansion where the nonuniversal behavior appears.
At this point it is important to understand the relationship
between the effective range and the s-wave scattering length
in the description of nonuniversal effects. The effective-range
theory is well established in 3D systems (see, for example,
textbook [1]). The effective range is then defined from the ex-
pansion of the phase shift in terms of the scattering momentum,
see Eq. (2). The constant term defines the s-wave scattering
length a0, and the effective range r0 corresponds to taking into
account the dependence on k2. Instead, the energy-dependent
s-wave scattering length a(k) includes in addition all higher
order momenta (i.e., k2, k4, k6, . . .). More importantly, the
concept of a(k) can be applied to low-dimensional systems,
where the nonuniversal terms in the equation of state are not
generally known. In our approach it is enough to know the
dependence on a0 of the universal equation of state and the
nonuniversal terms will be automatically generated.
III. ONE-DIMENSIONAL SYSTEMS
One peculiarity of the 1D world is that several many-body
models can be solved exactly (with short-range [3,4] and long-
range [26] interactions), in the sense that the exact ground state
can be written either explicitly [3,26] or can be easily obtained
as the solution of a system of integral equations [4]. This allows
us to test the proposed approach of using an energy-dependent
scattering length by comparing to the exactly known results.
The ground-state energy of a Bose gas with a repulsive
δ-pseudopotential interaction (Lieb-Liniger model) can be
obtained by solving the Bethe ansatz equations. The expansion
of the energy in the mean-field regime [4] has a structure
similar to that of the 3D case Eq. (3):
E1D
N
= 1
2
g1Dn1D
(
1 − 4
√
2
3π
(n|a1D|)−1/2 + · · ·
)
, (4)
where g1D = −2h¯2/(ma1D) > 0 is the 1D coupling constant.
Indeed, the leading term in Eq. (4) is the same as it would come
out from the mean-field Gross-Pitaevskii equation, while the
subleading term is the same as obtained from Bogoliubov
theory. In passing, we note that such a coincidence is not
obvious a priori, as both the Gross-Pitaevskii and Bogoliubov
theories assume that all or a large fraction of particles are
in the condensate. Instead, strictly speaking, Bose-Einstein
condensation in homogeneous 1D system is absent [27].
The reason why the theories based on the presence of a Bose
condensate produce correct results for energetic properties can
be understood by following the similar arguments used in
the renormalization group approach (see, e.g., Ref. [28]). The
main contribution to the energy comes from short distances.
At short distances the phase coherence may be present even
in the absence of Bose-Einstein condensation. Therefore,
on this length scale it is possible to apply the perturbative
theories that are based on the assumptions of a macroscopic
occupation of the condensate. Coherence at finite distances
larger than the interparticle distance is sufficient for MF
and Bogoliubov theories to yield the correct ground-state
energy. In particular, such theories successfully describe 1D
systems at zero temperature (such as a Lieb-Liniger gas in
the regime of weak correlations) and 2D dilute Bose gases
at finite temperature, none of which has true Bose-Einstein
condensation. A mathematical way to resolve the paradox and
to prove the validity of the Bogoliubov result in 1D systems
is to use space discretization and to introduce the concept of a
quasi-condensate [29].
Contrary to 3D and 2D systems, here the mean-field regime
means high densities n1Da1D  1. This precludes us from
using the concept of energy-dependent scattering length in
the MF regime, as the energy of an incident particle would be
huge [see Eq. (4)], as would the deviations of a(k) from a0.
Thus, the mean-field regime is no longer universal (contrary to
what happens in 3D and 2D systems), as the energy and cor-
relation functions are very different for the δ-pseudopotential
[4,30,31], the Calogero-Sutherland 1/z2 potential [26,32], and
the dipolar 1/|z|3 interaction [33]. Instead, in the regime
of strong quantum correlations, n|a1D|  1, the energy and
correlation functions of all those models (essentially, for any
repulsive interaction potential) approach the same universal
limit referred as the Tonks-Girardeau [3] regime (see also
Fig. 1).
A peculiar feature of the 1D world is that the dilute regime,
n1D|a1D|  1, corresponds not to a mean-field limit, but rather
to a regime where quantum fluctuations are dominant. The
energy in this limit is given by the energy of an ideal Fermi
gas E/N = π2h¯2n21D/(6m) and the wave function of strongly
interacting bosons can be mapped onto a wave function of
noninteracting fermions [3,34,35]. For instance, the energy
of a gas of hard rods of size a1D > 0 is obtained from the
energy of an ideal Fermi gas by taking into account the
excluded volume [3]: n1D → N/(L − Na1D). Expanding this
expression in terms of the 1D gas parameter n˜ = n1Da1D at
small densities n  1 one gets [36]
EHR
N
= π
2h¯2n21D
6m
(1 + 2n˜ + 3n˜2 + 4n˜3 + · · ·). (5)
Starting from the expansion for a 1D analog for hard spheres,
Eq. (5), we will calculate the first nonuniversal corrections
for a different potential. We chose a δ-pseudopotential, as
its exact ground-state energy is known and thus we can
test our approach. The solution of the scattering problem
of Eq. (1) with Vint(r) = g1Dδ(r) can be readily written
as ψ(r) ∝ sin(k|r| − arctan ka1D). The energy-dependent s-
wave scattering length can be explicitly expressed as a function
of the momentum and the leading correction to a0 is quadratic
in momentum:
a(k) = arctan ka1D
k
= a1D − 13k
2a31D + · · · . (6)
The substitution of Eq. (6) into Eq. (5) for a characteristic value
of the energy h¯2k2/m ∝ π2h¯2n21D/(6m) allows us to estimate
the first correction due to nonuniversality:
E
appr.
LL
N
= π
2h¯2n21D
6m
[
1 + 2n˜ + 3n˜2 +
(
4 − π
2
9
)
n˜3 + · · ·
]
.
(7)
A possible concern about the validity of the obtained result is
that expansion Eq. (5) is done for n1Da1D > 0, while expansion
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Eq. (7) is used to describe a region where n1Da1D < 0, with a
different sign of the s-wave scattering length. We argue that
the universal equation of state is smooth as a function of the
1D gas parameter n1Da1D. This is supported by the apparent
similarities between the hard-rod gas and the gaslike state
of the attractive δ pseudopotential (“super-Tonks-Girardeau”
system) [37]. We also note that the Bethe ansatz solution for
two-component attractive and repulsive fermions is continuous
(compare results of Refs. [38–40]).
Equation (7) can be compared to the exact predictions for
the Lieb-Liniger model based on the Bethe ansatz technique.
The exact result can be obtained by solving the integral
equations recursively (details are given in Appendix A) and
reads
ELL
N
= π
2h¯2n21D
6m
[
1 + 2n˜+ 3n˜2 +
(
4 − 14π
2
15
)
n˜3 + · · ·
]
.
(8)
By comparing the exact results for the hard-rod gas [Eq. (5)]
with the exact results for the δ-pseudopotential gas [Eq. (8)]
and the approximate result [Eq. (7)] obtained by the proposed
method we conclude that:
(i) The order of the expansion in which the
δ-pseudopotential and hard-rod energies differ is pre-
dicted correctly.
(ii) The expansion Eq. (8) contains the same rational terms
as the expansion Eq. (5), while in addition it has
irrational terms (here multiples of π2). The use of
an energy-dependent scattering length permits one to
guess correctly the structure of the potential-dependent
correction.
We find that the first three terms of the expansion are the
same for the potentials considered. The physical meaning
of such terms is that particles behave as if they were ideal
fermions in the box of size L − Na1D. Indeed, this interpreta-
tion explicitly applies to the hard-rod gas, where the excluded
volume correction is negative, as a1D > 0. For a negative
scattering length the “excluded volume” correction changes
its sign and becomes positive: L → L + N |a1D|. In Fig. 1 we
present the characteristic behavior of the one-body scattering
solution at low energy for three short-ranged potentials.
The Tonks-Girardeau potential corresponds to zero-range,
infinitely strong repulsion. This places the node of the wave
function at the origin and, according to Definition 1, the value
of the s-wave scattering length is zero: a1D = 0. For a hard-rod
interaction potential the position of the first node is positive and
thus a1D > 0. The slope of ψ(r) is determined by the scattering
momentum [refer to Eq. (6) and the discussion above it], so
for a similar scattering energy the only relevant difference in
the wave function corresponding to different interactions is
just a shift in abscissas. Thus, two Tonks-Girardeau particles
separated by a distance r and two hard-rod particles separated
by a distance r − a1D “feel” each other in the same way.
The only differences appear at very small distances of the
order r ≈ a1D. In a similar way the scattering solution for
a Lieb-Liniger Hamiltonian can be “adjusted” to match the
Tonks-Girardeau solution by the change r → r − a1D (mind
that a1D < 0 in this case). This makes it natural that the
“excluded volume” correction is encountered for different
potentials, and it can change its sign. This was first noted
in Ref. [41].
IV. TWO-DIMENSIONAL SYSTEMS
A. Overview of the equation of state
A series of our previous works has been devoted to the
study of the equation of state of dilute 2D Bose gases
[24,42–47]. A number of interaction potentials (dipolar, hard
disks, etc.) were considered in a wide range of densities.
There, it was demonstrated that the dipoles crystalize at large
densities. The density of the quantum phase transition turned
out to be extremely large na20 ≈ 2900 [43,48,49]. This shows
that the dipolar interaction potential is rather “soft” compared
to hard-core potentials, which are expected to crystallize
at values of the gas parameter that are smaller than unity
(for example, na20 = 0.33(2) in the case of hard disks [50]).
The equation of state of a dilute gas was obtained both in
the universal and nonuniversal regimes from Monte Carlo
calculations for dipoles [42,45] and hard and soft disks [51].
A peculiarity of the 2D systems is that the Gross-Pitaevskii
equation has a limited applicability even in very dilute
systems [44] due to the logarithmic dependence on the gas
parameter rather than on powers of it, like in 3D and 1D
systems. This means that it is extremely difficult to study
numerically the universal equation of state. Densities as low as
na2 ≈ 10−100 had to be reached in calculations [24] in order to
check numerically the low-density expansion of the universal
equation of state. It turns out that in order to describe correctly
the BMF effects, several terms have to be summed even at
densities as low as na20 ≈ 10−10 since the series comes out in
terms of the slow converging logarithm function ln na20 , which
at such densities is of the order of the next (constant) term.
Historically, it turned out to be very difficult to obtain the
correct expression for this term, see Ref. [24] for a summary
of different results. Only recently has the correct expression
been obtained [21–23,52].
Once the structure of the universal terms is well established,
we are ready to test the concept of an energy-dependent, s-
wave scattering length.
B. Universal terms
In this section we review the equation of state of 2D
Bose gases in the universal regime; i.e., where the interaction
potential can be described by one parameter, namely the
s-wave scattering length, and all properties of the gas are
fully defined by the gas parameter na2. Without going through
a rigorous derivation of the equation of state, which would
be an extremely tedious calculation, we provide some simple
ideas that give insight into the relevant physics involved in the
equation of state.
In a weakly interacting system of any dimensionality the
leading contribution to the energy comes from mean-field
theory. Assuming that the density is low enough, it does not
matter what the exact shape of the short-range interaction
potential is, and a simple δ pseudopotental can be used. In
this way the real interaction potential can be replaced by a
zero-range one, such that it imposes a correct zero-boundary
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condition to the scattering state
V (r) = gδ(r) × (regularization). (9)
The regularization operator is needed to make the δ-function
description compatible with a generic 1/r (or 1/√r)
divergence in a 3D (or 2D) geometry, although this
is not important for our considerations. The substitu-
tion of Eq. (9) into the expression of the interac-
tion energy written in first quantization simplifies the
double integration E = 12
∫
dr1
∫
dr2 ˆ
†(r1) ˆ†(r2)V (|r1 −
r2|) ˆ(r2) ˆ(r2) = (g/2)
∫
dr ˆ†(r) ˆ†(r) ˆ(r) ˆ(r). Treating
the field operator ˆ(r) as a classical field and substituting
it with the particle density
√
n one obtains the mean-field
expression for the energy
E
N
= 1
2
gn. (10)
It is easy to see from Eq. (9) that the coupling constant
has dimensionality of [E × LD] and it has to be expressed
in terms of the parameters of the scattering problem, which
are h¯, m, and a. In the 3D case the considerations of units
leads to a combination proportional to the s-wave scattering
length g3D ∝ h¯2a3D/m. Indeed, the exact expression is g3D =
4πh¯2a3D/m. In a 1D system the correct units are obtained in
a combination which is inversely proportional to the s-wave
scattering length g1D ∝ h¯2/(ma1D). This agrees with the exact
result g1D = −2h¯2/(ma1D). The 2D case is special in the sense
that combinations having the proper units can be obtained
without involving the s-wave scattering length g2D ∝ h¯2/m.
The dependence on a can come only in a combination with the
scattering momentum k, which in a homogeneous system is
related to the density. The exact result [53,54] indeed has the
structure g2D = 4πh¯2/(m| ln na22D|), resulting in a mean-field
expression of the total energy per particle [53]:
EMF
N
= 2πh¯
2n
m
1
| ln na2| . (11)
The most important BMF terms were obtained by Popov
[55] in 1972 (see also his book [28]). He obtained a recursive
expression relating the chemical potential µ and the density n
for a given value of the inverse temperature β:
n = mµ
4πh¯2
(
ln
ε0
µ
− 1
)
−
∫
h¯2k2
2mε(k)
1
eβε(k) − 1
d2k
(2π )2 ,
(12)
where ε2(k) = (h¯2k2/2m)2 + h¯2k2µ/m is the Bogoliubov
spectrum, and ε0 is of the order of h¯2/mr20 , with r0 the range
of the interaction potential. We write the last relationship
introducing an unknown coefficient of proportionality C1 such
that ε0 = C1h¯2/ma2.
At zero temperature quasiparticle excitations are absent and
the expression simplifies. By solving Eq. (12) iteratively one
obtains the following expression for the chemical potential:
µp = 4πh¯
2n/m
|ln na2| + ln |ln na2| − ln 4π + ln C1 − 1 · · · . (13)
In 1978, Lozovik and Yudson used diagrammatic tech-
niques to find a recursive relation which relates the chemical
potential and the density [56]:
µ = 4πh¯
2n0/m∣∣ln (µma20/h¯2)∣∣+ O(1) . (14)
Solving recursively Eq. (14) (see also [28] and Appendix B
in [53]), one generates the first BMF term ln | ln na2|, some
contributions to the second BMF term which is of order 1, and
other analytically more involved terms containing logarithms
of logarithms of na2.
Summarizing, one expects to find the following types of
BMF corrections:
(i) a first BMF term of the form ln | ln na2|;
(ii) a second BMF constant term;
(iii) an additional contribution involving more complex
combinations of logarithms of na2.
Historically, it took a long time to obtain correct BMF
expansions at low densities (for a literature review refer to
[24]). The double logarithm term can be obtained from the
iterative relation Eq. (14) and it is present in the majority
of theories. Unfortunately, this term alone is not sufficient to
describe the universal regime and the calculation of all the
contributions to the second BMF term was a challenging task.
We note that the corresponding problem in 3D was solved in
the 1950s [14] and the 1D problem in the 1960s [3,4].
The universal equation of state for the chemical potential
should then read
µ = 4πh¯
2n/m
|ln na2| + ln |ln na2| + Cµ1 + ln |ln na
2|+Cµ2
|ln na2| + · · ·
. (15)
Notice that this expression is compatible both with Eq. (13)
and the result of iterating Eq. (14) for µ. The second BMF term
was recently obtained analytically [21–23] as Cµ1 = − ln π −
2γ − 1 = −3.30 . . . and its value was confirmed numerically
in Ref. [24]. The subsequent constant was derived a short time
ago in Ref. [52] with its value given by Cµ2 = −0.751. In the
following we will use a value obtained from a fit to Monte
Carlo data Cµ2 = −0.3(1) [24].
The expansion of the energy per particle takes then a form
similar to Eq. (15):
E
N
= 2πh¯
2n/m
|ln na2|+ ln |ln na2|+CE1 + ln |ln na
2|+CE2
|ln na2| + · · ·
, (16)
with the coefficients related as CE1 = Cµ1 + 1/2 = −2.80 . . .
and CE2 = Cµ2 + 1/4 (equals to −0.05(10) from the numerical
fit).
C. Nonuniversal terms
In Sec. II we have formulated our proposal for nonuniversal
terms using an energy-dependent, s-wave scattering length.
This allows us to generate nonuniversal terms in an energy
expansion and also to understand analytically at which
densities deviations from the universal law appear. This can be
applied at densities for which the universal equation of state is
known. As the reference equation of state we take Eq. (16). In
this section we test our proposal for three different potentials,
such as hard disks, soft disks, and dipoles.
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FIG. 3. (Color online) Energy per particle, analysis of nonuniver-
sal BMF corrections. The main figure shows the BMF terms in the
energy as a function of the double logarithm of the gas parameter. The
upward-pointing triangles correspond to the hard disks, the squares
to the soft disks, and the downward-pointing triangles to the dipoles.
The curve for the hard disks is from Eq. (16), that for the soft disks
is from Eq. (18), and that for the dipoles is from Eq. (16) with a(k)
as in Eq. (17). The inset shows the energy per particle E/N in units
of the “universal” equation of state, Eq. (16), as a function of the gas
parameter na2.
In the case of hard disks, the interaction has only one length
scale; namely, the size of the disk. As a result the energy-
dependence is trivial: aHD(k) = a0.
In the case of soft disks, corrections due to the finite
scattering energy are important at typical densities na2 >∼ 10−3[51]. The first correction due to the finite value of the scattering
energy is quadratic in momentum, as shown in Appendix C.
The explicit expression for a(k) is given by formula (C9)
and it reduces to aSD(k) = aSD(0)(1 − 5.53454k2 + · · ·) for
the choice of soft-disk parameters as in Ref. [51].
The dipolar interaction potential decays slowly and de-
viations from the universal equation of state appear much
earlier. In a very dilute system, na2 <∼ 10−7, the dipole-
dipole scattering length is well approximated by its value at
zero scattering momentum, add(0) = e2γ rd = 3.17222 · · · rd ,
where rd is a characteristic length scale for the dipole-dipole
interaction potential [43]. We solve the s-wave scattering
problem numerically and find that the following fit describes
well the numerical data for the value of the s-wave scattering
length at low energies:
add(krd )
add(0)
= e− exp{0.441082+0.31414 ln krd−0.0275752 ln2 krd }. (17)
In order to find nonuniversal corrections to the energy,
according to the proposed scheme, we substitute the gas
parameter na20 in the universal expansion (16) with na2(k).
Within the level of accuracy of interest, it is sufficient to
use the mean-field expression for the scattering momentum
k2 ∝ 2mE/Nh¯2 = 4πn/|ln na2|.
In the case of soft disks this leads to the substitution
ln na2 → ln na20 + 2 ln(1 − αk2a20). The logarithm can be
expanded as ln(1 + ε) = ε + · · ·, leading to nonuniversal
corrections of the order of 2αk2a20 ∝ 8παna2/|ln na2|. The
resulting equation of state for soft disks then reads
E
N
= 2πh¯
2n/m
|ln na2| + ln |ln na2| − ln π − 2γ − 1/2 + [ln |ln na2| − ln π − 2γ + 2.0(1) + 1/4 + 8παna2]/|ln na2| . (18)
The obtained analytical expressions for the equation of state
are confronted with the results of Monte Carlo simulations.
Figure 3 shows the BMF energy as a function of the double
logarithm of the density for different interaction potentials
(compare to Fig. 1 in Ref. [24]). As anticipated, the BMF
terms have the most simple dependence for hard-disk potential
(since the s-wave scattering length dependence is flat, see
Fig. 2) and it is the best one described by the “universal”
equation of state Eq. (16). The region where the description
of the energy is universal shrinks in the case of soft disks and
diminishes further for dipoles [compare to the dependence of
the corresponding a(k), Fig. 2]. We find that the analytical
description we obtain for the nonuniversal behavior works
rather well. In particular, the density at which deviations from
the universal law start to be visible is correctly predicted by
our approach. The analytical formula Eq. (18) provides not
only a good qualitative description, but even the quantitative
agreement is good. From Fig. 3 it might seem that the
description is better for soft disks compared to dipoles, but in
reality the description for both potentials is expected to have a
similar level of accuracy. In order to check that we solved
self-consistently the equations E = E(n, a) and a = a(E)
(see Appendix B and Ref. [21]), thus obtaining a different
expression, which have the same significative perturbation
terms, but differ in higher order terms which are outside of
the accuracy of our approach.
V. DISCUSSION
Recent progress in techniques of cooling and confinement
permits the realization of extremely dilute gases in the regime
of quantum degeneracy, thus providing a very advanced tool
for studying the properties of weakly interacting gases. The
s-wave scattering length can be controlled by using Feshbach
resonances and can be set to, essentially, any desired value
by choosing an appropriate magnetic field. Many features
of the equation of state can be inferred from measuring
energetic properties, such as release energies in time of flight
experiments. Also, the size of the cloud and the density profile
are related to the equation of state. At present, the most precise
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technique is the accurate measurement of the frequencies of
collective oscillations. This method was successfully used to
study BMF terms in the equation of state of two-component
Fermi gases in the BCS-BEC crossover [57].
In previous sections we have investigated the properties of
low-dimensional weakly interacting Bose gases as a function
of the 1D and 2D gas parameters n1Da1D and n2Da22D,
respectively. The low-dimensional system can be realized
in experiments by strongly squeezing the gas in one or
two directions. Assuming that the trapping is harmonic with
frequency ω the condition of being in a low-dimensional
regime is that the oscillator levels should not be excited
neither by the energy per particle nor by the temperature E/N ,
kBT  h¯ω.
In a 1D system a relationship between the 3D a3D and the 1D
a1D s-wave scattering lengths was found in Ref. [58] assuming
harmonic radial confinement with oscillator length aho. The
relationship has a resonant behavior when a3D is of the same
order as aho because of the contribution of virtual excitations of
the levels of transverse confinement. The 1D coupling constant
g1D = −2h¯2/(ma1D) is expressed by Olshanii as [58]
g1D = 2h¯
2
ma2ho
1
1 − 1.0326a3D/aho . (19)
In particular, at the top of an Olshanii resonance, the 1D
s-wave scattering vanishes and a1D = 0, making g1D → ∞.
This corresponds to the Tonks-Girardeau limit. Close to the
resonance a1D is small and expansions like Eqs. (5), (7) are
applicable.
In a similar way to Eq. (19), the coupling constant in a
quasi-2D system has a resonant structure [59]:
g2D = 4πh¯
2
m
1∣∣ln (2π ∣∣µ∣∣ma2ho/h¯2)∣∣+ √2πaho/a3D , (20)
and describes a competition between a “purely 2D” loga-
rithmic term and a mean-field Gross-Pitaevksii term gGPQ2D =
2
√
2π (h¯2/m)a3D/aho, which can be obtained from the Gross-
Pitaevskii energy functional assuming a Gaussian profile in the
tight direction of the confinement. The results from Section IV
apply to a purely 2D system, when the logarithmic term
in Eq. (20) is dominant; i.e., when aho  a3D. We have
explained that the mean-field (here, in a “purely” 2D sense)
regime is achieved when the double logarithm of the 2D
parameter is large, ln |ln na2|  1, which leads to extremely
rarefied densities such as na2  10−862. Fortunately, nature
provides a way to get such small effective densities. Indeed,
Eq. (20) can be rewritten introducing the second term of the
denominator under the logarithm. The resulting expression can
be interpreted in the sense of a “purely 2D” system, but with
a rescaled effective density n ∝ exp(−√2πaho/a3D)n. Here
the effect of large aho/a3D ratios is exponentially amplified.
Expressions for the (quasi) low-dimensional coupling con-
stants Eqs. (19), (20) were obtained from the analytic solution
of the two-body scattering problems in the presence of a tight
harmonic confinement [59]. The existence of 1D resonance
in a many-body system was later confirmed in numerical
simulations [60]. A similar 2D study is more involved as the
expression of the coupling constant depends on the chemical
potential and we are not aware of such studies.
FIG. 4. (Color online) Comparison of the lowest breathing mode
frequency 2 as a function of the coupling strength N1/2a2/a2ho for
different interaction potentials. The solid line corresponds to the hard
disks and Eq. (16), the dashed line to the soft disks and Eq. (18),
and the dash-dotted line to the dipoles and Eq. (16) with a(k) as in
Eq. (17).
The energetic properties of trapped gases can be accessed
by observing the frequencies of collective oscillations. By
displacing the center of the trap it is possible to generate
oscillations that depend only on the frequency of the trapping
potential. Instead, a sudden change in the frequency of the
trap causes “breathing” oscillations, for which the frequency
depends on the compressibility of the gas, which, in turn, is
related to the equation of state. In Fig. 4 we show predictions
for different interaction potentials in 2D systems. We use local
density approximation and the equations of state deduced in
the previous sections [see Eqs. (16)–(18)] to calculate the
frequencies of the breathing mode. Out of all considered
model interactions, the hard-core potential shows the strongest
dependence. The soft-disk and dipolar potentials have softer
dependencies.
VI. CONCLUSIONS
To conclude, we have studied the energetic properties
of dilute low-dimensional interacting Bose gases at zero
temperature. In the regime of ultralow densities the equation
of state is described by only a single dimensionless parameter;
namely the gas parameter naD . The universal equation of
state in 3D and 1D systems dates back to the 1960s [3,4,14].
The BMF terms of the 2D equation of state were obtained
recently in Refs. [21–23] and their correctness was verified in
Monte Carlo calculations [24]. When the density is increased,
the details of the interaction potential become important and
deviations from the universal behavior are observed.
In this work we propose to use an energy-dependent s-wave
scattering length to describe the nonuniversal behavior. This
method permits the generation of nonuniversal terms in the
equation of state. The advantage of the proposed approach
is that it is sufficient to know the energy-dependence of the
s-wave scattering length for this method to be applicable.
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This permits us to use it in low dimensional systems, where
the nonuniversal terms in the equation of state are not well
established. Our proposal is the substitution of the s-weave
scattering length in the universal equation of state by the
energy-dependent scattering length a(k) defined in Sec. II. The
momentum k of the two-body scattering problem is connected
with the density of the many-body problem by considering
that the scattering energy h¯2k2/m equals the mean-field term
gn/2. We effectively correct the coupling constant in such
a way that the description is improved on the two-body
level, thus adding nonuniversal corrections to the mean-field
energy which provides the leading contribution to the energy.
Although this seems to us a meaningful reasoning, it cannot
be seen as a rigorous mathematical proof. In order to verify
the proposed method we test this approach on 1D systems,
where a direct comparison to exactly solvable models is done,
and on 2D systems, where numerical results for different
interaction potentials (hard disks, soft disks, dipoles) are used.
The proposed approach works well for the problems we have
studied and we hope it might be useful in other systems. We
find that the typical density at which the non-universal terms
become important is correctly estimated. For 1D systems, in
the cases when the energy expansion can be obtained exactly,
we show that the structure of the potential-dependent terms
is predicted correctly. Finally we point out that nonuniversal
terms can be studied experimentally by observing frequencies
of collective oscillations.
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APPENDIX A: EXACT EQUATION OF STATE OF
WEAKLY-INTERACTING ONE-DIMENSIONAL BOSE GAS
WITH δ-PSEUDOPOTENTIAL INTERACTIONS
The ground-state energy of a Lieb-Liniger gas can be found
exactly using the Bethe ansatz approach. The energy as a
function of the gas parameter is obtained implicitly by solving
the following system of integral equations [4]:
e(γ ) = γ
3
λ3
∫ 1
−1
k2ρ(k)dk, (A1)
γ = λ
/∫ 1
−1
ρ(k)dk, (A2)
ρ(k) = 1
2π
+
∫ 1
−1
2λρ(κ)
λ2 + (k − κ)2
dκ
2π
, (A3)
where γ = −2/n1Da1D.
It is possible to obtain explicit expressions for the energy
in terms of the gas parameter in the limits of small and large
gas parameter as a series expansion. We solve the system
of Eqs. (A1)–(A3) iteratively in the regime |na|  1. This is
done by starting from ρ(0) = 1/(2π ) and substituting it into the
right-hand side of Eq. (A3) to get ρ(1). The obtained expression
is used for the next iteration and so on.
We provide an explicit expression for the ground-state
energy close to the Tonks-Girardeau regime:
E
N
= π
2h¯2n2
6m
[ ∞∑
l=0
(l + 1)
(
− 2
γ
)l
+ 32π
2
15γ 3
+ O(γ−4)
]
.
(A4)
The first two terms [E/N = π2h¯2n26m (1 − 4/γ )] were ob-
tained in the original work of Lieb and Liniger [4] (see
also [61,62]).
We also rewrite Eq. (A4) in terms of the gas parameter
n˜ = n1Da1D as
E
N
= π
2h¯2n2
6m
[ ∞∑
l=0
(l + 1)n˜l − 4π
2n˜3
15
+ O(n˜4)
]
. (A5)
The “excluded volume” contribution is intentionally separated
from the nonuniversal part.
APPENDIX B: EQUATION OF STATE OF A
TWO-DIMENSIONAL BOSE GAS FROM CHERNY AND
SHANENKO THEORY
We note that the derivation of the equation of state of
a weakly interacting Bose gas, proposed by Cherny and
Shanenko [21], can be used to obtain an explicit expression of
the energy as a function of the density n:
E
N
= 2πh¯
2n(u)
m
[
u + u
2
2
+ 2u2e2/u Ei
(
−2
u
)]
, (B1)
n(u)a2 = exp (−2γ − 1/u)
πu
, (B2)
where u (dimensionless in-medium scattering amplitude) de-
fines the parametrical dependence of the energy on the density,
Ei(x) = − ∫∞
x
(e−t /t)dt is exponential integral function, and
γ is Euler’s constant.
APPENDIX C: FINITE-ENERGY SCATTERING PROBLEM
FOR A SOFT-DISK POTENTIAL IN 2D
In order to find the 2D s-wave scattering length of the
soft-disk potential in 2D we have to solve the two-body
scattering problem. The positive-energy Scro¨dinger equation
for two particles of equal mass reads
−h¯
2
m
f (r) + V (r)f (r) = h¯
2k2
m
f (r), (C1)
where k is the relative momentum. We consider the soft-disk
interaction potential and look for a spherically symmetric
solution. The interaction potential is defined by the range of
the potential R0 and the height of the soft disk by
V (r) =
{
h¯2κ2/m, |r|  R0,
0, |r| > R0. (C2)
In the inner region, r < R0, we use a solution that is regular
at the origin,
f (r) = I0(r
√
κ
2 − k2), |r| < R0, (C3)
where I0(x) is the modified Bessel function of the first kind.
The normalization constant is not important for the present
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considerations. In the outer region the solution is simply a
2D plane wave
f (r) = C1J0(kr) + C2Y0(kr), |r| > R0, (C4)
where J0(x) and Y0(x) are Bessel functions of the first and
second kind, respectively. The coefficients C1 and C2 are
obtained from the continuity condition for f (r) and f ′(r) at the
edge of the soft disk r = R0. This gives the following solution
in the outer region, r > R0.
f (r) = πR0
2
{κI1(κR0) [J0(kR0)Y0(kr) − J0(kr)Y0(kR0)]
+ kI0(κR0) [J1(kR0)Y0(kr) − J0(kr)Y1(kR0)]} ,
(C5)
where κ = (κ2 − k2)1/2. The s-wave scattering length is the
node of Eq. (C5) closest to the origin. We will consider the
case of low densities, so that the incident particles are slow;
k  κ. Then f (r) can be expanded in powers of k and one has
f (r) = I0(κR0) + κR0I1(κR0) ln(r/R0)
+ k
2R20
4
[(
1 − r2/R20)I0(κR0)
− 2 + κ
2(R20 − r2)− κ2(r2 + R20) ln(R0/r)
κR0
× I1(κR0)
]
+ O(k4). (C6)
The zero-energy s-wave scattering length is found by setting
k = 0 in Eq. (C6) and leads to
a0 = exp
[
− I0(κR0)
κR0I1(κR0)
]
R0. (C7)
Furthermore, one can set r → a0 in the second line of
Eq. (C6) and find a correction to the position of the node
a(k) = a0 − αk2a30 + O(k4), (C8)
α = R0
4κa20
I0(κR0) + I2(κR0)
I1(κR0)
− 1
4
(
R20
a20
− 1
)
. (C9)
In order to test the accuracy of Eq. (C9) we also find
numerically the nodes of the finite-energy scattering function
Eq. (C5). A comparison of the exact result for the s-wave
scattering length a(k) to the expansion Eq. (C9) is presented
in Fig. 2. We see that at the densities of interest, the obtained
expansion works very well.
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