Abstract. We generalize the work of Ohta on the congruence modules attached to elliptic Eisenstein series to the setting of Hilbert modular forms. Our work involves three parts. In the first part, we construct Eisenstein series adelically and compute their constant terms by computing local integrals. In the second part, we prove a control theorem for one-variable ordinary Λ-adic Hilbert modular forms following Hida's work on the space of multivariable ordinary Λ-adic Hilbert cusp forms. In part three, we compute congruence modules related to Hilbert Eisenstein series through an analog of Ohta's methods.
Introduction
Let R be an integral domain with quotient field Q(R). We consider a short exact sequence of flat R-modules
/ / C / / 0. Suppose this short exact sequence splits after tensoring with Q(R) over R, i.e., we have
The congruence module attached to these data is defined by C := C/p(B ∩ s(C)).
Congruence modules have been studied by many people in different settings. For instance, Harder and Pink [H-P] considered the following short exact sequence of Z p -modules
where H 1 P is the first parabolic cohomology, the subscript "E" means the Eisenstein component, and Γ is a congruence subgroup of SL 2 (Z). In [Ohta3] , Ohta computed the congruence module associated with the sequence
where res is the residue map, and M ord (Γ; Λ) and S ord (Γ; Λ) are respectively the spaces of ordinary Λ-adic modular forms and ordinary Λ-adic cusp forms. Here Λ = o[[T ]] for some extension o of Z p . In this paper, we generalize Ohta's work to the setting of Hilbert modular forms. For the above examples and our main result (Theorem 1.1), we require that splittings are Hecke equivariant. Moreover, there exist canonical splittings which are considered in the computation of these congruence modules.
Before we describe our main results, let us mention our motivation, which comes from Sharifi's conjecture [Sha] . Sharifi's conjecture is a refinement of the Iwasawa main conjecture. The main conjecture asserts a relationship between two objects: one is a certain p-adic L-function and the other is a characteristic polynomial associated with the p-part of the class group of the cyclotomic Z p -extension of an abelian extension of Q. Roughly, Sharifi's conjecture predicts that Date: August 14, 2018.
one can obtain the information on the second object from the cohomology of modular curves. The main conjecture over Q was first proved by Mazur and Wiles [MW] using 2-dimensional Galois representations attached to cusp forms that are congruent to ordinary Eisenstein series. Wiles [Wil2] generalized the method of Mazur-Wiles to the setting of Hilbert modular forms and proved the main conjecture over totally real fields. Combining his previous works [Ohta1] and [Ohta2] , Ohta gave a refinement of Mazur-Wiles proof of the main conjecture over Q examining the action of Gal(Q/Q) on the Eisenstein component of the cohomology of modular curves. The cohomology of modular curves provides a canonical choice of a lattice in a Galois representation, which plays an important role in Sharifi's work. Our work is a first step to proving the main conjecture over totally real fields along the lines of Ohta's approach and to generalizing Sharifi's conjecture to totally real fields.
To describe our results, we fix some notations first. Let F be a totally real field, and let O F be its ring of integers. We denote by D the different of F . We fix a rational prime p unramified in F and an integral ideal n of F prime to p. Let χ 1 and χ 2 be primitive narrow ray class characters of conductor n 1 and n 2 , respectively. We assume that χ 1 is not a trivial character, n 1 n 2 = n or np, and n 2 is prime to p. Let Λ = Z p [χ 1 , χ 2 ][[T ]]. We denote by M = M(χ 1 , χ 2 ) (resp. m = m(χ 1 , χ 2 )) the maximal ideal of the Hecke algebra H(n; Λ) (resp. the cuspidal Hecke algebra h(n; Λ)) containing the Eisenstein ideal I(χ 1 , χ 2 ) (resp. I(χ 1 , χ 2 )) associated to the Eisenstein series E(χ 1 , χ 2 ). We denote by M ord (n, χ 1 χ 2 ; Λ) (resp. S ord (n, χ 1 χ 2 ; Λ)) the space of p-ordinary Λ-adic modular forms (resp. cusp forms) and denote by M ord (n, χ 1 χ 2 ; Λ) M (resp. S ord (n, χ 1 χ 2 ; Λ) M ) the localization of M ord (n, χ 1 χ 2 ; Λ) (resp. S ord (n, χ 1 χ 2 ; Λ)) at M. See Section 3 for the definition of the above spaces. Let ω be the Teichmüller character. We extend it to a narrow ray class character modulo p, also denoted by ω, defined by sending each prime to p integral ideal a of F to ω(N F/Q (a)). The following theorem is the first main result in this article.
Theorem 1.1. Assume that (χ 1 , χ 2 ) = (ω −2 , 1) and χ 1 χ −1 2 ω(p) = 1 for some prime ideal p|p. If p does not divide N F/Q (nD)φ(N F/Q (n))h F , then the congruence modules attached to the short exact sequences of Λ-modules (1.1) 0 → S ord (n, χ 1 χ 2 ; Λ) M → M ord (n, χ 1 χ 2 ; Λ) M
C0
− − → Λ → 0 0 → I(χ 1 , χ 2 ) → H ord (n; Λ) M → Λ → 0 are both Λ/(A(χ 1 , χ 2 )), where A(χ 1 , χ 2 ) ∈ Λ is a Deligne-Ribet p-adic L-function, and the map C 0 maps each modular form to a formal sum of its constant terms at cusps.
The map C 0 will be defined in Section 2.4, and the element A(χ 1 , χ 2 ) is related to the constant terms of the Eisenstein series E(χ 1 , χ 2 ), which will be defined in Section 6.1. This result is a special case of Theorem 6.3 in which we only assume that the rational prime p is unramified in F and that (χ 1 , χ 2 ) = (ω −2 , 1). When F = Q, this result was proved by Ohta [Ohta3] assuming p ∤ φ(n) and by Lafferty [L] without assuming p ∤ φ(n). There are couple of difficulties in the setting of Hilbert modular forms. For example, the residue map does not exist, and the class number h F of F is not 1 in general. To overcome those difficulties, we will describe everything adelically, including the space of modular forms and the set of cusps. There are two main steps in our proof. The first is to show that we have a short exact sequence of Λ-modules (Theorem 6.1), called by fundamental exact sequence in [Hsieh] in the setting of unitary automorphic forms, 0 → S ord (n, χ 1 χ 2 ; Λ) → M ord (n, χ 1 χ 2 ; Λ)
where C np is the set of cusps for the open compact subgroup K 1 (np) ⊂ GL 2 (A F,f ) and the superscript ord in the last term means by taking the ordinary component. Here A F,f is the finite adele ring of F . The second is to compute the constant terms of E(χ 1 , χ 2 ) at all cusps (Proposition 4.5).
From the first short exact sequence in (1.1), we obtain a Λ-adic cusp form F S which is congruent to the Eisenstein series E(χ 1 , χ 2 ) modulo A(χ 1 , χ 2 ). One can associate to F S a surjective Λ-module homomorphism Ψ : h ord (n; Λ) m /I(χ 1 , χ 2 ) ։ Λ/(A(χ 1 , χ 2 )); T → C(1, T · F S ),
where C(1, T · F S ) is the first Fourier coefficient of T · F S defined in Section 4. The following is the second main result in this paper.
Theorem 1.2. Let the notation be as above. Then we have an isomorphism of Λ-modules Ψ : h ord (n; Λ) m /I(χ 1 , χ 2 ) ≃ Λ/(A(χ 1 , χ 2 )).
When F = Q, Ohta [Ohta3] proved Theorem 1.2 using the Iwasawa main conjecture and Emerton [E] gave another proof (when n = 1) without using the main conjecture . We borrow Emerton's idea to give another proof without using the main conjecture. The idea is as follows. To show the injectivity, it suffices to show the existence of a Hecke operator H ∈ H ord (n; Λ) M such that for each F ∈ M ord (n, χ 1 χ 2 ; Λ) M , we have C(1, H · F ) = C λ (0, F ) for all λ = 1, . . . , h + F , where C λ (0, F ) are the constant terms of F . We will give an explicit construction of the Hecke operator H in Section 6.2. Here h + F is the narrow class number of F . Note that for all F ∈ M ord (n, χ 1 χ 2 ; Λ) M , we have C 1 (0, F ) = . . . = C h + F (0, F ), so the Hecke operator H does not depend on λ. We now give an outline of the thesis. In Section 2, we review definitions and properties of Hilbert modular forms in both the classical and the adelic settings. Also, we formulate cusps in the adelic language, which plays an important role in stating Theorem 1.1.
In Section 3, we construct Eisenstein series adelically and compute their constant terms at different cusps. Indeed, one can do this in the classical setting (see [Ohta3] when F = Q and [Oz] when F = Q). One reason we have to do everything adelically is to show that the map C 0 in Theorem 1.1 commutes with Hecke operators, which we can only prove in the adelic setting. In addition, it is difficult to write adelic cusps in the classical setting explicitly since to do so, one has to use the strong approximation for GL 2 . The way to construct Eisenstein series adelically is to choose certain local induced representations at each place of F . We then compute their constant terms by computing local integrals at all places of F . In principle, one can obtain the Fourier expansion at all cusps if one can compute all local integrals explicitly. This construction is well-known to experts and has been used to study the arithmetic of Eisenstein series for different algebraic groups such as unitary and symplectic groups (see [Hsieh] for example).
In Section 4, we recall the definition of Λ-adic modular forms and construct Λ-adic Eisenstein series as examples. Also, we compute their constant terms at different cusps using results in Section 3, which will be used in the proof of Theorem 1.1.
In Section 5, our goal is to prove a control theorem (Corollary 5.10). When F = Q, it was proved by Hida [H2] . When F = Q, Wiles [Wil1] proved a control theorem for the space of one-variable ordinary Λ-adic Hilbert cusp forms, and Hida [H3] proved a theorem for the space of multivariable ordinary Λ-adic Hilbert cusp forms via a different approach. We follow Hida's argument to prove a theorem for the space of one-variable ordinary Λ-adic Hilbert modular forms. This seems to be known to experts; however, we have not found any mention of it in the literature.
In the last section, we prove Theorem 1.1 and Theorem 1.2.
1.1. Notation. Throughout this paper, we fix a totally real field F with d = [F : Q], and we let O F be the ring of integers of F . We write O F = O F ⊗ Z Z, where Z = p<∞ Z p . We denote by D the different of F and d F = N (D) the discriminant of F . Here N = N F/Q is the norm map from F to Q. We denote by h F = | Cl F | (resp. h + F = | Cl + F |) the class number of F (resp. the narrow class number of F ), where Cl F (resp. Cl + F ) is the ideal class group of F (resp. narrow ideal class group).
We fix a set I = {τ 1 , · · · , τ d } of distinct real embeddings of F into R. For any element f in F , by f ≫ 0, we mean that f is totally positive, i.e., τ i (f ) > 0 for all i = 1, . . . , d. For any subset A of F , we denote by A + the subset of totally positive elements in A, i.e., for any f in A, f ∈ A + if f ≫ 0. For each finite place v of F , we denote by F v the completion of F at v, O v its ring of integers, p v the maximal ideal of O pv , and ̟ pv a fixed uniformizer. We denote by q v the cardinality of the residue field O pv /̟ pv . Let val v be the normalized valuation such that val v (̟ pv ) = 1. Sometimes, we write ̟ pv as ̟ v , and val v as val pv for simplicity. In addition, we will omit v from p v , ̟ v , q v , and val v if there is no confusion.
Finally, we fix, once and for all, embeddings of Q in Q p and in C p .
Hilbert modular forms
In this section, we first review the definitions of classical Hilbert modular forms, adelic Hilbert modular forms and the Hecke action. We refer the reader to [Shi] for more details. Then we discuss the adelic formulation of cusps and the Hecke action on the set of cusps in the last subsection.
2.1. Classical Hilbert modular forms. Throughout this paper, we denote by H = {z ∈ C | im(z) > 0} the complex upper half plane. Let GL 2 (F ) + = {γ ∈ GL 2 (F ) | det γ ≫ 0} be the group of 2 × 2 matrices with totally positive determinant. Recall that τ 1 , . . . , τ d : F ֒→ R are fixed distinct real embeddings of F . Let b be a fractional ideal, and let n be an integral ideal of F . We are interested in the congruence subgroups Γ 0 (b, n), Γ 1 (b, n), and Γ 1 1 (b, n) which are defined by
Next we review the definition of classical Hilbert modular forms of parallel weight. Let χ 0 : (O F /n) × → C × be a character of finite order modulo n. This character induces a character on Γ 0 (b, n) by setting
For k ∈ Z ≥0 and γ ∈ GL 2 (F ) + , we define the slash operator as
where
Here
, and τ i (γ)z i is the Mobius action on the upper half plane for all i. A Hilbert modular form of level Γ 0 (b, n), (parallel) weight k and character χ 0 is a holomorphic function f :
for all α ∈ Γ 0 (b, n) and that is holomorphic at the cusps Γ 1 (b, n)\P 1 (F ). It follows from the definition that every Hilbert modular form f satisfies f (z) = f (z + a) for a ∈ b −1 . Hence one obtains the Fourier expansion
Note that when F = Q, the holomorphicity at cusps automatically holds by the Koecher Principle which asserts that if F = Q, then for all modular forms f , the Fourier coefficient c(µ, f ) is non-zero if and only if µ = 0 or µ ≫ 0.
Therefore, we have
A Hilbert modular form f is a cusp form if the constant term of f || k γ vanishes for all γ ∈ GL 2 (F ).
) the space of Hilbert modular forms (resp. cusp forms) of level Γ 0 (b, n), weight k and character χ 0 whose Fourier coefficients are all in R. One can also define Hilbert modular forms of level Γ 1 (b, n) or level Γ 1 1 (b, n) in the same way. We denote by
, and S k (Γ 1 1 (b, n); R) the corresponding spaces. For any commutative ring A, we define
2.2. Adelic Hilbert modular forms. Let A F be the adele ring of F , and let A F,f be the finite adele ring. For any finite place v of F and any integral ideal n of O F , we define
v will only be used in the proof of Corollary 2.10. Each character χ 0 of (O/n) × induces a character, also denoted by χ 0 , of K 0 (n) by setting
where d n denotes the n-part of d.
, and let χ 0 be a character of (O/n)
× . An adelic Hilbert modular form of weight k, level K 0 (n), and character χ 0 is a function f : GL 2 (A F ) → C such that the following properties hold:
(
Then f x is a holomorphic function for all x. An adelic Hilbert modular form f is called a cusp form if we have
for almost all g ∈ GL 2 (A F ).
We denote by M k (K 0 (n), χ 0 ; C) the space of adelic Hilbert modular forms of weight k, level K 0 (n), and character χ 0 and denote by S k (K 0 (n), χ 0 ; C) the subspace of cusp forms. It is known [Shi, §1] 
× . By strong approximation, the determinant map induces a bijection [Shi, §2] (2.4)
for all finite places v of F . Throughout this paper, we fix a set {t λ } λ=1,...,h + F of representatives of the narrow class group of F , where t λ ∈ A × F,f such that t λ is prime to n for λ = 1, . . . , h + F . Here we also denote by t λ the fractional ideal t λ O F . We set
Then by (2.4), we see that
λ=1 is a set of representatives of the double cosets
Again by (2.4), the equality (2.5) still holds if one removes δ from x λ for λ = 1, . . . , h + F . The reason we involve δ here is because it makes the computation in Section 3 simpler. The following proposition is well-known [Shi, §2] .
Proposition 2.2. Let the notation be as above. Then we have
and the map (2.6)
Moreover, the same assertion also holds for Γ 1 (t λ D, n) and K 1 (n).
The following proposition states the relationship between classical Hilbert modular forms and adelic Hilbert modular forms. See [Shi, §2] for a proof. Proposition 2.3. Let χ 0 be a character of (O/nO) × . If n is prime to D, then there exist isomorphisms of complex vector spaces
Remark 2.4. One can define the spaces of classical modular forms of level Γ 1 (bD, n) and adelic modular forms of level K 1 (n) in the same manner. The above discussion is also true by a similar argument.
From now on, we assume that n is prime to D. Recall that t 1 , . . . , t h + F are prime to n. Hence n is prime to t λ D for
). We know that each f λ admits a Fourier expansion, namely,
We call c(µ, f λ ) the unnormalized Fourier coefficients of f , and we define the normalized Fourier coefficients as follows. Each integral ideal m of F must be in one of the narrow ideal classes, say (t λ D) −1 for some λ ∈ 1, . . . , h
and the normalized constant terms are defined by
F are independent of the choice of u and of the choices of the t λ representing ideal classes of the narrow class group.
Let R = Z[χ 0 ] be an extension of Z containing of all values of χ 0 . We denote by M k (K 0 (n), χ 0 ; R) the subspace of M k (K 0 (n), χ 0 ; C) consisting all modular forms whose Fourier coefficients are in R, and let S k (K 0 (n), χ 0 ; R) be defined as in the same manner. For any R-algebra A, we define
We also define M k (K 1 (n); A) and S k (K 1 (n); A) in the same manner.
2.3. Hecke operators. Let K = K 0 (n) or K 1 (n). In this subsection, we follow [Shi] to define the Hecke operators S(p), p and T (p) on M k (K; C) for all prime ideals p of F .
For any prime ideal p of F , one has K ̟p 0 0 1
One can also define T ′ (m) for all integral ideals m in a similar manner. In this case, one will have a product of double cosets at places dividing m. See [Shi] for more information. If p ∤ n, we define
If p|n, we set S(p) · f = 0. For any integral ideal a, we put
It is known [H1, §3] that for any prime ideal p not dividing n, T (p) and S(p) satisfy
and it is known [Shi, (2.23) 
for all integral ideals a and m. Note that the definitions of T (p) and S(p) do not depend on the choice of the uniformizer ̟ p at each place. By Definition 2.1, we know that
Here u n = p|n u p is the n-part of u. By this and (2.3), if f ∈ M k (K 0 (n), χ 0 ; C) is a nonzero common eigenform of S(p) for all prime ideals p not dividing n, there is a unique narrow ray class character χ mod n with finite part χ 0 and infinite part χ ∞ = sgn k such that
For each narrow ray class character χ mod n, we denote by M k (n, χ; C) the space consisting of forms f such that f (αg) = χ(α)f (g) for all α ∈ A × F . Note that the relationship between χ and χ 0 is given by
for all a ∈ F × such that the fractional ideal (a) is prime to n. Moreover, the narrow ray class character χ is associated with a unique Hecke character χ : A × F → C × satisfying the following properties:
• χ is unramified outside n.
•
, where χ f is the finite part of χ.
Here v runs through all places of F .
Throughout this paper, we will denote by χ the narrow ray class character and the associated Hecke character for simplicity.
Definition 2.5.
(1) We say that a modular form f is an eigenform if f is an eigenvector for the Hecke operator
is an unit in O p . A normalized eigenform f is called p-ordinary if it is p-ordinary for all p|p.
We will write T (p) as U (p) if p divides the level. Let
n! be Hida's idempotent element. It was shown by Wiles [Wil1, p.537 ] that for all r ∈ Z >0 , e acts on M k (K 1 (np r ); Z p ) under the p-adic topology, and S k (K 1 (np r ); Z p ) is invariant under the action of e. We denote by M
; Z p ) the Hecke algebra (resp. cuspidal Hecke algebra) generated over Z p by the Hecke operators T (q) and S(q) for all prime ideals q of F . We write
; Z p ) in the same manner. We now review properties of Eisenstein series attached to pairs of narrow ray class characters of F . We refer the reader to [Shi, Proposition 3.4] for more details. Let χ 1 and χ 2 be primitive narrow ray class characters of conductors n 1 and n 2 , respectively, with associated signs q, r ∈ (Z/2Z) d satisfying
for some integer k ≥ 2. We view the characters χ 1 χ 2 and χ 1 χ −1 2 as characters modulo n = n 1 n 2 . Proposition 2.6 (Shimura) . Let the notation be as above. Assume that χ 1 is nontrivial. Then for all k ≥ 2, there exists an eigenform
for all nonzero integral ideals m of O F and (2.10)
otherwise.
is the L-function associated to the character χ of conductor n, which is defined as the memromorphic continuation of the L-series
which converges for Re(s) > 1. Moreover, we have
for all integral ideals m and
for all prime ideals p. Therefore, E k (χ 1 , χ 2 ) is a p-ordinary modular form if (n 2 , p) = 1.
2.4. Cusps of Hilbert modular varieties. There are two parts in this subsection. The first part gives an adelic description of the cusps of Hilbert modular varieties so that we can compute constant terms of Eisenstein series at all cusps. The second part defines the Hecke action on the set of cusps and computes the ordinary projection of the set of cusps, which will be used to formulate Theorem 1.1. We respectively denote by B, T , and N the subgroup of upper-triangular matrices, the subgroup of diagonal matrices, and the unipotent subgroup of GL 2 . We first review two decompositions of GL 2 for later use. Let p be a prime ideal of F . The first decomposition is the Iwasawa decomposition of GL 2 (F p ), which is given by
Let n be an integral ideal of F , and let v be a finite place of F . For simplicity, we set N v = val v (n). The second decomposition is as follows.
Lemma 2.7. Let the notation be as above. We have
for 0 ≤ i < N v and γ Nv = I 2 , the identity matrix.
Proof. We follow the argument in [Sch] . Given any
Recall that the set of the cusps for the Hilbert modular variety
F ) whose adelic description is as follows.
Lemma 2.8. Let the notation be as above. Then the map
is bijective. Here N (A F,f ) (resp. K 1 (n)) and GL 2 (F ) respectively act on GL 2 (A F,f ) × P 1 (F ) by left multiplying (resp. right multiplying) on GL 2 (A F,f ) and left multiplying on GL 2 (A F,f ) × P 1 (F ) diagonally. Recall that x λ was defined in Section 2.2.
Proof. We let Γ λ = Γ 1 (t λ D, n) for simplicity. Note that one can write
is the subgroup of GL 2 (F ) (resp. B(F )) consisting of all matrices with totally positive determinant. By (2.5), it is easy to see that the map (2.15) is surjective. To see the injectivity, we assume that Γ λ gB(F ) + and Γ λ g ′ B(F ) + map to the same coset for g, g ′ ∈ GL 2 (F )
λ , gβ)κ 1 . By strong approximation, we can write
Here the second equality is obtained by easy computation and the condition that kt λ δ ∈ O. We set γ = γ 1 γ 2 and κ = κ ′ 2 κ 1 . From (2.16), we see that the finite part γ f of γ and the infinite part γ ∞ of γ satisfy
The former implies that γ satisfies the congruence properties of Γ λ , and the latter implies that det γ is totally positive. Hence, γ ∈ Γ λ .
We will always view the set of cusps C n for K 1 (n) as the set of double cosets
In order to state remaining results in this section, we will next simplify the set C n . Since P 1 (F ) = GL 2 (F )/B(F ), we know that GL 2 (F ) acts on P 1 (F ) transitively, and the stabilizer of 1 0 is B(F ). Therefore, we have
By the Iwasawa decomposition (2.11), one can decompose GL 2 (A F,f ) as
and hence, we obtain the following equalities:
Here the last equality follows from the fact that B(
From now on, we will always view the set C n of cusps as the set of double cosets
Note that for any βg ∈ C n with β ∈ T (A F,f ) and g ∈ GL 2 ( O F ), by right multiplying an element in K 1 (n) if necessary, we may assume det g = 1. We say that two cusps c and c ′ are the same in C n , denoted by c ∼ c
For any subset C of C n , we take C * = {I [c] | c ∈ C} to be the set of indicator functions on C. The indicator function I [c] : C n → {0, 1} is defined by
The Hecke actions on C n and on C * n are defined as follows. Recall that for each prime ideal p, one has coset decompositions
for some γ i and β j in GL 2 (A F,f ). The operator T (p) acts on C n by
and acts on C * n by
for all prime ideals p. We also define the operator T * (p) that acts on C n by
This operator will only be used in the proof of Corollary 2.10. It is easy to see that the homomorphism
is an isomorphism of abelian groups which commutes with the T (p)-action on the left and the T * (p)-action on the right for all prime ideals p.
Now we consider two subsets of cusps for the congruence subgroup K 1 (np r ) for r ∈ Z >0 . Let
and val p (c) < r for some p|p be subsets of GL 2 (A F,f ), and let
and
be subsets of the set of double cosets C np r .
Theorem 2.9. Let the notation be as above. Assume that p is unramified in
for n ∈ N and for some p|p. We first recall that for each p|p, we have
We fix a prime ideal p of F such that p|p and val p (c) > 0. The following computation is at the place p which is sufficient since the action of the Hecke operator T (p) is trivial at all places other than p. For simplicity, we write ̟ p as ̟ and write val p as val. Then we have
Since val(c) > 0, we know that d and cu
By the Iwasawa decomposition (2.12), our formula for T (p) n · δ is the same as
One can write this as
As formal sums of double cosets, this equals
Thus the first assertion follows. For the second assertion, we claim that the element (2.18) is equivalent to
for all n ≥ r and note that the sequence of such elements converges to 0 under the p-adic topology as n → ∞. We write u = j + ̟ r s, where j = r−1
To prove the claim, it suffices to show that for
To find Y , it suffices to solve the equation
integrally, which is possible since cu + d ∈ O × p and since if two units are congruent modulo ̟ r then they differ by multiplication by an element of 1 + ̟ r O p . To find X, we solve the equation
It is easy to see that the solution is
For the last assertion, we consider the sequence 
Since T (p) · γ = δ∈C np r −Dr a c (T (p) · δ), it suffices to show two things: one is that T (p) n · δ is a constant times a single nonzero cusp in e · Z p [C np r ] and is not in D r for all n big enough. The other is that for all
.e., val p (c) = 0 for all p|p. We fix a prime p|p and write val p = val for simplicity. We first show that e · βg = 0 by explicitly computing T (p) n · βg for all n ≥ r. For each n ≥ r, right multiplying the matrix g by the matrix 1 ̟
By the Iwasawa decomposition (2.12), we have (2.20)
Since val(c) = 0 and val
are not equivalent for some p|p and for all n big enough. We now write
there exists a prime ideal p such that val p (c 1 ) = 0 = val p (c 2 ). It follows from the above computations (2.19), (2.20), and (2.21) that for all n ≥ r and for i = 1, 2, we have
Here the second equivalence is obtained by (2.13). By (2.13) again, we see that for i = 1, 2, we have
Since γ 1 and γ 2 are not equivalent, T (p) n · γ 1 and T (p) n · γ 2 are also not equivalent for all n ≥ r.
Corollary 2.10. Let the notation and the assumption as in Theorem 2.9. Then we have
Proof. By (2.17), to show the assertion, it is equivalent to show that
where e * = lim n→∞ p|p T * (p) n! . We first observe the relationship between the action of e and the action of e * on Z p [C np r ]. Note that
We will also view τ p as an element in GL 2 (A F,f ) whose entries at finite places of F other than p are identity matrices. The operator ι is the standard involution on GL 2 defined as a b
, where I 2 is the identity matrix in GL 2 . It follows from this applied to A = (
for all c ∈ C np r . Here for an element γ ∈ GL 2 (A F,f ), γ · c is defined as cγ for all c ∈ C np r . It is easy to see
for all positive integers n. This yields
Recall that the group K 1 v (np r ) was defined in Section 2.2. Then we have τ
Note that in the proof of Theorem 2.9, when we showed two cusps are equivalent by multiplying by matrices in K 1 (n), those matrices are always in K 1 1 (n). Therefore, by the same argument as in Theorem 2.9, we have
If 0 < s < r, by a similar computation we again have τ p · δ ∈ D r . Thus we see that
To sum up, we have shown that
where n(x) = ( 1 x 0 1 ) for all x ∈ A F , which is well-defined as f is left GL 2 (F )-invariant. Moreover, it does not depend on the choice of the representatives of C n . To see this, we observe that for any β = a b 0 d ∈ B(F ), n(t) ∈ N (A F,f ), and κ ∈ K 1 (n), by substitution and the fact that f is right K 1 (n)-invariant, we have
Here the last equality is obtained by the assumption that a, d ∈ F and that |d/a| A = v |b/a| v = 1, where v runs through all places of F .
Lemma 2.11. Let the notation be as above. Then the map C 0 commutes with the Hecke actions.
Proof. By the same argument as in [DS, Lemma 5.5 .1], there exists a set of elements {γ i } in GL 2 (A F,f ) such that
for all prime ideals p of F . Then we have
Thus, the assertion follows.
Automorphic forms
The main goal of this section is to construct the Eisenstein series in Proposition 2.6 as automorphic forms and to compute their constant terms at different cusps. Throughout this section, we fix an additive character where [x] p is the fractional part of x for x ∈ Q p . Here v runs through all places of F . We also fix a pair of primitive narrow ray class characters χ = (χ 1 , χ 2 ) of conductor n 1 and n 2 , respectively. Let n = n 1 n 2 . For our application in Section 6, we assume that n is prime to D. Note that everything in this section can be done without this assumption.
For i = 1, 2, we write n i = p|ni p ep,i , and the finite part χ i,f of χ i can be decomposed as
We also denote by χ i = v χ i,v their corresponding Hecke characters. Here v runs through all places of F .
3.1. Preliminaries. Throughout this subsection, We fix a finite place v of F . For simplicity, we will omit v from ψ v , p v , ̟ v , q v , and val v . We will denote by k the residue field of O v .
3.1.1. Local integrals. In Section 3.4, we will construct Eisenstein series adelically and compute their constant terms at different cusps. This involves to computing local integrals. In this subsection, we compute some local integrals as background for Section 3.4. We say that the additive character ψ is of conductor ̟ −r if r is the smallest positive integer such that ψ(̟ −r O v ) = 1 or equivalently, r is the smallest positive integer such that val(u) . We denote by dx be the normalized additive Haar measure such that the volume of O v is 1.
Proposition 3.1. Let the notation be as above. Then we have
(4) Let the notation be as in (3). Then we have
(1) By decomposing O × v as u∈k × u + ̟O v and by substitution, we have
(2) By substitution, we have
Thus the assertion follows from the first assertion. Now, we suppose that
for some positive integer n > r. Then the conductor of ψ u is ̟ n−r , and hence, we have
Since ψ u is a nontrivial character of O v /̟ n−r O v , we have y∈Ov/̟ n−r Ov ψ u (−y) = 0, from which it follows that Ov ψ u (−x)dx = 0. (4) The assertion follows from the substitution that x = ̟ k y for y ∈ O v and the third assertion.
3.1.2. Local epsilon factors and character sums. Local epsilon factors and character sums show up naturally in the construction of Eisenstein series. In this subsection, we review the definition of local epsilon factors and their properties. The main reference for this topic is Tate's thesis [Cas-Fro] . In addition, we will review properties of character sums for later use. Let the notation be as in the previous subsection. Let θ be a character of F × v . If θ is unramified then the local epsilon factor ε(s, θ, ψ) is defined to be 1. If θ is ramified, then ε(s, θ, ψ) is defined as [Tate] ε(s, θ, ψ) =
This integral converges absolutely when re(s) > 3/2 and has analytic continuation to all s without having any zeros [B, Proposition 3.1.9] . For a positive integer n, we put
Assume that θ is a ramified primitive character of conductor ̟ e . We set
Note that the definition of τ (θ) does not depends on the choice of representatives x. This follows from an observation that
for all x ∈ U (e) . One can use the following lemma to write local epsilon factors as character sums. This will be addressed in Lemma 3.4.
Lemma 3.2. Let the notation be as above. Assume that the character θ is ramified of conductor ̟ e . Then we have
For a proof, see [H2, p. 259] . Let θ 1 and θ 2 be two ramified primitive characters of F × v of conductor p e1 and p e2 , respectively. We set
for a ∈ O v and k ≥ max{e 1 , e 2 } ∈ Z >0 . It is easy to see that
In order to simplify the proof of Lemma 3.4, we will sometimes view the character θ 2 as a character of
Lemma 3.3. Let the notation be as above. Then we have
Proof. The assertion is well-known for Dirichlet characters. We repeat the proof for the reader's convenience. If
Now we assume that val(x) = g > 0 and write
It is easy to see that
If e 2 ≥ g, then we have
We claim that
Since θ 2 is primitive, s∈S θ 2 (s) = 0. Therefore, we have
This completes the proof.
Lemma 3.4. Let the notation be as above.
Assume that both θ 1 and θ 2 are ramified, and assume that e 1 = e 2 . Let ̟ s be the conductor of θ
1 θ 2 ). (4) Assume that both θ 1 and θ 2 are ramified. If e 1 = e 2 , then we have
Proof.
(1) Note that
Then the assertion follows from Lemma 3.2.
(2) We have
By Lemma 3.3, we have
for all x ∈ U (e2) . Thus, we have
The last equality holds since when y = 1 the second sum is N Fv /Qp (p e2 ) and when y = 1 then second sum is 0. (3) For a proof, see [Jun, Theorem 2.5] . (4) Since the first and the second cases are equivalent, we only deal with the first case. Assume that e 1 > e 2 .
Then we have
The next lemma will be used in the proof of Lemma 3.10.
Lemma 3.5. Let the notation be as above.
(1) If e 1 > e 2 , then we have
(2) If e 1 = e 2 , then we have
for all positive integers k ≥ e 1 .
Proof. Since the computations for both assertions are essentially the same, we will only prove the first assertion.
Assume that e 1 > e 2 > 0. Then we have
Note that the second equality is obtained by letting y = 1 + ̟ e2 z and by the observation that
3.2. Non-archimedean sections. Let the notation be as in the previous subsection. Sometimes we write 
where N = e p,1 + e p,2 , and γ i is
if 0 ≤ i ≤ N − 1 and is the identity matrix if i = N . This decomposition will be used constantly in this subsection. We now recall the definition of f χ,s,v . The section f χ,s,v is the unique function on GL 2 (F v ) satisfying (3.1) and the following properties:
Note that the factor χ 1,v (̟ −ep,2 ) in the last condition makes f χ,s,v be independent of the choice of a uniformizer.
The following lemma is known [Sch, Proposition 2.1.2].
Lemma 3.6. Let f χ,s,v be defined as above.
(1) If χ 1,v and χ 2,v are ramified, then
(2) If χ 1,v is unramified and χ 2,v is ramified, then
(3) If χ 1,v is ramified and χ 2,v is unramified, then
(4) If χ 1,v and χ 2,v are unramified, then
Proof. Since the arguments for the four assertions are basically the same, we only give a proof of the last assertion here. Assume that both χ 1,v and χ 2,v are unramified. Note that we have
by the Iwasawa decomposition and by (2.13), we have 1 0
. This integral converges absolutely when re(s) > 0 and has meromorphic continuation to all s aside from a pole at
converges absolutely when re(s) > 1/2 and has analytic continuation to all of C [B, loc. cit.] . In what follows, we first assume that re(s) is big enough so that the above integrals converge absolutely for all β ∈ F , and the lemmas then follow by meromorphic continuation.
We now compute f χ,s,v 0 −1 1 0
( 1 n 0 1 ) , which will be used in the proof of Lemma 3.8 and the proof of Lemma 3.9. By the Iwasawa decomposition and Lemma 2.7, we obtain 0 −1 1 0
By Lemma 3.6, we see that for n ∈ O p , we have
By Lemma 3.6, (3.8) implies that
if e p,2 = 0 and val v (n −1 ) ≥ e p,2 0 otherwise.
Lemma 3.8. Let the notation be as above.
(1) If χ 1,v and χ 2,v are unramified, then
Proof. By (3.6) and the definition of
(1) Suppose that χ 1,v and χ 2,v are unramified. By (3.7), we see that
and by (3.9), we have
Hence, by (3.10), We have
2) Suppose that χ 1 is ramified and χ 2 is unramified. By (3.7), we know that
Thus the assertion follows from (3.10). (3) If χ 1,v is unramified and χ 2,v is ramified, then by (3.7), we know that
It follows from (3.10) that we have
The last integral is 0 since the character χ 2,v is not trivial on O × p . If χ 1,v and χ 2,v are ramified, then similarly by (3.7) and (3.9), we have
The last equality is again obtained by the assumption that χ 2,v is ramified.
Recall that at the beginning of this section, we fixed an additive character ψ v for each finite place v of F . Also, recall that the local epsilon factor ε v (s, χ −1 2,v , ψ v ) was defined in Section 3.1.2. Since we assume that n 2 and D are coprime, by Lemma 3.2 we have
(1) Assume that the conductor of ψ v is ̟ −r for some r ∈ Z ≥0 , and assume that χ 1,v and χ 2,v are unramified. Then
if val(β) = 0; otherwise, the integral is 0.
Proof. Similarly to the proof of Lemma 3.8, we have to compute two integrals for each case. One is
The other is (3.12)
(1) Assume that both χ 1,v and χ 2,v are unramified. By (3.7), we know that (3.11) is γ v (β) which is 1 if val v (β) ≥ −r and is 0 otherwise (Lemma 3.1(3)). By (3.9), we see that (3.12) equals
Again by Lemma 3.1(3), we know that the integral
is 0. Similarly, by Lemma 3.1(4), the integral ̟Op
it is 0. Note that since k is a positive integer, the above two integrals are 0 if val v (β) + r < 0. In such cases, we have seen that (3.12) is 0. Moreover, if val v (β) + r = 0, then the first integral is 0 and the second integral is q −1 . In such a case, we have shown that (3.12) is
Now we assume that val v (β) + r > 0. Then the first integral is 1 if k ≤ val v (β) + r; otherwise, it is 0, and the second integral is q −1 if k ≤ val v (β) + r + 1; otherwise, it is 0. Thus, we see that (3.12) equals
To sum up, we have shown that if val v (β) > −r, then we have
Here the equality ( * ) was obtained by direct computation. Moreover, when val v (β) = −r, we have shown that
and if val v (β) < −r, then the integral is 0.
(2) Assume that χ 1,v is ramified and χ 2,v us unramified. It follows from (3.7) that (3.11) is γ v (β). In addition, it follows from (3.9) that (3.12) is 0. This completes the proof of the second assertion. (3) Assume that χ 1,v is unramified and χ 2,v is ramified. It follows from (3.7) that (3.11) is 0, and it follows from (3.9) that (3.12) equals
By Lemma 3.2, we know that the above integral is 0 if k = val v (β), which is always true if val v (β) < 0 since k is a non-negative integer. We now assume that val v (β) ≥ 0. Then (3.12) equals
. if val(β) ≥ 0; otherwise, the integral is 0. Note that the second equality holds since χ − 1, v is unramified. (4) Assume that both χ 1,v and χ 2,v are ramified. It follows from (3.7) that (3.11) is 0, and it follows from (3.9) that (3.12) equals
2,v , ψ v ). By Lemma 3.2, the last equality holds if val(β) = 0; otherwise, the integral is 0.
We now compute f χ,s,v
for i ∈ Z ≥0 and n ∈ F v , which will be used in the proof of Lemma 3.10. First of all, we have (3.13) 0 −1 1 0
When i = 0, by Lemma 2.7 for n ∈ O v and by (2.12) for n ∈ F v − O v , we have (3.14)
for some κ ∈ K 1,v (n). Thus, for n ∈ O v , by Lemma 3.6, we have
In the proof of Lemma 3.10, we will always evaluate f χ,s,v
by Lemma 3.6.
Lemma 3.10. Let i < e p,1 + e p,2 be a non-negative integer, and let M v,s,i :
(1) Suppose one of the following conditions holds (a) χ 1,v is unramified, χ 2,v is ramified, and 0 < i < e p,2 .
(b) χ 1,v is ramified, χ 2,v is unramified, and 0 ≤ i < e p,1 .
( 
(3.3) If e p,1 = e p,2 and if t = e p,1 , then
(3.4) If e p,1 = e p,2 and if 1 ≤ t < e p,1 , then
(3.5) If e p,1 = e p,2 and if t = 0, then
(1) We have shown in Lemma 3.7 
by the definition of f χ,s,v . Then the assertion follows from the same argument as in Lemma 3.6. (2) Assume that χ 1,v is unramified and χ 2,v is ramified. We decompose M v,s,0 into two integrals. The first one is an integral over O p :
By (3.13), it equals
Since
Note that the first equality is obtained by Lemma 2.7, and the second equality is obtained by the definition of f χ,s,v . The second integral is over F p − O p :
It follows from (3.13) that the integral equals
Note that the first equality is obtained by (2.12). Since val(n −1 (n + 1)) = 0 and since χ 2,v is ramified, we know that f χ,s,v It follows from (3.16) that the integral equals (3.17)
Note that under our assumption of χ 1,v and χ 2,v , we know from Lemma 3.6 that When e p,1 > e p,2 , it follows from (3.18) that (3.17) equals
By Lemma 3.5, we have
This proves the assertion (3.1). When e p,2 > e p,1 , it follows from (3.18) that (3.17) equals
Note that the first equality is obtained by Lemma 3.6 and the last equality is obtained by Lemma 3.5. This proves the assertion (3.2). Now we assume that e p,1 = e p,2 . It follows from (3.18) that (3.17) equals
We will compute this integral by separating it into two parts. One part is when k = e p,1 and the other one is when k ≥ e p,1 + 1. When k = e p,1 , we have
By Lemma 3.5, we know that
When k ≥ e p,1 + 1, we have
To sum up, we have shown that if e p,1 = e p,2 , then 
for all k ≥ e p,1 and
Thus the assertion (3.3) follows. Similarly, the assertions (3.4) and (3.5) follow from Lemma 2.3 and Lemma 2.4 in [Jun] . This completes the proof.
Archimedean sections.
We define an infinite section f s,∞ :
for a 1 , a 2 ∈ R and k θ ∈ SO 2 (R). Here j(k θ , i) is the automorphic factor. Equivalently, one can define f s,∞ by
for g ∈ GL 2 (R). Recall that for β ∈ F and g ∈ GL 2 (R), the integral
converges absolutely when re(s) is big enough and has analytic continuation for all s. Now, we assume that re(s) is big enough so that the above integral converges absolutely. For the proof of Lemma 3.11, we will first prove the assertions when re(s) is big enough and obtain the result for all s by analytic continuation.
Lemma 3.11. For z = x + iy, we set g z = (
where ω(z; a, b) is defined by
for z ∈ C with re z > 0, and a, b ∈ C, which is a holomorphic function on H × C 2 [H2, p. 288] . Here Γ(z) is the Gamma function for z ∈ C and H is the complex upper half plane. In particular, by taking s → 1−k 2 , we obtain
Proof. Since the measure dn is additive, we have
Then the first assertion follows from the lemma below. For the second assertion, when β = 0, the assertion follows from the observation that
When β = 0, the assertion follows from direct computation and the fact [H2, p. 288 ] that ω(z; 1, α) = 1.
Lemma 3.12. For any α, β ∈ C and h, y ∈ R, we have
For a proof, see [H2, §9.2 Lemma 3].
3.4. More on Eisenstein series. Recall that we fix two primitive narrow ray class characters χ 1 and χ 2 of conductor n 1 and n 2 , respectively, which satisfy the same conditions as those in Proposition 2.6. Also, recall that we write n 1 n 2 = n and assume that it is coprime to the ideal generated by t λ D. The Eisenstein series associated to the section
for all g = (g v ) v ∈ GL 2 (A F ), which converges absolutely when re(s) > 1/2 [B, Proposition 3.7.2] . Recall that for a narrow ray class character χ, the L-function L(s, χ) was defined in Proposition 2.6. The partial L-function L n (s,
The normalized Eisenstein series L n (2s + 1, χ 1 χ −1
2 )E(f χ,s , g) has meromorphic continuation to all s except that it has a pole at s = 
can only possibility have a pole at s = 1 2 as well. The classical Eisenstein series
, where C ∞ (k) was defined in Lemma 3.11. In the remainder of this section, we will assume that re(s) > 1/2. The Fourier expansion of E(f χ,s , g z g) is given by [B, §3.7 
where c β (E(f χ,s (g z γ))) is defined as
Here dn = ⊗ v dn p is the self-dual Haar measure defined as follows. For each finite place p, dn p is the normalized Haar measure such that the volume of O p is 1, and for the infinite place the Haar measure dn ∞ is normalized such that the volume of R/Z is 1. The number c 0 (E(f χ,s , g z g)) is called the constant term of E(f χ,s , g z g) at the cusp g. Recall that the Bruhat decomposition for GL 2 (F ) is
which implies that
Thus, one can simplify the integral (3.19) as 
Again by Lemma 3.11, one obtains
To sum up, we have seen that the β-th Fourier coefficient
and the constant term c 0 (E k (χ 1 , χ 2 )(z, g)) is given by
Note that when β = 0, the above local integrals are M v f χ,s,v (g), as defined in Section 3.2.
Now we compute the Fourier coefficient at the cusp x , where the element δ ∈ A F,f such that δO F = D was defined in Section 3.2. Note that all of the Fourier coefficients in Proposition 3.13 are unnormalized. One can multiply N (t λ D) −k/2 to obtain the normalized Fourier coefficients.
Proposition 3.13. Let the notation be as above. Suppose that χ 1 and χ 2 satisfy the assumption in Proposition 2.6. Then we have
2 ) if n 2 = 1, 0 otherwise for λ = 1, . . . , h + . Moreover, for any integral ideal m of F , we have
) is the same as the Eisenstein series in Proposition 2.6.
Proof. We first compute c 0 (E k (χ 1 , χ 2 )(z, x −1 λ )). Under the assumption in Proposition 2.6, we know that the infinite part of
2 ) is zero. Thus, we only have to compute the second term in (3.21) . If n 2 = 1, it is 0 by Lemma 3.8(3). Now we suppose that n 2 = 1. By Lemma 3.7, Lemma 3.8, and the uniqueness of meromorphic continuation of L-functions, we obtain v<∞ Fv
Thus the first assertion follows from (3.21). Moreover, we see that the constant term of
Next, we claim that E k (χ 1 , χ 2 )(z, g) coincides with the Eisenstein series in Proposition 2.6. To do so, it remains to show
where β ∈ F + satisfies p α = (t λ δ) −1 βO F for all prime ideals p and α ∈ Z >0 , since Eisenstein series are eigenforms and the Hecke algebra is generated by T (p α ) for all prime ideals p and for all positive integers α. Note that once we prove the claim, we obtain (3.22) by Proposition 2.6.
We first observe that for p|n 1 n 2 , we have
−1 βO F and t λ δ is prime n 1 n 2 . If p|n 1 and p|n 2 , then we have val p (β) > 0 by (3.23) . It follows form Lemma 3.9 (4) that 
which by (3.20) , implies that we have
Note that the second equality is obtained by the product formula for Hecke characters that v χ 2,v (−β) = 1 and the assumption that p ∤ n 1 . If p|n 1 and p ∤ n 2 , then by Lemma 3.9 and (3.23), we have
By (3.20), we obtain
Finally, we assume that p ∤ n 1 n 2 . It follows from p α = (t λ δ) −1 βO F that we have
By Lemma 3.9 and (3.24) , we have
By (3.20) , we have
Recall that we denote by χ i,f the finite part of χ i for i = 1, 2. We will write n i = n
and m i = p| gcd(n1,n2) p ep,i for i = 1, 2. We will compute the constant term c 0 (
. By right multiplying some element in K 1 (n), we may assume det g = 1. Moreover, since K 1,v (n) = GL 2 (O v ) for v ∤ n 1 n 2 , we may assume further that g v is the identity matrix for v ∤ n 1 n 2 .
Proposition 3.14. Let the notation and the assumption be as above. We set c = (c v ) v and d = (d v ) v . Also, we set c n2 (resp. d n1 ) be the n 2 -part of c (resp. n 1 -part of d). Assume further that the following conditions hold
where M v,s,ep,1 was defined in Lemma 3.10. Here χ 1,f (d n1 ) and χ 2,f (c n2 m −1 1 ) are respectively defined by the isomor-
Otherwise, if one of the above conditions does not hold, then the constant term is 0.
Proof. By the same computation as in Proposition 3.13, we know that c 0 (E k 
For finite places v ∤ n 1 n 2 , we have 
For finite places v|n
For finite places v| gcd(n 1 , n 2 ), since val c (c v ) = e p,1 , by Lemma 2.7, one can decompose g v as
by Lemma 3.10. Finally, to finish the proof, we note that
3.5. More on the constant terms of Eisenstein series. In the previous section, we constructed Eisenstein series adelically and computed their constant terms at different cusps. Indeed, this can be done in the classical setting. When F = Q, this is well-known (see [Ohta2] for example). When F = Q, this has been done by T. Ozawa [Oz] . In this section, we discuss how Proposition 3.14 is related to the result obtained from the classical approach when F = Q. When F = Q, it will be addressed in Remark 3.16. In the remainder of this section, we assume that F = Q. Let the notation be as in the previous section. We now recall the result of [Ohta2] . Let χ 1 and χ 2 be primitive Dirichlet characters of conductor N 1 and N 2 , respectively. For simplicity, we will write N = N 1 N 2 . Recall that for i = 1, 2, we decompose N i as N i = p|Ni p ep,i for some e p,i ∈ Z >0 . Also, we decompose χ i as
Assume that χ 1 is a nontrivial character. For k ≥ 2, the constant term of E k (χ 1 , χ 2 ) at the cusp g = a b c d ∈ SL 2 (Z) is 0 if N 1 does not divide c. If N 1 | c, then it is given by (3.25) 1 2
On the adelic side, by Definition 2.1, we have to find the constant term of E k (χ 1 , χ 2 ) at the cusp g = a b c d
It is easy to see that if one of the conditions in Proposition 3.14 does not hold, then the results obtained on both classical side and adelic side are all 0. Now we assume that g satisfies the conditions in Proposition 3.14. Then one can rewrite the result of Proposition 3.14 as
Therefore, the main idea to see Proposition 3.14 coincides with (3.25) is to show
To simplify our computation, we will only deal with two cases: (1) N 1 and N 2 are coprime, (2) N 1 and N 2 are prime powers whose prime divisors are the same. The argument for general cases is more complicated but based on those two cases.
To simplify the result on adelic side, we first prove the following lemma.
Lemma 3.15. Let the notation be as above. Then we have
Proof. By Lemma 3.4, we have
Here the last equality is obtained by the property of Gauss sums that if θ 1 and θ 2 are primitive Dirichlet characters whose conductors are coprime, then we have
Case 1: Assume that N 1 and N 2 are coprime. one can simplify (3.25) as
On the other hand, one can simplify Proposition 3.14 as
By Lemma 3.15, we see that (3.26) and (3.27 ) are equal. Case 2: We assume that N 1 = p e1 and N 2 = p e2 for some e 1 , e 2 > 0. Since the computation for the case e 1 > e 2 is essentially the same as the computations for the cases e 1 < e 2 and e 1 = e 2 , we will only work on the case e 1 > e 2 . In this case, one can simplify (3.25) as 1 2
On the adelic side, one can rewrite the result of Proposition 3.14 as
By Lemma 3.15 and Lemma 3.4, we again see that the result on the adelic side coincides with (3.25) . 
On the adelic side, by Definition 2.1, we have to find the constant term of
λ SL 2 (A Q,f ). Then one can rewrite the result of Proposition 3.14 as 1
Thus, to check Proposition 3.14 coincides with Ozawa's result [Oz] , it suffices to check
which is similar to the case F = Q but more complicated.
Λ-adic modular forms
4.1. Definitions. Let p be an odd prime, and let u = (1 + p)
u for all p-power roots of unity ζ. For any integral ideal a of F prime to p, we have
for some α ∈ µ p−1 and s(a) ∈ Z p . Here ω is the Teichmüller character and · is the projection Z
For simplicity, we put ω(a) = ω (N (a) ) for all ideals a of F prime to p. For each narrow ray class character χ modulo n or np, we associate a homomorphism,
as follows. For each ideal a prime to np, χ(a) is defined to be χ(a)(1 + T ) s(a) , where s(a) ∈ Z p is defined as in (4.1). We extend the character χ to a character of Cl + F by setting χ(a) = 0, and hence, χ(a) = 0 if a is not prime to np. Recall that I m is the set of fractional ideals of F relatively prime to m.
Let µ p ∞ be the group of all p-power roots of unity, and let µ p ∞ be the group of all characters of µ p ∞ with values in C. Let O ∞ ⊂ C p be a complete valuation ring containing µ p ∞ and all values of narrow ray class characters of modulo np. We put Λ = O ∞ [[T ] ]. For each integer k and for each ζ ∈ µ p ∞ , we define two evaluation maps
, which was the notation used in Ohta's papers. For simplicity, we will write ρ( N (a) ) as ρ(a) for all a ∈ I p . Let (1) Let n be an integral ideal of O F . A Λ-adic modular form F over F of level np is a set of elements of Λ
with the property that for all but finitely many v k,ζ with (k, ζ) ∈ X, there is an adelic modular form f of weight k and level np r such that for each integral ideal a of F , the normalized a-th Fourier coefficient satisfies C(a, f ) = v k,ζ (C(a, F )) and constant terms satisfy
(2) A Λ-adic form is said to be a cusp form if v k,ζ (F ) is a cusp form for almost all (k, ζ) ∈ X. (3) Let χ be a narrow ray class character modulo np. We say that F is of character χ if v k,ζ (F ) has character χω 2−k ρ ζ for almost all (k, ζ) ∈ X.
We denote by M (n, χ; Λ) and S(n, χ; Λ) the space of Λ-adic modular forms and the space of Λ-adic cusp forms of level n and character χ, respectively.
One can define Λ-adic modular forms and Λ-adic cusp forms with respect to the specialization v ′ k,ζ in the same manner. Under this definition, we say that a Λ-adic modular form F is of character χ if v ′ k,ζ (F ) is of character χω −k ρ. We denote by M ′ (n, χ; Λ) and S ′ (n, χ; Λ) the corresponding spaces of Λ-adic modular forms and Λ-adic cusp forms, respectively.
The reason we mention different specializations is because different places in the literature, people use different specializations. For example, in [H2] and [H3] , Hida used the specialization v ′ k,ζ , while Wiles used the specialization v k,ζ in [Wil1] and [Wil2] . Indeed, these specializations are equivalent, which will be addressed in the following lemma.
Lemma 4.2. We have an isomorphism of Λ-modules
Proof. The assertion is well-known. Given any
which, by the definition of M ′ (n, χ; Λ), is an adelic modular form of level np r and character χω 2−k ρ for almost all (k, ζ) ∈ X. Therefore, F (T ) is in M (n, χ; Λ), and clearly this provides a bijection. Remark 4.3. In this paper, we usually consider the space M (n, χ; Λ). We will only use M ′ (n, χ; Λ) in Section 5, where we will prove a control theorem for M ′ (n, χ; Λ) for an arbitrary narrow ray class character χ modulo np and then deduce a control theorem for M (n, χ; Λ) from Lemma 4.2.
Note that the Hecke action on the space of adelic modular forms induces an actions on the space of Λ-adic modular forms. Indeed, Hecke actions commute with specialization map v k,ζ and v ′ k,ζ . For details, we refer the reader to [Wil1] . Thus the Hida idempotent element e acts on M (n, χ; Λ) (resp. M ′ (n, χ; Λ)) and preserves the subspace S(n, χ; Λ) (resp S ′ (n, χ; Λ)). We define M ord (n, χ; Λ) = e · M (n, χ; Λ) and define S ord (n, χ; Λ), M ′ ord (n, χ; Λ), and S ′ ord (n, χ; Λ) in the same manner. We denote by H ord (n, χ, Λ) ⊂ End Λ (M ord (n, χ; Λ)) (resp. h ord (n, χ; Λ) ⊂ End Λ (S ord (n, χ; Λ)) the Hecke algebra (resp. cuspidal Hecke algebra) generated over Λ by Hecke operators T (p) for all prime ideals p and S(q) for all prime ideals q not dividing np.
Note that the isomoiphism in Lemma 4.2 is Hecke-equivariant since specialization maps commute with Hecke operators and since for each F ∈ M (n, χ; Λ), if F ′ is the image of F under the isomorphism, we have
4.2. Λ-adic Eisenstein series. Eisenstein series provide interesting examples of Λ-adic modular forms. We recall their construction in this subsection.
Let χ be an narrow ideal class character of conductor n or np. We assume that χ is even and is not of type W in the sense of [Wil2] , i.e., F χ is not contained in F ∞ . Let L p (s, χ) be the Deligne-Ribet p-adic L-function (see [DR] for the definition). It satisfies interpolation property that
for positive integers k. Moreover, there exist relatively prime G χ (T ) and
For simplicity, we will write G(T ) = G χ (T ) and H(T ) = H χ (T ) when χ is a trivial character. By [DR] , we know that
Let χ 1 and χ 2 be narrow ideal class characters of conductor n 1 and n 2 , respectively. We will always assume that χ 1 is nontrivial. Recall that the infinite part of χ 1 (resp. χ 2 ) is sgn q (resp. sgn Proposition 4.4. Let the notation be as above. Assume that n 1 n 2 = n or np for some integral ideal n prime to p, and assume that q + r ≡ (0, . . . , 0)(mod 2Z d ). Then there exists a Λ-adic Eisenstein series
Proof. We define E(χ 1 , χ 2 ) by setting
if χ 2 is a trivial character and otherwise, setting
Recall that for any integral ideal a of O F , we have χ 1 (a) = χ 1 (a)(1 + T ) s(a) , where the number s(a) ∈ Z p is defined by (4.1). Therefore, we have
Thus we obtain
for all integral ideals m of O F prime to np. The equality
for λ = 1, . . . , h + F follows from the interpolation property of the p-adic L-function. The second assertion follows from the fact that for each prime ideal p we have
For simplicity, we set G χ1χ
2 ω 2 (u 2 (T + 1) − 1) and write it as G(T ) if (χ 1 , χ 2 ) = (ω −2 , 1) . We will also write H χ (T ) and H(T ) in the same manner. Now we fix an odd rational prime p unramified in F and fix an integral ideal n of F prime to D. As in Proposition 3.14, we write n i = n ′ i × m i for i = 1, 2. Also, we write the conductor of χ −1 1 χ 2 as n ′ 1 n ′ 2 m for some integral ideal m of F . Proposition 4.5. Let the notation be as in Proposition 3.14. Assume that the assumption in Proposition 4.4 holds, and assume that (n 2 , p) = 1. Then the constant term of E(χ 1 , χ 2 ) at the cusp x −1
if g satisfies the three conditions in Proposition 3.14. Here C is a p-adic unit in a finite cyclotomic extension over Q p only depending χ 1 and χ 2 , and s(
) and s(q) are defined by (4.1).
Proof. It follows from Proposition 3.14 that for k ≥ 2, the constant term of
q|n,q∤cond(χ1χ
where C 1 is a p-adic unit in a finite cyclotomic extension of Q p which only depends on χ 1 and χ 2 . It is easy to see
) and that v k,1 (χ 1 )(a) is a p-adic unit times χ 1 ω 2−k (a) for all integral ideals a prime to np. Moreover,we have
To complete the proof, it remains to show that v|n2 ε v (2 − k, χ −1 2,v , ψ v ) and v| gcd(n1,n2)
are also p-adic units in a finite cyclotomic extension over Q p , which only depend on χ 1 and χ 2 . This follows from Lemma 3.4(1) and (2), and the assumption that n 2 is prime to p. Definition 4.6. Let the notation be as above. Assume that n 1 n 2 = np or n.
(1) The Eisenstein ideal I(χ 1 , χ 2 ) associated with the pair of characters (χ 1 , χ 2 ) is defined as the annihilator of E(χ 1 , χ 2 ) in H ord (n, χ 1 χ 2 ; Λ). We define M(χ 1 , χ 2 ) = (I(χ 1 , χ 2 ), P, T ) to be the maximal ideal of H ord (n, χ 1 χ 2 ; Λ) containing I(χ 1 , χ 2 ), where P is the maximal ideal of O ∞ . We denote by I(χ 1 , χ 2 ) (resp. m(χ 1 , χ 2 )) the image of I(χ 1 , χ 2 ) (resp. M(χ 1 , χ 2 )) in the cuspidal Hecke algebra h ord (n, χ 1 χ 2 ; Λ). (2) We say that a pair of narrow ideal class characters (χ 1 , χ 2 ) is not exceptional if the maximal ideal M(χ 1 , χ 2 ) does not contain any Eisenstein ideal other than I(χ 1 , χ 2 ).
2 ) be two pairs of narrow ray class characters of conductor n i and n
2 ) are the same modulo (P, T ) for all prime ideals q of O F if and only if
2 (p) ≡ 1 mod P for all p|p. If we assume further that p ∤ φ(N (n))h F , then the eigenvalues of T (q) of E(χ 1 , χ 2 ) and E(χ 2 (p) = 1 for all p|p. Proof. We follow the argument in [Ohta2, Lemma 1.4.9] . For any prime ideal q not dividing np, we have
Since N (q) ≡ ω(q) mod P, we have
Thus by Artins lemma on the linear independence of characters, we have
Next, we note that one can view all characters as narrow ray class characters modulo np. Since the narrow ray class number h
] is unramified over Q p . Therefore, by the Teichmüller lifting, we know that
To complete the proof, we recall that for all prime ideals p dividing p, the T (p)-eigenvalues of E(χ 1 , χ 2 ) (resp. E(χ
Hilbert modular varieties
Let n be a nonzero integral ideal in O F . We set
In this section, we briefly review moduli problems with different level structures and their compactifications. Then we review the definition of p-adic modular forms. The main goal in this section is to prove a control theorem (Corollary 5.10) which is a key result in proving Lemma 6.1.
5.1.
Moduli problems with level structures. In this subsection, we review moduli problems with different level structures. We refer the reader to [H3] and [Gor] for more information. For simplicity, we denote by O = O F the ring of integers of F . Recall that an abelian scheme A with real multiplication (RM) by O over a base scheme S is a proper smooth geometrically irreducible group scheme over S together with an injection ι : O ֒→ End(A/S). We denote by A t the dual abelian scheme of A. An O-linear isogeny λ : A → A t is said to be symmetric if λ = λ t . Let c be a fractional ideal of F . A symmetric isogeny λ is said to be a c-polarization if it induces an isomorphism λ : A ⊗ O c ≃ A t . Let P (A) be the set of all O-linear symmetric isogenies λ : A → A t , which is a projective O-module of rank one endowed with a natural notion of positivity. One has a homomorphism A ⊗ O P (A) → A t which is determined uniquely by morphisms on S-algebras T :
We say that the abelian scheme A satisfies the Deligne-Pappas condition if the above morphism is an isomorphism
If the discriminant d F of F is invertible in S or char(S) = 0, then the Deligne-Pappas condition is equivalent to the Rapoport condition [Gor, Lemma 5.5, p. 99] :
In general, the Rapoport condition (R) implies the Deligne-Pappas condition (DP) without any assumption [Gor, loc. cit.] . For each integral ideal n of F , a µ n -level structure (also, called by Γ
for O-algebra R. A µ p ∞ -level structure is a compatible sequence of µ p n -level structures for n ∈ Z >0 . Note that an abelian variety over a field of characteristic p with real multiplication by O and with µ p n -level structure is ordinary in the sense that the connected component
p rétale locally. Let n be an integral ideal of F such that each test object (A, λ, ι n ) of Γ 1 1 (n)-level structure does not have any nontrivial automorphism (for example, n is generated by a positive integer N ≥ 4). The functor assigning to a Z-scheme S the set of isomorphism classes of tuples (A, λ, ι n ) /S (resp. (A, (O × ) + λ, ι n ) /S ) is representable by a geometrically connected, quasi-projective scheme M(c, Γ 1 1 (n)) (resp. M(c, Γ 1 (n))) over Z, which is smooth over Z[ 1 N (nD) ] [Gor, loc. cit.] . Note that the coarse moduli schemes M(c, Γ 1 1 (n)) and M(c, Γ 1 (n)) exist for all integral ideals n.
5.2. Geometric modular forms. In this section, we review the definition of geometric modular forms following [Gor] . Another useful reference is [H3] . Let F Gal be the Galois closure of F , and let O F Gal be the ring of integers of F Gal . Let T = Res O/Z G m be a torus over Z. Throughout this section, we let B be an (B) . Then T B is a split torus. Note that one has a canonical isomorphism
where {τ 1 , . . . , τ d } = I is fixed in Section 1.1. The character group X(T B ) is a free abelian group generated by the i-th projection of T B , denoted χ i :
be the moduli scheme parameterizing tuples (A, (O × ) + λ, ι n ), and let ϑ : (A(c), ι n ) → (M(c, Γ 1 (n)), ι n ) be the universal abelian scheme with real multiplication by O with µ n -level structure (see [DT] for more details). We denote by ω = det ϑ * Ω A(c)/M the determinant of the pushforward of the sheaf of relative differentials on A(c). The action of
F ]. When k = 1, we will write ω(χ) = ω 1 to indicate that it is different from ω = det ϑ * Ω A(c)/M . For our purpose (Section 6.5), we will only use ω k for k ∈ Z ≥2 .
Definition 5.2. Let the notation be as above. A c-Hilbert modular form f over B of level Γ 1 (n) and weight χ ∈ X(T B ) is a global section of ω(χ) on M(c, Γ 1 (n)).
By Definition 5.2, we know that the space of c-Hilbert modular forms over B of level Γ 1 (n) and weight χ is H 0 (M(c, Γ 1 (n)) /B , ω(χ)). One can define the spaces of c-Hilbert modular forms of level Γ 1 1 (n) in the same manner. By the discussion in the previous section, we know that the HBAV A over B satisfies the Rapoport condition, i.e., ω is a free O ⊗ Z B-module of rank 1. A generator ω ∈ ω is called a non-vanishing differential. The following definition is an equivalent definition of c-Hilbert modular forms (see [Gor] or [H3] ).
Definition 5.3. Let the notation be as above. A c-Hilbert modular form f over B of level Γ 1 (n) and weight χ is a rule
satisfying the following properties:
(1) f commutes with the base change, (2) f depends only on the isomorphism class of (A,
We denote by G χ (c, Γ 1 (n); B) the space of c-Hilbert modular forms over B of weight χ and level Γ 1 (n). In particular, when a 1 = · · · = a d = k, we denote by G k (c, Γ 1 (n); B) the space of modular forms, which is known as the space of modular forms of parallel weight k.
By the above two definitions, we obtain the equality
, and let χ 0 : (O/nO) × → B be a character of finite order. We say that f is of type χ 0 if
for a ∈ (O/nO) × . We denote by G χ (c, n, χ 0 ; B) and H 0 (M(c, Γ 1 (n)), ω(χ)) (χ0) the space of c-Hilbert modular forms of level Γ 1 (n), type χ 0 , and weight χ.
When B = C, it is known [H3, §4.1.3] that there are canonical isomorphisms
Recall that the space M k (Γ 1 (c, n); C) was defined in Section 2. This isomorphism is obtained by the fact that for all z ∈ H d , one can construct a complex HBAV A z , and all complex HBAVs are of this form. Here H is the complex upper half plane. Now, we fix an odd rational prime p unramified in F . Let n be an integral ideal prime to p. Recall that Deligne and Ribet [DR] proved that q-expansion principle holds for modular forms of level Γ 1 1 (n), and hence, it also holds for modular forms of level Γ 1 (n). It asserts that the q-expansion of a modular form at the cusp ∞ determines the modular form, i.e., if all of the coefficients of f are in a Z p -algebra R, then f ∈ G k (c, Γ 1 (n); R). Thus, we have the following isomorphisms:
Let {t 1 , . . . , t h + F } be a fixed set of representatives of Cl + F such that t λ and np are coprime for all λ = 1, . . . , , h + F . We set
The space G k (n; R) coincides with the space M k (K 1 (n); R) defined in Section 2.
In Section 2, we reviewed the Hecke action on M k (K 1 (n); R). This action induces a Hecke action on G k (n; R). One can also define the action geometrically (see [H3, Ch 4] for the definition). Let e • = lim n→∞ p|p T (p) n! , and let
and set
for r ∈ Z >0 . Then we have
for all r ∈ Z ≥0 .
Toroidal compactification.
From now on, we fix an integral ideal n such that M(c, Γ 1 (n)) is a fine moduli scheme. For simplicity, we write M(c, Γ 1 (n)) as M. The existence of toroidal compactifications of Hilbert modular varieties M has been proved in [Dim] . To a smooth rational cone decomposition Σ of F + (see loc. cit. for the definition), one can attach the toroidal compactification M = M Σ (c, Γ 1 (n)), which is proper smooth scheme over Z[ 1 N (nD) ] containing M as an open dense subscheme. The boundary M − M is a divisor with normal crossing. Moreover, there is a tuple (G, λ, η) over M , where π : G → M is a semi-abelian scheme with O-action, λ : G → G t is a homomorphism such that the pullback of M ⊂ M in G is A(c), and η is the corresponding level structure. We also denote by ω = det π * Ω G/M the determinant of the sheaf of relative differentials on M , which extends the sheaf of relative differentials on M [loc. cit.].
Let B be an
We denote by ω k the sheaf of parallel weight k for k ∈ Z. Koecher's principle [H3, §4.1.4] tells us that for each positive integer k, if F = Q, one has
Therefore, H 0 (M, ω k ) is independent of the choice of the cone decomposition Σ for all positive integers k.
Minimal compactification.
Let the notation be in the previous section. The minimal compactification of M was established in [Dim] . N (nD) ]. On C-points, it is obtained by adjoining one point at each cusp, i.e., M * (C) = M(C) ∪ {cusps}. The invertible sheaf ω on M extends to an ample line bundle [DW, Lemma 2.1] , also denoted by ω, on M * . We now fix an odd rational prime p unramified in F and fix an integral ideal n prime to p. Then for a ∈ Z >0 big enough, we have H3, loc. cit.] . Moreover, it is affine and irreducible. We put S = M [
We set S(c,
Note that S and S are not affine. Recall that we have a canonical morphism [Dim, Theorem 8.6] 
which induces a canonical morphism π : S → S * .
Lemma 5.4. Let the notation be as above, and let W m = W/p m W . Suppose that n is divisible by a positive integer N ≥ 3. Then we have
Proof. We follow the argument of [H3, p.120] . Since π is an isomorphism outside S − S, it suffices to show the assertion on the stalk at each cusp. Given any cusp c associated to integral ideals b and b ′ , by [Dim, §8] and the proof of Proposition 3.3 in [loc. cit.] one has
Here ζ c is a N c th root of unit for some positive integer N c prime to p and depending on the cusp c. When u 2 ε = 1, we have
Moreover, when ξ = 0, we have
since ε is totally positive and u − 1 ∈ (N ). Thus, we have
for all cusps c, and hence, the assertion follows.
Corollary 5.5. Let the notation and the assumption be as in Lemma 5.4. Then we have
Moreover, we have
Proof. By definition, we have
, and hence, the first assertion follows from Lemma 5.4. The second assertion follows from the same proof as in [Hsieh, Lemma 4.2] . 5.5. p-adic modular forms. We fix an odd rational prime p unramified in F and fix an integral ideal n prime to p. In this section, we review the definition of p-adic modular forms following [H3, §4.1] and prove a control theorem for later use. For simplicity, we set Γ = Γ 1 (n) and set Γ r = Γ ∩ Γ 1 (p r ). Let W and W m be as in the previous section. Let T m,n (c, Γ) /Wm be the Hilbert modular Igusa tower (see [H3, §4.1.6 ] for more details) which paramitrized isomorphism classes of tuples (A, (O × ) + λ, ι n , ι p n ) /S over W m -scheme S, where
• A → S is a HBAV, • λ : A → A t is a c-polarization, • ι n and ι p n are respectively µ n and µ p n -level structure. Following [H3, §4.1.7] , We define
Here the projective limit is with respect to the natural isomorphisms H3] , and the direct limit is with respect to the morphisms induced by multiplication by p. The space V (c, Γ) is the space of p-adic c-Hilbert modular forms of level Γ. We put
× be a character of finite order. We say that a form is of parallel weight k ∈ Z p and character θ if for any
p is the norm map and :
Similarly, for a Hecke character χ modulo np, we denote by V(c, Γ)[χ] the subspace of V(c, Γ) on which the group Γ 0 (np) acts via χ.
One can define the Hecke action on V(c, Γ) (see [H3, §4.1.10 ] for the definition). Recall that e and e • are the idempotent elements attached to U (p) and T (p), respectively. We write The following theorem is called the vertical control theorem in [H3] . It tells us how to obtain the space of modular forms of weight k and level Γ from the space of p-adic modular forms.
Theorem 5.6. Let notation be as above. Suppose that c is prime to np. If k ∈ Z ≥2 , then
(1) For r ∈ Z >0 , we have eH
is a free Λ-module of finite rank.
Proof. We follow the argument of [H3, Theorem 4.10] .
(1) Suppose that r > 0. We write S = S(c, Γ r ) and M = M(c, Γ r ) for simplicity. Since S is an open subscheme of M , we have an embedding
a(p−1) ) was defined in Section 6.4. Thus E m f belongs to H 0 (M /W , ω k+ma(p−1) ) for some m ∈ Z >0 , and we have e(E m f ) ∈ eH 0 (M /W , ω k+ma(p−1) ). Moreover, we have
Let K be the quotient field of W . In Section 6.2, we saw that
Thus ǫ m is an isomorphism for all m ∈ Z >0 . Since injective limit is an exact functor, we obtain the first isomorphism. By the same argument, we have the second isomorphism as well.
(2) If n is divisible by a positive integer N ≥ 3 such that M(c, Γ 1 (n)) is a fine moduli scheme, then for k ≥ 3, we have
Note that the first equality follows from the fact that the Hecke operator T (p) sends each modular form of level Γ 1 (p r ) to a modular form of level Γ 1 (p r−1 ) for all r ≥ 2. The equality (1) is obtained by the fact that every p-ordinary modular form of level Γ ∩ Γ 0 (p) and weight k ≥ 3 is old at p, and the equality (2) follows from Corollary 5.5.
If n is not divisible by any positive integer N ≥ 3 or M(c, Γ 1 (n)) is a coarse moduli, then we choose a prime number l prime to p such that p ∤ l − 1 and M(c, Γ 1 (nl)) is a fine miduli scheme. Thus, Corellary 5.5 holds for Γ 1 (nl), and hence holds for Γ 1 (n) ∩ Γ 0 (l) since p does not divide l − 1. Moreover, one has an injective homomorphism
induced by l-stabilization. Therefore, the above equality (2) holds for Γ 1 (n). By the same computation as above, we again have the isomorphism
Note that the first isomorphism follows from the second assertion and the second isomorphism follows from the first assertion. (4) Since the third assertion holds for all k ≥ 3 and since G k (c, Γ; W ) is a free W -module of finite rank, the last assertion follows from the following well-known lemma.
Lemma 5.7. Let M be a finitely generated torsion-free Λ-module. If M/P is free for infinitely many height 1 prime ideals of Λ, then M is free Λ-module of finite rank.
For a proof, see [H2, Chapter 7] . Recall that µ p ∞ is the group of all p-power roots of unity. Also, recall that ρ = ρ ζ is the character associated with the p r−1 th root of unity ζ which is defined in Section 4.1. The next lemma is a key result to prove the control theorem (Corollary 5.10).
Lemma 5.8. Let χ be a narrow ray class character modulo np. Assume that W contains the values of χ and µ p ∞ and that c is prime to np. If k ≥ 2 and ζ ∈ µ p ∞ , then we have
Proof. For simplicity, we will write ρ = ρ ζ . We follow the argument as in [Hsieh, Corollary 4.23] . By the same trick as in the proof of Theorem 5.6(2), we may assume that the integral ideal n is divisible by a positive integer N ≥ 3 and M(c, Γ 1 (n)) is a fine moduli scheme. For simplicity, we write V ord (c, Γ 1 (n), χ) as V ord,χ and write V ord (c, Γ 1 (n)) as V ord . Let K be the quotient field of W . Since the conductor of the character χω −k ρ is np r , we have
where the last term is the subspace of eH 0 (S(c, Γ 1 (np r )) /Wm , ω k /Wm ) on which the group Γ 0 (np r ) acts via χω −k ρ.
, and let G = G ord k (np r , χω −k ρ; W ). Let C m be the cokernel of the embedding G ⊗ W m ֒→ G m that exists by Theorem 5.6(1). Taking the injective limit, we obtain a short exact sequence
We set C = lim − → C m . Taking the Pontryagin dual, we obtain
We claim that C * = 0. Since V ord is free Λ-module of finite rank by Theorem 5.4 (4), V ord,χ is also free Λ-module of finite rank, and hence, C * is a torsion-free W -module. To show C * = 0, it suffices to show that C * is a torsion Wmodule. Indeed, we will show that |(Z/p r Z)
× , and hence, we have
Next, we define families of p-adic modular forms following [H3, §3.3.4] .
be the linear map associating to f its e 2πi tr(µz) -coefficient. Then c λ (µ) ∈ V ord (t λ D, Γ 1 (n)) for all µ. Let χ be a narrow ray class character modulo np, and let
To each F ∈ G ord (n, χ; Λ), we associate its Fourier coefficients
Here for an integral ideal a, we have C(a,
). The following lemma shows that G ord (n, χ; Λ) and M ′ ord (n, χ; Λ) are isomorphic. Recall that the space M ′ ord (n, χ; Λ) of Λ-adic modular forms is defined in Section 4.
Theorem 5.9. Let the notation be as above. Suppose that the assumption in Lemma 5.8 holds. Then we have an isomorphism of Λ-modules
In particular, M ′ ord (n, χ; Λ) is a free Λ-module of finite rank.
Proof. We follow the argument as in [Hsieh, Theorem 4.25] . By the q-expansion principle, we have a natural embedding
Recall that we denote by Q(Λ) the fraction field of Λ. It follows from the proof of [Wil1, Theorem 1.
. Therefore, we obtain an isomorphism
Thus, for every element F ∈ M ′ ord (n, χ; Λ), one has F = s i=1 x i F i for some x i ∈ Q(Λ). For any s positive integral ideals a 1 , . . . , a s , we have an equation of matrices AX = B for A = (C(a i , F j )), X = (x 1 , . . . , x s ) t , and B = (C(a i , F ) t ). Here A t is the transpose of a matrix A. Since {F 1 , . . . , F s } ⊂ M ′ ord (n, χ; Λ) is a basis of M ′ ord (n, χ; Λ) ⊗ Λ Q(Λ), one can pick integral ideals a 1 , . . . , a s of F such that a = det A = 0 ∈ Λ. By multiplying the adjoint matrix of A on both sides, we see that aF ∈ Λ · F 1 + · · · + Λ · F s . Therefore, we have aM ′ ord (n, χ; Λ) ⊂ F 1 + · · · + Λ · F s . In particular, M ′ ord (n, χ; Λ) is a finitely generated Λ-module since Λ is Noetherian. By the same argument as in [H2, p.210] , we know that M ′ ord (n, χ; Λ)/(T − u k + 1) is a free W -module of finite rank for almost all k ∈ Z ≥2 , and hence M ′ ord (n, χ; Λ) is a free Λ-module of finite rank by Lemma 5.7.
We set N = M ′ ord (n, χ; Λ)/G ord (n, χ; Λ). Then N is a torsion Λ-module. To prove the assertion, we will show that N = 0 by showing that N is a flat Λ-module. Let κ be the residue field of Λ. Since M ′ ord (n, χ; Λ) is a free Λ-module, we obtain the exact sequence
By the q-expansion principle again, ι is injection, and hence, Tor 1 (N, κ) = 0. It follows that N is a flat Λ-module since Λ is a local Noetherian ring.
Corollary 5.10 (Control theorem). Let the notation and the assumption be as in Lemma 5.8. Then for each integer k ≥ 2, we have an isomorphism M ord (n, χ; Λ)/(T − ρ(u)u k−2 + 1) ≃ M ord k (np r , χω 2−k ρ; W ).
Moreover, M ord (n, χ; Λ) is free Λ-module of finite rank.
Proof. We follow the argument in [H3, Theorem 3.8] . By Lemma 4.2, Lemma 5.8 and Theorem 5.9, we have M ord (n, χ; Λ)/(T − ρ(u)u k−2 + 1) ≃M ′ ord (n, χω 2 ; Λ)/(T − ρ(u)u k + 1) ≃ G ord (n, χω 2 ; Λ)/(T − ρ(u)u k + 1)
Hom Λ (V The second assertion follows from Lemma 5.7.
Main results
Let p be an odd rational prime unramidied in F , and let n be an integral ideal prime to p. We fix two primitive narrow ray class characters χ 1 and χ 2 of conductors n 1 and n 2 , respectively. We assume that χ 1 is not a trivial character and (χ 1 , χ 2 ) = (ω, 1). In addition, we assume that n 1 n 2 = n or np and n 2 is prime to p. Let O ∞ be a complete valuation ring in C p containing all p-power roots of unity and values of χ 1 and χ 2 , and let Λ ∞ = O ∞ [[T ] ]. For simplicity, we write M Λ∞ = M ord (K 1 (n); Λ ∞ ) and write S Λ∞ in the same manner. Proof. We follow the argument of [Hsieh, Theorem 4.26] . We have M Λ∞ = ⊕ χ M (χ) is surjective for all characters χ. We write χ = ω l for some l ∈ Z ≥0 . Let P be the maximal ideal of O ∞ , and let F = O ∞ /P be its residue field. By Nakayama's lemma, it suffice to show that the map
(χ) /(P, T ) is surjective. By Theorem 5.6 and Corollary 5.10, for k with 2 − k + l ≡ 0 mod (p − 1) (or equivalently, χω 2−k | (Z/pZ) × is a trivial character), we have
Since S * is affine and π * (ω k ) is an invertible sheaf, the map
it is surjective. This shows that C 0 is surjective on each χ-component.
. It is known that Λ ∞ is a faithfully flat Λ-module [Ohta2, Lemma 2.1.1]. Since the short exact sequence in Lemma 6.1 can be obtained by tensoring with Λ ∞ over Λ, we obtain a short exact sequence of Λ-modules 0 → S ord (K 1 (n); Λ) → M ord (K 1 (n); Λ) (1 − χ 1 χ −1 2 (q)(1 + T ) −s(q) N (q) −2 ) G χ1χ
where s(q) ∈ Z p is defined by (4.1).
Theorem 6.3. Let the notation be as above. Then the congruence module attached to the short exact sequence
is Λ/(A(χ 1 , χ 2 )).
Proof. Let K be a field extension of Q p . Since the space M k (K 1 (np); K) is a direct sum of the space of cusp forms and the space generated by Eisenstein series, we know that over Q(Λ), the space of Λ-adic modular forms is a direct sum of the space of Λ-adic cusp forms and the space generated by Λ-adic Eisenstein series. In other words, we have
where E Λ is the Λ-module generated by E(χ 1 , χ 2 ). Let
be the splitting map. We have s(Q(Λ)) ∩ M Λ = E(χ 1 , χ 2 )Λ, and hence, the congruence module is isomorphic to Λ/C 0 (E(χ 1 , χ 2 ))Λ. From Proposition 4.5, we see that the common factor of the constant terms of E(χ 1 , χ 2 ) at different cusps is a unit in Λ times A(χ 1 , χ 2 ), which implies that C 0 (E(χ 1 , χ 2 ))Λ = A(χ 1 , χ 2 )Λ.
6.2. Proof of Theorem 1.2. Let the notation be as in the previous subsection. Let H ⊂ End Λ (M Λ ) be the Λ-algebra generated by Hecke operators T (a) for all integral ideals a of O F . For simplicity, we write h = h ord (n, χ 1 χ 2 ; Λ) M . The goal of this section is to prove Theorem 1.2. The first step is to construct a nice basis of M Λ . Since S Λ is a finitely generated free Λ-module, we may let {F 1 , . . . , F m } be a basis of S Λ over Λ. Since Hom Λ (S Λ , Λ) ≃ h [H1, §3] , there exists a Λ-basis {h 1 , . . . , h m } such that C(1, h j · F i ) = 1 if i = j 0 otherwise. For each i, let H i ∈ H map to h i via the natural projection H ։ h. Now take any element F ′ ∈ M Λ such that C 0 (F ′ ) = c ∞ . By Theorem 6.3, we know that C 0 (E(χ 1 , χ 2 )) = uA(χ 1 , χ 2 ) · c ∞ for some unit u ∈ Λ × . Let F = u · F ′ , and let
Then we have C 0 (F 0 ) = C 0 (uF ′ ) = u · c ∞ . Since (χ 1 , χ 2 ) is not exceptional, the Λ-rank of S Λ is one less than the Λ-rank of M Λ . Thus, it follows that the set {F 0 , . . . , F m } is a Λ-basis of M Λ . Before we move to the second step, we make some observations on F 0 .
Proposition 6.4. Let the notation be as above.
(1) We have C 0 (A(χ 1 , χ 2 )F 0 − E(χ 1 , χ 2 )) = 0.
(2) We can write F 0 = Next, we show that (3) ⇒ (4). It is clear that M Λ ⊂ M ′ Λ . We have to show that M ′ Λ ⊂ M Λ . Given any F ∈ M ′ Λ , we write F = P Q E(χ 1 , 1) + S T f for some f ∈ S Λ and P, Q, S, T ∈ Λ with (P, Q) = 1, (S, T ) = 1 and Q, T = 0. To show F ∈ M Λ , it suffices to show that C λ (0, F ) ∈ Λ for all λ = 1, . . . , h + F . Moreover, we know that C λ (0, F ) = P Q C λ (0, E(χ, 1)) = P Q G χ1 (T ) for all λ = 1, . . . , h + F , so it is enough to show that Q divides G χ1 (T ). We set F ′ := Q · S T f = QF − P E(χ 1 , 1) ∈ S Λ . Then F ′ has the same eigenvalues as those of E(χ 1 , 1) modulo Q. We obtain a surjective homomorphism of Λ-modules h/I ։ P · Λ/Q ≃ Λ/Q defined by H → C(1, H · F ′ ). Since the statement (3) holds, we have Λ/ G χ1 (T ) ≃ h/I ։ Λ/Q, which implies that Q divides G χ1 (T ).
Finally, we show that (4) ⇒ (3). Since H ≃ Hom Λ (M Λ , Λ), there exist H 0 , . . . , H m in H satisfying C(1, H i ·F j ) = δ i,j for i, j = 0, . . . , m, where δ i,j is 1 if i = j and is 0 if i = j. In particular, (1) holds. We have seen that (1) and (3) are equivalent, so we know that (4) ⇒ (3).
If χ 2 is not a trivial character, then Theorem 6.6 (4) holds automatically since C λ (0, F ) = 0 for all F ∈ M Λ . Note that in the proof of Theorem 6.6, the idea to prove (2) ⇒ (3) is to construct H 0 ∈ H such that C(1, H 0 · F 0 ) = 1, which automatically exists if Theorem 6.6 (4) holds. Thus, by the same argument in Theorem 6.6, we again see that Ψ is an isomorphism if χ 2 is nontrivial. This completes the proof of Theorem 1.2.
6.3. Proof of Theorem 1.1: part 2. The goal in this subsection is to compute the congruence module of the second short exact sequence in (1.1). First of all, we have a short exact sequence of flat Λ-modules 0 → I → H → Λ → 0, where the surjecive homomorphism H → Λ is defined by T → C(1, T · E(χ 1 , χ 2 )). This is split after tensoring with Q(Λ) since we have (6.2) H ⊗ Λ Q(Λ) = Hom Λ (M Λ , Q(Λ)) = Hom Λ (S Λ , Q(Λ)) ⊕ Hom Λ (E, Q(Λ)),
and Hom Λ (E, Q(Λ)) ≃ Q(Λ). Here E is the space generated by the Eisenstein series E(χ 1 , χ 2 ). By Theorem 1.2, it suffices to show that the congruence module associated to these data is h/I. To see this, we recall the following result in [Ohta3, Lemma 1.1.4].
Lemma 6.7. Let R be an integral domain with quotient field Q(R), and let
/ / C / / 0. be a short exact sequence of flat R-modules. Assume that this short exact sequence splits after tensoring with Q(R) over R, i.e., we have
Then we have an isomorphism of R-modules C := C/p(B ∩ s(C)) ≃ t(B)/A.
Let t : H ⊗ Λ Q(Λ) → I ⊗ Λ Q(Λ) be the splitting map. It follows from (6.2) that
Moreover, the image of H in h ⊗ Λ Q(Λ) is identified with h ⊂ h ⊗ Λ Q(Λ), and the image of I in h is identified with I. Thus, by Lemma 6.7, we see that the congruence module is t(H)/I = h/I. This completes the proof.
