Changes in the transcriptome and metabolome during the initiation of growth cessation in hybrid aspens by Hoffman, Daniel E.
Changes in the 
Transcriptome and 
Metabolome during the 
Initiation of Growth 
Cessation in Hybrid Aspens 
Daniel E. Hoffman 
Faculty of Forest Sciences 
Department of Forest Genetics and Plant Physiology 
Umeå 
Doctoral Thesis 
Swedish University of Agricultural 
Sciences 
    
Acta Universitatis agriculturae Sueciae 
2011:43 
ISSN 1652-6880 
ISBN 978-91-576-7587-3 
© 2011 Daniel E. Hoffman, Umeå 
Print: Arkitektkopia, Umeå 2011 
Cover: Poplar tree with autumn leaves 
    (cover art: Emil Hoffman)  
 
Changes in the Transcriptome and Metabolome 
during the Initiation of Growth Cessation in 
Hybrid Aspens 
Abstract 
 
At 9 550 years of age, Old Rasmus, a Norway spruce (Picea abies), located in the 
Dalarna province in Sweden is recognized as the oldest surviving tree in the world. 
Old Rasmus exemplifies a robust capacity to survive in changing conditions, 
making trees a unique and fascinating subject for study. For perennial trees located 
in high latitudes one of the most important survival mechanisms is to be able to 
predict the coming winter and to halt growth in time. Poplars (Populus sp.) use 
mainly two environmental signals, temperature and light (day length), to predict 
the coming winter. However, of these two signals day length predominates. 
Towards the end of summer when the days shorten the trees recognize a critical 
day length and thereafter start the processes to halt growth and prepare for the 
impending winter. 
This thesis focuses on the early gene expression and metabolic responses exhibited 
in hybrid aspen (Populus tremula L. x tremuloides) induced by a shorter day length 
below the critical day length. In our effort to identify and describe these responses 
we used high throughput technologies such as microarray and GC-MS to generate 
data. We show that similar responses exists in hybrid aspen as in Arabidopsis, with 
initial responses in carbohydrate and secondary metabolism pathways and 
circadian clock associated genes. Our results provide evidence that the hormone 
Gibberellin (GA) is linked with photoperiod, the photoperiodic regulation pathway 
by affecting PHYTOCHROME A  (PHYA) expression and thereby the levels of 
transcripts that act downstream of PHYA. We also suggest that in Populus the 
protein GIGANTEA1 (GI1) might be able to influencing growth cessation process 
by regulating the expression of FLOWERING LOCUS T2 (FT2) independently of 
CONSTANS2 (CO2). 
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1  Introduction 
Perennial trees are stationary and must therefore be able to adapt to 
environmental changes. For perennial trees in high latitudes the greatest 
challenge is to endure the harsh conditions during the long winters. To cope 
with these cold and dark conditions the trees have evolved mechanisms that 
allow them to switch from an active state during spring and summer to an 
inactive, dormant, state during autumn and winter. Two main types of 
environmental signals govern these switches between the active and 
inactive state of growth: temperature and light (more precisely day length). 
In most cases a combination of these input signals is involved, but the one 
that is most influential varies both between and within species (Hall, 2009; 
Howe et al., 1995). However, for angiosperm trees in temperate climates, 
including poplars (Populus sp.), day length is the predominant input signal 
since it fluctuates less than temperature (Rohde & Bhalerao, 2007; Nitsch, 
1957; Wareing, 1956). During the end of summer/beginning of the autumn, 
when the days become progressively shorter, the trees recognise a critical 
length, triggering the processes required for entering the dormant state. 
This ability to anticipate the coming winter allows the trees to survive in 
high latitudes. 
1.1 Photoperiodism 
Photoperiodism refers to the ability to respond to day length changes and 
thus adapt to seasonal variations. This is a crucial ability for plants’ 
interaction with their environment (Thomas & Vince Prue, 1997). In high 
latitudes, since temperature can vary from year to year, only light provides 
stable and reliable signals of the coming winter. If the length of the light 
period during the day, the photoperiod, is steadily reduced, the trees will 
eventually enter an inactive state, once a critical day length (CDL) has been 
passed. The CDL for Populus tremula L. x tremuloides (Populus) plants is 
between 15 to 16 h (Olsen et al., 1997b). Photoperiods longer than the CDL   12 
are referred to as long days (LDs) and those shorter than the CDL are called 
short days (SDs). The photoperiod also provides a signal for many other 
aspects of plant growth and development, including the induction of 
flowering and tuberisation (Thomas & Vince Prue, 1997). In woody species 
such as Populus sp., LDs sustain shoot elongation, whereas SDs induce 
growth cessation, formation of terminal buds, cold acclimation, and bud 
dormancy (Weiser, 1970). It has long been known that a sufficiently short 
photoperiod is an important trigger of growth cessation in several tree 
species (Nitsch, 1957; Wareing, 1956), but the mechanism responsible for 
this induction of growth cessation has not been fully elucidated. However, 
to sense the photoperiod a system is required that can both monitor time 
and differentiate between light and dark, and the plant system is known to 
be based on a circadian clock, which perceives time, photoreceptors that 
distinguish between light and dark, and interconnections between the clock 
and receptors (Millar, 2004; Yanovsky & Kay, 2003). 
1.1.1 Growth cessation and dormancy 
The switches between active and inactive growth are parts of annual growth 
cycles of trees in temperate zones, which involve complex sequences of 
processes,  as illustrated in Figure 1.1. A key step is growth cessation, 
defined as the phase in which plants cease their apical growth in autumn. 
During this phase plants  undergo profound developmental changes, 
including initiation of the production of bud scales and the accumulation of 
proteins and sugars that enhance freeze-tolerance and thus increase their 
cold tolerance following growth cessation (Rohde et al., 2002) 
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Figure 1.1: Transitions in seasonal growth–dormancy cycling in Populus. 
In autumn, as day length shortens to below a critical length, tree growth is 
halted prior to bud set. First, the tree enters an ecodormant state during in 
which growth can be resumed if the day length is increased, however, if the 
SD conditions continue  the tree will soon enter an endodormant state. 
Release from endodormancy is dependent upon prolonged chilling and 
growth can resume under favourable conditions following bud flush. 
 
Growth cessation can be triggered by several environmental factors, such as 
light, temperature and water availability. However, day length is one of the 
major factors. During the first weeks of SDs, all primordia that developed 
before the change to SDs will develop into leaves shortly thereafter. 
However, the last primordia formed before the switch to SD is the last leaf 
to mature. This implicate that the developmental processes changes directly 
after the switch to SD and produce bud scales and embryonic leaves in the 
primordial instead of develop mature leaves (Rohde  et al., 2002).  If 
Populus plants are exposed to photoperiods shorter than the CDL they will 
enter growth cessation in 3 to 4 weeks, and if shorter photoperiods are 
maintained they will enter dormancy. 
   14 
Dormant trees have the ability to resume growth from meristems, or other 
organs and cells, under favourable conditions. Dormancy itself can be 
divided into two states, ecodormancy and endodormancy. During 
ecodormancy the plants can resume developmental growth if the 
environmental conditions become favourable, e.g. if plants are exposed to 
longer photoperiods again, but in endodormant states plants no longer 
respond to longer photoperiods and require a prolonged period of chilling 
temperatures to break their hibernation (Rohde & Bhalerao, 2007).  In 
Populus plants, ecodormancy is established after 5 to 6 weeks of SDs and 
endodormancy after 8 to 10 weeks of SDs (Resman, 2010). After the 
chilling requirements of endodormancy have been met, trees can re-enter 
and remain in an ecodormant state until the temperature rises, when the 
buds can swell and reinitiate growth. 
1.1.2 Light perception 
Light is one of the most important resources for plant growth, since 
photosynthetically active light provides plants with energy. Plant 
developmental responses to light include processes such as seed 
germination, seedling photomorphogensis, phototropism, shade avoidance, 
circadian rhythms and flower induction. Plants have evolved a network of 
photoreceptors that have different, and partly overlapping, photosensory 
and physiological functions that enable them to modulate their 
developmental processes, and thereby optimise the accumulation and use of 
light as an energy source (Franklin & Quail, 2010; Jiao et al., 2007; Monte 
et al., 2004). 
 
At least four distinct families of photoreceptors have been identified in 
Arabidopsis thaliana (Arabidopsis): five red light (R) and far-red light 
(FR)-absorbing phytochromes, two ultraviolet A (UVA)  /blue light 
absorbing cryptochromes, cry1 and cry2; two UVA/blue light absorbing 
phototropins, PHOT1 and PHOT2; and unidentified ultraviolet B (UVB) 
photoreceptors (Jiao et al., 2007). The phytochromes are sensitive to light 
in the red and far-red region of the visible spectrum. Their photosensory 
activity resides in the molecules’ ability to switch reversibly between two 
conformers: the R-absorbing, biologically inactive Pr form and the FR-
absorbing, biologically active Pfr form (Franklin & Quail, 2010).  In 
Arabidopsis, the phytochrome gene family consists of five members: 
PHYA, PHYB, PHYC, PHYD and PHYE. Of these five genes, PHYA and 
PHYB have been intensively investigated, and they have been coupled to 
key processes, such as germination, de-etiolation, flowering and shade 
avoidance. Both phyA and phyB have distinctive and interlaced signalling 
pathways. For example, phyA is the most important photoreceptor to 
mediate far-red responses whereas phyB is the most important   15 
photoreceptor to mediate red light responses (Ni, 2005; Tepperman et al., 
2001; Thomas & Vince Prue, 1997). However, both phyA and phyB are 
also involved in the photoperiodic control of flowering time in Arabidopsis, 
in which phyA has a flowering promoting role (Neff & Chory, 1998) and 
phyB an inhibitory effect (Halliday et al., 2003). In addition, both phyA 
and phyB have been shown to affect the circadian clock, possibly by 
influencing the perception of photon irradiance (Devlin & Kay, 2000; 
Somers et al., 1998), and in resetting the clock (Yanovsky et al., 2000). 
 
Light-regulated control of development involves transcriptional regulation, 
post-translational modification and degradation of transcription factors. 
Some of the affected transcription factors are regulated by only one 
photoreceptor family or photoreceptor, but most respond to several 
photoreceptors from different families. The importance of degradation in 
light signalling, by ubiquitin-mediated proteolysis, has been demonstrated 
and partially elucidated by several recent discoveries. An important 
element in this process is CONSTITUTIVE PHOTOMORPHOGENIC 1 
(COP1), a RING-finger type ubiquitin E3 ligase, which marks transcription 
factors for degradation via ubiquitination by the 26S proteasome (Hardtke 
et al., 2000; Ang et al., 1998). In many cases, light affects multiple steps in 
the regulation of transcription factors, thereby providing regulatory 
flexibility and precision (Jiao et al., 2007). 
 
An important subfamily of transcription factors is known as 
PHYTOCHROME INTERACTING FACTORS (PIFs), which are usually 
degraded in response to light signals and have inhibitory effects on 
photomorphogenesis by activating the expression of various genes 
(Castillon et al., 2007). Another important family, acting mainly in the blue 
light signalling pathway, is the ZEITLUPE (ZTL) family, consisting of 
ZEITLUPE (ZTL)/LOV KELCH PROTEIN 2 (LKP2)/FLAVIN-
BINDING, and KELCH REPEAT F-BOX1 (FKF1) (Demarsy & 
Fankhauser, 2009). This family is of great importance for the circadian 
clock but also affects photomorphogenesis. 
 
In Populus tremula, one PHYA gene and two PHYB genes, PHYB1 and 
PHYB2, have been identified (Howe et al., 1998). PHYA is involved in 
photoperiodic control of dormancy and bud set (Kozarewa et al., 2010; 
Olsen et al., 1997b), while two single nucleotide polymorphisms (SNPs) in 
the PHYB2 gene reportedly explain some of the variation in timing of bud 
set in a collection of European aspens from various latitudes (Ingvarsson et 
al., 2006).   16 
1.1.3 Circadian rhythms and clock 
Circadian rhythms refer to biological cyclical changes that occur, with a 
24-h period, i.e., the duration of one day-night cycle. Effects of the constant 
changes between day and night are manifested in diurnal rhythms in the 
metabolism, physiology and behaviour of most of the organisms on earth. 
Most organisms have an innate ability to measure time and thus do not 
simply respond to sunrise and dawn, but rather anticipate these events and 
adjust their physiological processes before the accompanying changes 
occur. Even deprived of exogenous time inputs, many of these diurnal 
rhythms persist, indicating the existence of an endogenous biological 
circadian clock (McClung, 2006). 
 
Before a diurnal biological rhythm can be classified as a circadian rhythm it 
must obey three fundamental rules. First, the rhythm must persist in the 
absence of environmental time cues. In most cases, the persistence of the 
rhythm is tested under continuous light or darkness and constant 
temperature (“free running” conditions). Secondly, a rhythm must maintain 
a fairly constant period over a range of physiologically relevant 
temperatures (showing that a temperature compensation  mechanism is 
present). Thirdly, the rhythm must be able to be synchronized (entrained) 
with external time cues (Salome & McClung, 2005). 
 
 
Figure 1.2: Illustration of a temporal (e.g. circadian) cycle. The period is 
the time required to complete one cycle, usually measured from peak to 
peak. Phase refers to the  time of day that a given event occurs, often 
defined in zeitgeber time (ZT), and the amplitude of the rhythm is defined 
as half the peak-to-trough distance. (Modified from McClung, 2006). 
 
A circadian rhythm can be described by three properties: its period, phase 
and amplitude. Its period is defined as the time required to complete one 
cycle, the phase is the time of day that a given event occurs, and the   17 
amplitude is defined as half the peak-to-trough distance (Fig. 1.2) 
(McClung, 2006). 
 
The circadian clock is an endogenous biological clock that provides 
organisms the ability to anticipate day and night cycles. In a simplified 
model, the clock can be divided into three parts: input pathways, an 
oscillator and output pathways (Fig. 1.3). Input pathways transmit 
environmental signals, e.g. light and temperature, to the oscillator. The 
oscillator works as a negative feedback loop determining how the signals 
are processed, and the output pathways then transmit information processed 
by the oscillator to various mediators of developmental responses (Devlin, 
2002; Millar & Kay, 1997). 
 
 
Figure 1.3:  Schematic diagram of the fundamental components of a 
circadian clock. 
 
At least two major input pathways have been proposed in Arabidopsis, 
which to some extent are connected since some proteins participate in both 
pathways. One of the input pathways involves the red and far-red mediating 
phytochromes, especially phyA and phyB. The other pathway involves the 
blue light signal-mediating cryptochromes, cry1 and cry2, and the ZTL 
family (Dalchau et al., 2010; Millar, 2004). The protein ZTL from the ZTL 
family has been shown to interact with both CRY1 and PHYB (Jarillo et al., 
2001; Somers et al., 2000). Both ZTL and another member of the ZTL 
family, FKF1, can act as a blue light photoreceptor binding to GI in a light 
depended manner (Dalchau  et al., 2010;  Kim  et al., 2007;  Sawa  et al., 
2007).   18 
 
EARLY FLOWERING 3 (ELF3) belongs to a group of genes called gating 
genes and acts just before the oscillator, rhythmically inhibiting the activity 
of the light input pathways around subjective dusk, making the clock less 
sensitive to light at this phase (Covington et al., 2001; Liu et al., 2001; 
McWatters et al., 2000). Thus, the gating genes are essential for normal 
entrainment under long photoperiods in Arabidopsis  and for continued 
rhythmicity in constant light (Millar, 2004). 
 
The oscillator consists of interlocked feedback loops. The first loop to be 
discovered was a loop composed of both transcripts and proteins of 
CIRCADIAN CLOCK-ASSOCIATED 1 (CCA1)/ LATE ELONGATED 
HYPOCOTYL  (LHY)  and  TIMING OF CAB EXPRESSION 1 (TOC1). 
TOC1 promotes the expression of CCA1 and LHY, which encode proteins 
that repress the transcription of TOC1. The consequent reduction in 
transcript levels of TOC1 leads to a decrease in TOC1 protein levels and, 
thus reductions in CCA1 and LHY expression. This results in increases in 
TOC1 transcript levels and TOC1 protein levels, and the 24 h cycle starts 
over again (Lu et al., 2009; Alabadi et al., 2002; Alabadi et al., 2001). This 
loop is considered to be the core oscillator. Later discoveries have revealed 
more interconnected feedback loops (Pruneda-Paz & Kay, 2010). 
 
Since the circadian clock is assumed to control or influence most plant 
developmental processes, there are probably numerous output pathways. 
However, one of the most important and most intensively studied of these 
pathways is the day length output pathway involving the CO/FT regulon, 
which in turn is involved in the photoperiodic-controlled flowering 
pathway (Imaizumi & Kay, 2006; Searle et al., 2006; Michaels et al., 2005; 
Takada & Goto, 2003). 
1.1.4 The CO/FT regulon 
CONSTANS (CO) and FLOWERING LOCUS T (FT) are two genes that 
together form the CO/FT regulon, which plays (in conjunction with the 
phytochromes), an essential role in the day length output pathway 
controlled by the circadian clock (Imaizumi & Kay, 2006; Searle et al., 
2006; Michaels et al., 2005; Takada & Goto, 2003). The CO gene encodes 
a B-box-type zinc finger transcription factor that activates expression of the 
floral activator FT in a light-dependent manner (Yanovsky & Kay, 2003). It 
is assumed that the CO protein regulates FT expression by an “external 
coincidence” mechanism, as follows.  The circadian clock (endogenous 
signal) sets the CO expression peak to the afternoon, CO protein production 
will then coincide with light in LDs (external signal), which protects the 
CO protein from degradation, resulting in activation of FT  expression.   19 
However, in SDs CO expression peaks during darkness, which leaves the 
CO protein unprotected, hence levels of the CO protein that accumulate are 
too low to induce FT expression (Imaizumi & Kay, 2006). 
 
According to this model, the CO/FT regulon is controlled by the circadian 
clock and light signals. The circadian clock regulates the regulon primarily 
by affecting CO expression. Several genes that affect CO expression have 
been identified, including FKF1, GIGANTEA (GI), ELF3 and CYCLING 
DOF FACTOR  (CDF1). Two of these genes, FKF1 and  GI, have been 
found to induce CO expression by repressing CDF1, which inhibits CO 
expression (Chen & Ni, 2006; Imaizumi et al., 2005; Imaizumi et al., 2003; 
Fowler  et al., 1999).  Light exercises a direct control over the CO/FT 
regulon, besides its indirect control via the circadian clock. However, while 
the circadian clock mainly regulates CO transcription cycles, light regulates 
the stability of the CO protein via the phytochromes, phyA and phyB, and 
the cryptochrome cry1. Both phyA and cry1 seem to have a stabilizing 
effect on the CO protein, whereas phyB seems to destabilize it (Valverde et 
al., 2004). Other genes that have been proposed to influence CO transcript 
and protein levels include SUPRESSOR OF PHYA-105 (SPA1)  and its 
homologs SPA2 and SPA4, by affecting CO stability, ZTL by repressing 
CO expression, and COP1 by targeting the CO protein for degradation (Liu 
et al., 2008; Laubinger et al., 2006; Kim et al., 2005) 
 
FT also seems to be affected by chromatin re-modelling based on findings 
that several mutations that result in altered chromatin structures also affect 
FT  expression  (Kotake  et al., 2003;  Gomez-Mena  et al., 2001). 
TEMPRANILLO genes (TEM1 and TEM2) have also been proposed to act 
as direct FT repressors in combination with CO (Castillejo & Pelaz, 2008). 
 
In Populus tremula, Böhlenius et al. (2006) showed that the expression of 
PtCO2 and PtFT1 follows the same pattern as in Arabidopsis, suggesting 
that a similar flowering induction mechanism to the CO/FT regulon is 
present in this tree species. Interestingly, they also showed that expression 
of the CO/FT regulon correlates with short-day-induced growth cessation 
and bud set in the autumn (Böhlenius et al., 2006). They suggested that the 
CO/FT regulon may have two functions in Populus: initiating flower 
development in the spring and controlling growth cessation in the autumn 
as the photoperiod shortens.  Also, plant hormone Gibberellin (GA) has 
been implicated in regulating growth cessation as exogenous applications 
of bioactive in Populus prevent SD induced growth cessation (Junttila & 
Jensen, 1988).   20 
Table 1.1: Relevant genes and their putative involvement in photoperiodic 
perception, signal transduction and the growth (cessation) response 
pathway in Populus. 
 
Gene name  Abb.  Function  Reference 
PHYTOCHROME A  PHYA  Perception (photoreceptor)  (Howe et al., 1998; Thomas 
& Vince Prue, 1997; Clack et 
al., 1994) 
PHYTOCHROME B  PHYB  Perception (photoreceptor)  (Thomas & Vince Prue, 
1997; Clack et al., 1994) 
CONSTITUTIVE 
PHOTOMORPHOGENIC 1 
COP1  Perception/transduction (light 
signalling) 
(Yu et al., 2008; Hardtke et 
al., 2000; Ang et al., 1998) 
PHYTOCHROME 
INTERACTING FACTOR 3 
PIF3  Perception (light signalling)  (Castillon et al., 2007; Ni et 
al., 1998) 
ZEITLUPE  ZTL  Perception/transduction 
(photoreceptor; circadian 
clock) 
(Demarsy & Fankhauser, 
2009;  Kim  et al., 2007; 
Somers et al., 2000) 
FLAVIN-BINDING, and 
KELCH REPEAT F-BOX1 
FKF1  Perception/transduction 
(photoreceptor; control of 
flowering time/ growth) 
(Demarsy & Fankhauser, 
2009;  Sawa  et al., 2007; 
Imaizumi  et  al., 2005; 
Nelson et al., 2000) 
EARLY FLOWERING 3  ELF3  Perception/transduction (light 
signalling; circadian clock) 
(Yu et al., 2008; McWatters 
et al., 2000) 
EARLY FLOWERING 4  ELF4  Transduction (circadian 
clock) 
(McWatters et al., 2007) 
GIGANTEA  GI  Transduction (circadian 
clock; control of flowering 
time/ growth) 
(Sawa  et al., 2007;  Huq  et 
al., 2000;  Fowler  et al., 
1999) 
CIRCADIAN CLOCK-
ASSOCIATED 1 
CCA1  Transduction (circadian 
clock) 
(Alabadi et al., 2001; Wang 
et al., 1997) 
LATE ELONGATED 
HYPOCOTYL 
LHY  Transduction (circadian 
clock) 
(Alabadi  et al., 2001; 
Schaffer et al., 1998) 
TIMING OF CAB 
EXPRESSION 1 
TOC1  Transduction (circadian 
clock) 
(Alabadi et al., 2001; Strayer 
et al., 2000) 
CONSTANS  CO  Response (control of 
flowering time/ growth) 
(Böhlenius, 2007;  Böhlenius 
et al., 2006;  Imaizumi & 
Kay, 2006;  Valverde  et al., 
2004;  Yanovsky & Kay, 
2002;  Suarez-Lopez  et al., 
2001; Putterill et al., 1995) 
FLOWERING LOCUS T  FT  Response (control of 
flowering time/ growth) 
GA20-OXIDASE  GA20ox  Perception (gibberellin 
biosynthesis) 
(Eriksson et al., 2000; Xu et 
al., 1999; Hedden & Kamiya, 
1997;  Phillips  et al., 1995; 
Xu et al., 1995; Talon et al., 
1990)  
GA3-OXIDASE  GA3ox  Perception (gibberellin 
biosynthesis) 
(Israelsson et al., 2004; Xu et 
al., 1999; Hedden & Kamiya, 
1997; Talon et al., 1990) 
GA2-OXIDASE  GA2ox  Perception (gibberellin 
biosynthesis) 
(Hedden & Phillips, 2000a; 
Thomas et al., 1999) 
GIBBERELLIN 
INSENSITIVE DWARF1 
GID1  Transduction (gibberellin 
receptor) 
(Mauriat & Moritz, 2009; 
Ueguchi-Tanaka et al., 2005) 
GIBBERELLIC  ACID 
INSENSITIVE 
GAI  Transduction (gibberellin 
response pathway) 
(Olszewski et al., 2002; Peng 
et al., 1997) 
REPRESSOR OF GA1-3  RGA  Transduction (gibberellin 
response pathway) 
(Olszewski  et al., 2002; 
Silverstone  et al., 2001; 
Silverstone et al., 1998) 
RGA LIKE-1  RGL  Transduction (gibberellin 
response pathway) 
(Lee  et al., 2002;  Wen & 
Chang, 2002) 
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1.2 Gibberellins and their role in growth 
cessation 
Gibberellins  are plant hormones that regulate and influence various 
developmental processes, including stem elongation, germination, seed 
dormancy, flowering and sex expression (Olszewski  et al., 2002). GAs 
were first isolated in the 1930s from the fungus Gibberella fujikora, which 
infects rice and causes hyper-elongation by producing large amounts of 
GA. Later, in the 1950s, interest in GAs started to grow as their use in the 
cultivation of various commercially important plants became apparent. In 
2010, a total of 136 different GAs had been identified in plants, fungi and 
bacteria (http://www.plant-hormones.info/gibberellins.htm). However, 
most of these have no effect since they are precursors to biologically active 
GAs and are therefore usually called inactive GAs (Hedden & Phillips, 
2000b). 
 
In a growth cessation context, GAs are interesting since it has been shown 
that the cessation of elongation growth in Salix seedlings, induced by SDs, 
can be nullified by application of exogenous GA (Junttila & Jensen, 1988). 
Seedlings grown under LD stopped growing when treated with growth 
retardants, and these effects could also be counteracted by exogenous GA. 
In addition, Olsen et al. (1995) found that GA1 is rapidly down-regulated in 
the subapical region of Salix pentandra shoot tips after only five days under 
a short photoperiod, and the requirement for LD signals to maintain active 
growth of woody species can be replaced by adding GAs (Olsen et al., 
1997a; Olsen et al., 1997b; Olsen et al., 1995). Since the effect of applied 
GA on plants diminishes with time spent under SD conditions, it has been 
suggested that the plants enter growth cessation because they are less 
sensitive to GAs in SD than in LD conditions (Junttila & Jensen, 1988). 
Another noteworthy observation, in this context, is  that trees  over-
expressing  oatPHYAox  display  dwarf phenotypes that correlate  with 
reduced GA levels. These plants are insensitive to a shorter photoperiod 
and their GA levels remain constant even after a SD treatment (Olsen et al., 
1997b). 
1.2.1 Gibberellin structure and biosynthesis 
All gibberellins are tetracyclic diterpene acids with a kaurene carbon 
skeleton. The GAs are divided into two groups based on the number of 
carbon atoms they contain: C20-GAs, which contain 20 carbon atoms; and 
C19-GAs, which contain 19 carbon atoms and a lactone bridge between C19 
and C10 due to loss of the C20. All the biologically active GAs belong to the 
C19 group, but not all GAs in the C19 group are biologically active. The 
early steps in the GA biosynthesis include the formation of isopentenyl   22 
diphosphate (IPP) and the conversion of IPP to geranylgeranyl diphosphate 
(GGPP) by the terpenoid biosynthesis pathway. Other compounds derived 
from this pathway include the hormones cytokinins, brassinosteorids and 
abscisic acid (ABA). The first committed step in GA biosynthesis is the 
conversion of GGPP to ent-kaurene in the plastids catalysed by terpene 
synthase (TPS) enzymes, ent-copalyl diphosphate synthase (CPS) and ent-
kaurene synthase (KS). Subsequently, ent-kaurene is oxidised to GA12 in 
the endoplasmic reticulum (ER) by the actions of two cytochrome P450 
monooxygenases (P450s), ent-kaurene oxidase (KO) and ent-kaurenoic 
acid oxidase (KAO) (Yamaguchi, 2008; Olszewski et al., 2002). 
 
 
 
Figure 1.4: Major GA biosynthetic pathways, and their sites, in higher 
plants. Enzymes are shown in boldface below or to the right of each arrow. 
GA9 and GA20 can also be converted to GA51 and GA29 by GA2ox. GA4 
and GA1 are the bioactive GAs, while GA34 and GA8 are their inactive 
catabolites. (Modified from Olszewski et al. 2002) 
 
GA12  can be converted to biologically active forms via two parallel 
pathways: the early non-hydroxylation pathway and the early 13-
hydroxylation pathway (Fig. 1.4). Both pathways involve 2-oxoglutarate-
dependent dioxygensases (2ODDs), but the early non-hydroxylation 
pathway generates GA4 as the biologically active form whereas the early 
13-hydroxylation pathway generates GA1. The pathway that dominates 
varies from species to species (Yamaguchi, 2008; Olszewski et al., 2002).   23 
 
In  Arabidopsis  and  Populus, GA4  is the more common bioactive GA 
(Israelsson  et al., 2004), whereas in pea, rice and lettuce more GA1  is 
formed (Kamiya & Garcia-Martinez, 1999). In both pathways the first step 
in the conversion of GA12 to the biologically active forms is catalysed by 
the multifunctional enzyme GA20-oxidase (GA20ox). GA20ox catalyses 
stepwise oxidation reactions, generating the biologically inactive C19-GAs, 
GA9  and GA20. To gain biological activity, GA9  and GA20  need to be 
oxidised by the enzyme GA3-oxidase (GA3ox) to GA4  and GA1, 
respectively. To control the levels of bioactive GAs, the plant can convert 
the bioactive forms to the inactive forms, GA34  and GA8, via 2-
hydroxylative degradation catalysed by the enzyme GA2-oxidase (GA2ox) 
(Yamaguchi, 2008). 
1.2.2 Gibberellin regulation and response pathway 
GA biosynthesis, turnover and signal transduction are the main factors 
affecting developmental responses initiated by the GA signalling pathway, 
which is tightly regulated by developmental and environmental cues 
(Mutasa-Gottgens & Hedden, 2009; Yamaguchi, 2008). To control the GA 
signalling pathway the plant needs to regulate the most important output of 
the pathway, i.e., the level of bioactive GAs. 
 
At the transcription level, it has been shown that over-expression of the 
early GA biosynthesis genes, CPS and KS, has no effect on the level of 
bioactive GAs (Fleet et al., 2003). Consequently, interest was turned to the 
2ODD genes. Both GA20ox  (encoding the multi-functional enzyme 
GA20ox) and GA3ox (encoding the enzyme catalysing the last conversion 
step) have received substantial attention. Together with the gene encoding 
the deactivating GA2ox, they constitute the major regulatory agents of the 
GA biosynthesis pathway. An efficient means of maintaining an optimal 
level of bioactive GAs is to regulate the inactivating process involving 
GA2ox, which has been shown to be up-regulated in Arabidopsis  by 
bioactive GAs, while over-expressing  GA2ox  results in lower levels of 
bioactive GAs (Hedden & Phillips, 2000b). Consequently, a loss of GA2ox 
activity results in increased levels of bioactive GAs (Schomburg  et al., 
2003) 
 
The regulatory mechanisms include environmental signals such as light 
(Oh et al., 2006), temperature (Penfield et al., 2005) and stress conditions 
(Yamaguchi, 2008)  which influence plant GA biosynthesis (Kamiya & 
Garcia-Martinez, 1999). Light has been shown to affect GA gene 
expression in Arabidopsis  seeds through PHYTOCHROME 
INTERACTING FACTOR 3-LIKE5 (PIL5), which represses GA3ox1 and   24 
GA3ox2  expression and stimulates GA2ox  expression  (Oh  et al., 2006). 
Light quality has also been shown to alter the expression of the 
biosynthesis genes GA20ox  and  GA3ox  (Garcia-Martinez & Gil, 2001). 
Other regulatory factors are the regulation by other plant hormones such as 
auxin and Abscisic acid (ABA) (Yamaguchi, 2008; Ross et al., 2001) , 
tissue type, transport, developmental stage, the levels of GA conjugates 
(Schneider and Schliemann 1994; Yamaguchi 2008) and the feed-back and 
feed-forward regulation of GA metabolism (Olszewski et al., 2002; Hedden 
& Phillips, 2000b). In Arabidopsis, expression of the biosynthetic genes 
GA20ox and GA3ox is elevated in GA-deficient backgrounds and down-
regulated after external application of bioactive GAs (Matsushita et al., 
2007; Xu et al., 1999). 
 
 
Figure 1.5: A working model for GA-GID1-DELLA interaction cascade in 
the GA signalling. (Modified from Feng et al. 2008). 
 
Several key components of the GA signal transduction pathway have been 
identified in recent years, including the GA receptor, GID1 (Hirano et al., 
2008; Murase et al., 2008; Ueguchi-Tanaka et al., 2005), following earlier 
identification of the DELLA proteins, which are growth-suppressing 
members of the GRAS family of transcriptional growth regulators (Cheng 
et al., 2004; Fleck & Harberd, 2002). In Arabidopsis, the DELLA sub-
family consists of GIBBERELLIC ACID  INSENSITIVE (GAI), 
REPRESSOR OF GA1-3 (RGA), RGA-LIKE1 (RGL1), RGL2 and RGL3. 
All these proteins contain the DELLA motif, a conserved amino acid 
sequence in their N-termini  (Cheng  et al., 2004;  Lee  et al., 2002). A 
proposed model for the mechanism of GA signal transduction through 
DELLA protein degradation is as follows. In the absence of bioactive GA, 
GA signalling is repressed by DELLA proteins. When bioactive GA is 
present it binds to the GID1 receptor, the resulting GID1/GA complex 
interacts with DELLA proteins and targets them for ubiquitination by the 
SCF E3 ubiquitin ligase. DELLA is then degraded through the 26S 
proteasome pathway, and GA signalling is activated (Hirano et al., 2008).   25 
The most clearly elucidated example of this model is DELLA-mediated 
growth regulation  (Fig 1.5), a process that is highly regulated by 
interactions between light and GA signalling (Harberd et al., 2009). During 
light conditions when DELLA levels are high, or in the absence of 
bioactive GA, DELLA proteins bind to PHYTOCHROME 
INTERACTING FACTORs (PIFs), belonging to a family of transcription 
factors promoting hypocotyl elongation. However, during dark conditions 
when DELLA levels are low, or if high levels of bioactive GAs are present, 
the GID1/GA complex binds to DELLA proteins and targets them for 
degradation, thus the PIFs are released and can promote hypocotyl 
elongation (Lau & Deng, 2010; de Lucas et al., 2008; Feng et al., 2008; 
Achard et al., 2007). 
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2  Objectives 
The aim of the studies this thesis is based upon was to increase knowledge 
regarding the molecular mechanisms and processes involved in a important 
photoperiodic response: SD-induced growth cessation in Populus. Since in 
trees growth cessation and subsequent dormancy involve major 
developmental changes, it was expected that several processes would be 
affected at both the transcriptome and metabolome levels. To monitor 
changes in these processes following transitions to short days, we primarily 
used two large-scale techniques: microarray analysis for monitoring 
transcriptomic changes, and GC-MS for monitoring metabolomic changes. 
 
Paper I reports changes in the Populus  transcriptome and metabolome 
observed during the initiation of growth cessation following a switch to 
short days, and compares the changes to those observed in other species, 
especially  Arabidopsis. The comparison also provided a degree of 
validation for our observations. We also attempted to identify correlations 
between transcriptomic and metabolomic responses, but found that the 
standard methodologies for analyzing the transcriptome and metabolome 
were not adequate for this purpose. In the study presented in Paper II 
(hereafter Study II, with corresponding abbreviations for studies reported in 
the other appended papers) we applied the chemometric method O2PLS to 
extract information from both the transcriptomic and metabolomic datasets 
simultaneously, and in Study III we used OPLS to normalize systematic 
biases in the microarray data set. 
 
In Study IV we used transgenic Populus  plants in a photoperiodic 
experiment designed to elucidate the role of the hormone GA in SD 
responses from the switch to SD to the full establishment of growth 
cessation. We also investigated changes in levels of various transcripts 
involved in pathways that mediate photoperiodic signals. 
   28 
In Study V we used large-scale microarray and GC-MS analyses to explore 
transcriptomic and metabolomic changes in transgenic  plants following 
exposure to short days, in a similar fashion to the experiments reported in 
Paper I. We then applied an OPLS normalization strategy developed in 
Study II, and an extension of O2PLS called O3PLS, to identify 
(simultaneously) correlated variations in the transcriptomes and 
metabolomes of the transgenic plants. 
 
To summarize, the specific biological questions addressed in the studies 
this thesis is based upon were: 
 
•  How do the transcriptome and metabolome in Populus respond to short 
days? 
•  What transcriptomal changes occur in the expression of genes involved 
in the mediation of photoperiodic signals from a switch to SD 
conditions to the establishment of growth cessation? 
•  How do the transcriptome and metabolome respond to short days in 
transgenic trees under-expressing important components of the light 
reception and response pathways? 
•  What role does the hormone GA play in growth cessation? 
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3  Material and methods 
 
3.1 Populus: A model system for trees 
The first plant genome to be sequenced was the model plant Arabidopsis 
thaliana, which were chosen as a model system due to the plant’s short 
generation time, convenient size and the relative simplicity of its genome. 
However, since Arabidopsis is a small annual plant, factors and processes 
associated with tree-specific traits, such as long-term perennial growth and 
seasonality cannot be addressed in this species (Jansson & Douglas, 2007). 
The first genome of a perennial tree to be sequenced was that of Populus 
trichocarpa (Tuskan et al., 2006), selected partly because of its relatively 
close relationship to Arabidopsis, which facilitates comparative studies of 
the two genomes. Thus, much of the knowledge regarding functions of 
genes in the Populus tree model system is based on discoveries obtained 
from studies of Arabidopsis thaliana. All results presented in this thesis 
concerning the Populus genome were obtained from studies of the hybrid 
aspen clone Populus tremula L. x tremuloides Michx. Clone T89. 
3.2 Microarrays 
Microarray technology allows the quantification of large numbers of 
biomolecules in parallel, generating vast amounts of data. This technology 
is powerful, but also complex and time consuming. The most mature and 
common use of this technology is in the preparation and use of DNA 
microarrays, to measure levels of messenger RNA (mRNA), and thus 
obtain information on transcript levels in given biological systems at given 
times under defined conditions. Two main types of DNA microarray 
platforms are available: cDNA microarrays and high-density oligo-
nuleotide microarrays (Stears et al., 2003). The rest of this section focuses   30 
on the former. cDNA microarrays consist of a solid surface, usually glass, 
to which cDNA probes are immobilised in a predefined order. RNA is 
extracted, reversely transcribed, labelled using fluorescent cyanine dyes, 
either Cy3 (green) or Cy5 (red), and hybridised in equal proportions to the 
cDNA probes attached to the glass slide. A laser scanner is then used to 
quantify signals from the fluorophores attached to the hybridised RNA, 
providing estimates of numbers of specific transcripts in each RNA sample 
(Holloway et al., 2002). 
Since tens of thousands of cDNA samples may be attached to the glass 
slide, this technique allows huge numbers of mRNA transcripts to be 
simultaneously measured, thus enabling global transcript analyses of 
organisms.  
Several factors can introduce systematic biases into a microarray 
experiment, including variations in dye incorporation efficiency, 
irregularities on the slide surface, differences in probe spotting and scanner 
properties. In most microarray experiments the data are normalised in an 
attempt to remove or minimise bias (Quackenbush, 2002). 
In the studies described in Papers I, II and III my colleagues and I 
(hereafter we) used the POP2.3 cDNA arrays (Ruttink et al., 2007), and for 
the study reported in Paper V we used Agilent’s custom cDNA arrays for 
Populus (http://www.genomics.agilent.com/). 
3.3 qPCR 
qPCR (quantitative Polymerase Chain Reaction) is a technique involving 
amplification of the cDNA using PCR with simultaneous detection and 
quantification of the amplification products (utilizing fluorescent reporters) 
in real time (Nolan et al., 2006). Finally, levels of cDNAs in the samples 
are quantified from exponential phases of the (non-linear) amplification 
curves acquired. 
 
There are several methods for calculating the fluorescence  detection 
threshold level (Durtschi et al., 2007). It is possible to calculate the starting 
amount of transcripts (mRNA) from the efficiency of the PCR reaction. 
Theoretically, the optimal efficiency of the amplification between two PCR 
cycles is 2, but in practice the efficiency is dependent on the efficiency of 
the primers. There are two types of quantification strategies: relative 
quantification, based on the relative expression of target versus reference 
genes; and absolute quantification, based on either an internal standard or 
external standard calibration curve. In our studies we used the former, and 
since no reference gene is universally suitable for all conditions, we used 
the geNorm VBA applet for MS Excel  (Vandesompele et al., 2002) to 
select appropriate reference genes in each case.   31 
In the study reported in Paper IV, At4g34270-like 
(estExt_fgenesh4_pm.C_LG_IX0344) was used as the reference gene. 
3.4 Metabolomics and metabolite profiling 
with GC-MS  
Metabolites are end products of the reactions in organisms’ cells and extra-
cellular spaces, and hence reflect the organisms’ developmental and 
physiological status (Fiehn, 2002), and the metabolome is a collective term 
for all the metabolites present in a specific biological cell, tissue, organ or 
organism (Oliver et al., 1998). 
 
Both transcriptomic analyses (mRNA expression) and proteomic analyses 
(proteins) can provide valuable information, but have shortcomings for 
observing and explaining cellular processes. For example, changes in 
mRNA levels do not always correlate with changes in protein levels, and 
proteins may or may not be enzymatically active. However, metabolic 
profiling can provide a snapshot of the physiology of a cell at a given time 
(Sumner et al., 2003). Estimates of the numbers of different metabolites in 
plants range from 50 000 to 200 000 (Hall et al., 2002), but for specific 
tissues the number is probably significantly smaller (Bino et al., 2004). 
Several different techniques have been developed since no single technique 
can detect all metabolites. 
 
Gas chromatography-mass spectrometry (GC-MS) is used in plant 
metabolite profiling for covering primary metabolites such as organic acids, 
mono- and disaccharides, fatty acids, sterols and more. Due to the fact that 
GC-MS demands that the compounds are chemical derivatised before 
analysis, i.e. volatile, many metabolites will not detected by GC-MS 
analysis. For covering, e.g. many secondary and larger metabolites must be 
analysed by LC-MS instead.  GC-MS which combines gas-liquid 
chromatography, a separation  technique, and mass spectrometry, a 
detection technique — is widely applied to separate and identify substances 
in complex samples of diverse kinds. Briefly, samples are injected into a 
capillary column and moved through the column by a “carrier gas”, but 
compounds in the samples are retained for varying times, depending on 
their boiling point and the strength of their interactions with the stationary 
phase in the columns. Hence, the different molecules in the samples are 
retained for different times before they are eluted from the column, and 
thereby separated. Generally, compounds with low boiling points elute 
from the column before compounds with higher boiling points. As the 
separated compounds elute they are passed to a coupled mass spectrometer 
in which they are fragmented, to varying degrees, and ionized by   32 
bombardment with electrons (electron impact (EI) ionization). Finally, the 
ionized fragments are detected, typically by an electron multiplier. Each 
ionized fragment will have a specific mass to charge (M/Z) ratio, and each 
compound will yield a profile of characteristic fragments. Thus, the 
compounds present in the injected samples can be identified, and in some 
cases quantified (Watson, 1997). A schematic diagram of a GC-MS system 
is presented in Figure 3.1. 
 
The major limitations of metabolomics today are the problems associated 
with comprehensively identifying all of the metabolome, due to the 
diversity and complexity of the metabolome and the dynamic range 
limitations of most analytical instruments. Nevertheless, even with current 
limitations,  metabolomics will, together with transcriptomics and 
proteomics, provide foundations for functional genomics or systems 
biology analyses (Sumner et al., 2003). Some authors have also attempted 
to combine metabolomic with transcriptome  (Usadel  et al., 2008), or 
proteomic (Bylesjo et al., 2009) approaches. 
 
 
 
Figure 3.1: A schematic diagram of a GC-MS system. 
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3.1 Computational methods 
 
3.1.1 Chemometric methods 
Chemometrics  refers to the extraction of information from complex 
chemical datasets by computional analysis, usually using multivariate 
regression and projection software. As the name implies, chemometric 
methods were initially applied to chemical problems. However, the 
methodology is general and can also be applied to analyses of substances in 
biological systems. Most chemometric methods involve use of latent 
variables; variables that cannot (or have not been) directly measured or 
observed, but can be inferred and reflect the influence of several variables 
that can be measured and observed. Hence, use of latent variables allows 
complex systems to be described by fewer components that provide 
indications of their general and systematic properties (in other words, the 
dimensionality of datasets can be reduced). 
 
Two major advantages of using chemometric methods to address biological 
problems are that they can deal with multicollinearity and they facilitate 
interpretation of complex datasets. Multicollinearity  refers to the 
correlation between multiple variables, and occurs especially frequently 
when the number of variables (K) is larger than the number of observations 
(N) (K>N), notably microarray datasets. 
 
Another advantage of chemometrics is that independent systematic 
variations can be described by individual latent variables, allowing them to 
be individually interpreted. This quality is beneficial for biological datasets, 
since they often reflect effects of multiple factors and multiple correlations, 
which complicates their interpretation (Bylesjö, 2008). 
 
The two main multivariate projection methods used in chemometrics, 
Principal Component Analysis (PCA) and Projection to Latent Structures 
(PLS), are described below. 
3.1.2 Principal Component Analysis (PCA) 
PCA is an unsupervised projection technique that is widely used to obtain 
an overview of the data and thereby identify possible groupings and outliers 
by generating a few latent variables (principal components) that describe as 
much as possible of the variation in the data (Pettersson, 2005). The 
principal components are linear combinations of the original variables and 
are uncorrelated. A PCA model can be formulated as follows: 
   34 
𝑋 = t1𝑝1
𝑇 + t2𝑝2
𝑇 + ⋯+ tA𝑝A
𝑇 + 𝐸 = 𝑇𝑃𝑇 + 𝐸 
 
where  A  is the number of principal components and E  is the residual 
matrix. Each component consists of  𝐭 representing the scores vector, and 
??𝑻 the loading vector. 
 
The principal components can be determined using various algorithms, the 
most commonly used being the NIPALS algorithm and Singular Value 
Decomposition (SVD) (Wu et al., 1997). 
 
3.1.3 Alternative methods 
There are alternative dimension reduction techniques to PCA. For example, 
Multidimensional Scaling (MDS) (Kruskal, 1979), Self-Organising Map 
(SOM) (Kohonen, 1995) or Independent Component Analysis (Mutarelli et 
al.)  (Comon, 1994). MDS is similar to PCA and is designed to detect 
relevant underlying dimensions, normally two, which explain the observed 
pair-wise distance between objects. In that process MDS aims to preserve 
the original distances between the objects. SOM is a dimension reduction 
technique that utilizes neural networks to detect common trends within the 
data. SOM creates a visual map on the lower dimensions, usually the 
lowest two, where two vectors that were close in the original n-dimension 
appear closer while distant dimensions appear farther apart from each other. 
ICA is also similar to PCA but with less constraints since the components 
calculated using ICA do not need to be orthogonal. 
 
3.1.4 Projection to Latent Structures (PLS) 
PLS is a supervised multivariate regression method based on use of latent 
variables (Wold et al., 2001). The central idea is to relate a data matrix X 
(descriptors) to a data matrix Y (responses).  
 
An ordinary regression equation for describing the responses Y as linear 
combinations of the X  matrix and regression coefficients B  can be 
expressed as follows: 
 
𝑌 = 𝑋𝐵 + 𝐹 
 
where F is the residual matrix. 
 
Traditionally, a Multiple Linear Regression (MLR) approach is applied to 
solve this equation, generating (after appropriate algebraic operations) a 
solution for B as follows:   35 
 
𝐵 = (𝑋𝑇𝑋)−1𝑋𝑇𝑌 
 
where (𝑿𝑻𝑿)−𝛏 is the inverse of the covariance matrix. To solve the above 
equation (𝑿𝑻𝑿)−𝛏 needs to be of full rank with only one solution to the 
equation system. 
 
PLS is used to explore relationships between descriptors and responses in 
data sets with high collinearity and/or more variables than observations. 
PLS solves problems associated with multicollinearities in MLR by using a 
projected score matrix,  T,  that summarises  the systematic effects in X 
related to Y. The score matrix consists of A  score vectors that are 
orthogonal (linear and independent). Instead of using the inverse of the 
covariance matrix, (𝑋𝑇𝑋)−1, PLS uses the inverse of the projected score 
matrix, (𝑇𝑇𝑇)−1. A PLS model is formulated as follows: 
 
𝑋 = 𝑇𝑃𝑇 + 𝐸 
 
𝑌 = 𝑇𝐶𝑇 + 𝐹 
 
where X denotes the descriptor matrix, Y the response matrix, T the matrix 
of latent variables,  𝑷𝑻 and 𝑪𝑻 transposed loading matrices, P and C, for X 
and Y, respectively, while E and F are the residual matrices for X and Y. 
 
The regression coefficient matrix can now be expressed as: 
 
𝐵 = 𝑊(𝑃𝑇𝑊)−1𝐶𝑇 
 
where W is the weight matrix of X.  
 
The number of latent variables used in PLS models depends on the models’ 
predictive capacity,  which  can be determined by cross-validation 
(Pettersson, 2005). 
 
Other supervised multivariate regression techniques are Principal 
Component Regression (PCR) (Jolliffe, 1982) and Support Vector Machine 
(SVM) (Cortes & Vapnik, 1995) 
 
3.1.5 Orthogonal Projections to Latent Structures (OPLS) 
An extension of PLS is Orthogonal Projections to Latent Structures 
(OPLS), in which the systematic variation in the X matrix is separated into 
two parts, one that is linearly correlated to Y and one that is uncorrelated   36 
(orthogonal) (Trygg & Wold, 2002). The linearly correlated part can be 
used to predict Y. The OPLS decomposition is formulated as follows: 
 
𝑋 = 𝑇𝑝𝑃 𝑝
𝑇 + 𝑇𝑜𝑃 𝑜
𝑇 + 𝐸 
 
where the p indices denote the predictive part and o the orthogonal part. 
 
3.1.6 O2PLS 
 
 
 
Figure 3.2: Overview of O2PLS model components. (Modified from 
(Bylesjö, 2008). 
 
O2PLS is based on an OPLS model and has a bidirectional modelling 
property that OPLS lacks. In O2PLS the systematic variation in the data 
matrices X and Y is divided into different parts, as illustrated in Figure 3.2. 
O2PLS identifies the joint covariation between X  and  Y, but also the 
systematic variation unique to each data set. An O2PLS model can be 
expressed as follows: 
 
𝑋 = 𝑇𝑝𝑊𝑇 + 𝑇𝑜𝑃𝑌𝑜
𝑇 + 𝐸 
 
𝑌 = 𝑈𝑝𝐶𝑇 + 𝑈𝑜𝑃𝑋𝑜
𝑇 + 𝐹 
 
where: 
  𝑻??𝑾𝑻 describes the variation in 𝑿 that systematically co-varies with ?? 
 
  𝑻??𝑷????
𝑻   describes systematic variation present in 𝑿 but orthogonal to ?? 
   37 
  𝑼??𝑪𝑻 describes the variation in ?? that systematically co-varies with 𝑿 
 
  𝑼??𝑷𝑿??
𝑻  describes systematic variation present in ?? but orthogonal to 𝑿 
 
O2PLS can be extended to more than two matrices; in such cases it is 
called OnPLS (Löfstedt and Trygg, 2011, in press). 
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4  Results and discussion 
 
4.1 Changes in the transcriptome and 
metabolome during the initiation of growth 
cessation (Paper I) 
The most intensively studied plant genome in the world is, without doubt, 
that of Arabidopsis. However, as previously mentioned, some tree-specific 
traits are impossible to study in a small annual plant such as Arabidopsis. 
One such trait is growth cessation, a developmental phase preceding 
dormancy. This trait can, however, be studied in the tree Populus. In an 
attempt to elucidate the molecular mechanisms involved in the initiation of 
growth cessation, we sampled and analyzed transcriptomal and 
metabolomic changes in leaves of wild type Populus  plants using 
microarrays and GC-MS, respectively (Paper I). We used leaf samples, 
since it is assumed that the leaves receive photoperiodic signals and 
transmit the signals to the shoot apex (Rohde & Bhalerao, 2007). Some key 
components, such as the photoreceptors, especially phyA, have been 
identified in Populus  (Howe  et al., 1998;  Olsen  et al., 1997b), and the 
hormone GA has been shown to influence the growth cessation process 
(Junttila & Jensen, 1988). However, many of the molecular mechanisms 
involved are unknown. 
 
Leaves were sampled from Populus wild type plants grown under LD (18 h 
light/6 h dark) conditions during a 48 h period, and then during another 48 
h following a switch to SD (12 h light/12 h dark) conditions (Material and 
methods, Paper I). Transcriptomic and metabolomic changes in the sampled 
leaves were examined by microarray and GC-MS analysis, respectively. A 
similar  experiment  with four sampling time points (LD0, LD2, SD2  and 
SD6) was conducted on leaf samples from Populus wild type plants that had   40 
been exposed to SD conditions for six days. The results obtained from this 
experiment were primarily used to confirm that the response to short days 
continued after the exposure time applied in the first experiment, but the 
acquired data were also used to examine diurnal changes in Study II. 
 
To extract relevant information from the generated data sets we used the 
chemometric analysis tools PCA and PLS. We found that a significant 
proportion (~16%) of the transcripts represented on the arrays were 
diurnally regulated, as were several metabolites involved in carbon 
metabolism. However, we obtained a lower estimate of the number of 
diurnally expressed transcripts than similar microarray experiments with 
Arabidopsis  (Blasing  et al., 2005;  Schaffer  et al., 2001;  Harmer  et al., 
2000). This disparity between our results and the Arabidopsis studies could 
have arisen from several factors, besides the difference between the model 
systems, such as experimental design, microarray quality, and annotation 
difficulties. The experimental procedures, in terms of both sample 
collection and microarray hybridisation, were probably the largest sources 
of  technical  disparity between the studies. We used POP2.3  cDNA 
microarrays, which contain approximately 25,000 cDNA clones, 
corresponding to approximately  16,500 genes, and representing 
approximately 35% of the 45,550 predicted genes in the poplar genome 
(Ruttink et al., 2007; Sterky et al., 2004). Thus, we investigated about a 
third of the poplar genome in this experiment. However, in our experiment 
a gene model had to show the same pattern in all biological replicates to be 
classified as diurnally expressed, and we measured changes in expression 
levels in samples from individual plants, rather than pooled samples. 
Hence, the estimation above is probably low. 
 
Among the transcripts identified as being diurnally expressed, we found 
overrepresentation of two classes of euKaryotic Orthologous Groups 
(Sjodin  et al.)  based on Arabidopsis  annotations  (Tatusov  et al., 2003; 
Tatusov  et al., 2001):  carbohydrate transport and metabolism; and 
secondary metabolite biosynthesis, transport and catabolism. Transcripts 
of several genes involved in starch and sugar metabolism also appeared to 
be diurnally regulated, including GRANULE-BOUND STARCH 
SYNTHASE  (GBS1),  ADPGLUCOSE PYROPHOSPHORYLASE LARGE 
SUBUNIT2  (APL2),  β-AMYLASES  3 and 9 (BAM3/BMY8  and 
BAM9/BMY3) and GLUCAN WATER DIKINASE1 (GWD1), also known as 
STARCH EXCESS PROTEIN (SEX1). This is in line with the results of a 
microarray study of gene expression in Arabidopsis presented by Smith et 
al. (2004). The other KOG that was significantly overrepresented among 
the diurnally expressed transcripts we identified was secondary metabolite 
biosynthesis. Most of the diurnally regulated transcripts in this KOG were   41 
of genes involved in phenylpropanoid biosynthesis, which have been 
suggested to be circadian due to their involvement in UV-resistance 
(Harmer  et al., 2000). These findings are consistent with results from 
Arabidopsis, suggesting that both starch metabolism and phenylpropanoid 
biosynthesis are under circadian control (Zeeman et al., 2007; Lu et al., 
2005;  Rogers  et al., 2005;  Smith  et al., 2004).  In addition to the 
overrepresented  KOGs, the apparently diurnally regulated transcripts 
included several associated with circadian processes, inter alia LHY, GI, 
ELF3, CCR2, PRR5 and PRR7, as well as COP1, an important component 
of the light signalling pathway, (Ang et al., 1998; Yamamoto et al., 1998). 
 
Metabolites were classified as diurnally regulated if they displayed diurnal 
fluctuations coinciding  with the light/dark cycle and if changes in their 
levels differed under LD and SD conditions. The two main classes of 
metabolites that responded to light/dark cycles were carbohydrates 
(including sucrose, fructose-6-phosphate and the disaccharide maltose) and 
amino acids. Sucrose and fructose-6-phosphate displayed similar rhythms 
(abundant during light phases relative to their levels in dark phases) while 
the disaccharide maltose displayed the opposite rhythm. 
 
The amino acids that displayed diurnal changes in concentration included 
glycine, phenylalanine and aspartic acid; levels of glycine and 
phenylalanine were higher during light periods than during dark periods, 
while aspartic acid showed the opposite pattern. Most of these patterns 
were similar to those previously observed in potato (Urbanczyk-Wochniak 
et al., 2005). The amino acids alanine and aspartic acid were among the 
metabolites displaying both diurnal fluctuations and responses to the 
transition to SD conditions. Their concentrations were higher during dark 
phases and short days than in light phases and long days, respectively. In 
contrast, phenylalanine, α-ketoglutarate, β-alanine and fumarate showed the 
opposite pattern. Concentrations of some other metabolites (e.g. valine, 
threonine, ornithine and quinic acid derivatives) changed following the 
shift in photoperiodic length, but displayed no diurnal pattern. 
 
The  transcripts of genes involved in the phenylpropanoid biosynthesis 
pathway all responded to the shorter  photoperiod in the same manner. 
Other genes involved in, or classified as participating in, the same pathways 
responded differently to the photoperiodic change. A possible explanation 
for this is that such genes play different roles in the associated pathways, 
and some may be feedback-regulated while others are not. Most likely, 
several processes are also regulated at the protein level (Harms  et al., 
2004). Our results indicate that the processes involved in adaptation to 
shifts from LDs to SDs are more complex than expected. Transcripts of   42 
genes associated with the circadian clock responded very rapidly, and 
strongly, to the shift to SDs. Transcripts encoding GI displayed a 
particularly strong diurnal rhythm and responded within 24h to the shift 
(Figures 5,6, Paper I). This attracted our attention, and in Study V we 
conducted a similar experiment with plants under-expressing PttGI1. The 
findings indicate that the circadian clock plays an important role in 
mediating photoperiodic signals to downstream processes. 
 
In our metabolite analysis we observed pools of two major classes of 
compounds, sugars and phenylpropanoids, that responded to the shift to 
SDs and hence appeared to be photoperiodically regulated. These results 
are consistent with the results from the microarray analysis, although 
directly relating transcriptomic changes with observed changes in 
metabolite profiles proved to be very difficult. The photoperiodic change 
appeared to affect the transcriptome more than the metabolome, possibly 
because transcriptomic changes may inevitably precede metabolomic 
changes. This hypothesis is supported by similar findings presented by 
Usadel et al. (2008).  
4.2 Data integration in plant biology: the 
O2PLS method for combined modelling of 
transcript and metabolite data (Paper II) 
When analysing the transcriptomic and metabolomic data presented in 
Paper I, we observed that the methods we were using couldn’t extract all 
the  interesting  biological information from our data sets. Instead of 
analysing the data sets individually, we wanted to study them 
simultaneously, and thereby identifying the joint variation in both data sets. 
To solve this problem, we applied the O2PLS multivariate regression 
method to both the transcriptomic and metabolomic data acquired (from the 
same leaf samples) in the second experiment of Study I. Since the 
metabolome probably changed later than the transcriptome in Study I, the 
experimental design in this photoperiodic experiment included samplings at 
only four time points (LD0, LD2, SD2 and SD6) with a longer time frame; 
(Material and methods, Paper II). The O2PLS method (Trygg & Wold, 
2002) can integrate data from multiple sources, in our case microarray and 
GC-MS data. It is thus able to separate overlapping information obtained 
using the two platforms from the systematic variation specific to each 
platform. A similar approach was used by Rantalainen (2006) to investigate 
metabonomic and proteomic correlations in mouse samples. We considered 
transcripts and metabolites to be significant if differences in their levels 
under LD and SD conditions were significant (p ≤ 0.01). Such transcripts 
were then classified according to their gene ontology biological process   43 
(GO-BP) annotation (http://www.geneontology.org). To validate the 
methodology, we applied O2PLS-DA to classify the samples collected at 
each time point (Figure 4, Paper II). We also compared the results from the 
O2PLS analysis with results generated by Pearson Correlation analysis and 
PCA. 
 
Table 4.1: Summarizes the numbers of transcripts and metabolites 
identified as having significantly similar variation pattern in the 
transcriptome and metabolome data sets under LD and SD conditions      
(p≤ 0.01) according to the O2PLS, PCA and Pearson Correlation Analyses. 
 
Statistical Analysis  No. of transcripts  No. of metabolites 
O2PLS  410  64 
PCA  321  45 
Pearson Correlation Analysis  102  109 
 
O2PLS identified most transcripts (410) and Pearson Correlation Analysis 
identified most metabolites (109). However, the overlaps between the sets 
of transcripts and metabolites identified by the three methods were low; the 
O2PLS and Pearson Correlation methods differing most in these respects 
(Figure 5, Paper II). The overlaps in sets identified by O2PLS and PCA 
were more extensive. In addition, the sets identified by PCA included lower 
numbers of differentially expressed transcripts and metabolites that were 
not identified by other methods than the sets identified by the O2PLS and 
Pearson Correlation Analyses, indicating (overall) that it had intermediate 
power between O2PLS and Pearson Correlation Analysis for identifying 
such molecules. Only one significantly differentially expressed transcript 
and four metabolites were identified by all three methods. The three 
methods evidently yield quite dissimilar results, and can be seen as 
complementary for elucidating joint transcriptomic and metabolomic 
regulatory patterns. It is not possible to claim superiority for any one of the 
methods based on the evidence from this experiment. However, O2PLS 
results are based on a multivariate model, which enables the prediction of 
properties of new, unknown samples and evaluation of the model’s 
predictive performance. Furthermore, a unique feature of O2PLS is the 
possibility it provides of separating systematic predictive variation from 
systematic variation associated with experimental procedures (e.g. the 
analytical platforms used) and non-systematic variation captured in the 
residuals. This is a substantial advantage over the other multivariate 
method, PCA, in which this variation is incorporated into the model 
structures. The transparency of O2PLS facilitates interpretation of specific 
sources of variation, both for samples and considered variables. 
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The biological conclusions that can be drawn from the joint variation 
between the transcripts and metabolites identified with O2PLS are 
illustrated in Fig. 3 in paper II, showing the GO-BP group classifications of 
the significantly differentially expressed transcripts, and the relationships of 
the metabolites displaying significant changes in levels with the GO-BP 
groups. All the identified GO-BP groups were related primarily to 
pyrimidine metabolism, apart from two groups related to purine 
metabolism. Purines and pyrimidines are regulators of metabolites such as 
sucrose, polysaccharides, sugar phospholipids and secondary products 
(Stasolla  et al., 2003). Many of the metabolites that showed significant 
changes in levels in our study were carbohydrates, including sucrose, 
fructose and glucose derivatives (glucaric acid and gluconic acid), and 
various undetermined carbohydrates. In growth cessation, the pyrimidines 
(CTP and UTP) affect various aspects of plant metabolism including 
phospholipid  and sugar metabolism (Zrenner  et al., 2006;  Kafer  et al., 
2004), whereas the purines (GTP and ATP) play important roles in diverse 
proceses, inter alia nitrogen assimilation, cell division (mitosis) and energy 
metabolism. Similar changes in levels of cell-division related metabolites 
have been observed in dormancy-related experiments, analogous to our SD-
induced growth cessation experiments (Horvath  et al., 2003;  Devitt & 
Stafstrom, 1995). Although our results are not sufficiently clear to support 
definitive conclusions regarding joint transcriptomic and metabolomic 
changes during SD-induced growth cessation, the data indicate that these 
changes may be connected. 
 
The transcriptomic data were also analysed by O2PLS-DA to identify 
genes that were differentially expressed between LD and SD6 conditions, 
and 1221 such unique gene models were detected. The results from the 
second microarray experiment also indicated that differences between 
photoperiodic expression levels were maintained for at least six days 
following the shift to SD conditions. However, some gene models that have 
photoperiod-dependent expression profiles were probably missed, as we 
sampled in the middle of the light period. Gene models for which 
expression levels differed during the dark period (or during either the 
beginning or end of the light phase) may not have been detected. These 
results were published in Paper I, and several of the genes mentioned in 
that paper were found to be expressed at higher or lower than LD-levels for 
a prolonged period (at least six days) under SD conditions in this 
experiment.   45 
4.3 Orthogonal projections to latent 
structures as a strategy for microarray 
normalisation (Paper III) 
In Paper III we introduced a strategy for normalising multi-channel 
microarray data based on orthogonal projections to latent structures 
(OPLS). The purpose of this normalisation was  to remove or at least 
minimise systematic biases introduced during the microarray analysis 
procedures. The most common sources of such errors are array biases, dye 
biases and spatial biases. Array bias arises from the systematic offset 
between pairs of identical samples analysed using different arrays, dye bias 
refers to systematic variation introduced by using different dyes for 
competitive hybridisation, and spatial bias is caused by some regions on the 
array surface generating weaker or stronger signals than others (Smyth & 
Speed, 2003). 
 
We applied OPLS methodology to identify joint transcriptomic variation 
within the biological samples and thus allow us to remove variation that 
was independent or orthogonal to the within-sample variation. Using this 
approach we were able to separate the systematic variation related to the 
biological samples from the bias-related variation. To test the validity of 
the method we used it to analyse data acquired from experiments in which 
two different microarray platforms were applied —  H8k  based on the 
Affymetrix platform (Smyth  et al., 2005)  and the POP2.3  cDNA 
microarray (Ruttink et al., 2007; Sterky et al., 2004). We also compared the 
results of OPLS-normalisation of the H8k  data set with those of other 
normalization methods using external controls (spike-ins) and the Lucidea 
Universal Scorecard (GE Healthcare, Uppsala, Sweden). The external 
controls consisted of calibration clones (printed in a 1:1 ratio) and ratio 
clones (printed in 1:3, 3:1, 1:10 and 10:1 ratios). We defined the ratio 
clones as differentially expressed clones, and derived the number of false 
positives (FP) from the calibration clones. The tested normalization 
methods were compared using two criteria: rates of true positives (TPs, 
differentially expressed clones) and rates of true negatives (TNs, one minus 
the proportion of false positives; 1-FP). The OPLS methodology performed 
better than the other methods in identifying differentially expressed clones, 
and yielded among the highest TP and TN rates (Table 4.2). 
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Table 4.2. Results (rates of true positives and true negatives) obtained from 
the normalization of microarray (H8k) data using the indicated methods. 
 
Method  True positives (TP)  True negatives  Average performance 
Raw  85.4%  100%  92.7% 
VSN  98.4%  98.3%  98.4% 
Loess  98.4%  98.3%  98.4% 
Median  98.4%  98.3%  98.4% 
ANOVA  99%  98.3%  98.6% 
OLIN  100%  97.9%  99.0% 
PT-loess/Tq  100%  98.3%  99.2% 
PT-loess  100%  98.3%  99.2% 
OPLS  100%  98.3%  99.2% 
Legend: 
Raw = Non-normalized data, VSN = Variance stabilization normalization, Loess = Local regression 
Median = Median normalization, ANOVA = Analysis of Variance 
OLIN = Optimized Local Intensity-dependent Normalization 
PT-loess/Tq = Print-tip loess coupled with Tquantile normalization 
PT-loess = Print-tip loess normalization, OPLS = Orthogonal projections to latent structures 
 
The results demonstrate that OPLS can be used to normalise DNA 
microarray data. In addition, although it was applied here to two-channel 
data, it can also be applied to single channel data. In Study V we used it for 
normalizing both cDNA microarray and metabolomic (GC-MS) data. 
4.4 GA biosynthesis is intimately linked with 
light reception and response pathways in 
photoperiodic control of growth in hybrid 
aspen (Paper IV) 
Gibberellins (GAs) have been shown to play a major role in growth 
cessation. Notably, early experiments with Salix pentandra  showed that 
exogenous GAs prevented growth cessation under SD conditions (Junttila 
& Jensen, 1988), and another study showed that GA1  is rapidly down-
regulated in the subapical region of the Salix pentandra shoot tip after only 
five days under short photoperiods (Olsen et al., 1995). Furthermore, 
transgenic  Populus  over-expressing the oatPHYAox  gene are unable to 
down-regulate their GA levels in response to SDs, thus GAs could be 
involved in the signal transduction pathway mediating photoperiod 
responses (Olsen et al., 1997). 
 
To further explore the role of GAs in growth cessation, we conducted 
experiments with the following transgenics: GA20oxOE, over-expressing 
Arabidopsis  AtGA20ox1  (Eriksson  et al., 2000);  PttGID1OE,  over-
expressing on member of the gibberellin receptor GID1 family (Mauriat &   47 
Moritz, 2009);  and  αPttGA20ox  (Eriksson, 2000),  under-expressing 
PttGA20ox1. We sampled leaves from plants growing in LD conditions 
before a switch to SDs, until growth cessation was established (LD0, SD3, 
SD14, SD23 and SD28, where the SD subscripts indicate the number of days 
in SD conditions), measured their height periodically, analysed leaf 
samples by qPCR, and measured their GA contents. 
 
Populus plants under-expressing PttGA20ox1 (αPttGA20ox) behaved like 
wild-type (WT) plants under LD conditions (18 h light/6 h dark) (Figure 1, 
Paper IV).  However, under SD conditions (10  h light/14  h dark) they 
displayed increased sensitivity to the short photoperiods, resulting in earlier 
bud set. This was confirmed by visual inspection of stem sections cut from 
Populus grown under SD, which showed that the number of cambial cells 
was reduced in αPttGA20ox plants. Thus, if levels of bioactive GAs are 
reduced the plants are more sensitive to photoperiods shorter than their 
critical day length (CDL). 
 
Populus GA20oxOE plants did not cease growing, and continued to grow at 
close to LD rates during SD conditions (12 h light/12 h dark) in contrast to 
WT plants, and their levels of bioactive GAs were higher than WT levels. 
The faster growing PttGID1OE  line, over-expressing the GA receptor, 
responded to the shorter photoperiod similarly to WT plants, and began to 
cease growing at about the same time. However, levels of bioactive GAs 
were lower in  PttGID1OE  than in WT plants during both LD and SD 
conditions. Thus, in LD conditions the growth rate did not correlate with 
the levels of bioactive GAs. This indicates that during LDs the amount of 
available GID1 also is a limiting factor for growth rates, perhaps more than 
levels of bioactive GAs. However, in response to SDs growth cessation 
primarily depends on the levels of bioactive GAs and not the abundance of 
GID1. Our conclusion is that the regulation of growth cessation in SD 
conditions depends on  the level of active GAs rather than changes in 
sensitivity to GAs controlled by access to GID1. 
 
Expression levels of the GA biosynthesis genes PttGA20ox1, PttGA2ox1+6 
and PttGA3ox1 were affected by the switch to short photoperiods in both 
WT and GA20oxOE  plants.  PttGA20ox1  and  PttGA2ox1+6  showed the 
same temporal expression patterns in WT and GA20oxOE plants, whereas 
PttGA3ox1 showed the same pattern in the GA20oxOE  plants, but the 
opposite pattern in WT plants. 
Since earlier studies had indicated that GAs could be involved in the signal 
transduction pathway mediating photoperiod responses (Olsen  et al., 
1997b), we also examined the expression of the phytochrome-encoding 
genes  PttPHYA  and  PttPHYB1, and other genes involved in the input,   48 
oscillator and output of the circadian clock. In WT plants most of these 
genes displayed a similar temporal pattern, their expression levels 
decreasing between LD and SD14 and thereafter increasing. However, in 
GA20oxOE plants, PttPHYA displayed a delayed response to the switch to 
short photoperiods. This response was also observed for genes acting 
downstream PttPHYA, such as PttCOP1, PttZTL and PttELF3, as well the 
oscillator genes PttLHY1+2 and PttTOC1. Thus, over-expressing bioactive 
GAs affects genes that act downstream of PttPHYA. Unlike WT plants, in 
GA20oxOE plants, the expression levels of these genes did not increase 
after SD14. This indicates that although there is a response to short 
photoperiods in the leaves of GA20oxOE plants, these plants fail to respond 
to SD signals at the transcriptional level. We also observed that the 
expression patterns of PttGI, PttFKF1, PttCO2 and PttELF4 genes differed 
between WT and GA20oxOE  plants. The expression levels for several 
genes also increased from SD14 until growth cessation was established. 
Apparently this up-regulation did not affect the establishment of growth 
cessation, indicating that the photoperiodic perception  and transduction 
mechanism in leaves becomes less important after two weeks of SD. 
Taken together, these results show that GA biosynthesis, light reception 
and response pathways are linked in the photoperiodic control of growth 
and appear to play important roles in the control of plant growth cessation. 
4.5 Identifying early transcriptomic and 
metabolomic responses in PHYA and GI RNAi-
lines during short day-induced growth 
cessation (Paper V) 
In Study V we investigated changes in the transcriptome and metabolome 
of transgenic Populus  plants during the initial response to short 
photoperiods. This experiment had some similarities with the experiments 
reported in Paper I, however, instead of using only WT plants we also used 
two transgenic RNAi-lines, PHYA-RNAi and GI1-RNAi  (Böhlenius, 
2007). The GI-RNAi line used set bud in 16 h light/8 h dark (Böhlenius, 
2007). PttPHYA codes for the phytochrome PHYA, the main receptor of 
far-red light (Franklin & Quail, 2010; Thomas & Vince Prue, 1997), and 
PttGI1 for a large protein involved in flowering regulation (Fowler et al., 
1999) and the circadian clock (Gould et al., 2006; Park et al., 1999). Thus, 
both of the genes code for important components of the light reception and 
response pathways. Earlier dormancy and growth cessation studies had 
shown that the light perception mechanism and circadian clock are among 
the first mechanisms in Populus to respond to short days (Hoffman et al., 
2010; Resman, 2010; Ruttink et al., 2007). However, after approximately 
two weeks the effect of SDs on the transcript levels of these genes seems to   49 
diminish, and other downstream mechanisms are more affected (Resman, 
2010;  Ruttink  et al., 2007). These findings imply that most of the 
photoperiodic perception occurs soon after the switch to SDs and for a 
limited period. To investigate the putative early response pathways to SDs 
we conducted a time series experiment with the abovementioned transgenic 
RNAi and WT lines. Leaves were sampled at six times, under both LD (18 
h light/6 h dark) and SD (12 h light/12 h dark) conditions (Materials and 
methods, Paper V), then their transcriptomes and metabolomes were 
examined using Agilent 44k cDNA arrays (with probes for 22636 unique 
transcripts) and a GC/MS technique capable of analyzing levels of 269 
metabolites (Material and methods, Paper V). Both of the data sets were 
normalized using the OPLS normalization strategy outlined in Paper III. 
Figure 4.1 displays how the between-batch variation due to different days 
of analysis  was reduced in the metabolome data set by using OPLS 
normalization. 
 
 
Figure 4.1. PCA score plots of detected metabolites in all samples before 
(left) and after  OPLS normalisation. Since each batch consisted of random 
samples from the  transgenic  and WT plants, the variation should 
theoretically have been identical in all three batches. 
 
Before OPLS normalization the between-batch variation influenced 
Principal Component 1 (PC1) and distorted the biological information that 
could be obtained from the metabolomic data by PCA analysis. However, 
following the OPLS normalization this batch effect was reduced and the 
biological information from the PCA analysis should therefore be  more 
valid. 
After the normalization we used a moderated t-test in the limma package in 
R to identify differentially expressed transcripts and metabolites (Smyth, 
2004). The proportions of transcripts that were differentially expressed in 
PHYA-RNAi plants and GI-RNAi plants compared to WT plants at one   50 
sampling time, at least, were approximately 41% (9332) and 23% (5167), 
respectively, while the proportions of metabolites detected at significantly 
different levels in PHYA-RNAi and GI-RNAi plants compared to WT 
plants at one sampling time (at least) were approximately 14% (38), and 
25% (69), Thus, more transcripts appeared to be affected by the switch to 
SD conditions in the PHYA-RNAi transcriptome than in the GI-RNAi 
transcriptome, but more metabolites were affected in the GI-RNAi 
metabolome than in the PHYA-RNAi metabolome. 
 
We also explored transcriptomic and metabolomic differences between the 
transgenics and WT plants under LD and SD conditions. A Venn diagram 
of the transcripts and metabolites detected at significantly different levels in 
these plants (Figure 1, Paper V) shows that levels of a large number 
transcripts differed between LD and SD in the transgenic lines.  
To investigate the similarities and differences in diurnal rhythms between 
the transgenic and WT plants in LD and SD we analysed the transcriptomic 
data with O3PLS (Löfstedt and Trygg, accepted) an extension of O2PLS 
and O2PLS. We used O3PLS to identify the transcripts with similar 
temporal (diurnal) patterns among the transgenic and wild-type plants and 
O2PLS to identify transcripts with similar diurnal rhythms in two of the 
three genotypes. 
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Figure 4.2:  Venn diagram showing transcripts with a similar temporal 
pattern in both LD and SD conditions for all three genotypes and for two of 
the genotypes. 
 
The results from these analyses are summarised in Figure 4.2. Hence, ~7% 
of the transcripts represented on the array had a diurnal rhythm and was 
unaffected by an under-expression of PttGI or PttPHYA. Whereas, ~12% 
had a diurnal rhythm but was affected by an under-expression of PttGI 
or/and PttPHYA. Thus, a large part of the transcripts had a diurnal rhythm 
during LD and SD. We identified that ~6.3% of transcripts had a similar 
diurnal rhythms in both transgenics but not in wild-type, indicating that 
these transcripts was affected by the lower expression of PttPHYA  and 
PttGI. 
 
The CO/FT regulon is assumed to play an essential role in the growth 
cessation in Populus (Böhlenius et al., 2006) and in Populus there exist two 
orthologs to the Arabidopsis FT, PttFT1 and PttFT2 (Zhang et al., 2010; 
Hsu et al., 2006). Down-regulation of PttGI1 affects both the timing of 
growth cessation and reduces expression levels of PttFT1  (Böhlenius, 
2007)  and in study V we show that PttGI1  also affects PttFT2  levels. 
PttFT2 seems to have a similar role as PttFT1 (Hsu et al., 2006) and has   52 
been used as a marker for detecting SD induced growth cessation in 
Populus (Resman, 2010). PttGI1 was, as expected, down regulated in GI-
RNAi plants during both LD and SD conditions (Figure 4.3a). 
 
 
 
Figure 4.3: Time series of PttGI1 (a), PttFKF1 (b), PttCO2 (c) and PttFT2 
(d) expression in LD and SD for WT, GI-RNAi and PHYA-RNAi plants. 
Coloured lines represent average values for the different genotypes during a 
24 h period in LD (18 h light/6 h dark) and SD (12 h light/12 h dark) 
conditions: WT-LD (blue), WT-SD (red), GI-RNAi-LD (green), GI-RNAi-
SD (violet), PHYA-RNAi-LD (black) and PHYA-RNAi-SD (grey). Lights 
on occurs at 6 AM (ZT0) and lights off in LD at 12 PM (ZT18) and in SD 
at 6 PM (ZT12). Intensity is the intensity value from scanning of the arrays 
and which is proportional to the expressed transcript level for the genes. 
 
We could also detect a shift in the peak expression from ZT12 during LD to 
ZT8 during SD conditions. PttFKF1 peak expression at ZT12 didn’t shift 
between LD and SD conditions (Figure 4.3b), which is consistent with 
earlier results (Ibanez et al., 2010; Böhlenius, 2007). According to Sawa et 
al. (2007), in LD the proteins GI and FKF1 peak approximately at the same 
time and thereby generates sufficient GI-FKF1 complexes to inhibit CDF1, 
meaning CO and then in turn FT expression is induced. However, in SD the 
proteins GI and FKF1 peaks at different time points, and thus insufficient 
GI-FKF1 complex levels are inadequate to inhibit CDF1 necessary for CO   53 
to trigger FT expression. When the effects of day length were examined in 
the transgenic plants and WT plants, we found that transcript levels of the 
gene PttFT2 were down regulated in SD in all genotypes but in LD only in 
GI-RNAi plants (Figure 4.3d). Thus, the results suggest that the length of 
the photoperiod was already shorter than the CDL of the GI-RNAi plants 
under the LD conditions (18 h light/6 h dark), and hence changing to SD 
conditions (12 h light/ 12 h dark) did not affect the expression of PttFT2 
but efficiently down-regulated this transcript in WT and PHYA-RNAi 
plants. However, PttCO2 was not down regulated in GI-RNAi or in the WT 
and PHYA-RNAi plants during SD conditions (Figure 4.3c), which was 
surprising since it is assumed that CO2 acts between GI and FT. This result 
could indicate that GI can regulate FT2 independently of CO2 in Populus, 
which is similar to the CO independent photoperiodic flowering 
mechanism in Arabidopsis through microRNA172 (Jung et al., 2007). It 
could also suggest that CO2 is regulated mainly posttranslationally. Thus, 
these results must be confirmed with qPCR and with protein analysis. 
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5  Conclusions and future 
perspectives 
 
The studies this thesis is based upon have increased the understanding 
about the photoperiodic perception and responses to short days in Populus, 
at both the transcriptome and metabolome levels. My colleagues and I have 
shown that a significant part of the Populus genome is rapidly affected 
when the photoperiod is shortened to below the plants’ CDL, and changes 
in levels of several important metabolites also occur rapidly. We found that 
the responses of molecular processes to short photoperiods are similar to 
those in other species such as Arabidopsis (Smith et al., 2004; Harmer et 
al., 2000). The circadian clock appears to affect the diurnal responses of 
other molecular processes, including carbohydrate metabolism and 
secondary metabolism, which are reflected at both the transcriptome and 
metabolome levels. However, we found that some transcripts and 
metabolites involved in most pathways responded differently to a switch to 
short days some increasing in transcription or concentration, and some 
decreasing. 
 
We had difficulties relating changes in transcript levels to direct changes in 
metabolite levels, perhaps because transcriptomic changes generally 
precede metabolomic changes in responses to short photoperiods. 
Nevertheless, we observed that after six days in SD conditions there was 
some joint regulation of transcripts and metabolites involved in purine and 
pyrimidine metabolism, which regulates (inter alia) levels of sucrose, 
polysaccharides, sugar phospholipids and secondary products. We 
suggested that in LD conditions the abundance of the GA receptor, GID1, 
limits the growth rate of Populus plants, whereas in SD conditions the level 
of bioactive GAs is a major factor promoting their growth and preventing 
growth cessation. We also showed that GAs seem to be linked with the   56 
photoperiodic regulation pathway by affecting PHYA expression and levels 
of transcripts that act downstream of PHYA. However, even though growth 
cessation and dormancy is a tree-specific trait, the initiation of growth 
cessation seems to share regulatory similarities with the photoperiodic 
induction of flowering in Arabidopsis.  We also suggested that the 
photoperiodic perception mechanism in leaves becomes less important for 
the establishment of growth cessation after two weeks of SD, perhaps 
because of reductions in the sensitivity of stem and apex tissues to 
photoperiodic perception signals. In addition, under-expression of 
important components of the light perception and signal transduction 
mechanisms, such as GI and PHYA, affects large parts of the transcriptome 
and metabolome. Interestingly, in this respect, more transcripts were 
affected by under-expression of PHYA, whereas more metabolites were 
affected by under-expression of GI.  We also observed that it may be 
possible to use FT2 as a marker to identify the day length related growth 
status, that is if plants are below their CDL or not. However, the results for 
CO2 in study V were inconsistent with the current hypothesis about CO/FT 
regulon in Populus. We suggest based on these observations that perhaps 
GI can regulate FT2  independently CO in a similar manner as the CO 
independent photoperiodic flowering in Arabidopsis. 
 
As a synthesis of the data presented here together with previously 
published results I propose the following model in Figure 5.1 for the 
photoperiodic perception, transduction and growth response in Populus. 
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Figure 5.1:  A hypothetical and simplified model for the photoperiodic 
perception, transduction and growth response in Populus. At the broadest 
level, factors are assigned to photoperiodic perception (orange rectangle), 
transduction (green rectangle) or response (blue rectangle). Proteins are 
represented in boxes, italicized text without boxes represent genes and the 
hormone GA is represented by a circle. The majority of data supporting this 
model is based upon studies in Arabidopsis (Haydon et al., 2011; Lau & 
Deng, 2010; Song et al., 2010; Kang et al., 2009; Más, 2008; Yu et al., 
2008; Jung et al., 2007; Kim et al., 2007; Sawa et al., 2007; Kim et al., 
2005;  Searle & Coupland, 2004)  and needs to be verified in Populus. 
However, certain findings have been directly or indirectly verified in 
Populus  (Ibanez  et al., 2010;  Kozarewa  et al., 2010;  Böhlenius, 2007; 
Böhlenius  et al., 2006;  Hsu  et al., 2006;  Eriksson, 2000;  Olsen  et al., 
1997b). 
 
In addition to increasing biological knowledge, chemometric methods were 
applied in some of the studies underlying this thesis to remove systematic 
biases and identify significant biological information in transcriptomic and 
metabolomic data sets. We showed that the chemometric method O2PLS 
can be used to extract joint variation from such data sets simultaneously, 
and compared this method to PCA and Pearson Correlation Analysis. Only   58 
a few differentially expressed transcripts and metabolites were found by all 
three methods, and although it was not possible to single out a superior 
method, we prefer the O2PLS method since it is based on the generation 
and analysis of a multivariate model that enables the prediction of 
properties of unknown samples and evaluation of the model’s predictive 
performance. However, the main advantage of the O2PLS method is its 
ability to separate between-sample variation and variation arising from 
other sources in an interpretable manner. We also demonstrated that an 
OPLS normalization strategy for microarray data performed as well as, if 
not better than, other tested methods, and that it can be used to reduce 
between-batch differences in GC-MS data sets. 
 
This work has increased the understanding regarding the initiation of SD-
induced growth cessation mediated by the photoperiodic perception 
mechanism in leaves, further important and interesting aspects of 
associated processes remain to be elucidated. The knowledge that the 
photoperiodic perception mechanism probably affects downstream 
processes during only the first two weeks following a switch to SD 
conditions has reduced the number of sampling points required to elucidate 
how and when this mechanism affects downstream processes in the stem 
and apex. Also, more work needs to be done in order to validate the results 
in this thesis and to further investigate the connections of GI, CO2 and 
FT1/FT2  during SD induced growth cessation in Populus.  Furthermore, 
despite  the  increased understanding how these processes work  at the 
transcriptome level, many details of their regulation at the protein level are 
still unknown.  It would also be interesting to investigate which organ 
mediates photoperiodic perception in response to long days when eco-
dormancy is reversed; that is whether the leaves retain the capacity to 
perceive day length and initiate a response when in an ecodormant state. 
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