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ANALISIS TINGKAT KECELAKAAN LALU LINTAS DI KLATEN DENGAN 
MENGGUNAKAN PERBANDINGAN 3 METODE DATA MINING 
Abstrak 
Kecelakaan adalah kejadian yang melibatkan kendaraan dengan sesame pemakai jalan maupun 
tanpa pemakai jalan secara disengaja ataupun tidak disengaja yang berdampak pada korban jiwa 
dan kerugian secara materi, angka kecelakaan semakin meningkat. Data mining merupakan 
eksplorasi data yang berjumlah besar yang mampu memberikan informasi baru terhadap suatu 
data. Penelitian ini dilakukan teknik data mining dengan tujuan untuk mengetahui tingkat 
kecelakaan lalu lintas di Kota Klaten memberikan Informasi mengenai faktor pemicu kecelakaan 
kepada masyarakat sebagai bahan pertimbangan dan pengawasan khususnya pihak kepolisian 
sebagai tolak ukur mengurangi angka kecelakaan.. Metode yang akan digunakan dalam 
penelitian ini diantaranya Information Gain, Index Gini, dan Gain Ratio dengan memakai atribut 
Usia, Jenis Kelamin, Waktu, Jumlah Kendaraan, Jumlah Korban, Tipe Jalan, Cuaca, Bentuk 
Jalan dan Situasi. Hasil kesimpulan dari penelitian ini, didapatkan nilai accuracy, precision, 
recall. Metode Information Gain dan Index Gini lebih unggul dengan nilai accuracy sebesar 
70.94% daripada Gain Ratio 69.25%, metode Index Gini lebih akurat dibandingkan metode lain 
karena menurut nilai accuracy, precision dan recall mempunyai nilai yang lebih tinggi.  
Kata Kunci: Data Mining, Index Gini, Information Gain, Gain Ratio, Kecelakaan Lalu Lintas 
Abstract 
Accidents are events involving vehicles with road users or road users intentionally or 
unintentionally which have resulted in loss of life and material loss, the number of accidents is 
increasing. Data mining is an exploration of large amounts of data capable of providing new 
information to a data. This research conducted data mining techniques with the aim to determine 
the level of traffic accidents in the City of Klaten providing information about the factors that 
trigger accidents to the public as a matter of consideration and supervision, especially the police 
as a benchmark to reduce accident rates. The methods to be used in this study include 
Information Gain, Gini Index, and Gain Ratio using the Age attribute, Gender, Time, Number of 
Vehicles, Number of Victims, Type of Road, Weather, Form of Road and Situation. The results 
of the conclusions from this study, obtained values of accuracy, precision, recall. The 
Information Gain and Gini Index method is superior with accuracy value of 70.94% rather than 
Gain Ratio of 69.25%, the Index Gini method is more accurate than other methods because 
according to the values of accuracy, precision and recall have a higher value. 
Keywords: Data Mining, Index Gini, Information Gain, Gain Ratio, Traffic Accident 
1. PENDAHULUAN 
Teknologi informasi semakin berkembang cepat mengikuti perkembangan jaman yang pesat 
seperti saat ini, sehingga berdampak terhadap kebutuhan informasi yang tepat, cepat dan akurat. 
Pemanfaatan teknologi informasi menyebar luas dalam berbagai bidang salah satunya pada 
bidang kepolisian mengingat manfaat serta peran pentingnya dalam mengolah sebuah informasi 
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baru, dalam pasal 93 Peraturan Pemerintah Nomor 43 tahun 1993 ayat 1 yang menjelaskan 
tentang definisi kecelakaan lalu lintas yaitu sebuah kejadian yang tidak disengaja yang dialami 
oleh  sesama pemakai jalan maupun tidak yang menimbulkan korban jiwa mulai dari luka ringan 
hingga luka berat atau bahkan menyebabkan kehilangan nyawa seseorang atau biasa disebut 
dengan meninggal dunia selain itu mengakibatkan kerugian materi. 
 Terdapat 3400 orang meninggal dunia pada setiap harinya menurut data World Health 
Organization. Berdasarkan data dari Satuan Lalu Lintas Polisi Resort Klaten (Satlantas Polres 
Klaten) mencatat setiap hari selalu terjadi kecelakaan lalu lintas. Pada tahun 2016 terhitung dari 
bulan Januari hingga bulan September terdapat 608 kasus kecelakaan lalu lintas di Kota Klaten 
yang menyebabkan 127 orang kehilangan nyawa, tercatat orang yang mengalami luka berat 
sebanyak 2 orang, dan sebanyak 1049 orang mengalami luka ringan. Kecelakaan tersebut 
mengakibatkan kerugian material sebesar Rp. 1.068.250.000,-. Pada tahun 2017 terhitung dari 
bulan Januari hingga bulan September 2017 terdapat 470 kasus kecelakaan yang menyebabkan 
korban yang mengalami luka ringan tercatat 808 kasus dengan keterangan meninggal dunia 
tercatat 129 orang. Rata-rata korban yang mengalami kecelakaan adalah berusia 16 sampai 25 
tahun. 
 Akibat dari kecelakaan lalu lintas maka dibutuhkan penanganan sungguh-sungguh, 
karena mengingat angka kecelakaan dari tahun ke tahun semakin meningkat dan mengakibatkan 
kerugian yang cukup besar sehingga kasus ini termasuk salah satu permasalahan yang serius. 
Informasi yang akurat mengenai faktor yang memicu terjadinya kecelakaan lalu lintas sangat 
dibutuhkan oleh masyarakats sebagai bahan pertimbangan dan pengawasan khususnya pihak 
kepolisian dengan tujuan untuk mengurangi angka kecelakaan  (Arumsari, dkk, 2016). 
 Berdasarkan latar belakang tersebut, maka dalam penelitian ini akan dilakukan proses 
data mining untuk mengetahui tingkat kecelakaan lalu lintas di Kota Klaten dengan harapan 
dapat mengurangi angka kecelakaan lalu lintas yang dari tahun ke tahun semakin meningkat. 
Data mining adalah ekplorasi dari analisa secara otomatis mengenai data-data yang berjumlah 
besar untuk menemukan pola maupun aturan yang berarti, dengan tujuan data mining tersebut 
dapat membantu memberikan informasi baru yang penting dari data tersebut. (Ahmed, Kawsar 
dan  Tasnuba Jesmin, 2014). Metode yang digunakan dalam penelitian ini adalah Information 
gain, Index Gini dan Gain Ratio. Metode Information Gain merupakan metode yang digunakan 
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untuk membentuk pola pohon keputusan dengan memakai teori dari entropy informasi dimana 
mencari nilai gain tertinggi untuk mempersempit atribut yang dipilih dan mengevaluasi nilai 
atribut dengan cara mengukur informasi (Ayyapan G, dkk, 2017).  Metode Index Gini adalah 
metode yang mempunyai operasi matematis paling sederhana dan digunakan untuk pengukuran 
split dimana mencari nilai split terkecil (Mandyartha,2015). Metode yang ketiga metode  Gain 
Ratio adalah metode yang dimodifikasi dari metode Information Gain untuk mengurangi bias 
terhadap atribut multi-nilai dengan mempertimbangkan jumlah dan ukuran cabang saat 
menemtukan sebuah atribut (Defiyanti,2008). Ketiga metode tersebut dianalisa untuk 
dibandingkan dengan tujuan  mengetahui dan membuktikan metode yang paling baik, unggul 
dan akurat melalui perbandingan nilai accuracy, precession dan recall. 
2. METODE 
2.1 Penentuan Atribut 
Proses data mining ini membutuhkan atribut yang sesuai dengan tujuan dari penelitian ini, 
sebagai berikut : 
Tabel 1. Atribut yang digunakan 
Y Tingkat Kecelakaan 
X1 Usia 
X2 Jenis Kelamin 
X3 Waktu 
X4 Jumlah Kendaraan 
X5 Jumlah Korban 
X6 Tipe Jalan 
X7 Cuaca 
X8 Bentuk Jalan 
X9 Situasi 
2.2 Pengumpulan Data 
Penelitian ini membutuhkan data yang harus diolah untuk dapat menghasilkan sebuah informasi, 
dengan menggunakan metode berdasarkan data kecelakaan lalu lintas dari Satuan Lalu Lintas 
Resort Klaten (Polres Klaten). Serta melakukan wawancara secara langsung kepada pihak 
kepolisian. Data yang digunakan dalam penelitian ini adalah data set kecelakaan lalu lintas di 
Kota Klaten dan sekitarnya, data tersebut digunakan sebagai data training dalam penelitian ini. 
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2.2.1 Data Training 
Data training adalah kumpulan dari beberapa data sample atau data pelatihan yang akan 
digunakan untuk memprediksi kelas data baru yang belum pernah ada sehingga menemukan 
sebuah pola (Patel, Bhaskar N ,dkk 2012). Data training yang digunakan dalam penelitian ini 
adalah data set kecelakaan lalu lintas yang diperoleh dari Satuan Lalu Lintas Resort Klaten 
(Polres Klaten). Jumlah data dalam penelitian ini ada 296 data. 
2.3 Analisis Data 
Tahap analisis data melakukan pemilihan data yang sesuai dengan atribut yang telah ditentukan, 
pengolahan data untuk diproses kedalam tabel-tabel untuk dikelompokkan dan melakukan 
analisis sesuai dengan metode yang ditentukan. Persamaan ini nantinya akan digunakan untuk 
mengetahui tingkat kecelakaan lalu lintas melalui nilai dari varibel Y yang dipengaruhi dari 
variabel X. Analisis data mining mempunyai bagian-bagian yang harus dilakukan untuk 
mencapai hasil yang sesuai dengan tujuan yang telah diinginkan. 
2.4 Implementasi Data Mining  
2.4.1 Penggunaan Metode Information Gain 
Ayyapan, G, dkk (2017) menyatakan rumus information gain terdapat pada persamaan 1,2 
Rumus Entropy : 
𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆) = − ∑ 𝑝𝑖 𝑙𝑜𝑔2 𝑝𝑖
𝑛
𝑖=1       (1) 
Rumus information gain : 




𝑖=1  × 𝐸𝑛𝑡𝑟𝑜𝑝𝑖 (𝑆𝑖)          (2) 
Keterangan : 
S : himpunan kasus 
Pi : proporsi Si terhadap S 
Si :jumlah sampel untuk nilai v 
2.4.2 Penggunaan Metode Decision Tree Algoritma Index Gini 
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Dai,Qing-yun, dkk (2015)  rumus index gini dinyatakan pada persamaan 3 
     Rumus gini Split : 
                   C 
Gini (A) = 1 - ∑ Pk2              (3) 
Keterangan 
K : Kelas atribut 
C : Jumlah kelas variabel Y 
Pk : Proporsi jumlah kelas dalam atribut K terhadap kelas dalam 
variabel Y 
2.4.3 Penggunaan Metode Gain Ratio 
Defiyanti (2008) menyatakan rumus gain ratio terdapat pada persamaan 4,5 
Rumus Gain Ratio :   
𝐺𝑎𝑖𝑛 𝑅𝑎𝑡𝑖𝑜 (𝑆, 𝐴) =
𝐺𝑎𝑖𝑛 (𝑆,𝐴)
𝑆𝑝𝑙𝑖𝑡𝐼𝑛𝑓𝑜 (𝑆,𝐴)
    (4) 
Rumus Split info (x): 




𝑖=1  𝑙𝑜𝑔2   
𝑆𝑖
𝑆
    (5) 
Keterangan : 
   S : data sampel yang digunakan untuk training 
   A : atribut 
   Gain(S,A): information gain pada atribut A 
   SplitInfo(S,A): split information pada atribut A 
3. HASIL DAN PEMBAHASAN 
Penelitian yang telah dilakukan menghasilkan perbandingan metode Index Gini, Information 
Gain, dan Gain Ratio untuk mengetahui tingkat kecelakaan lalu lintas di Kota Klaten 
menggunakan semua atribut yang telah ditentukan dalam penelitian ini. 





Gambar 1. Rancangan Proses Penerapan Decision Tree  
a. Hasil Implemetasi Decision Tree Algoritma Index Gini dengan Rapid Miner 5 
Proses data mining metode Index Gini menggunakan Rapid Miner 5 menghasilkan bentuk pohon 
keputusan ditunjukkan pada gambar 3. 
 
Gambar 2. Hasil Pohon Keputusan Algoritma Index Gini 
Pada gambar 2 dapat diambil sebuah kesimpulam bahwa Jumlah Kendaraan merupakan variabel 
yang paling mempengaruhi tingkat kecelakaan, dikarenakan Jumlah Kendaraan menempati 
posisi root node sebagai simpul akar dari sebuh pohon keputusan, dengan dilengkapi oleh 
variabel lain yang dapat mempengaruhi tingkat kecelakaan.  
7 
 
b. Hasil Implementasi Decision Tree Algoritma Information Gain dengan Rapid 
Miner 5 
Pengolahan data mining algoritma Information Gain yang telah diproses menggunakan Rapid 








Gambar 3. Hasil Pohon Keputusan Algoritma Information Gain 
Hasil dari gambar 3 dapat disimpulkan bahwa variabel Waktu disebut sebagai root node yaitu 
variabel yang paling berpengaruh dalam sebuah bentuk pohon keputusan, dilengkapi dengan 
variabel lainnya yang juga mempengaruhi tingkat. 
3.3 Hasil Implementasi Metode Decision Tree Algoritma Gain Ratio dengan Rapid Miner 5 









Gambar 4. Hasil Pohon Keputusan Algoritma Gain Ratio 
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Hasil yang ditunjukkan pada gambar 4 dapat disimpulkan bahwa variabel Usia disebut sebagai 
root node dengan diikuti Variabel Jumlah Kendaraan sebagai internal node pertama.  
3.4 Interpretasi Index Gini 
Hasil uang diperoleh bahwa Jumlah Kendaraan adalah sebagai root node maka terbentuk sebuah 








Gambar 5. Hasil Aturan Algoritma Index Gini 
c. Interpretasi Information Gain 
Hasil yang menunjukkan bahwa variabel Usia sebagai root node, sehingga membentuk sebuah 








Gambar 6. Hasil Aturan Algoritma Information Gain 
d. Interpretasi Gain Ratio 
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Hasil proses yang menunjukkan bahwa variabel Usia adalah root node, maka aturan pohon 
keputusan yang terbentuk sebagai berikut :  
 
Gambar 7. Hasil Aturan Algoritma Gain Ratio 
e. Implementasi Perhitungan Decision Tree Algoritma Index Gini 
i. Menentukan root node (simpul akar) 
Tabel 2. Hasil perhitungan penentuan root node 
Atribut Nilai gini split 
X1= Usia 0.25409 
X2= Jenis Kelamin 0.25766 
X3= Tipe Jalan 0.25713 
X4= Cuaca 0.25764 
X5= Jumlah Kendaraan 0.24252 
X6= Jumlah Korban 0.25265 
X7= Waktu 0.25516 
X8= Bentuk Jalan 0.25721 
X9= Situasi 0.25614 
Tabel 2 membuktikan nilai gini split terkecil adalah Jumlah Kendaraan sehingga atribut Jumlah 
Kendaraan menempati posisi root node. 
Fakta menunjukkan : 
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Gini (s)  tinggi = 1- ( 
5
7
 )2 + ( 
2
7
 )2    
   =  0. 4081 
Gini (s) rendah = 1- ( 
40
289




   = 0.2385 
Split    = (
7
296
 ) ∗ 0.4081 + (
289
296
) ∗ 0.2385 
   = 0.24252 
f. Implementasi Perhitungan Decision Tree Algoritma Information Gain 
i. Menentukan root node (simpul akar) 
Tabel 3. Hasil perhitungan penentuan root node 
Atribut Nilai Gain 
X1= Usia 0.0105 
X2= Jenis Kelamin 0.00046 
X3= Tipe Jalan 0.00201 
X4= Cuaca 0.00053 
X5= Jumlah Kendaraan 0.02814 
X6= Jumlah Korban 0.0172 
X7= Waktu 0.00745 
X8= Bentuk Jalan 0.00165 
X9= Situasi 0.00417 
Tabel 11, membuktikan nilai gain tertinggi adalah Jumlah Kendaraan sehingga atribut Jumlah 
Kendaraan menempati posisi root node.  
Fakta menunjukkan : 





























   = 0.86312 













   = 0.58006 
Gain (S,A)  = 0.61489 − (
7
296
) ∗ 0.86312 + (
289
296
) ∗ 0.58006 
   = 0.02814 
g. Implementasi Perhitungan Decision Tree Algoritma Gain Ratio 
i. Menentukan root node (simpul akar) 
Tabel 4. Hasil perhitungan penentuan root node 
Atribut Nilai Gain 
X1= Usia 0.00437 
X2= Jenis Kelamin 0.0006 
X3= Tipe Jalan 0.002278 
X4= Cuaca 0.00051 
X5= Jumlah Kendaraan 0.17428 
X6= Jumlah Korban 0.02212 
X7= Waktu 0.00398 
X8= Bentuk Jalan 0.06548 
X9= Situasi 0.01026 
Tabel 4, membuktikan atribut Jumlah Kendaraan sebagai root node karena memiliki nilai gain 
tertinggi. 
Fakta menunjukkan : 













   = 0.16146 
Gain Ratio (S,A) = Gain (S,A) – Split Info (S,A) 
   = 0.02814 – 0.16146 = 0.17428 
h. Hasil Penelitian 
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Pada hasil penelitian ini, melakukan perhitungan untuk mengetahui nilai dari masing-masing 
metode kemudian melakukan perbandingan dengan hasil dari perhitungan Rapid Miner dan 
setelah melakukan analisis terhadap semua metode berdasarkan nilai Accuracy, Precision, dan 
Recall untuk mengetahui keakuratan dari metode Gini Index, Gain Ratio, dan Information Gain. 
3.10. Perbedaan Hasil Implementasi Algoritma Index Gini 
Perbandingan yang dilakukan setelah melakukan perhitungan menghasilkan perbedaan. 
Perbedaan hasil Index Gini Jumlah Korban “rendah” yang dihasilkan dari anaslisa implementasi 
rapid Miner dengan implementasi perhitungan sebagai berikut :  
 
Gambar 8. Hasil rapid miner   Gambar 9. Hasil perhitungan 
Berdasarkan perbedaan hasil implementasi pada gambar 9 dan 10 menunjukkan bahwa posisi 
internal node ketiga sampai posisi leaf node jumlah korban “rendah” antara hasil rapid miner 
dengan hasil perhitungan tidak sama. 
i. Perbedaan hasil Implementasi Algoritma Information Gain 
Perbandingan yang dilakukan setelah melakukan perhitungan menghasilkan perbedaan. 
Perbedaan hasil Information Gain Jumlah Korban “rendah” yang dihasilkan dari anaslisa 





Gambar 10. Hasil rapid miner  Gambar 11. Hasil perhitungan 
Berdasarkan perbedaan hasil implementasi pada gambar 10 dan 11 menunjukkan bahwa posisi 
root node sampai posisi leaf node antara hasil rapid miner dengan hasil perhitungan tidak sama. 
ii. Perbedaan hasil Implementasi Algoritma Gain Ratio 
Perbandingan yang dilakukan setelah melakukan perhitungan menghasilkan perbedaan. 
Perbedaan hasil Gain Ratio Jumlah Korban “rendah” yang dihasilkan dari anaslisa implementasi 
Rapid Miner dengan implementasi perhitungan ditunjukkan pada gambar 12 dan 13. 
 
Gambar 12. Hasil rapid miner  Gambar 13. Hasil perhitungan 
Berdasarkan perbedaan hasil implementasi pada gambar 11 dan 12 menunjukkan bahwa posisi 
root node sampai posisi leaf node antara hasil rapid miner dengan hasil perhitungan tidak sama. 
14 
 
Musthafa (2015) sebuah model klasifikasi menunjukkan hasil benar dan salah maka disebut 
confusion matrix dengan menggunakan perhitungan Accuracy, Precesion, dan Recall 
ditunjukkan pada tabel 5. 
Tabel 5. Confusion Matrix 
Komponen Pengertian Rumus 
Accuracy Tingkat kedekatan antara prediksi dengan actual TP / ( TP+FP) x 100% 
Precission Tingkat ketepatan antara informasi dan hasil sistem TP / (TP+FN) x 100% 
Recall Tingkat keberhasilan sistem menemukan informasi (TP+TN)/total sampel x100% 
Tabel 6. Hasil perbandingan 
Komponen Gini Index Gain Ratio 
Information 
Gain 
Accuracy 70.94% 69.25% 70.94% 
Precission 19.40% 14.28% 15.25% 
Recall 28.88% 20.00% 20.00% 
Hasil perbandingan yang terdapat pada tabel 6 maka dapat disimpulkan bahwa menurut dari nilai 
Accuracy metode Information Gain dan Index Gini lebih unggul dengan nilai sebesar 70.94%, 
menurut nilai Precision metode Index Gini lebih baik dari metode lain dan menurut nilai Recall 
metode Infornation Gain dan Gain Ratio memiliki nilai lebih tinggi sebesar 20.00%. 
4. PENUTUP 
Kesimpulan yang dapat diambil dari hasil penelitian ini adalah : 
1. Jumlah Korban adalah disebut sebagai posisi root node dikarenakan pada perhitungan 
dari semua metode variabel Jumlah Korban selalu berada diposisi paling atas, yang 
artinya merupakan variabel yang paling berpengaruh dalam pola pohon keputusan 
dipenelitian ini. 
2. Menurut nilai accuracy metode Information Gain, Index Gini lebih tepat digunakan pada 
penelitian ini karena mempunyai nilai sama sebesar 70.94%, berdasarkan nilai precision 
metode Information Gain lebih baik dibandingkan dengan metode lain karena memiliki 
nilai precesion paling tinggi yaitu sebesar 19.40%, berdasarkan nilai Recall metode Index 
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Gini memiliki nilai paling tinggi yaitu sebesar 28.88%, namun pada metode Gain Ratio 
dan Information Gain memiliki nilai yang sama.  
3. Adanya perbedaan hasil implementasi rapi miner dengan perhitungan pada ketiga metode 
yaitu Index Gini, Information Gain, dan Gain Ratio. 
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