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We study the connection between the charging power of quantum batteries and the fluctuations
of the extractable work. We prove that in order to have a non-zero rate of change of the extractable
work, the state ρW of the battery cannot be an eigenstate of a ‘free energy operator ’, defined by
F ≡ HW + β
−1 log(ρW), where HW is the Hamiltonian of the battery and β is the inverse
temperature of a reference thermal bath with respect to which the extractable work is calculated.
We do so by proving that fluctuations in the free energy operator upper bound the charging power
of a quantum battery. Our findings also suggest that quantum coherence in the battery enhances
the charging process, which we illustrate on a toy model of a heat engine.
The study of the thermodynamics of quantum systems
can be traced back to the beginnings of quantum the-
ory, but a recent surge in interest has been spurred by
major advances [1] in which the use of quantum informa-
tion theoretic tools plays a key role [2–8]. Despite this
progress, fundamental issues continue to be a matter of
debate. Prominent examples include the notion of ther-
modynamical work in the quantum realm [9–13], and the
role of quantum coherences and their potential use as a
thermodynamical resource [14–21].
In this context, the study of heat engines and quan-
tum machines has proven useful, helping to illustrate
the capabilities and limits of quantum devices [22–31].
The analysis of these devices has established a trade-off
between work fluctuations and dissipation in heat en-
gines [32, 33], an increase in the charging power [34–37]
and decrease in fluctuations [38] with collective opera-
tions acting on storage devices in parallel, the advantage
on charging power over many cycles of a heat engine [39]
and of indistinguishable heat engines [40], as well as an
increased efficiency when considering correlated thermal
machines [41]. On the other hand, it has also been shown
that entanglement is not indispensable for work extrac-
tion [42], and that within the set of Gaussian operations
to charge a battery there are inevitably fluctuations in
the stored work [43].
Along parallel lines, Mandalstam and Tamm consid-
ered the limits that quantum mechanics imposes on the
rate of quantum evolution [44]. By considering the mini-
mum time necessary for a state to evolve to an orthogonal
one, their work inspired a wide range of results [45–54],
that are usually encompassed under the term of quantum
speed limits to evolution [55].
In quantum thermodynamics, speed limits were first
discussed to bound the output power of heat engines
[27]. They are known to govern work and energy fluc-
tuations in superadiabatic processes [33, 56, 57] and can
be used to analyze advantages from many-particle effects
in quantum batteries [34, 36]. Articles studying the limits
to increasing the energy of batteries in unitary protocols
appeared recently [58–61]. In [6], general bounds on the
efficiency of an engine and the extractable work are de-
rived as a function of the work fluctuations, for a battery
modeled by a weight that starts and ends in classical
(diagonal) states.
In this Letter, we investigate the fundamental limits
that quantum mechanics imposes on the process of charg-
ing a battery, where we take a battery to be any sys-
tem that can store energy for subsequent extraction. We
show that in order to have a non-zero charging power
there must exist fluctuations of a free energy operator
that characterizes the extractable work in the battery.
In particular, we provide bounds on the charging power
that a) explicitly take into consideration the entropic as-
pects of the amount of extractable work as opposed to
limiting the study to energy storage, and b) are valid for
arbitrary states and a wide range of protocols, includ-
ing those based on unitary evolution as well as protocols
involving open-system dynamics, and hold regardless of
the nature of the battery, its state, and the properties of
the extractable work of the battery.
In a work extraction protocol any system out of ther-
mal equilibrium is a resource, from which work can be
extracted if one has access to a thermal bath. If the re-
source system is in state ρ, and τβ denotes the thermal
state at inverse temperature β, the maximum amount of
work that can be extracted from the resource state ρ is
given by
Wmax = F (ρ)− F (τβ), (1)
where the free energy is F (ρ) = U − S/β, and U and
S = −Tr (ρ ln ρ) are the average energy and von Neu-
mann entropy of the system, respectively [3, 4, 62, 63].
We refer to Wmax as the ‘extractable work ’. In [3] this is
shown to be the case, on average, in the limit of asymp-
totically many copies of ρ, while [62] constructs a proto-
2FIG. 1. Fluctuations in extractable work limit the
charging power of batteries. A quantum battery is a sys-
tem that follows the laws of quantum physics, and that can
store energy to be extracted later in order to perform work.
The most important quantity in a battery is the maximum
amount of work W that can be extracted from it, i.e., the
extractable work, which in certain cases is directly character-
ized by the free energy. However, due to the quantum nature
of the battery, this free energy is a random quantity with
uncertainties. We prove that the rate at which any battery
can be charged is linked to such fluctuations, via fundamen-
tal bounds that hold for any charging protocol. For a battery
with a well-defined value of the extractable work W , depicted
on the left, the maximum rate at which the extractable work
changes is zero. Fluctuations allow for faster charging rate,
as illustrated on the right.
col that works for a single copy of ρ, albeit with non-zero
fluctuations in the extracted work and with a toy-model
as work reservoir. Interestingly, [63] proves that, if the re-
source system is allowed to become correlated to catalytic
systems, then Wmax exactly determines the extractable
work in single-shot scenarios as well. It is worth clarifying
that the notion of work used in [3, 4, 62, 63] is an opera-
tional one, in which the extracted work is stored in reser-
voirs, for posterior extraction. Specifically, [3, 63] show
that an amount of energy equal to the extractable work
can be used to excite two-level systems from the ground
state, while in [4, 62] it is used to raise the energy of
an (unbounded) harmonic oscillator. Importantly, these
protocols also provide a mechanism to extract the same
amount of energy from the reservoirs, thus providing an
operational way in which work is defined in this optimal-
protocol context (albeit with the possible need of auxil-
iary resources, such as a system that serves as entropy
sink in [63]).
In this Letter we focus on the limitations that quantum
mechanics imposes on any process of storing or extracting
the extractable work, as illustrated in Fig. 1.
Isolated system analysis.— A protocol to extract work
from a system and store it in a battery necessarily cou-
ples, at some point, the battery with the bath, the sys-
tem, and/or auxiliary ancillas A used in order to imple-
ment the necessary operations. For instance, ancillas can
be used to describe an arbitrary map acting on the sys-
tem. We denote the system used as work reservoir, i.e.
the battery, by W , and its Hamiltonian by HW . We as-
sume that the total system, consisting of all of the above,
is isolated and evolves unitarily with a total Hamiltonian
H = HSBA ⊗ 1W + 1SBA ⊗HW + V, (2)
where HSBA accounts for all terms that correspond to
bath, system and ancilla evolution, V incorporates all
terms corresponding to interactions with the battery, and
1{·} denotes identities on the subspaces indicated by the
subindex. Note that, while we allow HSBA and V to
be explicitly time-dependent, we assume HW to be time-
independent, motivated by the idea of having a battery
whose physical characteristics –e.g. Hamiltonian– do not
change. Then, the full state ρ of SBAW evolves accord-
ing to
dρ
dt
= −i[H, ρ]. (3)
For ease of notation we omit the explicit time-dependence
of the evolving state ρ.
A central quantity behind the results of this Letter is
the ‘free energy operator ’, defined with respect to a bath
at inverse temperature β as
F ≡ HW + β−1 log ρW , (4)
where ρW = TrSBA (ρ) is the state of the battery. The
free energy operator F characterizes the amount of work
that can be extracted from the battery, as from Eq. (1)
it follows that
Wmax = 〈F〉W − 〈F〉β , (5)
where 〈F〉W ≡ Tr (FρW) and 〈F〉β ≡ Tr (Fτβ). Note
that, while F is a Hermitian operator, it depends on the
state of the battery and it need not correspond to a phys-
ical observable. It is also worth stressing, though, that F
is distinctively different to the process-dependent ‘work
operator’ considered in [64–66]. Unlike the ‘work opera-
tor’, F corresponds to a state function, and its average
characterizes the extractable work [3, 4, 62, 63].
The rate at which the battery’s extractable work
changes, that we refer to as the charging power , is given
by
P (t) =
dWmax
dt
=
d〈F〉W
dt
(6)
=
dTr (ρWHW)
dt
− 1
β
dS(ρW)
dt
, (7)
where we used that HW is time-independent. As
proven in [67, 68], it holds that dS(ρW)/dt =
−iTr (V [log ρW ⊗ 1SBA, ρ]). Note that P (t) limits the
power needed in realistic charging protocols. Specifi-
cally, the energy E needed to increase a battery’s ex-
tractable work by ∆W ≡Wmax(t)−Wmax(0) in realistic
3charging protocols is bounded by the charging power, as
E ≥ ∆W = ∫ t
0
P (t′)dt′.
Using Eqs. (2) and (3), it further follows that
dTr (ρWHW) /dt = −iTr ([ρ,HW ⊗ 1SBA]V ). As a re-
sult,
P (t) =− iTr ([ρ,HW ⊗ 1SBA]V )
− i 1
β
Tr ([ρ, log ρW ⊗ 1SBA]V )
=− iTr ([ρ,F ⊗ 1SBA]V ) . (8)
At a qualitative level, this simple derivation suggests
that coherence in the eigenbasis of the free energy op-
erator –which in turn necessitates coherence in the en-
ergy eigenbasis– serves to enhance the charging process.
Indeed, if one considers a battery initially uncorrelated
from other systems, ρ = ρW ⊗ ρSBA, the charging power
is zero unless the state is coherent in the eigenbasis of F .
Our main result sets bounds on the charging power.
Defining δF ≡ F − 〈F〉W and δV = V − 〈V 〉, it holds
that
P 2(t) ≤
∣∣∣Tr (ρ [δF ⊗ 1SBA, δV ]) ∣∣∣2 ≤ 4∣∣∣Tr (ρ δF δV ) ∣∣∣2
≤ 4Tr
(
ρ (δF)2 ⊗ 1SBA
)
Tr
(
ρ (δV )
2
)
, (9)
where we use that HW is time-independent and denote
the averages of the extractable work and battery inter-
action energy by 〈F〉W = Tr (ρWF) and 〈V 〉 ≡ Tr (ρV ),
respectively. For the last step of the calculation we used
the fact that for hermitian operatorsA > 0, B and C, the
Cauchy-Schwarz inequality implies that Tr2 (ABC) =
Tr2
(√
ABC
√
A
)
≤ Tr (AB2)Tr (AC2). Denoting the
standard deviations of F and of the battery interaction
Hamiltonian by σF and σV respectively,
σ2F (t) ≡
〈F2〉
W
− 〈F〉2W (10)
σ2V (t) ≡
〈
V 2
〉− 〈V 〉2 , (11)
Eq. (9) implies
|P (t)| ≤ 2σF (t)σV (t). (12)
This proves the existence of a trade-off between charg-
ing power and the fluctuations of the free energy oper-
ator F : for a fixed interaction with the battery, a de-
sired power input necessarily comes with fluctuations of
the operator F whose mean characterizes the extractable
work of the battery. In contrast, attempting to charge a
battery with a deterministic amount of extractable work,
such that σF = 0, leads to a null instantaneous charging
power. It is straightforward to see that this implies, for
instance, zero charging power for batteries in eigenstates
of energy. We stress that this bound applies, in particu-
lar, to protocols that charge the battery via unitary evo-
lution with a time-dependent perturbation Hamiltonian
V (t) [31, 34–36, 58–60].
Open system analysis.— Evaluating bound (12) for
charging protocols involving unitary, time-dependent,
control of the battery is straightforward, as it solely in-
volves knowledge of the state of the battery, its Hamil-
tonian HW , and the control Hamiltonian V . However,
evaluating the factor σV (t) may be hard for protocols
that involve contact of the battery with secondary sys-
tems, as evaluating it requires specifying the full state ρ
of the battery and all the systems it interacts with. In
the light of this, it is of practical importance to extend
the analysis to encompass open-system descriptions of
the dynamics of the battery, which we do next.
The formalism introduced so far allows to extend the
analysis to include an open-system description of the dy-
namics of the battery. From Eq. (3), the state of the
battery evolves according to
d
dt
ρW = −iTrSBA ([H, ρ])
= −i[HW , ρW ]− iTrSBA ([V, ρ]) . (13)
In the Markovian and weak-coupling limits the evolution
of a system interacting with an environment is well ap-
proximated by
d
dt
ρW ≈ −i[HW , ρW ]− i[H˜W , ρW ] (14)
+
∑
j
γj
(
LjρWL
†
j −
1
2
{
L†jLj, ρW
})
,
where H˜W accounts for the unitary part of the evolution
due to the interactions, the Lindblad operators Lj char-
acterize the non-unitary effect of the interaction of the
battery with the remaining systems, and the rates γj are
non-negative [69]. Then,
TrSBA ([V, ρ]) ≈ [H˜W , ρW ] (15)
+ i
∑
j
γj
(
L†jρWLj −
1
2
{
L†jLj , ρW
})
.
With this, we prove in the Supplemental Material [70]
that the rate at which the extractable work of the battery
changes is upper bounded by
|P (t)| ≤ 2σF(t)σH˜W (t) +
∑
j
γj
√〈∣∣[δF , Lj]∣∣2〉‖Lj‖,
(16)
where the operator norm ‖A‖ is given by the largest mod-
ulus of the eigenvalues of an operator A, and |A|2 = AA†.
This sets a bound valid for charging protocols based on
open-system approaches. Importantly, the bound de-
pends solely on the state ρW of the battery, and the de-
cay rates γj and operators H˜ and Lj , fixed by the master
equation that governs the dynamics of the battery.
4Remarkably, for the open-system case it also holds that
the charging power is null unless there exist fluctuations
in the free energy operator F . In order to see this, let
|j〉 denote the eigenbasis of δF , with δF =∑j wj |j〉 〈j|,
ρjk = 〈j| ρW |k〉 and Ljk = 〈j|L |k〉. One then finds that〈∣∣[δF , Lj ]∣∣2〉 =∑
jkl
ρjkLklL
†
lj
(
w2l − wlwj − wlwk + wjwk
)
.
(17)
As a result, for states ρW = |j〉 〈j| with a determinis-
tic amount of free energy characterized by wj , one has
that
〈∣∣[δF , Lj ]∣∣2〉 = 0 and that σF = 0, leading to a
null charging rate |P (t)| = 0. By contrast, states with
support on more than one eigenstate of F can sustain
a higher charging power, as both
〈∣∣[δF , Lj]∣∣2〉 6= 0 and
σF 6= 0.
Finally, in the case of Hermitian Lindblad operators
Lj = L
†
j we prove in the Supplemental Material [70] that
the bound (16) simplifies to
|P (t)| ≤ σF (t)

2σH˜W (t) +∑
j
2γj‖Lj‖2

 . (18)
Illustration with a heat engine.— We consider a minimal,
self-contained, model of a heat engine that stores work in
a quantum battery, as studied in detail in [71, 72]. The
engine consists thermal baths at different temperatures,
Th and Tc, as a resource. Note that these baths are in-
ternal to the workings of the protocol to extract energy;
in particular, the temperatures Th and Tc are unrelated
to the inverse temperature β of the reference bath with
respect to which work is defined in Eq. (1).
In the engine, heat flow from the hot to the cold bath
is exploited to extract work and store it in a toy-model
battery that consists of a harmonic oscillator unbounded
from below, with an energy gap ǫ for a Hamiltonian
HW =
∞∑
n=−∞
nǫ |n〉w〈n| . (19)
The storage device is indirectly coupled to the heat
baths via a ‘switch’, consisting of two qubits. Qubit
1, with energy gap E1, is coupled to the cold bath,
while qubit 2, with energy gap E2, is coupled to the
hot bath. The qubits have a free Hamiltonian given by
HS = E1 |1〉1〈1| + E2 |1〉2〈1|, with energies taken such
that E2 −E1 = ǫ, and they interact with the battery via
V = g
∑
n
(
|01, n〉〈10, n+ 1|+ |10, n+ 1〉〈01, n|
)
, (20)
where g is a coupling constant. Qubits 1 and 2 are as-
sumed to thermalize due to the interaction with the ther-
mal baths at rates p1 and p2, respectively. With these
considerations, the evolution of the mean energy in the
battery is solved analytically in [71, 72], where it is found
that choosing the parameters of the model correctly make
the device work as a heat engine, storing work in W .
We consider for simplicity a reference bath of zero tem-
perature to calculate the extractable work of the battery.
For this case, we derive the equations governing the dy-
namics of the charging power, extractable work, and its
fluctuations in the Supplemental Material [70]. We are
interested in the charging power for initial states with
uncertain amounts of free energy.
Consider first a state without uncertainty in the F .
For instance, consider qubits 1 and 2 initially in states
τ1 and τ2 in thermal equilibrium with their respective
thermal baths, and the battery in an eigenstate |0〉W of
its Hamiltonian,
ρdiag = τ1 ⊗ τ2 ⊗ |0〉W 〈0| . (21)
Naively, this would appear to be an ideal initial state
for the battery, with a well-defined deterministic initial
amount of energy and extractable work, without fluctu-
ations. However, for such a state, diagonal in both in-
teraction and battery Hamiltonians, Eq. (8) implies that
the engine initially functions with null power. This is
illustrated in Fig. 2.
In order to have non-zero charging power for product
states, a coherent superposition in the free energy opera-
tor and interaction Hamiltonian is needed. Consequently,
we consider both the qubits and battery in a pure state,
the latter in a superposition between N energy levels
|n〉W , with equal weights for simplicity:
|ΨN 〉 =
(√
r1 |0〉1 + eiθ
√
1− r1 |1〉1
)
(√
r2 |0〉2 +
√
1− r2 |1〉2
) 1√
N
N−1∑
n=0
|n〉W . (22)
The phase eiθ fixes whether the device works as an engine
or a refrigerator.
With such coherent superposition as the initial state,
one has σF ≥ 0 and σv ≥ 0, such that inequality (8)
allows to have a non-zero charging power. This is
to be compared with the null charging power of state
ρdiag. Figure 2 compares the charging power P (t) and
the change in the extractable work ∆W ≡ Wmax(t) −
Wmax(0) as a function of time, for initial states given by
ρdiag and |ΨN〉〈ΨN |, for different values ofN . A superpo-
sition between eigenstates of F causes an increase in the
charging power, with respect to the null charging power
of the incoherent state. Superpositions between more
levels results in an even higher power. This is reflected
in the total extractable work as well, with a considerable
increase for coherent superpositions, with the most no-
ticeable advantage achieved when going from incoherent
state to |Ψ2〉〈Ψ2|.
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FIG. 2. Charging power and extractable work. Charg-
ing power P (t) (left) and change in extractable work ∆W ≡
Wmax(t) −Wmax(0) (right) as a function of time for various
initial states (for the values of the parameters used see [70]).
The incoherent state ρdiag (red asterisk) has null charging
power initially, as expected from bound (12). This charging
power is slowly increased as the state supports higher fluctua-
tions in extractable work. A significant increase in the charg-
ing power is seen for a coherent superposition of eigenstates
of F . For intermediate times this initial increase is penal-
ized with a regime in which the battery is being discharged.
Nevertheless, there is a net increase in the extractable work
with respect to an incoherent initial state. Taking coherent
superpositions between more than two states gives a further
increase in charging power and extractable work.
Discussion.— We have established a direct relationship
between the statistics of the extractable work and the
charging power of batteries: for the latter to be non-
zero the extractable work of the battery has to fluc-
tuate. To this end, we have introduced bounds to
the charging power in terms of a ‘free energy operator’
F ≡ HW +β−1 log(ρW) whose expectation value equals
the amount of maximum amount of work that can be
extracted from the battery. Batteries in an eigenstate
of F suffer from a null charging power, while fluctua-
tions of F allow for higher charging rates. The bounds
hold for a variety of battery charging protocols, including
unitary dynamics of the battery via time-dependent per-
turbation Hamiltonians, isolated dynamics for battery-
system-bath, as well as open-system dynamics. Our re-
sults also identify coherence as a resource in the process
of work storage and should be of relevance to the engi-
neering of quantum thermodynamic devices in a variety
of platforms.
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7Limits to work extraction – open systems
The formalism introduced for isolated systems allows
to extend the analysis to include an open-system de-
scription of the dynamics of the battery. Using that
dρ/dt = −i[H, ρ], the state of the battery evolves ac-
cording to
d
dt
ρW = −iTrSBA ([H, ρ])
= −iTrSBA ([1SBA ⊗HW + V, ρ])
= −i[HW , ρW ]− iTrSBA ([V, ρ]) . (23)
In the Markovian limit the evolution is well approximated
by
d
dt
ρW ≈ −i[HW , ρW ]− i[H˜W , ρW ] (24)
+
∑
j
γj
(
LjρWL
†
j −
1
2
{
L†jLj , ρW
})
,
where H˜W accounts for the unitary part of the evolu-
tion due to the interactions, the Lindblad operators Lj
characterize the effect of the interaction of the battery
with the remaining systems, and the rates γj are non-
negative [69]. Then,
TrSBA ([V, ρ]) ≈ [H˜W , ρW ] (25)
+ i
∑
j
γj
(
LjρWL
†
j −
1
2
{
L†jLj , ρW
})
.
This allows to derive an alternative bound on the charg-
ing power that only depends on the state of the battery
and the Lindblad operators. Defining δF ≡ F − 〈F〉W ,
and using that
Pt = −iTr (ρ [F ⊗ 1SBA, V ]) , (26)
it holds that
|Pt| =
∣∣∣Tr (ρ[F ⊗ 1SBA, V ]) ∣∣∣ = ∣∣∣Tr (δF ⊗ 1SBA [V, ρ]) ∣∣∣
=
∣∣∣TrW (δF TrSBA ([V, ρ])) ∣∣∣
=
∣∣∣∣TrW (δF [H˜W , ρW ])
+ i
∑
j
γj TrW
(
δF
(
LjρWL
†
j −
1
2
{
L†jLj , ρW
})) ∣∣∣∣
≤
∣∣∣TrW (δF [H˜W , ρW ]) ∣∣∣
+
∑
j
γj
∣∣∣∣TrW
(
δF
(
LjρWL
†
j −
1
2
{
L†jLj , ρW
}))∣∣∣∣
=
∣∣∣TrW (δF [H˜W , ρW ]) ∣∣∣
+
∑
j
γj
2
∣∣∣TrW ([L†j , δF ]LjρW + L†j[δF , Lj ]ρW)∣∣∣ (27)
The Cauchy-Schwarz inequality implies that∣∣∣TrW (L†j [δF , Lj]ρW)∣∣∣2
≤ TrW
(∣∣[δF , Lj]∣∣2ρW)TrW (∣∣L†j∣∣2ρW)
≤ TrW
(∣∣[δF , Lj]∣∣2ρW) ‖Lj‖2
≤
〈∣∣[δF , Lj]∣∣2〉 ‖Lj‖2, (28)
and ∣∣∣TrW (δF [H˜W , ρW ])∣∣∣2 ≤ 4σ2F (t)σ2H˜W (t). (29)
Then,
|Pt| ≤ 2σF (t)σH˜W (t) +
∑
j
γj
√〈∣∣[δF , Lj ]∣∣2〉‖Lj‖.
(30)
Interestingly, for the open-system case it also holds that
the charging power is null unless there exist fluctuations
in the extractable work of the battery. In order to see
this, let δF =∑j wj |j〉 〈j|. In the eigenbasis of δF , one
can write〈∣∣[δF , Lj ]∣∣2〉 =∑
jkl
ρjkLklL
†
lj
(
w2l − wlwj − wlwk + wjwk
)
.
(31)
Thus, for states ρW = |j〉 〈j| with a deterministic
amount of free energy characterized by wj , it follows that〈∣∣[δF , Lj ]∣∣2〉 = 0 and that σF = 0, leading to
|Pt| = 0. (32)
In contrast, states with support on many eigenstates of F
can sustain a higher charging power, as
〈∣∣[δF , Lj]∣∣2〉 6= 0
and σF 6= 0.
Note, too, that the third line of Eq. (27) suggests that
generating coherence in the eigenbasis of the free energy
operator F , or of the shifted Hamiltionian H˜W , may be
beneficial for the charging power output.
Equation (30) can be further bounded for hermitian
Lindblad operators, corresponding to pure dephasing. In
that case, applying the Cauchy-Schwarz inequality, and
using that |Tr (ABC) | = |Tr (ACB) | for hermitian op-
erators, gives〈∣∣[δF , Lj ]∣∣2〉 ≤ 4‖Lj‖2TrW (ρW(δF)2)
= 4‖Lj‖2σ2F (t). (33)
That is, for hermitian Lindblad operators the charging
rate is bounded by
|Pt| ≤ σF (t)

2σH˜W (t) +∑
j
2γj‖Lj‖2

 . (34)
8Bounds on charging rate – exact solution at zero
temperature
For the case of a reference bath at zero temperature,
the rate at which the extractable work –in this case
energy– changes in the battery is
P (t) =
dTr (ρWHW)
dt
. (35)
Denoting the standard deviations of the extractable
work and of the battery interaction Hamiltonian by σF
and σV respectively,
σ2F (t) = Tr
(
ρH2W
)− Tr (ρHW)2 (36)
σ2V (t) = Tr
(
ρV 2
)− Tr (ρV )2 , (37)
the rate of extractable work with reference to a zero-
temperature bath satisfies
|P (t)| ≤ 2σF (t)σV (t). (38)
This implies a trade-off between extractable work (energy
in this case) charging power and the fluctuations of the
extractable work: for a fixed interaction with the battery,
a desired power input necessarily comes with fluctuations
in extractable work.
Toy model of a heat engine
We illustrate the connection between charging power,
fluctuations in the free energy operator F , and quantum
coherence, in a the simple toy model for a heat engine
considered in [71, 72]. The engine, depicted in fig. 3,
consists of a hot bath at temperature Th and a cold bath
at temperature Tc as resources. Heat flow from the hot
FIG. 3. The heat engine stores work in the battery W by
exploiting heat flowing from the hot to the cold baths. The
baths and battery are coupled indirectly via qubits 1 and 2,
working as a switch in the engine. As heat flows via the
switch, the energy and extractable work stored in the battery
increase.
to the cold bath is exploited to extract work and store
it in the battery, which consists of a Harmonic oscilla-
tor unbounded from below, with an energy gap ǫ in a
Hamiltonian
HW =
∞∑
n=−∞
nǫ |n〉w〈n| . (39)
The storage device is indirectly coupled to the heat baths
via a ‘switch’, consisting of two qubits. Qubit 1, with
energy gap E1, is coupled to the cold bath, while qubit
2, with energy gap E2, is coupled to the hot bath. The
qubits have a free Hamiltonian given by
HS = E1 |1〉1〈1|+ E2 |1〉2〈1| , (40)
with energies taken such that E2 − E1 = ǫ. The qubits
interact with the battery via
V = g
∞∑
n=−∞
(
|01, n〉〈10, n+ 1|+ |10, n+ 1〉〈01, n|
)
,
(41)
where g is a coupling constant.
In the model, the qubits are assumed to thermalize
due to the interaction with the thermal baths, which is
modeled by the master equation
dρ
dt
= −i[HS +HW + V, ρ] +
2∑
i=1
pi(τi Tri (ρ)− ρ), (42)
where ρ is the density matrix of the storage device and
the qubits 1 and 2, and pi characterizes the rate at which
qubit ‘i′ thermalizes due to the interaction with its corre-
sponding bath (see [71, 72] for more details of the model).
Thermal states of the qubits are denoted by
τi = ri |0〉i〈0|+ ri |1〉i〈1| , (43)
with
r1 = r1e
−
E1
kTc , r2 = r2e
−
E2
kT
h , (44)
where k is Boltzmann’s constant. If E1/Tc > E2/Th the
device favors net energy exchange from hot to cold bath,
working as a heat engine.
In [71, 72] the authors show that the work deposited
in the battery can be obtained from solving for eW ≡
Tr (HWρW),
deW
dt
=
d
dt
Tr (HWρW) = −igǫ∆(t), (45)
with
∆(t) =
∑
n
(
〈01, n| ρ |10, n+ 1〉 − 〈10, n+ 1| ρ |01, n〉
)
(46a)
Γ1(t) =
∑
n
(
〈00, n| ρ |00, n〉+ 〈01, n| ρ |01, n〉
)
(46b)
Γ2(t) =
∑
n
(
〈00, n| ρ |00, n〉+ 〈10, n| ρ |10, n〉
)
, (46c)
9which obey the set of differential equations
d
dt
∆(t) = 2ig
(
Γ1(t)− Γ2(t)
)
− (p1 + p2)∆(t) (47a)
d
dt
Γ1(t) = ig∆(t) + p1
(
r1 − Γ1(t)
)
(47b)
d
dt
Γ2(t) = −ig∆(t) + p2
(
r2 − Γ2(t)
)
. (47c)
While [71, 72] focuses on the general, asymptotic,
behavior of the charging power, we are interested in
the charging power when initial states with uncertain
amounts of free energy, and quantum coherence, are
taken. Consider first a state in which qubits 1 and 2
are initially in thermal equilibrium with their respective
thermal baths, and the battery in an eigenstate of its
Hamiltonian,
ρdiag =
(
r1 |0〉1 〈0|+ r1 |1〉1 〈1|
)
(
r2 |0〉2 〈0|+ r2 |2〉1 〈2|
)
|0〉W 〈0| . (48)
Naively, this sounds like an ideal initial state for the bat-
tery, with a well-defined deterministic initial amount of
extractable work and energy, without fluctuations. How-
ever, for such a state, diagonal in both interaction and
battery Hamiltonians, Eq. (8) in the main text implies
that the engine initially functions with null power. Im-
portantly, that the is the case for incoherent mixture
states without deterministic initial free energy, e.g. ther-
mal states.
In order to have non-zero charging power a coherent su-
perposition in the battery and interaction Hamiltonians
is needed (note, though, that this may not be sufficient).
Consequently, we consider both the qubits and battery
in a pure state, the latter in a superposition between N
energy levels, with equal weights for simplicity:
|ΨN 〉 =
(√
r1 |0〉1 + eiθ
√
r1 |1〉1
)
(√
r2 |0〉2 +
√
r2 |1〉2
) 1√
N
N−1∑
n=0
|n〉W . (49)
The phase eiθ can change the output of the engine, and
even turn the device into a refrigerator during a transient
time, for some values of θ.
With such coherent superposition as the initial state
one has σF ≥ 0 and σv ≥ 0, such that inequality (8)
in the main text allows to have a non-zero charging
power. This is to be compared with the null charg-
ing power of state ρdiag. Figure 4 compares the charg-
ing power P (t) and the change in the extractable work
∆W (t) ≡ Wmax(t) −Wmax(0) as a function of time, for
initial states given by ρdiag and |ΨN〉〈ΨN |, for different
values of N . A superposition between two HW eigen-
states indeed causes an increase in the charging power,
with respect to the null charging power of the incoherent
state. Taking superpositions between more levels results
in an even higher power. This is reflected in the total
extractable work of battery as well, with a considerable
increase for coherent superpositions, with the most no-
ticeable advantage achieved when going from incoherent
state to |Ψ2〉〈Ψ2|.
Charging power and extractable work
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FIG. 4. Charging power P (t) (top) and change in extractable
work ∆W (t) ≡Wmax(t)−Wmax(0) (bottom) as a function of
time for different initial states. The parameters in the model
are takes as p1 = p2 = g/ǫ = 0.01, and E1/Tc = 0.51 and
E2/Th = 0.50. The phase in the initial states |ΨN 〉 is taken
θ = π/2 to ensure a positive initial charging power (interest-
ingly, for other phases the engine functions as a refrigerator).
The incoherent state ρdiag (red asterisk) has null charging
power initially, as needs be from bound Eq. (12) in the main
text. This charging power is slowly increased as the state
supports higher fluctuations in the extractable work. A sig-
nificant increase in the charging power is seen for a coherent
superposition between 2 eigenvalues of HW . For intermedi-
ate times this initial increase is penalized with a regime in
which the battery is being discharged though. Nevertheless,
there is a significant net increase in the extractable work with
respect to an incoherent initial state. Taking coherent super-
positions between more than two states gives an even further
increase in charging power and extractable work, but the in-
crease is marginal for large superpositions, much smaller than
the advantage of going from incoherent to minimal coherent
superpositions.
While Fig. 4 illustrates the higher amount of ex-
tractable work obtained from states with coherence and
10
non-zero extractable work fluctuations, it also raises the
question of what happens with such fluctuations in ex-
tractable work. In order to study the evolution of the
free energy variance, we consider
A(t) ≡ Tr (H2WρW) . (50)
Then
σ2F (t) = A(t)− e2W(t). (51)
Similar calculations as in [71, 72] show that
d
dt
A(t) = −igǫ2∆(t)− 2igǫ2α(t), (52)
where the system of differential equations is completed
with
d
dt
α(t) = 2ig
(
β(t) − γ(t)− δ(t)
)
− (p1 + p2)α(t) (53a)
d
dt
β(t) = igα(t)− p1β(t) + p1r1
ǫ
eW(t) (53b)
d
dt
γ(t) = −igα(t)− p2γ(t) + p2r2
ǫ
eW(t)− p2r2 (53c)
d
dt
δ(t) = p1r1Γ2(t) + p2r2Γ1(t)− (p1 + p2)δ(t), (53d)
and
α(t) ≡
∑
n
n
(
〈01, n| ρ |10, n+ 1〉 − 〈10, n+ 1| ρ |01, n〉
)
(54a)
β(t) ≡
∑
n
n
(
〈00, n| ρ |00, n〉+ 〈01, n| ρ |01, n〉
)
(54b)
γ(t) ≡
∑
n
(n− 1)
(
〈00, n| ρ |00, n〉+ 〈10, n| ρ |10, n〉
)
(54c)
δ(t) ≡
∑
n
〈00, n| ρ |00, n〉 . (54d)
Figure 5 depicts the fluctuations of the extractable
work as a function of time for ρdiag and |ΨN〉〈ΨN | as
initial states, for different values of N . As expected,
coherent initial states, which have higher initial fluctu-
ations, lead to final states with higher fluctuations than
the diagonal state. However, the extractable work in-
creases with coherent superpositions as well, resulting in
an extractable work relative to the fluctuations that is
considerably higher for coherent superpositions between
few states (N = 2 and N = 3) than for the incoher-
ent state. Further increasing the number of states in
the superposition leads to a decrease in the extractable
work relative to the fluctuations (although still higher
than for ρdiag). Therefore, states in coherent superpo-
sition between few levels seem the most desirable: the
extractable work greatly increases, while keeping relative
fluctuations low.
This raises the discussion of the ‘quality’ of the ex-
tractable work. If one takes the average energy of the
battery as the sole figure of merit for the work storage
protocol, then considering states in coherent superposi-
tions of energy eigenstates is better than diagonal states,
resulting in higher charging power. On the other hand,
for superpositions between many states the fluctuations
of the extractable work increase considerably. On the
other hand, when the fluctuations of the extractable work
are taken into account, taking superpositions between
few levels is better, resulting in an increase in the final
amount of extractable work without considerably higher
fluctuations than for a diagonal initial state.
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Extractable work fluctuations and extractable work relative to fluctuations
0 100 200 300 400 500
0
1
2
3
4
diagonal
coherent N = 2
coherent N = 3
coherent N = 10
0 100 200 300 400 500
0
0.05
0.1
0.15
diagonal
coherent N = 2
coherent N = 3
coherent N = 100
FIG. 5. Extractable work fluctuations σF (left) and extractable work relative to the fluctuations ∆W/σF (right) as a function
of time for different initial states, with p1 = p2 = g/ǫ, E1/Tc = 0.51, E2/Th = 0.50, and θ = π/2. The fluctuations in the
extractable work for the incoherent state ρdiag (red asterisk) are zero initially, but grow in time. For a coherent superposition
between few (blue cross and purple dot) eigenvalues of HW the initial fluctuations are significantly higher than for ρdiag, but
the two become comparable for longer times. Since the engine produces a much higher extractable work output for the coherent
state (see Fig. 4), the extractable work relative to the fluctuations is considerably higher for the coherent state. Taking coherent
superpositions between many states (lightblue circle) gives a further increase the power fluctuations, which results in a lower
extractable work relative to the fluctuations.
