Abstract. While many data mining models concentrate on automation and efficiency, interactive data mining models focus on adaptive and effective communications between human users and computer systems. User requirements and preferences play the most important roles in humanmachine interactions, and guide the selection of target knowledge representations, operations, and measurements. Practically, user requirements and preferences also decide strategies of abnormal situation handling, and explanations of mined patterns. In this paper, we discuss these fundamental issues based on a user-centered three-layer framework of interactive data mining.
Introduction
Exploring and extracting knowledge from data is one of the fundamental problems in science. Many methods have been proposed and extensively studied, such as database management, statistics, machine learning and data mining. Particularly, data mining takes up many important tasks, such as description, prediction and explanation of data.
Data mining is featured by applying computer technologies to carry out nontrivial calculations. Computer systems can maintain precise operations under heavy information load, and maintain steady performance. Without the aid of computer systems, it is very difficult for people to aware, extract, memorize, search and retrieve knowledge in large and separate datasets, to interpret and evaluate data and information that are constantly changing, to make recommendations or predictions in the face of inconsistent and incomplete data. It is true that computer technologies have freed humans from many time-consuming and labour-intensive activities. However, full automation of cognitive functions such as decision making, planning, and creative thinking remains human's job. Implementations and applications of computer systems reflect requests and preferences of human users, and contain certain human heuristics. Computer systems must rely on human users to set goals, select alternatives if original approach fails, participate in unanticipated emergencies and novel situations, and develop innovations in order to preserve safety, avoid expensive failure, or increase product quality (Elm and Cook, 2004; Hancock and Scallen, 1996; Shneiderman, 1998) .
According to the above observations, we believe that interactive systems are required for data mining tasks. Though human-machine interaction has been emphasized for many disciplines, it did not receive enough attention in the domain of data mining until recently (Brachmann and Anand, 1996; Han, Hu and Cercone, 2003; Zhao, 2007; Zhao and Yao, 2005) . Generally, an interactive data mining system is an integration of a human user and a computer. They can communicate and exchange information and knowledge. A foundation of human-computer interaction may be provided by cognitive informatics (Wang, 2002; Wang, 2003; Wang, 2004) .
Through interaction and communication, computers and users can divide the labours in order to achieve a good balance of automation and human control. Computers are used to retrieve and keep track of large volumes of data, and to carry out complex mathematical or logical operations. Users can avoid routinized, tedious, and error-prone tasks, concentrate on critical decisions, planning, and cope with unexpected situations (Elm and Cook, 2004; Shneiderman, 1998) . Moreover, interactive data mining can encourage learning, improve insights and understandings of the domain, stimulate the exploration of creative possibilities, and help users to solve particular problems. Users' feedback can be used to improve the system. The interaction is mutual beneficial.
For conceptually modelling data mining, proposed a three-layered framework consisting of the philosophy layer, the technique layer, and the application layer. The main objective of this paper is to extend the framework for interactive data mining. In particular, we introduce the notion of user preference and judgement. Within this new user-centered framework, we revisit and summarize our recent studies on data mining regarding the philosophy layer, the technique layer, and the application layer, respectively. The study of different decision logic languages enables the definition of granules and concepts at the philosophy layer . The study of rule interestingness measures reveals the relationships among granules and concepts in the philosophy layer, and facilitates the discovery of interesting patterns in the technique layer (Yao, Chen and Yang, 2003; Zhong, 1999, Zhong, Yao and Ohshima, 2003; Zhong, Yao, Ohshima and Ohsuga, 2001 ). The study of user preferences provides a formal model for involving user's judgement into the whole data mining process. The study of different strategies for abnormal situation handling is essential for the technique layer (Yao, Wang, Wang and Zeng, 2005; Yao and Wong, 1992) . Finally, the study of explanation-oriented data mining demonstrates the importance of having user involvement before and inside the application layer (Yao, Zhao and Maguire, 2003) . This synthesis of the existing results leads to a high-level understanding of interactive data mining, as well as new insights to the potential of human-machine interaction in the design of viable interactive data mining systems.
A Framework of Interactive Data Mining
A three-layered conceptual framework of data mining is proposed by , which consists of the philosophy layer, the technique layer and the application layer. The layered framework represents the understanding, discovery, and utilization of knowledge. The philosophy layer investigates the essentials of knowledge. One attempts to answer the fundamental question, namely, what is knowledge? There are many related issues to this question, such as the representation of knowledge, the expression and communication of knowledge in languages, the relationship between knowledge in the mind and in the external real world, and the classification and organization of knowledge. The technique layer is the study of knowledge discovery by machine. One attempts to answer the question: how to discover knowledge? In the context of computer science, there are many issues related to this question, such as the implementation of human knowledge discovery methods by programming languages, which involves coding, storage and retrieval issues in a computer, and the innovation and evolution of techniques and algorithms in intelligent systems. The ultimate goal of knowledge discovery is to effectively use discovered knowledge. The application layer therefore should focus on the notions of "usefulness" and "meaningfulness" of discovered knowledge for the specific domain. These notions cannot be discussed in total isolation without applications, as knowledge in general is domain specific.
The three-layered conceptual framework represents the understanding, discovery, and utilization of knowledge, and can be easily extended to a user-centered conceptual framework for interactive data mining (Zhao, 2007) . The user-centered three-layered framework consists of the philosophy layer, the technique layer and the application layer, and considers one important factor, user requirements and preferences. Figure 1 illustrates this conceptual framework.
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User requirements and preferences + Philosophy layer Figure 1 . A user-centered three-layered framework of interactive data mining.
It is important to note that when user requirements and preferences are interpreted as a general factor, it means multiple views, various choices and judgements. When it stands for a specific requirement, then it is "it." For a certain user coming to an interactive data mining system, if he/she has a vague requirement, then the system should be able to allow him/her to explore the multiple choices and views, even to build up his/her own view and method; while a user proceeds with a clear requirement or preference, then the system should be able to cooperate with this requirement, and try to search for the patterns that fit this preference. That helps a user to form a conceptual model of the nature of the problem, enables the user to solve particular problems, and to understand what the system can and cannot do. It helps a user to establish trust towards the system. More specifically, in the user-centered three-layer framework, the philosophy layer studies and takes on multiple or specific views to perceive the dataset. In this paper, we emphasize two issues: multiple views of concept relationship identification and multiple views of concept formation. The technique layer deals with multiple or specific methods to manipulate data sets according to a particular view. In this paper, we emphasize multiple strategies for abnormal situation handling. The application layer concerns multiple or specific ways for understanding and utilizing the discovered pattern for real-world applications. In this paper, we address on the recent study of explanation-oriented data mining. . The decision logic language has been studied by Pawlak (1991) . Similar languages have been studied by many authors (Demri and Orlowska, 1998; Yao, 2001 For an atomic formula ( , ) a φ = = , it is assumed that an object pair ( , ) x y satisfies φ or does not satisfy φ . In other words, if an object pair ( , ) x y has the same value on the attribute a, then we say that ( , )
Multiple Views of Concept Relationship Identification
Otherwise, we say x does not satisfy φ . The set of object pairs that satisfy a formula φ is denoted as ( ) m φ . The formula φ can be viewed as the description of a set of object pairs in ( )
It is important to note that both the equality relations a v = in and
L are a special case of the atomic formula. A more general relation a R can be used to define an atomic formula.
Relation a R may be interpreted as the similarity, dissimilarity, or ordering of values in , which can be either quantitatively or qualitatively defined. In a general sense,
Measures of rules
For a rule in terms of φ ψ ⇒ , the relationship of any two formulas φ and ψ of a rule can be characterized by a two-by-two contingency table:
Based on the contingency table, various quantitative measures can be used for rule interestingness evaluation (Yao, Chen and Yang, 2003; Yao and Zhong, 1999) .
One-way association
Support is a commonly used measure for evaluating the generality of a granule associated with a formula φ . It may be interpreted as a measure of the degree of truth of the formula φ in the information table, denoted as:
where |.| is the cardinality of the set. A formula is more general if it has a higher support and thus covers more objects of the universe.
Confidence is a measure for evaluating the probability of the occurrence of a formula ψ given that another formula φ occurs (Agrawal, Imielinski and Swami, 1993) :
Confidence is one-direction from φ to ψ and can be viewed as a one-way association measure (Yao and Zhong, 1999) . In other words, the concept φ depends on the concept ψ , but ψ may not depend on φ . In set-theoretic terms, it is the degree to which ( ) m φ is included in ( ) m ψ . A rule with the maximum confidence 1 is a certain rule, otherwise is a probabilistic rule. The support measure can be understood as a measure that evaluates the confidence value of the rule
The coverage of ψ provided by φ is the quantity:
It may be viewed as the conditional probability of an object satisfying φ given that object satisfies ψ .
The confidence and coverage measures are one-direction from φ to ψ and can be viewed as oneway association measures (Yao and Zhong, 1999) .
Two concepts φ and ψ are viewed as being non-associative or independent if the occurrence of φ does not alter the probability of ψ occurring. In other words, if the occurrence of φ can affect the probability of ψ , then we say that the concept ψ is dependent on or associated with the concept φ .
Typically, a rule with a high support and a high confidence are considered having a strong association relationship between two concepts.
Two-way association
RI is a measure on the evaluation of the association of a discovered rule (Shapiro, 1991) . It is defined by:
The two concepts φ and ψ are recognized as being non-associative or independent when RI = 0. In fact, this measure determines the degree of association of a rule by the comparison of the joint probability of two concepts ( , ) P φ ψ with respect to the expected probability of the non-association assumption ( ) ( ) P P φ ψ . RI > 0 represents a positive association from φ to ψ . RI < 0 represents a negative association, which is from ψ to φ .
IND is a measure of rule interestingness (Brin, Motwani and Silverstein, 1997) . This measure is defined by: ( , ) ( ) ( )
The two concepts φ and ψ are recognized as being non-associative or independent when IND = 1. This measure is the ratio of the joint probability of φ ψ ∧ and the probability obtained if φ and ψ are assumed to be independent. In other words, the rule has a stronger association if the joint probability is further away from the probability under independence.
The IS measure is another measure of rule interestingness (Tan, Kumar and Srivastava, 2002) . It can be defined by: ( , ) ( ) ( )
The basic notion of the IS measure is similar to the measure of independence. Furthermore, it is equivalent to the geometric mean of confidences of the rule. However, its range is between 0 and 1 instead of IND's range, between 0 and ∞ .
The RI, IND, and IS measures are symmetric and viewed as two-way association measures (Yao and Zhong, 1999) . If two concepts φ and ψ in a rule have a two-way association relationship, then the concept φ must depend on or be associated with the concept ψ , and the converse is also true.
Objective and subjective measures
Measures can be classified into two categories: objective measures and subjective measures (Silberschatz and Tuzhilin, 1995) . Objective measures depend on the structure of rules and the underlying data used in the discovery process. Subjective measures depend on the user beliefs (Liu, Hsu and Chen, 1997; Silberschatz and Tuzhilin, 1995) .
Measures defined by statistical and structural information are viewed as objective measures. For example, Gago and Bento (1998) proposed a measure for selecting discovered rules with the highest average distance between them. The distance measure is developed based on the structural and statistical information of a rule such as the number of attributes in a rule and the values of attributes. A rule is deemed as interesting if it has the highest average distance to the others. One does not consider the application and domain when measuring the discovered rules by using the distance measure. Information theoretic measures are also objective measures because they use the underlying data in a data set to evaluate the information content or entropy of a rule (Lee, 1987; Smyth and Goodman, 1992; .
Different types of rules can be identified based on different objective measures. For example, peculiarity rules have low support and high confidence, exception rules have low support and high confidence, but complement to other high support and high confidence rules, and outlier patterns are the ones that far away from the statistical mean (Yao and Zhong, 1999; Zhong, Yao and Ohshima, 2003; Zhong, Yao, Ohshima and Ohsuga, 2001 ).
Although statistical and structural information provides an effective indicator of the potential effectiveness of a rule, its usefulness is limited. One needs to consider the subjective aspects of rules. Subjective measures consider the user who examines the rules. For example, Silberschatz and Tuzhilin proposed a subjective measure of rule interestingness based on the notion of unexpectedness and in terms of a user belief system (Silberschatz and Tuzhilin, 1995; Silberschatz and Tuzhilin, 1996) . The basic idea of their measure is that the discovered rules which have more unexpected information with respect to a user belief system are deemed as more interesting. Thus, subjective measures are both application and user dependent. In other words, a user needs to incorporate other domain specific knowledge such as user interest, utility, value, profit and actionability (Ras and Wieczorkowska, 2000; Wang and He, 2001 ).
As one example, profit or utility-based mining is a special kind of constraint-based mining, taking into account of both statistical significance and profit significance (Wang, Zhou and Han, 2002) . Doyle discussed the importance and usefulness of the notions of economic rationality and suggested that economic rationality can play a large role for measuring a rule (Doyle, 1992) . Similarly, Barber and Hamilton proposed the notion of share measures which consider the contribution, in terms of profit, of an attribute in an attribute set (Barber and Hamilton, 2003) . Some rules are dealing with classifying labelled objects in a given universe. Without lose the generality, an information table can be used for classification problems by having At C D = ∪ , where C is the set of condition attributes and D is the set of decision attributes. This kind of information tables is also called decision tables (Pawlak, 1991) . Normally, D only contains one decision attribute; we call it class, which labels the objects in the universe.
Interpretations of rules
A classification rule, written as φ ψ ⇒ , indicates the inference relation from φ to ψ . Normally, φ is defined by attributes in the condition attribute set C and ψ is defined by the decision attribute class. Classification rules can be either certain or probabilistic. In real data mining applications, certain rules are rare. Thus, rules are typically interpreted in terms of conditional probability. Normally, the confidence measure indicates the strength of the rule. Classification rule mining intends to discover rule with high confidence.
Some rules identify and study peculiar regulations in the given data set, and thus called peculiarity rules (Zhong, Yao and Ohshima, 2003) . In mining peculiarity rules, the distribution of attribute values is taken into consideration. Attention is paid to objects whose attribute values are different from that of other objects. After the isolation of such peculiarity data, rules with low support and high confidence, and consequently a high absolute difference, are searched. This class of association rules are thus "peculiar."
Similar to the properties of peculiar rules, another class of rules, called exception rules, are studied.
Formally, a rule and its exception rule can be expressed as a pair: φ ψ ⇒ and ' ' φ φ ψ ∧ ⇒ . The rules normally do not hold in pure logic sense, but only probabilistic. Quantitative measures can be associated with rules to reflect the degree to which the rules hold (Yao and Zhong, 1999) .
Intuitively, the pair of rules can be interpreted as follows. If only know the condition φ , we can conclude ψ to a certain degree. However, if we also know that ' φ holds, we need to change our conclusion to ' ψ . That is, the second, more specific, rule is an exception rule to the first general rule. Although the exception rules and peculiar rules have the same mathematical properties, their semantic meanings are different.
Some rules are interpreted as an association between two granules defined by φ and ψ .
Association rules are first proposed by Agrawal et al. for mining rules from transaction databases, to discover implication or correlation relates co-occurring elements (Agrawal, Imielinski and Swami, 1993) . It is very tempting to relate a large confidence with a strong association between two frequent itemsets. This kind of rules is called frequent itemset rules. Questions like "if a customer purchases product A, how likely is he to purchase product B?" and "What products will a customer buy if he buys products C and D?" are answered by frequent itemset rules. According to the properties of frequent itemsets and their associated association rules, this class of rule has been criticized for not providing "new" or "previously unknown" knowledge, and thus may not be profitable for real application.
Some association rules discover the disjunctive association for mutually exclusive item sets, and their disjunctive association rules (Kim, 2003) . The interpretation of such a disjunctive association rules can be read as: "for people who buy A, they do not buy B." Same to the frequent itemset rules, disjunctive association rules must have a high support and a high confidence to be significant. The disjunctive association rules have different practical meanings in real applications. The study of disjunctive rules can be studied complementarily to the conventional association rules.
Multiple Views of Concept Formation
Concept formation involves the construction of granules and description of granules. One can use all the attributes in the information table to define granules and to construct rules. Alternatively, one can use a preferred attribute set, a minimal attribute set, or a minimal preferred attribute set to construct rules. In this section, we focus on user preference on, and correlation of, attributes.
Modelling user preference on attributes
User preference can be expressed in various forms. Quantitative judgement involves the assignment of different weights to different attributes. Qualitative judgement is expressed as an ordering of attributes. In many situations, user judgement is determined by semantic considerations. For example, it may be interpreted in terms of more intuitive notions, such as the cost of testing, the easiness of understanding, or the action ability. It is virtually impossible to list all practical interpretations of user judgement. In addition, the meaning of user judgement becomes clear only in a particular context of application.
Quantitative user preferences
A simple and straightforward way to represent user judgement on attributes is to assign them with numerical weights (Krantz, Luce, Suppes and Tversky, 1971) . Formally, it can be described by a mapping: : w At → ℜ , where At is a finite non-empty set of attributes, and ℜ is the set of real numbers. For an attribute , w(a) is the weight of a. The numerical weight w(a) may be interpreted as the degree of a At ∈ importance of a, the number of occurrences of a in a set, or the cost of testing a in a rule. This induces naturally an ordering of attributes.
Qualitative user preferences
A difficulty with the quantitative method is the acquisition of the precise and accurate weights of all attributes. On the other hand, a qualitative method only relies on pairwise comparisons of attributes. For any two attributes , we assume that a user is able to state whether one is more important than, or more preferred to, the other. This qualitative user judgement can be formally defined by a binary preference relation on At. 
. Based on the strict preference and indifference, one can define a preference-indifference relation on At:
If a b holds, we say that b is not preferred to a, or a is at least as good as b.
A user preference relation satisfies two axioms: asymmetry and negative transitivity, so it is a weak order on At. The asymmetry axiom states that a user cannot prefer a to b, and at the same time prefer b to a. The negative transitivity axiom states that if a user does not prefer a to b, nor b to c, then the user should not prefer a to c.
A weak order imposes a special structure on the set At of attributes. The indifference relation divides the set of attributes into disjoint subsets. Furthermore, for any two distinct equivalence classes [ ] and [ ] [ ] or [ ] holds. In other words, it is possible to arrange the attributes into several levels so that attributes in a higher level are preferred to attributes in a lower level, and attributes in the same level are indifferent.
When each equivalence class contains exactly one attribute, the preference relation on At is in fact a linear order itself. In general, if we do not care how to order attributes in an equivalence class, we can extend a weak order into a linear order such that a is ranked ahead of b if and only if a b . For a weak order, its linear extension may not be unique (Fishburn, 1970) .
Connections of quantitative and qualitative preferences
The quantitative judgement can be easily translated into qualitative judgement. Given the weights of attributes, we can uniquely determine a preference relation. Suppose there are two attributes a and b, w(a) and w(b) represent the importance of a and b, respectively, a preference relation is defined by:
When w(a) and w(b) is the cost of attributes a and b, the following preference relation should be used instead, ( ) ( ) a b w b w a ⇔ > . In general, two attributes may have the same weights. The induced preference relation is indeed a weak order, i.e., asymmetric and negatively transitive.
The translation to a preference relation only preserves the ordering of attributes implied by the weights. The additional information given by the absolute weight values is lost. In the reverse process, a user preference relation can be represented in terms of the weights of attributes. A rational user's judgement must allow numerical measurement.
The following theorem states that a weak order is both necessary and sufficient for a numerical measurement (Fishburn, 1970; Roberts, 1979) : Suppose is a preference relation on a finite non-empty set At of attributes. There exists a realvalued function satisfying the condition:
if and only if is a weak order. Moreover, u is uniquely defined up to a strictly monotonic increasing transformation. The function u is referred to as an order-preserving utility function. It provides a quantitative representation of a user preference. That is, the numbers of as ordered by > reflect the order of under the preference relation .
The utility function also truthfully represents the indifference relation, that is, ( ) ( ), , . a b u a u b a b At ⇔ = ∈ ∼ According to Theorem, for a given preference relation, there exist many utility functions. The utility functions are in fact based on the ordinal scale. That is, it is only meaningful to examine the order induced by a utility function. Although numerical values are used, it is not necessarily meaningful to apply arithmetic operations on them.
Correlation measures of attributes
The association relation we discussed above shows the relationship between intentions of two concepts, each is defined by a specific combination of one attribute and one of its possible values. This is also called a local connection, generates a low order rule. A global connection is characterized by showing the relationships between all combinations of values on one set of attributes and all combinations of values on another set of attributes. It is also called a high order rule, revealing the correlation of two attribute sets . The correlation coefficient is a number between 0 and 1. The closer the correlation coefficient to 1, the stronger the correlation between attributes is. If the two attributes are not correlated, is zero. In other words, if a and b are not closely related to each other, they do not "co-vary", and the correlation is small. If a and b are closely related, the correlation is close to 1.
( , ) r a b
Correlated attributes may not necessarily be dependent or associated. Also, attributes that are associated may not necessarily be correlated. Mari and Kotz analyzed several common and different features of association and correlation measures from the statistical point of view (Mari and Kotz, 2001) . Correlation coefficient only evaluates the linear relationship between attributes, but there are situations in which linear correlation does not exist but a strong nonlinear association exists between attributes.
Brin et al. proposed the use of Chi-square ( 2 λ ) probability testing to evaluate the association between two attributes in a discovered rule (Brin, Motwani and Silverstein, 1997) . If the Chisquared value is 0, then the attributes are independent, otherwise, they are dependent on each other. However, the 2 λ testing does not give the strength of the association between attributes in a discovered rule (Tan, Kumar and Srivastava, 2002) . Instead, it can only decide whether attributes in a rule are non-associative or associative. Therefore, it cannot be used to rank the discovered rules. Liu et al. suggested to prune the insignificant rules by using the standard 2 λ test combined with a support-confidence test (Liu, Hsu and Ma, 1999) .
Multiple Strategies for Abnormal Situation Handling
In solving real world problems, we often face the choices between simple and complicated descriptions, precise and imprecise characterizations, understandability and incomprehensibility of methods, and exact and approximate solutions. In general, there is a trade-off of such two opposite criteria of competing nature. Human problem solving depends crucially on a proper balance and compromise of these incompatible criteria. Different users can develop different knowledge representation frameworks and related automated learning and mining mechanisms to describe and identify abnormal situations or behaviours. Consequently, this issue must be addressed in usercentered interactive data mining.
Retaining strategies
A retaining strategy, by its name, means to keep the quality of the rules, especially their accuracy, as high as they could be. The most commonly used accuracy measure is the confidence measure defined in the Section 2. The higher the confidence value, the more accurate the rule is. In most real situations, a rule, in the form of φ ψ ⇒ , is not always deterministic for the given universe, but rather approximate and uncertain. In other words, the confidence value of the rule is less than or equal to 100%.
Yao et al. advocated the use of a specific knowledge representation and data mining framework based on rules and exceptions (Yao, Wang, Wang and Zeng, 2005) . In this framework, normal and abnormal situations or behaviours occur as pairs of dual entities: rule succinctly summarizes normal situations, and exceptions characterize abnormal situations. Each of these two entities provides the context of the other. Rule+exception strategies strike a practical balance between simplicity and accuracy.
Two types of exceptions can be identified, incorrect interpretations produced by the existing rules, and the interpretations that cannot be produced by the existing rules (Compton and Jansen, 1988) . For simplicity, they are refereed to as incorrectly covered exceptions and uncovered exceptions, respectively. 
Compromising strategies
A compromising strategy promotes the construction of more general rules containing more incorrectly covered exceptions. A compromising strategy means to compromise the accuracy to a certain level, in order to keep another important feature at a relatively high measuring level. That means that the high accuracy is often not the goal in order to preserve or improve another property.
Intuitively, a compromising strategy needs to introduce a probability value, say β , as an accuracy threshold.
Improve the generality
In most cases, a compromising strategy generates shorter and simpler rules defined by a proper subset of entire feature set. By choosing , a set of formulas A A ⊆ t A φ can be defined. Borrowing the concepts from the rough set theory (Pawlak, 1982; Pawlak, 1991) , we can define a β -positive region with respect to a target concept ψ . The β -positive region is the union of all objects satisfying the rules defined by a with the confidence greater than or equal to β , which is denoted as:
To preserve the generality, a heuristic criterion can be defined as:
given a predefined β value, ⇒ , can classify more objects in the universe than the set of rules produced by the entire set of At, while keeping the confidence not less than β .
Decrease the cost
A general rule may include more incorrectly covered exceptions. Suppose a set of objects in the universe can be defined by a descriptive formula φ . Suppose there is a learned rule,
implies that all the objects satisfying φ should have the same class 1 ψ . However, the rule could be too general to satisfy every object satisfying φ . It means that we may have an object ( ) x m φ ∈ , which implies a decision value different from 1 ψ , say, it satisfies a decision value 2 ψ . This becomes an exception, or an error, of the learned classification rule.
For a specific classification exception, denoted as ( 1 ψ , 2 ψ ), the exception count is the number of objects in the universe that possess this exception, which can be defined as:
x indicates the equivalence class contains x, means the description of the given object, or the object set, by a formula, and
Yao and Wong applied the Bayesian decision procedure for classification (Yao and Wong, 1992) . The basic idea is that different errors may indicate different cost. A rule set satisfying the cost preservation strategy will not increase the cost.
Explanations of Discovered Patterns
The role of explanation is to clarify, teach, and convince (Dhaliwal and Benbasat, 1996) . There are many kinds of explanations. An explanation could be a definition of a term, the cause and effect of an event, or the significance of a phenomenon. Different explanations are the answers to many different kinds of questions. Explanation is both subjective and objective (Craik, 1943) . It is subjective because the meaning of explanation, or the evaluation of a good explanation, is different for different people at different times. On the other hand, explanation is objective because it must win general approval as a valid explanation, or has to be withdrawn in the face of new evidence and criticism. The interpretations and explanations enhance our understanding of the phenomenon and guide us to make rational decisions. suggested adding an explicit explanation module into the existing data mining processes. Explanations of data mining address several important questions, such as, what needs to be explained? How to explain the discovered knowledge? Is an explanation correct and complete?
Discovered patterns to be explained
The knowledge discovered from data should be explained and interpreted. Knowledge can be discovered by unsupervised learning methods. Unsupervised learning studies how systems can learn to represent, summarize, and organize the data in a way that reflects the internal structure (namely, a pattern) of the overall collection. This process does not explain the patterns, but describes them. The primary unsupervised techniques include clustering mining, belief networks learning, and association mining. The criteria for choosing which pattern to be explained are directly related to pattern evaluation step of data mining.
Profiles used to construct explanations
Background knowledge provides features that can possibly explain a discovered pattern. An explanation may include many branches of inquiry: physics, chemistry, human culture, logic, psychology, and the methodology of science. In data mining, explanation can be made at a shallow, syntactic level based on statistical information, or at a deep, semantic level based on domain knowledge.
The required information and knowledge for explanation may not necessarily be inside the original dataset. One needs to collect additional information for explanation construction.
The key question is the selection of the features that are generally explanatory to the target concept from many features that happen to be related to the current discovered pattern. Craik (1943) argued that the power of explanations involves the power of insight and anticipation. One collects certain features based on the underlying hypothesis that they may provide explanations of the discovered pattern. That something is unexplainable may simply be an expression of the inability to discover an explanation of a desired sort. The process of selecting the relevant and explanatory features may be subjective, and trial-and-error. In general, the better our background knowledge is, the more accurate the inferred explanations are likely to be.
Explanation construction
Explanations for data mining results reason inductively, namely, drawing an inference from a set of acquired training instances, and justifying or predicting the instances one might observe in the future.
Supervised learning methods can be applied for the explanation construction. The goal of supervised learning is to find a model that will correctly associate the input patterns with the classes. In real world applications, supervised learning models are extremely useful analytic techniques. The widely used supervised learning methods include decision tree learning, rule-based learning, and decision graph learning. The learned results are represented as either a tree, or a set of if-then rules.
The constructed explanations give some evidence about under what conditions (within the background knowledge) the discovered pattern is most likely to happen, or how the background knowledge is related to the pattern.
Explanation evaluation
The role of explanation in data mining is positioned among proper description, relation and causality. Comprehensibility is the key factor in explanations. The accuracy of the constructed explanations relies on the amount of training examples. Explanations perform poorly with insufficient data or poor presuppositions. Different background knowledge may infer different explanations. There is no reason to believe that only one unique explanation exists. One can use statistical measures and domain knowledge to evaluate different explanations.
Conclusion
In this paper, we focus on interactive data mining which is characterized by adding user requirement and judgement into a three-layered framework of data mining. The user-centered threelayered framework consists of the philosophy layer, the technique layer and the application layer.
At the philosophy level, we discuss two issues: multiple views of concept identification and multiple views of concept formation. Different decision logic languages and different measures serve for the tasks at this layer. At the technique layer, we address on multiple strategies for abnormal situation handling. Different measures and pattern discovery methods are resided into this layer. At the application layer, we discuss explanation-oriented data mining, which emphasizes the importance of reasoning the discovered patterns before being applied.
More effective data mining systems should support better human-machine interactivity. The concern of effectiveness and the concern of efficiency should be synchronized with user cognitive phases and requirements. Bearing user requirement in mind, the research on interactive data mining is fairly broad.
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