The recent influx in generation, storage and availability of textual data presents researchers with the challenge of developing suitable methods for their analysis. Latent Semantic Analysis (LSA), a member of a family of methodological approaches that offers an opportunity to address this gap by describing the semantic content in textual data as a set of vectors, was pioneered by researchers in psychology, information retrieval, and bibliometrics. LSA involves a matrix operation called singular value decomposition, an extension of principal component analysis.
Introduction
Textual data appear in an ever-increasing number of business and research situations, and are encountered by Information Systems (IS) researchers in a variety of contexts. For example, researchers in the IS discipline have an interest in examining titles, abstracts, or full-text bodies of IS publications in order to identify attributes such as research topics, theories, and methods, related to the nature of the research (Larsen et al. 2008 , Sidorova et al. 2008 , Willcocks et al. 2008 , Dwivedi and Kuljis 2008 , Hovorka et al. 2009 ). While such examination of textual data is frequently done qualitatively by the researcher who will apply expert judgement, the growing amount of textual data suggests a value in utilising a quantitative method, especially when the researcher opts for a more inclusive selection of journal sources Monarchi 2004, Larsen et al. 2008) . Another example involves strategic and organisational IS researchers who study IS in their business, political, and societal environments. Such researchers often examine large volumes of corporate announcements, regulatory body statements, or corporate Web documents, in order to identify content attributes that can be related to organisational or social phenomena (Meroño-Cerdan and Soto-Acosta 2007, Spomer 2009). Once again, the amount of textual data may discourage the researcher from manual qualitative examination. The list of contexts in which the IS researcher may encounter textual data includes a large number of additional applications, such as IS development researchers who examine system requirement documents in order to propose efficient methods for translating them into formal designs, (Bajwa et al. 2009 ) as well as E-Commerce researchers who study descriptions of EDI standards in an effort to identify attributes in the technical language (Damsgaard and Truex 2000) or the implied points-of-view of the key participants (Barrett 1999 ) that can be related to EDI adoption. In these 5 application domains, IS researchers are potentially interested in research questions that fall under the following broad categories:
(1) which attributes, in the form of pre-defined categories, naturally emerging inherent categories, or latent semantic factors, are relevant to structuring the body of textual data?
(2) which attributes of textual data are related to particular outputs of the information system under study or its social and business environment?
Examples of more specific research questions would include:
(3) how homogeneous are the semantic factors in systems requirements over various communities involved in requirements gathering?
(4) what factors describe the semantic content in EDI adoption?
Traditionally these questions are addressed by associating textual data units to a priori proposed attributes through manual or automated content analysis. Content analysis is defined as a systematic, replicable technique for reducing a large body of text into content categories based on explicit rules of coding (Weber 1990) . Content analysis offers a bridge between textual data and quantitative analysis and has been employed in IS research extensively, especially in the analysis of interviews (Dam and Kaufmann 2008) , open-ended surveys (Couger and O'Callagher 1994, Panteli et al. 1999) or customer feedback (Ghose 2009) . Traditional content analysis is cited as having the potential to contaminate coded output by the theoretical prejudices of the researcher who compiles the coding protocol (Franzosi 2004, p. 60) . In this article we provide some methodological guidance on the appropriate use of Latent Semantic Analysis (LSA), a member of a family of quantitative methods that lie at the intersection of automated content analysis and information retrieval and provide for more objective approaches to the analysis of textual data used by researchers in order to answer research questions such as the ones listed 6 above. Going beyond simple key word discovery LSA describes the semantic content in textual data as a set of vectors and provides the opportunity to glean insights from the text that was not predicated upon a set of a priori assumptions, such as a predefined list of key words, because it provides a methodological approach to determining the categories. Similar to what is done in content analysis, LSA is a methodology that provides input into post-LSA procedures which allow for coding textual data into categories but it can also serve as a methodological aid in knowledge acquisition and retrieval. The potential benefits from employing LSA include (1) avoiding human subjectivity when the categories are pre-existing and (2) distilling new, datadriven categories when there is absence of well-established theories that anticipate the coding categories. The analytic approaches associated with LSA include numerically comparing documents to one another, developing new categories from a collection of documents and classifying documents into pre-existing categories and summarising a collection of documents with the help of a small number of interpretable dimensions. To better illustrate the methodological issues we provide four small studies involving the analysis of abstracts for papers published in the European Journal of Information Systems. The main focus of these studies is the text summarisation applications of LSA that are little researched and have application potential in IS research. However, the methodological considerations we address are also applicable to a broader analytic scope that includes information retrieval, document comparisons, document categorisation and quantification of textual data as a precursor to predictive modelling. Our paper is organised as follows. The next section is a brief introduction to LSA. Subsequent sections discuss some important methodological considerations related to various analysis stages of LSA that include the type of quantitative analysis, term filtering, term 7 weighting, dimensionality reduction and threshold selection. The paper concludes with a summary of our recommendations.
Latent Semantic Analysis
Latent Semantic Analysis (LSA) originated in the late 1980s (Deerwester et al. 1990 ) as an information retrieval technique designed to improve library indexing and search engine query performance (Dumais 2004 , Dumais 2007 , Manning et al. 2008 . It was later proposed by psychology researchers as a theory and method for extracting and representing the meaning of words by humans, including word sorting and category judgments (Landauer 2007).
The fundamental idea behind LSA is that the meaning of each passage of text (a document) is related to patterns of presence or absence of individual words, whereas a collection of documents (a corpus) is modelled as a system of simultaneous equations that can determine the similarity of meaning of words and documents to each other. A truncated representation of the original structure was shown to drastically improve query performance in part because it reduces the adverse effects of synonymy and polysemy.
Research interest on LSA spans the fields of information retrieval, artificial intelligence, psychology, cognitive science, education, information systems, and many others. in the mainstream IS literature outside Information Retrieval. We anticipate that, as LSA becomes increasingly better-known and implementing software becomes increasingly available, IS researchers will use LSA to analyse large textual databases such as end-user comments or any other form of verbal feedback.
LSA applications relevant to IS research
Kuechler (2007) outlines a number of business and IS applications of analysis of textual data where LSA is applicable. We identify four areas of LSA application that are of particular interest to the IS researchers:
(1) quantitative literature reviews (as done in Landauer et al. 2004 , Ord et al. 2005 , Larsen et al. 2008 , Sidorova et al. 2008 , or Hovorka et al. 2009 (Salton 1975) , where a corpus of d documents using a vocabulary of t terms is used to compile a t×d matrix A, containing the number of times each term appears in each document (term frequencies). Some trivial terms such as "the", "of", etc. (the stoplist), are excluded, and some others are consolidated because they share a common stem (term stemming, Porter 1980) or some other lexical quality. The frequency counts in A typically undergo some transformation (term weighting) that penalises common terms and promotes rare ones. After weighting, the term frequencies are typically also normalised so that the sum of squared transformed frequencies of all term occurrences within each document is equal to one (Salton and Buckley 1988) . Subsequently, A is subjected to Singular Value Decomposition (SVD),
where U are the term eigenvectors, V are the document eigenvectors, the superscript T denotes transposition,  is a diagonal matrix of singular values (i.e., square roots of common eigenvalues between terms and documents), U are the term loadings on the common principal components of terms and documents and V are the respective document loadings.
After representing the collection of documents in the space defined by the SVD dimensions, comparisons between documents i and j can be performed by considering the inner product of rows i and j of the document loading matrix V. et al. 2004, pp. 118-142) and its ability to address practical applications require further refinement. As a result of its greater mathematical complexity and unresolved issues relevant to application, LDA is beyond the scope of the present work. Another alternative approach that has recently gained popularity in the information retrieval community but is again beyond the scope of this paper is the Nonnegative Matrix Factorisation (NMF) method (Shahnaz et al. 2006 , Berry 14 et al. 2007 ). In the next section we begin our discussion of the methodological issues in LSA with an elaboration on the choice between clustering and factor analysis.
Clustering versus factor analysis
The extant literature has associated LSA with a number of specific methodological approaches that include information retrieval queries, document classification, or feature extraction. Many quantitative literature overview studies use LSA for document clustering purposes (Landauer et al. 2004 , Ord et al. 2005 , while some studies (Sidorova et al. 2008 ) use factor analysis and others (Larsen et al. 2008 ) use both clustering and factor analysis. In this section we discuss differences and similarities between clustering and factor analysis extensions to LSA.
Document clustering
We start with an illustrative research study, where we quantify abstracts of papers published in the European Journal of Information Systems (EJIS) using 100 LSA-based dimensions and performing clustering analysis. Since LSA involves a number of methodological issues that require the contribution of a domain expert, we chose the EJIS abstracts as our illustrative data in order to give the reader a chance to look at these issues from the domain expert's point-of-view, where the domain is the research published in the EJIS. Our own, custom semantic space was created from the corpus of EJIS abstracts. The choice of 100 SVD dimensions is arbitrary, but consistent with common dimensionality choices cited in the literature for document collections of similar size and degree of coherence. The issue of dimensionality selection is addressed in a subsequent section. The 30 clusters resulted from the textual analysis of our data and the examination of a variety of solutions until a unique set of understandable clusters resulted. The results of Study 1 are summarised in Table 3 . The clusters are ranked from largest to smallest. For each cluster, the number of member articles is shown. An effort was made to label the clusters but as the degree of topical coherence varies significantly, the results were not always equally clear. Cluster labelling was done through an iterative process of examining the representative terms and member documents. The authors arrived at the labels as a group, by discussing each label until a consensus was formed. A more appropriate approach would be to involve a number of domain experts (here, IS researchers) and follow the Delphi method for building consensus. Then, in a second round, a number of confederates would match clusters to labels and measures of inter-rater reliability would be obtained (Moore and Benbasat 1991) .
Cluster labelling as was done in our study is subject to the possibility of introducing human bias.
Some applications such as labelling topics in a discussion group might be best done via an automated approach that would reduce the human bias in representing the groups. For example, Larsen and Monarchi (2004) and Larsen et al. (2008) used Automatic Node Naming for theme label generation. Alternatively, an application such as identifying research areas, or even paradigms, might benefit from an expert researcher's interpretation (Sidorova et al. 2008 ).
Clusters for EJIS abstracts labelled with a low degree of confidence are identified in Table 3 by having their label end with a question mark. A major factor that hinders our efforts to label the clusters is the fact that member terms and documents gravitate towards the cluster means, which, in their vector representation, may correspond to linear combinations of more than one semantic space dimensions. This is not necessarily a problem, as the clustering approach aims at an optimal grouping of documents, not at understanding the underlying topical structure.
The largest cluster (C1), consisting of 38 articles, is related to IS development and implementation issues. The second and third clusters are related to knowledge management (C2) and IS and organisational issues (C3), respectively. In general, the clusters reflect research that studies the ways in which information systems get developed and ways in which they interact with organisations, markets and societies, as well as the identity and evolution of the IS discipline. The thematic makeup of EJIS research as presented in our Table 3 or a formal, quantitative comparison of the thematic make-up presented in Table 3 to other classifications present in the literature, are out of the scope of this paper. 
Extraction and labelling of topical factors
The same data used in Study 1 were now used to produce 30 SVD dimensions. Aiming at an understanding of the latent semantic structure itself, we applied varimax rotations on the term loadings, as done in Sidorova et al. (2008) . This is a relatively new and emerging technique that provides some future research opportunities. Varimax rotations are common in traditional factor analysis. They simplify the ability to understand the factor loadings, by making as many of them as possible large in size, and as many as possible small in size. After varimax rotations there is a clearer association between factors and loading variables and that makes factor labelling more straightforward. In our case, the rotated term loadings produce factors that are naturally easy to interpret given that the factor space and the researcher "speak the same language," i.e., the terms are a set of variables for the factor space and a language vocabulary for the researcher. In order to maintain the documents' relationship with the factor space, documents were also rotated by applying the same rotation matrix used to rotate the terms. Regarding information retrieval queries, the rotated factor space maintains its ability to produce identical similarity metrics (cosine similarities) for terms and documents. Method details are summarised in Study 2 description below. were labelled easily and without controversy following a procedure similar to the one described in the clustering analysis section. Comparing the labels produced by clustering and factor analysis (Studies 1 and 2), we observe a significant amount of conceptual overlapping. For example, the clustering approach produced a soft systems methodology cluster (C18 in Table 3) that contained 12 articles, while the factor analysis approach produced a soft systems methodology factor (F30.1 in Table 3 . Furthermore, the clusters based on 30 dimensions had a larger proximity to the 30 factors shown on Table 4 than the clusters based on 100 dimensions had to the same 30 factors. The reason might be related to the complexity introduced by the 100 dimensions to the nature of the clusters shown on Table 3 .
While it is clear that more research is needed on the subject of comparing clustering to factor analysis results, our observation is quite interesting, given that most clustering efforts are based on spaces that retain a much higher dimensionality than the number of clusters they aim to create. As we compare the results of the two approaches (Tables 3 and 4) , it is important to realise that such a comparison is potentially biased in favour of the factor analysis approach:
cognitive science theory has proposed that our human brain is wired to understand the latent semantic dimensions because it operates by them (Landauer 2007). LSA identifies a common set of patterns in textual data and presents them to the researcher in the form of high-loading terms and documents that make the patterns more easily discernable than from the raw textual data.
Conceptual knowledge is gained when LSA is used to synthesise the text into structured factors and a relevant meaning is discerned from the textual data and assigned to those factors.
Comparing the clustering and factor analysis approaches Figure 3a . Each document is forced to join exactly one cluster. This was also the case with our Study 1, where all 498 abstracts were required to participate in exactly one cluster (the article counts in Table 3 add up to 498.) The factor analysis approach produces a set of high-loading documents for factor F1, {d1, d2, d3, d4}, and a set of high-loading documents for factor F2, {d3, d4, d5, d6}. Our Study 2 also produced a number of cross-loading documents:
the article counts in Table 4 still add up to 498, but 99 articles loaded on more than one factor, 25 of which on more than 2 factors. In other words, some of these 99 articles were double-counted, some triple-counted, etc., leaving a corresponding number of 129 articles failing to load on any of the 30 factors. Back to Figure 3 , moving from a clustering approach to a factor analysis approach does not necessarily result in a loss of information because set {d3, d4} is detected based on factor cross-loading status and set {d7, d8} is detected based on non-loading status.
Yet, the factor analysis approach focuses on the topical structure itself, i.e., the extraction and understanding of factors F1 and F2, while the clustering approach focuses on the identification of groups of similar documents, i.e., clusters 1-4. Researchers should consider their research questions and then decide which approach might serve them best. In the rest of the paper we will focus on the factor analysis approach. This choice was not made because we wish to underplay clustering or document comparison approaches, but rather because, as we continue illustrating certain methodological details that are common to all these approaches, we find the factor analysis approach easier for our readers to follow.
A note on threshold selection Table 4 lists the number of relevant documents (EJIS articles) for each factor, i.e., the number of documents that load sufficiently high on each topical factor and, at the same time, maintain some recognisable topical proximity with the factor. How is such proximity determined? One option is to use 0.40 or some other loading threshold that is commonly used in traditional Factor Analysis.
We caution against such generalisations. In our Study 2, for our illustration purposes we used a 
Term filtering
Term selection remains an open issue. The need to reduce the term dimensionality arises because of the desire to achieve computational efficiency, as well as to avoid overfitting of the semantic space. To serve such legitimate needs, a common approach is to filter terms that appear only a few times in the entire collection of documents (frequency filtering). The methodological choices made in study 3 relevant to the specific 230 terms used as a golist and the dimensionality choice were the result of several iterations. Labels for the 12 factors are presented in Table 5 . The solution provided, while not necessarily final, is a good start. The extracted factors compare well to the 16-method classification used for EJIS in Dwidevi and
Kuljis (2008), with 9 out of 12 factors (75%) overlapping. Factors F12.8: methodology and F12.12: quantitative analysis are probably too generic to be useful, therefore a successive iteration could try to dissolve them by eliminating their high-loading terms from the effective vocabulary (golist), split them by increasing the dimensionality to 13 factors, or merge them by reducing the dimensionality to 11 factors. Another possibility is to apply log-entropy term weighting (see next section). Since the crafting of the definitive list of methodological factors in EJIS abstracts is not the intent of the present paper, we do not go any farther in this direction.
Our main purpose was to provide an extreme example that illustrates both the research opportunity and the potential for manipulation when it comes to term selection. Moreover, such potentials are further leveraged by interactions between term selection, term weighting and dimensionality choices. These interactions will be revisited in subsequent sections. The main purpose of Study 3 was to illustrate how LSA produces a dramatically different set of dimensions when alternative term frequency matrices are compiled from the same corpus by applying alternative lists of terms. This should not come as a surprise, as conceptual meaning in human communication is transcribed through words: emphasising alternative sets of words would result in emphasising alternative sets of concepts. Our recommendation regarding term selection is summarised below.
Recommendation 3: Researchers should disclose the terms used (golist) or the terms filtered out (stoplist) because the vocabulary of terms used in LSA is critical in determining the analysis results: concepts can be added or removed from the latent semantic space by including or excluding terms related to those concepts.

Term weighting
The problem of finding the optimal weighting method for transforming the term frequencies is addressed extensively in the information retrieval literature. Two of the most widely used (2008) and Wei et al. (2008a Wei et al. ( , 2008b . Log-Entropy weighting utilisation in the IS literature has been scarce.
Revisiting our illustration study 2, we re-analysed the 498 EJIS abstracts keeping all 1873
terms after applying log-entropy weighting and we extracted 30 factors. Out of the 30 topics distilled using TF-IDF weighting, most topics were retained under log-entropy weighting. The four topics that are identified only under log-entropy weighting are frameworks, implementation, prototype design and communication networks. Topics such as IS publications and social perspectives that were identified using TF-IDF, were dissolved when log-entropy was used. In order to further investigate the effect of term weighting on factor formation, correlations among TF-IDF term communalities, log-entropy communalities, and term frequencies were calculated.
The results show that term frequencies are more correlated to log-entropy communalities (Pearson's correlation coefficient r = 0.66), than to TF-IDF communalities (r = 0.43).
Revisiting our illustration study 3, we re-analyzed the same 498 EJIS abstracts after applying log-entropy weighting. Once again, we extracted 12 factors. The factor labels shown in Table 6 were once again produced after co-examination of high loading terms and documents (abstracts) even though, due to space limitations, Table 6 shows only the top loading terms. One noticeable difference between the factors in Tables 5 and 6 is the splitting of the theoretical model/framework factor into separate factors for model, framework, and theoretical model. The new factors are built around fewer terms. They typically load on one term with a loading value around 2.0 or more, followed by weaker loadings around 0.6 or less.
Our findings reveal a potential weakness of the log-entropy transformation: factors are potentially biased towards high-frequency key terms. Interestingly, when analysing the EJIS article titles (as opposed to abstracts), we found that the log-entropy transformation worked better. This finding suggests that log-entropy works better at obtaining a small number of factors that rely on a few, frequently used terms. Article titles or short text messages may yield better results when a log-entropy transformation is used, because they stay closer to the "periphery" of the language structure, i.e., to a few relatively frequent words whose presence versus absence makes a critical difference. In contrast, TF-IDF appears to be better at discovering patterns in the "core" of the language, i.e., it identifies larger groups of terms which tend to appear all together in moderate frequencies. For example, while both weighting methods resulted in the extraction of a case study (see F12.2 in Table 5 and F12.3 in Table 6 ) and an action research factor (see F12.4 in Table 5 and F12.7 in Table 6 ), only the TF-IDF weighting method resulted in the extraction of a combined theoretical model/framework factor (F12.1 in Table 5 ).
As a general remark, we would like to point out that a direct examination and labelling of the concepts that correspond to the dimensions of the latent semantic space in the way that is presented here is not very common in the LSA literature. Therefore, researchers may often not be fully aware of the semantic space configuration changes that result from term weighting choices such as the ones presented in this section, or term selection choices such as those presented in the previous section. We conclude with the following recommendation: 
Dimensionality reduction
The problem of selecting an appropriate number of latent semantic dimensions was dealt with
empirically and remains open. Bradford (2008) summarises the optimal factor numbers used in 49 published LSA studies (see Table 1 in Bradford 2008), ranging from 6 to over 1,000. For collections of about 5,000 terms by 1,000 documents, a choice of about 70 to 100 dimensions is frequently cited as optimal (Deerwester et al., 1990) . Efron (2005) regardless of language or genre, implying that latent semantic dimensionality for most corpora may be surprisingly low. Zhu and Ghodsi (2006) propose a much simpler approach to dimensionality selection which applies a log-likelihood test on the eigenvalues, seeking an "elbow" point on the scree plot, called Profile Likelihood Test (PLT). Traditional factor analysis approaches such as 85% of total variance explained or the Kaiser-Guttman rule of selecting components whose eigenvalues are greater than the mean eigenvalue, typically select a larger number of components. We caution against such blanket approaches because the correct choice depends on the specific corpus and also the analytic goal. Researchers who pursue a simplification of the original, redundant textual space for purposes of calculation efficiency and still wish to explain a large percentage of variance may want to select a higher dimensionality than researchers who try to distil the semantic core of such space at an abstract, high level that explains only a small fraction of total variance in the textual data.
Our discussion of dimensionality selection continues with the introduction of an illustration study, summarised below. Several studies (for example, Haley et al. 2007 , Bradford 2008 show that dimensionality selection remains an unresolved methodology issue. For the purpose of illustration we provide details on one of the approaches suggested in the literature. We illustrate how to use a scree plot to assist in the selection of the appropriate number of dimensions. Figure 4 shows the scree plot for the obtained 22 principal components. Our implementation of the PLT yielded a highly significant (p-value = 0.0038) point estimate at principal component k = 7, where the maximum log-likelihood (Q n = 33.04) was attained (see Zhu and Ghodsi 2006 for details). Table 7 lists the high-loading articles of each of the seven corresponding LSA factors, together with the absolute values of their factor loadings. Table 8 lists the high-loading articles for the corresponding three-factor solution. Based on high-loading terms, the three factors appear to be related to business agility, healthcare IS, and action-oriented research, respectively. The high-loading documents as presented in Table 8 , confirm this contention. At first look, this 3-factor solution appears more appealing, since it Figure 4 Scree plot for the 22 abstracts analysed in study 4. Tables 7 and 8 , we observe that the 3-factor solution, based strictly on the top three underlying SVD dimensions is better at summarising the underlying three special topics in the form of extracted latent factors, at the expense of not representing all the articles. We suggest that the researcher examine solutions based on his or her expert knowledge of the underlying theory because our comparison illustrates the trade-off between fitting the theory versus explaining all the variance. Because the researcher cannot directly observe the LSA dimensions, in order to understand the latent semantic space, the researcher has to rely on post-LSA interpretation.
Clustering and factor analysis are aids in doing so. As a result, these methodologies are important in providing insight into the LSA dimensions. We summarise our recommendation regarding dimensionality selection below. 
Conclusion
In this paper we discussed various methodological issues that arise in the context of Latent Semantic Analysis, an emerging quantitative method for the analysis of textual data. Our main recommendations are summarised in Table 9 .
In conclusion, we believe that while LSA is very broadly applicable, it has numerous applications that are of potential interest to IS researchers that have not yet materialised because of lack of familiarity with the methodology. Such applications include the analysis of leadership vision statements, corporate announcements, regulatory body statements, expert assessment notes, customer feedback comments, open-ended surveys, text messages, Web content, news stories, and IS publications. Thus, the application domain for LSA includes textual data generated in individual, organisational, and societal contexts of developing, using, and studying Information Systems. As a final remark, we would like to emphasise the importance of intelligent interpretation of the results of the quantitative analysis on the part of the researcher.
LSA is a quantitative technique and, as such, requires some intelligent selection of important parameters on the part of the researcher. However, a solution that has been fine-tuned by addressing effectively the methodological issues discussed in this paper will still need to make good sense to the researcher, and this is where quantitative analysis and subjective judgement 
