Earth's atmosphere oxidizes the greenhouse gas methane and other gases, thus determining their lifetimes and oxidation products. Much of this oxidation occurs in the remote, relatively clean free troposphere above the planetary boundary layer, where the oxidation chemistry is thought to be much simpler and better understood than it is in urban regions or forests. The NASA airborne Atmospheric Tomography study (ATom) was designed to produce cross sections of the detailed atmospheric composition in the remote atmosphere over the Pacific and Atlantic Oceans during four seasons. As part of the extensive ATom data set, measurements of the atmosphere's primary oxidant, hydroxyl (OH), and hydroperoxyl (HO 2 ) are compared to a photochemical box model to test the oxidation chemistry. Generally, observed and modeled median OH and HO 2 agree to within combined uncertainties at the 2σ confidence level, which is~±40%. For some seasons, this agreement is within~±20% below 6-km altitude. While this test finds no significant differences, OH observations increasingly exceeded modeled values at altitudes above 8 km, becoming~35% greater, which is near the combined uncertainties. Measurement uncertainty and possible unknown measurement errors complicate tests for unknown chemistry or incorrect reaction rate coefficients that would substantially affect the OH and HO 2 abundances. Future analysis of detailed comparisons may yield additional discrepancies that are masked in the median values.
Introduction
Oxidation in the atmosphere determines the lifetimes and fates of the greenhouse gas methane (CH 4 ), thousands of volatile organic compounds (VOCs), sulfur compounds, and gaseous emissions from combustion. On a global scale, the hydroxyl radical (OH) drives atmospheric oxidation. OH is chemically coupled to the hydroperoxyl radical (HO 2 ), which is responsible in large part for ozone (O 3 ) production in polluted conditions and O 3 removal in clean conditions. The remote atmosphere over oceans is predominantly relatively clean, with pollution plumes passing through depending on the location and season. Because most of the atmosphere is over oceans, most of the atmospheric oxidation occurs there. Thus, a solid understanding of OH chemistry for the remote atmosphere is critical for developing predictive capability for the atmospheric oxidation potential and for climate change.
OH comes primarily from the photolysis of ozone (O 3 ) that produces an excited state oxygen atom (O( 1 D)), which reacts with water vapor (H 2 O) to make two OH molecules. Other important sources are photolysis of hydrogen peroxide (HOOH), methyl hydroperoxide (CH 3 OOH), and peroxyacetic acid (CH 3 CO 3 H) to make OH and photolysis of formaldehyde (HCHO) and acetaldehyde (CH 3 CHO) to make HO 2 . OH reacts with thousands of atmospheric constituents, but, for the global atmosphere, the most important of these are carbon monoxide (CO), methane (CH 4 ), methane's oxidation products such as HCHO, and nitrogen oxides (NO x = NO + NO 2 ). In regions with sufficient NO x , NO reacts with HO 2 to form OH and NO 2 , which leads to O 3 formation, while NO 2 reacts with OH to make nitric acid (HNO 3 ), causing the loss of the sum of HO 2 and OH, called HO x . In the cleaner tropospheric regions, where NO x is less than a few tens of parts per trillion by volume (pptv), reactions of HO 2 with OH, HO 2 , and methyl peroxyl (CH 3 O 2 ), a CH 4 oxidation product, cause much of the HO x loss. While tropospheric VOC oxidation still has many unknowns in reaction pathways, rates, and mechanisms, the chemistry of CO, CH 4 , and minimal NO x in the remote troposphere is thought to be fairly well understood.
A typical midlatitude surface concentration of OH was first calculated with a rather simple photochemical model for unpolluted conditions in the lower troposphere (Levy, 1971) . His calculation assumed that the primary OH source was O( 1 D) + H 2 O and that NO x abundances were equivalent to 3 ppbv. Calculated midday values in the lower troposphere were 3.7 × 10 6 cm −3 (0.15 pptv) for OH and 5 × 10 8 cm −3 (20 pptv) for HO 2 . Logan et al. (1981) used a more detailed two-dimensional model to calculate the global meridional mean OH as a function of altitude and latitude. From this model, the calculated midday OH concentration was greatest (~7 × 10 6 cm −3 ) in the lower tropics and decreased by about a factor of 3 vertically at 14-km altitude and horizontally at about ±60°latitude. The calculated HO 2 concentrations fell off from their peak values in the lower tropics (8 × 10 8 cm −3 ) by about a factor of 10 over the same ranges. For the midlatitudes just above Earth's surface, these two calculations for OH and HO 2 agree to within a factor of 1.5.
The degree of understanding of atmospheric oxidation can be tested by comparing observed OH and HO 2 to calculated values from a photochemical box model that is constrained with simultaneous measurements of environmental conditions and chemical constituents. This approach works for OH and HO 2 because their lifetimes are a fraction of a second for OH and tens of seconds for HO 2 . However, until the mid-1990s, airborne instruments could not measure tropospheric OH and/or HO 2 .
In late 1995, an instrument on the NSF C-130 aircraft measured OH in the remote atmosphere at altitudes between 0 and 6 km over the Pacific Ocean near Tasmania, Australia (Mauldin et al., 1998) . The scatterplot of the observed OH as a function of OH modeled with a photochemical box model had a slope of 0.97 and an R 2 of 0.68, although the study had no direct photolysis frequency measurements, which are important in the presence of clouds. For the first airborne tropospheric measurements, this agreement is remarkable. About the same time, an instrument on the NASA ER-2 aircraft measured OH in the remote upper troposphere, between 7-and 16-km altitude, near Hawaii (Wennberg et al., 1998) . While the observed cycling between OH and HO 2 agreed to within a factor of 1.3 with the modeled cycling, observed OH was about twice modeled OH. Acetone photolysis was proposed as the missing OH source, but the photolysis frequencies are now known to be much too small at upper tropospheric temperatures for this source to be important (Blitz et al., 2004) . Shortly after, airborne measurements of OH and HO 2 with a different instrument also found that observed OH and HO 2 exceeded modeled by a factor of 2 at altitudes from 7 to 12 km Jaeglé et al., 1998; Jaeglé et al., 2000) . In both of these studies, HCHO, HOOH, and other oxygenated volatile organic compounds (OVOCs), which were not measured, could be the likely missing HO x sources in the models.
Subsequent airborne studies in the remote troposphere have produced a range of agreement between observed and modeled OH and HO 2 (Table S1 ; for a review, see Stone, Whalley, & Heard, 2014) . These observations were made by either Laser-Induced Fluorescence (LIF; Faloona et al., 2004; Martinez et al., 2010) or by Chemical Ionization Mass Spectrometry (CIMS; Mauldin et al., 1999; Cantrell et al., 2003a) . Some of these studies were primarily in air influenced by upwind land pollution (Brune et al., 2018; Cantrell et al., 2003b; Martinez et al., 2010; Olson et al., 2004; Stone, Evans, Commane, et al., 2010; Stone, Evans, Edwards, et al., 2011; Regelin et al., 2013; Stone, Evans, Walker, 2014; Ren et al., 2008; Tan et al., 1998) . Others were in relatively clean air, either at high latitudes (Cantrell, Mauldin, et al., 2003; Olson et al., 2012; Ren et al., 2012) or the remote Pacific Ocean (Adhikary et al., 2010; Chen et al., 2001; Mao et al., 2010; Mauldin et al., 1998; Mauldin et al., 1999; Davis et al., 2001; Mauldin et al., 2001; Tan et al., 2001) . For most of these studies, observed and modeled OH generally agreed to within uncertainties, which were approximately ±(30-40)% (2σ confidence) for both observations and models. In some of the earlier studies, the models were not well constrained by critical measurements, but for later studies with constraints from more measurements, the same levels of agreement were often seen.
There are some notable exceptions. First, for LIF in INTEX-A, flights over the eastern United States, observed HO 2 and the HO 2 /OH ratio agree with modeled values below 8 km but were 1.5-3.0 times modeled values above 8-km altitude (Ren et al., 2008) . Second, for TRACE-P over the eastern North Pacific, OH observed by LIF and CIMS were 1.4-1.5 times the modeled values below 2 km, while at higher altitudes, OH by LIF was equal to the model to within 20% from 5 to 11 km and OH by CIMS was 0.7 times the modeled value at 6 km (Olson et al., 2004) . HO 2 observed by LIF was generally 1.32 times modeled at all altitudes, but was 2.6 times modeled in air from the lowermost stratosphere. Note that the LIF TRACE-P measurements in Olson et al. (2004) require a correction of 1.64 (Ren et al., 2008) . Third, for ARCTAS in the Arctic spring, OH measured by CIMS agreed with the model up to 6 km, but then decreased monotonically to~20% of the model at 10 km, although the median OH observed by LIF agreed with the model to within 10% for 0-12 km while HO 2 observed by LIF was only 0.6 of modeled for all altitudes . In the summer phase of ARCTAS, both OH and HO 2 by LIF had a decreasing trend in the observedto-modeled ratio with altitude-for OH, going from 1.4 at the surface to 0.9 above 8 km and, for HO 2 , going from 1.3 at the surface to 0.6 above 8 km (Olson et al., 2012) . These discrepancies, which have little in common, are all larger than expected from the estimated uncertainties in the measurements and models. They have not been resolved and provide a caution to the generally good agreement to within uncertainties found for the other missions.
To test the understanding of global tropospheric oxidation, all of the existing missions that covered different global regions could be combined to increase the coverage of measurements in the remote atmosphere over oceans. However, this approach has a problem: the unknown consistency of the instruments and models used in the missions. Any variation in agreement between observed and modeled OH and HO 2 could be due to differences in the HO x instrument or instrument performance, model chemistry, or the presence or quality of the simultaneous measurements of other chemical species or environmental factors that are used to constrain the model. The Atmospheric Tomography (ATom) study overcomes this problem by using the same instruments and models to examine the oxidation chemistry of the remote free troposphere from northern high latitudes to southern high latitudes 4 times, once in each season, over the course of approximately two years. The NASA DC-8 carried an instrument suite capable of measuring OH and HO 2 , more than 100 other chemical species, many photolysis frequencies, and environmental parameters. No previous study has covered so much of the troposphere with such a comprehensive measurement suite and for all four seasons.
By comparing the observed OH and HO 2 to that calculated with a photochemical box model constrained by the other measurements, we expect to demonstrate that the rather simple oxidation chemistry for OH and HO 2 in the clean, remote free troposphere is well understood over the wide range of environmental conditions encountered in ATom. This paper presents an overview of the comparisons of observed and modeled OH and HO 2 in the free troposphere.
Methods

ATom
The goal of ATom was to sample the typical global atmospheric composition to provide observations that can be used to test and improve global chemical transport models and climate models. Unlike most previous missions, there were no deviations from the flight paths to sample pollution plumes or unusual meteorological conditions. The NASA DC-8 flew essentially the same route 4 times ( Figure 1 ).
Each ATom phase started with a flight to the equator and back from the NASA DC-8 base in Palmdale, CA, followed by flights to Anchorage, AK., Kona, HI; Pago Pago, American Somoa or Nadi, Fiji; Christchurch, New Zealand; Punta Arenas, Chile; Ascension Island or Recife, Brazil; Terceira-Azores, Portugal; Greenland; Anchorage, AK; and back to Palmdale, CA, with some minor deviations in each mission. The dates of each phase were chosen to sample the remote atmosphere once in each season: ATom-1, 28 July to 22 August 2016; ATom-2, 26 January to 22 February 2017; ATom-3, 28 September to 26 October 2017; and ATom-4, 24 April to 21 May 2018. Each flight consisted of ascent to the highest altitude possible, typically 10 to 13 km, remain there for 5 min, descent to 150 m, remain there for 5 min, and ascent to the highest altitude. This pattern was repeated as often as possible during each flight, typically 6-9 times. This approach provided global maps of detailed atmospheric composition.
DC-8 Measurements
Simultaneous measurements of photolysis frequencies, environmental state variables, aerosol properties, and chemical species were made by different research groups on the NASA DC-8. The measurements used in the analysis here are listed in Table S2 . The primary use of these data was to constrain the photochemical box model. For details of these other instruments and measurements, please see Table S2 and the references therein.
Measurements of OH and HO 2
OH and HO 2 were both measured using the Penn State Airborne Tropospheric Hydrogen Oxides Sensor (ATHOS) instrument (Faloona et al., 2004) . ATHOS uses the fluorescent assay by gas expansion technique developed by Hard et al. (1984) and Stevens et al. (1994) . The laser, detection cells, and electronics sit in the forward cargo bay, and the sampling tube extends down into a large nacelle that is used to slow the airflow tõ 10 m s −1 at the sampling inlet, which is perpendicular to the flow. Sample air is drawn into the instrument through an inlet (1.3-mm diameter) where it enters a low-pressure environment. The air travels for~22 ms along a flow tube to the two detection axes. In each detection axis, the 308-nm laser beam (3-kHz repetition rate, 20-ns pulses) crosses the sample air stream 32 times where it is absorbed by OH, resulting in fluorescence. Between the two axes, reagent nitric oxide (NO) is introduced into the sample air stream where it converts HO 2 to OH, which is detected in the second axis. The resulting fluorescence signals are measured by microchannel plate detectors. The laser wavelength is tuned on-resonance (online) and off-resonance (offline) with the OH fluorescence signal being the difference between the online and off-line signals. The online/off-line times were 15/15 s for ATom-1, 10/10 s for ATom-2 and ATom-3, and 20/10 s for ATom-4.
In regions with substantial levels of alkenes and aromatics, ATHOS has been shown to have an interference (Feiner et al., 2016; Mao et al., 2012) . To mitigate the potential interferences for ATom, a second method of OH detection was also used. An OH reactant, perfluoropropylene (C 3 F 6 ), was added upstream of the detection inlet in order to scavenge all the ambient OH before it enters the inlet. To control the reactant addition, a small cylinder with an aerodynamic outer shell was placed over the inlet. Four small injectors ringed the inside of the cylinder 3.0 cm upstream of the inlet. The C 3 F 6 flow of 0.9 sccm for ATom-1 and 1.3 sccm for ATom -2, -3, and -4 was added to a 70-sccm N 2 flow in a chamber inside the cylinder walls, which pushed the C 3 F 6 through the injectors in order to improve mixing with the ambient air in the cylinder.
Ambient air was pushed through the cylinder by ram force. The flow in the cylinder was slowed by a disk with holes set at the end of the cylinder, giving a typical reaction time of~2 ms and fractional ambient OH removed of 82±5% for ATom-1 and 91±5% for ATom-2, -3, and -4, 2σ confidence. The reactant was added for 1 min in a 2-min cycle. The measured OH is the difference in the OH measured without reactant and with reactant, corrected for the incomplete external removal and the small internal removal (<5%). The remainder is the OH interference. More details about this method are given in the supporting information.
Measuring HO 2 by adding reagent NO to convert all the HO 2 to OH has been shown to have an interference from the peroxy radicals that come from larger aromatic, alkene, and cycloalkane chemicals (Feiner et al., 2016; Fuchs et al., 2011; Whalley et al., 2013) . This interference becomes negligible when the added NO is only enough to convert less than 30% of the HO 2 to OH in a few milliseconds. For ATom, the NO flow of 0.5 sccm converted 28% of the HO 2 . Every sixth laser online/off-line cycle, 7 sccm of NO was added, which is enough to convert all the HO 2 to OH and thus provides a test of the presence of the organic peroxy radicals from these larger aromatics, alkenes, and cycloalkanes.
The ATHOS instrument is calibrated in the laboratory before and after each ATom deployment and, on two occasions, in the hangar on the aircraft before deployment. The calibrations for OH and HO 2 are functions of the detection cell pressure, which is proportional to the atmospheric pressure. The detection cell pressures were changed by using different inlet sizes, a method that has been shown to agree well with a more complicated method that does not require changing the inlet diameter (Stone, Whalley, & Heard, 2014) . Details about the calibration procedure can be found in Faloona et al. (2004) . For OH detection using the scavenger method and for HO 2 detection using only partial conversion, the estimated absolute uncertainty for ATom is ±35%, 2σ confidence, for both OH and HO 2 .
The limit of detection (LOD) is set for OH by counting statistics and for HO 2 by small impurities that could not be removed from the reagent NO. For 1-min averages measured in the dark on ATom flights, the standard deviation is 0.018 pptv for OH and 0.2 pptv for HO 2 . This standard deviation is taken to be the LOD. In concentration units, the OH LOD is 4.5 × 10 5 cm −3 at 0-km altitude and 1.5 × 10 5 cm −3 at 10 km for 1-min averages.
Photochemical Box Model
The Framework for 0-D Atmospheric Modeling (Wolfe et al., 2016) is the photochemical box model framework used to calculate OH and HO 2 . This model uses the Master Chemical Mechanism, v3.3.1, for all gas-phase reactions Saunders et al., 2003) . Both the Framework for 0-D Atmospheric Modeling model framework and Master Chemical Mechanism v3.1.1 are publicly available. The standard model for this analysis was augmented with the reactions of CH 3 O 2 + OH and C 2 H 5 O 2 + OH, which cycle OH to HO 2 , to account for recent laboratory measurements of these rate coefficients (Assaf et al., 2017) . The model was run with the integration time set to three days with a decay time for unmeasured OVOCs (called the dilution time) of 12 hr.
The model was constrained by the simultaneous measurements listed in Table S2 . These measurements were taken from the 1-s merge file, averaged to 1-min values, and interpolated to a common 1-min time 
10.1029/2019JD031685
Journal of Geophysical Research: Atmospheres step. For multiple measurements of a chemical species, a primary measurement was chosen and large gaps were filled with secondary measurements. This method works for the analysis of median comparisons of observed and modeled OH and HO 2 .
The model uncertainty can best be determined using global sensitivity analysis, but this tool will take a while to develop for Framework for 0-D Atmospheric Modeling and Master Chemical Mechanism. Global sensitivity analysis involves running the model hundreds to thousands of times, randomly varying all model input chemical species, reaction rate coefficients, and photolysis frequencies within their uncertainty limits each time. Uncertainties for modeled OH and HO 2 are given by the standard deviations of the distributions of the modeled values. For now, we will assume that the model uncertainty is ±20%, 1σ confidence (Chen et al., 2012; Christian et al., 2017; Olson et al., 2012; Thompson & Stewart, 1991) .
The model was run several more times to test for sensitivity to model parameters and the photochemical mechanism. First, the model integration time was varied from 6 hr to five days. Second, the model dilution time was varied from half to five days. Third, the uptake of HO 2 and OH on aerosol was added for a few model runs, assuming an uptake coefficient of 0.2 and a loss of HO x to the aerosol particles. Fourth, the halogen chemical mechanism of Stone et al. (2018) was added to the photochemistry for a few model runs. BrO measurements were made on ATom-3 and ATom-4 and were typically below 0.5 pptv.
The model sensitivity was also found for the uncertainties in the constraining measured chemical species. Three of the most important constraining measurements are NO measured by NOAA NO y O 3 for OH, and HCHO measured by NASA ISAF, and the oxygenated volatile organic compounds measured by Caltech CIMS (hydrogen peroxide, methyl hydroperoxide, peroxyacetic acid) and by NCAR TOGA (methanol, acetaldehyde, ethanol, acetone, propanal, butanal, acrolein) for both OH and HO 2 . These are marked by asterisks in Table S2 . Uncertainties at the 2σ confidence level were added or subtracted to the measured NO, HCHO, or OVOC values. The CIMS OVOC uncertainty limits were set by adding ±(30% of the measured values + offsets) to the measured values. Sensitivity tests were run for NO, OVOCs, and CIMS OVOCs one at a time.
Model Statistics
Several statistical metrics were used to determine the agreement between the observed and modeled OH and HO 2 . The slope and intercept of the scatterplots of observed versus modeled OH and HO 2 were found using a York fit, which accounts for uncertainty in both the observations and the measurements (York et al., 2004) . Other metrics use the 1-min data for pairwise determination of the R 2 , the ratio of observation to model, and the percent difference given in equation (1).
Data
The data used in this analysis (Wofsy et al., 2018) are publicly available from the Oak Ridge National Laboratory DAAC (https://doi.org/10.3334/ORNLDAAC/1581). The version used is 1.2.
The data have been filtered to remove periods when OH and HO 2 values are at the instrument limit of detection so that the observed-to-modeled ratio and the percent difference for small values do not vary wildly. The data points used in the following analysis have been filtered for times when OH and HO 2 observed and modeled values all exist, the time is within ±3 hr of local solar noon, the clouds are not thick as determined by the Rayleigh scattering in the OH detection axis, and photolysis and formaldehyde measurements were available. Data are called stratospheric when O 3 was greater than 100 ppbv and have been removed for all analyses of tropospheric OH and HO 2 . The sensitivity of the results to these criteria was examined by changing the filter parameters, which resulted in little change of the quantitative relationships between the observed and modeled OH and HO 2 but did decrease the R 2 when filters were relaxed or removed.
The results are organized into latitude bands for analysis. These bands are the following: south polar region (SP), latitude < −60°; southern midlatitudes (SML), −60°< latitude < −20°; tropics (TP), −20°< latitude < 20°; northern midlatitudes (NML), 20°< latitude < 60°; and north polar region (NP), latitude > 60°.
Results
Chemical Species and Factors That Control HO x
Relatively few chemical species and environmental conditions are thought to control OH and HO 2 over the remote oceans ( Figure S2 ). During ATom, as in some previous campaigns, the production of HO x (P (HO x )) was predominantly due to ozone photolysis followed by the reaction of O( 1 D) + H 2 O at lower altitudes and the photolysis of HCHO at higher altitudes, with comparable contributions from the photolysis of H 2 O 2 , CH 3 CO 3 H, and CH 3 CHO. Half of the HO x loss was caused by the reaction HO 2 + HO 2 at all altitudes, while HO 2 + CH 3 O 2 was the second most important HO x sink at low altitudes and OH + HO 2 was the second most important HO x sink at high altitudes. Note that the HO 2 + HO 2 loss, which produces H 2 O 2 , is 2-5 times greater than the H 2 O 2 + hv production of OH so that HO 2 + HO 2 is a net sink of HO x .
The air sampled in ATom was relatively clean, with only infrequent encounters with recent biomass burning or industrial pollution (Figure 2 ). NO was typically less than a few tens of pptv, being lowest in the polar regions where the solar radiation was weakest, and greatest in the upper mid-to-high-latitude troposphere where stratospheric and tropospheric air mix. P (HO x ) was greatest in the tropics with no seasonal dependence, lowest in the polar regions, and strongly seasonally dependent in the mid-to-high latitudes. Note the expected seasonal flipping of P (HO x ) in the midlatitudes and polar regions. Thus, ATom provided an excellent test of oxidation chemistry involving OH and HO 2 in the relatively clean remote atmosphere.
OH and HO 2 Measurements as a Function of Altitude and Latitude
Median midday OH was less than 5 × 10 6 cm −3 throughout the troposphere for all seasons, although OH 1-min measurements exceeded 1 × 10 7 cm −3 at times in the planetary boundary layer. In the tropics, median OH was~4.5 × 10 6 cm −3 in the lower troposphere and decreased to~2 × 10 6 cm −3 in the upper troposphere for all four seasons (Figures 3a-3e) . Further from the tropics, median OH shows the expected strong dependence on season due mainly to its dependence on P (HO x ).
The OH percent difference between observations and models (equation (1)) is within the −40% to +40% combined measurement and model uncertainties 63% of the time for ATom-1, 68% of the time for ATom-2, 80% of the time for ATom-3, and 77% of the time for ATom-4, indicating some possible statistically Figures 3f-3j and Table 1 ). The greatest scatter in the percent difference is in the polar regions, but this variation is not surprising given the OH concentrations are in some cases well below 10 6 cm −3 , close to the ATHOS LOD.
Median midday HO 2 is less than 30 pptv throughout the troposphere for all seasons and altitude bands (Figures 4a-4e ). Similar to OH, HO 2 is relatively constant and greatest in the tropics and shows the expected seasonal dependence in mid-to-high altitudes. The midlatitude seasonal variation of HO 2 is consistent with the square root of P (HO x ), as expected from theory. For example, in the northern midlatitudes at 6 km, P (HO x ) changes by a factor of 10 between August and February while HO 2 changes a factor of 3.2 from 6 to 19 pptv.
The HO 2 percent difference is within the −40% to 40% band more than 83% of the time for all ATom phases, indicating no significant difference between the observed and modeled HO 2 (Figures 4f-4j ). However, for the tropics and northern midlatitudes, the percent difference is slightly positive in the lower troposphere, slightly negative in the middle troposphere, and, on average, is about as positive in the upper troposphere as it is in the lower troposphere.
The relationship between observed and modeled OH and HO 2 can be tested using different statistical tests (Table 1 ). The slopes of linear fits of the scatterplots of observed versus modeled OH vary from 1.12 for May (ATom-4) to 1.36 for August (ATom-1) and median ratios are 1.01-1.28. The median percent differences are (1.2-25.0)%, with August exhibiting the worst agreement and May (ATom-4) exhibiting the best, with the largest percent differences occurring in the upper troposphere. The slopes of linear fits of the scatterplots of observed versus modeled HO 2 vary from 0.95 for February to 1.19 for August. The median ratios are in the range 0.86 and 1.11. The median percent differences are (−14.8-10.4). For both OH and HO 2 , (68-94)% of the variance is captured by the model. These statistical tests indicate that observed and modeled OH and HO 2 agree as well for ATom as they do for any previous airborne field campaigns, although ATom-1 agreement is marginal. However, as is seen in altitude trends for OH and HO 2 percent differences, these statistical tests do not tell the whole story.
The HO 2 /OH ratio is often used as a test of HO x cycling between OH and HO 2 because the cycling rates are so much greater than the HO x production and loss rates. For ATom, this condition is not valid because of the (1)) between observed and modeled OH in five latitude bins for the four ATom periods (Table 1) . Vertical dotted lines (f-j) indicate uncertainty (2σ confidence) in the percent difference due to model and measurement uncertainty.
low levels of NO and VOCs ( Figure S3 ; below 8 km). However, this ratio is still useful in assessing the agreement between observed and modeled OH and HO 2 . As a function of altitude and latitude bands, the percent differences are generally within the ±40% band. This uncertainty band is actually somewhat lower because some calibration uncertainties are common to HO 2 and OH and thus cancel in the ratio, but the uncertainty band is still greater than ±30-35%. As shown in Figure 5 , the percent differences tend to be positive (−10%-40%) near the ocean surface except in the polar regions, negative in the middle troposphere (−50-0%), and slightly less negative in the upper troposphere. The percent differences vary with both season and latitude. (1)) between observed and modeled HO 2 , as in Figure 3 .
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Despite the general agreement for observed and modeled OH and HO 2 to within measurement and model uncertainty, the persistence of modeled OH being less than observed in the middle-to-upper troposphere and modeled HO 2 /OH being greater than observed as a function of altitude deserve a closer look.
Discussion
Comparison to Previous Studies
The level of agreement for observed and modeled OH and HO 2 is similar to that of other studies of OH and HO 2 in the free troposphere, particularly over oceans. Over the tropical Pacific Ocean during PEM-Tropics B, the slope of the OH modeled versus observed scatterplot was 1.26 for measurements below 6 km . These results are consistent with ATHOS measurements below 6 km from the same mission (Tan et al., 2001) . Furthermore, the OH, HO 2 , and HO 2 /OH altitude trends observed during PEM-Tropics B are similar to those observed in ATom. However, in the lowest 2 km, the OH percent differences arẽ 5% for ATom but −27% for PEM-TB and HO 2 percent differences are~12% for ATom and −12% for PEM-TB. As a result, the percent difference for the HO 2 /OH ratio is~10% greater for ATom than it is for PEM-TB. Model runs indicate that this difference is related to ATom peroxide and OVOC measurements made by instruments less susceptible to interferences.
For the HOOVER 2 study above 7 km over central Europe, observed and modeled OH and HO 2 were within uncertainties, with slopes of observed-to-modeled OH of 1.15 and HO 2 of 1.35, although the ratios of observed-to-modeled OH and HO 2 were within a few percent of 1 (Regelin et al., 2013) . These results differ from ATom in the May-to-August northern midlatitudes above 7 km, for which the observed-to-modeled ratio was~1.3 for OH and~1.15 for HO 2 . ATom and HOOVER 2 were different in two ways: the median NO in ATom was 1/3 that in HOOVER 2 and a greater number of constraining OH reactants and HO x sources were measured in ATom, especially the OVOCs. Both of these factors could contribute to the differences between these two studies.
For the DC3 study around deep cumulus convection over the Central United States, median observed OH is equal to modeled up 6 km, becomes~15% greater from 6 to 10 km, and then is~20% less than modeled above 10 km (Brune et al., 2018) . Median observed HO 2 goes from 40% greater than modeled near the surface to 20% less than modeled at 8 km and then becomes equal to the model above 9 km. In the lower and middle troposphere, the ATom and DC3 comparisons are similar. In the upper troposphere, the ATom HO 2 
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observed-to-modeled ratio is (10-20)% larger than for DC3 while ATom OH observed-to-modeled ratio is (10-40)% larger. Even when the DC3 data are filtered for NO < 0.1 ppbv and clear air and the ATom data are restricted to northern midlatitudes, the differences between DC3 and ATom remain despite the similar OVOC amounts for ATom and DC3 with these restrictions. For these restricted data sets, the abundances of the measured OVOCs for ATom are within a factor of 2 of those for DC3. Thus, it is not clear what is driving the differences in observed-to-modeled OH between DC3 and ATom if all measurements are actually within their stated uncertainties.
The generally good agreement and altitude trend in the free troposphere for ATom observed and modeled OH and HO 2 is different from the exceptional discrepancies that were described in section 1. For example, the altitude trends of the observed-to-modeled OH in ATom is opposite those observed in the August phase of ARCTAS (Olson et al., 2012) . Without an analysis using the same model, the ATom comparisons provide no insight into the possible causes of these previous exceptions, whether it be the OH and HO 2 measurements, the model structure or chemistry, or the simultaneous measurements of other chemical species.
Upper Free Tropospheric OH and HO 2 Disagreement
The altitude trends in OH and HO 2 percent differences for the upper troposphere could be caused by errors in the ATHOS calibration, possible OH and HO 2 interferences, errors in the implementation of the model constraints, errors in the model chemistry, or errors in the measurements used to constrain the photochemical box model. We consider each of these in turn.
ATHOS Calibration
If the ATHOS calibration was the cause of the percent difference altitude trends, the calibration curves for OH and HO 2 would need to be, on average,~35% different from the laboratory calibrations at the lowpressure end that corresponds to high altitude ( Figure S1 ). Note that a higher calibration value will cause the calculated OH or HO 2 value to be lower. These values are just within the stated uncertainty of ±35 % ,2σ confidence, but for OH in ATom-1, the calibration at low pressure would need to bẽ 50% higher.
The instrument design and flow characteristics for ATHOS have changed little since 2000, so that it is reasonable to expect that the shape of the OH calibration curve as a function of pressure should be the same for all these missions. Four previous ATHOS OH calibrations have the same shape as the ATom calibration curve as a function of detection cell pressure to within ±14%. It is also possible that the absolute calibration is in error. The ATHOS sensitivity can change from mission to mission because of changes in optics, detector sensitivity, or the number of passes of the laser through the detection cell. However, the ATom calibration is the highest of all calibrations at low cell pressure.
For HO 2 during ATom, a N 2 flow was added to the reagent NO addition system to improve the mixing of NO into the sample flow, and this addition did change the shape of the HO 2 calibration curve. As a result, only the comparison of the ATom OH calibration curve with those of previous missions is meaningful. Thus, we have more confidence in the OH calibration and its consistency than in the HO 2 calibration.
OH and HO 2 Interferences
An OH interference signal would make observed OH greater than it actually is. To explain the percent difference at high altitudes, it would need to be greater than 5 × 10 5 cm −3 (Figure 3) . However, the median measured OH interference was less than 10 5 cm −3 for all ATom phases (Table 1) , especially in the upper troposphere. Just above the ocean, 1% of the OH measurements exceed 10 6 cm −3 and some of these may actually prove to be an OH interference. However, we can say with confidence that the greater-thanmodeled observed OH in the upper troposphere was not caused by an interference.
Similarly, an HO 2 interference signal would make observed HO 2 greater than it actually is. In the remote, relatively clean troposphere, the low amounts of larger alkenes, aromatics, and cyclic alkanes would cause negligible HO 2 interference signals even if enough reagent NO was being added to completely convert HO 2 to OH. Indeed, when accounting for the differences in conversion efficiency, the median HO 2 derived from 0.5-sccm NO flow is only 5% lower than that from the 7.0-sccm flow, well within the uncertainty of the HO 2 conversion efficiency. Thus, an HO 2 interference cannot cause the larger percent difference between observed and modeled HO 2 .
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Model Treatment Error
Model parameters could cause the discrepancies between the observed and modeled OH and HO 2 . The most important of these are filling in missing data for the constraining measurements and the integration time. First, filtering the data for times when all the constraining measurements were available reduced the interpolated measurement data set used to constrain the model to 67% of the initial 1-min time points for ATom 1. The comparison of the observed and filtered modeled OH and HO 2 did not change any of the comparison statistics by more than 4%. Thus, using the interpolated measurement data set to constrain the model cannot account for the high-altitude discrepancy. Second, changing integration time from one to five days changed median OH and HO 2 by less than 0.1%, while the maximum difference at any one 1-min point was 7% for one day compared to three days and less than 0.1% for five days compared to three days. Changing the dilution time between half and five days changed OH and HO 2 by less than 1%. Altering these model treatments did not relieve the OH and HO 2 discrepancies in the upper troposphere.
Chemical Mechanism
For OH observations exceeding modeled values in the upper troposphere, if there is an error in the model chemistry, it could be either a missing OH source or an overestimated OH sink. The OH sinks involve well-known reactions with CO, CH 4 , HOOH, CH 3 OOH, CH 3 CHO, HCHO, and other VOCs. The peroxides and aldehydes are also HO x sources. The 2σ uncertainty of the total OH sink is less than 15%. It is difficult to imagine that the total OH sink is~1.35 times smaller than modeled, which is the amount necessary to explain difference between observed and modeled OH and HO 2 /OH at higher altitudes.
The primary known halogen for the upper troposphere is bromine. Reactions between bromine species and HO x mainly cycle HO x between OH and HO 2 . Above 7-km altitude, the median of 1-min averages for BrO was 0.07 pptv and the maximum was 0.38 pptv. The model run augmented with halogen chemistry and constrained by the measured BrO changed OH and HO 2 by less than 2%, with lower values above 8-km altitude. With such low BrO values, OH and HO 2 are essentially unaffected by bromine chemistry in the free troposphere for ATom. HO 2 uptake could provide another loss of HO x and also alter the balance between OH and HO 2 . The gasphase HO x loss rates are relatively low in this remote air so that HO 2 uptake on aerosol particles could be important. Modeled HO 2 is decreased −5% below 2 km, −2% at 2 km, and slowly became more negative to −3% above 10 km. Modeled OH is decreased~−1% below 4 km, and then slowly became more negative to −3% above 10 km. Eighty percent of the HO 2 decreases are less than 5% while 90% of OH decreases are less than 5%. If a HO 2 uptake coefficient of 1.0 is used, the model decrease for HO 2 is several tens of percent. As a result, the addition of HO 2 uptake in the model tends to increase the percent difference between observed and modeled OH and HO 2 . Thus, as was found in two previous studies (Brune et al., 2018; Olson et al., 2006) , adding substantial HO 2 uptake is inconsistent with observed OH and HO 2 .
The tropospheric levels of pollutants such as HCHO, CO, O 3 , and the HO x production rate tended to be higher over the Atlantic than over the Pacific. As a result, HO x tends to be greater over the Atlantic than over the Pacific, especially in the tropics. If the chemical mechanism is the cause of the HO x observed-to-modeled discrepancy, then its influence might appear in the percent differences between observed and modeled OH and HO 2 over the two oceans. However, the altitude profiles of the OH and HO 2 percent differences are essentially identical over the two oceans, indicating that the chemical mechanism is able to account for the difference in pollution levels over the two oceans. HO x production and loss consists primarily of radical-radical reactions for loss and photolysis of ozone or OVOCs for production ( Figure S2 ). To cause the discrepancy between observed and modeled HO x in the upper troposphere during August (ATom-1), the HO x production rate would need to be~1.35 times larger than modeled, which translates into the need for an additional HO x production rate of roughly 6 × 10 4 cm −3 s −1 for altitudes above 10 km ( Figure S4 ). We do not know the identity of this possible additional HO x production but if we assume that it is the photolysis of a "formaldehyde-like" chemical species, the amount of formaldehyde-like chemical would need to be on average 50 pptv above 10-km altitude. While this amount is not large, it is~60% of the measured formaldehyde. On the other hand, it seems unlikely that some additional unknown HO x source existed for August in quantities much greater than those in the other three seasons.
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Simultaneous Measurements
It is possible that one or more of the simultaneous measurements that are used to constrain the box model are responsible for the larger percent difference at high altitudes. NO and OVOCs are particularly important. NO cycles HO 2 into OH, affecting mainly OH, while OVOCs cycle OH into HO 2 and are a HO x source. The most important OVOCs are formaldehyde, acetaldehyde, hydrogen peroxide, methylhydroperoxide, and peroxyacetic acid ( Figure S2 ). For ATom-1, when NO, HCHO, or the group of other OVOCs are changed one at a time to the limits of their stated uncertainties at 2σ confidence, modeled OH and HO 2 are still less than the observed for most altitudes (Figure 6 ). In all cases, setting the abundances to their upper limits improves the agreement between the observed and modeled OH and HO 2 .
For ATom-2, ATom-3, and ATom-4, observed and modeled OH agreed with the model to within the model uncertainties, except for ATom-4 above 6-km altitude ( Figures S5-S7 ). On the other hand, observed HO 2 is generally not within the model range, being lower than the model from 4 to 10 km and greater than or equal to the model below 2 km and above 10 km. This lack of consistency among missions suggests either seasonal changes in some unknown chemistry or changes in some instruments' performance.
An example of changing instrument performance is formaldehyde (Figure 7) , which was measured by two instruments, TOGA and ISAF (Table S2 ). When the ratio of TOGA HCHO to ISAF HCHO is plotted in order of when HCHO was measured, a downward trend emerges. The black solid line in Figure 7 is generally within the combined uncertainties at 2σ confidence, the ratio shifts from about 2 at the beginning to ½ at the end. Which instruments are changing is not known. Interestingly, constraining the model with TOGA HCHO somewhat improves the observed-to-modeled agreement for both OH and HO 2 for ATom-1 (Table 1 (parentheses) and Figures S8 and S9) . It is certainly possible that the performance of instruments that measure other chemical species also changed in unknown ways because there is no way to check chemical species that were measured by only one instrument or that cannot be modeled. . Ratio of TOGA-to-ISAF formaldehyde data averaged into 2-min bins for ATom-1, ATom-2, ATom-3, and ATom-4 in the order they were undertaken. The median ratio (black line) and ±the combined instrument uncertainty at ±2σ confidence (black dashed lines) are averaged over~8 flights and compared to the 1:1 line (red) for which the two measurements would be in perfect agreement.
Conclusions
Much has been learned about atmospheric oxidation by OH in the remote, relatively clean troposphere in the past 48 years since Levy published his paper. There are more HO x sources than previously thought, so that OH and HO 2 do not decrease with increasing altitude and latitude as much as that calculated in Logan et al. (1981) . While the earliest airborne OH measurements indicated missing OH sources in the upper troposphere, it was not until reliable measurements of NO, HCHO, H 2 O 2 , VOCs, and OVOCs were made that models, constrained with these measurements, could consistently reproduce OH and HO 2 measurements to within the measurement and model uncertainties. ATom has now extended OH and HO 2 measurements in relatively clean conditions to vast previously undersampled swaths of the remote free troposphere over oceans in each season.
Despite some apparent seasonal differences that will need more examination in a future paper, the altitudedependent discrepancies between median observed and modeled OH and HO 2 persist in most latitude bands and seasons. These altitude trends, while evident, generally reside within combined uncertainty ranges of the model and the measurement at the 2σ confidence level. The OH and HO 2 altitude trends and their changes with latitude band and season imply that some aspects of either the oxidation chemistry or instrument performance are not completely understood, especially in the upper troposphere. However, these results do not disprove the hypothesis that atmospheric oxidation chemistry of OH and HO 2 in the remote, relatively clean free troposphere is well understood.
Concerns have been expressed that previous airborne ATHOS OH and HO 2 measurements were compromised because ATHOS did not employ the interference mitigation methods that were used for ATom. The ATHOS measurements of the OH and HO 2 interferences demonstrate that these interferences are negligible for the environments encountered in ATom. Thus, while these interferences may be a problem for previous measurements of OH and HO 2 in air that contains substantial amounts of alkenes, aromatics, and ozone, the ATHOS OH and HO 2 measurements are likely unbiased by such artifacts for the several previous missions in the relatively clean free troposphere.
Where do we go from here?
First, individual flights need to be examined in detail. On several flights, the relationship between observed and modeled OH and HO 2 changes from the model being higher to the measurement being higher for the same altitudes. Analysis of discrepancies such as these may uncover errors in the measurements or model chemistry that are being masked by the analysis of median OH and HO 2 in this paper. Second, the existing data set of airborne HO x needs to be unified so that it can be used test the oxidation chemistry in chemical transport models and its response to human-caused changes in atmospheric composition. Right now, it is not known if differences in the HO x observation and model relationship from mission to mission are due to changes in the measuring instruments or changes in the model. Using a single model for previous aircraft campaigns that included OH and HO 2 measurements will enable an assessment of measurement consistency and accuracy.
Third, the accuracy, precision, and consistency of the measurements must be improved in order to test atmospheric oxidation chemistry at a level that is more useful for chemical transport models and analyses of oxidation capacity trends. The limit of detection for essential constraining measurements, such as NO, needs to be lowered substantially. Currently, measurement uncertainty and possible unknown errors and variability appear to be the more likely cause of the differences between observed and modeled OH and HO 2 than unknown chemistry or incorrect reaction rate coefficients.
Fourth, the accuracy of the model chemistry must also be improved. Uncertainties must be reduced by roughly a factor of 2 for OH, HO 2 and for critical reaction rate coefficients and their pressure and temperature dependencies for reactions such as HO 2 + NO → OH + NO 2 and OH + NO 2 + M → HNO 3 + M, and for the photolysis frequencies for O 3 , NO 2 , and HCHO (Christian et al., 2017) .
For the past two decades, measurements and models of OH and HO 2 have gone through cycles of field deployment, discovery, re-evaluation, and improvement. All the while, the understanding of atmospheric oxidation in the free troposphere has expanded and confidence in it has grown. At some time, model 10.1029/2019JD031685
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atmospheric chemistry mechanisms may be tested well enough that OH and HO 2 measurements will no longer be a critical component of field deployments, but now is not that time.
