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Many problems in control theory concern stabilization of materials and mechanical structures.
Applications to real world and constant development of technology make it important to understand
mathematical aspects upstream. The main object of this paper is to indicate some new directions of
research to establish lower and upper energy estimates of inﬁnite-dimensional nonlinear vibrating
damped systems.
Here we present a mathematical approach which depends on the level of regularity of solutions.
We consider two kinds of regularity: the strong one for which initial data are in the domain of the
inﬁnitesimal generator of the underlying nonlinear semigroup of contractions associated to the vibrat-
ing system, and more regular solutions, mainly for which the solutions are such that the velocities are
in L∞([0,∞);W 1,r(Ω)) with r > N where N is the dimension of the space, with r = ∞ for general
dissipations and r being any real in (N,∞] for power-like dissipations in our previous paper [1]. Our
lower estimates are established for one-dimensional localized as well as boundary dissipation. We
also extend these results for localized and boundary dissipation for radial domains in R2 and R3 with
radial initial data and radial dissipation coeﬃcients.
For general domains in RN , we still give a lower estimate of the energy extending our results
of [1] to general dissipation (not necessarily with power-like growth). For this latter case, the general
problem of regularity and a priori estimates of the velocity in L∞([0,∞);W 1,r(Ω)) with r > N where
N is the dimension of the space, is open since the sixties (see e.g. [15,16]).
For all the above considered cases, we also give the corresponding upper estimates, and formulate
also them in terms of comparison principles for energies.
We consider the wave equation subjected to nonlinear dissipation, either localized or located on a
part of the boundary, but some of the properties presented in this paper can be generalized to other
vibrating systems such as plates. . . .
These results raise several open questions
• Is it possible to obtain the desired regularity and a priori estimates for general multi-dimensional
domains, already for power-like dissipations?
• Is it possible to weaken these regularity assumptions and a priori estimates assumptions as for
strong solutions in the one-dimensional and radial cases?
• How far the lower estimates for the energy of a given solution depend on the regularity and a
priori estimates of this solution?
• The lower and upper resulting estimates do not give optimality of the estimates as in the ﬁnite-
dimensional case obtained in [1]. How to establish optimality for multi-dimensional domains, at
least for certain solutions?
• How these estimates depend on initial data, in which spaces, and what can be said on optimal
dependence of the constants involving initial data?
The possible answers to these questions seem to us rather multiple and it is hard at present to
have a global overview. In [24], the authors consider a one-dimensional wave equation subjected to
nonlinear boundary dissipation at the right extremity whereas a homogeneous condition holds at the
left extremity. Initial data under consideration are with zero velocity and linear displacement. They
give optimality results for power-like dissipation and for general dissipation under some additional
hypotheses for these speciﬁc initial data. The tools are based on the use of representation formula for
solutions and an iterative process thanks to D’Alembert’s formula. The authors also consider the case
of weak damping functions at inﬁnity.
The complexity of the last questions, connected to dependence with respect to initial data above
is well known. Carpio [7] obtained results in this direction for power-like nonlinearities and some
examples of linearly growing dissipations. She was able to track the dependence of the constants in-
volved in upper energy estimates and to show in certain situations that this dependence was optimal.
The optimality of the decay rate was not considered for the PDE’s case, but for the ODE case with
power-like dissipations. These results have been considerably improved to general nonlinear dissipa-
tion in [12,20,18,2]. Simple sharp upper estimates and upper estimates using comparison principles
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lower energy estimates have been given in case of power-like dissipations for solutions with bounded
velocities in space and time in general domains. To our knowledge, the ﬁrst lower energy estimate is
due to Haraux [10] for the case of a one-dimensional wave equation subjected to polynomial globally
distributed dampings. In the case of initial data in W 2,∞(Ω) × W 1,∞0 (Ω), he proves that
limsup
t→∞
(
t3/(p−1)E(t)
)
> 0,
and,
limsup
t→∞
(
t1/(p−1)
∥∥ut(t)∥∥L∞(Ω))> 0,
where g(x) grows as xp close to the origin. We consider here the case of arbitrary nonlinear dampings
(strictly sublinear close to the origin), radial domains of annulus type in Rn for n = 2,3 and that of
general domains for solutions with bounded velocities in space and time. We generalize our results by
reﬁning and developing the comparison arguments introduced in [1]. We also strongly generalize Ha-
raux’ argument for the velocity estimates, to the general cases above mentioned. These results require
to understand how the dissipation relation provides useful information and how to measure the ve-
locities for general dampings. Optimality, estimates for strong solutions in general multi-dimensional
domains is still open. It may require the study of singularities of the solutions and new types of
estimates, which in turn can lead to new lower estimates.
We refer to Lebeau [13] for optimality results for upper energy estimates in cases of a wave equa-
tion locally linearly damped, but for which the geometric condition of Bardos, Lebeau and Rauch [4] is
not assumed. We refer to Todorova and Yordanov [23] for upper energy estimates in the whole space
R
n in case of a polynomial feedback of order m, where m ∈ (1, n+2n+1 ], n  3. We also refer the reader
to [11] (see also the references therein) for upper energy estimates in case of polynomial dampings
(see also [22]). For results on more general nonlinear control problems, we refer the reader to [8]. We
refer to [11,12,18,20–22,26,27] for other references on upper estimates for nonlinear damped wave
equations, and to [28] for numerical aspects.
The paper is organized as follows. Section 2 is devoted to the case of one-dimensional wave equa-
tions subjected to localized nonlinear dissipation with arbitrary (strictly sublinear) growth at the
origin for strong solutions. We present our lower energy estimates for strong solutions in Section 2.1,
and stronger lower energy estimates for smoother solutions in Section 2.2. In both subsections, we
also state these results from the point of view of energy comparison principles. We present the lower
energy estimate for one-dimensional wave equation subjected to localized nonlinear dissipation with
arbitrary (strictly sublinear) growth at the origin for strong solutions, and also the same result formu-
lated from an energy comparison principle. Section 3 deals with the case of one-dimensional wave
equations subjected to boundary nonlinear dissipation with arbitrary (strictly sublinear) growth at the
origin. Several situations of boundary conditions are considered. We show regularity of the solutions
for smoother initial data satisfying compatibility conditions. We then give lower energy estimates for
solutions for this class of initial data. We extend these results to higher dimensions to radial do-
mains of annulus type: in R2 in Section 4.1, in R3 in Section 4.2 for localized dampings in both
subsections, and in R3 in Section 4.3 for boundary dampings. We present lower energy estimates for
general bounded domains Ω for solutions with velocity bounded in [0,∞)×Ω in Section 5. We give
the lower and upper estimates for the above cases for general dampings, under additional geometric
assumptions on the localized damping region in Section 6, which is divided into 4 subsections. We
also give the explicit resulting lower and upper estimates for four growths of dampings: polynomial,
exponential, polynomial-logarithmic and between (any) polynomial and exponential growth. We give
the lower and upper estimates on the velocities in Section 7. We discuss on optimality and present
open questions in Section 8.
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mates resulting in the case of null energy initial data are trivial (the lower bound is 0 in this case).
This means that in this trivial case, the nonnegative constant, which depends on the initial data,
involved in factor of the lower estimate is vanishing, whereas it is positive if the initial data have
nonzero energy.
2. Lower energy decay rates: The case of distributed stabilization
2.1. The spatial one-dimensional case for strong solutions
We consider the nonlinearly damped wave equation⎧⎪⎨⎪⎩
∂2t u(t, x) − ∂2x u(t, x) + a(x)g
(
ut(t, x)
)= 0, 0 < t, x ∈ Ω,
u(t, c) = u(t,d) = 0, for 0< t,
u(0, x) = u0(x), ∂tu(0, x) = u1(x), x ∈ Ω,
(2.1)
where Ω = (c,d) ⊂ R, with −∞ < c < d < ∞, a ∈ L∞(Ω) and a 0 a.e. on Ω with a > 0 on an open
subset ω of Ω , in all the sequel. We make the following assumptions on g in the sequel
(H1)
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
g :R → R is assumed to be an odd, increasing
continuously differentiable function
g has a linear growth at inﬁnity,
sg(s) > 0, ∀s ∈ R,
g(0) = g′(0) = 0.
Remark 2.1. We assume above that g is a globally Lipschitz function on R. This assumption can be
removed as far as lower energy estimates are concerned at least to include power-like nonlinearities g
of the form g(s) = |s|p−1s for s ∈R. Required existence results, monotonicity properties and appropri-
ate a priori estimates either in monotonic situations or through compactness methods are contained
in the works by Lions and Strauss [16] and further on in Lions’s book [15].
The energy of a solution is deﬁned by
E(t) = 1
2
∫
Ω
(
u2t + u2x
)
dx. (2.2)
It is well known that (2.1) is well-posed for initial data in the energy space H = H10(Ω) × L2(Ω),
i.e. for all (u0,u1) ∈ H, (2.1) has a unique solution u in C(R+; H10(Ω)) ∩ C1(R+; L2(Ω)).
Moreover if (u0,u1) is in (H10(Ω) ∩ H2(Ω)) × H10(Ω) then u ∈ C(R+; H10(Ω) ∩ H2(Ω)) ∩
C1(R+; H10(Ω)) ∩ C1(R+; L2(Ω)). Also the energy of higher order
E1(t) = 1
2
∫
Ω
(
u2tt + u2xt
)
dx, (2.3)
is well deﬁned, and nonincreasing. In this latter case, the natural energy E satisﬁes the dissipation
relation
−E ′(t) =
∫
Ω
a(x)ut(t, x)g
(
ut(t, x)
)
dx, t  0. (2.4)
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inequality holds
u2t (t, x) γin
√
E(t), t  0, (2.5)
where
γin = 4
√
E1(0). (2.6)
Proof. Thanks to the homogeneous Dirichlet boundary condition at x = 0, we have
u2t (t, x) = 2
x∫
c
ut(t, y)utx(t, y)dy  2
( d∫
c
u2t dx
)1/2( d∫
c
u2tx dx
)1/2
 4
√
E1(0)
√
E(t), t  0, x ∈ Ω. 
Lower estimates formulated through energy comparison principles
We can establish a lower bound of the energy using comparison principles expressed through the
energy of the solutions as in [1].
Theorem 2.3. Assume that (u0,u1) ∈ (H10(Ω) ∩ H2(Ω)) × H10(Ω) and that g satisﬁes (H1). We deﬁne two
functions H, and K respectively by
H(x) = √xg(√x ), x 0 (2.7)
and
Kin(τ ) =
γin
√
E(0)∫
τ
y
H(y)
dy, τ ∈ (0, γin√E(0) ]. (2.8)
Then E satisﬁes the lower estimate
(
1
γin
K−1in
(
αaγ
2
in
2
t
))2
 E(t), ∀t  0, (2.9)
where
αa = ‖a‖L1(Ω). (2.10)
Moreover if limτ→0+ Kin(τ ) = ∞, then
lim
t→∞ K
−1
in
(
αaγ
2
in
2
t
)
= 0,
so that the left-hand side of (2.9) is converging to 0 as time goes to ∞.
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−E ′(t) =
∫
Ω
a(x)H
(
u2t (t, x)
)
dx αaH
(
γin
√
E(t)
)
,
since from (H1), H is nondecreasing. Therefore, we deduce that
Kin
(
γin
√
E(t)
)

αaγ
2
in
2
t, ∀t  0.
Since Kin is nonincreasing, we deduce the desired estimate. 
This above lower estimate can be characterized equivalently under a different form under some ad-
ditional assumptions on g . For this, we need to use some of our results in [1], in particular Lemma 2.4,
that we include here for the sake of completeness.
Lemma 2.4. Let H˜ be a given strictly convex C1 function from [0, r20] to R such that H˜(0) = H˜ ′(0) = 0, where
r0 > 0 is suﬃciently small and deﬁne Λ˜ on (0, r20] by
Λ˜(x) = H˜(x)
xH˜ ′(x)
. (2.11)
Let z be the solution of the ordinary differential equation
z′(t) + κ H˜(z(t))= 0, z(0) = z0, t  0, (2.12)
where z0 > 0 and κ > 0 are given. Then z(t) is deﬁned for every t  0 and decays to 0 at inﬁnity. Moreover
assume that either
0 < lim inf
x→0 Λ˜(x) limsupx→0
Λ˜(x) < 1, (2.13)
or that there exists μ > 0 such that
0 < lim inf
x→0
(
H˜(μx)
μx
z1∫
x
1
H˜(y)
dy
)
and limsup
x→0
Λ˜(x) < 1, (2.14)
for a certain z1 ∈ (0, z0] (arbitrary). Then there exists T1 > 0 such that for all R > 0 there exists a constant
C > 0 such that
(
H˜ ′
)−1( R
t
)
 Cz(t), ∀t  T1. (2.15)
Remark 2.5. The constant C of the above lemma depends explicitly on κ , R (and in addition of μ
if (2.14) holds). This dependence is given in the proof of Lemma 2.4 in [1].
Moreover, in the above lemma, one may assume that r0 = ∞. In this case the interval [0, r20]
becomes [0,∞) in the above lemma.
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in (2.7). We also deﬁne the function
H˜(x) = H(x)
x
, x > 0, H˜(0) = 0, (2.16)
and deﬁne Λ˜ as in (2.11). We assume that
(H2)
⎧⎪⎨⎪⎩
∃r0 > 0 such that the function H˜ :
[
0, r20
] → R deﬁned by (2.16)
is strictly convex on
[
0, r20
]
,
and (2.13) holds or there exists μ > 0 such that (2.14) holds.
Then the energy satisﬁes the lower estimate
1
γ 2inC
2
γin
((
H˜ ′
)−1(1
t
))2
 E(t), ∀t  T1, (2.17)
where γin is deﬁned in (2.6), and depends on E1(0), and Cγin depends explicitly on γin, and E1(0).
Proof. We use Lemma 2.4 as follows. We set z0 = γin√E(0) and κ = αa γ
2
in
2 . We deﬁne H˜ as in (2.16)
and denote by z the solution of (2.12). Then we also have
z(t) = K−1in (κt) = K−1in
(
αaγ
2
in
2
t
)
, ∀t  0.
Thus, thanks to (2.9), we have
1
γ 2in
z2(t) E(t), ∀t  0.
On the other hand applying Lemma 2.4 to H˜ for R = 1, we deduce that there exists Cγin > 0 depending
on γin , and in addition of μ if (2.14) holds, such that
(
H˜ ′
)−1(1
t
)
 Cγin z(t), ∀t  T1.
Hence we have (2.17). 
2.2. The spatial one-dimensional case for more regular solutions
We recall the regularity result proved by Haraux in [10]. Thanks to Proposition 2.3 of [10], if
(u0,u1) ∈ W 2,∞(Ω) × W 1,∞(Ω), the solution of (2.1) is such that ut ∈ L∞([0,∞);W 1,∞(Ω)). Its
proof is stated for functions g with power-like growth but it can easily be checked that Corollary 2.2
and thus Proposition 2.3 of [10] are still valid for general functions g , since a = g(ut)/ut has the re-
quired regularity L∞loc([0,∞), L∞(Ω)) stated in Corollary 2.2 of [10] (and even more since we assumed
that g is globally Lipschitz on R).
1152 F. Alabau-Boussouira / J. Differential Equations 249 (2010) 1145–1178Thanks to this regularity result, we prove
Theorem 2.7. We deﬁne H and H˜ respectively by (2.7) and (2.16), where g satisﬁes (H1). Assume that H˜ is
nondecreasing on [0, r20] for a certain r0 > 0. Assume moreover that (u0,u1) ∈ W 2,∞(Ω) × W 1,∞(Ω) and
E(0) > 0. We deﬁne Kr1 by
Kr1(τ ) =
γr1 E
2/3(T0)∫
τ
1
H(y)
dy, τ ∈ (0, γr1 E2/3(T0)], (2.18)
where
γr1 = γr1
(‖utx‖L∞([0,∞)×Ω)) (2.19)
and T0 depends also on ‖utx‖L∞([0,∞)×Ω) . Then E satisﬁes the lower estimate
(
1
γr1
K−1r1
(
2βa
3
(t − T0)
))3/2
 E(t), ∀t  T0. (2.20)
If the function H˜ is nondecreasing on [0,∞), then we can choose T0 = 0 in the deﬁnition of Kr1 and in the
estimate (2.20).
Finally, if limτ→0+ Kr1 (τ ) = ∞, then the left-hand side of (2.20) is converging to 0 as time goes to ∞.
The proof of this result will require the following interpolation result. We give a proof of this
result in [1] (see also Section 1.43 in [19] for interpolation between Hölder functions and functions in
L1(U )).
Theorem 2.8. Let U be a bounded open set in RN , with N  1. Then the following property holds
∃C1 > 0 such that ‖v‖(N+2)L∞(U )  C1‖v‖2L2(U )‖∇v‖NL∞(U ), ∀v ∈ W 1,∞(U ) ∩ H10(U ). (2.21)
We can now give the proof of Theorem 2.7.
Proof. Thanks to the dissipation relation and deﬁning H˜ as in (2.16), we have
−E ′(t) =
∫
Ω
a(x)u2t H˜
(
u2t
)
dx βa H˜
(‖ut‖2L∞(Ω))E(t), t  0, (2.22)
where βa = 2‖a‖L∞(Ω) .
On the other hand, thanks to the regularity results for ut , we can apply Theorem 2.8 to v = ut ,
U = Ω and N = 1. Therefore, we have
‖ut‖2L∞(Ω)  γr1
‖ut‖4/3L2(Ω)
22/3
 γr1 E2/3(t), t  0, (2.23)
where γr1 = γr1 (‖utx‖L∞([0,∞)×Ω)) is a constant which depends on the norm of ‖utx‖L∞([0,∞)×Ω) .
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in [9], saying that limt→∞ E(t) = 0. Hence, there exists T0  0 such that
E(t)
(
r20
γr1
)3/2
, ∀t  T0.
Thanks to our hypotheses, H˜ is increasing on [0, r20]. We thus have
H˜
(∥∥ut(t, .)∥∥2L∞(Ω)) H˜(γr1 E2/3(t)), t  T0. (2.24)
Using this last estimate in (2.22), we obtain
−E ′(s) βaE(s)H˜
(
γr1
(
E(s)
)2/3)
, s T0. (2.25)
Thus, integrating with respect to s between T0 and t and making the change of variable y =
γr1 (E(s))
2/3, we deduce that
Kr1
(
γr1 E
2/3(t)
)
 2
3
βa(t − T0).
If H˜ is nondecreasing on [0,∞), we can choose T0 = 0 and obtain (2.24) with T0 = 0. We then
proceed as above. The desired estimate then easily follows for both cases. 
Theorem 2.9. Assume the hypotheses of Theorem 2.7. We also assume that
(H3)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∃r0 > 0 such that the function H :
[
0, r20
] → R deﬁned by (2.7)
is strictly convex on
[
0, r20
]
,
and either 0< lim inf
x→0 Λ(x) limsupx→0
Λ(x) < 1,
or there exists μ > 0 such that
0 < lim inf
x→0
(
H(μx)
μx
z1∫
x
1
H(y)
dy
)
, and limsup
x→0
Λ(x) < 1,
for a certain z1 ∈ (0, z0] (arbitrary),
where
Λ(x) = H(x)
xH ′(x)
. (2.26)
Then the energy satisﬁes the lower estimate
(
1
Cγ γr1
)3/2((
H ′
)−1( 1
t − T0
))3/2
 E(t), ∀t  T1 + T0, (2.27)
where γr1 is deﬁned in (2.19) and Cγ depends explicitly on γr1 .
Remark 2.10. The hypothesis (H3) implies that H˜ is nondecreasing on [0, r20].
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solution of (2.12), where H replaces H˜ . We set z˜(t) = z(t − T0) for t  T0. Then, we have
z˜(t) = K−1r1
(
κ(t − T0)
)= K−1r1 (2βa3 (t − T0)
)
, ∀t  T0.
Thus, thanks to (2.20), we have
(
1
γr1
z˜(t)
)3/2
 E(t), ∀t  T0.
On the other hand applying Lemma 2.4 to H for R = 1, we deduce that there exists Cγr1 > 0 depend-
ing on γr1 , and in addition of μ if the second alternative of hypothesis (H3) holds, such that
(
H ′
)−1( 1
t − T0
)
 Cγr1 z˜(t), ∀t  T1 + T0.
Hence we have (2.27). 
3. Lower energy decay rates: The case of boundary stabilization
We consider the equation⎧⎪⎨⎪⎩
∂2t u(t, x) − ∂2x u(t, x) = 0, 0< t, x ∈ Ω,
ux(t,d) + σu(t,d) + g
(
ut(t,d)
)= 0,
u(0, x) = u0(x), ∂tu(0, x) = u1(x), x ∈ Ω,
(3.28)
where Ω = (c,d) ⊂ R, with −∞ < c < d < ∞, l and σ  0 and where we consider one of the follow-
ing boundary conditions at x = c
either u(t, c) = 0, for 0< t, (3.29)
or
ux(t, c) + lu(t, c) = 0. (3.30)
We make the assumptions (H1) on g in the sequel.
The energy of a solution is deﬁned by
E(t) = 1
2
( ∫
Ω
(
u2t + u2x
)
dx+ σu2(t,d) + lu2(t, c)
)
. (3.31)
We set V = {v ∈ H1(Ω), v(c) = 0} if (3.29) holds, and V = H1(Ω) if (3.30) holds. It is well known
that (3.28) is well-posed for initial data in the energy space H = V × L2(Ω), i.e. for all (u0,u1) ∈ H,
(3.28) with either (3.29) or (3.30) has a unique solution u in C(R+; V ) ∩ C1(R+; L2(Ω)).
The next result may be already known, but we could not ﬁnd it in the literature. The main purpose
of this result is to show that the dissipation of the energy of order 1 holds. We thus have to consider a
wave equation stabilized by a boundary feedback for which the feedback coeﬃcient depends both on
time and space and may vanish. We refer to Lebeau and Robbiano [14] for a general multi-dimensional
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which is space-dependent and not time-dependent. Hence, we give a direct proof of the dissipation
of the energy of order 1, in a simple one-dimensional situation. Our proof is based on the use of the
D’Alembert formula.
Theorem 3.1. Assume that (u0,u1) ∈ (V ∩ H3(Ω)) × (V ∩ H2(Ω)) and also satisﬁes⎧⎪⎪⎪⎨⎪⎪⎪⎩
u0xx(c) = 0 if (3.29) holds,
u0x(c) + lu0(c) = 0, u1x(c) + lu1(c) = 0 if (3.30) holds,
u0x(d) + σu0(d) + g
(
u1(d)
)= 0,
u1x(d) + σu1(d) + g′
(
u1(d)
)
u0xx(d) = 0.
(3.32)
Then, the solution u of (3.28) is in C(R+; V ∩ H2(Ω)) ∩ C1(R+; V ) ∩ C1(R+; L2(Ω)). Also the energy of
higher order
E1(t) = 1
2
( ∫
Ω
(
u2tt + u2xt
)
dx+ σu2t (t,d) + lu2t (t, c)
)
, (3.33)
is well deﬁned, and nonincreasing. In this latter case, the natural energy E satisﬁes the dissipation relation
−E ′(t) = ut(t,d)g
(
ut(t,d)
)
, t  0. (3.34)
Proof. For the sake of simplicity and without loss of generality, we will assume that c = 0 and d = 1.
The well-known D’Alembert formula provides the relation
u(t, x) = f (t + x) + h(t − x), t > 0, 0 < x < 1, (3.35)
where f : [0,∞) → R and h : [−1,∞) → R have to be uniquely determined from the initial and
boundary conditions. The existence and uniqueness of a solution in the energy space H guarantees
that there exists a unique couple of functions ( f ,h) that satisﬁes the set of relations below. In partic-
ular, this existence theorem implies that u is continuous on [0,∞) × [0,1].
We set ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
D = {(t, x), 0< t < x, 0 < t < 1− x, 0< x < 1},
L = {(t, x), x < t < 1− x, 0< x < 1},
R = {(t, x), 1− x < t < x, 0< x < 1},
U = {(t, x), 1− x < t, x < t, 0 < x < 1},
and more generally for i = 1,2, . . .⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Di =
{
(t, x), i < t < i + x, i < t < i + 1− x, 0 < x < 1},
Li =
{
(t, x), i + x < t < i + 1− x, 0 < x < 1},
Ri =
{
(t, x), i + 1− x < t < i + x, 0 < x < 1},
Ui =
{
(t, x), i + 1− x < t, i + x < t, 0< x < 1}.
We set Σ1 = L ∩ D , Σ2 = D ∩ R , Σ3 = L ∩ U , Σ1 = U ∩ R .
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and R and U and more generally between those of the sets Di and Li and the other interfaces. Note
that the determination of u on D involves only the values of f on [0,1], and of h on [−1,0]. In the
same way, the determination of u on L involves only the values of f on [0,1] and of h on [0,1], the
determination of u on R involves only the values of f on [1,2] and of h on [−1,0], the determination
of u on U involves only the values of f on [1,2] and h on [0,1]. This, together with the continuity
of u at the interfaces between these sets imply that f is continuous at 1.
We deﬁne the function
F (z) = z + g(z), z ∈ R. (3.36)
Thanks to our assumptions, F is a C1 diffeomorphism on R. Moreover since g is strictly increasing
on R, we also have
0<
(
F−1
)′
(z) = 1
1+ g′(F−1(z))  1, ∀z ∈ R. (3.37)
Hence, F−1 is a 1-lipschitzian function on R.
We ﬁrst consider the case (3.29).
The initial conditions and boundary conditions provide the relations⎧⎪⎪⎪⎨⎪⎪⎪⎩
f (x) + h(−x) = u0(x), 0< x < 1,
f ′(x) + h′(−x) = u1(x), 0 < x < 1,
h(t) = − f (t), t > 0,
f ′(t + 1) − h′(t − 1) + σ ( f (t + 1) + h(t − 1))+ g( f ′(t + 1) + h′(t − 1))= 0, t > 0.
(3.38)
Let us denote by U1 a suitable primitive of u1. Then the two ﬁrst above relations give⎧⎪⎨⎪⎩
f (x) = u0(x) + U1(x)
2
, 0 x 1,
h(x) = u0(−x) − U1(−x)
2
, −1 x 0.
(3.39)
Thus f is determined on [0,1] and h is determined on [−1,0], both up to a constant (which cancels
when one considers u on D). Thanks to the third relation in (3.38), h is determined on [0,1] by the
relation
h(x) = −u0(x) + U1(x)
2
, 0 x 1. (3.40)
From (3.39) and since u0(0) = 0, we deduce that f (0+) = U1(0)/2 = −h(0−). From (3.40), we have
h(0+) = h(0−). The value f (1−) is known and is equal to f (1+). The functions f and h are then de-
termined on the next intervals of length 1, that is on [1,2], [2,3], . . . by an iterative procedure, using
the last relation of (3.38). Indeed, the function f is ﬁrst determined on [1,2] through a differential
equation on the interval [1,2] thanks to the fact that h is known on [−1,0] and through the initial
condition f (1+) = f (1−). More precisely, we set
ρ(t) = f (t) + h(t − 2), t > 0. (3.41)
The last relation in (3.38) can be rewritten under the form
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ρ ′(t) = F−1(σρ(t) + 2h′(t − 2) + 2σh(t − 2)), 1 t  2,
ρ
(
1+
)= f (1−)+ h((−1)+). (3.42)
Since F−1 is globally 1-lipschitzian on R, there exists a unique solution ρ on [1,2] of this Cauchy
problem. Since h is known on [−1,0], f is known on [1,2] thanks to (3.41). Hence u is known on
[0,1]× [0,1]. The iterative process will provide continuous functions f and h on each of the intervals
[i, i+1] for i = 2, . . . and at the interfaces between these intervals. Moreover, thanks to the regularity
on u0 and u1, f and h are C2 and H3 functions on each intervals [i, i+1] and [i−1, i] for i = 0,1, . . . .
Hence u is of class C2 and H3 on each subsets D , L, R and U .
Hence u will be in H3((0,1) × (0,1)) and ut will be in H2((0,1) × (0,1)) as soon as we prove
that the jumps of ut , ux , utt , and utx across the interfaces Σi for i = 1, . . . ,4.
We have ⎧⎪⎨⎪⎩
ut(t, x) = u0x(t + x) + u1(t + x) − u0x(x− t) + u1(x− t)
2
, (t, x) ∈ D,
ut(t, x) = u0x(t + x) + u1(t + x) − u0x(t − x) + u1(t − x)
2
, (t, x) ∈ L,
and ⎧⎪⎨⎪⎩
ux(t, x) = u0x(t + x) + u1(t + x) + u0x(x− t) − u1(x− t)
2
, (t, x) ∈ D,
ux(t, x) = u0x(t + x) + u1(t + x) + u0x(t − x) + u1(t − x)
2
, (t, x) ∈ L.
Since u1(0) = 0, the jumps of ut and ux across Σ1 are zero. Since u0xx(0) = 0 the jumps of utt and
utx across Σ1 are zero.
We now consider the interface Σ2. We have
ut(1− x, x) = f ′
(
1+
)+ −u0x(2x− 1) + u1(2x− 1)
2
, (x,1− x) ∈ R ∩ Σ2,
and
ut(1− x, x) = u0x(1) + u1(1) − u0x(2x− 1) + u1(2x− 1)
2
, (x,1− x) ∈ D ∩ Σ2.
Hence ut is continuous across Σ2 if and only if f ′(1+) = u0x(1)+u1(1)2 . We set θ = u0x(1)+u1(1)2 . Then
thanks to the relations h′((−1)+) = −u0x(1)+u1(1)2 , f (1+) + h((−1)+) = u0(1), and to the compatibility
condition u0x(1) + σu0(1) + g(u1(1)) = 0, we deduce that θ satisﬁes the relation
θ − h′((−1)+)+ σu0(1) + g(θ + h′((−1)+))= 0.
Comparing this relation with the last relation of (3.38) (setting t = 0+), we have
F
(
θ + h′((−1)+))= F ( f ′(1+)+ h′((−1)+)).
Hence since F is one-to-one, we have
f ′
(
1+
)= θ = u0x(1) + u1(1) = f ′(1−), (3.43)2
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across Σ2.
In the same way, we prove that utt is continuous across Σ2 if and only if f ′′(1+) = θ1,
where θ1 = u0xx(1)+u1x(1)2 . It is also easy to check that utx is continuous across Σ2 under the
same necessary and suﬃcient condition. Thanks to the compatibility condition u1x(1) + σu1(1) +
g′(u1(1))u0xx(1) = 0, the relations h′′((−1)+) = u0xx(1)−u1x(1)2 and that giving f ′(1+) and h′((−1)+)
with the relation f ′(1+) + h′((−1)+) = u1(1), we ﬁnd that θ1 satisﬁes the relation
θ1 − h′′
(
(−1)+)+ σ ( f ′(1+)+ h′((−1)+))+ g′( f ′(1+)+ h′((−1)+)).(θ1 + h′′((−1)+))= 0.
But differentiating the last relation of (3.38) with respect to t and setting t = 0+ . We ﬁnd that f ′′(1+)
satisﬁes the same relation just above than θ1. Hence we deduce that(
f ′′
(
1+
)− θ1)(1+ g′(u1(1)))= 0.
Thanks to our assumptions on g , we deduce that
f ′′
(
1+
)= θ1 = u0xx(1) + u1x(1)
2
= f ′′(1−), (3.44)
so that, utt and utx are continuous across Σ2.
On Σ3, we ﬁrst remark that thanks to the relation (3.43) that we above proved, ut and ux are
continuous across Σ3. In a similar way that for the case on Σ2, we have utt(1 − x, x) = f ′′(1+) +
h′′(1 − 2x) on Σ3 ∩ U , where the argument of h is in [0,1], whereas utt(1 − x, x) = θ1 + h′′(1 − 2x)
on Σ3 ∩ L, where the argument of h is in [0,1]. Thanks to (3.44), utt is continuous across Σ3. Since,
we have utt(1 − x, x) = f ′′(1+) − h′′(1− 2x) on Σ3 ∩ U , we conclude similarly that utx is continuous
across Σ3.
On Σ4, we proceed as on Σ1 and prove that since u1(0) = u0xx(0) = 0, ut , ux , utt and utx are
continuous across Σ4.
Thanks to the compatibility conditions, we also deduce by induction that f (k)(i+) = f (k)(i−) for
k = 0,1,2 and i = 2, . . . , which implies that ut , utt and utx are continuous across the interfaces
Di ∩ Ri and Li ∩ Ui . Since h′(t) = − f ′(t) for all t > 0, we deduce similarly that h(k)(i+) = h(k)(i−) for
k = 0,1,2 and i = 1, . . . which implies that ut , utt and utx are continuous across the interfaces Di ∩ Li
and Ri ∩ Ui . We also check that thanks to these relations ut , utt and utx are continuous across the
interfaces between U and D2, and Ui , Di+1.
If (3.30) holds, the same type of proof will lead to the desired result. The proof is left to the reader.
The continuity of u and its derivatives at the interfaces prove that u ∈ H3((0,∞) × (0,1)) ∩
C2([0,∞) × [0,1]), whereas ut ∈ H2((0,∞) × (0,1)) ∩ C1([0,∞) × [0,1]).
Moreover v = ut satisﬁes⎧⎪⎨⎪⎩
∂2t v(t, x) − ∂2x v(t, x) = 0, 0< t, x ∈ Ω,
vx(t,d) + σ v(t,d) + g′
(
ut(t,d)
)
vt(t,d) = 0,
v(0, x) = u1(x), ∂t v(0, x) = u0xx(x), x ∈ Ω.
(3.45)
From this, we easily deduce that the energy of ﬁrst order is deﬁned and is nonincreasing. 
Lemma 3.2. Assume that (u0,u1) ∈ (V ∩ H3(Ω)) × (V ∩ H2(Ω)) and also satisﬁes the compatibility condi-
tions (3.32). Moreover assume that g satisﬁes (H1). Then the following inequality holds
u2t (t,d) γbd
√
E(t), t  0, (3.46)
where
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{
4
√
E1(0) if (3.29) holds,
2
|Ω|
√
E(0) + 4√E1(0) if (3.30) holds. (3.47)
Proof. We have
u2t (t,d) = u2t (t, x) + 2
d∫
x
ut(t, y)utx(t, y)dy, ∀x ∈ [c,d]. (3.48)
If (3.29) holds, we choose x = c in the above equality and obtain easily as before
u2t (t,d) 4
√
E1(t)
√
E(t).
If (3.30) holds. We integrate both sides of (3.48) on Ω with respect to x, and use Fubini’s theorem.
This gives
|Ω|u2t (t,d) =
∫
Ω
u2t (t, x)dx+ 2
∫
Ω
(x− c)ut(t, x)utx(t, x)dx 2E(t) + 4|Ω|
√
E1(0)
√
E(t).
We thus easily obtain the desired estimate in both cases. 
Theorem 3.3. Assume that (u0,u1) ∈ (V ∩H3(Ω))× (V ∩H2(Ω)) and also satisﬁes the compatibility condi-
tions (3.32). Moreover assume that g satisﬁes (H1). We deﬁne two functions H, and Kbd respectively by (2.7)
and
Kbd(τ ) =
γbd
√
E(0)∫
τ
y
H(y)
dy, τ ∈ (0, γbd√E(0) ]. (3.49)
Then E satisﬁes the lower estimate
(
1
γbd
K−1bd
(
γ 2bd
2
t
))2
 E(t), ∀t  0. (3.50)
Moreover if limτ→0+ Kbd(τ ) = ∞, then
lim
t→∞ K
−1
bd
(
γ 2bd
2
t
)
= 0,
so that the left-hand side of (3.50) E is converging to 0 as time goes to ∞.
Proof. Thanks to the dissipation relation (3.34) and the deﬁnition of H , we have
−E ′(t) = H(u2t (t,d)) H(γbd√E(t) ).
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Kbd
(
γbd
√
E(t)
)

γ 2bd
2
t, ∀t  0.
Since Kbd is nonincreasing, we deduce the desired estimate. 
This above lower estimate can be characterized equivalently under a different form under some ad-
ditional assumptions on g . For this, we use as in the previous section, Lemma 2.4 (see [1, Lemma 2.4]).
Theorem 3.4. Assume that (u0,u1) ∈ (V ∩ H3(Ω)) × (V ∩ H2(Ω)) and also satisﬁes the compatibility con-
ditions (3.32). Moreover assume that g satisﬁes (H1). We deﬁne H as in (2.7). We also deﬁne the function H˜
as in (2.16) and assume (H2). Then the energy satisﬁes the lower estimate
1
γ 2bdC
2
γbd
((
H˜ ′
)−1(1
t
))2
 E(t), ∀t  T1, (3.51)
where γbd is deﬁned in (3.47), and depends on E1(0), and Cγbd depends explicitly on γbd, and E1(0).
Proof. We use Lemma 2.4 as follows. We set z0 = γbd
√
E(0) and κ = γ 2bd2 . We deﬁne H˜ as in (2.16)
and denote by z the solution of (2.12). Then we also have
z(t) = K−1bd (κt) = K−1bd
(
γ 2bd
2
t
)
, ∀t  0.
Thus, thanks to (3.50), we have
1
γ 2bd
z2(t) E(t), ∀t  0.
On the other hand applying Lemma 2.4 to H˜ for R = 1, we deduce that there exists Cγbd > 0 depend-
ing on γbd , and in addition on μ if (2.14) holds, such that
(
H˜ ′
)−1(1
t
)
 Cγbd z(t), ∀t  T1.
Hence we have (3.51). 
4. Extensions to speciﬁc higher dimensions situations: Radial cases in two and three
space-dimensions
4.1. Locally distributed damping for wave equation in radial domains in R2
For the sake of simplicity, we will just consider a globally distributed case. The next results are
obviously true in case of a localized feedback with a feedback coeﬃcient which is radial and satisﬁes
the same hypotheses in (R1, R2) than in the one-dimensional case.
We assume that the space dimension is N = 2 and we consider Ω = B(0, R2)\B(0, R1) in RN . We
consider the equation
F. Alabau-Boussouira / J. Differential Equations 249 (2010) 1145–1178 1161⎧⎪⎨⎪⎩
∂2t u − u + g(ut) = 0, 0 < t, x ∈ Ω,
u(t, .) = 0, on Γ = ∂Ω, 0 < t,
u(0, x) = u0(x), ∂tu(0, x) = u1(x), x ∈ Ω.
(4.52)
Well-posedness of (4.52) in the energy space H10(Ω) × L2(Ω) holds.
We restrict our attention to initial data that depend only on the radial component, so that we can
extend our previous results. To avoid to introduce too many notation, we use the same notation for
the radial function as a function on Ω , and as a function of the radial component only.
Let u0(.) = u0(r) and u1(.) = u1(r) in Ω where (u0,u1) ∈ (H10(R1, R2) ∩ H2(R1, R2)) × H10(R1, R2).
Then the solution u of (4.52) depends only on r. As above mentioned, we still denote this radial
solution by u.
Then, u satisﬁes the equation
⎧⎪⎨⎪⎩
r∂2t u − (rur)r + rg(ut) = 0, 0 < t, r ∈ (R1, R2),
u(t, R1) = u(t, R2) = 0, for 0< t,
u(0, r) = u0(r), ∂tu(0, r) = u1(r), r ∈ (R1, R2).
(4.53)
Its energy is given by
Eu(t) = 1
2
R2∫
R1
2π∫
0
(
u2t +
∣∣∂r(u)∣∣2)r dr dθ = 2π E(t) =: 2π R2∫
R1
1
2
(
u2t + u2r
)
r dr. (4.54)
We also deﬁne the energy of higher order
E1u(t) = 1
2
R2∫
R1
2π∫
0
(
u2tt +
∣∣∂r(ut)∣∣2)r dr dθ = 2π E1(t) =: 2π R2∫
R1
1
2
(
u2tt + u2tr
)
r dr. (4.55)
Theorem 4.1. Let u0(.) = u0(r) and u1(.) = u1(r) in Ω where (u0,u1) ∈ (H10(R1, R2) ∩ H2(R1, R2)) ×
H10(R1, R2). Assume also that g satisﬁes (H1). We deﬁne H as in (2.7). We also deﬁne the function H˜ as
in (2.16) and assume that (H2) holds.
Then the energy satisﬁes the lower estimate
4π
γ 2C2γ
((
H˜ ′
)−1(1
t
))2
 Eu(t), ∀t  T1, (4.56)
where γ is deﬁned given by
γ = 4
√
E1(0)
R1
,
and Cγ depends explicitly on γ and E1(0).
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As in the previous subsection and for the sake of simplicity, we will just consider a globally dis-
tributed case. The next results are obviously true in case of a localized feedback with a feedback
coeﬃcient which is radial and satisﬁes the same hypotheses in (R1, R2) than in the one-dimensional
case.
We assume that the space dimension is N = 3 and we consider Ω = B(0, R2)\B(0, R1) in RN . We
consider Eq. (4.52). Well-posedness in the energy space H10(Ω) × L2(Ω) holds. For initial data that
depend only on the radial component, we can extend our previous results.
Let u0(.) = u0(r) and u1(.) = u1(r) in Ω where (u0,u1) ∈ (H10(R1, R2) ∩ H2(R1, R2)) × H10(R1, R2).
Then the solution u of (4.52) depends only on r.
Its energy with respect to spherical coordinates is given by
Eu(t) = 1
2
( R2∫
R1
2π∫
0
π∫
0
(
u2t +
∣∣∣∣1r ∂r(ru)
∣∣∣∣2)r2 sin(θ)dr dθ dφ
)
. (4.57)
We make the well-known change of unknown
v(t, r) = ru(t, r), t > 0, r ∈ (R1, R2). (4.58)
Then, v satisﬁes the equation
⎧⎪⎪⎨⎪⎪⎩
∂2t v − vrr + rg
(
vt
r
)
= 0, 0< t, r ∈ (R1, R2),
v(t, R1) = v(t, R2) = 0, for 0< t,
v(0, r) = ru0(r), ∂t v(0, r) = ru1(r), r ∈ (R1, R2).
(4.59)
Morever we have
Eu(t) = 4π E(t) =: 4π
R2∫
R1
1
2
(
v2t + v2r
)
dr. (4.60)
We will give results for strong and then more regular solutions. We start with
Lower estimates for strong solutions
Theorem 4.2. Let u0(.) = v0(r) and u1(.) = v1(r) in Ω where (v0, v1) ∈ (H10(R1, R2) ∩ H2(R1, R2)) ×
H10(R1, R2). Assume also that g satisﬁes (H1). We deﬁne H as in (2.7). We also deﬁne the function H˜ as
in (2.16) and assume that (H2) holds.
Then the energy satisﬁes the lower estimate
4π
γ 2inC
2
γin
((
H˜ ′
)−1(1
t
))2
 Eu(t), ∀t  T1, (4.61)
where γin is deﬁned in (2.6), and depends on E1(0), and Cγ depends explicitly on γin and E1(0).
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Theorem 4.3. Let u0(.) = v0(r) and u1(.) = v1(r) in Ω where (v0, v1) ∈ W 2,∞(R1, R2) × W 1,∞(R1, R2).
Assume also that g satisﬁes (H1). We deﬁne H as in (2.7). We also deﬁne the function H˜ as in (2.16). Assume
that (H3) holds. Then the energy satisﬁes the lower estimate
4π
γ 2inC
2
γin
((
H ′
)−1( 1
t − T0
))3/2
 Eu(t), ∀t  T1 + T0, (4.62)
where γin is deﬁned in (2.6), and depends on E1(0), and Cγ depends explicitly on γin and E1(0).
Remark 4.4. A comparison principle for the energy can be stated as in the previous sections, but we
do not formulate it here, to make the paper easier to read.
The previous results obviously extend to a damping term of the form a(|x|)g(ut) in (4.52), where
| · | stands for the euclidian norm in RN , and where a ∈ L∞(R1, R2), a  0 on (R1, R2) and a is
nonvanishing on a subset of (R1, R2).
4.3. Boundary damping for wave equation in radial domains in R3
We assume that the space dimension is N = 3 and we consider Ω = B(0, R2)\B(0, R1) in RN . We
set Γ0 = {x, |x| = R1} and Γ1 = {x, |x| = R2}. We set W = {v ∈ H1(Ω), v = 0 on Γ0}.
We consider the equation
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∂2t u − u = 0, 0 < t, x ∈ Ω,
u(t, .) = 0, on Γ0, for 0< t,
∂u
∂ν
(t, .) + lu(t, .) + g(ut(t, .))= 0, on Γ1, for 0< t,
u(0, x) = u0(x), ∂tu(0, x) = u1(x), x ∈ Ω,
(4.63)
where l 1/R2 is a given real number, and ν stands for the exterior unit normal to Γ1.
Well-posedness in the energy space W × L2(Ω) holds. Considering initial data that depend only
on the radial component, we can extend our previous results, proved for one-dimensional boundary
stabilization, as follows.
We set V = {v ∈ H1(R1, R2), v(R1) = 0}. Let u0(.) = u0(r) and u1(.) = u1(r) in Ω , where (u0,u1) ∈
(V ∩ H3(R1, R2))× (V ∩ H2(R1, R2)). Then the solution u of (4.63) depends only on r. Its energy with
respect to spherical coordinates is given by
Eu(t) = 1
2
( R2∫
R1
2π∫
0
π∫
0
(
u2t +
∣∣∣∣1r ∂r(ru)
∣∣∣∣2)r2 sin(θ)dr dθ dφ + R22
2π∫
0
π∫
0
lu2(t, R2) sin(θ)dθ dφ
)
.
(4.64)
We make the change of unknown
v(t, r) = r
R2
u(t, r), t > 0, r ∈ (R1, R2). (4.65)
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∂2t v − vrr = 0, 0 < t, r ∈ (R1, R2),
v(t, R1) = 0, for 0< t,
vr(t, R2) + σ v(t, R2) + g
(
vt(t, R2)
)= 0, for 0 < t,
v(0, r) = r
R2
u0(r) = v0(r), ∂t v(0, r) = v1(r) = r
R2
u1(r), r ∈ (R1, R2),
(4.66)
where σ = l − 1/R2  0. Morever we have
Eu(t) = 4π R22E(t) =: 4π R22
[ R2∫
R1
1
2
(
v2t + v2r dr + lv2(t, R2)
)]
. (4.67)
Theorem 4.5. Let u0(.) = R2r v0(r) and u1(.) = R2r v1(r) in Ω , where (v0, v1) ∈ (V ∩ H3(R1, R2)) ×
(V ∩ H3(R1, R2)) and satisﬁes the compatibility conditions⎧⎪⎨⎪⎩
v0rr(R1) = 0,
v0r(R2) + σ v0(R2) + g
(
v1(R2)
)= 0,
v1r(R2) + σ v1(R2) + g′
(
v1(R2)
)
v0rr(R2) = 0.
Assume also that g satisﬁes (H1). We deﬁne H as in (2.7). We also deﬁne the function H˜ as in (2.16) and
assume that (H2) holds.
Then the energy satisﬁes the lower estimate
4π R22
γ 2C2γ
((
H˜ ′
)−1(1
t
))2
 Eu(t), ∀t  T1, (4.68)
where γ depends on E1(0), and Cγ depends explicitly on γ and E1(0).
Remark 4.6. A similar result can be deduced if the boundary condition u = 0 on Γ0 is replaced by a
Robin condition of the form ∂u
∂ν (t, .) + l˜u(t, .) = 0 on Γ0 as in the corresponding case (3.30) for the
one-dimensional boundary damping case, provided that l˜ 1/R1.
5. Extensions to higher space-dimensions for regular solutions
We consider the nonlinearly damped wave equation⎧⎪⎨⎪⎩
∂ttu − u + a(x)g(ut) = 0 in Ω ×R,
u = 0 on Σ = Γ ×R,
(u, ∂tu)(0) =
(
u0,u1
)
on Ω,
(5.69)
where Ω is a bounded domain of RN with suﬃciently smooth boundary Γ .
We deﬁne the energy of solutions by
E(t) = 1
2
∫
Ω
(|ut |2 + |∇u|2)dx. (5.70)
We recall that this problem is well-posed in the energy space H10(Ω) × L2(Ω).
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nondecreasing on [0, r20] for a certain r0 > 0. We assume that Ω and g are such that there exist solutions u
of (5.69) such that ut ∈ L∞([0,∞);W 1,∞(Ω)). We deﬁne Krm by
Krm(τ ) =
γrmE2/(N+2)(T0)∫
τ
1
H(y)
dy, τ ∈ (0, γrmE2/(N+2)(T0)], (5.71)
where
γrm = γrm
(‖∇ut‖L∞([0,∞)×Ω)) (5.72)
and T0 depends also on ‖∇ut‖L∞([0,∞)×Ω) (see the proof below). Then E satisﬁes the lower estimate
(
1
γrm
K−1rm
(
2βa
(N + 2) (t − T0)
))(N+2)/2
 E(t), ∀t  T0. (5.73)
If the function H is such that H˜ is nondecreasing on [0,∞), then we can choose T0 = 0 in the deﬁnition of Krm
and in the estimate (5.73).
Finally, if limτ→0+ K rm(τ ) = ∞, then the left-hand side of (5.73) is converging to 0 as time goes to ∞.
Proof. Thanks to the dissipation relation and deﬁning H˜ as in (2.16), we have
−E ′(t) =
∫
Ω
a(x)u2t H˜
(
u2t
)
dx βa H˜
(‖ut‖2L∞(Ω))E(t), t  0, (5.74)
where βa = 2‖a‖L∞(Ω) .
On the other hand, thanks to the regularity results for ut , we can apply Theorem 2.8 to v = ut ,
U = Ω and N . Therefore, we have
‖ut‖2L∞(Ω)  γrmE2/(N+2)(t), t  0,
where
γrm = γrm
(‖∇ut‖L∞([0,∞)×Ω))
is a constant which depends on the norm of ‖∇ut‖L∞([0,∞)×Ω) .
On the other hand, thanks to our hypotheses on g and a, we can apply Dafermos’ Proposition 2.3
in [9], saying that limt→∞ E(t) = 0. Hence, there exists T0  0 such that
E(t)
(
r20
γrm
)(N+2)/2
, ∀t  T0.
Thanks to our hypotheses, H˜ is increasing on [0, r20]. We thus have
H˜
(∥∥ut(t, .)∥∥2L∞(Ω)) H˜(γrmE2/(N+2)(t)), t  T0. (5.75)
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−E ′(s) βaE(s)H˜
(
γrm
(
E(s)
)2/(N+2))
, s T0. (5.76)
Thus, integrating with respect to s between T0 and t and making the change of variable y =
γrm(E(s))2/(N+2) , we deduce that
Krm
(
γrm
(
E(t)
)2/(N+2)) 2
(N + 2)βa(t − T0).
The desired estimate then easily follows. 
Theorem 5.2. Assume the hypotheses of Theorem 5.1. We also assume that (H3) holds where Λ is deﬁned
by (2.26). Then the energy satisﬁes the lower estimate
(
1
Cγ γrm
)((N+2))/2((
H ′
)−1( 1
t − T0
))(N+2)/2
 E(t), ∀t  T1 + T0, (5.77)
where γrm is deﬁned in (5.72) and Cγ depends explicitly on γrm.
Proof. We use Lemma 2.4 as follows. We set z0 = γrmE2/(N+2)(0), κ = 2(N+2) βa and we denote by z
the solution of (2.12), where H replaces H˜ . We set z˜(t) = z(t − T0) for t  T0. Then, we have
z˜(t) = K−1rm
(
κ(t − T0)
)= K−1rm ( 2βa(N + 2) (t − T0)
)
, ∀t  T0.
Thus, thanks to (5.73), we have
(
1
γrm
z˜(t)
)(N+2)/2
 E(t), ∀t  T0.
On the other hand applying Lemma 2.4 to H for R = 1, we deduce that there exists Cγrm > 0 depend-
ing on γrm , and in addition of μ if the second alternative of hypothesis (H3) holds, such that
(
H ′
)−1( 1
t − T0
)
 Cγrm z˜(t), ∀t  T1 + T0.
Hence we have (5.77). 
6. General lower and upper estimates. Examples of feedbacks
In [1], we give simple criteria to check on the damping function g and the coeﬃcient damping a,
to derive sharp upper estimates of the energy provided that the region ω on which the damping
is effective, i.e. a  a− > 0 on ω, satisﬁes the piecewise multiplier condition of [17] or Zuazua’s
condition [26].
The purpose in this section is to summarize the conditions on regularity of solutions, on the
damping function g and the damping coeﬃcient a, under which at both time lower and upper esti-
mates hold. We further give explicit examples of lower and upper estimates for the wave equation
considered in the various situations of the above sections for several examples of nonlinear dissipa-
tions g .
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of Ω .
We recall here Zuazua’s multiplier [26] and K. Liu’s [17] piecewise multiplier conditions for the
sake of completeness.
(HG)
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
∃ ε > 0, domains Ω j ⊂ Ω with Lipschitz boundary Γ j
for 1 j  J and points x j in RN
such that Ωi ∩ Ω j = ∅ if i = j,
Ω ∩ Nε
[ ⋃
j
γ j(x j) ∪
(
Ω\
⋃
j
Ω j
)]
⊂ ω,
where γ j(x j) = {x ∈ Γ j, (x − x j) · ν j(x) > 0} and where Nε(U ) = {x ∈ RN, d(x,U ) < ε} for any open
set U in RN . The piecewise multiplier method is a generalization of Zuazua’s method in [26], who
proved exponential stabilization of a semilinear wave equation by a linear damping locally distributed
on a set ω provided that this set contains a neighbourhood of {x ∈ ∂Ω, (x − x0) · ν > 0}, x0 being a
ﬁxed point in RN . This case is included in the K. Liu’s method, assuming that J = 1, one has a single
domain Ω1 = Ω and ν is the unit outward normal to Γ .
We recall that a much sharper condition, the Bardos–Lebeau–Rauch condition [4] (see also [5,6]),
based on the optic geometric approach exists.
6.1. One-dimensional results for strong solutions
Theorem 6.1. Assume that (u0,u1) ∈ (H10(Ω) ∩ H2(Ω)) × H10(Ω) and that g satisﬁes (H1). We deﬁne H as
in (2.7). We also deﬁne the functions H˜ as in (2.16), Λ˜ as in (2.11) and Λ as in (2.26). We suppose that the set
ω is either of the form (c, c + ε) or of the form (d− ε,d) with any ε ∈ (0,d− c) in case of Zuazua’s geometric
condition or of the form (α,β) with any c < α < β < d in case of K. Liu’s piecewise multiplier condition. We
assume that (H2) holds. Then the energy satisﬁes the estimates
C1
(
E(0), E1(0)
)((
H˜ ′
)−1(1
t
))2
 E(t) C2
(
E(0)
)(
H ′
)−1( D
t
)
, ∀t  T1, (6.78)
where C1(E(0), E1(0)) are generic explicit constants which depends on E(0) and E1(0) and whereas C2(E(0))
is a generic constant which depends on E(0), but not on E1(0), and where D is a generic constant which does
not depend on the initial data.
Remark 6.2. We can remark that in the trivial case of zero energy initial data, the constant
C1(E(0), E1(0)) vanishes. Otherwise, it is positive.
Proof. Thanks to our hypothesis (H2), H is also strictly convex on [0, r20] and H(0) = H ′(0) = 0.
Moreover, we have the relation
Λ(x) = Λ˜(x)
1+ Λ˜(x) , x ∈
(
0, r20
]
. (6.79)
Hence, thanks to (H2), we have limsupx→0+ Λ(x) < 1 and g(0) = g′(0) = 0, so that there exists a
constant C > 0 so that
g
(|s|) Cg−1(|s|), for |s| 1.
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ω satisﬁes the hypotheses (HG) of the same theorem. Hence, the energy satisﬁes the upper estimate
of (6.78). The lower estimate is directly obtained from Theorem 2.6 of the present paper. 
Theorem 6.3. Assume that (u0,u1) ∈ (H10(Ω) ∩ H2(Ω)) × H10(Ω) and that g satisﬁes (H1). We deﬁne H
as in (2.7). We also deﬁne the functions H˜ as in (2.16), Λ˜ as in (2.11) and Λ as in (2.26). Assume that (H3)
holds. We assume the same geometric hypotheses than Theorem 6.1 on the set ω. Then, the energy satisﬁes the
estimates
C1
(
E1(0)
)
z21(t) E(t) C2
(
E(0)
)
z2(t), for suﬃciently large t, (6.80)
where z1 is the solution of the ordinary differential equation
z′1 + αa
γ 2in
2
H˜(z1) = 0, z1(0) = γin
√
E(0), (6.81)
and z2 is the solution of the ordinary differential equation
z′2 + 2H(z2) = 0, z2(0) = 2E(0). (6.82)
Proof. Thanks to our hypothesis (H3), we have limsupx→0+ Λ(x) < 1 and g(0) = g′(0) = 0, so that
there exists a constant C > 0 so that
g
(|s|) Cg−1(|s|), for |s| 1.
Hence, the feedback g satisﬁes the hypotheses of (HLD) of our Theorem 4.8 in [1], whereas the set
ω satisﬁes the hypotheses (HG) of the same theorem. Hence, the energy satisﬁes the upper estimate
of (6.78). Thanks to the comparison Lemma 2.4 applied to Eq. (6.82), with respectively H , Λ replacing
H˜ and Λ˜, and with κ = 2 and z = z2, there exists C(E(0)) such that
(
H ′
)−1( D
t
)
 C
(
E(0)
)
z2(t)
for t suﬃciently large. Hence the right-hand side of (6.80) holds. The left-hand side is a direct conse-
quence of the deﬁnition of z1 which implies that z1 = K−1in (
αaγ
2
in
2 t) and the inequality (2.9). 
Remark 6.4. The above results extends to the boundary case, but we do not formulate formally these
results.
These results also extend to the radial case for annulus domains in Rn for n = 2,3. In the case
n = 2, one can prove the upper estimate using the convexity method introduced in [2,3] and simpliﬁed
in [1]. The coeﬃcients of the operator depends on the space variable r but stays bounded away
from 0. Use of the multiplier u is suﬃcient to be able to use the convexity method. We do not detail
these steps.
6.2. One-dimensional results for more regular solutions
Theorem 6.5. Assume that (u0,u1) ∈ W 2,∞(Ω) × W 1,∞(Ω) and that g satisﬁes (H1) and that g(0) =
g′(0) = 0. We deﬁne H as in (2.7). We also deﬁne the function Λ as in (2.26). We assume that H satisﬁes
(H3). We also suppose that the set ω satisﬁes the assumptions of Theorem 6.1. Then the energy satisﬁes the
estimates
F. Alabau-Boussouira / J. Differential Equations 249 (2010) 1145–1178 1169C1
(
E(0), E1(0)
)((
H ′
)−1( 1
t − T0
))3/2
 E(t) C2
(
E(0)
)(
H ′
)−1( D
t
)
, ∀t  T1 + T0,
(6.83)
where C1(E(0), E1(0)) are generic explicit constants which depends on E(0) and E1(0) and whereas C2(E(0))
is a generic constant which depends on E(0), but not on E1(0), and where D is a generic constant which does
not depend on the initial data.
Proof. Thanks to (H3), we have limsupx→0+ Λ(x) < 1 and g(0) = g′(0) = 0, so that there exists a
constant C > 0 so that
g
(|s|) Cg−1(|s|), for |s| 1.
Hence, the feedback g satisﬁes the hypotheses of (HLD) of our Theorem 4.8 in [1], whereas the set
ω satisﬁes the hypotheses (HG) of the same theorem. Hence, the energy satisﬁes the upper estimate
of (6.83). The lower estimate is directly obtained from Theorem 2.9 of the present paper. 
Theorem 6.6. Assume that (u0,u1) ∈ W 2,∞(Ω) × W 1,∞(Ω) and that g satisﬁes (H1). We deﬁne H as
in (2.7). We also deﬁne the function Λ as in (2.26). Assume that (H3) holds. We assume the same geometric
hypotheses than Theorem 6.1 on the set ω. Then, the energy satisﬁes the estimates
C1
(
E1(0)
)
z3/21 (t − T0) E(t) C2
(
E(0)
)
z2(t), for suﬃciently large t, (6.84)
where z1 is the solution of the ordinary differential equation
z′1 +
2βa
3
H(z1) = 0, z1(0) = γr1 E2/3(0), (6.85)
and z2 is the solution of the ordinary differential equation
z′2 + 2H(z2) = 0, z2(0) = 2E(0). (6.86)
Proof. Thanks to our hypothesis (H3), we have limsupx→0+ Λ(x) < 1 and g(0) = g′(0) = 0, so that
there exists a constant C > 0 so that
g
(|s|) Cg−1(|s|), for |s| 1.
Hence, the feedback g satisﬁes the hypotheses of (HLD) of our Theorem 4.8 in [1], whereas the set
ω satisﬁes the hypotheses (HG) of the same theorem. Hence, the energy satisﬁes the upper estimate
of (6.78). Thanks to (H3) and to the comparison Lemma 2.4 applied to Eq. (6.86), with respectively
H , Λ replacing H˜ and Λ˜, and with κ = 2 and z = z2, there exists C(E(0)) such that
(
H ′
)−1( D
t
)
 C
(
E(0)
)
z2(t)
for t suﬃciently large. Hence the right-hand side of (6.84) holds. The left-hand side is a direct
consequence of the deﬁnition of z1 which implies that z1(t) = K−1r1 ( 2βa3 (t − T0)) and the inequal-
ity (2.20). 
1170 F. Alabau-Boussouira / J. Differential Equations 249 (2010) 1145–11786.3. Multi-dimensional results for regular solutions
Remark 6.7. The above results extend for speciﬁc radial domains and initial data in R3, for strong
as well as for more regular radial solutions under the corresponding assumptions but we do not
formulate formally these results.
Theorem 6.8. Assume the hypotheses of Theorem 5.1. We suppose that the set ω satisﬁes the geometric as-
sumptions (HG). We also assume that (H3) holds where Λ is deﬁned by (2.26). Then the energy satisﬁes the
lower estimate
C1
(
E(0), E1(0),N
)((
H ′
)−1( 1
t − T0
))(N+2)/2
 E(t) C2
(
E(0)
)(
H ′
)−1( D
t
)
, ∀t  T1 + T0. (6.87)
Remark 6.9. A similar energy comparison result holds as for the one-dimensional case where the
power 3/2 should be replaced by (N + 2)/2. We do not formulate formally this result.
6.4. Lower and upper estimates for different examples of feedback growths
We now explicit the resulting lower and upper energy estimates for several examples of nonlinear
dissipation g . We will deﬁne g only in a right neighbourhood of 0, (0, r0], r0 being suﬃciently small,
so that its extension to R satisﬁes hypotheses (H1). We denote by D below a positive given constant.
Lemma 6.10. Example 1: polynomial case. Let g be given by g(x) = xp where p > 3 on (0, r0].
Then we have the estimates⎧⎪⎪⎨⎪⎪⎩
c1t
−2/(p−3) 
(
H˜ ′
)−1(1
t
)
 c2t−2/(p−3),
c1t
−2/(p−1) 
(
H ′
)−1( D
t
)
 c2t−2/(p−1),
(6.88)
for explicit positive constants c1 , c2 and t suﬃciently large.
Example 2: weak exponential dissipation. Let g be given by g(x) = e− 1x2 on (0, r0].
Then we have the estimates⎧⎪⎪⎨⎪⎪⎩
c1
(
ln(t)
)−1  (H˜ ′)−1(1
t
)
 c2
(
ln(t)
)−1
,
c1
(
ln(t)
)−1  (H ′)−1( D
t
)
 c2
(
ln(t)
)−1
,
(6.89)
for explicit positive constants c1 , c2 and t suﬃciently large.
Example 3: polynomial-logarithmic. Let g be given by g(x) = xp(ln( 1x ))q where p > 3 and q > 1 on (0, r0].
Then we have the estimates⎧⎪⎪⎨⎪⎪⎩
c1t
−2/(p−3)(ln(t))−2q/(p−3)  (H˜ ′)−1(1
t
)
 c2t−2/(p−3)
(
ln(t)
)−2q/(p−3)
,
c1t
−2/(p−1)(ln(t))−2q/(p−1)  (H ′)−1( D
t
)
 c2t−2/(p−1)
(
ln(t)
)−2q/(p−1)
,
(6.90)
for explicit positive constants c1 , c2 and t suﬃciently large.
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on (0, r0].
⎧⎪⎪⎪⎨⎪⎪⎪⎩
c1e
−2(ln(t))1/p 
(
H˜ ′
)−1(1
t
)
 c2e−2(ln(t))
1/p ,
c1e
−2(ln(t))1/p 
(
H ′
)−1( D
t
)
 c2e−2(ln(t))
1/p ,
(6.91)
for explicit positive constants c1 , c2 and t suﬃciently large.
Remark 6.11. Note that for H˜ to be strictly convex in the polynomial case (see also the polynomial-
logarithmic case), one has to have p > 3.
Proof. Example 1 is easy to check and has already being considered in [1,2] for H . Changing p − 1 to
p − 3, we get the results for H˜ as well.
For the three next examples, we set x(t) = (H˜ ′)−1(1/t).
For Example 2, we have
−3
2
ln
(
x(t)
)− 1
x(t)
+ ln
(
1
x(t)
− 1
2
)
= − ln(t).
We set y(t) = 1/ ln(t). Taking the ratio of the two quantities, we ﬁnd that x(t) is equivalent to y(t) as
t goes to ∞. We proceed similarly for estimating (H ′)−1(D/t).
For Example 3, we have, setting r = (p − 3)/2:
xr(t)
(
ln
(
1/
√
x(t)
))q[ p − 1
2
− q(ln(1/x(t)))−1]= 1
t
.
We set yr(t) = t−1. Taking ﬁrst the ratio of these two relations, we ﬁnd that
p − 1
2
(
x(t)
y(t)
)r( ln(1/√x(t) )
ln(1/
√
y(t) )
)q
is equivalent to 1 as t goes to ∞.
Taking then the logarithm of both above relations, we ﬁnd that ln(x(t)) is equivalent to ln(y(t))
as t goes to ∞. Hence, using these two equivalence properties, we ﬁnd that x(t) is equivalent to
C y(t)(ln(1/
√
y(t) ))−q/r as t goes to ∞. Changing then r to (p − 1)/2, we get both desired esti-
mates.
For Example 4, we y(t) = e−2(ln(t))1/p . We take the logarithm of the relation H˜ ′(x(t)) = 1/t . We
ﬁnd easily that ln(x(t)) = φ(t) ln(y(t)) where φ(t) is equivalent to 1 as t goes to ∞. Thus, we have
x(t) = y(t)e−2(ln(t))1/p(φ(t)−1) . One can check with some easy computations that (ln(t))1/p(φ(t) − 1)
converges to 0 as t goes to ∞. Hence x(t) is equivalent to y(t) as t goes to ∞. A similar proof holds
for H replacing H˜ . 
Theorem 6.12. We consider (2.1), that is the one-dimensional wave equation locally damped. We make the
hypotheses of Theorem 6.1, then the energy of strong solutions satisﬁes, for t suﬃciently large, the estimates
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C1
(
E(0), E1(0)
)
t−4/(p−3)  E(t) C2
(
E(0)
)
t−2/(p−1) for g(x) = xp, x ∈ [0, r0], p > 3,
C1
(
E(0), E1(0)
)(
ln(t)
)−2  E(t) C2(E(0))(ln(t))−1 for g(x) = e−1/x2 , x ∈ [0, r0],
C1
(
E(0), E1(0)
)
t−4/(p−3)
(
ln(t)
)−4q/(p−3)  E(t) C2(E(0))t−2/(p−1)(ln(t))−2q/(p−1),
for g(x) = xp
(
ln
(
1
x
))q
, p > 3, q > 1, x ∈ [0, r0],
C1
(
E(0), E1(0)
)
e−4(ln(t))1/p  E(t) C2
(
E(0)
)
e−2(ln(t))1/p ,
for g(x) = e−(ln( 1x ))p , 1< p < 2, x ∈ [0, r0].
Moreover similar estimates hold for the radial strong solutions of the locally damped wave equation in two
and three-dimensional annulus with the appropriate hypotheses on the support of ω (see Section 4.1). Similar
results also hold the boundary damped wave equation in one-dimensional and for radial solutions in three-
dimensional annulus (see respectively Section 3 and Section 4.3).
For more regular solutions, stronger lower estimates hold:
Theorem 6.13. We consider (2.1), that is the one-dimensional wave equation locally damped. We make the
hypotheses of Theorem 6.5, then the energy of more regular solutions, i.e. for initial data in W 2,∞(Ω) ×
W 1,∞(Ω) satisﬁes, for t suﬃciently large, the estimates
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
C1
(
E(0), E1(0)
)
t−3/(p−1)  E(t) C2
(
E(0)
)
t−2/(p−1) for g(x) = xp, x ∈ [0, r0], p > 1,
C1
(
E(0), E1(0)
)(
ln(t)
)−3/2  E(t) C2(E(0))(ln(t))−1 for g(x) = e−1/x2 , x ∈ [0, r0],
C1
(
E(0), E1(0)
)
t−3/(p−1)
(
ln(t)
)−3q/(p−1)  E(t) C2(E(0))t−2/(p−1)(ln(t))−2q/(p−1),
for g(x) = xp
(
ln
(
1
x
))q
, p > 1, q > 1, x ∈ [0, r0],
C1
(
E(0), E1(0)
)
e−3(ln(t))1/p  E(t) C2
(
E(0)
)
e−2(ln(t))1/p ,
for g(x) = e−(ln( 1x ))p , 1< p < 2, x ∈ [0, r0].
For the multi-dimensional locally damped wave equation, (5.69), we make the hypotheses of Theorem 6.8, then
the energy of solutions such that ut ∈ L∞([0,∞);W 1,∞(Ω)) satisﬁes, for t suﬃciently large, the estimates
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
C1
(
E(0), E1(0)
)
t−(N+2)/(p−1)  E(t) C2
(
E(0)
)
t−2/(p−1) for g(x) = xp, x ∈ [0, r0], p > 1,
C1
(
E(0), E1(0)
)(
ln(t)
)−(N+2)/2  E(t) C2(E(0))(ln(t))−1 for g(x) = e−1/x2 , x ∈ [0, r0],
C1
(
E(0), E1(0)
)
t−(N+2)/(p−1)
(
ln(t)
)−((N+2)q)/(p−1)  E(t) C2(E(0))t−2/(p−1)(ln(t))−2q/(p−1),
for g(x) = xp
(
ln
(
1
x
))q
, p > 1, q > 1, x ∈ [0, r0],
C1
(
E(0), E1(0)
)
e−(N+2)(ln(t))1/p  E(t) C2
(
E(0)
)
e−2(ln(t))1/p ,
for g(x) = e−(ln( 1x ))p , 1 < p < 2, x ∈ [0, r0].
Moreover similar estimates hold for the radial more regular solutions of the locally damped wave equation in
two and three-dimensional annulus with the appropriate hypotheses on the support of ω (see Section 4.2).
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We prove in this section a “weak” lower estimate and an upper estimate of the velocity of
smoother solutions in one-dimensional, radial domains of annulus type and general domains.
Theorem 7.1. Assume that (u0,u1) ∈ W 2,∞(Ω)×W 1,∞(Ω), E(0) > 0, that g satisﬁes (H1) and that g(0) =
g′(0) = 0. We denote by u the solution of (2.1) and E its energy. We deﬁne H as in (2.7). We also deﬁne
the function Λ as in (2.26). We assume that H satisﬁes (H3). We also suppose that the set ω satisﬁes the
assumptions of Theorem 6.1. Then the velocity ut satisﬁes the estimates⎧⎪⎪⎪⎨⎪⎪⎪⎩
limsup
t→∞
1
(H ′)−1( D0t )
‖ut‖L∞(Ω)  1,
‖ut‖L∞(Ω)  C2
(
E(0)
)[(
H ′
)−1( D
t
)]2/3
, for t suﬃciently large,
(7.92)
where C2(E(0)) is a generic constant which depends on E(0), and where D, D0 are positive constants.
To prove this result, we need the following lemma.
Lemma 7.2. We assume that g satisﬁes (H1) and that g(0) = g′(0) = 0. We deﬁne H as in (2.7) and H˜ as
in (2.16). We also deﬁne the function Λ as in (2.26). We assume that H satisﬁes (H3). We set μ = 1 if the ﬁrst
alternative of (H3) holds, otherwise μ > 0 is the one involved in the second alternative of (H3). Assume that
E : [0,∞) → (0,∞) is in W 1,1loc ([0,∞)) and satisﬁes the two inequalities
−E ′(t) βa H˜
(‖ut‖2L∞(Ω))E(t), ∀t  T−, (7.93)
where H˜ is deﬁned in (2.16), βa > 0 and T−  0 are given constants, and
E(t) βE(0)
(
H ′
)−1( D
t
)
, for t suﬃciently large. (7.94)
Deﬁne the solution z of the ordinary differential equation
z′(t) + H(μz(t))= 0, z(0) = z0 > 0, (7.95)
where z0 is given. Then we have
limsup
t→∞
( H˜(‖ut(t)‖2L∞(Ω))
H˜(μz(t))
)
 μ
βa
> 0. (7.96)
Proof. Assume to the contrary that (7.96) does not hold. Then there exists ε0 ∈ (0,μ/βa) and
T+  T− such that
βa H˜
(∥∥ut(t)∥∥2L∞(Ω)) βaηH˜(μz(t)), ∀t  T+,
where η = (μ/βa) − ε0 ∈ (0,μ/βa). By deﬁnition of z, we have
H˜
(
μz(t)
)= − z′(t)
μz(t)
.
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− E
′(t)
E(t)
−βaη
μ
z′(t)
z(t)
.
We integrate between T+ and t , this gives
K0  E(t)
(
z(t)
)−(βaη)/μ
, ∀t  T+,
where
K0 = E(T+)
(z(T+))(βaη)/μ
> 0.
Using (7.94) in this last estimate, we obtain
K0  βE(0)
(
H ′
)−1( D
t
)(
z(t)
)−(βaη)/μ
, ∀t  T2  T+, (7.97)
for a certain T2. We set z˜ = μz. Then z˜ satisﬁes (2.12) with κ = μ. Thanks to Lemma 2.4 (see
Lemma 2.4 in [1]), we have
∃ CD > 0 such that
(
H ′
)−1( D
t
)
 CD z˜(t) = CDμz(t), ∀t  T3  T2.
Using this last estimate in (7.97), we obtain
0 < K0  βE(0)CDμ
(
z(t)
)1−(βaη)/μ
, ∀t  T3.
But limt→∞ z(t) = 0 and by construction 1− (βaη)/μ > 0. Hence, we have a contradiction. 
Corollary 7.3. Assume the hypotheses of Lemma 7.2. Then, there exists D0 > 0 depending on μ and βa such
that
limsup
t→∞
(
1
(H ′)−1( D0t )
∥∥ut(t)∥∥2L∞(Ω)) 1. (7.98)
Proof. Set
γ = limsup
t→∞
( H˜(‖ut(t)‖2L∞(Ω))
H˜(μz(t))
)
 μ
βa
> 0.
Assume ﬁrst that γ < ∞, and let (tn)n be a sequence of times such that( H˜(‖ut(tn)‖2L∞(Ω))
H˜(μz(tn))
)
→ γ .
Let ε1 ∈ (0,μ/βa) be ﬁxed and set γ1 = γ − ε1 > 0. Then there exists N ∈ N such that∥∥ut(tn)∥∥2∞  H˜−1(γ1 H˜(μz(tn))), ∀n N.L (Ω)
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H˜(x) H ′(x), x ∈ (0, δ],
for δ > 0 suﬃciently small. Hence, we have(
H ′
)−1
(y) H˜−1(y), y ∈ (0, δ],
for δ > 0 suﬃciently small. Therefore, we have∥∥ut(tn)∥∥2L∞(Ω)  H˜−1(γ1 H˜(μz(tn))) (H ′)−1(γ1 H˜(μz(tn))), ∀n N2,
for a certain suﬃciently large integer N2. Now, thanks to the assumptions (H3), we can use the results
established in the proof of Lemma 2.4 [1], in particular we have that there exists C > 0 depending on
μ such that
C
t
 H˜
(
μz(t)
)
, for suﬃciently large t.
Hence, we have
(
H ′
)−1(Cγ1
tn
)

(
H ′
)−1(
γ1 H˜
(
μz(tn)
))
, for suﬃciently large n.
Thus, we have ∥∥ut(tn)∥∥2L∞(Ω)  (H ′)−1( D0tn
)
, for suﬃciently large n,
where D0 = Cγ1. If γ = ∞, we choose any γ1, and proceed as above. 
We can now give the proof of Theorem 7.1.
Proof. Thanks to our assumptions and to the previous results stated in Theorem 6.5, E satisﬁes the
upper estimates (and also the lower estimates) (6.83). On the other hand, thanks to our hypothe-
ses, inequality (2.22) established in the proof of Theorem 2.7 holds true. Hence E is nonvanishing
(for nonvanishing initial data of positive energy). E satisﬁes the assumptions of Lemma 7.2 and of
Corollary 7.3. This proves the upper and weak lower estimates on the velocity. 
A similar result holds in radial domains of annulus type in Rn for n = 2,3, but we do not formulate
these results. We only state the following result which proof is similar to that Theorem 7.1 and is left
to the reader.
Theorem 7.4. We assume the hypotheses of Theorem 6.8. We assume that Ω and g are such that there exist
solutions u of (5.69) such that ut ∈ L∞([0,∞);W 1,∞(Ω)). Then the velocity ut satisﬁes the estimates⎧⎪⎪⎪⎨⎪⎪⎪⎩
limsup
t→∞
1
(H ′)−1( D0t )
‖ut‖L∞(Ω)  1,
‖ut‖L∞(Ω)  C2
(
E(0)
)[(
H ′
)−1( D
t
)]2/(N+2)
, for t suﬃciently large,
(7.99)
where C2(E(0)) is a generic constant which depends on E(0), and where D0 is a constant.
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Theorem 7.5. We consider (2.1), that is the one-dimensional wave equation locally damped. We make the
hypotheses of Theorems 6.5, then the velocity of more regular solutions, i.e. for initial data in W 2,∞(Ω) ×
W 1,∞(Ω) satisﬁes, for t suﬃciently large, the estimates⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
limsup
t→∞
(
t1/(p−1)
∥∥ut(t)∥∥L∞(Ω))> 0, ∥∥ut(t)∥∥L∞(Ω)  C2(E(0))t−2/3(p−1),
for g(x) = xp, x ∈ [0, r0], p > 1,
limsup
t→∞
((
ln(t)
)∥∥ut(t)∥∥L∞(Ω))> 0, ∥∥ut(t)∥∥L∞(Ω)  C2(E(0))(ln(t))−1/3,
for g(x) = e−1/x2 , x ∈ [0, r0],
limsup
t→∞
((
(t)2/(p−1)
(
ln(t)
)2q/(p−1))∥∥ut(t)∥∥L∞(Ω))> 0,∥∥ut(t)∥∥L∞(Ω)  C2(E(0))t−2/3(p−1)(ln(t))−2q/3(p−1),
for g(x) = xp
(
ln
(
1
x
))q
, p > 1, q > 1, x ∈ [0, r0],
limsup
t→∞
((
e2(ln(t))
1/p )∥∥ut(t)∥∥L∞(Ω))> 0, ∥∥ut(t)∥∥L∞(Ω)  C2(E(0))e− 23 (ln(t))1/p ,
for g(x) = e−(ln( 1x ))p , 1 < p < 2, x ∈ [0, r0].
For the multi-dimensional locally damped wave equation, (5.69), we make the hypotheses of Theorem 6.8, then
the energy of solutions such that ut ∈ L∞([0,∞);W 1,∞(Ω)) satisﬁes, for t suﬃciently large, the estimates⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
limsup
t→∞
(
t1/(p−1)
∥∥ut(t)∥∥L∞(Ω))> 0, ∥∥ut(t)∥∥L∞(Ω)  C2(E(0))t−2/[(N+2)(p−1)],
for g(x) = xp, x ∈ [0, r0], p > 1,
limsup
t→∞
((
ln(t)
)∥∥ut(t)∥∥L∞(Ω))> 0, ∥∥ut(t)∥∥L∞(Ω)  C2(E(0))(ln(t))−1/(N+2),
for g(x) = e−1/x2 , x ∈ [0, r0],
limsup
t→∞
((
t2/(p−1)
(
ln(t)
)2q/(p−1))∥∥ut(t)∥∥L∞(Ω))> 0,∥∥ut(t)∥∥L∞(Ω)  C2(E(0))t−2/[(N+2)(p−1)](ln(t))−2q/[(N+2)(p−1)],
for g(x) = xp
(
ln
(
1
x
))q
, p > 1, q > 1, x ∈ [0, r0],
limsup
t→∞
((
e2(ln(t))
1/p )∥∥ut(t)∥∥L∞(Ω))> 0, ∥∥ut(t)∥∥L∞(Ω)  C2(E(0))e− 2N+2 (ln(t))1/p ,
for g(x) = e−(ln( 1x ))p , 1< p < 2, x ∈ [0, r0].
Moreover similar estimates hold for the radial more regular solutions of the locally damped wave equation in
two and three-dimensional annulus with the appropriate hypotheses on the support of ω (see Section 4.2).
8. Discussion on optimality and open questions
The lower and upper estimates given in the previous sections are not of the same order of con-
vergence to 0 as time goes to ∞. Hence, contrarily to the ﬁnite-dimensional case for which we prove
F. Alabau-Boussouira / J. Differential Equations 249 (2010) 1145–1178 1177optimality of our estimates in [1], the lower estimates obtained in the previous sections do not give
optimality (see also [10]).
We consider in the previous section general strong or more regular initial data, as well as localized
and boundary dampings and smoother solutions in general multi-dimensional cases. The main tools
we use are based on energy comparison principles and interpolation inequalities (see also [1]). Other
techniques have been developed. Vancostenoble and Martinez [24,25] consider a wave equation in
one-dimensional space Ω (or in an annulus Ω in R3 for radial solutions). This equation is subjected
to a nonlinear damping at the right extremity, whereas a homogeneous Dirichlet boundary condi-
tion is considered at the left extremity. They prove optimality for initial data of zero velocity in Ω .
Their proof is based on an explicit formula of the energy at speciﬁc times through a sequence. They
analyze the behavior of this sequence in polynomial cases and for general dampings under some ad-
ditional hypotheses. Carpio [7] takes another strategy based on differential inequalities and Lyapunov
approach to track the sharp dependence with respect to initial data of the constant involved in upper
estimates. She also proves optimality of the decay rates for the scalar ordinary differential equation
with polynomial growing dampings and optimality of the constant with respect to the initial data in
the upper estimates in some situations. These approaches are complementary in some way and bring
each some partial answers towards optimality.
Several questions raise and indeed, different strategies can be explored:
Is it possible as in Vancostenoble and Martinez to build examples of peculiar initial data solutions
leading to optimality results? Are there some other criteria based on regularity and a priori estimates
in appropriate spaces as in the present paper to generalize our results? Also important questions
such as: how far are optimality results depending on the regularity of the solutions and on the space-
dimension have to be considered. Vancostenoble and Martinez example in [24] shows that optimality
can hold true for solutions which are not strong solutions. From the point of view of applications,
numerics, and for the understanding of optimality questions, it is also important to have results such
as Carpio [7] with sharp estimates of the constants with respect to initial data. Also, it would be
interesting to know if the above results for radial domains of annulus type can be generalized to the
cases of a disc in R2 and of a sphere in R3.
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