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1 Introduction
To study properties of strongly-correlated many-body systems, numerical simulation pro-
vides us powerful tools. Exact diagonalization of the Hamiltonian gives the complete infor-
mation of physical systems, however it requires an exponentially large amount of the com-
putational cost as the number of particles increases. Monte Carlo simulation of the path
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integral circumvents this problem, and many physical systems of hadron and condensed-
matter physics in thermal equilibrium have been successfully studied with this method [1–4].
Monte Carlo simulation is based on importance sampling, and thus the Boltzmann
weight exp(−S) with the classical action S must be positive semi-definite. The Boltzmann
weight in many interesting systems, however, takes on complex values, so that the idea
of importance sampling cannot be applied, which is called the sign problem [5, 6]. The
conventional solution of this problem is the reweighting method with phase quenching, but
this procedure generally revives the exponential complexity and its use is very limited [7].
In hadron physics, high-density cold nuclear matter gets a lot of attention because of its
relevance to neutron-star physics [8], but finite-density quantum chromodynamics (QCD)
suffers from the sign problem, and we do not have a technique for ab initio computations
of this theory [9].
Recently, a new systematic approach to the sign problem has been developing based
on the complexification of path-integral variables, and it is called the Lefschetz-thimble
Monte Carlo method [10–36]. If the integration variables are complexified, there is a great
deal of freedom in the choice of integration contours thanks to Cauchy’s theorem. Al-
though expectation values of physical observables does not change under the continuous
deformation of integration contours, the strength of the sign problem heavily depends on
the choice of contours, so we can expect that there must be an optimal choice. For one-
dimensional integrals, it is given by the stationary-phase path, and its higher dimensional
analogue is called the Lefschetz thimble. This technique has been developed in the context
of the hyperasymptotics of multi-dimensional exponential integrals [37–39], and it is now
applied in physics not only to the sign problem but also to the resurgence theory [40–62].
Quite recently, the Lefschetz-thimble method is also discussed in the context of quantum
cosmology [63, 64] through its application to the real-time quantum phenomena [17, 18, 31].
In order to find Lefschetz thimbles, all we have to do is to analyze the gradient flow in
the space of complexified field configurations zi = xi + iyi [40, 41]:
dzi
dt
=
(
∂S(z)
∂zi
)
. (1.1)
However, as we will see in this paper, solutions of the gradient flow (1.1) generically blow
up within finite-time intervals, so one must treat them carefully in numerical computations
to get the correct answer. Instead, we propose a new gradient flow equation,
dzi
dt
= e−2Re(SB(z))/ΛB
|D(z)|2
|D(z)|2 + Λ−2F
(
∂S(z)
∂zi
)
, (1.2)
where SB is the bosonic classical action, D is the fermionic determinant, and the total
classical action is S = SB − lnD. Here, ΛB and ΛF are positive real parameters to be
tuned appropriately. This new flow equation (1.2) turns out to define the Lefschetz-thimble
decomposition of the original integration as the conventional one (1.1) does, and all of its
solutions do not show blow-up.
This paper is organized as follows: Section 2 gives a brief review on the Lefschetz-
thimble method with the conventional gradient flow, and we argue that blow-up generically
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happens using simple examples. In Sec. 3, we introduce new gradient flows and justify
their use for the Lefschetz-thimble method. Furthermore, we show that blow-up does not
occur in that new flow equation. In Sec. 4, we numerically study the gradient flow in
simple examples to see its behaviors and check that the sign problem is indeed equally
solved compared with the conventional gradient flow. Concluding remarks are made in
Sec. 5. Several technical details are worked out in two appendices. In appendix A, we give
a mathematical proof on the equivalence among gradient flows. The deviation equation of
the gradient flow to compute the Jacobian is given in Appendix B, and in Appendix C, we
discuss some technical details on the complex structure to claim that our proposal works
with gauge symmetries.
2 Blow-up of conventional gradient flows for Lefschetz thimbles
We first review the Lefschetz-thimble approach to the sign problem in Sec. 2.1. In Sec. 2.2,
we explain that the gradient flow conventionally used blows up in a finite time by demon-
strating it in simple two examples.
2.1 Brief review of Lefschetz-thimble methods for sign problems
Let us consider the following integral,
Z =
∫
Rn
dnx exp [−S(x)] , (2.1)
where the action S(x) is a complex-valued polynomial in x. Since S(x) is complex valued,
this integral becomes oscillatory and the sign problem appears. The Lefschetz-thimble
method is a method to make the sign problem milder by deforming the integration contour
Rn to other n-dimensional submanifolds of the complexified space Cn.
Conventionally, such submanifolds are constructed by solving the following gradient
flow [10–36],
dzi
dt
=
(
∂S(z)
∂zi
)
, (2.2)
where zi is a holomorphic coordinate of Cn: zi = xi + iyi. We can understand why
(2.2) is called the gradient flow as follows: Let us pick up the standard (Kähler) metric
ds2 = δijdz
i⊗dzj , then (2.2) is indeed the gradient flow with the height function h(z, z) =
2Re(S(z)),
dzi
dt
= δij
∂
∂zj
h(z, z). (2.3)
Therefore, Re(S(z)) = 12h(z, z) monotonically increases along the flow (2.2). Another
important property of (2.2) is that Im(S(z)) is constant along the flow,
d
dt
Im(S(z)) = 0, (2.4)
because of the holomorphy of S(z).
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Let {zσ}σ∈Σ be the set of the saddle points, ∂S(zσ) = 0. Using the gradient flow (2.2),
we define the Lefschetz thimble and its dual by [10, 14, 17, 40, 41]
Jσ = {z(0) ∈ Cn | z(−∞) = zσ}, Kσ = {z(0) ∈ Cn | z(+∞) = zσ}, (2.5)
respectively. The claim from the Picard–Lefschetz theory is that we can compute relative
homologies as [37–41]
Hn(Cn, {e−Re(S)  1}) '
∑
σ
ZJσ, (2.6)
Hn(Cn, {e−Re(S)  1}) '
∑
σ
ZKσ, (2.7)
if S(z) satisfy certain properties. By imposing appropriate orientations to Jσ and Kσ, the
intersection pairing satisfies
〈Jσ,Kτ 〉 = δστ , (2.8)
and thus we can compute the homology class of the original integration cycle Rn as
[Rn] =
∑
σ∈Σ
〈Rn,Kσ〉[Jσ], (2.9)
where [J ] represents the homology class of the cycle J . As a result, we can rewrite the
original integration as
Z =
∑
σ
〈Rn,Kσ〉
∫
Jσ
dnz exp [−S(z)] . (2.10)
Since Im(S(z)) is constant along each Lefschetz thimble Jσ, the sign problem of (2.10) can
be absent or much milder than that of the original integral (2.1).
There is a practical way to realize the decomposition (2.10), and we introduce it follow-
ing Refs. [30, 31]. Let z(t, x) be the solution of (2.2) with the initial condition z(0, x) = x.
We fix the flow time T , and define the n-dimensional submanifold by
J (T ) = {z(T, x) ∈ Cn |x ∈ Rn}. (2.11)
Thanks to Cauchy’s theorem, we obtain
Z =
∫
J (T )
dz exp[−S(z)] =
∫
Rn
dnx det
(
∂zi(T, x)
∂xj
)
exp[−S(z(T, x))]. (2.12)
The first identity means that J (T ) belongs to the same homology class as Rn. Further-
more, if T is sufficiently large, J (T ) would become almost identical to the sum of Lefschetz
thimbles. Therefore, the last expression of (2.12) can be regarded as a realization of the
Lefschetz-thimble decomposition (2.10) when T is large enough, which is useful for numer-
ical computations.
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2.2 Blow-up of conventional flows
In order to construct J (T ), we need to solve the gradient flow (2.2) numerically accurately,
and thus it is quite important to understand its properties. Here, we would like to point
out that the blow-up of solutions is a quite generic phenomenon for nonlinear differential
equations. To be specific, let us consider the asymptotic behavior of the gradient flow (2.2)
in simple examples, and we will show that the solutions of (2.2) blow up.
The first example is a quartic potential S(x) = x4. One can regard this as a prototype
of the scalar φ4 field theory when the fields are quite large and the mass term is negligible.
The gradient flow (2.2) is
dx
dt
= 4x3, (2.13)
where we consider the case x is real. We can solve this equation with the initial condition
x(0) = x0 > 0 as
x(t, x0) =
1√
x−20 − 8t
. (2.14)
We can readily see that x(t)→∞ as t↗ 1
8x20
, and the solution blows up within a finite time
even for this simple example. One must be careful with the treatment of blow-up when we
apply the conventional gradient flow to construct Lefschetz thimbles numerically. Let us
make it clear that this is quite a generic phenomenon. For that purpose, we set k = deg(S),
then the flow equation for r2 =
∑
i |zi|2(→∞) behaves as
dr
dt
∼ crk−1, (2.15)
with some positive coefficient c. The qualitative behavior is hence given by r ∼ (tc −
t)−1/(k−2) for some blow-up time tc. The only exception is the case when k = 2; the
blow-up does not occur only if S is Gaussian.
In order to avoid confusion, we emphasize that the blow-up does not violate the identity
(2.12) if the equations are interpreted appropriately. Returning to the example Eq. (2.13),
we now fix the flow time T , and regard x(T, x0) as a function of the initial condition x0 in
the following way;
x(T, x0) =

+∞, x0 > 1/
√
8T ,
x0/
√
1− 8Tx20, −1/
√
8T < x0 < 1/
√
8T ,
−∞, x0 < −1/
√
8T .
(2.16)
In this example, the formula (2.12) must be interpreted as
Z =
∫ 1/√8T
−1/√8T
dx0
∂x(T, x0)
∂x0
exp
[−x(T, x0)4] , (2.17)
which is true since it is obtained by change of variables. In this sense, (2.12) gives the
correct answer.
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Let us give a heuristic argument why the formula holds true even with the blow-up. As
we have seen, Re(S(z)) increases monotonically as the flow time becomes larger. Therefore,
as the solution blows up, Re(S(z)) diverges to +∞, which implies that
e−S(z) → 0. (2.18)
The region where the solution blows up within the flow time T does not contribute because
the Boltzmann weight vanishes.1 The rest in the original integration cycle, (−1/√8T , 1/√8T ),
covers the whole J (T ) ⊂ Cn, which gives the same value as the original integral. There-
fore, the blow-up is not the problem of the formulation but requires a correct treatment in
numerical computations.
Next, let us consider the following example,
Z =
∫
R
dx(1− x2) exp (−x2) , (2.19)
i.e., S(x) = x2 − ln(1 − x2). Here, one can think of factor (1 − x2) as a toy fermion
determinant. We will apply Lefschetz-thimble method to this case, and find that Lefschetz
thimbles terminate not only at infinities of the configuration space but also at the zeros of
the fermion determinant [19, 20]. In this example, there are no infinities, so let us consider
the behavior near zeros of the fermion determinant and set x = 1 + δx and |δx|  1. The
conventional flow equation for δx is
dδx
dt
= − 1
δx
+ · · · . (2.20)
Here, the ellipsis represents the nonsingular terms at δx = 0, and we neglect them. The
solution with the initial condition δx(0) = δx0  1 is given by
δx(t) = δx0
√
1− 2t
δx20
, (2.21)
and the flow again reaches the singular point δx = 0 (or x = 1) within the finite time
t = 12δx
2
0. To interpret the formula (2.12) correctly, at flow time T we must exclude the
region [−1 − √2T ,−1 + √2T ] ∪ [1 − √2T , 1 + √2T ] from the integral by noticing that
Re(S) = +∞ in this region.2
3 Proposal of new gradient flows without blow-up
In Sec. 2.2, we have seen that the blow-up of conventional gradient flows happens even
for very simple examples. The formula for the Lefschetz-thimble integral is still correct
1Strictly speaking, the discussion given here is slightly imprecise. When the flow blows up, the Jacobian
factor det(∂z(T, x)/∂x) diverges. Therefore, the suppression (2.18) must be strong enough to ensure that
det(∂z(T, x)/∂x)e−S → 0. Here we just point out that this is the case for S(x) = x4.
2In the case of the bosonic action, we need require that det(∂z(T, x)/∂x)e−S → 0. In the fermionic case,
this requirement is too strong and not necessarily satisfied. It is enough to require that det(∂z(T, x)/∂x)e−S
is bounded around zeros of the fermion determinant because the region with blow-ups shrinks to a set of
measure zero. This is actually the case for S(x) = x2 − ln(1 − x2) since the region [1 − √2T , 1 + √2T ]
shrinks to the point {1} while det(∂z(T, x)/∂x)e−S remains finite.
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even when blow-up occurs, but we must carefully control that behavior when we perform
numerical computations. In this section, we propose a new gradient flow,
dzi
dt
= e−2Re(SB(z))/ΛB
|D|2
|D|2 + Λ−2F
(
∂S(z)
∂zi
)
, (3.1)
for some regularization parameters ΛB,ΛF ≥ 1. We here consider the case S(z) = SB(z)−
lnD(z), where SB(z) is a polynomial that mimics the bosonic action and D(z) is a poly-
nomial that mimics the fermion determinant (i.e., SF = − lnD is the effective action for
fermions).
3.1 Justification of new gradient flows
In this section, we argue that the new gradient flow (3.1) also defines the Lefschetz-thimble
decomposition. To make the argument applicable to more general cases, let us consider a
regular Hermitian metric3 ds2 = gij(z, z)dz
i ⊗ dzj . Especially, it should be noticed that
gij(z, z)v
ivj > 0 (3.2)
for any z ∈ Cn and v ∈ TzCn \ {0}. Using the Hermitian metric, we define the gradient
flow as
dzi
dt
= gij(z, z)
(
∂S(z)
∂zj
)
. (3.3)
Here, gij is the inverse of metric gij . We obtain (3.1) by setting
gij(z, z) = e−2Re(SB(z))/ΛB
|D|2
|D|2 + Λ−2F
δij . (3.4)
One can easily check that this metric is Hermitian on Cn \ {D = 0}.
We point out that any choice of the Hermitian metric defines an equivalent Lefschetz-
thimble decomposition of the exponential integral. Using the flow equation (3.3), we obtain
dS(z)
dt
=
∂S
∂zi
dzi
dt
= gij
∂S
∂zi
∂S
∂zj
≥ 0. (3.5)
Therefore, the two most important properties of the conventional flow equation are satis-
fied in the general case (3.3): (a) Re(S(z)) increases monotonically and stays constant only
at saddle points, ∂S(zσ) = 0. (b) Im(S(z)) is constant along the gradient flow. In Ap-
pendix A we will give a proof that all gradient flows define an equivalent Lefschetz thimble
decomposition under certain conditions on S(z).
It would be more convincing to relate the new gradient flows (3.1) with the conventional
gradient flow. We have introduced two positive parameters ΛB and ΛF in the metric of
3In Refs. [40, 41], the Kähler nature of the complexified space is emphasized, but our proposal does not
necessarily satisfy the Kähler condition. If one tries to define the intersection number between Jσ and Kτ
when S has a continuous symmetry, the Kähler nature becomes important to ensure its well-definedness
(see Appendix C for more details). Following the recent proposal in Ref. [30], however, one can deform
the contour appropriately without using intersection numbers, and thus the Hermitian property would be
sufficient for our purpose.
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the gradient flow (3.1), and we can obtain the conventional flow equation by taking the
limit ΛB,ΛF →∞. In this sense, the new and conventional gradient flows are related by a
continuous deformation without violating the most important properties of the conventional
flow: ddtRe(S) ≥ 0 and ddt Im(S) = 0 for any ΛB,ΛF ≥ 1. Let us emphasize that our
proposal is just a single example among the huge set of possibilities for the choice of gij .
Other choices, such as
gij =
|D|2
(1 + Re(SB)2/Λ2B)(|D|2 + Λ−2F )
δij , (3.6)
also satisfy all the above arguments, and we shall show that both choices work nicely to
prevent blow-up in finite time.
3.2 Proof of the absence of blow-up
Let us check that the new gradient flows (3.1) does not blow up within a finite time. We
assume that the action takes the form S = SB − lnD.
We should notice that the flow diverges along the direction Re(S(z)) → +∞ because
Re(S) monotonically increases. There are two possibilities to realize this divergence:
Re(SB(z))→∞, (3.7)
or
D(z)→ 0. (3.8)
In the first case, |z| → ∞ since we assumed that SB(z) is polynomial. In the second case,
z approaches a zero of D which are located in a bounded region. It is sufficient for our
purpose to analyze the gradient flow in these limiting regions.
We first consider the flow defined by (3.1). We can write the equation as
dzi
dt
= e−2Re(SB(z))/ΛB
|D(z)|2
|D|2 + Λ−2F
(
∂SB(z)
∂zi
− 1
D(z)
∂D(z)
∂zi
)
. (3.9)
In the limit Re(SB(z))→ +∞, all factors on the right hand side except for e−2Re(SB) shows
a polynomial dependence on z or z. Since |z|  1 in this region, this implies that dz/dt is
exponentially small, which means that z(t) → ∞ only logarithmically. In the other limit
D(z) → 0, we have that dz/dt ∝ D(z) neglecting higher order corrections. Let λ be a
zero of D(z) and write D(z) ' (z − λ)k for some k ≥ 1, then the second term in (3.9)
gives ddt |z − λ| ∼ −|z − λ|2k−1, so that |z − λ| ∼ t−1/(2k−2) (|z − λ| ∼ exp(−ct) for some
c > 0 when k = 1). In both limits, it an takes infinitely long time for the flow to reach the
singularities.
We next consider the gradient flow with the metric (3.6):
dzi
dt
=
|D(z)|2
(1 + Re(SB(z))2/Λ2B)(|D(z)|2 + Λ−2F )
(
∂SB(z)
∂zi
− 1
D(z)
∂D(z)
∂zi
)
. (3.10)
The same analysis holds for the limits D(z)→ 0, and we again obtain |z − λ| ∼ t−1/(2k−2)
when z is close to a zero λ of D(z). We now consider the case Re(SB) → ∞ as |z| → ∞.
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To be specific, let SB(z) is a polynomial of order n, then we obtain that dz/dt ∼ 1/zn+1.
Therefore, |z(t)| ∼ t1/(n+2) and it again takes an infinitely long time for the flow to diverge.
As a result, we have analytically shown that the blow-up within finite time can be
evaded for certain choices of the Hermitian metric gij on the complexified space Cn, and
we have constructed two specific examples in (3.1) and (3.6). Let us give an intuitive
explanation of why the blow-up is prevented by introduction of the metric. For both
choices, the metric gij becomes quite small if
Re(SB) & ΛB, |D| . 1/ΛF . (3.11)
Until the flow reaches this region, the new gradient flows show qualitatively the same
behavior as the conventional one. However, once the flow reaches this region, the metric
decelerates the flow sufficiently, and blow-up does not occur at a finite time.
3.3 On the choice of ΛB and ΛF
For practical use of our proposal in numerical computations, the appropriate choice of ΛB
and ΛF is important. Let us write gij = gδij , then the introduction of the metric effectively
changes the discretization time ∆t to g∆t. If one uses the fourth-order Runge-Kutta method
for solving the gradient flow, the error is given by O((g∆t)4).
It is quite natural from this point of view to require that g . 1 while solving the flow
starting from real configurations. This puts the constraints on ΛB as
ΛB >
∣∣∣∣2 minx∈Rn Re(SB(x))
∣∣∣∣ . (3.12)
If we know the complex saddle points {zn} that have nonzero intersection numbers, then the
flow reaches to the most dominant saddle points with a reasonable flow time by requiring
ΛB >
∣∣∣2 min
n
Re(SB(zn))
∣∣∣ . (3.13)
It seems that there is no constraint for the upper bound of ΛB, so one can take a sufficiently
large ΛB that satisfies these constraints.
For any ΛF , the condition g < 1 is satisfied, and thus the lower bound is not given by
this consideration. There is, however, an upper bound of ΛF for practical use. Let z∗ be a
zero of the fermion determinant, and thus D(z) ' D′(z∗)(z − z∗). The flow equation (3.1)
in the vicinity of z = z∗ reduces to
d
dt
(z − z∗) ' −Λ2F |D′(z∗)|2(z − z∗). (3.14)
The solution is given by
z − z∗ ∝ exp(−Λ2F |D′(z∗)|2t). (3.15)
In order to solve this exponentially fast convergence, we need to require that Λ2F |D′(z∗)|2∆t .
1 with the discretization time step ∆t. As a result, we obtain
ΛF . 1/
√
|D′(z∗)|2∆t. (3.16)
Although it is difficult to evaluate D′(z∗) for realistic theories, the parametric dependence
on ∆t of the upper bound of ΛF is obtained in this way.
– 9 –
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Figure 1. Complex contours JΛ=∞(Tflow) for the Airy integral with the trivial metric. The dashed
black curves show flow lines with initial condition at the intersection with the real axis.
4 Numerical tests in simple examples
In this section, we compare behavior of the conventional and new gradient flow numerically
for simple examples, the Airy integral, a toy model for a fermion determinant and a one-link
U(1) model.
4.1 Airy integral
As a first example, we consider the Airy integration,
Z = Ai(1) =
1
2pi
∫
R
dx exp
{
i
(
x3
3
+ x
)}
. (4.1)
The action of this theory is S(z) = SB(z) = −i
(
z3
3 + z
)
, and it has two saddle points
at z = z± = ±i. The saddle point with non-zero intersection number is z+ = i, and the
classical action at that point is SB(z+) = 23 .
We numerically solve the gradient flow (3.1). Since the fermion determinant is absent,
we set ΛF →∞ and write Λ = ΛB:
dz
dt
= exp
(
− 2
Λ
Re(SB)
)(
∂SB
∂z
)
. (4.2)
The other flows (3.6) give qualitatively similar behaviors, so we do not repeat our analysis.
Let zΛ(t, x) be the solution with the initial condition zΛ(0, x) = x, and define the complex
contour
JΛ(Tflow) = {zΛ(Tflow, x)|x ∈ R} . (4.3)
Figure 1 shows the behavior of the gradient flow using the trivial metric, i.e. Λ = ∞.
The solid blue line is the Lefschetz thimble. The dashed lines show the flow lines starting
from some real points, and other solid lines show the contours JΛ=∞(Tflow) at Tflow =
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(a) Tflow dependence at Λ = 5
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(b) Λ dependence at Tflow = 1.0
Figure 2. Complex contours JΛ(Tflow) for the Airy integral. The black dashed curves in the left
figure show flow lines with initial condition at the intersection with the real axis. The saddle point
is denoted by the blue dot which is intersected by the Lefschetz thimble in the left figure.
0.1, 0.5, and 1.0. In Fig. 2, we compute JΛ(Tflow) at several Tflow and Λ using fourth-
order Runge-Kutta method with time step ∆t = 0.001. We show the Tflow-dependence of
JΛ(Tflow) at Λ = 5 in Fig. 2a by computing at Tflow = 0.1, 0.5, 1.0, and 2.0. In Fig. 2b, we
show the Λ-dependence at Tflow = 1.0. As we have shown in Sec. 3, the flow equation for
any Λ prevents the blow-up since the flow slows down if Re(SB) & Λ. Since SB(z+) is of
the order of 1, we observe in Fig. 2b that Λ = 1 regularizes the flow too much and the flow
stops before reaching the relevant saddle point. For Λ & 5, JΛ(Tflow = 1.0) almost reaches
the saddle point z+.
Let us now define the reweighting factor for phase quenching on JΛ(Tflow) by
R =
∫
JΛ(Tflow) dz exp(−S(z))∫
JΛ(Tflow) |dz exp(−S(z))|
=
∫
R dx ∂xzΛ(Tflow, x) exp{−S(z(Tflow, x))}∫
R dx |∂xzΛ(Tflow, x) exp{−S(z(Tflow, x))}|
. (4.4)
When Tflow = 0, then JΛ(0) = R and this reweighting factor vanishes for the Airy integral,
R(Tflow) = 0. In order to get a better understanding of the qualitative behavior of R, let
us comment on the semiclassical evaluation of R in the Lefschetz-thimble method. In this
case, only the Lefschetz thimble at z = z+ contributes. Therefore,
R(Tflow →∞) '
√
1/S′′(z+)e−S(z+)∣∣∣√1/S′′(z+)e−S(z+)∣∣∣ = 1 (4.5)
in the semiclassical approximation, and we expect that R becomes slightly smaller in
the exact computation due to the residual sign problem coming from the Jacobian factor
∂zΛ(Tflow,x)
∂x . In Fig. 3, we show the dependence of the reweighting factor on Tflow between
0 < Tflow ≤ 2.0 at Λ = 1, 2, 5, and 100. In all cases, R grows monotonically as Tflow
becomes larger. Since the choice Λ = 1 regularizes the flow too much as we have discussed,
R is not saturated for Tflow ≤ 2.0. When Λ & 5 for the Airy integral, the additional fac-
tor e−2Re(SB)/Λ in the flow equation decelerates the flow only inside unimportant complex
domains, and R shows dependence on Λ very weakly.
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Figure 3. Tflow-dependence of the reweighting factor for the Airy integral at various Λ’s.
4.2 Gaussian model with fermion determinant
We consider the following Gaussian integral:
Z =
∫
R
dx (x+ i(α− β))p exp
(
−1
2
(x− iβ)2
)
. (4.6)
In this model, the bosonic action is SB(z) = 12(z − iβ)2 and the fermionic determinant is
D(z) = (z + i(α− β))p, so this model is a prototype of the sign problem with the fermion
determinant. Properties of the sign problem of this model (at β = 0) have been studied with
the complex Langevin method in Ref. [65]. The saddle points of the action S = SB − lnD
are given by
z = z± = iβ +
−iα±
√
4p− α2
2
. (4.7)
For α < 2√p, which we refer to as case 1, both the saddle points contribute to the integral,
and the complex Langevin method breaks down in generic cases [65]. This failure can be
understood as a result of different complex phases for those two Lefschetz thimbles (at least
within the semiclassical regime) [29], which necessarily requires a polynomial tail of the
complex Langevin distribution and violates assumptions in the formal proof of the complex
Langevin method [65–68] (see also Refs. [69, 70] for recent related analytical studies). For
α > 2
√
p, both classical solutions are purely imaginary, and only one of the saddle points
has non-zero intersection number. In this case, which we refer to as case 2, the complex
Langevin method works [65].
4.2.1 Case 1
In the following, we set p = 2, α = 2, and β = 3 so that α2 < 4p:
z± = ±1 + 2i. (4.8)
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(a) Tflow dependence at Λ = 2.
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(b) Λ dependence of JΛ(Tflow) at Tflow = 1.0.
Figure 4. Complex contours JΛ(Tflow) for the Gaussian model with the fermion determinant with
p = 2, α = 2, and β = 3 (Case 1). The black dashed curves (left figure) show flow lines with initial
condition at the intersection with the real axis. The zero of the “fermion determinant” is denoted
by the red square while the blue dots shows the saddle points which are intersected by the Lefschetz
thimble in the left figure.
The zero of the fermion determinant is located at z∗ = i(β − α) = i. The values of the
classical action at z = z± are
S(z±) = − ln(2)∓
(
1 +
pi
2
)
i. (4.9)
We see from this expression that the two saddle points indeed have different phases.
Since the Gaussian bosonic action SB = 12(x − iβ)2 does not cause the blow-up, we
set ΛB → ∞ and concentrate studying the effect of the fermion determinant. We write
Λ = ΛF , and the flow equation becomes
dz
dt
=
|D(z)|2
|D(z)|2 + Λ−2
(
∂SB(z)
∂zi
− 1
D(z)
∂D(z)
∂zi
)
. (4.10)
We again solve this gradient flow for various Λ using the fourth-order Runge-Kutta method
with the time step ∆t = 0.01, and obtain JΛ(Tflow).
In Fig. 4, we show how JΛ(Tflow) develops as Tflow and Λ are changed. In Fig. 4a,
its Tflow-dependence at Λ = 2 is shown, and JΛ(Tflow) approaches to the saddle point,
z± = ±1 + 2i as Tflow becomes larger. Let us also pay attention to the behavior of flows in
the vicinity of the zero of D, z∗ = i. Since the flow slows down around z = z∗, the complex
contours JΛ(Tflow) make a slight detour to evade that point. This feature can be more
clearly seem by looking at the Λ-dependence of the contours. In Fig. 4b, the Λ-dependence
is studied at Tflow = 1.0, and the detour becomes smaller as Λ becomes larger. This is
consistent with the previous analysis that the flow decelerates if |D| . Λ−1.
Figure 5 shows the Tflow-dependence of the reweighting factor R at Λ = 1, 2, and 100 for
0 < Tflow ≤ 2.0. Since the partition function Z is negative with our setup, the reweighting
factor R is also negative in this case. The reweighting factor of the conventional phase
quenching, i.e. R(Tflow = 0), is about −1.7 × 10−2 when p = 2, α = 2, and β = 3, and
we can observe how R develops as Tflow becomes larger for various values of Λ. To get a
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Figure 5. Tflow-dependence of the reweighting factor at various Λ’s for the Gaussian model for
p = 2, α = 2, and β = 3 (Case 1).
better understanding of the figure, let us comment on the semiclassical evaluation of the
reweighting factor in the Lefschetz-thimble method. In the saddle-point approximation, the
reweighting factor is given by
R(Tflow →∞) '
√
1/S′′(z+)e−S(z+) +
√
1/S′′(z−)e−S(z−)∣∣∣√1/S′′(z+)e−S(z+)∣∣∣+ ∣∣∣√1/S′′(z−)e−S(z−)∣∣∣ . (4.11)
It is easy to find that
√
1/S′′(z±)e−S(z±) = c exp
(±i(1 + pi2 + pi8 )) for some c > 0. As a
result, we get R(Tflow →∞) = cos(1 + pi2 + pi8 ) ' −0.98 in the semiclassical approximation,
which is roughly consistent with the saturation value given in Fig. 5.
4.2.2 Case 2
In the following, we set p = 2, α = 3, and β = 4 so that α2 > 4p, and the saddle points are
located at
z+ = 3i, z− = 2i. (4.12)
The zero of the fermion determinant is at z = z∗ = i. The values of the classical action at
z = z± are
S(z+) = −1
2
− 2 ln(2)− ipi, S(z−) = −2− ipi. (4.13)
These two classical actions have the same imaginary part, and the theory is indeed on the
Stokes ray; two saddle points z± are connected by the gradient flow. We again consider the
gradient flow given by (4.10).
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Figure 6. Complex contours JΛ(Tflow) for the Gaussian model with the fermion determinant with
p = 2, α = 3, and β = 4 (case 2). The saddle points are again denoted by the blue dots with the
saddle point at 3i intersected by the Lefschetz thimble. The zero of the fermion determinant at i
is represented by the red square. The black dashed curves show flow lines with initial condition at
the intersection with the real axis.
This is a tricky example because JΛ(Tflow) does not converge to the contributing Lef-
schetz thimble J+ although their homology classes are the same, [JΛ(Tflow)] = [J+] (J±
are Lefschetz thimbles associated with saddle points z±). To make the discussion on the
intersection number well-defined, let us imagine that we add an infinitesimal imaginary part
to parameters α, β so that the theory is off the Stokes ray. If one draws the dual thim-
bles K+ and K−, one will find that K+ intersects with R only once but that K− intersects
with R twice with different relative orientations. Their intersection number with R can be
computed as 〈R,K+〉 = 1 and 〈R,K−〉 = 1 − 1(= 0). As a result, the Lefschetz-thimble
decomposition of the integral becomes∫
R
dx exp(−S(x)) =
∫
J++J−−J−
dz exp(−S(z)) =
∫
J+
dz exp(−S(z)). (4.14)
We can now see why JΛ(Tflow) 6→ J+ as Tflow → ∞ as manifolds: The construction of
JΛ(Tflow) is sensitive to the cancellation of two intersections between K− and R, and thus
the limit of JΛ(Tflow) roughly becomes
lim
Tflow→∞
JΛ(Tflow) ' (−∞+ z+, z+− 0+]∪ [z+− 0+, z∗]∪ [z∗, z+ + 0+]∪ [z+ + 0+, z+ +∞).
(4.15)
Since J+ ' (−∞ + z+, z+ + ∞), there are additional line segments, along which the
integrals of holomorphic functions cancel. This observation is important when we dis-
cuss the reweighting factor, since the additional segments reduce the reweighting factor:
R(Tflow →∞) ' −0.45.
Since the Λ dependence is quite weak except in the vicinity of z = z∗ = i for Λ & 10 as
we have seen in Fig. 4b for slightly different parameters, let us show the numerical result
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Figure 7. Tflow-dependence of the reweighting factor at Λ = 10 for the Gaussian model for p = 2,
α = 3, and β = 4.
only at Λ = 10. Figure 6 gives the Tflow dependence of contours JΛ(Tflow) at Λ = 10 for
0 < Tflow ≤ 5.0. We find that JΛ(Tflow) indeed approaches the contour given in (4.15) as
Tflow gets larger. Moreover, thanks to the metric in the gradient flow, JΛ(Tflow) detours
evading the zero of the fermion determinant z = z∗.
Figure 7 shows the Tflow dependence of the reweighting factor. Interestingly, the
reweighting factor reaches the maximum around Tflow ' 1.4 and overcomes the reweight-
ing factor, R(Tflow → ∞) ' −0.45, computed by using Lefschetz thimbles. It gradually
decreases after that, and approaches to R(Tflow →∞) ' −0.45.
4.3 U(1) one-link model
The U(1) one-link model is given by
Z =
∫ pi
−pi
dx
2pi
eβ cos(x)[1 + κ cos(x− iµ)]. (4.16)
The bosonic action is SB(z) = −β cos(z), and the fermion determinant is given by D(z) =
(1+κ cos(z−iµ)). This model is considered in Ref. [16] in the context of Lefschetz thimbles.
In order to control the blow-ups of this model at various values of the parameters, we need
to introduce both ΛB and ΛF in the metric of the gradient flow. We shall see that our
proposal to change the flow works well also for this situation. The structure of Lefschetz
thimbles changes drastically as the parameter κ exceeds 1, so we consider the cases κ = 1/2
and κ = 2. We always set β = 1 and µ = 2.
4.3.1 Small κ
We take κ = 1/2, β = 1, and µ = 2 in (4.16), and we set ΛB = 5 throughout the analysis
in this case. The relevant saddle points are approximately given by
z1 ' 0.48i, z2 ' pi + 1.17i. (4.17)
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(a) Tflow dependence at ΛF = 5
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(b) ΛF dependence at Tflow = 1.0
Figure 8. Complex contours JΛ(Tflow) for the U(1) one-link model with κ = 1/2. We set ΛB = 5.
The saddle points are denoted by the blue dots while the zeros of the fermion determinant are
depicted as red squares. The dashed curves in the left figure are flow lines which end at a zero of
the fermion determinant or at the saddle point on the imaginary axis which is intersected by the
Lefschetz thimble.
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Figure 9. Tflow-dependence of the reweighting factor for the U(1) one-link model with κ = 1/2
and ΛB = 5.
The values of the classical action at these saddle points are S1 ' −1.9 and S2 ' 2.9, respec-
tively, and thus the contribution is dominated by z1. The zeros of the fermion determinant
are located at
z∗± = pi + i
(
µ± cosh−1(1/κ)) . (4.18)
In Fig. 8a, the blue solid curve shows the Lefschetz thimble of z1 that contributes to Z,
and red squares show the zero z∗− of the fermion determinant. We show in Fig. 8a how
JΛ(Tflow) develops as Tflow increases at ΛB = ΛF = 5. In Fig. 8b, the ΛF dependence of
JΛ(Tflow) is studied at Tflow = 1.0, and the contours approach to z = z∗− as ΛF becomes
larger. In this parameter region, ΛB does not play a significant role, because the blow-up
due to the bosonic action SB does not occur.
Figure 9 shows the Tflow-dependence of the reweighting factor at ΛF = 1 and 5. We find
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(a) Tflow dependence at ΛF = 5
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(b) ΛF dependence at Tflow = 1.5
Figure 10. Complex contours JΛ(Tflow) for the U(1) one-link model with κ = 2. We set ΛB = 10.
The saddle points, which in the left figure are intersected by the Lefschetz thimble, are denoted
by the blue dots while the zero or the fermion determinant are shown as red squares. The dashed
black curves show flow lines with initial condition on the real axis.
that the ΛF dependence of the reweighting factor is quite small even though the contours
themselves strongly depend of ΛF as we have seen in Fig. 8b. In this case, the contribution
to Z is dominated by one saddle point z1, and thus the reweighting factor becomes close
to 1. For ΛF = 5, the reweighting factor reaches its maximum around Tflow ' 1.6, and it
slightly decreases after that. This is because the zero z∗− obstructs the deformation of real
cycle to the Lefschetz thimble shown by the blue solid curve as we have seen in the Gaussian
model, and thus the residual sign problem becomes more severe when Tflow becomes larger
than a certain value.
4.3.2 Large κ
We take κ = 2, β = 1, and µ = 2 in (4.16), and we set ΛB = 10 throughout the analysis in
this case. The relevant saddle points are approximately given by
z1 ' 0.65i, z2,3 ' ±2.28 + 2.13i. (4.19)
The values of the classical action at these saddle points are S1 ' −2.9 and S2,3 ' 3.8±5.7i,
and thus the contribution is dominated by z1. The zeros of the fermion determinant are
given by
z∗± = ±(pi − cos−1(1/κ)) + iµ. (4.20)
These zeros are shown with red squares in Fig. 10a, and the blue solid curves show the
Lefschetz thimbles contributing to Z.
In Fig. 10a we study the Tflow-dependence of JΛ(Tflow) at ΛF = 5. In this case, ΛB
prevents the blow-up in the direction z → pi + i∞. The ΛF -dependence of JΛ(Tflow) is
studied in Fig. 10b, and the contour becomes similar to Lefschetz thimbles as ΛF becomes
larger.
Figure 11 shows the Tflow-dependence of the reweighting factor at ΛF = 0.5 and 5. The
ΛF -dependence of the reweighting factor is quite small. Within the time interval in our
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Figure 11. Tflow-dependence of the reweighting factor for the U(1) one-link model with κ = 2 and
ΛB = 10.
computation, the reweighting factor monotonically increases for this parameter. Compared
with other examples studied in this paper, this model is an important benchmark because
both ΛB and ΛF are effective to prevent the blow-up in this parameter region. We have
checked through this model that the reweighting factor behaves as we have expected even
in such situations.
5 Conclusions
We have argued that the conventional gradient flow defining Lefschetz thimbles generically
blows up, and thus one needs to monitor the divergence of gradient flows with great care in
numerical computations. Instead of doing that, we propose a new gradient flow equation
(3.1) that also defines Lefschetz thimbles and does not suffer from blow-ups. We show
its theoretical foundation by providing a geometric interpretation of the change in the
gradient flows, and also prove rigorously that our new flow equation does not have blow-
ups. In some examples of one-dimensional integrals with a sign problem, we numerically
construct the complex contours using the new gradient flow to see how it works in practice.
By appropriately choosing the regularization parameters of the new gradient flow, we check
that it solves the sign problem as the conventional flow equation does.
One possible concern about our proposal would be the numerical cost, but we believe
that it is not the problem for the following reasons. Since the computation of the metric
needs the absolute value of the fermion determinant, it takes O(N3) in the LU decomposi-
tion when N is the size of the fermion matrix. However, one needs to compute the inverse
of the fermion matrix even without introducing the metric and it also costs O(N3), so
this additional computational cost would not be a severe problem. Moreover, if the precise
evaluation of the determinant is too costly, we could use the stochastic estimation of the
determinant that reduces the cost significantly.
Let us also briefly discuss another possible remedy treating the blow-up and compare it
with our proposal. A simple remedy that uses the conventional flow equation would be the
– 19 –
following: Introducing a cutoff in the process of solving the conventional flow equation in
order to estimate the blow-up, we throw away a trial configuration when it satisfies a preset
blow-up criterion. The argument is that blow-up occurs when the action diverges and such
configurations are suppressed anyway. However, for strongly-coupled field theories, the con-
figurations with exponentially small Boltzmann weights can give a significant contribution
because of the exponentially large entropy, and we must check the cutoff-independence of
the results obtained using this simple remedy. In our proposal, although additional costs
are required to compute the metric, we do not introduce any cutoffs in doing the Monte
Carlo algorithm. Since the additional computational costs for the metric is at most the
same order of the computation for original flow equations, the check of cutoff-independence
and our proposal would be comparable. Another possible merit for introducing the metric
is that the flow equations becomes more stable than the original ones because of the ab-
sence of a blow-up, which allows to increase the step-size of the flow equation reducing the
computational cost.
Our proposal (3.1) is only one possible way to introduce a metric in the gradient flow
that prevents blow-up. We have shown that other choices define an equivalent Lefschetz-
thimble decomposition so long as the gradient flow takes the form (3.3). We therefore
would like to comment that technical problems of solving gradient flow equations might be
circumvented by choosing a different metric.
It would be interesting to see how our proposal works for the path integral of more
realistic systems with strong interaction. Toward the final goal of computing finite-density
QCD, chiral random matrix is a good candidate to be tested. Indeed, previous studies [71–
81] reveal that chiral symmetry breaking and associated charged pions are the origin of the
difficulties for the numerical simulations of cold and dense QCD. Since chiral random matrix
theory shares the same universality with regards to the Dirac-eigenvalue distributions, its
systematic study with Lefschetz thimbles, which is partly done in Ref. [22], will provide us
an important insight in this problem.
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A Proof of equivalence among gradient flows
In this Appendix, we prove that the Lefschetz-thimble decompositions with different Her-
mitian metrics gij are equivalent. We assume that S(z) is a polynomial on Cn without
degenerate critical points and critical points at infinities. We further assume that the
Im(S(zσ)) are all different for different saddle points.
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We denote the solution of the gradient flow with the metric g as z(g)(t), and define the
Lefschetz thimble and its dual by
J (g)σ = {z(g)(0) ∈ Cn | z(g)(−∞) = zσ}, (A.1)
K(g)σ = {z(g)(0) ∈ Cn | z(g)(+∞) = zσ}. (A.2)
We can show that
〈J (g)σ ,K(g)τ 〉 = δστ . (A.3)
This is because Im(S(z)) is constant on each J (g)σ , K(g)τ , and hence the above assumption
on Im(S) implies J (g)σ and K(g)τ cannot intersect when σ 6= τ . We should notice that J (g)σ
and K(g)σ intersects only at zσ since Re(S(z)) is monotonically increasing along the flow.
Moreover, the same argument shows that
〈J (g)σ ,K(g
′)
τ 〉 = δστ (A.4)
even when J and K are defined by different metrics g, g′.
Since Re(S(z)) increases monotonically along the gradient flow, J (g) defines integration
cycles of the form e−S(z)dnz. Therefore,
[J (g)σ ] ∈ Hn(Cn, {e−Re(S)  1}) '
∑
σ
ZJσ. (A.5)
Similarly,
[K(g)σ ] ∈ Hn(Cn, {e−Re(S)  1}) '
∑
σ
ZKσ. (A.6)
Using the above property on the intersection pairing, we obtain the identity for the homology
class,
[J (g)σ ] =
∑
τ
〈J (g)σ ,Kτ 〉[Jτ ] = [Jσ]. (A.7)
Similarly, we obtain
[K(g)σ ] = [Kσ]. (A.8)
This shows that the homology class of the Lefschetz thimble does not depend on the choice
of Hermitian metric. It also shows that
Z =
∑
σ
〈Rn,Kσ〉
∫
J (g)σ
dnz exp [−S(z)] (A.9)
for any choice of g. Here, we emphasize again that the coefficients 〈Rn,Kσ〉 are independent
of the choice of metric g. It partly comes from the fact that the intersection number is a
topological quantity while the metric is a regular complex function. The intersection number
thus jumps only when the Stokes phenomenon happens, and what we have shown here is
that the change of the metric does not cause the Stokes jumping.
There are a few remarks on this result. For the one-dimensional examples, the Lefschetz
thimble is nothing but the stationary phase contour, that is characterized by Im(S(z)) being
constant. Since this amounts to one constraint in the two-dimensional space C ' R2, the
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Lefschetz thimble is uniquely defined as a submanifold. Independence of the metric is trivial
since the stationary phase condition does not use the metric. On the other hand, this is
highly nontrivial if one considers higher-dimensional integrals. In this case, the stationary
phase condition is insufficient to characterize the half-dimensional submanifolds in Cn, and
there are a lot of possible choices for steepest descent cycles. Therefore, Jσ and J (g)σ can be
different submanifolds of Cn if n ≥ 2. Application of the Picard–Lefschetz theory ensures
that all of them are “equivalent” in the sense that their homology class is the same.
B Flow equation for the Jacobian matrix
For the numerical computation of the Lefschetz-thimble Monte Carlo method, we do not
only need the flow z(T, x) but also the flow of the Jacobian det
(
∂zi(T, x)/∂xj
)
. We first
derive the result for the most general expression (3.3), and then apply it to the cases (3.1)
and (3.6).
Let us consider two solutions with infinitesimally close initial conditions z(T, x) and
z(T, x+ ∆x), where |∆x|  1. We compute the deviation of the gradient flow (3.3) as
d∆zi
dt
=
(
gij∂j∂kS + ∂kg
ij∂jS
)
∆zk + ∂kg
ij∂jS∆z
k. (B.1)
Here, we introduced the shorthand notation ∂i = ∂/∂zi and ∂i = ∂/∂zi, and ∆z = z(t, x+
∆x)− z(t, x). By writing the Jacobian matrix by
J ij(t, x) =
∂zi(t, x)
∂xj
, (B.2)
∆z becomes ∆zi = J ij∆x
j . To compute the Jacobian, we consider a real-valued variation
for ∆x, and thus we obtain
dJ i`
dt
=
(
gij∂j∂kS + ∂kg
ij∂jS
)
Jk` + ∂kg
ij∂jSJ
k
` (B.3)
by comparing coefficients of ∆x`. If one assumes that gij ∝ δij at the saddle points
∂iS = 0, then one can solve this equation in the vicinity of a saddle point by applying
Takagi’s factorization to ∂i∂kS.
Let us restrict ourselves to diagonal metrics gij(z, z) = g(z, z)δij . Then, we obtain
dJ i`
dt
=
(
g∂i∂kS + ∂iS∂kg
)
Jk` + ∂iS∂kgJ
k
`
= g
[(
∂i∂kS + ∂iS∂k ln g
)
Jk` +
(
∂iS∂k ln g
)
Jk`
]
. (B.4)
For the conventional gradient flow (2.2) , we reproduce the well-known formula [10]
dJ i`
dt
=
(
∂i∂kS
)
Jk` (B.5)
by substituting g = 1.
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For the proposed gradient flow (3.1), we need to compute ∂k ln g for the metric (3.4):
∂k ln g = −∂kSB
ΛB
+
Λ−2F D
−1∂kD
|D|2 + Λ−2F
. (B.6)
We obtain ∂k ln g by taking the complex conjugation since g is real. As a result, the
deviation equation for (3.1) is given by
dJ i`
dt
= e−2Re(SB)/ΛB
|D|2
|D|2 + Λ−2F
[{
∂i∂kS + ∂iS
(
−∂kSB
ΛB
+
D
−1
∂kD
Λ2F |D|2 + 1
)}
Jk`
+
{
∂jS
(
−∂kSB
ΛB
+
D−1∂kD
Λ2F |D|2 + 1
)}
Jk`
]
. (B.7)
C Comment on the Hermitian and Kähler metric in the gradient flow
In the original applications of Lefschetz thimbles to quantum gauge theories [40, 41], the
Kähler nature of the complexified field space was emphasized. Our proposal (3.1), however,
introduces the Hermitian metric in the gradient flow, and it is not Kähler. In this appendix,
we will justify the use of our proposal even for the sign problem of lattice gauge theories.
C.1 Quick review on complex structure
This is the brief summary of Hermitian and Kähler structures. In the following, we consider
a 2n-dimensional smooth (real) manifold M .
If there exists a bundle map J : TM → TM with J2 = −1 and TM the tangent bundle
of M , we call J an almost complex structure on M . By considering a complexification of
the tangent bundle TM ⊗R C, one can diagonalize J at each point p ∈M with eigenvalues
±√−1 and degeneracies n±. If J = Jνµ∂ν ⊗ dxµ satisfies the integrability condition,
Jνµ(∂ρJ
µ
σ − ∂σJµρ ) + Jµσ ∂µJνρ − Jµρ ∂µJνσ = 0, (C.1)
we say J is a complex structure of M , and M is called a complex manifold.
If M is a complex manifold, we can take local (holomorphic and anti-holomorphic)
coordinates zi and zi = zi (i = 1, . . . , n), which diagonalizes J at each point and the trans-
formation property among them is holomorphic, thanks to Newlander–Nirenberg theorem.
More concretely, in such coordinates the complex structure looks like
J ji =
√−1δji , J ji = −
√−1δj
i
, J ji = J
j
i
= 0. (C.2)
If one takes another coordinate patch wi and wi with the same property, then wi(z) are
holomorphic and wi(z) are anti-holomorphic thanks to the integrability condition.
C.1.1 Hermitian structure
A Riemannian manifold with an (almost) complex structure (M, g, J) is called Hermitian
if it satisfies
gµνJ
µ
ρ J
ν
σ = gρσ. (C.3)
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Let us take a holomorphic local coordinate zi, then this condition implies
(ds)2 = gij(dz
i ⊗ dzj + dzj ⊗ dzi). (C.4)
That is, gij = gi j = 0. Using the mixed component of the metric, one can define a non-
degenerate 2-form, called the Hermitian form,
ω = igijdz
i ∧ dzj . (C.5)
C.1.2 Kähler structure
A Riemannian manifold with a complex structure (M, g, J) is called Kähler if it satisfies
• DµJνρ = 0 (Dµ is the covariant derivative with the Levi-Civita connection),
• gµνJµρ Jνσ = gρσ.
Compared to the Hermitian case, the first condition is imposed additionally for the Kähler
manifold. Let us take a holomorphic local coordinate zi again, then the second condition
implies that gij = gi j = 0, i.e.,
(ds)2 = gij(dz
i ⊗ dzj + dzj ⊗ dzi). (C.6)
Using the mixed component of the metric, one can define a 2-form, called the Kähler form,
ω = igijdz
i ∧ dzj . (C.7)
The first condition means that ∂igjk = ∂jgik and ∂igjk = ∂kgji, and it is equivalent to say
that ω is symplectic, i.e.,
dω = 0. (C.8)
That is, one can say that Kähler manifolds are Hermitian manifolds whose Hermitian forms
are symplectic. This condition ensures the existence of a local function K, which is called a
Kähler potential, so that ω = i∂∂K, where ∂ and ∂ are holomorphic and anti-holomorphic
exterior derivatives (they are called Dolbeault operators, and locally ∂ = dzi∂i, etc.). Note
that K is not necessarily a (globally defined) function, which is why K is called “potential".
C.2 Gradient flow and Hamilton equation of motion
In this section, we first review why the Kähler nature of the complexified space is useful
for analytic applications of the Lefschetz-thimble method to topological gauge theories [40,
41]. In the last paragraph, we argue that practical applications do not require the Kähler
property, and we will conclude that the Hermitian metric can be used to define the flow
equation of lattice gauge theories when treating the sign problem.
Let us pick up a holomorphic map S : M → C, and consider the flow equation,
dzi
dt
= gij∂jS. (C.9)
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This can be viewed from two perspectives, the Hermitian or the Kähler manifold. From
the Riemannian nature of M , this is the gradient flow with the height function Re(S) =
(S + S)/2 : M → R,
dxµ
dt
= gµν∂ν2Re(S). (C.10)
One can easily check that in the holomorphic coordinate this goes back to the original
equation (C.9) using the Cauchy–Riemann condition. In order to get another perspective,
we introduce a “bracket" defined from the Hermitian or Kähler form ω:
{f, g} = −igij(∂if∂jg − ∂ig∂jf). (C.11)
If we consider the following equation with Im(S) = (S − S)/(2i) : M → R,
dxµ
dt
= {xµ, 2Im(S)}, (C.12)
it again gives the original equation (C.9). Since {f, f} = 0 in general, this elucidates that
Im(S) is conserved along the flow equation.
The huge merit in choosing the Kähler metric comes from the fact that {, } becomes
the Poisson bracket for the Kähler form ω, i.e. it satisfies the Jacobi identity {f, {g, h}}+
{g, {h, f}} + {h, {f, g}} = 0. Therefore, for the Kähler metric, the gradient flow has a
classical mechanical interpretation [40, 41].
If Re(S) is a Morse function on M and satisfies the Morse–Smale condition (i.e.,
the critical points of S are non-degenerate and with all different Im(S) at those critical
points), then one can compute basis of relative homologies Hn(M, {e−Re(S)  1}) and
Hn(M, {e−Re(S)  1}) using the gradient flow, as we have seen in Appendix A. Those
bases are called Lefschetz thimbles and dual thimbles, respectively. There exists a natural
pairing called the intersection pairing, and this is important for the decomposition of the
middle-dimensional cycles in terms of Lefschetz thimbles.
However, the Morse–Smale condition for Re(S) is not always satisfied in practical
applications to physics. Especially for gauge theories, the set of critical points is usually
degenerate due to the gauge symmetry. In this case, the above equivalence between the gra-
dient flow and the Hamilton equation is very helpful by choosing the Kähler metric [40, 41]
(see also [19, 20]). Let us call the symmetry group G, then one can construct Noether
charges Q for this symmetry. One can consider the reduced phase space by performing the
symplectic reduction Q−1(0)/G (also called Marsden–Weinstein reduction) [82], and define
the Lefschetz-thimble decomposition in the reduced phase space. Using the Lefschetz thim-
bles and dual thimbles computed in Q−1(0)/G, one can construct correct half dimensional
cycles in M by considering group actions of the Noether charge Q so that the intersection
number is well-defined. From this argument, it turns out to be quite helpful to choose
the Kähler metric instead of the Hermitian metric in order to prove the existence of the
Lefschetz-thimble decomposition when the classical action S has continuous symmetries.
On the other hand, the two important properties, ddtRe(S) ≥ 0 and ddt Im(S) = 0, are
satisfied in general for Hermitian metrics. So long as one has a program to construct half-
dimensional cycles using the flow, the Hermitian property is good enough to cure the sign
– 25 –
problem. Equation (2.11) provides such a method, and thus our choice of metric in (3.1)
can be used also for theories with continuous symmetries, especially gauge theories.
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