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1. Introduction 
The main goal of the research is to develop an algorithm appropriate for hardware 
realization of a lossless and near-lossless video sequences. The importance of compression is 
unquestionable in contemporary digital video signal processing systems, with an extensive 
requirement on a high storage and bandwidth imposed on data storage and transmission. 
For example, a 60 minutes long uncompressed movie with the TV PAL quality (i.e., 25 
frames per second, 720x576 pixels) requires 104.28 GB hard disk space and 9.89 Mpixels/s of 
bandwidth in the 4:4:4 profile. One of the major requirements for the system is its work in 
the real-time. This is caused by one of the primary applications of the lossless video 
compression, i.e., edition of television programs, movies etc. (Andriani et al., 2004). In this 
situation it is not recommended to use lossy compression methods, such as MPEG2, MPEG4 
etc.  
Other important applications of the lossless video sequence compression is a storage of 
medical 2D and 3D images (in general, multi-planar 3D objects) (Xie et al., 2007), as well as 
astronomical images, and satellite photos compression (photographs of the Earth, Mars and 
other celestial bodies made by satellites and spaceships should be sent and stored in a 
lossless form) (Chen et al., 2004; CCSDS, 2007). A novel kind of application is the slow 
motion video technique for recording from scientific experiments up to dozen of thousands 
frames per second (fps). For example, recording of one second long video sequence 
(lumination signal, 8 bit/pixel) using 1000 fps and the SD (720576 pixel) resolution needs 
3955 MB of memory. Nowadays video cameras in the slow motion mode stores the images 
without any compression and the time of the recording is limited with the volume of the 
storage card in the device. Recording and archiving files of a larger size becomes an 
important issue that may be solved by introducing fast, hardware-based, parallel 
compression realization, e.g., in the near-lossless mode (see Section 3). In combination with 
the matrix of the effective SSD discs, it may lead to the increase of the functionality of the 
scientific site using the slow-motion camera. 
2. Lossless static images and video sequences compression 
This section presents the basic features and the motivation of the choice of the prediction 
blending technique. There are also described the blocks for contextual removing the 
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constant coefficient and for adaptive arithmetic encoding. The proposed method is 
compared, in terms of effectiveness, with other techniques known from literature.  
2.1 Existing solutions in the field of lossless image compression 
The CALIC method, up to today perceived as one of the most efficient techniques, was 
presented in 1996 (Wu & Memon, 1996). In that time this method was too computational 
complex, especially in comparison with the LOCO-I, whose modification has become the 
JPEG-LS standard (Weinberger et al., 2000). Among the algorithms with high 
implementation complexity three methods are worth to be mentioned: the TMW method 
(Meyer & Tischer, 1997) and its further extension, TMWLEGO (Meyer & Tischer, 2001b), 
WAVE-WLS (Ye, 2002) and MRP 0.5 (Matsuda et al., 2005). An encoding of a single image 
with any of these methods required a few hours in the time of their proposals (a dozen of 
minutes using the most efficient contemporary processor). Apart from the mentioned above 
methods utilizing predictive modelling, there are lossless versions of wavelet codecs used 
for encoding (e.g. JPEG-2000 (Marcellin et al., 2000)). However, the obtained results are 
inferior in comparison with the best predictive methods. 
In (Andriani et al., 2004), it was presented an analysis of lossles video sequences 
compression, where methods LOPT-3D, GLICBAWLS-3D, JPEG-LS and JPEG-2000 have 
been compared. Based on the complexity analysis for the real-time applications, it was 
proposed to encode each video sequence frame independently with a reduced version of the 
JPEG-2000 standard (Andriani et al., 2004). It allows us to compress in the visually lossless 
mode (i.e., with low loss, unvisible for humans). Such the proposals as GLICBAWLS-3D, 
LOPT-3D (and its extension to the LPOSTC method (Andriani et al., 2005) belong to the 
solutions of high efficiency, but are too demanding in terms of computational complexity to 
be applied as real-time implementations. 
Having looked for a solution being a compromise between efficiency and complexity, we 
decided to apply the blending predictors method, which is characterized with the highest 
flexibility (Seemann & Tisher, 1997a). 
2.2 Subpredictor blending method 
In the case of using contemporary compression methods, two stages must be devised: data 
modeling, and then compression with one of the efficient entropy method, among whom the 
most effective are arithmetic and Huffman encoding (Sayood, 2002). Data modeling in such 
cases aims at reducing maximum possible mutual information between neighboring pixels. 
In modeling stage, an r-th order linear predictor computes an estimated value xˆ  of the n-th 
pixel taking into account values of the previously r neighboring pixels. Then, only the 
estimation errors is encoded, i.e., the difference between the actual and the predicted values 
(rounded up to the closest integer), which is usually small values close to zero: 
 ˆ(0)e P x  . (1) 
The obtained error values of the prediction are considerably lower than the initial values of 
the variance. Moreover, their distribution resembles the Laplace one. Both these features 
result in decreasing the value of unconditional entropy. 
From the hardware realization point of view, one of the most important factor is time 
proportion between encoding and decoding. Time symmetric methods are of similar 
computational complexity of encoder and decoder. It is the reason why we resigned from 
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the methods for selecting an individual static predictor (or a set of such the predictors) 
based on the criteria of minimizing a minimum mean square error, MMSE (Sayood, 2002; 
Wu & Memon, 1996) (which requires introducing delays and solving sets of linear equations 
using floating numbers), and other methods needed an introductory preparation of 
modeling and compression parameters. 
The works of G. Deng (Deng & Ye, 1999, 2003; Ye et al., 2000) show high efficiency of the 
blending prediction method. Having a given set a simple, constant predictors (named 
further subpredictors), one may conclude that the unconditional entropy (0-order) value 
obtained by an encoding with each of these subpredictors individually are far from being 
efficient; however, using even 7 simple subpredictors together leads to significant decrease 
of the entropy value (Seemann & Tisher, 1997a) in the majority of benchmark images. It is 
the main motivation of our interest in this approach. Another benefit of this method is the 
possibility of performing a number of computation in parallel for a single pixel. In order to 
evaluate our results and compare them with other authors' and choose the most appropriate 
set of subpredictors, we made usage of the fact that every author of algorithms utilizing 
methods of subpredictors blending has presented his own set of subpredictors. Taking into 
account the problems of implementation complexity, it was usually simple constant 
subpredictors of the range form 1 to 3. In case of the predictors of range 1, it was proposed 
to use the closest, neighbour pixels P(i), where i is the index of the neighbour pixels (see Fig. 
1). To these simplest subpredictors, there were added also constant predictors, such as 
planar (known also as Plane or JPEG4), Pirsh, etc. 
 
19 11 8 6 9 12 22  
15 7 3 2 4 10 18 28 
13 5 1 0     
Fig. 1. Numbering of the neighboring pixels 
In this section we present the proposed flow for modeling and lossless image and video 
sequences compression, named Blend-V. This method uses 14 subpredictors: x1 = GAP+ 
(Wang & Zhang, 2004) (an improved version of the non-linear prediction used in the CALIC 
algorithm, which is a modification of GAP+ described in (Wu & Memon, 1996), in our 
previous research, we also analysed a MED+ modification from (Jiang & Grecos, 2002), but 
later we concluded that better results are obtained when this subpredictor is excluded), 
x2 = GradWest = 2P(1) – P(5), x3 = GradNorth = 2P(2) – P(6), x4 = Plane = P(1) + P(2) – P(3), 
x5 = Plane2 = P(1) – P(2) + P(4) (Seemann, et al. 1997b), x6 = P(1), x7 = P(2), x8 = P(3), x9 = P(4), 
x10 = P(5), x11 = P(10), x12 = P(18), x13 = P(28), x14 = Pj-1(0), where P(i) denotes the pixel with 
index i from the closest neighborhood - see Fig. 1, and Pj-1(0) denotes the pixel from the 
previous frame of the same coordinates that the currently encoded pixel, P(0). Each of these 
proposals is suitable for encoding without any delay, they do not require any preliminary 
calculations referring to data from the entire image. Due to the encoding order (the 
consecutive rows are encoded top-down, and each of them left-right), both encoder and 
decoder have an access to the pixels placed above and on the left on the pixel being encoded 
(decoded). It is then required and access to the 3 previous rows (the row currently encoded 
and the two previous ones). In the proposed technique, we assigned numbers to neighbor 
pixels according to the Euclidean metric. The assignment of the numbers with the same 
distance is performed clock-wise. 
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A prediction error, ei(0) = P(0) - xi, is associated with each subpredictor xi. A significance of a 
particular subpredictor is inversely proportional to prediction errors obtained in the closest 
neighborhood. The problem to be solved was the fact, that for the analyzed images the 
optimal neighborhood (common for all subpredictors) were situated in the whole analyzed 
range of k, i.e., from 3 to 30. Seemann and Tisher (Seemann & Tisher, 1997a) have proposed 
k = 3, Deng in his works has used k = 4 (Deng & Ye, 1999, 2003; Ye et al., 2000). As a result of 
our works, for a set of 45 various benchmark images, the best average results have been 
obtained for k = 10. The total error value, Ei, of the neighborhood associated with an i-th 
subpredictor is calculated with formula: 
 
 2 2 2
3
1 2( (1) (2)) ( )
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    . (2) 
 
where ei(j) denotes the value of the prediction error obtained with the i-th subpredictor in 
the neighborhood with relative number j. To ensure that the value of the subpredictor 
weight, wi, belongs to range 0 to i, it is necessary to determine it with the following 
equation: 
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i
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setting the importance parameter i = 1 for each subpredictor but Plane2, for which i = 1.5, 
and i = 2 for the GradNorth and GradWest subpredictor. Taking into consideration a set of 
m subpredictors, we may determine its positive prediction coefficients, ai, using their 
normalization (i.e., a sum of all the coefficients is to be equal to 1): 
 
 
1
i
i m
j
j
w
a
w



. (4) 
 
Finally, the estimated value is computed in the following way: 
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2.3 Context-based error correction 
Some particular properties of coded pixel neighborhoods may induce (transient, but long 
lasting) DC components in prediction errors associated with contexts. Each context is 
characterised with the individual properties of the closest neighbourhood of the pixels being 
encoded, taking into account mutual dependences existing between subsequent pixels, and 
often also their variance value. Context-based error correction methods consist in using 
occurrence number and cumulated error for each context for correcting current prediction 
error (Wu & Memon, 1996). Therefore, in our method the next stage is bias cancelation, i.e., 
usage of an adaptive method to remove the constant component C(i), which determines the 
error correction of the prediction associated with the appropriate context of the index i. This 
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method is used in both the CALIC and JPEG-LS algorithms. In our algorithm we use 1024 
contexts and the arithmetic average from the results of these two methods: 
 
CALIC( ) JPEG-LS( )ˆ
2
i i
x x
  C C . (6) 
Then, only the estimation errors is encoded, i.e., the difference between the actual and the 
predicted values (rounded up to the closest integer): 
 (0)e P x   . (7) 
The simplest method of calculating the number of context is to determine the weighted 
average of n constant subpredictors: 
 
6
3
102
3 ( (1) (2)) ( )
1024 j
x P P P j

       
 , (8) 
e.g., for n = 8, the following subpredictors are utilised: P(1), P(2), P(3), P(4), P(5), P(6), 
GradNorth and GradWest. Next, the value of each of them is compared with the weighted 
average. If the value of the i-th subpredictor is higher than the average, bit flag zi is set to 1, 
otherwise it is set to 0. From these flags, an n-bit number zn-1...z3z2z1z0 is assembled. This 
number is the number of the context. In case of n = 8 we obtain number of the contexts equal 
to 256. Moreover, it is possible to determine the measure of the deviation from the average, 
measuring the variance level of these n subpredictors. This value can be quantized into Q 
partitions, which results in 2nQ   = 1024 contexts. The variance level (multiplied by 8) can 
be determined with the formula: 
 
6
2 2 2 2
1
( GradNorth) ( GradWest) ( ( ))
j
x x x P j

      . (9) 
To obtain the split into 4 quantisation levels, it was determined experimentally 3 thresholds 
of 2  values equal to 400, 2500, 8000, respectively. More details on the update component 
C(i) are described in (Ulacha & Stasiński, 2008). 
2.4 Adaptive arithmetic encoder 
In the developed system, an adaptive encoder of prediction errors has been designed as a 
separate module. Two main assumptions are the encoding without delays (i.e., in the real-
time) and no feed-back between the modeling and the encoding/decoding blocks.  
As we encode absolute values of the prediction errors, the distribution is close to the Laplace 
one. The initial distribution, i.e., the instance vector ne(i) of value i (the values of the absolute 
values of the prediction errors), can be treated as its approximation utilizing the simplified 
formula (Meyer & Tischer, 2001a): 
 ( ) 0.8 1ien i A     . (10) 
Good results are obtained for A = 10. After reading and encoding each subsequent value of 
|e|, it is necessary to actualise the instance vector by increasing the |e| index by 1. 
www.intechopen.com
 
Recent Advances on Video Coding 
 
170 
Additionally, one can introduce the forgetting effect, which may lead to decreasign the 
weights of the instances which have appeared rarelier (or have not appeared at all) among 
the recently encoded values in comparison with the earlier encoding stage (Gallager, 1978). 
It is the reason why the total number of encoded values (or, more precisely, the counter 
value) is increased by 1 after every encoded number |e|. 
The adaptive encoder is capable of adjusting to the distribution in long-term, but it is 
possible to use also the presence of short-term dependences between subsequently encoded 
data utilizing the closest neighbourhood of the two-dimensional error prediction signal. The 
properties of the neighbouring prediction errors (without considering the knowledge of the 
properties of the pixels neighbourhood) are capable of determining with better precision the 
distribution type of the currently encoded value |en|. Consequently, it is possible to design 
a context-based arithmetic encoder including K probability distributions (instead of one), 
associated with the context numbers from 0 to K – 1. Theoretically, one can assume the 
increase of compression efficiency with the growing number of contexts, but the problem of 
too slow adaptiveness of their distribution may appear. The adaptativeness of the 
distribution construction requires fast stabilisation of the target characteristics of each from 
the K distributions, so a certain trade-off between the number of contexts and the time of 
their adaptiveness has to be made. One often use 8 (Wu & Memon, 1996), 16, or even 20 
contexts (Deng & Ye, 1999). 
The errors, e, are compressed using a contextual, adaptive arithmetic encoder. We use seven 
universal and two 16-contextual adaptive arithmetic encoders (K = 16). In order to increase 
the adaptation speed of the distributions associated with the contextes, the quantisation of 
|e| values is often applied. It is possible thanks to scaling down the number range from 0 to 
255 to a lower range, e.g., from 0 to 17. This idea is applied in numerous encoding methods, 
e.g., in the JPEG standard. The first 16-contextual encoder compresses the absolute value of 
the error, |e|, quantized according to rule T(k)  |e| < T(k + 1), where T = {0, 1, 2, 3, 4, 5, 6, 
7, 8, 10, 12, 14, 16, 20, 24, 32, 64, 128}. The value of k is send to the arithmetic encoder. The 
quantization error, eq = |e| - T(k), is treated as q(k)-bit number, where q(k) is the k-th value 
from vector q = {0, 0, 0, 0, 0, 0, 0, 0, 1, 1, 1, 1, 2, 2, 3, 5, 6, 7}. If q(k) > 0, the value of eq is 
encoded using one of the 7 universal adaptive arithmetic encoders (with index q(k)). 
Due to the symmetry of the prediction error distribution, it is more convenient to encode 
their absolute values |e|, which results in faster adaptation of the distribution of each 
context of the arithmetic encoder. The second contextual encoder encodes the sign bit of the 
e value. Both these encoders use context switching based on the error level from the closest 
neighborhood, which allows us to determine the individual probability distribution type 
(one of the 16 contexts) for the currently encoded pixel. More details on the selection of the 
context number are described in (Ulacha & Dziurzański, 2008). 
2.5 Experimental results 
In Table 1, it is presented a comparison of the bitrates of the method proposed in this paper, 
Blend-V (the intraframe mode), with a few software-based, but fast and effective methods 
known from literature: JPEG-LS (Strutz, 2002), HBB (Seemann, et al. 1997b), CALIC (Ye et 
al., 2000), P13 (Deng & Ye, 1999). Among the compared methods there is also a bit slower, 
but effective method LAT-RLMS (Marusic & Deng, 2002), which shows the high efficiency 
of the proposed method, which is characterized with the lowest bitrate. The experiment has 
been performed for the set of 9 grayscale benchmark images of the resolution equal to 
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720576 pixels. Relatively few proposals of hardware realizations of the lossless 
compression systems for video sequences have been presented. The system proposed in 
(Drost & Bourbakis, 2001) is one of the solutions well-known from literature. For example, 
for that proposal the bit average for the Lenna image of the 512512 pixel size in 8-bit 
grayscale is equal to 4.609 bit/pixel. Applying our system, we are obtaining the average 
4.006 bit/pixel, which is about 13 % efficiency improvement. 
 
Images JPEG-LS HBB CALIC P13 LAT- RLMS Blend-V 
Balloon 2.889 2.80 2.78 2.74 2.75 2.746 
Barb 4.690 4.28 4.31 4.29 4.15 4.172 
Barb2 4.684 4.48 4.46 4.47 4.45 4.441 
Board 3.674 3.54 3.51 3.48 3.48 3.465 
Boats 3.930 3.80 3.78 3.75 3.74 3.716 
Girl 3.922 3.74 3.72 3.67 3.68 3.640 
Gold 4.475 4.37 4.35 4.33 4.34 4.323 
Hotel 4.378 4.27 4.18 4.19 4.21 4.189 
Zelda 3.884 3.72 3.69 3.68 3.61 3.673 
Average 4.058 3.889 3.864 3.844 3.823 3.818 
Table 1. Average bitrates for standard benchmark images 
3. Near-lossless mode and color mode 
In order to obtain higher compression ratio, it is possible to use an irreversible encoding. 
There exist a large number of lossy compression methods based on discrete cosines 
transform, DCT (e.g. JPEG), or wavelet transform (e.g. JPEG-2000) (Sayood, 2002). These 
methods allows us to adjust the compression level, but their basic implementations do not 
offer the capabilities of selecting the maximal possible error. This possibility is offered by the 
near-lossless mode, where it is possible to determine the highest acceptable value of the 
difference module, d, between the original and the decoded images. This mode is usually 
based on the predictive encoding, where the set of prediction error, e, is quantized in the 
following way (Carotti et al., 2004): 
 
,    for 0 
2 1
,    for 0
2 1
e d
e
d
e
e d
e
d
            
, (11) 
and the original color value can be restored with the accuracy ± d. When d = 0, we obtain the 
lossless mode. 
The near-lossless method may be used for medical images compression, where experts 
should determine the error tolerance d that does not influence the diagnosis of the medical 
images of the given type (that compression kind is sometimes referred to as visually lossless 
(Andriani et al., 2004)), and in the situation when there is recording of video sequences with 
very large number of frames and only a slight error level can be acceptable. Often used 
quality measure, PSNR, is treated as not utterly capable of considering human visual 
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perception. The quality measure Mean Structural SIMilarity Index (MSSIM), developed in 
(Wang Z. et al., 2004), takes into consideration the comparison of the structural features of 
the source and the encoded images, as well as the features connected with luminance and 
contrast. This measure is a value ranged from -1 to 1; the higher value, the higher the images 
resemblance. 
 
  Blend-V     JPEG2000  
d bitrate PSNR MSSIM  d bitrate PSNR MSSIM 
1 2.49144 49.89429 0.99473  7 2.49145 45.09458 0.98501 
2 1.85465 45.15079 0.98462  8 1.85480 43.15705 0.97573 
3 1.46825 42.26534 0.97124  11 1.46783 41.74485 0.96705 
4 1.19771 40.26459 0.95682  12 1.20132 40.74678 0.95868 
5 0.99264 38.75684 0.94257  17 0.99277 39.81996 0.95150 
6 0.84358 37.51494 0.92906  17 0.84363 39.10160 0.94507 
7 0.72745 36.45099 0.91631  24 0.72781 38.60727 0.93805 
8 0.64068 35.47136 0.90388  27 0.64258 38.06484 0.93290 
9 0.57260 34.61310 0.89212  27 0.57275 37.49548 0.92723 
10 0.51554 33.86520 0.88133  29 0.51157 37.12479 0.92410 
Table 2. Comparison of Blend-V in the near-lossless mode with JPEG2000 using the 
Lennagrey image 
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Fig. 2. Comparison of the PSNR of the Lennagrey image with respect to the average bitrate 
for JPEG2000 (the dashed line) and the Blend-V method in the near-lossless mode with d  10 
(the solid line) 
In Fig. 2 and 3, there is a comparison of PSNR and MSSIM, respectively, between Blend-V 
and JPEG2000. For majority of the benchmark images the values of PSNR and MSSIM 
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obtained with the Blend-V method with d  3 is higher than with the JPEG2000 standard. It 
is worth stressing that for the wavelet method it is impossible to define the maximal error 
value d a priori. Under the same average bitrate, the maximum error d is considerably 
higher in the case of JPEG2000 (see Table 2). Considering the average bitrate and better 
values of PSNR and MSSIM, Blend-V should be the method of choice when the average 
bitrate is higher than 1.5 bit per pixel. 
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Fig. 3. Comparison of the MSSIM of the Lennagrey image with respect to the average bitrate 
for JPEG2000 (the dashed line) and the Blend-V method in the near-lossless mode with d  10 
(the solid line) 
Table 3 includes the experimental results of grayscale images for d = {2, 10}. It is compared 
the proposed Blend-V method (in the intraframe mode) with two other techniques, known 
from literature: LOCO-I (Weinberger et al., 2000) and TMW (Meyer & Tischer, 1997). The 
obtained results show the high efficiency of the Blend-V method not only in the lossless 
mode, but also in the near-lossless one, where it turns out to be competitive even with 
TMW, one of the most efficient techniques, but characterized with high computational 
complexity. 
In the case of encoding color images in Blend-V in the lossless mode, the YDbDr transform, 
known from the JPEG2000 standard, is used. This transformation also requires only the 
addition, subtraction, and bit shifting operation. The equations for this transformation are as 
follows: 
 
 
2
4
b
r
R G B
Y
D B G
D R G
     
 
 
. (12) 
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  d = 2    d = 10  
Image 
LOCO-I 
v.0.90N 
TMW 
(mode 3) 
Blend-V  
LOCO-I 
v.0.90N 
TMW 
(mode 4) 
Blend-V 
Balloon 1.242 0.90 0.905  0.49 0.32 0.198 
Boats 1.902 1.65 1.646  0.78 0.66 0.546 
Gold 2.333 2.19 2.166  0.99 0.81 0.710 
Airplane 1.84 1.64 1.660  0.72 0.57 0.517 
Baboon 3.72 3.49 3.481  1.91 1.68 1.656 
Lennagrey 2.09 1.83 1.855  0.93 0.55 0.516 
Peppers 2.29 2.09 2.096  0.93 0.64 0.558 
Shapes 0.79 0.75 0.709  0.47 0.58 0.320 
Bridge256 3.49 3.38 3.325  1.73 1.63 1.570 
Camera256 2.28 2.08 2.024  0.96 0.90 0.795 
Couple256 1.82 1.60 1.606  0.86 0.70 0.559 
Average 2.163 1.964 1.952  0.979 0.822 0.722 
Table 3. Average bitrates in the near-lossless mode with error value d = {2, 10} 
The reverse transform is of the following form: 
 
4
b r
b
r
D D
G Y
B D G
R D G
     
 
 
. (13) 
However, in the near-lossless mode, there is no color transformation. In Table 4, it is 
presented an efficiency comparison between the proposed Blend-V method with the 
hardware compression realization system Enhanced Lossless Image Compression (ELIC) 
from GEMAC (Dittrich, 2005). In table, there is the compression ratio measurement of five 
color images in the lossless (d = 0) and near-lossless mode. 
 
Image 
Blend-V 
d = 0 
ELIC 
d = 0 
Blend-V 
d = 1 
ELIC 
d = 1 
Blend-V 
d = 2 
ELIC 
d = 2 
Blend-V 
d = 4 
ELIC 
d = 4 
Blend-V 
d = 8 
ELIC 
d = 8 
lena 1.869 1.33 2.884 1.95 3.788 2.40 5.634 3.14 10.364 4.34 
monarch 2.741 1.84 3.841 2.76 5.298 3.34 8.383 4.20 13.515 5.68 
peppers 2.502 1.69 3.560 2.57 4.826 3.18 7.530 4.03 14.432 5.44 
sail 2.322 1.50 2.444 2.16 3.072 2.58 4.187 3.16 6.233 4.03 
tulips 2.472 1.63 3.420 2.44 4.519 2.97 6.572 3.77 10.716 4.89 
Average 2.381 1.598 3.230 2.376 4.300 2.894 6.461 3.660 11.052 4.876 
Table 4. Compression ratio of color images in the near-lossless mode with error value d = {0, 
1, 2, 4, 8} 
4. Video sequence encoding 
Although there exist a few non-linear editing systems (NLEs) offering lossless video 
compression, some of them do not work in real-time, whereas others split video data in long 
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sequences and are not capable of decoding the n-th frame in a sequence without 
decompressing of n-1 previous frames (Ohanian, 1998). These requirements are covered in 
the proposed approach. The basic rule of a lossless video sequences compression is 
exploiting both the spatial dependencies (the intraframe mode - in the currently encoded 
image) and the temporal dependencies (the interframe mode), taking into account the 
neighboring frames of the sequence. The most popular is encoding of so-called Group of 
Pictures (GoPs), where the first frame is encoded in the intraframe mode, and the remaining 
N - 1 frames - in the interframe mode. This technique facilitates a quick access to any video 
sequences fragment with the accuracy up to N frames. When the whole sequence is encoded 
in the interframe mode, the correct reconstruction of the last frame is possible only after 
decoding all the previous frames. 
According to (Andriani et al., 2005), only a low number of the papers about lossless video 
compression is available. Consequently, it is difficult to make some comparison in a solid 
way. Thus the efficiency of the proposed method has been earlier assessed mainly in the 
intraframe mode.  
In this section, we present the further compression efficiency improvement thanks to the 
interframe mode introduction. 
Among lossy video sequence compression methods, the most popular technique for finding 
the dependencies between the neighboring frames is to split the image into square blocks 
(usually 88 pixels), for which individual movement vectors are determined, and then the 
information about shifting according to the previous frame is added to each encoded block. 
This technique used for a lossless encoding is presented in (Matsuda et al., 2004), but this 
method is characterized with rather high computational complexity. In (Carotti et al., 2004), 
it is described a method for expecting a value of the current pixel based on the pixel from 
the previous frame, whose coordinates are calculated using the movement vector computed 
from the two previous frames, whereas five reference frames are used in (Maeda et al., 
2006). 
Each of these methods requires an extra computational expenditure due to the determining 
the movement vectors. Moreover, one has to consider also a quite complex mechanism for 
detecting a scene change, which should activate an entrance into the intraframe mode while 
encoding the first frame from each new scene (Yang & Faryar, 2000). In (Andriani & 
Calvagno, 2007), the authors resigned from the movement compensation obtaining quite 
promising results at the scene changes due to rather computationally complex technique 
named Octopus. 
In our proposal, there is also no movement vector analysis; the encoding is performed with 
the usage of 13 subpredictors operating in the intraframe mode and one referring to the 
previous frame. As the predictor of the interframe mode, it is used a value of the pixel Pj-1(0) 
from the previous frame of the coordinates the same as in the encoded pixel, Pj(0). The 
blending prediction method automatically reduces the negative impact of the interframe 
mode predictor in the situation of the scene change. It is worth stressing that the usage of a 
simple predictor, which does not take into consideration the movement vector, leads to 
surprisingly good results. It results from the fact that in numerous situations big image 
fragments are stable (usually a background of the stage). On the basis of the analysis of the 
video sequences set, a compromise value of the importance of the interframe predictor is  
 = 6. The influence of the number of frames forming the GoP, N, on the average bitrate of 
the sequence for the Y component is presented in Fig. 4. 
www.intechopen.com
 
Recent Advances on Video Coding 
 
176 
In Table 5, it is presented an example of the compression efficiency comparison between the 
proposed system, denoted here as Blend-V, with the results of the JPEG-LS and CPC 
encoders (Yang & Faryar, 2000). The results consider 30 frames of the Y luminance signal of 
the Salesman sequence. The experiment has been conducted for both the lossless and near-
lossless modes with parameter d = {1, 2, 3, 4}. The measurement of the Blend-V method is 
taken in the intraframe mode (N = 1), and form the interframe mode with parameters N = 10 
and Nmax = 30, where Nmax denotes that in the whole sequence only the first frame is to be 
encoded in the intrafame mode. 
When designing a hardware module it is necessary to determine the trade-off between the 
compression and the module efficiency so that it can operate in real-time. Considering the 
dependencies between frames during decoding, we have decided to introduce a pipeline of 
length N = 10 for encoding/decoding separate frames in an image group. Larger value of N 
does not improve the efficiency significantly, whereas higher number of pipeline stages 
would result in further increase of hardware resource utilization and a more difficult access 
to any fragment of a decoded sequence. 
 
d 
JPEG-
LS 
CPC 
Blend-V 
intraframe 
Blend-V 
N = 10 
Blend-V 
Nmax 
0 4.377 3.760 4.102 3.686 3.656 
1 2.872 2.321 2.623 2.225 2.197 
2 2.243 1.765 2.011 1.647 1.620 
3 1.868 1.453 1.644 1.309 1.286 
4 1.617 1.252 1.393 1.071 1.048 
Table 5. Average bitrates for the Salesman video sequence (30 frames, 352x288 resolution) 
for various maximal error parameter, d, using the near-lossless mode 
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Fig. 4. Average bitrate of the Tennis video sequence with respect to the number of frames, N, 
in GoP 
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5. System-level hardware model 
One of disadvantages of the prediction-based methods is a sequential image decoding that 
makes it impossible to perform computation in parallel (i.e., simultaneously decode more 
than one pixel). This property is caused with maintaining the principle of causality, where to 
decode pixel P(0) it is required to have the value of its predecessor P(1) (in general, values of 
the pixels situated directly on the left side and the rows above the P(0) pixel). 
In order to confirm the benefits of hardware realization of the proposed technique, we 
prepared its system level model; the individual stages of the algorithm are implemented as 
an MPSoC cores connected with a regular 2D mesh. As the communication infrastructure 
we utilize the Network on Chip (NoC) paradigm where the cores follow the GALS (Globally 
Asynchronous, Locally Synchronous) synchronization scheme, i.e., each core is equipped 
with its individual clock and the clocks communicate each other in the asynchronous 
manner. Besides, each core is equipped with a router for determining the next-hop port for 
the data to be sent. We decided to use the wormhole routing scheme, where data is sent in 
packages split into smaller portion of equal length, flits (flow control digits). The first flit of 
each package is used by the routers to select the route; the remaining packages follows the 
same path. For more details about our technique, the reader is referred to (Ulacha & 
Dziurzański, 2009). 
We decomposed the algorithm in the following way. The subpredictor values are computed 
by separate cores in the parallel mode. Having computed these values, each core sends the 
obtained data to the core realizing the blending procedure. Then the data is transmitted into 
the core realizing arithmetic encoding.  
As in the mesh architecture each core (except the boundary ones) is connected with its four 
neighbours only, it is crucial to map the functionalities into cores in a meticulous way so 
that the cores sending each other vast amount of data are located close to each other. Since 
in our case the amount of cores is relatively low, we managed to check all the possible 
permutation of the cores with regards to their NoC node mappings and determined the 
mappings leading to the lowest traffic in the network. After choosing the NoC router 
architecture, the routing type and the core mapping into mesh nodes, we could start with 
preparing a system-level model.  
The model has been written in the SystemC language at the bus cycle accurate (BCA) level 
of abstraction and tested with CoCentric® System Studio by SynopsysTM 1. According to the 
simulation, the system operates in real-time, confirming our assumptions described in 
section 1. 
6. Conclusions 
In this paper, a motivation for lossless and near-lossless compression of images and video 
sequences has been provided. The state of the art of modern compression methods 
considering their implementation complexity has been described. A technique for blending 
predictors as an new effective modeling method, which in combination with an adaptive 
arithmetic encoder allows us to obtain high compression ratio of video sequences. The 
proposed method leads also to high efficiency in the near-lossless mode. 
The Blend-V benefits from various aspects connected with its hardware realization in a 
novel architecture based on Network on Chip (NoC) (Ulacha & Dziurzański, 2008). 
                                                 
1 Synopsys and the Synopsys product names described herein are trademarks of Synopsys, Inc.  
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