This paper addresses the design, calibration, and utilization of a hardware-in-the loop optical stimulator for the training and validation of vision-based sensors and algorithms used for spaceborne navigation. This testbed overcomes deficiencies of existing approaches in literature, which mainly focus on emulating single operational zones such as inertial, far-range, or close-range relative navigation. Consequently, the behavior of vision-based sensors and algorithms operating in mixed or transitioning navigation regimes have remained poorly assessed before launch. To address these issues, this novel optical stimulator reproduces the large geometric and radiometric dynamic range of the space environment with a pair of lenses to achieve variable magnification of an organic light emitting diode monitor. This approach is shown to support vision-based sensors of both narrow and wide field of view, increase the radiometric dynamic range of the testbed, and emulate close-range scenarios when light from an object is not collimated. A calibration procedure is presented that places sources of light at the intended angular location over the magnification range in the presence of varying distortions. The calibrated testbed is then used to simulate dynamic inertial and relative navigation scenarios of operational relevance. These hardware-in-the-loop simulations allow for the training and validation of optical hardware, software, and algorithms for future distributed space systems. 
I. Introduction V ISION-BASED sensors (VBSs) are a ubiquitous part of the satellite navigation system. Common sensors used for inertial navigation are star trackers and sun and Earth sensors. These sensors are also extensively used for spacecraft relative navigation and have been used in flight (or planned) to facilitate autonomous rendezvous [1] [2] [3] [4] , formation flying [5, 6] , swarm operations [7] , near Earth object exploration [8, 9] , space situational awareness [10] , space debris removal [11] [12] [13] , lifetime prolongation through on-orbit servicing [14, 15] , and many more. Relative vision-based navigation techniques can be applied at interspacecraft separations ranging from hundreds of kilometers down to virtually zero separation in many orbit regimes. At large separation distances, the relative motion between spacecraft can be determined using angles-only navigation (AON), which has been considered in several research studies [16] [17] [18] [19] [20] and applied on orbit [3, 21, 22] . In this navigation mode, the observer spacecraft is attempting to estimate the relative orbital motion of a target space object using only optical bearing angles obtained by a VBS. At close range, pose estimation algorithms can be used to estimate relative position, velocity, attitude, and other parameters of a target space object from a single image. Close-range vision-based pose estimation algorithms can use known visual markers and/or computer-aided models of the space object to estimate the relative position and orientation [23] [24] [25] [26] .
Testing a VBS on the ground has become of increasing importance as autonomous, smaller, mass-produced satellites demand the ability to verify vision-based hardware and software reliably and more efficiently. Future missions with autonomous vehicles are increasing the range of operations and imposing demanding angular and radiometric sensor detection requirements on the vision-navigation payload. In addition, there is great interest in the engineering community in vision-based navigation systems capable of bridging the gap between far-and close-range navigation techniques. This gap comprises mixed navigation modes (i.e., performing inertial and far-range relative navigation simultaneously) as well as transitions between navigation modes (i.e., transition from far-to close-range relative navigation) and highly variable modes (i.e., optical navigation at highly varying separation and illumination conditions). For example, the long-range VBS used on the autonomous rendezvous demonstration using GPS and optical navigation experiment conducted in the framework of the PRISMA (OHB Sweden) mission suffered from blooming when the resident space object was in view, which impacts the quality of its inertial and relative navigation solution [3] . Before the next generation of vision-based navigation systems can be deployed in space, a high-fidelity, high-dynamic-range testbed is necessary to properly verify algorithms, software, and hardware in terms of functionality, performance, and robustness.
Spaceborne vision-based navigation testing facilities have historically been designed to calibrate and assess only star trackers [27] [28] [29] [30] [31] . Typically, a testbed consists of a static star field and a single corrective optic (CO) to account for the finite distance between the optical stimulator (OS) and VBS. These systems typically have limited geometrical imaging precision, radiometric dynamic range, and contrast ratio, and they lack the appropriate software to simulate stellar objects (SOs) and nonstellar objects (NSOs) in real time and closed loop.
Rufino and Moccia created a testing facility that consisted of a cathode ray tube monitor stimulating a star tracker through a CO [27] . The cathode ray tube testbed was enclosed in a 1.8 × 0.6 × 0.6 m shroud with explicit calibration efforts invested to quantify the irradiance output of the monitor versus digital count. The methodology to simulate an SO was to illuminate a single pixel, which limited the geometrical resolution of the testbed to the instantaneous field of view (iFOV) of a monitor pixel (∼50 0 0 ). The authors correct for distortions introduced by the CO in software, and quantify the temporal nature of a dynamic simulation rigorously. This testbed, however, did not simulate NSOs within the FOV.
The Jenoptik optical sky field simulator used by DLR, German Aerospace Center is a compact device that is attached to an arbitrary star tracker through a custom adapter [30] . A simulated scene stimulates a star tracker with collimated light and accounts for optical distortions by warping the intended scene as well. The distortion introduced by the CO is isolated from distortion due to VBS and is characterized using a pair of fourth-order calibration polynomials, which results in the ability to render a single star to within ∼10 0 0 . Pixel intensity is commanded using a Gaussian point-spread function based off star visual magnitudes. This testbed has the ability to render planetary objects (sun, moon, asteroids) but does not describe the ability to simulate satellites within the sensor's field of view (FOV).
The Optical Stimulator System for VBS testbed created by the Technical University of Denmark (DTU) consists of a computer monitor viewed by a VBS through a CO [32] . The testbed is large and encased in a shroud, but no other mentions of radiometric emulation are described. Geometrically, the authors account for optical distortion by rendering a scene to the monitor, which is warped using openCV [33] . The resulting attitude solutions differ in the single arcsecond range from the intended attitude. The authors do not distinguish between distortion of the camera's optical elements and the distortion introduced by the CO. This testbed has the capability to simulate satellites as well.
The fixed monitor and single CO architecture used in the aforementioned testbeds has several fundamental limitations. First, this design is unable to support testing of both narrow and wide FOV VBSs. For researchers working with multiple VBSs of different FOV (i.e., short range cameras, horizon sensors, star trackers, telescopes, etc.), exchanging COs and recalibrating a testbed is a major inefficiency. Second, these testbeds are unable to emulate close-range scenarios when light from an object in the FOV is not collimated. Additional limitations of previous optical testbeds consist of insufficiencies in angular accuracy, radiometric dynamic range, the ability to simulate a rapidly changing scene, accounting for geometric distortion, matching radiometric characteristics, simulating multiple, and mixed and transition navigation modes (i.e., inertial, far-range, and close-range) simultaneously. With these limitations in mind, it is evident that advancements to a laboratory testing environment are necessary to rapidly verify the next generation of spaceborne vision-based navigation systems. This introduction is followed by an establishment of functional and performance requirements presented in Sec. II intended to steer the testbed design process presented in Sec. III. Section IV describes the manner in which synthetic scenes are generated. A summary of the OS geometric and radiometric calibration is then presented in Sec. V. It will be demonstrated that a fully calibrated system is capable of positioning a point source of light to within 5 0 0 of angular accuracy over eight orders of radiometric magnitude. Section VI outlines results from two hardware-in-the-loop (HIL) experiments. The first HIL experiment simulates an AON scenario at far range, and the second HIL experiment simulates a pose estimation scenario at close range. Results are analyzed and discussed before the conclusions and way forward in Sec. VII.
II. Testbed Requirements
The objective of this testbed is to stimulate a broad range of space-capable VBSs using synthetically created scenes that are highly representative of the space environment. The scenes of interest consist of SOs and NSOs, which impose their own independent set of functional and performance requirements on the testbed.
A. Stellar Objects
From a functional standpoint, the OS should produce an image realistic enough for a star tracker to obtain a lock and produce an inertial attitude solution based off of observed SOs. This overall goal imposes requirements on the system's ability to geometrically place an SO and simulate its radiometric characteristics. If the aforementioned requirements are met, simulated SOs observed by a VBS can be identified within a star catalog. Ideally, the monitor for the OS should be able to simulate SOs within the angular resolution and detection limit of the VBS, which for considered cameras are 1-10" and a visual magnitude range of 2-7, respectively [34] . The relationship between visual magnitude and irradiance is given by m −2.5log 10 I
where m is the visual magnitude of a SO, I 0 is the reference irradiance of a visual magnitude 0 SO (I 0 3.1 × 10 −9 W ⋅ m −2 ), and I so is the irradiance of an observed SO. Using Eq. (1), the aforementioned visual magnitude bounds correspond to an irradiance range of 5 × 10
The radiometric performance requirement associated with simulating an SO imposed on the OS is to be able to radiate light over this irradiance range.
B. Nonstellar Objects
An NSO is defined to be a space object that is not a star. Illumination of the NSO by natural or artificial sources will reflect off the object and, if unobstructed, arrive at an observing VBS. The model used to quantify the irradiance received by an observing VBS is given by
where I nso is the irradiance emitted by the NSO; a is the reflectance coefficient of the NSO; Ω is the solid angle subtended by the NSO; A is the characteristic area of the NSO; r is the interobject separation; and I solar is the visible solar irradiance of 620 W ⋅ m −2 at 1 astronomical unit. Note that the characteristic area of the NSO is functionally dependent on its attitude and position relative to an observer. The NSO radiometric performance requirements imposed on the OS monitor are not only a function of characteristics of the simulated NSO (i.e., range of r, A, a) but also on the instantaneous field of view (iFOV) of the OS monitor pixels, iFOV os . The number of OS monitor pixels (N) required to match this geometry is calculated using similar triangles and is given by
The irradiance which must be emitted by a single OS monitor pixel (I os ) is taken to be
Equation (4) is used to compute the NSO irradiance performance requirement imposed on an OS monitor pixel. For example, consider an NSO with A 2500 cm 2 , a 1 × 10 −3 , over an interobject separation ranging from 10 m to 100 km, and iFOV os 10 0 0 . The NSO irradiance, subtended solid angle, and number of monitor pixels over a range of interobject separation are tabulated in Table 1 .
These quantities are used with Eq. (4) to compute an NSO peak irradiance performance requirement imposed on a single OS monitor pixel of I os 2.5 × 10 −10 W ⋅ m −2 . Table 2 summarizes the lower and upper irradiance bounds required to simulate an SO and NSO posed by future autonomous rendezvous missions [1, 5, 14] .
C. Monitor Irradiance
The monitor's dynamic range should be as large as possible to accurately simulate dim SOs and bright NSOs at close proximity.
A market survey identified that most commercial-off-the-shelf monitors have individual pixels that span 2-3 orders of radiometric magnitude. By allocating a large number of adjacent monitor pixels, the radiometric output of the monitor can span several orders of magnitude. For example, a monitor with 2 × 10 6 pixels and single pixel irradiance of 10 −8 W ⋅ m −2 is capable of matching irradiance levels up to 2 × 10 −2 W ⋅ m −2 . By selecting a monitor with over 2 × 10 6 pixels and a individual pixel dynamic range of 10
, all SOs and NSOs of interest (with respect to the testbed requirements) can be simulated.
III. Design of Optical Stimulator
The OS design under consideration consists of two lenses and a monitor. By moving the two lenses and monitor relative to each other, variable magnification of the monitor can be achieved to enable highly dynamic emulation of the space environment. The dual-lens configuration is depicted in Fig. 1 .
In Fig. 1 , h m is the vertical height of the monitor; h i1 and h i2 are the vertical heights of the real and virtual images, respectively; s o1 is the separation between the monitor and lens 1; s o2 is the separation between lens 2 and the real image; s i1 is the separation between lens 1 and the real image; and s i2 is the separation between lens 2 and the virtual image. By moving the monitor, lens 1, and lens 2 relative to each other, variable magnification of the monitor can be achieved. The magnification M of the monitor produced by the first lens is given by
Note that an image distance s is negative if an object/image pair exists on the same side of a single lens. The magnification is negative (M < 0) if an image is inverted with respect to its corresponding object. To achieve a desired M, the values s i1 and s o1 need to be solved for. To solve for these variables, the thin lens equation is applied to lens 1 and lens 2 with focal lengths f 1 and f 2 , as given next:
The virtual image produced by lens 2 is a synthetic composition of objects that would be encountered in the operational environment of the VBS. If the main feature to be synthesized is a NSO at some separation r, then the virtual image should be placed at s i2 −r. If the operational environment is composed of SOs and/or NSOs at far ranges (≥ 10 km), it is reasonable to assume that rays of light reaching the VBS from these sources are collimated (i.e., s i2 −∞). Given that s i2 is known for an operational environment, the placement of the intermediate real image can be solved for using
Equation (8) shows that s o2 ≤ f 2 for s i2 < 0. This implies that, for operational scenarios of interest (i.e., s i2 < 0), the image produced by lens 2 is always a virtual image. Assuming that f 1 and f 2 are known, Eqs. (5) and (6) can be combined to solve for s o1 as
The variable s i1 can be solved for by combining Eqs. (5) and (10) as given by
A plot of the optical separations defined by Eqs. (10) and (11) versus magnification is shown in Fig. 2 . Table 2 Irradiance requirements to simulate an SO and NSO
Fig. 1 Dual-lens configuration of the OS. Table 1 NSO solid angle and irradiance for a given interobject separation (these quantities are used with a known iFOV os to compute the number of pixels required to match NSO irradiance) Because the OS uses variable magnification, parameters with a functional dependence on M need to be actuated (i.e., s o1 and s i1 ). This requires two sets of relative motion: 1) between the monitor and lens 1, and 2) between lenses 1 and 2. To reduce the number of actuators, it is desired to keep the monitor or one of the two lenses stationary. The choice was made to keep lens 2 stationary, which reduces cabling complexity of the VBS test article.
A. Focal Length Analysis
The first factor considered in the selection of f 1 and f 2 is the overall size of the testbed, where the optical axis is anticipated to be the longest dimension of the testbed. An estimate of the overall length L of the testbed as a function of f 1 and f 2 is computed by calculating the farthest distance that the monitor would be from lens 2 for a desired range of M ∈ M 1 ; M 2 , as given by
The solution to Eq. (12) for considered focal lengths is plotted in Fig. 3 . A second factor considered in the selection of f 1 and f 2 is the actuation stroke requirements to achieve a desired magnification M ∈ M 1 ; M 2 . The stroke requirement for actuating lens 1 (u 1 ) and the monitor (u 2 ) are solved for by considering the difference between the maximum and minimum distance an element needs to be placed for M ∈ M 1 ; M 2 , as shown by
A third factor considered in the selection of f 1 and f 2 is the sensitivity of achievable magnification to actuation errors (Δs o1 ) for a range of focal lengths. The sensitivity is quantified by analyzing variations in magnification ΔM due to Δs o1 , as shown by
To compute ∂M∕∂s o1 , Eq. (10) is rearranged to a form that facilitates calculating ∂M∕∂s o1 , as shown by
(17) Figure 3 shows the solutions of Eq. (15) when solved over a range of f 1 and M using Eqs. (10) and (17) . Figure 3 demonstrates that increasing f 2 impacts the growth of L less than increasing f 1 . Although f 2 contributes to increasing L, it has no impact on u 1 and u 2 . The advantage of longer f 1 is reduced sensitivity to actuation errors. The disadvantage is that longer f 1 increases L, u 1 , and u 2 .
B. Selected Hardware
The focal lengths selected for the OS are f 1 75 mm and f 2 75 mm. This achieves the desired magnification range of M ∈ −4; −0.25 with a reasonable testbed size and actuator stroke requirements. The lenses are 2-in.-diam achromatic doublets designed for use with visible wavelengths. The OS uses a pair of 400 mm linear stages driven by stepper motors to position lens 1 and the monitor with relative separations defined by Eqs. (10) and (11) for a given magnification level. Lens 1 and the monitor interface to their respective stepper motor carriages through a three-axis translational stage. These translational stages are used to position the elements along a common optical axis. The stepper motors are commanded with an Arduino microcontroller communicating with MATLAB/Simulink over a serial connection.
Post holders and a custom three-dimensional (3-D) printed bracket are used to align the optical axis of a VBS with the optical axis of lens 2 of the OS. These components also position the objective of the VBS at s vbs 50 mm. The geometry of the OS guarantees that the first lens is always defined as the entrance pupil. For the selected hardware and magnification range, the corresponding location of the exit pupil will always exist at a plane farther from the second lens than the aforementioned value of s vbs . The smallest diameter of the exit pupil over the magnification range of interest was calculated to be 10.16 mm at M −4. Hence, with this OS geometry and a VBS with an aperture of 10 mm or less, vignetting will never occur, and the VBS will always be overfilled. AVBS with a larger aperture will, however, limit the magnification range that can be supported by the OS.
An eMagin WUXGA ULT organic light-emitting diode (OLED) monitor was selected for its high resolution, contrast ratio, dynamic range, peak brightness, and small pixel pitch. This OLED monitor is approximately 2 × 1 cm in size and is mounted on a printed circuit board containing driver electronics. This printed circuit board is housed in a 3-D-printed enclosure that interfaces to the three-axis translational stage. A computer-aided design of the variable-magnification OS using commercial-off-the-shelf components was created and is shown in Fig. 4 . The actual testbed is shown in Fig. 5 .
IV. Synthetic Scene Generation
The space environment is synthetically emulated by rendering 3-D vector graphics to the monitor that are created using Open Graphics Library (OpenGL) [35] . The visual magnitude, right ascension, declination, and proper motion of SOs are obtained from the Hipparcos star catalog [36] . These parameters are used in conjunction with the pose of the VBS to determine the intensity and location of an SO being rendered to the monitor. Stereolithography files of NSOs (satellites, asteroids, debris, planets, moons, etc.) are parsed into vertex arrays used in OpenGL application programming interface calls. The pose of these objects relative to the VBS is calculated using a high-fidelity numerical simulation of the underlying orbital and attitude dynamics [37] . A fragment shader then illuminates each of the model's triangular facets based on its pose relative to multiple light sources of variable radiometric intensity (i.e., sun, Earth albedo, moonlight, etc.) and configurable material properties. The OS software is written in C++, including MEX and s-function wrappers, which allow the core C++ functionality to be accessed through the MATLAB command terminal and in Simulink. Examples of synthetic images created by the OS software to recreate images with corresponding flight data from the PRISMA mission [38] are displayed in Fig. 6 . Relative position and orientation of the VBS used for image generation were obtained from actual flight data for this dataset [38] .
V. Calibration of Optical Stimulator
A. Geometric
The purpose of the geometric calibration is to stimulate the VBS from a simulated angular origin in the presence of optical distortions introduced by the COs. This is achieved by providing the rendering software with unit vectors, which are functions of VBS stimulus unit vectors and the intrinsic parameters of the COs. This relationship is modeled by
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. . Fig . 6 Comparison of the synthetically generated images from the OS software (top row) with actual space imagery (bottom row) from the PRISMA mission [38] . Article in Advance / BEIERLE AND D'AMICO A 2 6 6 6 6 6 6 6 6 6 6 6 6 4 
where c, d, and e are unknown coefficients modeling the intrinsic parameters of the COs using a polynomial of order m; x i y i z i vbs is the ith unit vector for the measured VBS stimulus direction; and x i y i z i os is the actuation vector passed to the OS rendering software. The matrix of unknown intrinsic parameters X can be estimated by solving Eq. (18) using a QR-based least-squares approach. This can be accomplished by rendering a calibration grid of dots to the OS monitor (i.e., B is known) and populating the matrix A using a VBS-acquired image of the calibration pattern.
Because the intrinsic parameters are function of the intercomponent separation, these coefficients need to be estimated at several discrete magnification levels. Linear interpolation of the intrinsic parameters can be used when operating at some intermediate magnification level M, where a calibration was not explicitly performed. Given that X 1 was estimated for a magnification M 1 , and X 2 was estimated for a magnification M 2 , the matrix B to be commanded to the OS can be computed from
The quality of the calibration was assessed by rendering a grid of dots to the OS monitor to stimulate a VBS calibration article with a desired set of unit vectors, using Eq. (22) . Angular residuals dθ were computed as the inner angle between desired and measured unit vectors for each dot in the rendered grid and are plotted in Fig. 7 . Figure 7 shows a decrease in the average magnitude of dθ as M decreases. This is expected because a magnified OS monitor pixel subtends a larger solid angle in the VBS's FOV. As M decreases, the OS monitor pixel subtends a smaller solid angle and eventually drops below the angular precision that can be measured by the VBS calibration article. Because of this phenomenon, the OS can only be geometrically calibrated to the angular precision of the VBS calibration article. These results show that the OS can consistently place point sources of light within 10 0 0 or better in the presence of varying distortion for a wide range of M.
B. Radiometric
The objective of the radiometric calibration is to characterize the functional relationship between the scene rendered to the monitor and the irradiance arriving at the aperture of the VBS as M varies. A ThorLabs S130C high-resolution optical power meter was placed at the plane where the VBS aperture normally would be and was used to measure the radiometric flux. Irradiance measurements were gathered at different wavelengths by varying the OS magnification level and monitor digital count. These measurements were used to identify the irradiance through the OS as a function of OS monitor state and magnification level. Irradiance measurements per OS monitor pixel obtained at varying monitor digital count are plotted in Fig. 8 . Measurements were obtained with the central 1% of the OS monitor pixels illuminated and the exit pupil of the OS overfilling the optical power meter. These curves normalize the measurement obtained by the number of OS illuminated monitor pixels to estimate the irradiance contribution from a single OS monitor pixel.
As shown in Fig. 8 , the radiometric dynamic range of an OS monitor pixel changes as a function of magnification. By transitioning from M −0.25 to M −4, the peak irradiance increases by a factor of 10 within a color channel. When using a single monitor pixel at low digital count, the OS has the ability to stimulate VBSs with point sources of light near 10 −12 W ⋅ m −2 and can simulate sources up to 10 −4 W ⋅ m −2 when magnified and using multiple pixels at high digital count. This represents a radiometric dynamic range spanning eight orders of magnitude.
VI. Results
Two HIL experiments were conducted using the variablemagnification OS to stimulate a far-and close-range VBS. The farrange VBS has a narrow FOV and is used in an AON scenario, and the close-range VBS with a wide FOVis used in a pose estimation scenario. The parameters of these two VBSs are outlined in Table 3 .
A. Angles-Only Navigation
The first test scenario considered in this work looks at the problem of relative navigation of an observing spacecraft with respect to a NSO in a near-circular, low Earth orbit (LEO). In this configuration, the observer spacecraft is attempting to estimate the relative orbital motion of the target space object using only bearing angles obtained by a far-range VBS (9 deg diagonal FOV). AON represents an especially difficult estimation scenario due to the inherent dynamical observability constraints imposed by using bearing angle measurements Fig. 7 Cumulative distribution function (CDF) of angular residuals between desired and measured feature locations at several magnification levels.
(two-dimensional) to reconstruct the full relative orbital motion state (six-dimensional). For this test scenario, the NSO relative orbital motion is chosen to be similar to the scenarios considered by Sullivan et al. [18] . In that work, the authors use a set of relative orbital elements (ROEs) consisting of the relative semimajor axis δa, relative mean longitude δλ, and relative eccentricity and inclination vectors δe and δi to parameterize the relative motion of the NSO with respect to the observing spacecraft [39] . The initial conditions for the observing spacecraft and the relative motion of the NSO are provided in Table 4 .
For simplicity but without loss of generality, the VBS on the observing spacecraft is assumed to be pointing with a fixed boresight alignment in the antiflight direction. Beginning from the specified initial conditions, the absolute position and velocity of the observing spacecraft and target NSO are numerically propagated for several orbits using a high-fidelity simulator that includes rigorous force models of high-order gravity, atmospheric drag, solar radiation pressure, third-body sun and moon effects, and tidal effects [37] . The numerically propagated trajectories provide the ground truth against which to compare the performance of the AON filter. To estimate the relative orbit of the NSO, the filter requires knowledge of both the observer absolute orbital state and VBS-frame absolute attitude, as well as sequential sets of bearing angles that subtend the line-of-sight vector pointing from the observer to the NSO. The observer absolute orbit knowledge is provided by corrupting the ground truth observer orbit with measurement noise that is representative of coarse position/velocity/time solutions obtained using a global positioning system receiver. Instead, the HILVBS stimulated by the OS provides the measured attitude and bearing angles. The relationship between the bearing angles and the relative position is illustrated in Fig. 9 .
A simplified architectural layout of the AON algorithm is depicted in Fig. 10 . Regions of interest obtained from the far-range VBS are fed into an image processing algorithm to detect and link clusters of bright pixels. Using the Hipparcos star catalog, a star identification process labels some of these clusters as SOs and produces an inertial attitude estimate q. The remaining bright clusters are taken to be NSO candidates. Prior information on the orbital elements oe of the observer and target NSO are assumed to be available. This absolute orbit knowledge aides in the selection of the NSO candidate to be navigated relative to. A line-of-sight vector to the NSO is used to compute bearing measurements α, ε, which are fed into an unscented Kalman filter (UKF) formulated by Sullivan and D'Amico [19, 20] . The UKF returns an estimate of the relative orbital elements δoe to the NSO and covariance matrix P.
With the navigation architecture presented in Fig. 10 , the filter is able to converge to a very good estimate of the relative orbit of the NSO, demonstrating steady-state estimation error within 2.5% of the true mean interspacecraft range (as given by aδλ) and to within 10 m for all other state elements, as shown in Fig. 11 . A comparison of the angles-only filter prefit and postfit measurement residual steady-state statistics in Table 5 indicate worst-case postfit residuals for azimuth and elevation at approximately 8 and 22% of the iFOV associated with a test article pixel, respectively. This is a strong indication that the filter is processing measurements effectively and reducing modeling residuals to the noise floor of the onboard sensor. It is instructive to mention that the larger standard deviation in the elevation angle postfit residuals is expected because the range ambiguity translates to an elevation error in filter modeling due to the orbit curvature. To the Fig. 8 Irradiance measured at the exit of lens 2 at different wavelengths, OS monitor digital counts, and OS magnification levels.
Article in Advance / BEIERLE AND D'AMICO authors' knowledge, this is the first published HIL result of a completely maneuver-free, stable, and converging AON filter using a synthetic stimulus. This HIL implementation of an AON filter demonstrates the utility of the OS testbed for investigating functionality and performance in different operational environments. At intersatellite separations on the order of kilometers, azimuth and elevation measurements calculated from the image processing algorithm were experimentally observed to be accurate and precise (1σ 10.3 0 0 ). As the intersatellite separation decreases to hundreds of meters, features (i.e., antennas, solar panels, etc.) on the observed satellite and its structure start to become visible. Illumination and shadowing of the observed satellite dynamically change as a function of the NSO's pose relative to the observing VBS, sun, and Earth. When using a simple center-of-mass image processing centroiding algorithm, shadowing and varying illumination of the observed satellite result will degrade the accuracy of the measured bearing angles. This phenomenon can be observed in Fig. 12 . Fig. 9 Relationship between relative position and bearing angles [18] . The second test scenario considers an observing satellite with a close-range VBS (outlined in Table 3 ) formation flying in close proximity (10-20 m intersatellite separation) to the Tango satellite from the PRISMA mission. The observing satellite is attempting to estimate the relative position and orientation, or pose, of the Tango satellite using a single monocular image. The synthesized scenes rendered to the OS monitor stimulate a close-range VBS on the observing satellite, which is estimating the relative pose of Tango using a deep convolutional neural network (CNN) formulated by Sharma et al. [40, 41] . In that work, the authors divide the continuous six-dimensional pose space into discrete bins and solve a classification problem to determine the relative pose of Tango, as shown in Fig. 13 . The pose label predicted by the CNN corresponds to a region in a four-dimensional space. Of these four dimensions, three correspond to the attitude of the VBS reference frame with respect to the Tango body reference frame, and one corresponds to the distance from the origin of the VBS reference frame to the origin of the Tango body reference frame. The output of the last fully connected layer of the CNN is passed through the softmax function, yielding values that can be interpreted as the probability of the image being associated to each pose label.
Training of the CNN was accomplished by generating a large dataset consisting of several thousand labeled images acquired with the close-range VBS being stimulated by the OS. The automated pipeline for generation and labeling of space imagery is based on uniformly discretizing the four-dimensional viewspace around a target object. Uniformly distributing a set of n VBS locations around the target is akin to solving for a minimum-energy configuration for charged particles on a sphere of radius r. The determination of this stable configuration of particles constrained on a sphere and being acted on by an inverse square repelling force is known as the Thomson problem [42] . Using this approach to solve for the uniform distribution of points on a sphere fixes two of the four degrees of freedom in the view space. The third degree of freedom is the rotation of the VBS about the boresight direction, which can be uniformly discretized in m − 1 intervals from 0 to 360 deg. Finally, the degree of freedom corresponding to the distance of the VBS relative to the target can be discretized by generating spheres of varying radii. Figure 14 illustrates the discretization of the continuous attitude space into various classes.
The trained CNN is then used to estimate the relative pose on a validation set not used during training. Angular residuals between the CNN predicted attitude and the ground truth attitude used in the OS rendering pipeline are parameterized with a set of 3-2-1 Euler angles. For small residuals, these Euler angles correspond to rotations about the axes of the VBS frame (the first and second axes are the horizontal and vertical directions of the image plane, the third axis is boresight direction). Range residuals are computed by simply differencing the ground truth and CNN predicted range. A wireframe model of the Tango satellite corresponding to the predicted poses is plotted on top of the HIL acquired images in Fig. 15 . The plots include annotations with the aforementioned residuals, along with a pose class confidence metric coming from the CNN computed softmax probabilities.
The trained CNN was then used to estimate the pose of the Tango satellite in a sequence of images recreating an hour-long segment of flight data (starting at 6 Oct. 2011 22:49:16 GPS time) obtained from the PRISMA mission [38] . Specifically, on-ground precise relative Article in Advance / BEIERLE AND D'AMICO orbit determination based on GPS (accurate to about 2 cm 3-D rms) [43] is used as the true relative position. The onboard attitude estimate provided by star trackers aboard the Mango satellite and a combination of sun sensors and magnetometers aboard the Tango satellite (accurate to about 3 deg 3-D rms) are used to calculate the relative attitude between the VBS frame and Tango body axes. The relative pose, absolute orbit, and timing information obtained from the PRISMA flight products are used as inputs in the synthetic image generation pipeline of the OS. Pose computed by the CNN on this sequence of images was compared against the interpolated flight data to produce a sequence of translational and angular residuals. The aforementioned interpolation scheme used SLERP [44] for interpolating attitude and a 12th-order Lagrangian interpolation [45] for interpolating position between data in the flight products. These residuals are plotted in Fig. 16 .
As shown in Fig. 16 , the pose determined by the CNN is able to reach accuracies consistent with the discretization of the pose space (degree and centimeter level). This is achieved with only 5000 training images. This same CNN was then stress tested by attempting to determine the pose of Tango with the Earth in the background. As the position of the sun relative to the Earth evolves during this test, light from Earth albedo causes many pixels to register high digital counts, as shown in Fig. 17 . Note that the accuracy and confidence of the pose estimate degrades as the Earth is observed brighter in the background in Fig. 17 . 
VII. Conclusions
This paper addresses the design, calibration, and utilization of a hardware-in-the-loop (HIL) testbed to stimulate optical hardware for spaceborne vision-based navigation. The assembled testbed and selected components were converged upon through a design process to meet an explicit set of functional and performance requirements to simulate simulate stellar objects (SOs) and nonstellar objects (NSOs) from a geometric and radiometric standpoint and support testing of vision-based sensors (VBSs) with narrow and wide FOV. The variable-magnification optical stimulator (OS) consists of an organic light-emitting diode (OLED) monitor stimulating a VBS through a pair of lenses. The relative positioning of these components is achieved using two motorized stages that translate the OLED monitor and one of the lenses along the optical axis of the testbed. This approach is shown to support VBSs of both narrow and wide FOV, increase the radiometric dynamic range of the testbed, and emulate close-range scenarios when light from an object is not collimated. Geometric calibration of the testbed consisted of isolating the distortions introduced by the lenses of the OS and warping the scene rendered to the monitor to produce a stimulus reaching the aperture of the VBS test article from the intended angular location. A radiometric calibration quantified the irradiance of an OS monitor pixel as a function of digital count and testbed magnification. These calibration steps were necessary to be able to accurately place simulated sources of light to within arcseconds of angular accuracy over a large radiometric dynamic range.
Two HIL experiments were conducted to illustrate the utility of the OS at verifying the functionality and performance of a VBS used for spaceborne navigation. The first HIL test simulated a formationflying scenario to verify the functionality and performance of an angles-only navigation (AON) algorithm. The relative navigation algorithm uses measurements from a far-range VBS (9 deg diagonal FOV) collected by an observer spacecraft performing far-range rendezvous with a noncooperative client in LEO. These HIL observations were used to produce a sequence of inertial attitude measurements as well as bearing measurements to the NSO, whose relative position is unknown to the observing vehicle. This visionbased rendezvous scenario has a documented unobservability in discerning the relative separation that can be circumvented through the use of an angles-only filter. The high-dynamic range OS was able to accurately reproduce both SOs and the NSO from a geometric and radiometric standpoint simultaneously to stimulate the VBS test article in a realistic manner. The angles-only relative navigation algorithm was verified by assessing functional performance of the estimation solution and filter measurement modeling accuracy.
The second HIL test scenario considers an observing satellite with a monocular close-range VBS (42 deg diagonal FOV) formation flying in close proximity (10−20 m intersatellite separation) to the Tango satellite from the PRISMA mission. The relative pose, absolute orbit, and timing information obtained from PRISMA flight products are used as inputs in the synthetic image generation pipeline of the OS. Variable magnification of the OS is used to support testing of the wider FOV close-range VBS by translating components in accordance with the material presented in Sec. III. The stimulus provided by the OS allows for realistic images to be acquired by the close-range VBS test article. These HIL-acquired monocular images are fed into a deep convolutional neural network (CNN) that is attempting to estimate the relative pose of Tango, which is unknown to the observing vehicle. The CNN estimates the pose of Tango by producing a pose label classification, which corresponds to a discrete bin in the space of continuous poses observed during training of the CNN. In this experiment, the OS is used to stimulate the close-range VBS with a realistic stimulus and produce several thousand HIL images necessary for training of the CNN. At test time, the closerange VBS is stimulated by the OS with new scenes not encountered during training. These scenes are produced by interpolating with relative pose, absolute orbit, and timing information obtained from the PRISMA flight products. This close-range HIL training and testing enabled by the OS was used to verify the functional performance of the CNN pose estimator and quantify its performance accuracy. Future work includes using the OS to abridge the transition from AON to pose determination using HIL.
