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1. Introduction
The aim of this paper is to offer an algebraic construction of infinite-
dimensional Grassmannians and determinant bundles. As an applica-
tion we construct the τ -function and formal Baker-Akhiezer functions
over arbitrary fields, by proving the existence of a “formal geometry”
of local curves analogous to the geometry of global algebraic curves.
Recently G. Anderson ([A]) has constructed the infinite-dimensional
Grassmannians and τ -functions over p-adic fields; his constructions are
basically the same as in the Segal-Wilson paper ([SW]) but he replaces
the use of the theory of determinants of Fredholm operators over a
Hilbert space by the theory of p-adic infinite determinants (Serre [S]).
Our point of view is completely different and the formalism used is
valid for arbitrary base fields; for example, for global number fields
or fields of positive characteristic. We begin by defining the func-
tor of points, Gr(V, V +), of the Grassmannian of a k-vector space
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V (with a fixed k-vector subspace V + ⊆ V ) in such a way that the
points Gr(V, V +)(Spec(k)) are precisely the points of the Grassman-
nian defined by Segal-Wilson or Sato-Sato ([SW], [SS]) although the
points over an arbitrary k-scheme S have been not previously con-
sidered by other authors. This definition of the functor Gr(V, V +),
which is a sheaf in the category of k-schemes, allows us to prove that
it is representable by a separated k-scheme Gr(V, V +). The universal
property of the k-scheme Gr(V, V +) implies, as in finite-dimensional
Grassmannians, the existence of a universal submodule, LV , of π
∗V
(π : Gr(V, V +) → Spec(k) being the natural projection). These con-
structions allow us to use the theory of determinants of Knudsen and
Mumford ([KM]) to construct the determinant bundle over Gr(V, V +).
This is one of the main results of the paper because it implies that we
can define “infinite determinants” in a completely algebraic way. From
this definition of the determinant bundle, we show in §3 that global
sections of the dual determinant bundle can be computed in a very
natural form. The construction of τ -functions and Baker functions is
based on the algebraic version, given in §4, of the group Γ of continuous
maps S1 → C∗ defined by Segal-Wilson ([SW]) which acts as a group
of automorphisms of the Grassmannians. We replace the group Γ by
the representant of the following functor over the category of k-schemes
S  H0(S,OS)((z))
∗ = H0(S,OS)[[z]][z
−1]∗
This is one of the points where our view differs essentially from other
known expositions ([A], [AD], [SW], [SS]). Usually, the elements of Γ
are described as developments, of the type f =
∑+∞
−∞ λi z
i (λk ∈ C), but
in the present formalism the elements of Γ with values in a k-algebra
A are developments f =
∑
i≥−N λi z
i ∈ A((z)) such that λ−1, . . . , λ−N
are nilpotent elements of A.
In future papers we shall apply the formalism offered here to arith-
metic problems (Drinfeld moduli schemes and reprocity laws) and shall
give an algebraic formalism of the theory of KP-equations related to
the characterization of Jacobians and Prym varieties. We also hope
that this formalism might clarify the algebro-geometric aspects of con-
formal field theories over base fields different from R or C in the spirit
of the paper of E. Witten ([W]).
2. Infinite Grassmannians
Let V be a vector space over a field k.
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Definition 2.1. (Tate [T]) Two vector spaces A and B of V are com-
mensurable if A +B/A ∩B is a vector space over k of finite dimen-
sion. We shall use the symbol A ∼ B to denote commensurable vector
subspaces.
Let us observe that commensurability is an equivalence relation be-
tween vector subspaces. The addition and intersection of two vector
subspaces commensurable with a vector subspace A is also commensu-
rable with A.
Let us fix a vector subspace V + ⊆ V . The equivalence class of
vector subspaces commensurable with V + allows one to define on V a
topology, which will be called V +-topology: a basis of neighbourhoods
of 0 in this topology is the set of vector subspaces of V commensurable
with V +.
V is a Haussdorff topological space with respect to the V +-topology.
Definition 2.2. The completion of V with respect to the V +-topology
is defined by:
V̂ = lim←−
A∼V +
(V/A)
Analogously, given a vector subspace B ⊆ V we define the comple-
tions ofB and V/B with respect toB∩V + andB + V +/B, respectively.
The homomorphism of completion V
i
−→V̂ is injective and V is said
to be complete if V
i
−→ V̂ is an isomorphism.
Example 1. • (V, V + = 0); V is complete.
• V = k((t)), V + = k[[t]]; V is complete.
• Let (X,OX) be a smooth, proper and irreducible curve over the
field k, and let V be the ring of adeles of the curve and V + =
∏
p
Ôp
( Op being the mp-adic completion of the local ring of X in the
point p); V is complete with respect the V +-topology.
Proposition 2.3. The following conditions are equivalent:
1. V is complete.
2. V + is complete.
3. Each vector subspace commensurable with V + is complete.
Proof. This follows easily from the following commutative diagram for
every A ∼ V +:
0 −−−→ Â −−−→ V̂ −−−→ V̂/A −−−→ 0
iA
x iVx ≃x
0 −−−→ A −−−→ V −−−→ V/A −−−→ 0
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Definition 2.4. Given a k-scheme S and a vector subspace B ⊆ V ,
we define:
1. V̂S = lim←−
A
A∼V +
(V/A⊗
k
OS).
2. B̂S = lim←−
A
A∼V +
(B/A ∩B)⊗
k
OS.
3. (̂V/B)S = lim←−
A
A∼V +
((V/A+B)⊗
k
OS).
Proposition 2.5. V̂S is a sheaf of OS-modules and given B ∼ V
+, we
have:
̂(V/B)S = V̂S/B̂S = (V/B)⊗
k
OS
Proof. This is an easy exercise of linear algebra.
Let V be a k-vector space and V + a vector subspace determining a
class of commensurable vector subspaces.
Definition 2.6. A discrete vector subspace of V is a vector subspace,
L ⊆ V , such that L ∩ V + and V/L+ V + are k-vector spaces of finite
dimension.
We aim to define a Grassmannian scheme Gr(V, V +), defining its
functor of points Gr(V, V +) and proving that it is representable in the
category of k-schemes.
If V is complete, the rational points of our Grassmannian will be
precisely the discrete vector spaces of V ; that is, Gr(V, V +)(Spec(k)) as
a set coincides with the usual infinite Grassmannian defined by Pressley
and Segal [PS] or M. and Y. Sato [SS].
Definition 2.7. Given a k-scheme S, a discrete submodule of V̂S is a
sheaf of quasi-coherent OS-submodules L ⊂ V̂S such that LS′ ⊂ V̂S′ for
every morphism S ′ → S and for each s ∈ S, L ⊗
OS
k(s) ⊂ V̂S ⊗
OS
k(s)
and there exists an open neighbourhood Us of s and a commensurable
k-vector subspace B ∼ V + such that: LUs ∩ B̂Us is free of finite type
and V̂Us/LUs + B̂Us = 0.
Proposition 2.8. With the notations of the above definition, given
another commensurable k-vector space, B′ ∼ V +, such that B ⊆ B′,
LUs ∩ B̂
′
Us is locally free of finite type.
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Proof. This follows easily from the commutative diagram
0 −−−→ B̂Us −−−→ B̂
′
Us −−−→ ((B
′/B)⊗
k
OUs) = B̂
′
Us
/B̂Us −−−→ 0y y y
0 −−−→ V̂Us/LUs −−−→ V̂Us/LUs −−−→ 0 −−−→ 0
using the snake Lemma.
Definition 2.9. Given a k-vector space V and V + ⊆ V , the Grass-
mannian functor, Gr(V, V +), is the contravariant functor over the cat-
egory of k-schemes defined by
Gr(V, V +)(S) =
{
discrete sub-OS-modules of V̂S
with respect the V +-topology
}
Remark 1. Note that if V is a finite dimensional k-vector space and
V + = (0), then Gr(V, (0)) is the usual Grassmannian functor defined
by Grothendieck [EGA].
Definition 2.10. Given a commensurable vector subspace A ∼ V +,
the functor FA over the category of k-schemes is defined by:
FA(S) = { sub-OS-modules L ⊂ V̂S such that L ⊕ ÂS = V̂S }
(That is: L ∩ ÂS = (0) and L+ ÂS = V̂S).
Lemma 2.11. For every commensurable subspace B ∼ V +, the con-
travariant functor FB is representable by an affine and integral k-
scheme FB.
Proof. Let L0 be a discrete k-subspace of V such that L0⊕B = V ; we
then have:
FB(S) = HomOS((L0)S, B̂S) = lim←−
A
A∼V +
HomOS((L0)S, B/B ∩ A⊗
k
OS))
If we denote by FB/B∩A(S) the set HomOS((L0)S, B/B ∩ A⊗
k
OS)),
it is obvious that the functor FB/B∩A(S) is representable by an affine
and integral k-scheme since B/B ∩A is a finite dimensional k-vector
space. But FB is now a projective limit of functors representable by
affine schemes, so we conclude that FB is representable by an affine
k-scheme.
6 A. A´LVAREZ, J. M. MUN˜OZ, AND F. J. PLAZA
Lemma 2.12. Let L be an element in GrV +(V )(S) and A and B are
two k-subspaces of V commensurable with V +. It holds that:
a) if V̂S/L+ ÂS = 0, then L ∩ ÂS is a finite type locally free of OS-
module.
b) V̂S/L+ B̂S is an OS-module locally of finite presentation.
Proof.
a) By proposition 2.8, for each point s ∈ S there exists an open neigh-
bourhood Us and a commensurable k subspace A
′ ∼ V + such that:
A ⊆ A′, V̂Us/LUs + Â
′
Us = 0 and LUs ∩ Â
′
Us is free of finite type. From
the exact sequence:
0→ L∩ ÂS → L → (V̂S/ÂS) = (V/A)S → 0
one deduces that L ∩ ÂS is quasicoherent and
0→ (L ∩ ÂS)Us → LUs → (V̂Us/ÂUs) = (V/A)Us → 0
Let us consider the commutative diagram:
0 −−−→ L⊕ ÂS −−−→ L⊕ Â′S −−−→ (A
′/A)S −−−→ 0y y y
0 −−−→ V̂S −−−→ V̂S −−−→ 0 −−−→ 0
By using the snake lemma we have an exact sequence:
0→ (LS∩ÂS)→ LS∩Â
′
S → (A
′/A)S → V̂S/LS + ÂS → V̂S/LS + Â′S → 0
In our conditions for A and A′ we have:
0→ (LUs ∩ ÂUs)→ LUs ∩ Â
′
Us → (A
′/A)Us → 0
Then, (L ∩ ÂS)Us = LUs ∩ ÂUs is the kernel of a surjective homomor-
phism between two free OUs-modules of finite type, and we conclude
the proof.
b) For a given s ∈ S, let us take B ⊆ B′ such that B′ ∼ V +
is a commensurable subspace, LUs ∩ B̂
′
Us is free of finite type and
V̂Us/LUs + B̂
′
Us = 0. We then have the exact sequence:
LUs ∩ B̂
′
Us → B
′/B ⊗
k
OUs → V̂Us/LUs + B̂Us → 0
and so we conclude.
Theorem 2.13. The functor Gr(V, V +) is representable by a k-scheme
Gr(V, V +).
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Proof. The proof is modeled on the Grothendieck construction of finite
Grassmannians [EGA]; that is:
It is sufficient to prove that {FA, A ∼ V
+} is a covering of Gr(V, V +)
by open subfunctors:
1)For every A ∼ V +, the morphism of functors FA → Gr(V, V
+) is
representable by an open immersion:
That is, given morphism of functors X
•
→ Gr(V, V +) (where X is a
k-scheme), the functor
X
•
×
Gr(V,V +)
FA →֒ X
•
is represented by an open subscheme ofX . This is equivalent to proving
that given L ∈ Gr(V, V +)(X), the set :
U(A,L) = {x ∈ X such that Lx = L ⊗
OX
k(x) ∈ FA(Spec(k(x)))}
is open in X .
If Lx ∈ FA(Spec(k(x)), then:
V̂k(x)/Lx + Âk(x) = 0
but V̂X/L+ ÂX is a OX -module of finite presentation and, applying
the lemma of Nakayama, there exists an open neighbourhood Ux of x,
such that
V̂Ux/LUx + ÂUx = 0
By lemma 2.12, LUx∩ÂUx is a OUx-module coherent. However, bearing
in mind that Lx ∩ Âk(x) = 0, there exists another open neighbourhood
of x, U ′x ⊆ Ux, such that LU ′x ∩ ÂU ′x = 0 and therefore LU ′x ∈ FA(U
′
x).
2) For every k-scheme X and every morphism of functors
X
•
→ Gr(V, V +)
the open subschemes {U(A,L), A ∼ V +} defined above are a covering
of X .
That is, given L ∈ Gr(V, V +)(X) and a point x ∈ X , there exists an
open neighbourhood, Ux, of x and a commensurable subspace A ∼ V
+
such that:
LUx ∈ FA(Ux)
Let A be a commensurable subspace such that:
Lx ∩ Âk(x) = 0
since V̂k(x)/Lx + Âk(x) is a k(x)-vector space of finite dimension, we can
choose a basis (e1 ⊗ 1, . . . , ek ⊗ 1) of V̂k(x)/Lx + Âk(x) where ei ∈ V .
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Defining
B = A + 〈e1, . . . , ek〉
obviously B ∼ V +. One can easily prove that there exists an open
subset U ′x ⊆ U such that LU ′x ∈ FB(U
′
x) and this completes the proof
of the theorem.
Lemma 2.14. Let A, B be two k-vector spaces of V commensurable
with V +. A necessary and sufficient condition for the existence of L ∈
Gr(V, V +)(S) such that L ⊕ ÂS = L ⊕ B̂S = V̂S, is that there should
exist an isomorphism of k-vector spaces
τ : B/A ∩B
∼
−→ A/A ∩B
Proof. Let us consider the decomposition:
V̂S = ̂(A ∩B)S ⊕ (B/A ∩ B)S ⊕ (A/A ∩ B)S ⊕ (V/A+B)S
If the isomorphism τ exists, we take:
L = {(a, b, τ(b)), a ∈ (V/A+B)S , b ∈ (B/B ∩ A)S}
Conversely, assume that L ⊕ ÂS = L ⊕ B̂S = V̂S. We then have:
L⊕(B/B ∩A)S⊕
(
B̂ ∩A
)
S
≃ L⊕B̂S ≃ L⊕ÂS ≃ L⊕(A/A ∩B)S⊕
(
B̂ ∩ A
)
S
from which we deduce that:
(B/A ∩ B)S ≃ (A/A ∩B)S
Theorem 2.15. Gr(V, V +) is a separated scheme.
Proof. Let FB = Spec(AB) = (UB) be the affine open subschemes of
the Grassmannian constructed in lemma 2.11. It suffices to prove that
given two commensurable subspaces B′ and B such that FB ∩ FB′ 6= ∅
then FB ∩ FB′ is affine.
By lemma 2.14
FB ∩ FB′ 6= ∅
implies the existence of L0 ∈ FB(Spec(k)) ∩ FB′(Spec(k)) and bearing
in mind that
FB ∩ FB′ = FB ×
F
B+B′
FB′
we conclude the proof.
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Definition 2.16. The discrete submodule corresponding to the identity
Id ∈ Gr(V, V +)
(
Gr(V, V +)
)
will be called the universal module and will be denoted by
LV ⊂ V̂Gr(V,V +)
Remark 2. In this section we have constructed infinite-dimensional
Grassmannian schemes in an abstract way. Since we select particu-
lar vector spaces (V, V +) we obtain different classes of Grassmannians.
Two examples are relevant:
1. V = k((t)), V + = k[[t]]. In this case, Gr(k((t)), k[[t]]) is the
algebraic version of the Grassmannian constructed by Pressley,
Segal, and M. and Y. Sato ([PS], [SS]) and this Grassmannian is
particularly suitable for studying problems related to the moduli
of curves (over arbitrary fields) and KP-equations.
2. Let (X,OX) be a smooth, proper and irreducible curve over the
field k and let V be the adeles ring over the curve and V + =
∏
p
Ôp
(Example 1.3.3). In this case Gr(V, V +) is an adelic Grassmannian
which will be useful for studying arithmetic problems over the
curve X or problems related to the classification of vector bundles
over a curve (non abelian theta functions...).
Instead of adelic Grassmanians, we could define Grassmanians
associated with a fixed divisor on X in an analogous way.
These adelic Grassmanians will be also of interest in the study
of conformal field theories over Riemann surfaces in the sense of
Witten ([W]).
Remark 3. From the universal properties satisfied by the Grassman-
nian one easily deduces the well known fact that given a geometric
point W ∈ Gr(V )(Spec(K)) (k →֒ K being an extension of fields), the
Zariski tangent space to Gr(V ) at the point W is the K-vector space:
TW Gr(V ) = Hom(W, V̂K/W )
3. Determinant Bundles
In this section we construct the determinant bundle over the Grass-
mannian following the idea of Knudsen and Mumford ([KM]). This
allow us to define determinants algebraically and over arbitrary fields
(for example for k = Q or k = Fq).
Let us set a pair of vector spaces, V + ⊆ V . As in section 2, we will
denote the Grassmannian Gr(V, V +) simply by Gr(V ).
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Definition 3.1. For each A ∼ V + and each L ∈ Gr(V )(S) we define
a complex, C•A(L), of OS-modules by:
C•A(L) ≡ · · · → 0→ L⊕ AˆS
δ
−→ VˆS → 0→ . . .
δ being the addition homomorphism.
Theorem 3.2. C•A(L) is a perfect complex of OS-modules.
Proof. We have to prove that the complex of C•A(L) is locally quasi-
isomorphic to a bounded complex of free finitely-generated modules.
Let us note that the homomorphism of complexes given by the dia-
gram:
. . . −−−→ 0 −−−→ L⊕ AˆS
δ
−−−→ VˆS −−−→ 0 −−−→ . . .
p1
y y
. . . −−−→ 0 −−−→ L −−−→ (V/A)ˆS −−−→ 0 −−−→ . . .
(p1 being the natural projection) is a quasi-isomorphism. The problem
is local on S, and hence for each s ∈ S we can assume the existence of
an open neighbourhood, U , and a commensurable subspace B ∼ V +
such that A ⊆ B and:
VˆU/(LU , BˆU) = 0 , LU ∩ BˆU is free and finitely-generated
We then have the exact sequence:
0→ LU ∩ AˆU → LU ∩ BˆU → (B/A)U → VˆU/(LU + AˆU)→ 0
from which we deduce that the homomorphism of complexes given by
the following diagram is a quasi-isomorphism:
. . . −−−→ 0 −−−→ LU ∩ BˆU −−−→ (B/A)
ˆ
U −−−→ 0 −−−→ . . .y y
. . . −−−→ 0 −−−→ LU −−−→ (V/A)
ˆ
U −−−→ 0 −−−→ . . .
That is, C•A(L)|U is quasi-isomorphic to the complex 0 → LU ∩ BˆU →
(B/A)U → 0, which is a complex of free and finitely-generated modules.
Definition 3.3. The index of a point L ∈ Gr(V )(S) is the locally con-
stant function iL : S → Z defined by:
iL(s) = Euler-Poincare´ characteristic of C
•
V +(L)⊗ k(s)
k(s) being the residual field of the point s ∈ S. (For the definition of
the Euler-Poincare´ characteristic of a perfect complex see [KM]).
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Remark 4. The following properties of the index are easy to verify:
1. Let f : T → S be a morphism of schemes and L ∈ Gr(V )(S);
then: if∗L = f
∗(iL).
2. The function i is constantly zero over the open subset FV +.
3. If B ∼ V +, V + ⊆ B and VˆU/LU + BˆU = 0 over an open sub-
scheme U ⊆ S, then iL(s) = dimk(s)(Ls ∩ Bˆs)− dimk(s)(Bs/V
+
s ).
4. If V is a finite-dimensional k-vector space and V + = V and L ∈
Gr(V )(S), then iL = rank(L).
5. For any rational point L ∈ Gr(V )(Spec(k)) one has:
iL = dimk(L ∩ V
+)− dimk(Vˆ /L+ Vˆ
+)
Theorem 3.4. Let Grn(V ) be the subset over which the index takes
values equal to n ∈ Z. Grn(V ) are open connected subschemes of Gr(V )
and the decomposition of Gr(V ) in connected components is:
Gr(V ) =
∐
n∈Z
Grn(V )
Proof. This is obvious from the properties of the index.
Given a point L ∈ Gr(V )(S) and A ∼ V +, we denote by Det C•A(L)
the determinant sheaf of the perfect complex C•A(L) in the sense of
[KM].
Theorem 3.5. With the above notations the invertible sheaf over S,
Det C•A(L), does not depend on A (up to isomorphisms).
Proof. Let A and A′ be two commensurable subspaces. It suffices to
prove that:
Det C•A(L)
∼
−→ Det C•A′(L)
in the case A ⊆ A′. In this case we have a diagram:
. . . −−−→ 0 −−−→ L⊕ AˆS
δ
−−−→ VˆS −−−→ 0 −−−→ . . .y Idy
. . . −−−→ 0 −−−→ L⊕ Aˆ′S
δ
−−−→ VˆS −−−→ 0 −−−→ . . .
and by the additivity of the functor Det(−) we obtain:
Det C•A(L)⊗ Det(A
′/A)S
∼
−→ Det C•A′(L)
However A′/A is free and we conclude the proof.
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Definition 3.6. The determinant bundle over Gr(V ), DetV , is the in-
vertible sheaf:
Det C•V +(LV )
LV being the universal submodule over Gr(V ).
Proposition 3.7. (Functoriality) Let L ∈ Gr(V )(S) be a point given
by a morphism fL : S → Gr(V ). There exists a functorial isomorphism:
f ∗LDetV
∼
−→ Det C•A(L)
We shall denote this sheaf by DetV (L).
Proof. The functor Det(−) is stable under base changes.
Remark 5. Let L ∈ Gr(V )(Spec(K)) be a rational point and let A ∼
V + such that L ∩ AˆK and VˆK/L+ AˆK are K-vector spaces of finite
dimension. In this case we have an isomorphism:
DetV (L) ≃ ∧
max(L ∩ AˆK)⊗ ∧
max(VˆK/(L+ AˆK))
∗
That is, our determinant coincides, over the geometric points, with the
determinant bundles of Pressley, Segal, Wilson and M. and Y. Sato
([PS], [SW], [SS]).
We shall now state with precision the connection between the deter-
minant bundle DetV and the determinant bundle over the finite Grass-
mannianns.
Let L, L′ ∈ Gr(V )(Spec(k)) such that L ⊆ L′. In these conditions,
L′/L is a k-vector space of finite dimension. The natural projection
π : L′ → L′/L induces an injective morphism of functors:
Gr(L′/L) →֒ Gr(V )
defined by:
j(M) = π−1(M) for each M ∈ Gr(L′/L)(S)
We then have a morphism of schemes:
j : Gr(L′/L) →֒ Gr(V )
It is not difficult to prove that j is a closed immersion.
Theorem 3.8. With the above notations, there exists a natural iso-
morphism:
j∗DetV
∼
−→ DetL′/L
DetL′/L being the determinant bundle over the finite Grassmannian
Gr(L′/L).
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Proof. Let Lf be the universal submodule over Gr(L′/L). By definition
DetL′/L = Det(L
f → L′/L), which is isomorphic to Det(π−1Lf → L′).
By the definition of j, one has j∗LV
∼
−→ π−1Lf and hence:
j∗DetV ≃ Det(π
−1Lf ⊕ Vˆ + → Vˆ )
and from the exact sequence of complexes:
π−1Lf −−−→ π−1Lf ⊕ Vˆ + −−−→ Vˆ +y y y
L′ −−−→ Vˆ −−−→ Vˆ /L′
we deduce that j∗DetV ≃ DetL′/L.
Corollary 3.9. Let i be the index function over Gr(V ). For each ra-
tional point M ∈ Gr(L′/L) one has:
i(j(M)) = i(L′) + dimk(L
′/M + L)
Proof. Obvious.
3.1. Global sections of the determinant bundles and Plu¨cker
morphisms . It is well known that the determinant bundle have no
global sections. We shall therefore explicitly construct global sections
of the dual of the determinant bundle over the connected component
Gr0(V ) of index zero.
We use the following notations: ∧•E is the exterior algebra of a
k-vector space E; ∧rE its component of degree r, and ∧E is the com-
ponent of higher degree when E is finite-dimensional.
Given a perfect complex C• over k-scheme X , we shall write Det∗ C•
to denote the dual of the invertible sheaf Det C•.
To explain how global sections of the invertible sheaf Det∗ C• can be
constructed, let us begin with a very simple example:
Let f : E → F be a homomorphism between finite-dimensional k-
vector spaces of equal dimension. This homomorphism induces:
∧(f) : ∧E → ∧F
and ∧(f) 6= 0 ⇐⇒ f is an isomorphism. ∧(f) can be expressed as a
homomorphism:
∧(f) : k → ∧F ⊗ (∧E)∗
Thus, if we consider E
f
−→F as a perfect complex, C•, over Spec(k), we
have defined a canonical section ∧(f) ∈ H0(Spec(k),Det∗ C•).
Let us now consider a perfect complex C• ≡ (E
f
−→ F ) of sheaves
of OX-modules over a k-scheme X , with Euler-Poincare´ characteris-
tic X (C•) = 0. Let U be an open subscheme of X over which C•
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is quasi-isomorphic to a complex of finitely-generated free modules.
By the above argument, we construct a canonical section det(f |U) ∈
H0(U,Det∗ C•) and for other open subset, V , there is a canonical iso-
morphism det(f |U)|U∩V ≃ det(f |V )|U∩V and we therefore have a canon-
ical section Det(f) ∈ H0(X,Det∗ C•). If the complex C• is acyclic, one
has an isomorphism:
OX
∼
−→ Det∗ C•
1 7→ det(f)
(for details see [KM]).
Let 0 → H• → C•1 → C
•
2 → 0 be an exact sequence of perfect
complexes. There exists a functorial isomorphism
Det∗ C•1
∼
−→ Det∗H• ⊗OX Det
∗ C•2
If H• is acyclic, we obtain an isomorphism
H0(X,Det∗ C•2)
∼
−→ H0(X,Det∗ C•1)
In the case H• ≡ (E
Id
−→ E), C•1 ≡ (V
f
−→ V ), C•2 ≡ (F
f ′
−→ F ), and
X (C•i ) = 0 (i = 1, 2), we obtain the following commutative diagram:
OX
∼
−−−→ Det∗H• ⊗OX ≃ OXy y
Det∗ C•1
∼
−−−→ Det∗H• ⊗ Det∗ C•2 ≃ Det
∗ C•2
from which we deduce that det(f) = det(f ′). Moreover, if F is locally
free of finite rank, this means that computation of det(f) is reduced to
computation of det(f ′), as mentioned above.
Let V be a k-vector space and V + ⊆ V and A ∼ V + a commen-
surable vector subspace. Let us consider the perfect complex C•A ≡
(L⊕ Aˆ
δA−→ Vˆ ) over Gr(V ) defined in 3 (L being the universal discrete
submodule over Gr(V )).
Lemma 3.10. FA ⊆ Gr
0(V ) if and only if
dimk(A/A ∩ V
+)− dimk(V
+/A ∩ V +) = 0
Proof. Obvious.
Corollary 3.11. The open subschemes FA with dimk(A/A ∩ V
+) −
dimk(V
+/A ∩ V +) = 0 are a covering of Gr0(V ). Given A,B ∼ V +
under the assumption FA, FB ⊆ Gr
0(V ) one has dimk(A/A ∩B) −
dimk(B/A ∩ B) = 0.
Proof. Obvious.
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Given A ∼ V + with FA ⊆ Gr
0(V ), let us note that C•A|FA is an acyclic
complex. One then has an isomorphism:
OX |FA
∼
−→ Det∗ C•A|FA
1 7→ sA = det(δA)|FA
We shall prove that the section sA ∈ H
0(FA,Det
∗ C•A) can be extended
in a canonical way to a global section of Det∗ C•A over the Grassmannian
Gr0(V ).
Let B ∼ V + be such that FB ⊆ Gr
0(V ) and let us consider the
complex:
C•AB ≡ (L ⊕ Aˆ
δAB−−→ L⊕ Bˆ)
where δAB = δ
−1
B ◦ δA. Obviously δAB|(0,Aˆ∩Bˆ) = IdAˆ∩Bˆ and δAB|(L,0) =
IdL, we then have an exact sequence of complexes:
A/A ∩B
≃
y
0 −−−→ L⊕ (Aˆ ∩ Bˆ) −−−→ L⊕ Aˆ −−−→ (L ⊕ Aˆ)/L⊕ (Aˆ ∩ Bˆ) −−−→ 0
Id
y δABy φABy
0 −−−→ L⊕ (Aˆ ∩ Bˆ) −−−→ L⊕ Bˆ −−−→ (L ⊕ Bˆ)/L⊕ (Aˆ ∩ Bˆ) −−−→ 0
≃
y
B/A ∩B
and from the discussion at the beginning of this section we have that
det(φAB) = det(δAB) ∈ H
0(FB,Det
∗ C•AB) and det(δAB) satisfies the
cocycle condition:
det(δAA) = 1
det(δAB) · det(δBC) = det(δAC) over FB ∩ FC for any C ∼ V
+
Over FA ∩ FB we have canonical isomorphisms:
OFA∩FB
∼
−→ Det∗ C•A|FA∩FB
1 7→ sA
OFA∩FB
∼
−→ Det∗ C•B|FA∩FB
1 7→ sB
OFA∩FB
∼
−→ Det∗ C•AB|FA∩FB
1 7→ det(δAB)
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which are compatible, therefore:
(sB · det(δAB))|FA∩FB = sA|FA∩FB
sB · det(δAB) being the image of sB ⊗ det(δAB) by the homomorphism:
H0(FB,Det
∗ C•B)⊗H
0(FB,Det
∗ C•AB)→ H
0(FB,Det
∗ C•A)
defined by the isomorphism of sheaves:
Det C•A ≃ Det C
•
B ⊗ ∧(A/A ∩B)⊗ ∧(B/A ∩ B)
∗ ≃ Det C•B ⊗ Det C
•
AB
Definition 3.12. The global section ωA ∈ H
0(Gr0(V ),Det∗ C•A) de-
fined by:
{sB · det(δAB)}B∼V +
will be called the canonical section of Det∗ C•A.
This result allows us to compute many global sections of Det∗V =
Det C•V + over Gr
0(V ):
Given A ∼ V + such that FA ⊆ Gr
0(V ) the isomorphism Det∗ C•A
∼
−→
Det∗V is not canonical, and in fact we have a canonical isomorphism:
Det∗ C•A
∼
−→ Det∗V ⊗
∧
(A/A ∩ V +)⊗
∧
(V +/A ∩ V +)∗
Therefore to give an isomorphism Det∗ C•A
∼
−→ Det∗V depends on the
choice of bases for the vector spaces A/A ∩ V + and V +/A ∩ V +.
3.2. Computations for finite-dimensional Grassmannians. Let
V be a d-dimensional k-vector space with a basis {e1, . . . , ed}, let
{e∗1, . . . , e
∗
d} be its dual basis, and V
+ =< ek+1, . . . , ed >⊆ V . In this
case Gr0(V, V +) is the Grassmannian of V classifying k-dimensional
vector subspaces of V . Given a family of indexes 1 ≤ i1 < · · · < il ≤ d
(1 ≤ l ≤ d), let A(i1, . . . , il) be the vector subspace generated by
{ei1, . . . , eil}. One has that FA ⊆ Gr
0(V ) is equivalent to saying that
l = d− k.
Let us set A = A(i1, . . . , id−k). Now, the canonical section ωA ∈
H0(Gr0(V ),Det∗ C•A) is the section whose value at the point L =<
l1, . . . , lk >∈ Gr
0(V ) is given by:
ωA(L) = πA(l1)∧· · ·∧πA(lk)⊗ l
∗
1 ∧· · ·∧ l
∗
k ∈ ∧V/A⊗∧L
∗ = (Det∗ C•A)L
{l∗1, . . . , l
∗
k} being the dual basis of {l1, . . . , lk} and πA : L → V/A the
natural projection. Note that {ej1 , . . . , ejk} is a basis of V/A where
{j1, . . . , jk} = {1, . . . , d} − {i1, . . . , id−k}, and that its dual basis is
{e∗j1, . . . , e
∗
jk
} in (V/A)∗ ⊂ V ∗. We have now:
ωA(L) = (e
∗
j1
∧ · · · ∧ e∗jk)(l1 ∧ · · · ∧ lk) · ej1 ∧ · · · ∧ ejk ⊗ l
∗
1 ∧ · · · ∧ l
∗
k
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Observe that the k-vector space
∧(A/A ∩ V +)∗ ⊗ ∧(V +/A ∩ V +)
is generated by:
eA = e
∗
m1
∧ · · · ∧ e∗mr ⊗ en1 ∧ · · · ∧ enr
where
{i1, . . . , id−k} − {k + 1, . . . , d} = {m1, . . . , mr}
{k + 1, . . . , d} − {i1, . . . , id−k} = {n1, . . . , nr}
And tensorializing by eA gives an isomorphism:
H0(Gr0(V ),Det∗ C•A)
⊗eA−−→ H0(Gr0(V ),Det∗V )
Let ΩA be the image of the canonical section ωA. The explicit expres-
sion of ΩA is:
ΩA(L) = (e
∗
j1
∧· · ·∧e∗jk)(l1∧· · ·∧lk)·e1∧· · ·∧ed−k⊗l
∗
1∧· · ·∧l
∗
k ∈ (Det
∗
V )L
Let L ⊆ VGr0(V ) be the universal submodule. One has a canonical
epimorphism:
∧kV ∗Gr0(V ) → ∧
kL∗
and bearing in mind the canonical isomorphism Det∗V ≃ ∧(V/V
+) ⊗
∧kL∗ one obtains a canonical homomorphism:
∧kV ∗ = H0(Gr0(V ),∧kV ∗)→ H0(Gr0(V ),Det∗V )
e∗j1 ∧ · · · ∧ e
∗
jk
7−→ ΩA(i1,...,id−k)
(where {j1, . . . , jk}
∐
{i1, . . . , id−k} = {1, . . . , d}).
It is well known that this homomorphism is in fact an isomorphism.
3.3. Computations for infinite-dimensional Grassmannians. In
3.2 we discussed well known facts about the determinants of finite-
dimensional Grassmannians but have stated these results in an intrinsic
language, which can easily be generalized to the infinite-dimensional
case.
Let V be a k-vector space. We shall assume that there exists a family
of linearly independent vectors {ei, i ∈ Z} such that:
1. < {ei}, i ≥ 0 > is dense in Vˆ
+ (with respect to the V +-topology),
2. < {ei}, i ∈ Z > is dense in Vˆ .
Remark 6. The above conditions are satisfied for example by V =
k((t)) and V + = k[[t]].
Definition 3.13. Let S be the set of sequences {s0, s1, . . . } of integer
numbers satisfying the following conditions:
1. the sequence is strictly increasing,
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2. there exists s ∈ Z such that {s, s+ 1, s+ 2, . . . } ⊆ {s0, s1, . . . },
3. #({s0, s1, . . . } − {0, 1, . . .}) = #({0, 1, . . . } − {s0, s1, . . . }).
The sequences of S are usually called Maya’s diagrams or Ferrer’s
diagrams of virtual cardinal zero (this is condition 3).
For each S ∈ S, let AS be the vector subspace of V generated by
{esi, i ≥ 0}. By the condition 3 one has:
dimk(AS/AS ∩ V
+) = dimk(V
+/AS ∩ V
+)
and hence: AS ∼ V
+ and FAS ⊆ Gr
0(V ). Further, {FAS , S ∈ S} is a
covering of Gr0(V ).
Let {e∗i } be a dual basis of {ei}; that is, elements of V
∗ given by
e∗i (ej) = δij .
For each finite set of increasing integers, J = {j1, . . . , jr}, let us
define eJ = ej1 ∧ · · · ∧ ejr and e
∗
J = e
∗
j1
∧ · · · ∧ e∗jr .
Given S ∈ S, choose J,K ⊆ Z such that {ej}j∈J is a basis of
AS/AS ∩ V
+ and {e∗k}k∈K of V
+/AS ∩ V
+. We have seen that ten-
sorializing by eJ ⊗ e
∗
K defines an isomorphism:
H0(Gr0,Det∗ C•AS)
⊗(eJ⊗e
∗
K
)
−−−−−−→ H0(Gr0,Det∗V )
Definition 3.14. For each S ∈ S, ΩS is the global section of Det
∗
V
defined by:
ΩS = ωAS ⊗ eJ ⊗ e
∗
K
We shall denote by Ω+ the canonical section of Det
∗
V .
Let Ω(S) be the k-vector subspace of H0(Gr0,Det∗V ) generated by
the global sections {ΩS, S ∈ S}.
We define the Plu¨cker morphism:
PV : Gr
0(V )→ PˇΩ(S)
L 7→ {ΩS(L)}
as the morphism of schemes defined by the homomorphism of sheaves:
Ω(S)Gr(V ) → Det
∗
V → 0
(by the universal property of Pˇ).
Remark 7. Given L, L′ ∈ Gr(V )(Spec(k)) such that L ⊆ L′, let j :
Gr0(L′/L) →֒ Gr0(V ) be the natural closed immersion. Since j∗DetV ≃
DetL′/L, one can easily see that the composition:
Gr0(L′/L)
j
→֒ Gr0(V )
p
→ PˇΩ(S)
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factors through the Plu¨cker immersion of the finite-dimensional Grass-
mannian Gr0(L′/L):
pL′/L : Gr
0(L′/L)→ ProjS
•
H0(Gr0(L′/L),Det∗L′/L)
Theorem 3.15. The Plu¨cker morphism is a closed immersion.
Proof. Going on with the analogy with finite grassmannians, we will
show that this morphism is locally given as the graph of a suitable
morphism. Consider the morphism:
FAS →֒ Gr
0(V )
P
−→ PˇΩ(S)
From the universal property of Pˇ, we deduce a epimorphism:
fS : Ω(S)⊗
k
B → B
(where Spec(B) = FAS , and Det
∗
V |FAS is a line bundle). Note that it
has a section, since the image of ΩS is a everywhere non null function.
That is, there exists a subspace W ⊂ Ω(S), and an isomorphism of
k-vector spaces:
< ΩS > ⊕W
∼
−→ Ω(S)
such that fS is the projection onto the first factor. In other words,
P|FAS is the graph of a morphism.
Remark 8. Note that considering the chain of finite-dimensional Grass-
mannians Gr0(Li/L−i) (Li being the subspaces < {ej}j≤i >), which are
closed subschemes of Gr0(V ), one easily deduces thatH0(Gr0(V ),OGr0(V )) =
k from the fact that the homomorphism:
H0(Gr0(V ),OGr0(V ))→ lim←−H
0(Gr0(Li/L−i),OGr0(Li/L−i))
is injective.
4. Automorphisms of the Grassmannian and the “formal
geometry” of local curves
Let (V, V +) be a pair of a k-vector space and a vector subspace
V + ⊆ V and let Gr(V ) denote the corresponding Grassmannian. We
shall define the algebraic analogue of the restricted linear group defined
by Pressley, Segal and Wilson ([PS], [SW]). This group is too large to
be representable by a k-scheme and we therefore define it as a sheaf of
groups in the category of k-schemes.
For each k-scheme S, let us denote by AutOS(VˆS) the group of auto-
morphisms of the OS-module VˆS.
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a) A sub-OS-module B ⊆ VˆS is said to be locally commensurable with
V + if for each s ∈ S there exists an open neighbourhood Us of s and a
commensurable vector subspace B ∼ V + such that B|Us = BˆUs.
b) An automorphism g ∈ AutOS(VˆS) is called bicontinuous with respect
to the V +-topology if g(Vˆ +S ) and g
−1(Vˆ +S ) are OS-modules of VˆS locally
commensurable with V +.
c) The linear group, Gl(V ), of (V, V +) is the contravariant functor over
the category of k-schemes defined by:
S  Gl(V )(S) = {g ∈ AutOS(VˆS) such that g is bicontinuous }
Theorem 4.2. There exists a natural action of Gl(V ) over the functor
of points of the Grassmannian Gr(V ):
Gl(V )×Gr(V )
µ
−→Gr(V )
(g,L) 7−→ g(L)
Proof. Let g ∈ Gl(V )(S) and L ∈ Gr(V )(S). We have:
VˆS/g(L) + Vˆ
+
S ≃ VˆS/L+ g
−1Vˆ +S
and by definition of bicontinuous automorphisms, for each s ∈ S there
exist an open neighbourhood Us and a commensurable A ∼ V
+ such
that g−1Vˆ +|Us = AˆUs. Then:
VˆUs/g(L)Us + Vˆ
+
Us
≃ VˆUs/LUs + Aˆ
+
Us
from which we deduce that g(L) ∈ Gr(V )(S).
Theorem 4.3. There exists a canonical central extension of functors
of groups over the category of k-schemes:
0→ Gm → G˜l(V )→ Gl(V )→ 0
and a natural action µ¯ of G˜l(V ) over the vector bundle V(DetV ) de-
fined by the determinant bundle, such that the following diagram is
commutative:
G˜l(V )× V(Det∗V )
µ¯
−−−→ V(Det∗V )y y
Gl(V )×Gr(V )
µ
−−−→ Gr(V )
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Proof. Let us define G˜l(V )(S) as the set of commutative diagrams:
V(Det∗V )
g¯
−−−→ V(Det∗V )y y
Gr(V )
g
−−−→ Gr(V )
for each g ∈ Gl(V )(S), and the homomorphism G˜l(V )→ Gl(V ) given
by g¯ 7→ g. The rest of the proof follows immediately from the fact that
H0(Gr0(V ),OGr0(V )) = k (remark 8) and g
∗Det∗V ≃ Det
∗
V for every
g ∈ Gl(V ).
Remark 9. Let G be a commutative subgroup of Gl(V ) (a subfunc-
tor of commutative groups). The central extension of Gl(V ) gives an
extension of G:
0→ Gm → G˜
pi
−→G→ 0
and the commutator of G˜:
G˜× G˜→ G˜
(a˜, b˜) 7→ a˜b˜a˜−1b˜−1
induces a pairing:
G×G
[ , ]
−→ Gm
(g1, g2) 7→ [g1, g2] = g˜1g˜2g˜
−1
1 g˜
−1
2
(
g˜i ∈ π
−1(gi)
)
When V is a local field or a ring of adeles, this pairing will be of great
importance in the study of arithmetic problems because it is connected
with the formulation of reprocity laws.
The same construction of the extensions G˜ applied to the Lie algebra
of G gives an extension of Lie algebras (taking the points of G with
values in k[x]/x2):
0→ Ga = Lie(Gm)→ Lie(G˜)
dpi
−→ Lie(G)→ 0
and a pairing:
Lie(G)× Lie(G)
R
−→ Ga
(D1, D2) 7→ R((D1, D2)) = [D˜1, D˜2] = D˜1D˜2 − D˜2D˜1
(D˜i being a preimage of Di).
The pairing R is an abstract generalization of the definition of Tate
[T] of the residue pairing. There are several subgroups of special rele-
vance in the application of this theory to the study of moduli problems
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and soliton equations. Firstly, we are concerned with the algebraic ana-
logue of the group Γ ([SW] §2.3) of continuous maps S1 → C∗ acting
as multiplication operators over the Grassmannian. The main differ-
ence between our definition of the group Γ and the definitions offered
in the literature ([SW], [PS]) is that in the algebro-geometric setting
the elements
∑+∞
−∞ gk z
k with infinite positive and negative coefficients
do not make sense as multiplication operators over k((z)).
Let us now consider the case V = k((t)), V + = k[[t]]. The main
idea for defining the algebraic analogue of the group Γ is to construct
a “scheme” whose set of rational points is precisely the multiplicative
group k((z))∗.
Definition 4.4. The contravariant functor, k((z))∗, over the category
of k-schemes with values in the category of commutative groups is de-
fined by:
S  k((z))∗(S) = H0(S,OS)((z))
∗
Where for a k-algebra A, A((z))∗ is the group of invertible elements of
the ring A((z)) = A[[z]][z−1].
Lemma 4.5. For each k-scheme S and f ∈ k((z))∗(S), the function:
S → Z
s 7→ vs(f) = order of fs ∈ k(s)((z))
is locally constant.
Proof. We can assume that S = Spec(A), A being a k-algebra. Let f =∑
i≥n ai z
i be an element of A((z))∗ (n ∈ Z). There then exists another
element g =
∑
i≥−m bi z
i (m ∈ Z) such that f · g = 1. This implies
the following relations (from now on we assume n = 0 to simplify the
calculations):
0 = b−m a0
0 = b−m a1 + b−m+1 a0
. . .
0 = b−m am−1 + · · ·+ b−1 a0
1 = b−m am + · · ·+ b0 a0
(4.6)
Let us distinguish two cases:
a) b−m is not nilpotent in A: from 4.6 we obtain:
b−m a0 = b
2
−m a1 = . . . b
m
−m am−1 = 0
That is, a0, . . . , am−1 are equal zero in the ring A(b−m) and for each s ∈
Spec(A) − (b−m)0 one has b−m(s) am(s) = 1 and therefore vs(f) = m.
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We conclude by proving that in this case (b−m)0 is also an open subset
of Spec(A):
From the equations 4.6 we deduce:
(b−m, am−1, . . . , a0)0 = (b−m)0 ∩ (am−1)0 ∩ · · · ∩ (a0)0 = ∅
(b−m)0 ∪ (ai)0 = Spec(A) , i = 0, . . . , n− 1
and hence:
(b−m)0 ∪
(
∩n−1i=0 (ai)0
)
= Spec(A)
b) Let us assume that b−m, . . . , b−r−1 are nilpotent elements of A and
that b−r is not nilpotent. The same argument as in case a) proves that
vs(f) is constant in the closed subscheme (b−r)0 and that its comple-
mentary in Spec(A) is ∩r−1i=0 (ai)0, from which we conclude the proof.
Corollary 4.7. For an affine irreducible k-scheme S = Spec(A) one
has that:
1. vs is a constant function over S,
2.
{f ∈ A((z))∗ | v(f) = n} =
{
series an−r z
r + · · ·+ an z
n + . . . such that
an−r, . . . , an−1 are nilpotent and an ∈ A
∗
}
3. If A is also a reduced k-algebra:
A((z))∗ =
∐
n∈Z
{∑
i≥n
ai z
i ai ∈ A y an ∈ A
∗
}
Proof. This is obvious from lemma 4.5.
Theorem 4.8. The subfunctor k((z))∗
red
of k((z))∗ defined by:
S  k((z))∗
red
(S) =
∐
n∈Z
{
zn +
∑
i>n
ai z
i ai ∈ H
0(S,OS)
}
is representable by a group k-scheme whose connected component of the
origin will be denote by Γ+.
Proof. It suffices to observe that the functor:
S  
{
zn +
∑
i>n
ai z
i ai ∈ H
0(S,OS)
}
is representable by the scheme:
Spec(lim−→
l
k[x1, . . . , xl]) = lim←−
l
Alk
and the group law is given by the multiplication of series.
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Theorem 4.9. Let k((z))∗
nil
be the subfunctor of k((z))∗ defined by:
S  k((z))∗
nil
(S) =
∐
n>0
{
finite series an z
−n + · · ·+ a1 z
−1 + 1 such that
ai ∈ H
0(S,OS) are nilpotent and n arbitrary
}
There exists a formal k-scheme Γ− representing k((z))
∗
nil
, that is:
Homfor-sch(S,Γ−) = k((z))
∗
nil
(S)
for every k-scheme S.
Proof. Let us define the ring of “infinite” formal series in infinite vari-
ables (which is different from the ring of formal series in infinite vari-
ables) by:
k{{x1, . . . }} = lim←−
n
k[[x1, . . . , xn]]
the morphisms of the projective system being:
k[[x1, . . . , xn+1]]→ k[[x1, . . . , xn]]
xi 7→ xi for i = 1, . . . , n− 1
xn+1 7→ 0
Note that:
k{{x1, . . . }} = lim←−
n
k[x1, . . . , xn]/(x1, . . . , xn)
n
It is therefore an admissible linearly topological ring ([EGA] 0.7.1)
and there therefore exists its formal spectrum Spf(k{{x1, . . . }}). Let
us denote by Jn the kernel of the natural projection k{{x1, . . . }} →
k[x1, . . . , xn]/(x1, . . . , xn)
n and J = lim←−(x1, . . . , xn).
Let us now prove that Γ− = Spf(k{{x1, . . . }}):
For every k-scheme S, considering overH0(S,OS) the discrete topology,
we have:
Homfor-sch(S,Γ−) =Homcont-k-alg((k{{x1, . . . }}, H
0(S,OS)) =
=
{
f ∈ Homk-alg(k{{x1, . . . }}, H
0(S,OS)) such that
there exists n ∈ N satisfying Jn ⊆ f
−1((0))
}
However the condition Jn ⊆ f
−1((0)) is equivalent to saying that
f(x1), . . . , f(xn) are nilpotent and f(xi) = 0 for i > n, from which
one concludes the proof.
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Remark 10. Note that Γ− is the inductive limit in the category of for-
mal schemes ([EGA] I.10.6.3) of the schemes which represent the sub-
functors:
S  Γn−(S) =

an z
−n + · · ·+ a1 z
−1 + 1 such that
ai ∈ H
0(S,OS) and the n
th power
of the ideal (a1, . . . , an) is zero

Remark 11. Group laws of Γ+ and Γ− The group law of Γ+ =
Spec(k[x1, . . . ]) is given by:
k[x1, . . . ]→ k[x1, . . . ]⊗k k[x1, . . . ]
xi 7→ xi ⊗ 1 +
∑
j+k=i
xj ⊗ xk + 1⊗ xi
The group law of Γ− = Spf k{{x1, . . . }} is given by:
k{{x1, . . . }} → k{{x1, . . . }}⊗ˆkk{{x1, . . . }}
xi 7→ xi ⊗ 1 +
∑
j+k=i
xj ⊗ xk + 1⊗ xi
Let be k((z))∗
0
be the connected component of the origin in the func-
tor of groups k((z))∗.
Theorem 4.10. The natural morphism of functors of groups over the
category of k-schemes:
Γ− ×Gm × Γ+ → k((z))
∗
is injective and for char(k) = 0 gives an isomorphism with k((z))∗
0
.
k((z))∗
0
is therefore representable by the (formal) k-scheme:
Γ = Γ− ×Gm × Γ+
Proof. The morphism from Gm to k((z))
∗ is the one induced by the
natural inclusion H0(S,OS)
∗ →֒ H0(S,OS)((z))
∗.
The injectivity of Γ →֒ k((z))∗ follows from the fact that Γ− ∩ Γ+ =
{1}. The rest of the proof is trivial from the above results and from
the properties of the exponential map we shall see below.
Remark 12. Our group scheme Γ is the algebraic analogue of the group
Γ of Segal-Wilson [SW]. Note that the indexes “-” and “+” do not
coincide with the Segal-Wilson notations. Replacing k((z)), by k((z−1))
we obtain the same notation as in the paper of Segal-Wilson.
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Let us define the exponential maps for the groups Γ− and Γ+. Let
An be the n dimensional affine space over Spec(k) with the additive
group law, and Aˆn the formal group obtained as the completion of An
at the origin. We define Aˆ∞ as the formal group lim−→
n
Aˆn. Obviously
Aˆ∞ is the formal scheme:
Aˆ∞ = Spf k{{y1, . . . }}
with group law:
k{{y1, . . . }} → k{{y1, . . . }}⊗ˆkk{{y1, . . . }}
yi 7−→ yi ⊗ 1 + 1⊗ yi
Definition 4.11. If the characteristic of k is zero, the exponential map
for Γ− is the following isomorphism of formal group schemes:
Aˆ∞
exp
−−→ Γ−
{ai}i>0 7→ exp(
∑
i>0
ai z
−i)
This is the morphism induced by the ring homomorphism:
k{{x1, . . . }}
exp∗
−−−−−−−−−→ k{{y1, . . . }}
xi 7→ coefficient of z
−i in the series exp(
∑
j>0
yj z
−j)
Definition 4.12. If the characteristic of k is p > 0, the exponential
map for Γ− is the following isomorphism of formal schemes:
Aˆ∞ → Γ−
{ai}i>0 7→
∏
i>0
(1− ai z
−i)
which is the morphism induced by the ring homomorphism:
k{{x1, . . . }}
exp∗
−−→ k{{y1, . . . }}
xi 7→ coefficient of z
−i in the series
∏
i>0
(1− ai z
−i)
Note that this latter exponential map is not a isomorphism of groups.
Considering over Aˆ∞ the law group induced by the isomorphism, exp,
of formal schemes, we obtain the Witt formal group law.
Analogously, we define the exponential maps for the group Γ+:
THE ALGEBRAIC FORMALISM OF SOLITON EQUATIONS 27
Definition 4.13. Let A∞ be the group scheme over k defined by lim←−
n
An
(where An+1 = Spec k[x1, . . . , xn+1] → An = Spec k[x1, . . . , xn] is the
morphism defined by forgetting the last coordinate) with its additive
group law. The exponential map when char(k) = 0 is the isomorphism
of group schemes:
A∞ → Γ+
{ai}i>0 7→ exp(
∑
i>0
ai z
i)
If char(k) = p 6= 0, the exponential map is the isomorphism of schemes:
A∞ → Γ+
{ai}i>0 7→
∏
i>0
(1− ai z
i)
which is not a morphism of groups.
(See [B] for the connection of these definitions and the Cartier-
Dieudonne´ theory).
It should be noted that the formal group scheme Γ− has properties
formally analogous to the Jacobians of the algebraic curves: one can
define formal Abel maps and prove formal analogues of the Albanese
property of the Jacobians of smooth curves (see [KSU,C]).
Let Cˆ = Spf(k[[t]]) be a formal curve. We define the Abel morphism
of degree 1 as the morphism of formal schemes:
φ1 : Cˆ → Γ−
given by φ1(t) = (1−
t
z
)−1 = 1+
∑
i>0
ti
zi
; that is, the morphism induced
by the ring homomorphism:
k{{x1, . . . }} → k[[t]]
xi 7→ t
i
Note that the Abel morphism is the algebro-geometric version of the
function qξ(z) used by Segal and Wilson ([SW] page 32) to study the
Baker function.
Let us explain further why we call φ1 the “Abel morphism” of degree
1. If char(k) = 0, composing φ1 with the inverse of the exponential
map, we have:
φ¯1 : Cˆ
φ1
−→ Γ− −−−→
exp−1
> Aˆ∞
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and since (1 − t
z
)−1 = exp(
∑
i>0
ti
i zi
) (see [SW] page 33), φ¯1 is the
morphism defined by the ring homomorphism:
k{{y1, . . . }} → k[[t]]
yi 7→
ti
i
or in terms of the functor of points:
Cˆ
φ¯1
−→ Aˆ∞
t 7→ {t,
t2
2
,
t3
3
, . . . }
Observe that given the basis ωi = t
i dt of the differentials ΩCˆ = k[[t]]dt,
φ¯1 can be interpreted as the morphism defined by the “abelian inte-
grals” over the formal curve:
φ¯1(t) =
(∫
ω0,
∫
ω1, . . . ,
∫
ωi, . . .
)
which coincides precisely with the local equations of the Abel morphism
for smooth algebraic curves over the field of complex numbers. In
general, for each integer number n > 0, we define the Abel morphism
of degree n as the morphism of formal schemes:
φ¯n : Cˆ × n. . .× Cˆ = Cˆ
n → Γ−
given by φ¯n(t1, . . . , tn) =
∏n
i=1
(
1− ti
z
)−1
; that is, the morphism in-
duced by the ring homomorphism:
k{{x1, . . . }} → k[[t1]]⊗ˆ n. . .⊗ˆk[[tn]]
xi 7→ coefficient of z
−i in the series
n∏
i=1
(1−
ti
z
)−1
Note that φ¯n factorizes through a morphism, φn from the n
th-symmetric
product of Cˆ to Γ−, which is the true Abel morphism; moreover φn is
an immersion.
Theorem 4.14. (Γ−, φ1) satisfies the Albanese property for Cˆ; that is,
every morphism ψ : Cˆ → X in a commutative group scheme (which
sends the unique rational point of Cˆ to the 0 ∈ X) factors through the
Abel morphism and a homomorphism of groups Γ− → X.
Proof. Let ψ : Cˆ → X be a morphism from the formal scheme Cˆ to a
group scheme X such that ψ(rational point) = 0. For each n > 0, one
constructs a morphism:
Cˆn
ψ¯n
−→ X
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which is the composition of ψ × · · · × ψ : Cˆ × n. . .× Cˆ → X × n. . .×X
and the addition morphism X× n. . .×X → X . Observe that ψ¯n factors
through a morphism:
SnCˆ
ψn
−→ X
and bearing in mind that Γ− = lim−→
n
SnCˆ (as formal group schemes)
we conclude the proof of the existence of a homomorphism of groups
ψ¯ : Γ− → X satisfying the desired condition.
5. τ-functions and Baker functions
This section is devoted to algebraically defining the τ -functions and
the Baker functions over an arbitrary base field k.
Following on with the analogy between the groups Γ and Γ− and the
Jacobian of the smooth algebraic curves, we shall make the well known
constructions for the jacobians of the algebraic curves for the formal
curve Cˆ and the group Γ: Poincare´ bundle over the dual jacobian and
the universal line bundle over the jacobian. In the formal case these
constructions are essentially equivalent to defining the τ -functions and
the Baker functions.
Using the notations of section 4, let us consider the Grassmannian
Gr(V ) of V = k((z)) and the group
Γ = Γ− ×Gm × Γ+
acting on Gr(V ) by homotheties.
As we have shown in 9, there exists a central extension of Γ:
0→ Gm → Γ˜→ Γ→ 0
given by a pairing:
Γ× Γ→ Gm (5.1)
Proposition 5.2. The extension Γ˜+ of Γ+ is trivial.
Proof. We will construct a section s (as groups) of Γ˜+ → Γ+; that is,
for an element g ∈ Γ+ we give s(g) ∈ Γ˜+ such that s is a morphism of
groups.
Denote by µ : Γ×Gr(V )→ Gr(V ) the action of Γ on Gr(V ) and by
µg the automorphism of Gr(V ) induced by the homothety ·g : V → V
for g ∈ Γ.
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Fix g ∈ Γ+. Observe that there exists a quasi-isomorphism of com-
plexes:
L −−−→ V/V +
·g
y > y·g
µ∗g(L) −−−→ V/V
+
since g · V + ≃ V +. We have thus an isomorphism Det∗V ≃ µ
∗
g Det
∗
V in
a canonical way, and hence a well-defined element s(g) ∈ Γ˜+. Since
this construction is canonical and µg′ ◦ µg = µg′·g it follows easily that
s(g′) · s(g) = s(g′ · g).
Proposition 5.3. For a rational point U ∈ Gr(V ), let µU be the
morphism Γ × {U} → Gr(V ) induced by µ. Then, the line bundle
µ∗U Det
∗
V |Γ− is trivial, and the extension Γ˜− is thus trivial.
Proof. Assume U ∈ FV + (the general case is anologous). It is no diffi-
cult to obtain the following equality for g ∈ Γ−:
(µ∗UΩ+)(g) = Ω+(g · U) = Ω+(U) +
∑
S
χS(g) · ΩS(U)
where the sum is taken over the set of Young diagrams and χS is the
Schur polynomial (in the coefficients of g) corresponding to S. Since
Ω+(U) 6= 0 and the coefficients of g are nilpotents, it follows that µ
∗
UΩ+
is a no-where vanishing section of µ∗U Det
∗
V , and this bundle is therefore
trivial.
Observe now that since Γ˜− can be thought as the sheaf of automor-
phisms of µ∗U Det
∗
V one has that Γ˜− is a trivial extension.
Corollary 5.4. The restrictions of the pairing 5.1 to the subgroups Γ−
and Γ+ are trivial.
We define the Poincare´ bundle over Γ×Gr(V ) as the invertible sheaf:
P = µ∗Det∗V
For each point U ∈ Gr(V ), let us define the Poincare´ bundle over
Γ× Γ associated with U by:
PU = (1× µU)
∗P = m∗(µU
∗Det∗V )
where m : Γ× Γ→ Γ is the group law.
The sheaf of τ -functions of a point U ∈ Gr(V ), L˜τ (U), is the invert-
ible sheaf over Γ× {U} defined by:
L˜τ (U) = P|Γ×{U}
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Let us note that the sheaf L˜τ (U) is defined for arbitrary points of
the Grassmannian and not only for geometric points.
The restriction homomorphism induces the following homomorphism
between global sections:
H0 (Γ×Gr(V ), µ∗Det∗V )→ H
0
(
Γ× {U}, L˜τ (U)
)
(5.5)
Definition 5.6. The τ -function of the point U over Γ is defined as the
image τ˜U of the section µ
∗Ω+ by the homomorphism 5.5 (Ω+ being the
global section defined in 3.14).
Obviously τ˜U is not a function over Γ×{U} since the invertible sheaf
L˜τ(U) is not trivial.
The algebraic analogue of the τ -function defined by M. and Y. Sato,
Segal and Wilson ([SS], [SW]) is obtained by restricting the invertible
sheaf L˜τ (U) to the formal subgroup Γ− ⊂ Γ.
To see this, fix a rational point U ∈ Gr(V ) and define:
Lτ (U) = L˜τ (U)|Γ−×{U}
which is a trivial invertible sheaf over Γ−. To obtain a trivialization
of Lτ (U) which will allow us to identify global sections with functions
over Γ− we must fix a global section of Lτ(U) without zeroes in Γ−.
Recall that Γ˜− is a trivial extension of Γ− and it has therefore a
section s. It follows that the group Γ− acts on Lτ (U) (through s) and
on Γ− by translations. One has easily that the morphism:
V(Lτ(U)
∗)→ Γ−
is equivariant with respect to these actions.
Note now that:
HomΓ−-equiv (Γ−,V(Lτ(U)
∗)) ⊆ HomΓ−-esq (Γ−,V(Lτ(U)
∗)) = H0(Γ−,Lτ (U))
Let δ be an non-zero element in the fibre of V(Lτ(U)∗) over the point
1 of Γ− (1 being the identity of Γ−). Let σ0 be the unique morphism
Γ− → V(Lτ(U)∗) Γ−-equivariant such that σ0(1) = δ, and denote again
by σ0 the corresponding section of Lτ (U).
Observe that σ0 is a constant section and since it has no zeros it gives
a trivialization of Lτ (U). Through this trivilization, the global section
of Lτ (U) defined by τ˜U is identified with the function τU ∈ O(Γ−) =
k{{x1, . . . }} given by Segal-Wilson [SW]:
τU(g) =
τ˜U (g)
σ0(g)
=
µ∗Ω+(g)
σ0(g)
=
Ω+(gU)
δ
Finally, if U ∈ FV + then one can choose δ = Ω+(U).
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Observe that the τ -function τU is not a series of infinite variables but
an element of the ring k{{x1, . . . }}.
The subgroup Γ+ of Γ acts freely over Gr(V ). Accordingly the orbits
of the rational points of Gr(V ) under the action of Γ+ are isomorphic,
as schemes, to Γ+.
Let X be the orbit of V − = z−1 · k[z−1] ⊂ V under Γ+. The restric-
tions of DetV and Det
∗
V to X are trivial invertible sheaves. Bearing in
mind that the points of X are k-vector subspaces of V whose intersec-
tion with V + is zero, one has that the section Ω+ of Det
∗
V defines a
canonical trivialization of Det∗V over X .
Theorem 5.7. The restriction homomorphism Det∗V → Det
∗
V |X in-
duces a homomorphism between global sections:
B : H0 (Gr(V ),Det∗V ) −→ H
0 (X,Det∗V |X) ≃ O(Γ+) = k[x1, . . . ]
which is an isomorphism between the k-vector subspace Ω(S) defined
in 3.14 and O(Γ+). The isomorphism H
0(X,Det∗V |X)
∼
→ O(Γ+) is the
isomorphism induced by the trivialization defined by Ω+.
In the literature, the isomorphism B : Ω(S)
∼
−→ O(Γ+) is usually
called the bosonization isomorphism.
Proof. All one has to prove is that B(ΩS) = FS(x), ΩS being the
Plu¨cker sections of Det∗V defined in 3.14 and FS(x1, x2, . . . ) being the
Schur functions. Proof of the identity B(ΩS) = FS(x) is essentially the
same as in the complex analytic case; see [SW] and [PS].
In some of the literature, the τ function of a point U ∈ Gr(V ) is
defined as the Plu¨cker coordinates of the point U . Let us therefore
explain in which sense both definitions are equivalent.
The canonical homomorphism:
H0(Det∗V )⊗OGr(V ) −→ Det
∗
V → 0
induces a homomorphism:
DetV = Det
∗∗
V
τ¯
→֒ H0(Det∗V )
∗ ⊗OGr(V )
Definition 5.8. Given a point U˜ ∈ DetV in the fibre of U ∈ Gr(V ),
the τ¯ -function of U˜ is defined as the element τ¯(U) ∈ H0 (Det∗V )
∗⊗k(U)
(k(U) being the residual field of U). This is essentially the definition
of τ -functions given in the papers of M. and Y. Sato, Arbarello and De
Concini, and Kawamoto and others ([SS], [AD], [KNTY]).
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Lemma 5.9. There exists an isomorphism of k-vector spaces:
O(Γ+)
∗ → O(Γ−)
Proof. Recall thatO(Γ+) = k[x1, . . . ] and thatO(Γ−) = k{{x1, x2, . . . }}.
Now think that xi is the i-symmetric function of other variables, say
t1, t2, . . . . It is known that the Schur polynomials {FS} (where S is a
partition) of the t’s are polynomials in the x’s and are in fact a basis of
the k-vector space k[x1, . . . ]. The isomorphism is the induced by the
pairing:
O(Γ+)×O(Γ−) −→ k
(FS, FS′) 7−→ δS,S′
(see [Mc]).
The composition of the homomorphism B∗ (the dual homomorphism
of B) and the isomorphism of the above lemma gives an homomor-
phism:
B˜∗ : O(Γ+)
∗ = k{{x1, x2, . . . }} −→ H
0 (Det∗V )
∗
The connection between τU and τ¯(U˜) is the following:
B˜∗(τU) = λ · (τ¯(U˜))
λ being a non-zero constant. (Of course, if U is not rational but a point
with values in a scheme S, λ ∈ H0 (S,OS)
∗).
The connection of the τ -functions with autoduality (in the sense of
group schemes) properties of the group Γ = Γ− ×Gm × Γ+ implicit in
the above discussion, is studied with detail in [C,P]. L. Breen in [B2]
outlines also some of these properties from another point of view.
Once we have algebraically defined the τ -functions, we can define the
Baker functions using formula 5.14. of [SW]; this is the procedure used
by several authors. However, we prefer to continue with the analogy
with the classical theory of curves and jacobians and define the Baker
functions as a formal analogue of the universal invertible sheaf of the
Jacobian.
Let us consider the composition of morphisms:
β˜ : Cˆ × Γ×Gr(V )
φ×Id
−→ Γ× Γ×Gr(V )
m×Id
−→ Γ×Gr(V )
φ : Cˆ = Spf k[[z]] → Γ being the Abel morphism (taking values in
Γ− ⊂ Γ) and m : Γ× Γ→ Γ the group law.
Definition 5.10. The sheaf of Baker-Akhiezer functions is the invert-
ible sheaf over Cˆ × Γ×Gr(V ) defined by:
L˜B = (φ× Id)
∗(m× Id)∗P
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Let us define the sheaf of Baker functions at a point U ∈ Gr(V ) as
the invertible sheaf:
L˜B(U) = L˜B|Cˆ×Γ×{U} = β˜U
∗
L˜τ (U)
(where β˜U
∗
is the following homomorphism between global sections:
H0(Γ× {U}, L˜τ(U))
β˜U
∗
−→ H0(Cˆ × Γ× {U}, L˜B(U))
By the definitions, L˜B(U)|Cˆ×Γ−×{U} = LB(U) is a trivial invertible
sheaf over Cˆ × Γ−.
Observe that for each element u ∈ Γ−(S) ⊆ k((z))
∗(S) = H0(S,OS)((z))
∗
we can define a fractionary ideal of the formal curve ĈS by:
Iu = u · OS((z))
in such a way that we can interpret the formal group Γ− as a kind of
Picard scheme over the formal curve. The universal element of Γ− is
the invertible element of k((z))∗(Γ−) given by:
v = 1 +
∑
i≥1
xi z
−i ∈ k((z))⊗ˆk{{x1, x2, . . . }}
This universal element will be the formal analogue of the universal
invertible sheaf for the formal curve Cˆ.
Definition 5.11. The Baker function of a point U ∈ Gr(V ) is ψU =
v−1 · β∗U(τ˜U), where
β∗U : H
0
(
Γ× {U}, L˜τ (U)
)
−→ H0
(
Cˆ × Γ× {U}, L˜B(U)
)
is the homomorphism induced by β˜U
∗
.
Observe that the Baker function of V − = z−1 k[z−1] is the universal
invertible element v−1.
Note that, analogously to the case of τ -function, we can choose a
trivialization of L˜B(U) over Cˆ × Γ− × {U} in such a way that the
function asociated to the section v−1 · β∗U(τU) is:
ψU (z, g) = v
−1 ·
τU (g · φ1)
τU (g)
(5.12)
which is the classical expression for the Baker function.
When the characteristic of the base field k is zero, we can iden-
tify Γ− with the additive group scheme Aˆ∞ through the exponential
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and expression 5.12 is the classical expression for the Baker functions
([SW] 5.16):
ψU (z, t) =
(
τU(t+ [z])
τU(t)
)
· exp(−
∑
ti z
−i)
where [z] = (z, 1
2
z2, 1
3
z3, . . . ) and t = (t1, t2, . . . ) and v = exp(
∑
ti z
−i)
through the exponential map.
For the general case, we obtain explicit expressions for ψU as a func-
tion over Cˆ × Aˆ∞ but considering in Aˆ∞ the group law induced by the
exponential 4.12:
ψU(z, g) = v(z, g)
−1 ·
τU (t ∗ φ(z))
τU(t)
(∗ being the group law of Aˆ∞).
The classical properties characterizing the Baker functions (for ex-
ample proposition 5.1 of [SW]) can be immediately generalized for the
Baker functions over arbitrary fields.
Remark 13. Note that our definitions of τ -functions and Baker func-
tions are valid over arbitrary base fields and that can be generalized
for Z. One then has the notion of τ -function and Baker functions for
families of elements of Gr(V ) and, if we consider the Grassmannian
of Z((z)) one then has τ -functions and Baker functions of the ratio-
nal points of Gr (Z((z))) and the geometric properties studied in this
paper have a translation into arithmetic properties of the elements of
Gr (Z((z))). The results stated by Anderson in [A] are a particular
case of a much more general setting valid not only for p-adic fields but
also for arbitrary global field numbers. Our future aims are to study
the arithmetic properties related to these constructions.
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