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A Preliminary Study for a Quantum-like
Robot Perception Model∗
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Abstract
Formalisms based on quantum theory have been used in Cognitive
Science for decades due to their descriptive features. A quantum-like (QL)
approach provides descriptive features such as state superposition and
probabilistic interference behavior. Moreover, quantum systems dynamics
have been found isomorphic to cognitive or biological systems dynamics.
The objective of this paper is to study the feasibility of a QL perception
model for a robot with limited sensing capabilities. We introduce a case
study, we highlight its limitations, and we investigate and analyze actual
robot behaviors through simulations, while actual implementations based
on quantum devices encounter errors for unbalanced situations. In order
to investigate QL models for robot behavior, and to study the advantages
leveraged by QL approaches for robot knowledge representation and pro-
cessing, we argue that it is preferable to proceed with simulation-oriented
techniques rather than actual realizations on quantum backends.
1 Introduction
In the last decades, the quantum mechanics formalism has been studied and ap-
plied outside its initial scope. Regarding human-level perception and cognition
modeling, it has been used to address biological problems at diverse macroscopic
scales. Quantum-like (QL) probability models have been analyzed and applied
to Biology as well as Cognitive Science and decision theory. High-level applica-
tions involving cognition aspects and decision making modeling include bistable
perceptions [1], non-compositional concept representation [2, 3], human-like in-
formation processing [4], conjoint memory recognition [4], human semantic space
[5], and quantum learning [6].
In this paper, we describe a low-level limited perception model that em-
ploys a QL approach to store perceptual information. The main contribution
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2 QUANTUM-LIKE PERCEPTION MODELING 2
of this study is (i) the designed QL perception model, subject of course to a se-
ries of modelling assumptions and limitations, and (ii) an assessment of current
possibilities leading to its physical implementation on existing quantum com-
puters. The experimental results reported here seem to confirm the feasibility
of our approach. We obtained the designed behavior through simulations on
a classical device, while actual quantum computer implementations registered
notable errors. In our opinion, then, at the current stage of quantum comput-
ers development and engineering, it is preferable to proceed in further studies
with simulation-oriented techniques rather than actual realizations on quantum
backends, because of the lack of optimization of current quantum computing
hardware for such unprecedented applications.
In Section 2 are reviewed the main achievements of the QL approach to
perception and cognition modeling. Section 3 presents the proposed QL model
for robot perception, while in Section 4 the experimental results are reported.
These results are not to be considered as definitive findings on the accuracy of
the model, but a preliminary feasibility check, as discussed in Section 5.
2 Quantum-like Perception Modeling
Since the early intuitions by Amann [7], much work has been carried out re-
garding the perception of impossible figures and the isomorphism between con-
sciousness and quantum dynamics in these cases. Conte [8] studied extensively
quantum interference effects in human perception and cognition of ambiguous
figures, concluding that mental states are compatible with Quantum Mechanics
[9]. Manousakis [1] used a quantum-inspired formalism to mathematically de-
scribe simple perception processes, and in particular to describe the probability
distribution of perceptive dominances in subjects experiencing binocular rivalry.
In this model, the two alternating perceptions were associated with the basis
states of a two-state quantum system. While this model has been criticized for
not taking a mixed-perception state [10] into account, our model described in
Section 3 is inspired by Manousakis’ perception mapping to basis states.
Caves et al. [11] proposed the interpretation of quantum probability theory
with a Bayesian approach, i.e., probabilities quantify a degree of belief for a
single trial, with no a priori connection to limiting frequencies. In that view,
the classical quantum distinction for probabilities relies on the nature of the
information they encode rather than on their definition. In fact, while having
the maximal amount of information about a certain system in a classical world
means having complete knowledge about its behavior, in a quantum world the
maximal amount of information cannot be complete. The model we developed
encodes perceptual information in a single qubit. Following this interpretation,
the information carried by the qubit represents the degree of belief of the robot
for a single trial, which is measuring the qubit itself.
While these are the contributions to the literature that inspired our model
the most, many applications have been studied over the years and unfold new
perspectives for higher complexity models in further research. QL approaches
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Figure 1: A case study in simulation.
have been applied to semantic analysis [12], human information processing [4],
and the human semantic space [5]. All these works can inspire multi-perceptual
integration in higher-level models. Moreover, human motivation has been mod-
eled as well [13], a quantum Belief-Desire-Intention (BDI) model for informa-
tion processing and decision-making has been developed [14], and QL decision-
making models have been used to study human judgment probabilities [15, 16].
3 Model Definition
3.1 A Case Study
For our model, we consider a circle-shaped robot positioned in a flat environ-
ment, containing one cylindrical object randomly moving along a plane (Fig.
1). The robot’s position and orientation are fixed, i.e., the robot does not per-
form any movement. The object moves in a way such that it never collides with
the robot. The robot is equipped with two presence sensors are able to detect
whether something is in its measurement range. The “front” sensor’s span is
(−pi2 , pi2 ), while the “back” sensor’s span is (pi2 , 32pi) (Fig. 1). The object moves
in such a way that it never goes too far from being detected by one of the two
sensors. As a consequence, for each measurement the robot always acquires only
one measurement, namely a single “front” event or a single “back” event. Each
event is represented with the corresponding angle α, i.e., α = 0 for a “front”
event, and α = pi for a “back” event.
The robot acquires sensory data with a sample period of Ts seconds. For this
study, we consider τ events in a ∆t = τTs time span. Therefore, we consider
an ordered sequence Σ of successive events αk∈[1,τ ] as the one in the following
figure:
 
0  0
0
 
 
 
⋯
 
 
1
 
2
⋯
 
3
 
 
Σ =
Given a function countx∈A(x = y) that returns the number of elements in a
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discrete set A which are equal to y, we define the relative frequency of an event
α¯ as
f(Σ, α¯) =
count
αk∈Σ
(αk = α¯)
τ
. (1)
The relative frequency f of an event is the information we are interested in to
encode in the qubit, representing – as anticipated in Section 2 – the degree of
belief of the robot for a certain event [11]. For the case study presented here,
given Σ we only need to consider f for one event, for example f(Σ, pi) since
f(Σ, 0) = 1− f(Σ, pi).
According to the limitations posed above, we have two world states defined
by the robot sensory capabilities, i.e., the moving object is in front of the robot
or behind the robot. Such possible states are related to the robot’s perceived
world projection rather than the simulated environment, hence we can call these
states “robot’s perception states”. In fact, we are not considering the relative
position of the moving object with respect to the robot, but just its relative
collocation with respect to the robot’s sensory data. As Manousakis [1] does
for binocular rivalry perception models, we map the two mutually exclusive
perception states to the two base states of a single qubit.
3.2 Information Encoding
A qubit is a mathematical object which, like a classical bit, has a state. While
classical bit states can assume only two values (0 and 1), a qubit state |ψ〉 is a
linear combination, called “superposition”, of its two basis states
|ψ〉 = c0 |0〉+ c1 |1〉 , (2)
where c0 and c1 are complex numbers. Unlike a classical bit, the qubit state
cannot be accessed. When a measurement is performed on |ψ〉, the result is
either 0 with probability |c0|2 or 1 with probability |c1|2. As a consequence it
follows that
|c0|2 + |c1|2 = 1. (3)
After each measurement, |ψ〉 collapses on the measured basis state, and all the
information about c1 and c2 is lost [17]. This is why the interpretation by Caves
et al. [11] of the information carried by the qubit is akin to the degree of belief
of the robot for a single trial, i.e., the measurement on the qubit itself (Section
2). Since there is no direct correspondence in Quantum Mechanics between a
quantum system’s state and the measurement performed on it, it is impossible to
predict a single measurement output. However, information carried by qubits
can be manipulated to obtain measurements which depend distinctly on the
properties of the state [17]. For this preliminary study, we have not investigated
these indirect methods. Instead, in order to obtain information about |c0|2 and
|c1|2, we performed N measurements on N identically prepared qubits. If we
define |̂ci|2 as the relative frequency of measuring |i〉, since an event’s probability
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can be interpreted as the limit of its relative frequency [18] we have
lim
N→∞
|̂ci|2 = |ci|2, i ∈ {0, 1}. (4)
A single qubit state can be easily represented geometrically in a Bloch sphere.
In fact (2) can be rewritten [17] as
|ψ〉 = cos
(
θ
2
)
|0〉+ eiϕ sin
(
θ
2
)
|1〉 , (5)
where θ and ϕ are real numbers. In this representation, the qubit state |ψ〉 is a
unitary vector that points one of the points on the sphere’s surface, as illustrated
in Fig. 2.
As mentioned in Section 3.1, following the approach that Manousakis [1] uses
to define the binocular rivalry perception model, we mapped the two, mutually
exclusive perception states to the two base states of a single qubit. Hence, the
“front” state corresponds to the basis state |0〉, and the “back” state to |1〉. We
want to encode the relative frequency f of the two events in the qubit. First,
we define the number of events associated with the basis state
∣∣i∈{0,1}〉 as
τ|0〉 = count
αk∈Σ
(αk = 0), τ|1〉 = count
αk∈Σ
(αk = pi). (6)
This allows us to redefine the relative frequency of an event (1) in a more
convenient way1:
f(Σ, 0) := f|0〉 =
τ|0〉
τ
, f(Σ, 1) := f|1〉 =
τ|1〉
τ
. (7)
Since f|0〉 = 1− f|1〉, we encode just the f|1〉 in the qubit as
θ = pif|1〉, (8)
where θ refers to the Bloch sphere representation of |ψ〉, and an example is
shown in Fig. 3. To do so, we initialize the qubit |ψ〉 at |0〉 and we use a unitary
operator U to apply a fractional rotation of pi/τ along the y axis of the Bloch
sphere representation. This operator has to be applied to the qubit τ|1〉 times
for a sequence of events Σ, in order to obtain the desired encoding (8)2.
3.3 Operator Definition
Since operations on a qubit state must preserve its norm, they have to be de-
scribed by 2× 2 unitary matrices [17]. Unitary operators are used in quantum
theory to formalize the evolution of a system, that is, in this case, the qubit |ψ〉.
Given a normalized (3) state vector |ψ〉 encoding a certain probability distribu-
tion, it can be pre-multiplied by a unitary operator U producing a new state
1 In the following equations, as for τ in (1), the values f|i〉 and τ|i〉 depend on a particular
sequence Σ, but the dependency has been omitted to allow for a lighter notation.
2A demonstration video is available at https://youtu.be/EvE24PCdU8E.
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vector U |ψ〉 which is still normalized and encodes a new probability distribu-
tion. Unitary operators are reversible and can be chain-multiplied together to
represent a sequence of evolution steps [17], such as
|ψ〉′ =
τ∏
k=1
Uk |ψ〉 = Utot |ψ〉 , (9)
and for this reason we use them to encode the event relative frequency in |ψ〉.
Pauli matrices are a useful set of matrices in quantum mechanics, written in the
{|0〉 , |1〉} basis as
σx =
[
0 1
1 0
]
, σy =
[
0 −i
i 0
]
, σz =
[
1 0
0 −1
]
. (10)
When they are exponentiated, Pauli matrices generate three important classes
of unitary matrices, which are the rotation operators about the three axes [17].
This is possible because rotations belong to the special unitary group SU(2),
that is the Lie group of 2 × 2 unitary matrices with unitary determinant [19],
i.e.,
SU(2) =
{[
a −b
b a
]
a, b ∈ C, |a|2 + |b|2 = 1
}
. (11)
The Lie algebra of a group is the set of all matrices A such that exp(xA) is an
element of that group for all real numbers x. The Lie algebra su(2) of SU(2)
consists of 2× 2 skew-Hermitian matrices with zero trace [19], i.e.,
su(2) =
{[
ia −b
b −i a
]
a ∈ R, b ∈ C
}
, (12)
whereas Pauli matrices multiplied by i form a basis for it, such as
{iσx, iσy, iσz}. (13)
As mentioned above, the elements of this set generate rotation operators when
exponentiated. We are interested in the rotation operator around the y axis,
defined as
Ry(θ) = exp
(
−iθσy
2
)
. (14)
Since σy is a unitary matrix, it is possible to rewrite (14) according to the Euler
rotation theorem, such as
Ry(θ) = cos
θ
2
I− i sin θ
2
σy =
[
cos θ2 − sin θ2
sin θ2 cos
θ
2
]
. (15)
The operator U applies Ry(piτ ) to |ψ〉 for each registered event α = pi , while
for every event α = 0 does not. Hence, given αk ∈ Σ, operator U can be defined
as
Uk =
I if αk = 0,exp(− ipiσy
2τ
)
if αk = pi,
(16)
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Figure 2: Bloch sphere. Figure 3: |ψ〉 for f|1〉 = 14 .
which, for this particular mapping, can be simplified as
Uk = exp
(
−iαkσy
2τ
)
. (17)
For example, given a sequence Σ such that τ = 12 and τ|1〉 = 3 we obtain
Utot =
τ∏
k=1
Uk = exp
(
−i 3 σy
24 τ
)
= Ry
(pi
4
)
, (18)
and the corresponding qubit state is illustrated in Fig. 3.
It is noteworthy that this definition relies on the assumption that the initial
state is the “back” state |0〉. If preferred, one can initialize the qubit in a balanced
superposition state with an Hadamard gate [17] to have as initial state
|+〉 = 1√
2
|0〉+ 1√
2
|1〉 . (19)
In this case, one should then use:
U ′ =

exp
(
+ i
piσy
4τ
)
if α = 0,
exp
(
− ipiσy
4τ
)
if α = pi.
(20)
3.4 Information Decoding for Validation Purposes
As we pointed out in Section 3.1, there exist indirect techniques useful to ex-
ploit the information which |ψ〉 encodes to some extent [17][20][21]. For this
preliminary study, we decided not to investigate these indirect methods. In-
stead, in order to obtain information about |c0|2 and |c1|2, we performed N
measurements on N identically prepared experiments. As shown in (4), for N
big enough, the measured relative frequencies |̂ci|2 (with i ∈ {0, 1}) tend to the
expected values |ci|2.
Since we are interested in the relative frequency f|1〉, in order to compute
the approximation error we have to convert the measured values. Recalling (2),
(5), and (8), we have
|c1|2 = sin2
(pi
2
f|1〉
)
, (21)
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Figure 4: Circuit for τ = 4, τ|1〉 = 3
because ϕ = 0 for all possible Σ, since the rotations are performed only around
y. We can then define the empirical relative frequency as
f̂|1〉 =
2
pi
arcsin
(√
|̂c1|2
)
. (22)
We define the decoding error as
ε = | f|1〉 − f̂|1〉 | (23)
Hence, f̂|1〉 is the information we obtain from the decoding of |ψ〉. This de-
coding approach is useful only for offline validation purposes, since N identical
experiments are necessary every time. In an online scenario, this would mean
that the operator U should be applied Nτ times, leading to Nτ|1〉 fractional
rotations for each Σ (collected every ∆t). This is highly unpractical since we
need high values of N in order to get small ε values. Moreover, if we use only
one qubit, we should re-initialize it to |0〉 for each of the N iterations, or we
would need N qubits identically processed in parallel.
However, since the goal of this preliminary study is not an online implemen-
tation of an actual quantum model, we decided to adopt this decoding approach
in order to study the feasibility of the model, rather than implementing it in an
online setting. This choice is motivated by its simplicity, since this N measure-
ment state estimation process is a basic functionality exhibited by the majority
of currently available quantum frameworks, while indirect measurement tech-
niques need dedicated research.
4 Model Simulation
4.1 From Sequences to Circuits
In order to test the feasibility of our model with respect to the target case study,
we simulated the robot behavior estimating different f̂|1〉 for different sequences
Σ, comparing the corresponding approximation errors ε. For the implemen-
tation, we rely on the IBM Quantum Experience (IBMQ) environment [22].
IBMQ provides Qiskit, i.e., an open-source quantum computing software de-
velopment framework [23]. Qiskit’s workflow consists of three high-level steps.
First, designing the quantum circuit that represents the problem. Then, run
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Table 1: IBMQ backend calibrations (Apr 19, 2020)
Qubit T1 (µs) T2 (µs)
Frequency
(GHz)
Readout
error
Single-qubit
U2 error rate
Armonk:
q0 144.311 138.107 4.974 0.082 0.791 · 10−3
Burlington:
q0 96.945 48.359 4.641 0.187 0.362 · 10−3
q1 78.002 101.560 4.720 0.152 0.596 · 10−3
q2 68.969 106.458 4.762 0.086 0.517 · 10−3
q3 107.652 131.732 4.687 0.133 0.439 · 10−3
q4 69.677 42.643 4.924 0.072 0.456 · 10−3
experiments on different backends (N iterations approach) including local sim-
ulators and cloud-based quantum computer backends. Finally, analyzing the
data collected from the executed runs.
Considering a sequence Σ and the corresponding τ and τ|1〉 values, the circuit
can be designed applying τ|1〉 operation Ry(pi/τ) on the qubit q initialized to
|0〉, as shown for the example in Fig. 4. In order to run the experiments,
a measurement gate is applied on the qubit q, mapping the output on the
classical bit c (Fig. 4). Then, it is possible to process the circuit through a
IBMQ backend, which runs N experiments, returning N0 for each experiment
resulted in a classical bit outcome c = 0, and N1 for each one resulted in a c = 1.
Hence, recalling (22) we can write
|̂ci|2 = Ni
N
, f̂|i〉 =
2
pi
arcsin
(√
Ni
N
)
. (24)
4.2 IBMQ Backends
In Qiskit, backends represent either a simulator or a real quantum computer,
and are responsible for running quantum circuits and returning the experimen-
tal results [23]. For each real quantum computer, a calibration datasheet is
provided with up-to-date values3 as the one presented in Table 1. Of the over-
all provided backends provided, we used the 1-qubit “Armonk” and the 5-qubit
“Burlington” quantum computers. These backends can be accessed through a
cloud-based queue, which can take several seconds or many minutes, depend-
ing on the previous jobs already in the queue. The main Qiskit simulation
backend is the QASM Simulator, which emulates the execution of the quantum
circuits on the local classical device. While it can be loaded with approximate
noise models based on the calibration parameters of actual hardware devices,
we decided not to introduce any noise in order to have a simulation reference
baseline.
We run our circuits on the two quantum backends and on the QASM sim-
ulator, then we compare the obtained results. Since the maximum value of N
3Available at https://quantum-computing.ibm.com.
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allowed by IBMQ in real backends is N = 213, we maintained the value constant
for each of the three sessions.
4.3 Tests
In order to obtain data for various simulation runs, we defined a sequence dataset
S as
S(s) =
{
Σ s.t. τ|1〉 =
s− 1
τ
i
∣∣∣∣ i ∈ [0, s− 1]} , (25)
with s being the number of samples in [0, τ ]. For example, for τ = 18 we have
S(3) =
Σ s.t. τ|1〉 = 0Σ s.t. τ|1〉 = 9
Σ s.t. τ|1〉 = 18
 , (26)
in which every sequence Σ is randomly generated to meet the τ|1〉 requirement.
In order to provide a more consistent analysis, we repeated the N experiments
n = 30 times, having then n iterations and nN experiments for every sequence
in the dataset. This lead to a total amount of τnN experiments for each backend
given a dataset S.
We processed two datasets: S(1000) with τ = 1000, and S(10) with τ = 10.
Due to the high amount of experiments needed for the first dataset, i.e., τnN =
2.4576 · 108 the tests have been executed only offline via QASM simulations.
Results provide information about the reliability of QASM simulations. In Fig.
5 we compare the expected values with simulation results. The average values
with the corresponding standard deviation are plotted. The “uncorrected” re-
sults are obtained plotting the raw frequency output of the experiments, namely
|̂c1|2, without converting it with (22). The “corrected” results are instead the
ones obtained by plotting f̂|1〉. The expected values are obtained by plotting
the expected relative frequency of f|1〉. These results are in line with theoretical
expectations. The “uncorrected” results behavior has been reported as well be-
cause the non-linearity of these raw results may not be necessarily a bad thing
for the case study we consider. In fact, this nonlinearity has a definite behav-
ior that has been expressed in (22) and may represent a certain cognitive bias
introduced in the robot perceptual system.
The tests for τ = 10, S(10) have been executed offline via QASM simulations
as well as online via Armonk and Burlington backends. The average values with
the corresponding standard deviation are reported in Fig. 6. The corresponding
errors are reported in Table 2, which reports as well the error computed with
respect to raw results |̂ci|2. Also in this case, results generated with QASM
are in line with theoretical expectations. Regarding the results obtained by
Armonk and Burlington backends, there are significant differences between the
expectations and the measurements, differences which increase closer to the
bounds f|1〉 = 0 and f|1〉 = 1, where there the ratio τ|1〉 : τ|0〉 is not balanced
anymore.
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Table 2: Results for τ = 10, S(10). Average errors for each backend.
τ|1〉 0 1 2 3 4 5 6 7 8 9 10
εqasm 0.000 0.125 · 10−2 0.617 · 10−4 0.311 · 10−3 0.368 · 10−3 0.596 · 10−4 0.880 · 10−3 0.423 · 10−3 0.640 · 10−3 0.683 · 10−3 0.000
f |1〉 − ˆ|c1|2 0.000 0.761 0.105 0.094 0.054 0.936 · 10−4 0.056 0.094 0.105 0.076 0.000
εburlington 0.164 0.041 0.006 0.002 0.008 0.017 0.027 0.038 0.071 0.083 0.130
f |1〉 − ˆ|c1|2 0.065 0.052 0.099 0.096 0.066 0.027 0.014 0.043 0.029 0.020 0.041
εarmonk 0.133 0.065 0.028 0.015 0.001 0.025 0.037 0.049 0.076 0.124 0.192
f |1〉 − ˆ|c1|2 0.043 0.034 0.077 0.075 0.053 0.039 0.002 0.028 0.024 0.019 0.089
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Figure 5: Results for τ = 1000, S(1000). Average values are plotted along with
the corresponding standard deviations. QASM “uncorrected” results are the raw
frequency outputs |̂c1|2. QASM “corrected” results are the empirical frequencies
f̂|1〉. Expected results are the expected relative frequency f|1〉.
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Figure 6: Results for τ = 10, S(10). Average values are plotted along with
the corresponding standard deviations. “Corrected” results are the empirical
frequencies f̂|1〉 for each backend. Expected results are the expected relative
frequency f|1〉.
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Figure 7: Workflow for sequence classification.
Figure 8: Workflow for online state update.
5 Discussion and Workplan
The obtained results seem to confirm the feasibility of our approach. Given the
limitations of the considered case study, we nonetheless obtained the expected
behavior through QASM simulations. With IBMQ backends we encountered
errors for unbalanced ratio situations. This could be due to the fact that the
IBMQ platform relies on circuit design and successive execution, and therefore
it is not optimally calibrated for applications like the one presented here. The
IBMQ architecture allows us to test the model, but only for a posteriori se-
quences. In fact, after each sequence, a circuit was simulated and the results
collected. If we were to make an a posteriori classification task this could be
enough. However, for online robot behavior, we need a framework that allows
operator definition and synchronous application to a qubit, which represents the
current state of the robot. Instead of a sequence classification workflow as the
one illustrated in Fig. 7, further research will have to investigate online state
update applications implementing a workflow like the one illustrated in Fig. 8.
It is preferable, in our opinion, to proceed with simulation-oriented tech-
niques rather than actual realizations on quantum backends for two reasons.
The first, as this preliminary study highlights, is that these services are not op-
timized for such unprecedented applications. The second is related to the fact
that the exclusivity of these devices allows us to exploit them only by queue-
based cloud services like IBMQ. This does not allow us to introduce it into a
responsive runtime simulation.
Our suggestion is to start to analyze information exploitation and inter-
polation for n-qubit multi-sensory systems, relying on simulations rather than
physical realizations, to study which advantages a quantum-like approach can
actually provide in robots’ knowledge representation and reasoning.
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