Iterative refinement using splitting methods  by Jin Yun Yuan, 
NOR]I-I- ~ 
Iterative Refinement Using Splitting Methods 
Jin Yun Yuan* 
Departamento de Matem~tica 
Universidade Federal do Parand 
Centro Politdcnico, CP: 19.081 
CEP: 81531-990, Curitiba, Brazil 
Submitted by Robert J. Plemmons 
ABSTRACT 
For every nonsingular matrix A, we show there exists a convergent splitting 
A = M - N with M = DQ or M = QD where Q and D are unitary and diagonal 
respectively. Also, if A has an LU decomposition, there exists a convergent splitting 
A = M - N with triangular M. An example of construction of the desired triangular 
matrix M is given for p-cyclic matrices. This result allows us to establish some 
iterative refinement methods for linear systems, which are often better than the usual 
iterative refinement methods with regard to complexity and storage requirements. The 
convergence of the refinement process is studied. © 1998 Elsevier Science Inc. 
1. INTRODUCTION 
For  a l inear system 
Ax=b,  
where A ~ R n×n is nonsingular,  suppose A has splitting 
A =M-N,  
(1.1) 
(1.2) 
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where M is nonsingular. Hence we can construct a splitting-based iterative 
method as follows: 
x(k+~) = M-~Nx(k) + M- lb .  (1.3) 
The sequence {x (k)} generated by (1.3) will converge to the solution x = A- lb  
of the linear system (1.1) if the spectral radius of the iterative matrix M- IN  
is less than one, i.e. p(M-1N)  < 1. In general we cannot guarantee the 
method (1.3) is convergent for an arbitrary choice of M and N in (1.2). For 
the sake of the efficiency of the method (1.3), we have to consider whether: 
(a) the inverse of the nonsingular matrix M can be easily obtained, or 
Mx = c can be easily solved; 
(b) the splitting method satisfies the convergence condition p(M-1N)  
<1.  
Usually we choose a special splitting (1.2) satisfying condition (a), then 
study the spectral properties of the matrix M-1N. Naturally, we want to 
study the existence of splittings (1.2) such that the method (1.3) satisfies 
conditions (a) and (b). We will show that there do exist at least splittings with 
M = DQ or M = QD, where Q mad D are unitary and diagonal respectively, 
and with a triangular matrix M (see definitions in Section 2), whose spectrum 
has a given distribution. Our main construction results are given in Section 2. 
We propose some new iterative refinement methods in Section 3. These 
processes are always convergent and more economical than the usual iterative 
refinement methods in the sense of storage, precision, and complexity 
requirements. They are very useful for vector and parallel processing, since 
only inner products, and not triangular solves, are used. 
2. EXISTENCE 
Before we show main results, we first introduce some terms. 
DEFINITION 2.1. The splitting (1.2) is triangular if M is a triangular 
matrix. 
DEFINITION 2.2. The splitting (1.2) is scaling unitary if M = QD or 
M = DQ, where Q is unitary and D is nonsingular and diagonal. 
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DEFINITION 2.3. The splitting (1.2) is effective if it possesses the follow- 
ing properties: 
(1) The inverse of the nonsingular matrix M can be easily obtained, or 
Mx = c can be easily solved. 
(2) The cost of obtaining a splitting is low- -much lower than the entire 
solution process by some admissible method. 
LEMMA 2,1. Suppose that A and Q are n x n (complex) nonsingular 
matrices, and A1, )~2 . . . . .  )t n are complex nunubers uch that 
Aj ¢ 1, j = 1 . . . . .  n. (2.1) 
Then there exist matrices M and N, where M is nonsingular, such that 
(1) A = M - N; 
(2) the eigenvalues of  M-1N are hi, A z . . . . .  A,; 
(3) the columns of  Q are eigenvectors of  M-1N corresponding to 
)tl, )t 2 . . . . .  )~, respectively. 
where 
Proof. Let 
M = AQ( I  - A) -~Q -~, 
A = diag( )tl, )t 2 . . . . .  )tn), 
and N = M - A. Then (1) is fulfilled. 
From the definition of M and N, it follows that 
M-1N = M- I (  M - A)  = I - M-1A 
= I - p ( I  - A )Q-~A-1A 
= I - O( l  - A)Q -~ = pap -~ 
and thus (2) holds. 
It follows from (2.4) that 
M-1NQ = QA,  
(2.2) 
(2.3) 
(2.4) 
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and hence 
M-1N(q ,  . . . . .  q.) = (A,q I . . . . .  Anq~), 
that is, 
M-~Nqj  = ,~jqj ( j  = 1 . . . .  , n ) ,  (2.5) 
showing the validity of (3). 
REMAaK 2.1. In the proof of Lemma 2.1, we implicitly assume that 
M-1N is diagonalizable. For the general case, i.e., an arbitrary matrix M-1N,  
A can be replaced by the Jordan canonical form j .  In this case, results (1) 
and (2) of Lemma 2.1 are still true, but (3) should be modified as follows: 
some columns of Q are eigenvectors of M-1N.  In fact, the matrix A in all 
remaining results of this section can be changed to the Jordan canonical form 
j ,  which means that all the results hold for an arbitrary matrix M-1N.  All the 
results also hold for triangular J. Moreover we can choose all the Aj distinct 
such that M-~N is diagonalizable. The results in Lemma 2.1 are generaliza- 
tions of Lemma 2.3 of [3]. 
In the inverse of M in Lemma 2.1 may not be easily obtainable. It is well 
known that a linear system Mx = c can be easily solved if M is triangular or 
scaling unitary. Next we will show that M in Lemma 2.1 can be triangular or 
scaling unitary, by using the following results. 
LEMMA 2.2. For every nonsingular upper triangular n × n matrix V and 
given numbers A 1 . . . . .  A n satisfying (2.1), there exist n × n invertible matri- 
ces T and D, D diagonal, such that 
DV = T - l (  I -- A)T. (z.6) 
Proof. For a given V, we can always find a diagonal matrix D such that 
all diagonal elements of DV are distinct and do not vanish. This means that 
DV is diagonalizable. We are able to do much more, we can find D such that 
the diagonal elements of DV are prescribed numbers. Now, we are able to 
determine T. Let T be one of the matrices that bring the product DV into 
diagonal form, i.e. 
TDVT -1 = I - A. • (2.7) 
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REMARK 2.2. Lemma 2.2 says that the product DV is diagonalizable. 
Thus, if V is not diagonalizable, D in (2.6) cannot be arbitrary. 
REMARK 2.3. Analogous to the proof of Lemma 2.2, we have the 
following result. Let U and L be matrices upper and lower triangular 
respectively, where U is nonsingular. Then there exist nonsingular matrices T
and D, D diagonal with positive elements, such that 
U-~DL r = T(  I - A)T -1. (2.8) 
THEOREM 2.3. Let A be an n x n nonsingular matrix having an LU 
decomposition. Then there exists' a triangular splitting of  A, 
A =M-N,  (2.9) 
such that the spectral radius p (M- I  N ) can be made arbitrarily small. In 
particular, for  a given A defined by (2.1), the matrix M can be chosen such 
that its spectrum of  M- IN  is the same as that of  A. 
Proof. Let 
A = LU 
be the LU decomposition f A with L lower and U upper triangular. We set 
V = U. (2.10) 
By Lemma 2.2 there exist matrices T and D, D diagonal, such that 
DU = T - I (  I - A)T. 
Defining 
then 
M=LD - l  and N=L(D -1 - U), 
M - N= LD ~ - L(  D -1 - U) = LU = A, 
and M is lower triangular. Thus A = M - N is a triangular splitting. 
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It follows from 
M-1N = DL-1L(  D -1 - U) = I - DU 
and 
DU = T - I (  I - A)T 
that 
M-1N = T-1AT.  • (2.11) 
REMARK 2.4. From the proof of Theorem 2.3 and (2.2), the desired 
matrix M is not unique, and eigenpairs hi and x i of M-1N can be chosen as 
we want. This will supply us with a very rich research topic. Whenever we 
choose the eigenpairs, the splitting will be determined. 
For the convergence of splitting methods, we have to choose all IAi] < 1. 
Then we have the following corollary. 
COROLLARY 2.4. Let A be an n × n matrix having an LU decomposition. 
Then there exists a convergent splitting of  A of  type (2.9) in which M is lower 
triangular. Moreover, for  any real number p ~ (0, 1) there exists' such a 
splitting for  which the spectral radius p( M-1N ) = p. 
THEOREM 2.5. Let A be an n x n matrix possessing an LU decomposi- 
tion, and let A 1 . . . . .  A, be real numbers. Then there exists a splitting of A of 
type (2.9) such that M is symmetric and positive definite. Moreover, fo r  any 
p ~ (0, 1), M can be chosen such that p (M-1N)  = p. 
Proof. Let 
A = LU 
be an LU decomposition of A. Then (2.8) guarantees the existence of 
nonsingular matrices T and D, D diagonal with positive elements, such that 
U-1DL r = T(  I - A)T - l .  
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We can define a symmetric and positive de~nite matrix M as 
M = LDL  T, 
and 
N = M - A = LDL  r - LU = L(  DL  r -  U) .  
It follows that 
M- IN  = I - ( LF ) - ID -1L  1LU 
= I - ( LT ) - ID -1U = I - (U-1DLT) -1 
= I -- (T ( I  - A)T-1)  -1 = -T - I ( I  - A) - iAT .  
To have p(M-1N)  arbitrary, it is enough to require that 
THEOREM 2.6. 
max '~J 
i i _X j  P" 
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(2.12) 
(2.13) 
• (2.14) 
For every n × n nonsingular matrix A, and every choice 
M = QD 1 (2.16) 
N = M - A = Q(D -~ - R ) .  (2.17) 
and 
Proof. Let 
A = QR 
be a QR decomposition, i.e., Q is unitary and R upper triangular. 
Let us set 
V=R 
(2.15) 
of  numbers 1'1 . . . . .  An satisfying (2.1), there exists a convergent splitting o f  A 
o f  type (2.9) such that M is scaling unitary and the Ai are the eigenvalues o f  
M- IN .  
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It follows that 
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M-1N = DQ*Q(  D -1 - R)  = O(  O -1 - R )  ~- l - DR.  
Lemma 2.2 guarantees the existence of a nonsingular matrix T and 
diagonal matrix D such that 
DR = T - I (  I - A)T, 
where A = diag(A 1 . . . . .  An). It is easy to see that 
M- iN  = I - DR = T -1AT .  
Since the spectral radius of A is arbitrary, the assertion of the theorem easily 
follows. • 
REMARK 2.5. Theorem 2.6 shows that for every nonsingular matrix A, 
there exists an effective splitting possessing the first property of Definition 
2.3. 
EXAMPLE 2.1. Let A denote a p-cyclic matrix with nonzero diagonal 
entries, i.e., 
A = 
al l  0 "'" 0 alp 
a21 a22 0 
0 
0 
0 "" 0 ap, p 1 app 
with a i i~O ( i=1  . . . . .  p) .  
Since M- iN  = T - i JT ,  where j is lower triangular with the given diagonal 
entries A i ~ 1 (i = 1 . . . . .  p), 
M-1A = T - I (  I - J ) - l T .  (2.18) 
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Now we suppose that M is upper triangular with nonzero diagonal entries, 
and take the special matrix T = M. Then by ( I  - J )M  = A,  we obtain 
alP (2.19) 
mlp 1 - h 1 ' 
ak+ l,k 
a k - - - ,  k = 1 , . . . ,  p - 1, (2.20) 
lll, kk 
ak- lmk- l 'P  k = 2 . . . . .  p - 1, (2.21) 
mkp = 1 -- h k ' 
aii 
i=  1 . . . . .  p - 1, (2 .22)  mii 
1 - h i ' 
app A- Otp_ imp 1, p (2.23) 
mpp = 1 - hv 
The nonsingularity of A guarantees that mpv ~ O. For convergence and 
numerical stability of the method, we can choose the right A i such that 
I hil < 1. Hence we have a convergent splitting method as follows. 
ALGORITHM 2 .1 .  
1. Set initial point x (°). 
2. Compute a i,mip (i = 1 . . . . .  p -  1) and mii ( i=  1 . . . . .  p) using 
(2.19)-(2.23). 
3. For k = 1 . . . .  until convergence, do 
r (k~ = b - Ax (k~, 
Md~k~ = r~k~, 
x(k+ 1) = x(k) -'1- d (k). 
The algorithm can be applied to solve the block p-cyclic system, but the 
multiplication may not be very cheap. However, we can lower the cost by 
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permutation for ~olving the block p-cyclic ~y~tem. For example, we consider 
a block 5-cyclic system as follows: 
A = 
All 0 0 0 
A21 A22 0 0 
0 A32 A33 0 
0 0 A43 A44 
0 0 0 As, 4 
AI5 
0 
0 
0 
A55 
where A, are nonsingular for all i = 1 . . . . .  5. We apply permutation to 
change A into the following structure: 
X= 
A~ 0 A43 0 0 
0 A22 0 A2x 0 
0 A32 A33 0 0 
0 0 0 All A15 
As, 4 0 0 0 A55 
Hence we apply the above manner to obtain the desired matrix M where M 
and J are block upper and lower triangular espectively. By (I - J )M  = A, 
we obtain 
1 
Mll  = - -A44  , 
I - -  A i 
1 
M22 = __A22 , 
1 - A 2 
1 
Ma3 = - -A33  , 
1 - A 3 
1 
M44 = - -  All, 
1 - A 4 
M~ = ~(A55 + B3M45), 
1 - A5 
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1 
M13 - _ _  A43 , 
1 - &l 
1 
M24 - - -A21  ' 
1 - &z 
1 
M34 
1 - )t 3 
- -  A32 M2-21M24, 
B 1 = -A54 M~-I 1 , 
B 2 = -BtM13M~31,  
B 3 = - B 2 M34 M441 • 
Here we require inverses of only four submatrices of A, not five submatrices, 
to obtain the desired matrix M. Of  course, we can consider other choices of 
matrix T such that the construction of M is cheap. 
Regarding comparison theorems for splitting matrices, we can say the 
following: For every given splitting method with spectral radius p, we can 
choose all the A~ so that the convergent splitting method obtained by method 
here has smaller spectral radius than p. In the future, we shall consider 
obtaining an efficient preconditioner for stationary and nonstationary itera- 
tions based on results given here. 
3. ITERATIVE REF INEMENT METHODS 
It follows from Corollary 2.4 and Theorem 2.6 that we can construct new 
approaches to iterative refinement for linear systems. We will not consider 
pivoting (or permutation) for an LU decomposition i  this section. However, 
all results in this section hold for LU decomposition with pivoting as well. 
Suppose that we have an LU decomposition of A, i.e. 
A =LU.  
Then we obtain 
y = L - lb  (3.1) 
and 
x = u -~y.  (3 .2)  
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In order to guarantee the convergence, now we take A i such that I Ail < 1 [for 
example, A i=  1/ ( i+  1), that is, p(M-1N)= !]2 for all i=  1 ,2 , . . . ,n .  
Hence, we can choose 
From Corollary 2.4, we have 
and then 
1 - A~ 
di 
Uii 
M-1N = I -- DU,  (3.3) 
x ¢k+1~ = ( I  - DU)x  ¢k) + Dy.  (3.4) 
Now we take x (°) = x in (3.2). We have an iterative refinement algorithm 
with a single step as follows. 
ALGORITHM 3.1. 
1. Decompose A into LU,  i.e. 
(A b) (U 
2. Compute di by 
c) ,  c =L- lb .  
3. Set initial value, 
1 - A i 
di 
Uii 
x (o) = U- l c .  
4. Iterate for k = 0, 1 . . . .  
x (k+l) = ( I  -- DU)x  (k) + Dc.  
Similarly, from the QR faetorization where R is triangular, there is 
another iterative refinement 
x(k+ l) = ( I - DR)  x (k) + DQTb.  (3.5) 
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Here we algo take )h gueh that IA, I < 1 [for example A, = 1/ ( i  4- 1)] to 
guarantee the convergence. Hence we can decide d i = (1 - A i ) / r  . .  The 
corresponding algorithm is the following. 
ALGORITHM 3.2. 
1. Decompose A into QR, i.e. 
(A  b )  ~ (R  c ) ,  c = Qrb.  
2. Compute d i by 
3. Set initial value, 
1 - A i 
d i - 
r ,  
x (o) = R- l c .  
4. Iterate for k = 0, 1 . . . .  
x (k+l) = ( I  - DR)x  (k) + Dc. 
l im IIx ¢k÷1) - x* l12  = 0 .  • 
k--*~ 
It follows from the triangular matrix I -  DU having eigenvalues A i and 
I,~il < 1 that p( I  - DU)  < 1, which implies 
Then 
IIx ¢k+~) - x*l12 ~< pk+l ( I  - DU) I Ix  ~°~ - x*l12. 
x ~k÷" -x*  = ( I  - ov )k+' (x  ~°~ - x* ) .  
Proof. Since x ¢k + l) = ( I - DU)x  ¢k) + Dy, y = L -  lb, and Ax* =b 
with A = LU, 
THEOREM 3.1. Suppose A = LU, and d~ = (1 - A~)/u, for  all given 
IA~I < 1. Then x ¢k) generated by Algorithm 3.1 converges to the exact solution 
x* of  the linear system Ax = b. Moreover the A i can be chosen sufficiently 
small that the algorithm has a fast convergence rate. 
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EXAMPLE 3.1. Consider the linear system with exact solution x = 
(1, . . . ,  1) r given by 
Ax= b, (3.6) 
where A is an n X n Hilbert matrix, and 
b i = )" aij. 
j=l 
The system (3.6) is ill-conditioned for even modest size n. The precision 
of the approximate solution of (3.6) by LU decomposition is not good. Here 
we applied Algorithm 3.1 with d i = (1 -  A~)/u u with A t chosen, say, 
A i = 1/(105i + 1) for i=  1 . . . . .  n, which guarantees the spectral radius 
1 P(M-1N)  < TN and a fast convergence rate, to improve the precision of the 
approximate solution obtained by Gauss elimination with row pivoting. All 
codes were written in FORTRAN 77 and run in single precision. The computa- 
tional results are as follows, where ~ is the approximate solution obtained by 
Gauss elimination [2], and xk is the iterative refinement solution improved by 
Algorithm 3.1 with k iterations and ~j = xk for all j >~ k, and done with 
single precision. From these examples, the iterations of refinement is propor- 
tional to the size of the system. The method gives much more accuracy: 
= 
.20833333E + 01) 
.24166667E +00 
.21190450E -- 01 
--.23807216E -- 03 
and x4 = 
.99476790E +00) 
.99714553E +00 
.I0006030E + 01 ' 
.99775195E +00 
= 
.22833335E + 01 
.30833328E + 00 
.42301599E -- 01 
--.12631498E -- 02 
--.11399788E -- 04 
and X7 
.99334311E + 00) 
.99602842E + 00 
.10051801E + 01 , 
.99099159E + 00 
.10032866E + 01 
4 
.24500003E + 01 
.36785710E + 00 
.65455571E -- 01 
--.33217773E -- 02 
--.72019073E -- 04 
--.53832605E -- 06 
and X7 
• 99359457E + 00~ /
.98726101E + 
.10687222E + 01 / 
.82041121E + 00 " 
.11951036E + 01 
.92346418E + 00 
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We al~o can eon~ider iterative refinement for LU decomposition with 
double steps as follows: 
y(k+l) = ( I  - D1L)y  (k) + Dlb ,  
x ¢k+1) = ( I  - D2U)x  ~k~ + D2y ~k+l~, 
where D 1 and D 2 are diagonal and nonsingular. 
REMARK 3.1. Compared with the usual iterative refinement process [4], 
our algorithms have the following advantages: 
(1) We just need to store one upper triangular matrix, while the regular 
iterative refinement needs to keep at least two triangular matrices and a copy 
of the matrix A. 
(2) At each iterative step, our algorithms use one product of a triangular 
matrix and vector and two products of a number and vector, instead of 
solving two triangular systems. 
(3) Our algorithms are always convergent, which is guaranteed by Thee- 
1 rems 2.2, 2.5 and Corollary 2.4 because p(M-1N)= 7. The examples 
illustrate that the convergence of the new iterative refinement is very fast. 
(4) All operations in our algorithms can be done in the same precision. It 
is not necessary to use double precision for iterative refinement. 
(5) Our algorithms can start with any initial approximation x (°). 
(6) Parallelization is possible. 
In view of (1) and (2), our algorithms are better than regular iterative 
refinement in the sense of saving storage and multiplication, even if A has no 
good factorization. In fact, we can choose p(M-1N)< ½, for example, 
A s = 1 / (a i  + 1), where a > 1, such that the refinement sequence con- 
verges fast to the desired solution. Our algorithms are preferable for sparse 
cases because we can keep the sparsity pattern of the upper triangular matrix. 
We can use incomplete factorization to keep the desired sparsity, and then 
choose special A s and d~ for the algorithms. 
Our algorithms require less storage than the iterative refinement algo- 
rithm given by Benzi and Meyer in [1]. Their algorithm needs to store an 
extra part of the original matrix A. These algorithms are very useful for 
vector and parallel processing, because they just involve products of a matrix 
and a vector. A theoretical stability analysis and more numerical experiments 
of the new iterative refinement method for the sparse case will be given in 
another paper. 
214 JIN YUN YUAN 
The author earnestly thanks Professor Ivo Marek for his very useful 
comments on a previous version of this paper. His comments greatly im- 
proved the quality and structure of this paper. The definition 2.3 of the 
effective splitting was his contribution. The author also thanks Dr. M, Benzi 
for his special and very useful comments and suggestions and for Reference 
[1], Professor Gene Golub for his constant support in this work and his 
suggestion on the p-cyclic case, and Professor D. Szyld for his helpful 
suggestions on comparison theorems and Reference [3]. The author would like 
to give his sincere thanks to Professor Robert Plemmons for his great help on 
the English and mathematics in this paper. His help improved the quality of 
the paper. This work was finished when I was visiting the Wake Forest 
University in summer 1997. 
REFERENCES 
1 M. Benzi and C. D. Meyer, A direct projection method for sparse linear systems, 
SlAM J. Sci. Comput. 16:1159-1176 (1995). 
2 G. Golub and C. Van Loan, Matrix Computation, 2nd ed., Johns Hopkins U.P., 
1989. 
3 Paul J. Lanzkron, Donald J. Rose, and Daniel B. Szyld. Convergence of nested 
classical iterative methods for linear systems, Numer. Math. 58:685-702 (1991). 
4 Z. Zlatev, Computational Methods'for General Sparse Matrices, Kluwer Academic, 
1991. 
Received 25 March 199 7 ;J~nal manuscript accepted 14 July 1997 
