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1 Executive Summary
Computer vision systems can be used to measure pedestrian ﬂow rates, occupancy levels
and queue times. It is difﬁcult to assess the accuracy of such methods because the ground
truth can be difﬁcult to establish. Human counting is equally prone to error, even when
using video recordings with no time constraints and the support of sophisticated software.
In this report, we consider how errors may arise directly from the images recorded by the
cameras, due to both occlusion of people and image distortion due to a ﬁsheye lens. We
also develop a statistical model of human counting errors and attempt to estimate human
accuracy from data. Finally, we attempt to relate human and computer accuracy on the
basis of simplifying statistical approximations.
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2 CrowdVision Problem Description
CrowdVision sells a software solution to monitor crowd levels in enclosed spaces in real-
time, their main installations being at large international airports. Their monitoring method
relies on using computer vision from an array of ﬁxed overhead cameras to estimate oc-
cupancy levels, ﬂow rates and queuing times within certain prescribed areas. One of the
requirements of many of their clients is that they can demonstrate that their system is at
least 95% accurate. However, it’s not clear how to measure the accuracy of their system
since the ground truth count is not known. CrowdVision have found that manual counts
can vary from person to person, even when using video software that can be paused and
played multiple times. Thus both machine-generated counts and human counts are imper-
fect. Moreover, the difference between two humans is often greater than the tolerance
level required of the computer vision solution. It is therefore not possible to measure the
system’s accuracy directly.
The desired outcome of the study group was to help CrowdVision improve the method by
which they validate their solutions. In particular, we were asked to develop a statistically ro-
bust protocol for veriﬁcation of CrowdVision’s system using the minimum number of human
counts. Crowd vision also posed the following mathematical questions:
• Can we understand the true sources of variability of human approaches to counting
occupancy levels? Are there speciﬁc events or types of crowd movements that lead
to speciﬁc kinds of increased variability?
• What are the main sources of error in the CrowdVision system? Is the nature of the
overlap region between cameras and how these are dealt with the main source of
error? How does the error in the crowd size vary with the number of cameras used?
Is a boot- strapping approach to error estimation possible?
• Can we look at speciﬁc errors in rate and queuing times? What is the main source of
error when the camera is not directly overhead to the end of the queue?
Our work during the study group consisted of two distinct parts. In the ﬁrst part, the ge-
ometric analysis described in Section 5, we considered how errors might arise due to the
occlusion of people within the line of sight of a camera, and due to distortion effects re-
sulting from the camera’s ﬁsh eye lens. In the second part, the data analysis described in
Sections 6 and 7, we analysed anonymised count data provided by CrowdVision and devel-
oped statistical models to relate the difference between both human and machine counts
to estimate the repsective errors.
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3 CrowdVision Software
There are two main techniques used to analyse video recordings of pedestrian movement:
microscopic and macroscopic [1]. In the microscopic approach, a semi-automatic system
is used, whereby a computer tracks individuals but a human manually selects people that
the computer should track. This method results in trajectories of individual people, but it
is typically only used over time-scales of minutes and when the density of pedestrians is
low. It takes longer than real-time to perform, however the accuracy (i.e. the fraction of
true trajectories counted) can be very high. In contrast, the macroscopic approach makes
sole use of computer vision algorithms to count aggregate quantities such as pedestrian
density, ﬂow and velocity over timescales of hours or even days, and can be used in densely
populated areas. The main beneﬁt of the macroscopic approach is that it can be used
in real-time, allowing operators to implement measures that reduce congestion or avoid
incidents.
The video tracking system used by CrowdVision is based on the work presented in [1],
which is essentially a two-step microscopic process: i) identiﬁcation of an object, and ii)
tracking of that object. The software is set up to work on video recordings, which consist
of sequences of images, taken by a camera mounted overhead. Thus the software aims to
identify people’s heads, and it does this by analysing the pixels in each of the images in the
video and searching for round objects using various ﬁlters, e.g. to separate the foreground
from the background. This identiﬁes candidate heads, but then an artiﬁcial neural network
is used to improve this identiﬁcation and distinguish between pedestrians, pedestrian-like
objects, objects attached to pedestrians and people standing close to each other. This
method is able to automatically identify new individuals when they appear on screen. In
order to track a person, a simple probabilistic model that estimates the most likely position
of a person in the next frame is used. Trajectories are mapped onto the ﬂoor using simple
geometry under the assumption that everyone is the same height. The trajectories are
then aggregated to produce the macroscopic measures of interest.
The development of the CrowdVision software was motivated by the identiﬁcation of a num-
ber of failings in other systems [1], where there was little functionality to measure pedes-
trian motion; identiﬁcation was small scale; there was little interactivity with the software
to investigate new measurements; and a lack of automation reduced user-friendliness. Ul-
timately, the CrowdVision software has been implemented by airports and other public
transport links where it is possible to quickly adapt and accommodate rapidly evolving sit-
uations caused by density increases in the pedestrian population. Whilst CrowdVision is
built on macroscopic video-tracking software, typically an airport’s independent means of
veriﬁcation of the software is via counts recorded by people in real-time physically present
at the camera recording locations. These differing approaches are likely to give rise to
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problems as highlighted in this report.
4 Literature Review
This section provides a short discussion about publications related to the accuracy of man-
ual people counting. The literature suggests that hardly any extensive research on this
question has been done, in particular there appears to be very little research speciﬁ-
cally comparing manual counts to conﬁrmed reference values taken in controlled environ-
ments. Previous research does indicate various sources of variablity in human approaches
to counting.
• In the context of manual trafﬁc counts [2]: Counts in this study were taken from video
recordings and errors were analysed based on an aggregation level of ﬁve minutes.
Human counters were asked to count short and long vehicles separately. It was ob-
served that the total differences are small, and percentage errors were within ±1%.
However, there were large discrepancies regarding the classiﬁcation of short and
large vehicles.
• In the context of manual cell counts in hemocytometers [3]: Individuals were asked to
count cells on a 9×9mm grid. The data demonstrated increased variation between dif-
ferent people’s counts with both smaller areas and higher concentration. Errors were
attributed to cells lying on the boundary of the observation area or cell clustering. It
was remarked that results might be improved by extensive training of the human coun-
ters. Multiple counters counting the same chamber of the hemocytometers resulted in
a coefﬁcient of variation of up to 15.6%.
• The study "Pedestrian Counting Methods at Intersections: A Comparative Study" [4]
compares the following three manual counting methods: manual counts using sheets,
manual counts using clickers, and manual counts using video cameras. Their ﬁndings
show that ﬁeld counts with either sheets or clickers systematically underestimated
pedestrian volumes with error rates from 8 − 25%. The error rate was observed to
be greater at the beginning and end of the observation period, which was suggested
to be related to the observer’s lack of familiarity with the tasks or fatigue. Results
further suggested that the pedestrian volume did not inﬂuence the error rate. How-
ever, later research [5] suggests that the high error rates in this study might be due to
unscheduled breaks of the observer and the fact that the observer was tasked with
a complex data collection including not only the number of pedestrians but also their
gender and noticeable characteristics.
• On the other hand, the study "Effectiveness of a Commercially Available Automated
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Pedestrian Counting Device in Urban Environments: Comparison with Manual Counts"
[5] ﬁnds a high degree of inter-reliability between counts collected by ﬁeld observers
and through video recordings, with errors calculated for ﬁeld counts being low, vary-
ing from −0.9% to 1.4%. It was suggested that the error rate is not directly related to
pedestrian volumes but to the tendency of pedestrians to walk closely together.
4.1 Factors inﬂuencing the accuracy
Out of the above studies, the following conclusion about sources of variability of human
approaches to counting might be drawn:
• Manual counts taken in real-time by people physically present at the camera locations
using clickers might vary greatly (up to 25% according to [4]) from counts obtained
using video footage of the same situation.
• A lack of clear rules on how to deal with the boundary of the observed area might
lead to a higher error rate [3]. Hence, it is advisable to lay out a set of instructions for
the manual counters on how to deal with borderline cases.
• Manual counters seem to deliver less accurate results at the beginning and end of
their observation period [5] and further deliver more accurate results the more ex-
perienced they are [3].
• Clustering of the objects leads to a higher error rate of the manual counts [3].
• Regular breaks during the observation period and high motivation of the manual coun-
ters might increase the accuracy of manual counts [5].
Further factors inﬂuencing the accuracy of manual counts might be:
• Different methods of counting using video footage, for example placing dots on heads
and re-watching the video several times.
• The quality and resolution of video recording, for example the distortion coming from
ﬁsheye lenses.
To further investigate the true sources of variability of human approaches to counting it
might be advisable to conduct experiments in controlled environments where the actual
number of people in the observed area is known. A further possibility might be to compare
videos in which the manual counters marked their counted objects by dots. The latter
might be especially interesting when addressing questions like errors coming from overlap
regions of the cameras respectively distorted images due to the ﬁsheye lenses.
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Geometric Analysis
5 Image Geometry
On examining example footage of the camera feed and behaviour of the head-tracking al-
gorithm from the company’s website, it appeared to the group that the main factors that
contribute to errors in human counts were due to the actual images the human counters
have to work from. In particular, the group identiﬁed two main sources of this type of er-
ror: i) occlusion/overlapping of individuals within the camera’s line of sight, and ii) distortion
caused by the ﬁsheye lens toward the edges of the image. We consider occlusion in Sec-
tion 5.1 and distortion in Section 5.2. In Section 5.3 we consider the layout of the array of
cameras.
5.1 Proximity Occlusion
In modelling the image errors we ﬁrst assumed there was no focal distortion and focused
primarily on the occlusion of individuals caused by camera height and distance between
individuals. We consider a two-dimensional vertical plane and, in the ﬁrst instance, we
represent people by vertical lines, as illustrated in Figure 1. Using simple geometry, we will
derive how much someone is ‘shadowed’ by someone else standing in front of them. This
is a similar approach to the work presented in [1]. We assume that a camera is located at
a point on the ceiling at a height hc and each person has the same height h¯. We suppose
that in order to identify an individual, the image recorded by the camera must show at least
x ≥ smin meters of a person in order to be included in the count. There are two main factors
affecting the amount of x visible to the camera: i) the horizontal distance r from the camera
to the person furthest away, and ii) the distance d between the two people. Let h denote
the amount of the person in shadow that is visible from the camera’s perspective. Using
Figure 1, we derive the following equalities:
tan(α) =
l
x
and
tan(α) =
r
hc − h¯
,
so
r =
l
x
· (hc − h¯).
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α
α
Figure 1: A diagram showing the simpliﬁed model used to calculate overlap errors.
Since x has to be greater than or equal to smin, we ﬁnd
r ≤ l hc − h¯
smin
. (1)
Since hc, h¯ and smin are ﬁxed parameters, (1) tells us that the radius within which people can
be distinguished increases linearly with the distance between them. Using a suitable lower
bound for the distance l between any two individuals and estimates for the average height
of the observed humans, we can therefore determine the maximal radius of the circular
area the camera can cover without introducing occlusion errors.
We now consider the more realistic case where people’s heads have ﬁnite size and derive
the fractional angular overlap. The scenario is illustrated in ﬁgure 2, where a camera is
placed in a corridor a height hc from the ﬂoor. We model two individuals’ heads as discs of
equal diameter d, a height hd from the ﬂoor, such that the vertical distance from the discs’
centres to the camera is h = hc − hd. We deﬁne the spacing between the discs as l. This
spacing represents a density of people ρ = 1/l. With reference to the camera, this spacing
subtends an angle ∆θ. We ﬁx one of the discs at an angle θ from the optical axis of the
camera. If the discs have angular sizes of δ1 and δ2 with respect to the camera, then the
fractional overlap φ of the discs is given by
φ =
δ1 + δ2 −∆θ
δ2
(2)
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Figure 2: A schematic diagram of two individuals and their line of sight to the camera.
Their heads are a vertical distance h from the camera and they are located at a horizontal
distance l from one another. They are positioned at an angle of θ from the optical axis
of the camera and are separated by an angle ∆θ from one another with reference to the
camera. As θ increases and ∆θ decreases their lines of sight to the camera will begin to
coincide.
as can be seen in ﬁgure 3.
We assume that d  D, where D is the distance of the discs from the camera, and make
use of a small angle approximation to simplify expressions for angular size, i.e.
δ = 2 sin−1
(
d
2D
)
∼ d
D
. (3)
Making use of the approximation 3 and some simple trigonometry, we can express 2 as a
function of the parameters d and h and the variables θ and ρ in the form
φ(θ, ρ) = 1 +
tan θ sin θ
(tan θ − 1ρh ) sin{tan−1(tan θ − 1ρh )}
− tan θ sin θ
dρ
. (4)
We suppose that the probability of a counting error due to overlap is a fraction of φ(θ, ρ)
varying from 0 to 1. Lacking any further information for the cameras, the group chose a
smoothstep function to demonstrate a calculation of the error. The smooth step function
is based on Hermite polynomials and is often used as an interpolating function in computer
graphics. With this choice,
P (error) =

0 φ ≤ 0,
6φ5 − 15φ4 + 10φ3 0 < φ < 1,
1 1 ≤ φ.
(5)
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Figure 3: A more idealised schematic of two individuals as they begin to overlap as they
appear in the image of the camera. Their heads (the discs) have angular sizes of δ1 and
δ2 as they appear in the image and are separated by ∆θ. Their fractional overlap can be
calculated as a function of θ, their angle from the optical axis of the camera, or how far
away they are from one another, and ∆θ, which represents how far away they are from
one another.
Figure 4 plots the error probability for overlap of two disc shaped heads with diameters
of 10 cm each at a height of 2 metres from the ground.
5.2 Fisheye Distortion
In this section we consider errors introduced by distortion of the images due to the ﬁsheye
lens used in the cameras. In any camera image, the projection of our three dimensional
world to two dimensions means that objects become more distorted the further away they
are from the camera’s optical centre. We have also seen that without a ﬁsheye lens, the
vertical amount of a person visible when partially shadowed by another decreases the
further away they are. Both of these effects are exacerbated by ﬁsheye lenses.
We assume that there is a scale length ∆l for resolution in the image, below which the
algorithm cannot distinguish an individual. The mapping between between distances in an
image and the angular size of an object in reality in relation to a camera depend on the
lens used.
For a typical ﬁsh-eye lens the mapping can be ﬁtted as
r = f1 sin(f2θ) (6)
where r is the distance from the object to the image centre and θ is the angle from the
object to the optical axis. The parameters f1 and f2 depend on the curvature of the lens.
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Figure 4: Numerical results for equation 5 using the expression 4 for the overlapping frac-
tion of two heads, depending on the density or closeness of individuals (ρ or l respectively)
and their angular distance from the camera’s optical axis (θ).
Given that the exact mapping for the lenses used by the company was unknown to the
group, we write
r = g(θ). (7)
In order to determine how the resolution length-scale maps to angular size, we employ a
Taylor expansion about small deviations r1 and θ1 from r and θ respectively,
r − r1 = (θ − θ1)dr
dθ
+O([θ − θ1]2) (8)
and write
∆r = ∆θ
dr
dθ
+O(∆θ2), (9)
thus
∆l = ∆θg′(θ)|θ. (10)
For a camera a height hc above the ground,
R = hc tan θ. (11)
The radius R2 can then be found by solving 10 and 11 given a measure of the smallest angular
diameter ∆θ that the algorithm would need to resolve (i.e. the smallest human head the
algorithm needs to identify).
5.3 Camera Array Geometry
We now consider how multiple cameras might be arranged to avoid introducing errors due
to occlusion or distortion. We assume there is a radius R1 from the camera inside which
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occlusion is not an issue and assume there is a radius R2 from the camera inside which the
camera distortion is negligible. We assume R1  R2. We examine ﬁgure 5, which sketches a
Figure 5: Plan view of an array of cameras (denoted by rings) in two dimensions. Possible
radii, within which each source of error is negligible, are sketched. Spacing the cameras so
that each point on the ﬂoor is within one of each radii for at least one camera presents a
tiling problem.
two dimensional array of cameras that may represent the placement of cameras in a large
open room, such as a departure lounge in an airport. In the following, we assume that the
cameras are positioned in such a rectangular array. Consequently, in order to cover every
point such that distortion effects are irrelevant, cameras must be spaced such that the
spacing between them satisﬁes L ≤ √2R2. Occlusion or overlap errors can be reduced in
a two dimensional array, as long as each individual lies either within R1, such that occlusion
is negligible, or as long as the individual obscured from view is visible to another camera.
This second mechanism is possible at any angle in the interior of the array. To eliminate
both sources of error, a lattice width of L ≤ 1/√2(R1 + R2) must be used for the array, i.e.
so that the diagonal distance between cameras in the lattice is at most R1 + R2. Cameras
should also be positioned within at least a distance Lw ≤ R1/√2 from a wall to eliminate
both errors, as triangulation is not viable at the edges of the array, unless R2 > 3R1.
To summarize, for a lattice or array of cameras:
• cameras at the boundary of the array should be placed a distance Lw ≤ R2/√2 from
walls and
• cameras in the interior of the array should be placed at distances of L ≤ 1/√2(R1+R2)
from one another.
We examine the region in Figure 6, a line of cameras, which may represent the positioning
of cameras in a corridor, which we assume is much longer than it is wide, and narrower
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Figure 6: Plan view of an array of cameras (denoted by rings) in one dimension, in a corridor
much longer than it is wide. In this case the spacing of cameras is dominated by the smaller
error radius. Both error radii are sketched.
than R1. We note that triangulation of individuals is not viable. In this case the spacing of
cameras is limited to L < R1 + R2 in order to eliminate overlap errors, assuming that the
algorithm can distinguish speciﬁc individuals in a stitch.
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Statistical Analysis
6 Exploratory Data Analysis
We now give an overview of the data provided by CrowdVision. In Theory, one would like
to use human counting data as a baseline for the counting results from the CrowdVision
software. The problem with this is that the human counts are error-prone, which can be
seen from Figure 7 for 5 different human counts of ﬂow and occupancy.
Figure 7: Plot of several data sets. Each of the plots represents one speciﬁc location and
each lines corresponds to the counts of one human.
6.1 Data Sets
The data sets consist of Flow data (which describes the number of people crossing two
given ﬂow lines), Occupancy data (which consists of the number of people within a deﬁned
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area at a given time) and queuing times (the time a person spends in a given queue). The
ﬂow data and the occupancy data are recorded in pre-deﬁned time intervals (usually ev-
ery 5 minutes); for the ﬂow data the number of people that cross the second ﬂow line is
recorded, whereas for occupancy data the number of people within the area of interest
at that point in time is recorded. In contrast, the queuing times describe the time a single
person is waiting in the queue, although these are only recorded for a sample of all people
passing through the queue.
Further to the mentioned data (for ﬂow, occupancy and queueing times) we also have ac-
cess to raw data for ﬂow counts (which consists of the precise times at which the software
or the human counter observes a human crossing the second ﬂow line). In total this amounts
to four different types of data sets. Each of the given data sets contains information for a
particular location (e.g. some open area in an airport or an area at the exit of a train). The
recorded information stems either from human counters only, computer generated counts,
or a comparison of both.
In the following we describe the structure of the given data sets and do a brief Explanatory
Data Analysis (EDA).
6.1.1 Flow Data
This sub-section focuses on the ﬂow count data; the other types of data will be considered
in Section 6.1.2. We were given data that contains counts from two human counters as well
as a count from the computer system. We will here focus on the data in the ﬁles Flow_Data
named Airport3_FlowX_Manual.csv and Airport3_FlowX_System.csv (in what follows, we will
drop the .csv extension from the ﬁle names). We ﬁrst plot a histogram (Figure 8) of the
accumulated counts and four individual trajectories (Figure 9).
Both plots show the natural ﬂuctuations in the number of counts between the different peo-
ple and the software. In particular, we can see in Airport3_Flow6 that the software differs
substantially from the human counts. We can quantify this by looking at the correlation be-
tween the different counters, which is depicted in Table 1. In most cases the correlations
are reasonably high, i.e. greater than 0.95. However, there is some evidence for systematic
errors, e.g. in most cases the correlation between people is higher than between each
person and the software.
To investigate this further, in Figure 10 we illustrate scatter plots comparing human-human
and human-computer counts for the above four data sets. We observe different behaviour
in the data sets in terms of bias (e.g. Person1 vs. Person2 in Airport3_Flow8 seems to have
a slight bias, whereas the data points in Airport3_Flow6 seem to be perfectly aligned) and
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Figure 8: Histogram for the ﬁles Airport3_FlowX_Manual.csv and Airport3_FlowX_System.csv
for X = 1, 3, . . . , 12
Figure 9: Plot of individual trajectories for for X=6,. . . ,9.
different levels of heteroscedasticity. This suggests that one should analyse individual loca-
tions separately. An alternative way to compare human-human or human-computer counts
is via a Bland-Altman plot, as illustrated in Figure 11. This is simply a plot of the difference
between counts against the mean of the pair of counts. Figure 11 compares human-human
counts from Airport4_Flow1_20180417_Manual. The solid black line indicates the mean of all
the differenced data (0.12) and the dashed line corresponds to the 95 percentile conﬁdence
interval under a normal approximation (i.e. 1.95 standard deviations either side of the mean).
We can see that there does seem to be a dependence of the count error on ﬂow rates, par-
ticularly for ﬂows over 80 people per ﬁve minutes.
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Correlations P1_vs_P2 P1_vs_S P2_vs_S
Airport3_Flow4 0.935163 0.970543 0.987624
Airport3_Flow5 0.994892 0.932718 0.923975
Airport3_Flow6 0.994707 0.750548 0.764750
Airport3_Flow7 0.981363 0.947585 0.951722
Airport3_Flow8 0.987551 0.911267 0.892939
Airport3_Flow9 0.939150 0.985826 0.964066
Airport3_Flow10 0.939000 0.963832 0.912025
Airport3_Flow11 0.960971 0.963735 0.992650
Airport3_Flow12 0.983934 0.983538 0.966373
mean 0.968526 0.934399 0.928458
Table 1: Different correlations (Person1 versus Person2, Person1 versus Software and Per-
son2 versus Software).
Additionally, we can consider differenced data. The idea behind this is to make the time
series stationary, i.e. in stead of (xt)t∈{1,...,N}, we consider the differences (xt−xt−1)t∈{2,...,N}.
6.1.2 Other Types of Data
We now have a brief look at the other data types as well.
Occupancy Data
Since we chose to focus on pedestrian ﬂows, we only had access to one occupancy data set
(which can be found in Airport1_Occupancy.csv), see Figure 13. Again, we can consider the
scatter plot for the individual variables (Figure 14). While no strong patterns are evident in
this data, we expect to ﬁnd similar features to those found in the ﬂow data.
Queueing Times
We now turn to the data on queueing times. We obtained data for two scenarios. Each of
the two data sets contains a count from a human counter and a computer generated count.
The ﬁles are stored in Airport2_ExpQueueTimeX_CV.csv (generated by the CrowdVision
system) and Airport2_ExpQueueTimeX_MV.csv (manual count) for X=1,2.
The plot below shows the recorded values for X=2. Note that the software and the human
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Figure 10: Scatter plot for the different counts. The closer the points are to the straight line
on the diagonal, the more the two compared counts coincide.
counter use different time-intervals for the recorded counts. Therefore, the plots are not
as easily comparable as in the other cases.
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Figure 11: Bland-Altman plot comparing human counts from two different people, x1 and
x2. The mean and difference between the two people’s measurements are plotted on the
horizontal and vertical axes respectively, each data point indicated a blue marker. The solid
line is the mean of all the differenced counts which was 0.12. The dashed lines denote the
95 percentile under a normal assumption.
Raw Data
We ﬁnally consider the raw data for the queueing times. The given data sets provide
recordings for two validators. Each data set contains the values ‘Adjusted time’, ‘Epoch’,
‘Value’ and ‘Cumulative’. The latter two can be reconstructed from the time stamp con-
tained in Adjusted time. We illustrate a histogram of the Adjusted in Figure 16.
7 Statistical Models
The empirical evidence presented in Section 6 suggests that manual counting is prone to
large errors. Consequently, given a manual count what is the best estimate of the ground
truth? And how likely is this to be correct? A broader consideration asks what the proba-
bility is of any particular value being the ground truth. If we can estimate human error rate,
can we infer the computer vision error rate? In this section we address these questions by
considering simple models of human counting with error.
As a ﬁrst test of the data, we used the two sample Kolmogorov-Smirnov test to see if human-
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Figure 12: Scatter plot for the differenced data.
human and human-computer counts might come from different distributions. Even at the
1% signiﬁcance level, the null hypothesis, that both sets of data are sampled from the same
distribution, was not rejected. However, the variability of the ground truth could mask the
differences between the distributions.
To model human counting error, we also need to have a model of the arrival process of
people recorded on the camera. A basic approach is to assume that people arrive inde-
pendently, and so the process is memoryless. This gives rise to an exponential waiting time
distribution and Poisson ﬂow counts. This was certainly not true of all of our datasets, for
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Figure 13: Plot of occupancy data from Airport1_Occupancy.csv
Figure 14: Scatter plot for occupancy data.
Figure 15: Plot of queueing times data from Airport2_ExpQueueTimeX_CV.csv and Air-
port2_ExpQueueTimeX_MV.csv
example we found that a χ2 goodness of ﬁt test rejected the hypothesis that the counts
from Airport4_Flow1_20180417 are Poissonian. However, after removing one spuriously long
period of zero counts, we found that the time intervals between arrivals computed from
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Figure 16: Histogram of raw data sets.
the raw human counting data for Airport3_Flow6_Manual were exponentially distributed,
with mean arrival rate of around 1.6 people per second.
7.1 Human Error Models
Counting errors by a human validator take two forms: undercounts, where no addition is
made to the count despite a person being present; and overcounts, where an addition is
made to the count that does not correspond to a person. Both kinds of error can arise from
a variety of processes, both in the visual act of counting, such as luggage being mistaken
for a person, or in the data entry process, such as an accidental or unregistered click of
the mouse.
For simplicity we will not consider the microscopic causes of errors, and only the two broad
categories of overcounts and undercounts. As such, we can model a human validator count-
ing the ﬂow of people through a particular point as a sequence of many events, each one
of three distinct types:
1. True counts, where a person passes through the area and is logged in the validation
system;
2. Undercounts, where a person passes through the area but is not logged in the valida-
tion system;
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3. Overcounts, where no person passes through the area but one is logged in the vali-
dation system.
The output from the manual validation of ﬂow rates was presented in two ways:
1. a series of time stamps each representing a recorded event,
2. a series of ﬂow rates, each giving the number of people who are thought to have
passed through the box within some time interval, such as every ﬁve minutes.
These outputs are subject to the ground truth ﬂow of people, but also the rate at which
errors occur. By modeling the errors we seek to ﬁnd the combination of ground truth and
error rates that best explain the observation, i.e. the most likely ground truth value.
7.2 Single Person Counting with Over and Under Counting
We wish to build a statistical model of an observer imperfectly counting n objects in a set.
Imperfect counting means that each object in the set has a probability of being missed
(under-counting) or counted more than once (over-counting). For simplicity, let us assume
that each object is counted at most twice. For each object in the set, we model the counting
process as a random variable, x, with the Probability Mass Function (PMF):
P(x = X) =

p X = 0
q X = 1
r X = 2
0 otherwise
(12)
We allow the probability of under-counting, p, to differ from the probability of over-counting,
r. Clearly we must have p + q + r = 1. If we further assume that the observer counts each
object in the set independently, the observer’s estimate of the number of objects contained
in the set is given by the trinomial random variable
y =
n∑
i=1
Xi (13)
where each Xi is independent and identically distributed with PMF given by Eq. (12). Clearly
y takes integer values m in the range 0 ≤ m ≤ 2n. Our objective is to calculate the PMF
of y as a function of p, q, r and n. To keep the notation compact, we will drop the explicit
dependence on p, q and r throughout and use P(m,n) to denote the probability that y takes
the value m given that there are n objects in the set.
We calculate P(m,n) using a generating function approach. The generating function of x is
GX(z) = p+ q z + r z
2.
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Since the individual counts are independent, the generating function of y is
GY (z, n) = GX(z)
n = (p+ q z + r z2)n (14)
and the corresponding probabilities are obtained by differentiation:
P(m,n) =
{
1
m!
dm
d zm GY (z, n)
∣∣
z=0
0 ≤ m ≤ 2n
0 otherwise (15)
Expanding Eq. (14) gives
GY (z, n) =
∑
j,k,l≥0
j+k+l=n
(
n
j, k, l
)
pjqkrlzk+2l (16)
where (
n
j, k, l
)
=
n!
j! k! l!
are the trinomial coefﬁcients. Only the terms containing zm contribute to P(m,n). There are
therefore 2 constraints on the indices, j, k and l appearing in the above sum:
j + k + l = n
k + 2l = m.
If we take k to be the independent index, we can solve for j and l:
j =
2n− (m+ k)
2
l =
m− k
2
.
To keep the indices j and l non-negative, the range of k is 0 ≤ k ≤ min {m, 2n−m}. To
ensure that j and l are integers, both m − k and m + k are even. To ensure that m − k is
even we introduce a new independent integer index, i, and write m − k = 2i. This ensures
that m+ k = 2(m− i) is also even. Writing j, k and l in terms of i we get
j = n−m+ i
k = m− 2i
l = i.
The range 0 ≤ k ≤ min {m, 2n−m} translates in terms of i to max {0,m− n} ≤ i ≤ bm2 c where
bxc is the smallest integer less than or equal to x. Putting this all together, the required
coefﬁcients in Eq. (16) give
P(m,n) =
bm2 c∑
i=max{0,m−n}
(
n
n−m+ i,m− 2i, i
)
× pn−m+iqm−2iri. (17)
This formula is checked against the empirical distribution obtained by sampling from the
distribution of y in Figure 17.
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Figure 17: Empirical histogram of distribution of y for n = 100, p = 0.2 and q = 0.3 built from
10000 samples. The corresponding exact PMF, Eq. (17), is shown for comparison.
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7.3 Single Person Counting with Only Under Counting
The analysis in the previous section assumed that the ground truth count n is known. To
estimate the human error rate α and each true ﬂow rate n, from a sequence of observed
ﬂow rates (counts) c, it is necessary to model both the actual ﬂow and the counting error. As
a ﬁrst approximation we assume that, for a set of consecutive intervals, the true ﬂow in each
interval can be considered a random i.i.d variable drawn from a Poisson distribution with
mean λ. A more realistic model is the Borel-Tanner distribution (see Appendix A), although
we do not consider that in this report. As a further simpliﬁcation, we consider a single
validator who makes only under counting errors only, and does so at a constant rate α.
Therefore, for each event the validator either: records it correctly, with probability 1 − α;
or does not record anything, with probability α.
In a time interval the probability of the validator counting c given a ﬂow of n is given by
P (c|n) =
(
n
c
)
(1− α)cαn−c, (18)
and the probability of the validator counting c is therefore P (c) =∑infN=c P (c|n).
We can write the distribution of P (c) using probability generating functions, i.e. power series
representations of probability distributions, the properties of which allow for fast compu-
tation of combinatoric probabilities [6].
The distribution of true values n is generated by
Gn(x) = exp
λ(x−1)
where x is a dummy variable. This is the generating function for a Poisson random variable.
The probability distribution that a single person is counted, the result of a Bernoulli trial,
can be generated by
GB(x) = α+ (1− α)x.
Then the probability distribution of people counted is generated by
Gc(x) = Gn(GB(x)) (19)
= expλ(1−α)(x−1) . (20)
From equation 19 we can see that the distribution of observed counts is a Poisson distri-
bution with mean λ(1 − α). Therefore we can say that the distribution with the maximum
likelihood of giving the observed counts is that with (1−α)λ = x where, x is the mean of the
observed count. However this means that all values of the mean of the true ﬂow distribu-
tion, λ > x, are possible, each with an associated value of human error, see Figure18. Thus
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Figure 18: A single human validator does not restrict the possible true count. The mean
value of the Poisson distribution describing the true count (red line), can take any value as
long as the error is α = 1− x/λ.
it is not possible to estimate the true ﬂow rate with counts from a single person. Even if we
extended our model to include over counting, this would still be true, since for any ﬂow rate
we can choose the ratio of over to under counting to ﬁt the observed data.
7.4 Model of two validators counting errors
We have seen that extracting the true ﬂow count n, from a single human count c is not
possible without further information. This is due to not having enough information about
the unknown number of individuals that are not counted. We now show that with two human
validator estimation is possible. Having a second validator introduces the possibility that an
individual is counted by one validator but no the other. By connecting this probability to the
probability that both validators do not count an individual the true count can be estimated.
In this approach we consider raw data for each individual counting event recorded by
two people, who we refer to as validator 1 and validator 2. For each validator we have a
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series of times stamps, each corresponding to counting an individual crossing the ﬂow line.
To demonstrate the method we assume that only undercounts occur. We expect that the
introduction of overcounting makes the analytical solution less tractable, however numeric
computation should still yield results.
For each event in the true count, one of four possible counting events can occur. The
person can be counted by both validators, just one of either validator 1 or 2, or not counted
by both validators. Assuming errors are uncorrelated but occur at the same rate for both
the validators, the probabilities of each of these occurrences are shown in Figure 19. For a
Figure 19: Two human validators with uncorrelated errors. With two human validators there
are four possible outcomes. Black silhouettes indicate people that are recorded, grey sil-
houettes indicate people who are not recorded. Left) Notation used for the number of
outcomes of each type, right) Probabilities of each outcome.
sequence of n such events
P (A,B,C,D|α, n) = n!
A!B!C!D!
(1− α)2A(α(1− α))B+Cα2D (21)
where A is the number of people counted by both validators, B is the number counted by
only validator 1, C is the number counted by only validator 2, and D is the number counted
by neither.
Differentiating equation 21, and using n = A+B+C+D we ﬁnd that the value of α that gives
the maximum likelihood given A,B,C and n is
α∗ = 1− 2A+B + C
2n
. (22)
Counting events in two validators series can be matched using the Hungarian algorithm [7],
also known as the Munkres algorithm. Hence, we can extract from the data:
• A, the number of people counted by both validators;
• B, the number counted by only validator 1;
Page 29
Evaluation of the Accuracy of a Computer-Vision Based Crowd Monitoring System ESGI138
• C , the number counted by only validator 2.
Using this data, and n = A+B+C+D we ﬁnd the value of α that maximizes P (A,B,C,D|α, n),
and subsequently the maximum value of P (A,B,C,D|α, n) for each value of n. From this the
combination of α and n can be found numerically.
The result for a single time series is shown in ﬁgure 20 as an example. In the period validator
1 counted 1100 while validator 2 counted 1101, however we ﬁnd that the most likely true count
is 1109. The human error rate is 8%, which is not inconsistent with the literature reviewed in
Section 4. The ability of this method to estimate both the error rate and the actual number
Figure 20: From two human validators we can estimate the true count and the error. The
probability of observing A,B and C values in the data, is shown for the value of α giving the
maximum likelihood for each value of n. The peak of the graph corresponds to the values
of α and n that give the maximum overall likelihood of observing A, B and C .
of people is due to the large number of data points in the time series. As such we expect
that a similar construction is possible even when increasing the complexity of the human
counting model, for example by including over counting errors, different error rates for
each validator or even correlating some errors between validators. A further advantage
over the method for single validators is that there is no model needed for the ground truth.
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7.5 Computer Error Models
CrowdVision are interested in ﬁnding out how the computer error relates to human counting
error. For this reason, we estimate the optimal standard deviation of the computer counting
given the datasets of human counting. Hence, we build a statistical model to describe the
distributions of human and computer measurement errors. Then, we infer the parameters
of the distributions from frequentist and Bayesian approaches. In particular, we compute
the standard deviation of the computer measurement error.
In the following, we use the notation:
• xct : the count recorded by the computer at time t.
• xmt : the manual count at time t.
• xt: the ground truth value of the count at time t.
• ct : the counting error of the computer at time t.
• mt : the counting error of manual counting at time t.
The data that we focus on here includes one set of time series data of computer counts
{xct}Tt=1 and two sets of time series data of manual counts {xmt,i}Tt=1, i = 1, 2.
Using the notation introduced above, the following equation holds:
xt = x
c
t + 
c
t = x
m
t + 
m
t . (23)
We then proceed to our analysis starting from (23) and the following assumptions:
1. The computer counting error ct may be correlated to the manual counting error mt .
We take this into account via
corr(ct , mt ) = ρ . (24)
2. We assume that both computer and human counts are not biased. Also, for simplic-
ity we assume that both errors are normally distributed with means 0 and standard
deviations
ct ∼ N (0, σ2c ) , mt ∼ N (0, σ2m) , (25)
where σc and σm are the standard deviations of the computer and human errors,
respectively. This is a rough assumption, as in reality the counts are discrete, but it is
a sensible starting point.
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7.6 Frequentist approach
First, we recast (23) into
ct = x
m
t − xct + mt , (26)
from which we derive that
σ2(ct) = σ
2(xmt − xct) + σ2(mt ) + 2σ(xmt − xct , mt ) . (27)
Since
σ(xmt − xct , mt ) = σ(ct − mt , mt ),
= σ(ct , 
m
t )− σ2(mt ),
using our assumption that ρ = 0, we can eliminate σ(xmt − xct , mt ) in (27), resulting in
σc = σ(
c
t) =
√
σ2(xmt − xct)− σ2(mt ) . (28)
(Note that the quantity under the square root is always positive.) In order to make use of
(28) we need to estimate all the parameters involved. We know that mt,i = xmt,i − xt, so, since
we only deal with two manual counting datasets, we estimate mt as ˆmt = xmt,1 − xmt,2. Next,
we estimate σˆ(ˆmt ) using the usual unbiased estimator, and then we compute σˆc, which for
the datasets described above yields σˆc ≈ 1.78. This simple procedure can be extended to
datasets with more time series data.
7.7 Bayesian approach
In the Bayesian approach, we assume some distributional form for the parameters to be
estimated. The estimation of the distribution starts from a predeﬁned prior distribution,
which will be continuously updated as more data are observed. As a result, by investigating
how the estimates behave with more data, we can also gain insights into the number of data
points that are required for a converged estimate.
First, from equation (23) we can derive
yt := x
c
t − xmt = mt − ct , (29)
By the assumptions that both errors are normally distributed, we have
yt ∼ N (0, σ2) , (30)
where we denote σ2 = σ2c + σ2m − 2ρσcσm. The questions to be answered are twofold:
• What is the most likely estimate of σ, given the observed data?
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• How many data points are needed for a converged estimate of σ?
If we denote the data set by D, and our prior knowledege of this problem by X , then by
Bayes’ rule we have
P(σ|D,X) ∝ P(D|σ,X)× P(σ|X) . (31)
We therefore want to maximise this probability given D and X . This requires a prior distri-
bution of σ and a model for data generation given σ. To achieve this, we make two extra
assumptions:
1. σ follows a log-normal distribution:
lnσ ∼ N (µσ, η) . (32)
2. yt is time-independent.
The ﬁrst assumption enables us to write
P(σ|X) = 1
σ
1√
2piη
exp
(
− (lnσ − µσ)
2
2η2
)
, (33)
and the time-independence assumption leads to
P(D|σ,X) = P(y1, . . . , yT |σ,X)
=
T∏
t=1
P(yt|σ,X)
=
T∏
t=1
1√
2piσ
exp
(
− y
2
t
2σ2
)
. (34)
Then, we plug equations (33) and (34) into (31) and get the log-likelihood function of σ
P(σ|D,X) ∝ T ln
(
1√
2piσ
)
−
T∑
t=1
y2t
2σ2
+ ln
(
1
σ
√
2piη
)
− (lnσ − µσ)
2
2η2
. (35)
To maximise the log-likelihood, we make the ﬁrst derivative with respect to σ equal to zero
0 and solve for σ, i.e.
∂ lnP(σ|D,X)
∂σ
= 0 , (36)
which leads to
(T + 1)σ3 −
T∑
t=1
y2t +
σ
η2
(lnσ − µσ) = 0 . (37)
In Figure 21 we show the solved σˆ from equation (37) by root-ﬁnding procedure, given dif-
ferent number of data points. We observe that the estimate converges to 1.53. This means
that the standard deviation of the computer counting error is bounded by:
(1.53− σm)+ ≤ σ ≤ 1.53 + σm . (38)
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Moreover, it appears to require at least 20 data points to infer a converged estimate.
Figure 21: Estimates of σ with more data points being consumed
We choose some constants for µσ and η for estimating σ. For example, we set µσ = 0.1,
η = 0.1 for plotting Figure 21. To show how these choice will affect the estimates, we vary
their values and then solve for σ. The results are shown in Figure 22. It turns out that the
estimate of σ is insensitive to the choice of parameters in prior distribution.
Figure 22: Sensitivity analysis of estimate σˆ
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8 Conclusion
In this report we have studied how errors arise when humans and computers attempt to
track pedestrians recorded on ceiling mounted cameras. Given that no ground truth is
known about the measures of interest, we have taken steps towards developing a statisti-
cally robust protocol to verify CrowdVision’s software system. In summary:
• Our literature review found that there is relatively little research that investigates how
errors arise when humans or computers are used to count objects of interest. Studies
suggest that real-time, in-ﬁeld counting errors can be large, there are indications that
errors decrease with better training, errors are higher at the beginning and end of
observations, and shorter observations give rise to relatively fewer errors.
• Using simple geometry, we related crowd density to errors due to occlusion and per-
formed a preliminary analysis to identify the radius within which errors due to both
occlusion and image distortion resulting from ﬁsheye lens are negligible. We also con-
sider how the size of a rectangular lattice of cameras that is needed to avoid such
errors. These ﬁndings depend on the values of various parameters that need to mea-
sured in order to apply the results.
• We conducted an exploratory data analysis of the data provided by CrowdVision, fo-
cusing on their ﬂow data. We constructed a simple statistical model of human errors
in counting and showed how, with raw count data from two people, this could be used
to approximate human counting error and estimate the most likely ground truth count.
This could be extended to include over and under counting, although we would need
to develop additional numerical procedures to determine the variables of interest. We
could also extend this method to include multiple counters, and it would be interesting
to see how this impacts on the accuracy of the estimations. The algorithm used to
match counts could introduce errors, however, using the full trajectories recorded by
CrowdVision’s system could lead to a much better matching.
• We connected human counting error to computer error under simplifying assumptions
of normality. This also allowed us to estimate how many measurements would be
needed in order to get a good approximation for the computer error. The analytical
tractability of our approach rests on the normality assumptions, although further test-
ing is needed to see how good these approximations are. It seems possible that this
analysis could still be performed if we relax the normality assumptions, but it is likely
then to become a numerical problem. This could still be of use to CrowdVision.
From our ﬁndings, we recommend that the validation data should perhaps be limited to
shorter durations in order to improve its accuracy. However, if this approach is adopted
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then there should be an investigation into how the intervals are chosen so as best to avoid
bias in the error estimation. We also recommend comparing trajectory data if possible
since there the information lost through data aggregation can mask how the errors are
manifested, since high over and under count errors overall can result in an approximation
that is still close to the truth. Our statistical model ignores the particular causes of error,
and this approach may be advantageous given these could differ considerably from person
to person.
An important question that arises is how CrowdVision’s clients independently validate Crowd-
Vision’s product? We have seen evidence that real-time in-situ human counting can be
prone to very large errors, and so this approach should not be used. This may need to be
made very clear to clients, perhaps through controlled demonstrations that they can par-
ticipate in. However, validation is understandably very important for clients, and perhaps
an alternative method can be developed, e.g. if clients were to have their own employees
take part in the counting process.
We were not in a position to analyse CrowdVision’s algorithm, e.g. at the level of comparing
trajectories. Whilst time consuming, such an analysis may highlight particular features of
their software that gives rise to errors. It also remains to analyse the occupancy and
queue time data the have. However, since this is derived from the raw data, we expect that
conclusions drawn at the level of the raw data will carry through to the data that is derived
from them. The precise nature of how this happens could however be complex.
In summary we have shown that there is scope to develop a statistical framework within
which the quantiﬁcation of errors in CrowdVision’s software can be made. We feel that
this goal has wider importance, given that applications of computer vision and artiﬁcial
intelligence algorithms are likely to increase in the future.
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A Borel-Tanner
For sufﬁciently busy airports one assumes that for any queue there must be multiple servers
to ﬁt the demand. We can model this system as anM/D/k queue: the arrival rate λ is Marko-
vian and modelled according to a Poisson process; the service time µ is deterministic and
there exists a ﬁnite k number of servers to the queue. Borel-Tanner is a distribution for
the total number of customers served before the queue vanishes. Its probability density
distribution is
p(x;L, k) =
k
(x− k)!x
x−k−1Lx−k exp(−Lx), x = k, k + 1, . . . , 0 < L < 1, (39)
where L = λµ
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