Abstract. We introduce the generalized Serre functor S on a skeletally-small Hom-finite Krull-Schmidt triangulated category C. We prove that its domain Cr and range C l are thick triangulated subcategories. Moreover, the subcategory Cr (resp. C l ) is the smallest additive subcategory containing all the objects in C which appears as the third term (resp. the first term) of some Aulsander-Reiten triangle in C, and the functor S is a triangle equivalence between Cr and C l . We also compute explicitly the generalized Serre structures on the bounded derived categories of finite-dimensional algebras and certain noncommutative projective schemes. As a byproduct, a seemingly new characterization of Gorenstein algebras is given: a finite-dimensional algebra A is Gorenstein if and only if the bounded homotopy category K b (A-proj) of finitely-generated projective A-modules has Serre duality.
Introduction
Let K be a field, C a Hom-finite category over K. For any two objects X, Y in C, we write (X, Y ) for Hom C (X, Y ), and (X, −) for the functor Hom C (X, −) from C to the category of finite-dimensional K-spaces. Denote by D the duality functor on finitedimensional K-spaces. Thus by D(X, Y ) (resp. D(X, −)) we mean DHom C (X, Y ) (resp. DHom C (X, −)). Define two full categories by C r = {X ∈ C | D(X, −) is representable} and C l = {X ∈ C | D(−, X) is representable}.
Then there is a unique functor (up to isomorphisms) S : C r −→ C l such that there is a bi-natural isomorphism φ X,Y : D(X, Y ) ≃ (Y, S(X)) for each X ∈ C r and Y ∈ C. In fact, S is an equivalence of categories, see Appendix, A.1. We call the functor S the generalized Serre functor on C, and we refer to C r as its domain and C l as its range.
Combining Proposition 2.5, 2.7, 2.8 and A.1 together, we have the following main observation.
Theorem. Let C be a skeletally-small Hom-finite Krull-Schmidt triangulated category with its shift functor [1] . Denote by S : C r −→ C l its generalized Serre functor. Then both C r and C l are thick triangulated categories. Moreover we have (1) . There is a natural isomorphism η X : S(X[1]) −→ S(X) [1] for each X ∈ C r such that the pair (S, η) is a triangle equivalence between C r and C l . (2) . An indecomposable object X in C belongs to C l (resp. C r ) if and only if there Partly supported by the National Natural Science Foundation of China (Grant No. 10301033 and 10501041) .
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is an Auslander-Reiten triangle in C containing X as the first term (resp. the third term).
Let us remark that the statement (1) is a slight generalization of a result due to Bondal-Kapranov [BK, Proposition 3.3] and Van den Bergh [Bo, Theorem A.4.4] , while the statement (2) is essentially due to Reiten-Van den Bergh [RV, Proposition I.2.3] .
The note is organized as follows: in section 2, we divide the proof of Theorem into proving several propositions; section 3 is devoted to computing some generalized Serre structures explicitly, see Theorem 3.5 and Theorem 3.10. As a byproduct, we obtain a seemingly new characterization of Gorenstein algebras: a finite-dimensional algebra A is Gorenstein if and only if the bounded homotopy category K b (A-proj) of finitely-generated projective A-modules has Serre duality. See Corollary 3.9. We include an appendix on some notation in the theory of generalized Serre duality.
For triangulated categories, we refer to [H1] , [Har] and [Ne] . For the notion of Auslander-Reiten triangles, we refer to [H1, Chap. I] and [H2] .
Proof of Theorem
In this section, we divide the proof into proving several propositions.
2.1. Let C be a skeletally-small additive category. Denote by (C op , Ab) the category of additive contravariant functors form C to the category of abelian groups. Recall the functor p : C −→ (C op , Ab) defined by p(C) = (−, C), where (−, C) denotes the representable functor Hom C (−, C). Thus Yoneda's Lemma implies that p is fullyfaithful. Recall that a functor F ∈ (C op , Ab) is said to be coherent provided that there exists an exact sequence of functors (−, C 0 ) −→ (−, C 1 ) −→ F −→ 0, where C 0 , C 1 ∈ C. Denote by C the subcategory of (C op , Ab) consisting of coherent functors on C.
Recall that a pseudokernel of a morphism f :
factors through k, in other words, the morphism k makes the sequence (−, K)
We say that C has pseudokernels provided that each morphism has a pseudokernel. Dually, one defines pseudocokernels. For any functors F and G, write Ext i (F, G) for the i-th extension group taken in (C op , Ab) (note that the category (C op , Ab) has enough projectives).
Let us recall a basic result on coherent functors ([Au1] , [Au2] ).
Lemma 2.1. Let C be a skeletally-small additive category. Then C is closed under cokernels and extensions in (C op , Ab). In particular, C is closed under taking direct summands. Moreover, C is an abelian subcategory if and only if C has pseudokernels. In this case,
Note that the last statement follows from the fact that the functor F has the same projective resolution both in (C op , Ab) and C.
Lemma 2.2. Let C be a triangulated category. Then C has pseudokernels and pseudocokernels.
Proof. Given a morphism v : Y −→ Z in C, we take a distinguished triangle
Since for any C ∈ C, the functors (C, −) and (−, C) are cohomological (see [Har, p.23] ), thus one easily checks that u and w are a pseudokernel and a pseudocokernel of v, respectively.
From now on, C will be a skeletally-small triangulated category. Denote by Coho(C) the full subcategory of (C op , Ab) consisting of cohomological functors. We introduce a two-sided resolution for any coherent functor on C. Given F ∈ C, we have a presentation
. So we have a long exact sequence of functors
Hence we have the following two exact sequences
The next lemma is well-known (cf. [Ne, p.258] ).
Lemma 2.3. Let H ∈ (C op , Ab). Then we have H ∈ Coho(C) if and only if Ext i (F, H) = 0 for all i ≥ 1 and F ∈ C.
Proof. Since F ∈ C, we can take above resolution to compute Ext i (F, H). Use the Yoneda's Lemma ((−, C), H) ≃ H(C). We obtain that Ext i (F, H) is just the i-th cohomology group of the following complex
Now if H is cohomological, the above complex is exact at all positions other than the 0-th (where H(Z) sits), hence Ext i (F, H) = 0, i ≥ 1. On the other hand, assume that Ext
, which is clearly coherent. As in the above discussion, Ext i (F, H) = 0 will implies that the complex
is exact at all positions other than the 0-th. This implies that H is cohomological.
Denote by add(p(C)) the full subcategory of (C op , Ab) consisting of direct summands of representable functors. Clearly, we have add(p(C)) ⊆ Coho(C) ∩ C. The following result is due to Freyd, which can be found in [Fr] , [Ne, p.169] and [Kr] (in a slightly different form). Proof. It is direct to see that C has enough projectives which are exactly contained in add(p(C)). By Lemma 2.1 and 2.2, C ⊆ (C op , Ab) is an abelian subcategory, and for any F, G ∈ C, we have Ext
functor. By Lemma 2.3, we have, for each F ∈ C and C ∈ C,
Therefore the functor (−, C) is an injective object in C, hence we have shown that C has enough projectives and that every projective object in C is injective.
We claim now that C has enough injectives and every injective object is projective.
To see this, assume that F is a coherent functor, and take a presentation (−, Y )
Thus we have seen that there is a monomorphism F −→ (−, X[1]) via the two-sided resolution of F . By the above proof, the functor (−, X[1]) is injective. Thus C has enough injectives. Assume further that F is a injective object in C. Thus the monomorphism F −→ (−, X[1]) splits, and hence F is projective. This proves the claim, and thus we have shown that C is a Frobenius category with projective-injective objects are exactly contained in add(p(C)).
Finally, note that Coho(C)∩ C = add(p(C)). We have already seen that add(p(C)) ⊆ Coho(C) ∩ C. Let H ∈ Coho(C) ∩ C. By Lemma 2.1, 2.2 and 2.3, Ext
Thus H is an injective object in C, and hence H lies in add(p(C)).
2.2.
In what follows, C will be a skeletally-small Hom-finite Krull-Schmidt triangulated category over the field K.
Proposition 2.5. The subcategories C r and C l are thick triangulated subcategories of C.
Proof. We only prove the result on C r . First we claim that C r = {X ∈ C | D(X, −) ∈ C}.
To see this, note C is Krull-Schmidt, hence it is idempotent-split (cf. [CYZ, Theorem A.1] ). Thus we have add(p(C)) = p(C). Note that the functor
Hence, the functor D(X, −) is coherent if and only if it is representable. Now the claim follows.
Note that
be an distinguished triangle with X ′ , X ′′ ∈ C r . Thus we have an exact sequence of functors
and hence the following sequence
is also exact. Since X ′ , X ′′ ∈ C r , the four terms other than D(X, −) in the above sequence lie in C. By Lemma 2.1 and 2.2 C ⊆ (C op , Ab) is an abelian subcategory which is closed under extensions. Hence we infer that D(X, −) ∈ C, and thus by the claim, we have X ∈ C r . Thus we have shown that C r is a triangulated subcategory. Finally C r is thick, that is, it is closed under taking direct summands, since direct summands of a coherent functor are still coherent. Thus we are done.
Let C be a skeletally-small Hom-finite Krull-Schmidt additive category. Consider the full subcategory (C op , K-mod) of (C op , Ab) consisting of functors taking values as finite-dimensional K-spaces. Thus we have the standard duality of categories
The category C is called a dualizing K-variety [AR] if the two duality functors D preserve coherent functors. It is easy to see that C is a dualizing K-variety if and only if C has pseudokernels and pseudocokernels, and D(X, −) ∈ C and D(−, X) ∈ C op . Recall from Appendix A.1 that a Hom-finite category C is said to have Serre duality, if C r = C = C l . Hence, combining Lemma 2.1 with the claim (and its dual) in the above proof, we get 2.3. The following result is essentially due to Bonda-Krapranov and Van den Bergh. Let us stress that the tricky proof is due to Van den Bergh, which makes use of the generalized Serre duality and trace functions (see Appendix, A.1).
for each X ∈ C r such that the pair (S, η) is an exact functor between the triangulated categories C r and C l .
Proof. Recall from Proposition 2.5 that both C r and C l are triangulated categories. We will construct a natural isomorphism
for each X ∈ C r , such that the pair (S, η) is an exact functor.
Let X ∈ C r and Y ∈ C. Consider the following composite of bi-natural isomorphisms
where φ is the bi-natural isomorphism in Proposition A.1. By following the composite carefully, we obtain that, for each
Next we show that the pair (S, η) is an exact functor. Given a distinguished triangle
We have to show that the following triangle is also distinguished (in C l or in C)
First we claim that the following sequence of functors is exact
, we infer that the following sequence is exact
and hence the following sequence is also exact
Note the following commutative diagram of functors with vertical morphisms are isomorphisms
,
are the natural isomorphisms of functors induced by φ in Proposition A.1. This proves the claim.
Take a distinguished triangle S(X)
. We claim that to prove the result, it suffices to show that there is a morphism δ : W −→ S(Z) such that the following diagram commutes.
S(X)
In fact, assume that we already have the above commutative diagram. Thus we have the following commutative diagram of functors
Note the the rows are exact (see the previous claim). Thus five lemma implies that (−, δ) is an isomorphism, and hence by Yoneda's Lemma δ is an isomorphism. Thus we are done.
To complete the proof, we just need to find δ. To find such a morphism δ ∈ (W, S(Z)) is to solve the following equations δ • α = S(v) and η X • S(w) • δ = β. Moreover by (2.1) we have
For the definition of "Tr" and bilinear form (−, −), see Appendix A.1. By the nondegeneratedness of the bilinear form (−, −), we infer that
Note that we have
where the first equality uses (2.2) and the second uses (A.4). Hence it suffices to find δ ∈ (W, S(Z)) such that
Recall from Proposition A.1 and its proof that we have the isomorphism φ W,Z : (W, S(Z)) ≃ D(Z, W ) and φ W,Z (δ) = Tr Z (δ • −). Hence to complete the proof, it suffices to find a linear function F on (Z, W ) such that
By knowledge of linear algebras, it is not hard to see that such a function F exists provided that whenever
• w. Thus one may have the following morphism of distinguished triangles.
Therefore we have
where the first and third equality use (A.4) and the second and fourth uses the commutativity of the diagram above. This completes the proof.
2.4. Let C be as above. Recall from [H1] and [H2, 1.2] 
such that both X and Z are indecomposable, and w = 0 satisfies that for each non-retraction γ : H1, p.31] , the morphism u is left almost-split, i.e., any non-section h : X −→ Y ′ factors through u.
The following result is due to Reiten-Van den Bergh (in a different terminology), and the proof is borrowed from [RV] . Proof. We only prove the first statement. For the second one, one just needs to apply the first statement on the opposite category.
For the "only if" part, assume that X ∈ C r is indecomposable. Then that there is an additive equivalence S : C r −→ C l . Therefore S(X) is also indecomposable. For each X ∈ C r and Y ∈ C there is a non-degenerated bilinear form (−, −) X,Y : (X, Y )×(Y, S(X)) −→ K, see the proof of Proposition A.1. Take a nonzero morphism w : X −→ S(X) such that (radEnd C (X), w) X,X = 0. Thus we form a distinguished triangle
. We claim that it is an Aulsander-Reiten triangle. Then we are done.
In fact, it suffices to show that for each morphism γ : X ′ −→ X which is not split-epi, then w • γ = 0. To see this, for any x ∈ (X, X ′ ), consider (x, w • γ) X,X ′ = (γ • x, w) X,X . Since γ is a not split-epi, then γ • x ∈ radEnd C (X), and thus (γ • x, w) X,X = 0. Therefore (x, w • γ) X,X ′ = 0. By the non-degeneratedness of the bilinear form, we have w • γ = 0.
For the "if" part, assume that we have an Auslander-Reiten triangle
. Take any linear function Tr : (X, Z) −→ k such that Tr(w) = 0. We claim that for each X ′ ∈ C the pairing
. Hence X ∈ C r , and thus we are done.
To prove the claim, let X ′ ∈ C. Let f : X −→ X ′ be a nonzero morphism, and let
be a distinguished triangle. Since f = 0, then s is not split-epi. Thus by the properties of Auslander-Reiten triangle, we have w • s = 0. This implies that w factors through f , that is, there is a morphism g : X ′ −→ Z[1] such that w = g • f , and hence (f, g) = 0. On the other hand, let g :
be nonzero, and let
. Since g = 0, then u ′ is not splitmono. Then by the properties of Auslander-Reiten triangle, we deduce that u ′ factors thorough u, and thus we have the following morphisms of distinguished triangles
Thus (f, g) = 0. This completes the proof.
Computing generalized Serre structures
In this section, we will study the generalized Serre structures and then compute them explicitly for some important bounded derived categories, see Theorem 3.5 and Theorem 3.10. 
where S A is viewed as a functor on complexes between K b (A r ) and K b (A l ).
Proof. To prove the result, it suffices to build up a bi-natural non-degenerate bilinear form
where f • = (f i ) and g • = (g i ) are chain morphisms. Note that the bilinear form is well-defined, e.g., if f • is homotopic to 0, then
The last equality follows from that g • :
is a chain morphism. The bi-natural property amounts to note that
which can derived easily from (A.1) and (A.2) (in Appendix A.1) on A and the definition of the bilinear form.
the natural transformation induced by the above bilinear form. We claim that φ is a natural isomorphism. Then we are done. In fact, since φ is a natural transformation between two cohomological functors, so it suffices to prove that φ Y • is an isomorphism for each stalk complex Y • . Without loss of generality, assume
is just the 0-th cohomology group of the following complex
which is, by the generalized Serre duality of A, isomorphic to the complex Denote by P and I the full subcategory of A consisting of projective objects and injective objects, respectively. Let S A : A r −→ A l be the generalized Serre funtor on A. We claim that A r ⊆ P and A l ⊆ A. In fact, assume X ∈ A r , then we have an isomorphism of functors (X, −) ≃ D(−, S A (X)), hence the functor (−, X) is right exact, and thus X is a projective object. Similarly, every object in A l is injective.
While the 0-th cohomology group of this complex is just Hom
Note that we have natural isomorphism
So it is not hard to see the following direct consequence of Proposition 3.1. 
Corollary 3.2. Let A be an Ext-finite abelian category. Then
K b (A r ) ⊆ D b (A) r , K b (A l ) ⊆ D b (A) l and S| K b (Ar ) = S A ,(A) r ⊆ D b (A) fpd and D b (A) l ⊆ D b (A) fid . Proof. Let X • ∈ D b (A) r .
Thus we have an isomorphism of functors over
Hence X • has finite projective dimension, and thus we get the first inclusion. The second can be proved dually.
We have our first explicit result on the generalized Serre structure. Proof. Note that under the assumption, A is Ext-finite. Using Corollary 3.2, Lemma 3.3 and Proposition 3.4, one proves the result.
Remark 3.6. Let us remark that the above result is inspired directly by a result of Happel [H2, Theorem 1.4] . In fact, the category A = A-mod for a finite-dimensional algebra A clearly satisfies the assumption of the theorem with ν = DHom A (−, A). Applying the theorem and then combining it with Theorem (2), one sees Happel's result immediately.
Let us consider the conditions (C) and (C') introduced in Appendix A.2. Then we have Proof. By duality, we only prove the first statement. Given any X • , X •′ ∈ C r and Z • ∈ C. Since A has enough projectives, we can assume P • −→ Z • is a quasiisomorphism, where P • ∈ K −,b (A-proj). Take n >> 0. Take Z •′ = σ ≥−n P • , the brutal trunction, and take s be the composite 3.3. We will consider the generalized Serre structure of the bounded derived categories of coherent sheaves on certain noncommutative projective schemes (in the sense of [AZ] ). We would like to thank Prof. Michel Van den Bergh for suggesting this consideration.
We will follow [NV, Sec.2 and Appendix] closely. Recall some standard notation. Let A = ⊕ n≥0 A n be a connected left noetherian algebra over K. Denote by A-Gr (resp. A-gr)the category of graded left A-modules (resp. finitely-generated graded left A-modules) with morphisms preserves degrees. Denote by (d) be the shift functor on A-Gr and A-gr, d ∈ Z. For j ≥ 0, denote By Ext A connected left noetherian graded algebra A is said to satisfies the condition "χ" if for each M ∈ A-gr, the space Ext j (K, M ) is finite-dimensional, j ≥ 1 (cf. [AZ, Definition 3.2] ). In this case, the category tails(A) is an Ext-finite abelian category ( [NV, Proposition 2.2 
.1]).
We have our second explicit result on the generalized Serre structure, which is somehow a restatement of a result by de Naeghel-Van den Bergh [NV, Theorem A.4] (cf. [Ro, Proposition 7.48] ). Proof. By the assumption, we have a balanced dualized complex R in the sense of [Y] . And the functor − ⊗ L R is induced by the functor − ⊗ L R, for details, see [RV, Appendix] 3.4. Final remarks. We end this note with one proposal: inspired by Theorem 3.5 and Theorem 3.10 and [CZ, Introduction] , one may define the abstract "singularity categories" associated to C: the quotient triangulated categories C/C r and C/C l , which seems to measure how far C is from being "smooth". It will be very interesting to study them.
Appendix A. Generalized Serre duality Throughout this appendix, C is an arbitrary pre-additive Hom-finite category over the field K. Use the notation as in the Introduction. For example, (X, Y ) stands for Hom C (X, Y ), D is the standard dual of finite-dimensional K-spaces.
A.1. In this subsection, we include a rather well-known result on the generalized Serre duality. Compare [BK, Proposition 3.4] and [RV, p.301] . Note that the notation in the proof is frequently used in the above context. Proposition A.1. Let C be as above. Define C r and C l as in the Introduction. Then there is a unique functor (up to isomorphism) S : C r −→ C l such that for each X ∈ C r and Y ∈ C, there is a bi-natural isomorphism
Moreover, the functor S is an additive equivalence between C r and C l .
Proof. First we will construct the functor S. For each X ∈ C r , there is a unique (up to isomorphisms) S(X) ∈ C such that there is an isomorphism of functors φ X :
Here we apply Yoneda's lemma, and moreover, the morphism S(f ) is uniquely determined by the above commutative diagram. One can check directly that S : C r −→ C is an additive functor. Note that for each X ∈ C r , we have an isomorphism of functor D(−, S(X)) ≃ (X, −), and thus we obtain that S(X) ∈ C l . In other words, we have obtained an additive functor S : C r −→ C l . By the definition of S, we observe that there is a bi-natural isomorphism
for each X ∈ C r and Y ∈ C. (Here φ X,Y = φ X (Y ). The naturalness of φ X,Y in Y is obvious; while the naturalness in X is a direct consequence of the definition of the functor S on morphisms.)
For the uniqueness of the functor S, assume that there is another functor S ′ :
). In particular, there is an isomorphism of functors D(X, −) ≃ (−, S ′ (X)). However by the above proof, we have seen φ X : D(X, −) ≃ (−, S(X)). Therefore (−, S(X)) ≃ (−, S ′ (X)), and hence Yoneda's Lemma implies that there is a unique isomorphism S(X) ≃ S ′ (X). It is not hard to check that this gives a natural isomorphism between the functors S and S ′ .
We will have to show that the functor S : C r −→ C l is fully-faithful and dense, i.e., it is an equivalence of categories. For this end, we need introduce some notation. For any X ∈ C r and Y ∈ C, define a non-degenerated bilinear form We will call the bilinear form (−, −) defined above the associated bilinear form with S. Note that the following direct consequence of the above definition:
Let X, Y ∈ C r . We claim that for each morphism f ∈ (X, Y ) and g ∈ (Y, S(X))
In fact, we have
Consider the following composite of isomorphisms
Compare it with (A.3) (and note the bilinear form is non-degenerated), we infer that S(f ) = Φ(f ). Consequently, the functor S is fullyfaithful. To see S is dense, let X ′ ∈ C l , hence the functor
, and hence X ∈ C r . Therefore we have
So by Yoneda's Lemma S(X) ≃ X ′ . Thus S is dense, and we have completed the proof.
Let us introduce the notion of trace function [RV] : for each X ∈ C r , define a trace function Tr X : (X, S(X)) −→ K by Tr X (f ) = (Id X , f ) X,X . Then by (A.2), we have (f, g) X,Y = Tr X (g • f ). Thus by (A.3), we get
Let C be as above. We call the sextuple {S, C r , C l , φ, (−, −), Tr} (appearing in the above) the generalized Serre structure on the category C, and S is called the generalized Serre functor with domain C r and range C l . We say that C has right Serre duality, if C r = C, and in this case, we call S the right Serre functor. Similarly, we define the left Serre duality. Finally, we say that the category C has Serre duality, if C has right Serre duality and left Serre duality, or equivalently, C r = C = C l .
A.2. Let C be as above. Let C r and C l be the domain and range of its generalized Serre functor, respectively. We will consider the generalized Serre structure on C r and C l . We thank Prof. Pu Zhang for suggesting this subsection.
Let us introduce two conditions on the category C:
(C) For each X, X ′ ∈ C r and Z ∈ C, there exists a morphism s : Z ′ −→ Z with Z ′ ∈ C r such that (X, Z ′ ) (X,s) ≃ (X, Z) and (Z ′ , X ′ ) To see (2), let X ∈ C r . Since (C r ) r = C r , then we have an isomorphism of functors on C r : D(X, −) ≃ (−, X ′ ), where X ′ ∈ C r . We claim that the isomorphism D(X, −) ≃ (−, X ′ ) can be extended to C. Thus S(X) = X ′ , where S is the generalized Serre functor on C. By Proposition A.1, C l = S(C r ). Thus we conclude that C l ⊆ C r .
In fact, for each Z ∈ C, take s : Z ′ −→ Z as in the condition (C). Thus we have a sequence of isomorphisms
Note that this composite isomorphism is given by the trace function on X, more precisely, the inverse of the isomorphism is given by f −→ (g → Tr X (f • g)) (here Tr is the trace function given by the generalized Serre structure on C r .) Thus we get a natural isomorphism of functors on C: D(X, −) ≃ (−, X ′ ). Thus we are done.
Dually, we have
Lemma A.3. Let C be as above. Then we have (1) If C r ⊆ C l , then (C l ) l = C l .
(2) Conversely, if (C l ) l = C l and the category C satisfies the condition (C'), then C r ⊆ C l .
We end the appendix with the following interesting observation.
Proposition A.4. Let C be a pre-additive Hom-finite category over K. Let C r and C l be as in the Introduction. Assume that the category C satisfies the condition (C) and (C'). Then the following statements are equivalent (1) C r has Serre duality.
(2) C r = C l .
(3) C l has Serre duality.
Proof. The implications of (2) ⇒ (1) and (1) ⇒ (3) follow from Lemma A.2(1) and Lemma A.3(1), respectively. To see (1) ⇒ (2), first applying Lemma A.2(2), we get C l ⊆ C r , therefore (C l ) l ⊇ C l ∩ (C r ) l (here we use an easy fact that for any full subcategory D of any category C, one has D l ⊇ C l ∩ D). However by (1), (C r ) l = C r . Hence (C l ) l = C l . Now applying Lemma A.3(2), we get C r ⊆ C l . Thus we are done. Similarly, we prove that (2) ⇒ (3).
