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ABSTRACT 
Let A=(Ai,ip..,id ) be an n,Xn,X ... X n<, matrix over a commutative ring. 
The permanent of A is defined by per(A)=~nl!.lA,~p(,)~g(i),,,~~d(i), where the 
summation ranges over all one-to-one functions uk from { 1,2,. . . , n, } to { 1,2,. , nk }, 
k = 2,3,. . . , d. In this paper it is shown that a number of properties of permanents of 
2dimensional matrices extend to higher-dimensional matrices. In particular, perma- 
nents of nonnegative d-dimensional matrices with constant hyperplane sums are 
investigated. The paper concludes by introducing s-permanents, which generalize the 
definition above so that the permanent becomes the l-permanent, and showing that 
an s-permanent can always be converted into a l-permanent. 
1. INTRODUCTION 
tit A = (Ai,iZ,,,id) be an n, X n2 X . . * X nd matrix over a commutative 
ring. The permunent of A is defined by 
Pert A) = C l?I Aioz(i)03(i)...o~(i)’ 
i=I 
0.1) 
where the summation runs over all one-to-one functions uk from { 1,2,. . . , nl } 
to {1,2,..., n,}, k= 2,3 ,..., d. Observe that per(A) = 0 if nk < n 1 for some 
k=23 , , . . . , d. If d = 2 and n1 G n2, then per(A) is the familiar permanent of 
an n, x n2 matrix A. The sequence 
( A loz(l)...o‘+(l)’ A 20z(2)...0,(!2)~~“~ A nl%(“l)...od(“l) 1 
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is called a diagonal of A, and the product of the terms in the sequence is 
called a diagonal product of A. Thus per(A) is the sum of all diagonal 
products of A. In analogy with the rows and columns of an ordinary 
(2dimensional) matrix, a hyperplane of the d-dimensional matrix A is a 
submatrix obtained by fixing one of the indices ii, i,, . . . , i,. The permanent 
of A can be viewed as the sum of all products of n, entries of A, no two in 
the same hyperplane. In the special case where nl = n, = . . . = nd = n, A is 
called a square d-dimensional matrix of order n. 
The definition of the permanent of a square d-dimensional matrix is not 
new. The classic work on determinants by Muir and Metzler [ll] presents a 
number of properties of this function (under the topic k-way permanents). 
Since publication of their work, the permanent of a square d-dimensional 
matrix has continued to appear as a particular type of determinant. For 
example, in [S] and [12], it is the determinant for which no index is signant. 
In addition, higher-dimensional matrices have been studied with regard to 
topics closely related to the permanent, in particular, permutation matrices, 
stochastic matrices, and term rank [2, 91. 
Elementary properties of permanents of 2dimensional matrices extend to 
higher-dimensional matrices. For an n, X n2 X . . . X nd matrix A = 
(Ai,i,,,,i,,), the hyperplanes obtained by fixing i,, 1 <k <d, are said to be of 
type k. It is easy to see that the following properties hold. 
PROPERTY 1. The permanent function on n, X n2 X . . . X nd matrices is 
a linear function of each hyperplune of type k, whenever nk = n,. 
PROPERTY 2. Zf A is an n,Xn,X ... x nd matrix and B is a matrix 
obtained from A by interchanging two hyperplanes of type k, 1~ k < d, then 
per(B) = per(A). 
PROPERTY 3. Let A be an n1 X n2 X . . . x n(, matrix, and let (J E S, be 
such that,nOC,, = n,. Zf B is the n,(,) X nOC2, X . . . X n,Cdj matrix with 
A = Biocl,i,,,, i, ,,,, T I,*2...l,, 
then per(B) = per(A). 
Property 1 is the d-dimensional analogue of the fact that the permanent 
function on 2dimensiona.l matrices is a linear function of each row (and of 
each column when the matrices are square). Property 2 for 2dimensional 
matrices becomes the well-known result that the permanent is invariant 
under permutations of rows and of columns. Property 3 is the extension to 
d-dimensional matrices of the property that a square matrix and its transpose 
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have the same permanent. Other results for permanents of 2dimensional 
matrices, such as the Laplace expansion theorem, also have straightforward 
extensions to higher-dimensional matrices. For example, if A is the direct 
sum of d-dimensional matrices A,, A,,..., A,, then per(A)=nF=,per(Ai). 
The bipartite graph usually associated with a 2dimensional matrix is 
generalized to the hypergraph of a d-dimensional matrix in Section 2 of 
this paper. Relationships between the hypergraph and the permanent of 
a d-dimensional matrix are noted, and such hypergraphs are used in this and 
later sections to obtain a number of properties of permanents. In Section 3, 
nonnegative d-dimensional matrices with constant hyperplane sums are con- 
sidered. Such matrices are generalizations to higher dimensions of 2dimen- 
sional doubly stochastic matrices and (0,l) matrices with the same number of 
ones in each row and column. 
In Section 4, other permanents, called s-permanents, are investigated. 
These permanents can all be viewed as natural generalizations of the perma- 
nent of a Zdimensional matrix. For example, suppose that A = ( Ai jk) is a 
3dimensional matrix of order n. The planes of A are the submatrices 
obtained by fixing one of i, j, k, and the lines of A are the submatrices 
obtained by fixing two of i, j, k. Then the l-permanent of A is the sum of all 
products of n entries of A, no two in the same plane, and the Bpermanent of 
A is the sum of all products of n2 entries of A, no two in the same line. 
Although both of these permanents are extensions of the permanent of a 
2dimensional matrix to a 3dimensional matrix, the l-permanent appears to 
be more basic. If A is any 3dimensional matrix of order n, then per(A) = 
l-per(A) and there exists a 3dimensional matrix B of order n2 such 
that per(B) = e-per(A). More generally, in Section 4, it is shown that if A 
is a d-dimensional matrix of order n and 1~ s -C d, then there exists a 
dimensional matrix B of order ns such that per(B) = s-per(A). 
2. THE HYPERGRAPH OF A d-DIMENSIONAL MATRIX 
Let A = (Ai,i,,,,i,) be an n, x n, X . * . X nd matrix. Generalizing the 
concept of the bipartite graph of an ordinary (2dimensional) matrix, the 
hypergraph of A is defined to be the hypergraph H(A) = (V, 8) with vertex 
set 
V= {+k=1,2 ,..., d; j=1,2 ,..., nk) 
and edge set 
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Thus the vertices of H(A) correspond to the hyperplanes of A, and the edges 
of H(A) correspond to the nonzero entries of A. Observe that the hyper- 
graph H(A) depends only on which entries of A are nonzero. That is, if 
B = tBi,i,...i,,> isanother n,Xn,X ... X nd matrix such that Bili,,,, i, = 0 if 
and only if Aili,,,,i,, = 0, then H(B) and H(A) are isomorphic. Let V, = 
{v;:j=1,2 ,..., n,}, k=1,2 ,..., d.Itiseasytoseethat H=H(A)=(V,&) 
satisfies the four properties: 
(1) H is a simple hypergraph, 
(2) { Vi, V,, . . . , V, } is a partition of V, 
(3) IV,1 = nk, k= 1,2 ,..., d, 
(4) IEnV,I=lforeveryE~&, k=1,2 ,..., d. 
Properties (1) through (4) above characterize hypergraphs which are 
hypergraphs of n, X n2 X . . . X nd matrices. 
THEOREM 2.1. If H = (V, 8) is a hypergraph satisfying properties (1) 
through (4) for positive integers d > 2, nl, nz,. . . , nd, and sets Vi, V,, . . . , V,, 
then there exists an n1 x n2 x . . . x nd matrix A = (Ai,iZ,,,i,,) such that H is 
isomorphic to H(A). 
Proof. For k = 1,2,. . . , d, label the vertices in V, as V, = { vt, vi,. . . , ukk }, 
and define an n, x n2 X . . . X nd matrix A = (Ai,,,,,,i,l) by letting 
Ailiz...i,, = 
1 if {v!,,vI”, ,..., v;I,}E& 
0 otherwise. 
Clearly, H is isomorphic to H(A). n 
For a simple hypergraph H = (V, 8), a subset J@ of the edges of H is 
said to be a matching if the edges in JS%! are pairwise disjoint. A matching _N 
of a simple hypergraph H is said to be perfect if _M is a partition of the 
vertices of H. Observe that if A is a square matrix of order n, then the 
perfect matchings of H(A) are the matchings of H(A) of cardinality n. Let 
A = CAi,i2._.i,, ) be an n,Xn,X ... x n, matrix. A nonzero term in the 
expansion (1.1) of the permanent of A corresponds to a matching 
{{v!,v,22(i) ,..., v$(i,}:i=1,2 ,..., n 1 } of the hypergraph H(A) of cardinal- 
ity nl. Indeed, per(A) is the sum of ah products of n1 entries of A 
corresponding to the edges in the matchings of H(A) of cardinahty n 1. In 
particular, if A is a (0,l) matrix, then per(A) is the number of matchings of 
H(A) of cardinality nl. 
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THEOREM 2.2. Let A =(Ai,i,,,,id) be an nl X n2 X . . * X nzd matrix. Zf 
A contains an ml X m2 X . . * x md zero submatrix such that C;f=,mk = 1 + 
C;f_sn2k, then per(A) = 0. 
Proof. Since A contains a zero submatrix of the stated size, there is a 
subset S of the vertex set V of H(A) such that JS( = 1 +XiCzn, and no edge 
of H(A) is a subset of S. Then T = V - S is a subset of V of cardinality n 1 - 1 
such that E n T # 0 for each edge E of ZZ( A). Therefore, there are no more 
than n I - 1 pairwise disjoint edges in H(A). Thus there is no matching of 
H(A) of cardinality nl, and it follows that per(A) = 0. n 
In the case where d = 2 and n1 < n2, Theorem 2.2 gives part of the 
well-known Frobenius-Konig theorem [lo, pp. 31-331. According to that 
theorem, the converse also holds for 2dimensional nonnegative matrices. 
However, the converse of Theorem 2.2 does not hold for nonnegative 
matrices of dimension greater than 2. For example, if A = ( Ai jk) is a 
nonnegative 2 x 2 X 3 matrix whose positive entries are A iri, A ias, A srs, and 
A sai, then per(A) = 0, while the largest zero submatrix of A is 2 x 2 x 1. 
3. MATRICES WITH CONSTANT HYPERPLANE SUMS 
Let A( d, n, k) denote the set of all d-dimensional (0,l) matrices of order 
n having exactly k ones in every hyperplane, 0 < k < r8-l. The set h(2, n, k) 
has received considerable study (it is denoted Ak, in [lo]). By a theorem of 
Konig [lo, p. 381 every matrix in h(2, n, k) is a sum of k permutation 
matrices, and consequently has nonzero permanent if k > 0. Moreover, lower 
bounds have been given for per(A) when A E A(2, n, k); see [15]. The 
situation is quite different for d >, 3 in that matrices in A(d, n, k) may have 
permanent equal to zero. For example, let A be the 2 ~2 ~2 matrix with 
A 111 =A -A,r,=A,,= 122 - 1 and all other entries 0. Then A E A(3,2,2) 
and per(A) = 0. 
Let I,= {1,2,..., n }, and let Z,” be the set of all sequences i,i, . . . i, with 
i,EZ,, forall k. Wecalltheelementsof Z,dcells,sothat A. 1,,2...,,, is the entry 
of A in cell ili2...id. Let (I E S, be the cycle u(i) = i + 1 for i < n, u(n) = 1, 
and let CJ act on Z,” coordinatewise, that is, u(i,i,. . . id) = a(ir) u(id). 
This partitions Z,d into ndpl orbits of length n. If we choose any k of these 
orbits, 0 < k < rid-l,, and place ones in the cells of the chosen orbits and zeros 
elsewhere, the resulting matrix is an element of A(d, n, k), called a ddimen- 
sional (0,l) circulant. For d = 2 the matrices constructed in this way are the 
usual circulants that occur in a number of classical combinatorial problems. 
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Denote the set of all circulants in A(d, n, k) by I(d, n, k). If A E I(d, n, k) 
then clearly per(A) >, k. 
The elements of A(d, n, 1) are called permutation matrices and have 
permanent 1. We now consider the case k = 2. 
THEOREM 3.1. Let A E A(d, n,2). Then per(A) = 0 or 2’ for an integer 
t satisfying 16 t < n/2. 
Proof. Let A E R(d, n,2). The hypergraph H(A) has dn vertices and 
2n edges, and is 2-regular, that is, each vertex of H(A) is contained in exactly 
2 edges. Let H,, H,, . . . , H, be the connected components of H(A). Clearly, 
each Hi is 2-regular and 1~ t < n/2. Since each perfect matching of H is a 
union of perfect matchings of the Hi’s, per(A) = npi, where pi is the 
number of perfect matchings of Hi. To prove the theorem it now suffices to 
show that each pi is 0 or 2. Thus we must show that a 2-regular connected 
hypergraph H = (V, 6’) has exactly 0 or 2 perfect matchings. Assume that H 
has at least one perfect matching 1,. Since H is e-regular, M, = 8 \ J1 is 
another perfect matching. Assume that A, is a third (distinct) perfect 
matching, and let M, = I \ .M3. Let X denote the set of vertices belonging 
to some edge of (A, n .M3)u (AZ n Ad), and Y denote the set of vertices 
belonging to some edge of (.Mi n .M4) U (A2 n As). It can easily be shown 
that V is the disjoint union of X and Y, which implies that H is discon- 
nected. This contradiction completes the proof. n 
Note that the proof of Theorem 3.1 actually shows that if A E A(d, n, 2) 
and per(A) = 2’, then the hyperplanes of A can be permuted to obtain a 
matrix B that is the direct sum of matrices B,, B,, . . . , B,, where per(B,) = 2 
and Bi E A(d, ni, 2) for some ni > 2, i = 1,2,. . . , t. 
If A E A(d, n,2) is the (0,l) circulant with ones in cells 111.. . 1 and 
211.. . 1, then H(A) is connected and consequently per(A) = 2. It is also easy 
to construct matrices in A( d, 2,2) and A( d, 3,2) having permanent zero, for 
all d > 3. By taking direct sums of these matrices we see that for all n > 2 
and all d > 3 the permanent function on A(d, n,2) attains each of the values 
given in Theorem 3.1. 
There is a nice interpretation of the permanent of the (0,l) matrices 
associated with latin squares (see [9]). Let L3, L4,. . . , L’+’ be t mutually 
orthogonal latin squares of order n with entries from I,, and Lk = ( Ltj). 
Then A E A(t +2, n, n), where A is defined by 
Ai,i, i,+z = 
1 if L!,,,=i, for k=3,4 ,..., t+2, 
0 otherwise. 
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It is not hard to verify that per(A) is the number of common transversals of 
the latin squares. This fact is used in the construction below in the case t = 1. 
The easy proof of the following lemma is omitted. 
LEMMA 3.2. Zf A E A(d, n, k) and B is the (d + I)-dimen.sionul matrix 
of order n defined by Bi,iD,,,idid+, =Ai,iz,,,id, then B~A(d+l,n,nk) and 
per(B) = n! per(A). 
CONSTRUCTION 3.3. For all even n and d >, 3, there exists a matrix A in 
A(d, n, ndM2 ) with per(A) = 0. 
Proof. For d=3 define A byAijk=l if k=i+j (mod n), Aijk=O 
otherwise. Clearly A E h(3, n, n). A nonzero diagonal product in A is 
equivalent to a transversal in a cyclic latin square of even order n, which does 
not exist (see [5, p. 4451). Therefore per(A) = 0. Now apply Lemma 3.2 to 
obtain higher-dimensional matrices from A. n 
To obtain examples with n odd we use direct sums. 
CONSTRUCTION 3.4. For all oo!d n and d > 3 there exists a matrix A in 
R(d, n, mdd2) with per(A) = 0, where m is any even integer satisfying 
m[l+ m-‘/(d-l)] < n. 
Proof. By Construction 3.3 there exists B E A(d, m, mdp2) with per(B) 
= 0. The inequality restricting m may be rewritten in the form mde2 < (n - 
m) * d-1 Therefore by our remarks concerning circulant matrices, there exists 
amatrix C in h(&,n-m,m d-2). Thus if A is taken to be the direct sum of 
B and C, then A E A(d, n, md-‘) and per(A) = per(B) = 0. a 
As a counterpoint we now consider (0,l) matrices with a large enough 
number of ones to force the permanent to be nonzero. We first observe that if 
.Z denotes a d-dimensional matrix of order n all of whose entries are 1, then 
per(J) = n!d-‘. Now consider a matrix A in A(d, n, nd-’ - 1). Clearly A can 
be transformed to J - I by permuting hyperplanes, where I is a ddimen- 
sional identity matrix; that is, Z is a (0,l) matrix with Zili,, i , = 1 if and only 
if i,=i,= . . . =i,. Therefore per(A) = per( J - Z ). To evaluate per( J - Z ), 
let x be an indeterminate and consider the polynomial f(x) = per(J + XI) = 
&iX”-i. A term xnPi in per( J + XI) corresponds to selecting n - i of the n 
cells in the principal diagonal of J + XI and then choosing i cells from a 
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d-dimensional matrix J of order i. Thus 
Ci = ‘i” i!d-1 ! 1 for i=O,l,..., n. 
Taking r = - 1, we see that 
per(J-I) = i~O(r)i!dP1( - l)n-i. 
The following results show that per(A) remains nonzero for somewhat 
smaller constant hyperplane sums. 
THEOREM 3.5. Zf A is a ddimensional (0,l) matrix of order n and 
exactly t entries of A are zero, then 
per(A) > (ndml - t)(n - l)!d-l. 
Proof. A d-dimensional matrix has exactly n!“-’ diagonals, and a given 
cell lies in exactly (n - l)!“- ’ of these. Thus the number of diagonals not 
containing a zero is at least 
n!d-l - t( n - I)!“-’ = (nd-1 - t)( n - I)!“-1. 
COROLLARY 3.6. Zf A E A(d, n, k) for k > ndpl - ndp2, then 
per(A) f 0. 
Proof. This result follows directly from Theorem 3.5 and the fact that 
the number of zeros in a matrix in A(d, n, k) is nd - kn. n 
The most widely studied matrices with constant row and column sums are 
the doubly stochastic matrices. Let 9, denote the set of all doubly stochastic 
matrices of order n, and .I, denote the n X n matrix with all entries l/n. The 
van der Waerden conjecture, proved by Egorychev [6] and by Falikman [7], 
states that: 
THEOREM 3.7. Zf A E 52,, then per(A) > n!/n”, with equality if and 
only if A = .l,,. 
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One generalization of doubly stochastic matrices is d-dimensional non- 
negative matrices with all hyperplane sums equal to 1. For d = 3 such 
matrices have been called plane stochastic matrices [2]. Note that if A E 
h(d, n, k), then B = (l/k)A has all hyperplane sums equal to 1 and per(B) 
= per( A)/k”. Thus the matrices in A( d, n, k) having permanent zero show 
that no analogue of Theorem 3.7 holds for d >, 3 if we only specify the 
hyperplane sums of A. Another approach is possible. Let 3: denote the 
convex hull of the d-dimensional permutation matrices of order n. It is well 
known that Qi = St,, so we may take G: as the generalization of the set of 
doubly stochastic matrices. Recall that J denotes a d-dimensional matrix of 
order n having all entries 1. Then J is a sum of permutation matrices, so 
(l/nd-’ )J E fG?i. As an extension of Theorem 3.7 we propose the following. 
CONJECTURE 3.8. Zf A E ii:, then per(A) >, ( n!/nfl)d-l, with equality 
ifund only ifA = (l/nd-‘)J. 
THEOREM 3.9. The conjecture holds for n = 2 and all d > 2. 
Proof. Let P,, P2,. . . , P,, t = 2d-1, be the d-dimensional permutation 
matrices of order 2. Each of these matrices has ones in cells liai,. . . id and 
2 j,j, . . . j,, where the second cell is uniquely determined by the requirement 
that {i,, j,} = { 1,2} for all k. Thus each entry of A is in exactly one 
diagonal product. If A = clPl + c2 Pz + . . * + ct P,, then per(A) = cf 
+ . . . + c:. Subject to the constraints cr + ca + . . * + c, = 1, ci 2 0, we see 
that per(A) is minimized precisely when all ci = l/t. n 
Many other results on permanents of 2dimensional matrices with con- 
stant row and column sums might be considered in higher dimensions, for 
example Ryser’s conjecture [13], proved by Bregman [l], that the maximum 
permanent of a qk X qk (0,l) matrix with k ones in each row and column is 
attained by the direct sum of 9 copies of J. One might guess that the direct 
sum of 9 d-dimensional J-matrices of order k has maximum permanent 
among matrices in A(d, qk, kd- ‘). However, if A is the direct sum of two 
2 x 2 X 2 J-matrices and B is the 4 X 4 X 4 (0,l) matrix with Bi jk = 1 if and 
only if j = k, then A and B are in A(3,4,4) but per(A) = 4’ < 4! = per(B). 
4. THE GENERALIZATION TO .s-PERMANENTS 
Other generalizations of the permanent of a Zdimensional matrix to 
higher-dimensional matrices are now considered. Let A = ( Aili,,,, i,,) be an 
142 STEPHEN J. DOW AND PETER M. GIBSON 
n,Xn,X ... Xn, matrix, and let l<s<d. A (d-s)-plane of A is a 
submatrix obtained by fixing precisely s of the indices ii, is,. . . , i,. For each 
value of s, the (d - s)-planes may be viewed as natural generalizations of the 
rows and columns of a 2dimensional matrix. When s = 1, we obtain 
the hyperplanes of A, which play a fundamental role in the definition of the 
permanent of A. In general, if A is a square d-dimensional matrix of order n, 
we define the s-permunmt of A, denoted s-per(A), to be the sum of all 
products of nS entries of A, no two in the same (d - s>plane. Clearly, 
l-per(A) = per(A). Each term in the expansion of s-per(A) corresponds to a 
set of nS cells i,i, . . . i, in I,d no two of which agree in any s coordinates. 
Depending on n, d, and s, such a configuration of cells may or may not exist, 
and consequently we may have s-per(A) = 0 for every d-dimensional matrix 
A of order n. This existence problem has been studied using the terminology 
of orthogonal arrays, higher-dimensional permutation matrices, maximum-dis- 
tance separable codes, and finite geometries; see [3, 4, 9, 161. We mention 
that the case s = 2, d = n + 1 is the existence problem for finite projective 
planes. When d, s, and n are such that there exist d-dimensional matrices of 
order n with nonzero s-permanent, the number of terms in the expansion of 
the s-permanent is typically difficult to count. For d = 3 and s = 2, this 
number is L,, the number of latin squares on n symbols, the values of which 
are only known when n is quite small. All of this indicates that the 
s-permanent functions, for s > 1, may be far more intractable than the 
l-permanent. However, we shall see that for every d-dimensional matrix A of 
order n and integer s, 1 Q s < d, there exists a t dimensional matrix B of 
order nS such that per(B) = s-per(A). 
( 1 
Before looking at s-permanents in general, we show how to obtain a 
3dimensional matrix B of order 4 for any given 3dimensional matrix A of 
order 2, such that per(B) = 2per(A). If A = (Aijk) is a 3dimensional matrix 
of order 2, then we let B = ( Bi jk) be the 3dimensional matrix of order 4 with 
B 111- - Am Bl22 = All,, B213 = Al217 B224 = A122> %31= A2lb %42 = A2127 
B 433 = A,,,, B444 = &,.2, and all other entries zero, that is, 
c A’,11 A:12 0 01 
I 
A3 
121 A4,22 
0 0 
B= 
0 0 A’,,, &I2 
J 
’ 
0 0 At721 A4,2 
where the superscript placed on each Aiik indicates in which of the planes 
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perpendicular to the “row” and “column” planes that particular element lies. 
It easily follows that 
If d and s are positive integers, let QS,d be the set of all strictly 
increasing sequences y = (c,, cs,. . . , c,) of length s from I,. Let A = 
(AiliB,,,id) be an nr X n, X a.. X nd matrix, and s be an integer with 
1~ s < d. The s-hwergraph of A is the hypergraph H,(A) = (V, &) with 
vertex set 
v= {u&y=(c,,c,,..., cskQs,ti> ~EZ,~XZ, 
c2 
x ... ~4,~ ) 
s 
and edge set 
‘= (( ~tli,,...i,~:Y=(C1,C2~~..~Cs)EQs,d) :Aili2..,id+O)* 
Thus the vertices of H,(A) correspond to the (d-s>planes of A, and the 
edges of H,(A) correspond to the nonzero entries of A. Observe that 
Hl( A) = H(A). Analogous to the relationship between per(A) and matchings 
of H(A), we see that if A is a d-dimensional matrix of order n then s-per(A) 
is the sum of all products of nS entries of A corresponding to the edges in the 
perfect matchings of H,(A). 
THEOREM 4.1. Let A be an n,Xn,X .‘. Xnd matrix, let 1<s<d, 
FOr WCh Yk = (c&, ck2,. . . , cks) in Qs, d = { YIT Y?,, . . . , yt>, fkt 
mk = nck,nck2 . . . nck ’ Then there exists an m, X rn2 X . . . X m, matrix B such 
that H,(A) is ismn&phic to H(B). 
Proof. For each k = 1 2 > 9.e.9 t, define a subset V, of the vertex set of 
H,(A) = (V, 8) by letting 
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We see that 
(1) H,(A) is a simple hypergraph, 
(2) {V,,V,,..., V, } is a partition of V, 
(3) IV,] = mk for k = 1,2,.. . , t, 
(4) ]E n V,] = 1 for every E E 8, k = 1,2,. . . , t. 
Therefore, by Theorem 2.1, there exists an m, X m2 X . . . X m, matrix B 
such that H,(A) is isomorphic to H(B). n 
THEOREM 4.2. Let A be a ddimensional matrix of order n. lf 1~ s < d, 
then there exists a dimensional matrix B of order nS such that the 
rwnzero entries of B a:e equal to the nonzero entries of A and per(B) = s- 
per(A). 
Proof. According to Theorem 4.1, for each integer s, 1~ s < d, there 
exists a 
H,(A). Q’ 
rf’ dimensional matrix of order nS such that H(B) is isomorphic to 
ince H(B) = (V, &) and H,(A) = (V’, 8’) are isomorphic, there 
exists a bijection 8: V + V’ such that 8’ = {B(E) : E E c?}. We now specify 
the nonzero entries of B so that per(B) = s-per(A). If Biliz ,, i, is a nonzero 
entry of B, with t = $ 
( 1 
, let E be the corresponding edge of H(B), and let 
Aj&...jd be the nonzero entry of A corresponding to the edge 8(E) of 
H,(A). We then prescribe that Bi,i2,,.i, = Aj,jz,,, jd. If all of the nonzero 
entries of B are specified in this way, it follows that per(B) = s-per(A). 
Therefore, the theorem holds. n 
Let A be a d-dimensional matrix of order n, let 1~ s < d, and let B be 
the matrix obtained in the proof of Theorem 4.2 for which per(B) = s-per(A). 
The hyperplanes of B correspond to the (d-s>planes of A. In particular, if 
the sum on any (d-s>plane of A is a fixed value k, then the sum on any 
hyperplane of B is also k. Thus Theorem 3.1 implies the following. 
THEOREM 4.3. Let A be a ddimensionul (0,l) matrix of order n, and let 
1~ s -C d. Zf every (d-s)-plane of A contains precisely two l's, then s-per(A) 
= 0 or 2’ fm some positive integer t. 
For many values of n, d, and s, the question of which values 2” the 
s-permanent attains in Theorem 4.3 is quite difficult to answer. Indeed, for 
given n, d, and s it may not be known whether there even exists a 
d-dimensional (0,l) matrix of order n such that every (d-s>plane contains 
precisely two 1’s. More generally, Jurkat and Ryser [9] posed the problem of 
PERMANENTSOF&DIMENSIONALMATRICES 145 
determining necessary and sufficient conditions in order that a (0,l) matrix of 
dimension d and order n exist with prescribed e-plane sums. Schrage [14] has 
obtained necessary conditions for the existence of such matrices. 
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