We prove that the singular set of a harmonic map from a smooth Riemannian domain to an NPC Riemannian DM-complex is of Hausdorff codimension at least two. This generalizes results of GromovSchoen on harmonic maps into F-connected complexes and includes many interesting target spaces, for example hyperbolic buildings, not covered by Gromov-Schoen. We also explore other interesting properties of harmonic maps to DM-complexes like monotonicity formulas and an order gap theorem for approximately harmonic maps.
Introduction
Harmonic map theory from Riemannian domains to singular spaces originate with the work of Gromov-Schoen [GS] and was subsequently extended in [KS1] [KS2] and [J] . The motivating question comes from the study of superrigidity of group representations. Let Γ be a fundamental group of a manifold M acting on a metric space Y by a representation ρ : Γ → Isom(Y ). Suppose that associated with the action ρ, there is an equivariant harmonic mapũ :M → Y whereM is the universal cover of M . Under appropriate curvature assumptions on the domain and the target spaces one would like to show that the mapũ is totally geodesic or even constant, thus implying Then the singular set S(u) of u has Hausdorff co-dimension 2 in Ω; i.e. dim H (S(u)) ≤ n − 2.
A harmonic map u : Ω → Y into a k-dimensional DM-complex can be written locally near a singular point x ∈ S(u) as u = (V, v) where V is the non-singular component map that maps into a Euclidean space R j and v is the singular component map that maps into a lower dimensional complex Y k−j 2 . We partition S(u) as S j (u) where j indicates the dimension of the target space R j of V . When the target space Y is an F-connected complex, u maps into the product of R j and Y k−j 2 and both components V and v are harmonic maps. Therefore, the analysis of the singular set of u can be inductively reduced to the study of the singular set of v which maps into a lower dimensional complex. This is in fact how it is argued in [GS] . In the case when the target space is a general DM-complex, u locally maps into the twisted product of R j and Y k−j 2 which we denote by (R j × Y k−j 2 , G). The maps V and v are thus only approximately harmonic. More significantly, the map v is the non-dominant term of u = (V, v) and this presents the major technical difficulty of the paper. In analyzing the singular set of v, we prove a general monotonicity formula to deduce the existence of the order function and the order gap theorem for the approximate case. Here we summarize our results:
Theorem 2 (The Order of the Singular Component) Let Ω be an ndimensional Riemannian domain, Y a k-dimensional NPC DM-complex, u : Ω → Y a harmonic map and j = 0, . . . , k 0 := min{n, k}. If x 0 ∈ S j (u) and u = (V, v) : Ω → (R j × Y k−j , G) near x 0 , then
exists.
Theorem 3 (The Gap Theorem) Under the same assumption as Theorem 2, let Ω 0 be a compactly contained subset of Ω. Then, there exists 0 > 0 such that Ord v (x 0 ) ≥ 1 + 0 for all x 0 ∈ S j (u) ∩ Ω 0 .
By applying the above theorem for the case of higher order points (i.e. j = 0), we obtain the following generalization of the -gap theorem of GromovSchoen for DM-omplexes (cf. Theorem 6.3 of [GS] ).
Corollary 4
Let Ω be a Riemannian domain, Y an NPC DM-complex, u : Ω → Y a harmonic map and Ω 0 a compactly contained subset of Ω. There exists 0 > 0 such that if x ∈ Ω 0 , then either Ord u (x) = 1 or Ord u (x) ≥ 1+ 0 .
In the follow-up article [DMV] , we will show how to employ our main theorem in order to prove superrigidity for representations of lattices into new classes of groups not covered by [GS] , for example isometry groups of hyperbolic buildings.
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Harmonic maps into NPC spaces and DMcomplexes
Recall that a metric space (Y, d) is called an NPC space if:
(i) The space (Y, d) is a length space. That is, for any two points P and Q in Y , there exists a rectifiable curve c so that the length of c is equal to d(P, Q). We call such distance realizing curve a geodesic.
(ii) For any three points P, R, Q ∈ Y , let c : [0, l] → Y be the arclength parameterized geodesic from Q to R and let Q t = c(tl) for t ∈ [0, 1]. Then
In particular, if Y is an NPC space then between any two points Q and R the geodesic c : [0, 1] → Y between them is unique. We use the notation Q t =: (1 − t)Q + tR.
We now define the notion of energy of a map to an NPC space Y . Let Ω be a smooth bounded n-dimensional Riemannian domain
The following regularity theorem is due to Gromov and Schoen [GS] and Korevaar and Schoen [KS1] .
Theorem 6 A harmonic map u : Ω → Y to an NPC space Y is locally Lipschitz continuous with the local Lipschitz constant dependent only on the energy of u, the dimension of Ω, the regularity of the metric g of Ω and the distance to the boundary of Ω.
Let u : Ω → Y be a harmonic map. By Section 1.2 of [GS] , there exists a constant c > 0 depending only on the C 2 norm of the metric on Ω (in particular c = 0 when Ω is Euclidean) such that
x (σ) is non-decreasing for any x ∈ Ω. As a non-increasing limit of continuous functions,
is an upper semicontinuous function. By following the proof of Theorem 2.3 in [GS] , we see that Ord u (x) ≥ 1. The value Ord u (x) is called the order of u at x. Fix x 0 ∈ Ω and choose a normal coordinate system centered at x 0 . Without a loss of generality, we may write x 0 = 0 and assume B 1 (0) is contained in the normal neighborhood. Set α := Ord u (0). By Section 1.3 of [GS] , there exists a constant c > 0 such that
is monotone non-decreasing. Thus, if we set
we see that lim
For
By following Section 3 of [GS] , we see that u σ is a harmonic map with E uσ 0 (1) ≤ 2α and I uσ 0 (1) = 1. Let g(0) be the Euclidean metric defined by the value of g at 0. By Theorem 2.4.6 of [KS1] , u σ has a uniform modulus of continuity on compact sets independent of σ (with respect to the metric g(0) on the domain which is uniformly equivalent to g σ for σ small). By [KS2] , Proposition 3.7 and a diagonalization argument there exists σ i → 0 and a map u * : R n → Y * into an NPC space such that u σ i converges to u * uniformly in the pull-back sense on every compact set. By (a slight modificaiton of) the L 2 trace theorem of [KS1] , Theorem 1.12.2 and the fact that I uσ 0 (1) = 1, we have that u * is non-constant. Furthermore, by [KS2] Proposition 3.11 the energy of u σ i converges to u * on compact subsets of B 1 (0) and u * is an energy minimizer again on compact subsets. We claim that u * is an energy minimizer on B 1 (0). Indeed, if w : (B 1 (0), g(0)) → Y * is an energy minimizing map with w| ∂B 1 (0) = u * | ∂B 1 (0) , then Lemma 2.4.3 [KS1] implies that d 2 (u * , w) is weakly subharmonic and hence u * = w on B 1 (0). Finally u * is instrinsically homogeneous degree α, i.e.
by the same argument as in [GS] Proposition 3.3. Variations of the above argument will be used throughout the paper. Notice that in the above we do not need Y to be locally compact. In the case when Y is a locally compact simplicial complex, which is the main interest of this paper, the construction follows immediately from [GS] Proposition 3.3.
We now specialize our space Y to be in a special class of cell complexes.
Definition 7 Let E d be an affine space. A convex piecewise linear polyhedron S with interior in some E i ⊂ E d is called a cell. We will use the notation S i to indicate the dimension of S. A convex cell complex or simply a complex Y in E d is a finite collection F = {S} of cells satisfying the following properties: (i) the boundary ∂S of S i ∈ F is a union of T j ∈ F with j < i (called the faces of S) and (ii) if T j , S i ∈ F with j < i and
For example a simplicial complex is a cell complex whose cells are all simplices. We will denote by
the union of all cells S j where
Definition 8 A complex Y along with a metric G = {G S } is called a Riemannian complex if each cell S of Y is equipped with a smooth Riemannian metric G S such that for each cell S, the component functions of G S extend smoothly all the way to the boundary of S. Furthermore, if S is a face of S then the restriction G S to S is equal to G S and S is totally geodesic in S.
Throughout this paper, all cell complexes will have the additional property that all cells are bounded unless otherwise specified. If this is not the case, then we will write unbounded cell complex. Additionally, all cell complexes Y will be locally compact, Riemannian and NPC with respect to the distance function d induced from G S .
Definition 9
We say a k-dimensional Riemannian complex (Y, G) is a DMcomplex if given any two cells S 1 and S 2 of Y such that S 1 ∩ S 2 = ∅, there exists a k-dimensional C ∞ -differentiable complete Riemannian manifold M and an isometric and totally geodesic embedding
. By an abuse of notation, we will often denote J(M ) by M and call it a DM (short for Differentiable Manifold).
Remark. If Y is a Euclidean complex and we require that all the DM's to be isometric to a k-dimensional Euclidean space, then Y is F-connected in the sense of [GS] , Section 6.1.
Recall that for an arbitrary NPC space Y and a point P ∈ Y , the Alexandrov tangent cone T P Y of Y at P is the cone over the space of directions Π. Here Π is the completion of the space of equivalence classes of geodesics emanating from P along with the distance function defined by the angle at P where γ 1 ∼ γ 2 if the angle between them is equal to zero. For a DM-complex Y , let C denote the tangent cone of Y at the point P as defined in [Fe] 3.1.21. Clearly, C is an unbounded cell complex and T P Y is isometric to (C, G(P )) where G(P ) is the metric defined by the value of G at P . Notice that if P, Q ∈ int(S), then C for P and Q is the same set. Since Y is piecewise smooth, we can consider the exponential map
defined by piecing together the exponential maps defined on each cell containing P . This is equivalent to the exponential map defined from Alexandrov tangent cone point of view, i.e. given a unit speed geodesic γ and t ∈ [0, ∞), exp
An immediate consequence is the following.
In particular, if Y is a DM-complex, then T P Y is F-connected in the sense of [GS] .
The next Lemma will be used in the sequel.
Lemma 11 Let Y be a DM-complex, u : Ω → Y a harmonic map and
Proof. Again we will choose normal coordinates around x 0 and identify x 0 = 0. Recall that by definition, the tangent map u * is the limit (in the pullback sense as in [KS2] Section 3) of the maps u σ i :
The two points of view are equivalent in the sense that the induced pullback pseudodistances on B 1 (0) are the same. Therefore we will work instead with the second point of view. The smoothness of the metric G implies that G σ i converges uniformly to the metric G(u(0)). Again, since
(1) and uniformly bounded I µσ i −1 uσ i 0
(1), we obtain by Theorem 2.4 of [GS] and the ArzelaAscoli theorem that µ σ i −1 u σ i converge uniformly on compact sets to a limit map u 0 : (B 1 (0), g(0)) → (C, G(u(0))), which by the equivalence of the two points of view it must be equal to the tangent map u * . q.e.d.
Regular and Singular points
As in the previous section, let Ω be an n-dimensional Riemannian domain and (Y, G) a k-dimensional NPC DM-complex.
Definition 12 Let u : Ω → Y a harmonic map. A point x 0 ∈ Ω is called a regular point if ord u (x 0 ) = 1 and there exists σ 0 > 0 such that
where X 0 ⊂ T u(x 0 ) Y is isometric to R k . In particular, x 0 has a neighborhood mapping into a DM. A point x 0 ∈ Ω is called a singular point if it is not a regular point. Denote the set of regular points by R(u) and the set of singular points by S(u).
to be the set of points
with the property that there exists σ 0 > 0 such that
where
Y at x 0 is a homogeneous degree 1 map and maps onto a flat F 0 ⊂ T u(x 0 ) Y by Proposition 3.1 of [GS] . Let X 0 be the union of all k-flats containing F 0 . By Lemma 6.2 of [GS] 
where j ∈ {1, . . . , k 0 } is the dimension of F 0 . Furthermore, by the same lemma, u * is effectively contained in X 0 . Since 
4 Near a singular point x ∈ S j (u) where j > 0 Let u : Ω → (Y, G) be a harmonic map and x ∈ S j (u), j > 0. As a degree 1 homogeneous map, the tangent map u * :
with its isometric image in (C, G(u(x ) 
is the union of all k-flats containing the j-flat R j × {P 0 } (cf.
[GS] Lemma 6.2) which we write as
respectively where π 1 and π 2 are the projections onto the two factors
is a cone (as an image of the homogeneous map u * ), π 2 (F ) must contain the point P 0 . This implies that F contains the j-flat
is a product metric which we write as H × h. In particular, (R j , H) is a Euclidean space and (Y
by pulling back the metric G via the map exp Y u(x ) and denote it G by an abuse of notation.
so that the elements of {(
Since we are only interested in the local properties of u, in this section as well as in the sections that follow, we will consider a harmonic map
with
We note that v(x) = P 0 for any x ∈ S j (u).
Proof. Assume on the contrary that v * = 0. Since u * is a homogeneous degree 1 map, so is v * . Thus v * maps into a flat
by Proposition 3.1 of [GS] . Let X 0 be the union of all (k − j − l)-flats containing F 0 where l is the dimension of F 0 . By Lemma 6.2 of [GS] 
and u * is effectively contained in
by Theorem 5.1 of [GS] which contradicts that x ∈ S j (u). q.e.d.
Furthermore,
in other words, the energy density functions of v and v η as maps into
are Lipschitz by Theorem 6 and hence differentiable a.e., we can assume
Using normal coordinates, identify x 0 = 0 and let g σ (x) = g(σx). Furthermore, we can assume that ι • u(0) = 0 ∈ R N . By pulling back the metric
)) ⊂ R N via the map exp 0 •ι, we can define a metric near the vertex which we call G again by an abuse of notation. Define G σ (y) = µ −1 σ G(y) and note that G σ converges uniformly on every compact set to the metric G(0). Note that G(0) is the restriction of the standard inner
by rotating if necessary, we may assume it to be equal to the first factor
Letπ 1 andπ 2 denote the orthogonal projections with respect to the metric G(0) onto the subspaces R j and R N −j respectively of R N . Using this, we can writê
Similarly for the blow up mapsû σ ofû we can writê
Note that by construction,
By the smoothness of the metric G, the fact that exp 0 is C ∞ close to the identity map near 0 and (7) we have that
and
Letû σ i be the sequence converging uniformly in the pull back sense to a tangent map
for r ∈ (0, 1) (cf. Theorem 3.11 [KS2] ). In fact, because of the uniform convergence G σ to G(0), we have
)), we can write this as
Sinceû σ i converges uniformly to u * in B r (0),V σ i converges uniformly to V * in B r (0) andv σ i converges uniformly to v * . We additionally have thatV σ i andv σ i are uniformly Lipschitz in B r (1) for any r ∈ (0, 1). Thus, the lower semicontinuity of energy (cf. [KS1] Theorem 1.6.1) implies
On the other hand, we can write
Thus, the above two equalities with (10), (11) and (12) implies that we have equalities in (11) and (12). The fact that 0 ∈ S j (u) implies u * (0) = (V * (0), 0) by Lemma 16 and hence
Using the fact that 0 is a Lebesgue point of |∇(ι • (V, P 0 )| 2 and |∇(ι • u))| 2 and equations (8) and (9), we see that
In the above equality, the fact that the denominator is non-zero follows from the fact that 0 / ∈ S 0 (u). Therefore, we have shown
Taking into account that v(0) = P 0 , we have
Using |∇v| 2 and |∇v η | 2 to denote the energy density functions of v and v η with respect to h, we obtain from (14) the following:
Thus,
which proves the Lemma. q.e.d.
We will now derive estimates of the metric G defined on (5). By assumption R j × {P 0 } is totally geodesic in M and thus there exist orthonormal coordinates
be vector fields along ψ such that at each V , {e l (V, 0)} forms an orthonormal basis of the normal space to ψ(U 0 ) in M at ψ(V ). We next identify, by the tubular neighborhood theorem, a neigborhood U of P 0 in M with a disc bundle over ψ(U 0 ), where the fiber over ψ(V ) is denoted by Π V . Let G V denote the restriction of G to Π V . The existence of normal coordinates of (Π V , G V ) implies that we can define a diffeomorphism
can be chosen to agree with the previous definition at V = 0. Now define a diffeomorphism
for U a sufficiently small neighborhood of 0 ∈ R k . Thus, Φ(V, 0) = ψ(V ) and
, G) through (0, P 0 ) and Φ : U ⊂ R j × R k−j → M be the coordinates defined above with Φ(0, 0) = (0, P 0 ). Let
is the matrix representation of G in the coordinates Φ defined above with I, J = 1, . . . , j and l, m = j + 1, . . . , k. Then for any (V, 0) ∈ U,
where I is the identity matrix. Furthermore,
In the aboveĠ is used indicate any derivatives (i.e. , h) and the constant C depends only on the C 2 norm of the metric G.
Proof. The equality G 11 (0, 0) = I follows from the fact that the restriction of Φ to U 0 × {0} ∩ U is the orthonormal coordinates ψ of (15). The equality G 22 (V, 0) = I for any (V, 0) ∈ U follows from the fact that the restriction of Φ to {V } × U V ∩ U is the orthonormal coordinates φ V of (16). This proves (18).
To prove (19), it suffices to prove the following properties:
Indeed, (i) follows from the fact that Φ maps {(V, 0) ∈ U} to ψ(U 0 ) and e l (V, 0) is chosen to be normal to ψ(U 0 ), whereas (ii) follows from < E I , e l > (V, 0) ≡ 0. For (iii), first observe that ∇ e l e m (V, 0) = 0 implies that map
Thus, e m < E I , e l > (V, 0) = < ∇ em E I , e l > (V, 0)+ < E I , ∇ em e l > (V, 0) = < ∇ E I e m , e l > (V, 0) = 0.
(iv) follows from the fact that ψ(U 0 ) is a totally geodesic in M and (v) follows from < e l , e m > (V, 0) ≡ δ lm . Finally, (vi) follows from ∇ e l e m (V, 0) ≡ 0. q.e.d.
If x ∈ R(u), then there exists δ > 0 and a DM M such that u(B δ (x 0 )) ⊂ M . We apply Lemma 18 to obtain a coordinates (V, v) ∈ R j × R k−j with G at (V, v) represented by the matrix
Using these coordinates, interpret 
to denote the inner products defined by n α,β=1
respectively. On the other hand, using an isometric embedding
we will set the following notation for any fixed x 1 ∈ B σ (x 0 ):
We note that for x ∈ R(u), the notation above is consistent with the notation of (21) 
Target Variation
In this section, we obtain estimates for the singular component map v of a harmonic map u = (V, v) :
G). We start with the following
Definition 19 We say a neighborhood N of (0,
Note that by choosing σ > 0 sufficiently small, we can assure that u(B σ (x )) is contained in a good neighborhood of u(x ). We will make the following assumptions for a harmonic map u.
Assumption 20 (i) The image u(B σ (x )) is contained in a good neighborhood of u(x ) = (0, P 0 ).
defines an F-connected complex.
(iii) The set of singular points of u not in S j (u) is of Hausdorff codimension at least 2, i.e.
We now proceed with analyzing u satisfying the assumptions above.
Furthermore, the constant C depends only on the C 2 norms of the metrics g and G and the Lipschitz constant of u.
Proof. Since u is harmonic, we have under the notation as in Lemma 17
where we have used the notation introduced at the end of Section 4 for the last inequality. By Lemma 17, |∇u| 2 = |∇u η | 2 for a.e x ∈ S j (u). Thus we can rewrite this inequality as
We will first prove the estimate
where C > 0 above and in the rest of the proof is a constant that depends only on the C 2 norms of the metrics g and G and the Lipschitz constant of u. To prove (25), we will use the fact that V and v are Lipschitz, Lemma 18 on the estimates of the metric and d(v η (x), v(x)) = ηd P 0 (x).
We first estimate (I). Let x ∈ B σ (x 0 ) ∩ R(u) and let M be a DM containing u(B δ (x)) for some δ > 0. Using the coordinates of Lemma 18 and the Mean Value Theorem, we can write at x
(27) To estimate (II), define
We claim that
If
on the other hand, the co-area formula and the fact that |v| is Lipschitz imply that
which is a contradiction and this proves (28).
, let M be a DM containing u(B δ (x)) for some δ > 0 and P 0 . Using the coordinates of Lemma 18, at x we have
Since H n (S + j+1 ) = 0, this implies
We can now write
We estimate (II) 1 in similar way as (I). Next, we prove the corresponding inequality for (II) 2 . We first justify the following formula
where < ·, · > is the inner product with respect to the domain metric. To see this, let > 0 and {B r l (x l ) : l = 1, 2, . . .} be a cover of the set S
Similarly,
For x ∈ A + ∩R(u), let M be the DM such that u(B δ (x) ⊂ M for δ > 0. Then using coordinates of Lemma 18, we have the estimate |G 12 (V, v)| < C|v| 2 . Thus, using (28), we conclude
Thus, we have
Additionally, note that since v = v η on ∂B σ (x 0 ),
Subtracting (32) from (31) and using (33), (34), (35), (36) and (37) and letting → 0, we have justified (30).
We use (30) to write
where (A) and (B) are defined below. Again using the coordinates of Lemma 18, we have |Ġ 12 (V, v)| < C|v| which implies that
Next, using again the estimate |G 12 (V, v)| < C|v| 2 and the harmonic map equation to bound V , we have
Thus, we have shown
Letting j → 0, we have completed the proof of the estimate (25). Combining (24) and (25), we have shown that
Finally, we claim
Notice that (39) completes the proof of the Proposition. Indeed, since |∇v| 2 = |∇v η | 2 a.e on S j (u) by Lemma 17, we have
and combining the above with (38) and (39) proves (23) and finishes the proof. We now proceed with the proof of (39).
, consider the coordinates (V, v) of M given in Lemma 18. By (18), the metric H × h restricted to M with respect to this coordinate system is given by the identity matrix I. In particular, this means we can write |∇v| 2 = I ∇v · ∇v and |∇v η | 2 = I ∇v η · ∇v η
in B δ (x 0 ). Here, note that we are using the notation introduced in (21) and (22) . Let x ∈ B σ (x 0 ) ∩ R(u) and let M be the DM containing u(B δ (x)) for some δ > 0. Using the coordinates of Lemma 18, we have G 22 (V, 0) = I for all V and the estimates
Therefore, using (40), we obtain
and we can write
For x ∈ A + ∩ R(u), we have by the mean value theorem exactly as in (26)
Next, we have the estimates |∇2 η | ≤ C|v| and |2 η | ≤ C|v| 2 , hence we can use the divergence theorem (which is justified in the same way as previously) to write
Finally, (c) can be estimated exactly as (b). We let → 0 and we obtain (39). q.e.d.
Remark. Notice that the proof of the previous proposition is significantly complicated by the fact that we need to estimate the right hand side in terms of ηd
. If we were willing to replace η by 1, which is the case in the following Proposition, then for example the application of the divergence theorem would be unnecessary.
Let w 1/2 : B σ → Y 2 be the map defined by setting w 1/2 (x) to be the midpoint of the geodesic between v(x) and w(x). Then by (2.2iv) of [KS2] , we have 2 E w 1/2 x 0 Note here that x i ∈ S j (u) implies v(x i ) = P 0 for all i. For each x i , use normal coordinates to identify a r i -ball about x i with (B r i (0), g x i ) where B r i (0) ⊂ R n . We define the restriction maps
and the harmonic maps
with respect to the metric h. Let
Let g i (x) = g x i (r i x) be the metric given on B 1 (0) and define the rescaled maps
The normalization by ν i implies that
In particular, (48) guarantees that
Therefore, {w i } is a sequence of harmonic maps with I w i 0 (1) = 1 and uniformly bounded energy. For any r ∈ (0, 1), the Lipschitz constant for {w i } in B r (0) depends on the energy bound and r and is independent of i (cf. Theorem 2.4.6 [KS1] ). By Arzela-Ascoli, there exists a subsequence of {w i } (which we still denote by {w i } by an abuse of notation) converging uniformly in the pull-back sense on every compact set to a map
where δ is the standard Euclidean metric on B 1 (0) and
The map v 0 is non-constant since I w i 0 (1) = 1 by the L 2 -trace theorem (cf. Theorem 1.12.2 of [KS1] ). The fact that v 0 is energy minimizing on every compact subset of B 1 (0) immediately implies v 0 is energy minimizing on B 1 (0) by the same argument as in Lemma 11. Since
Theorems 1.13 and 1.12.2 of [KS1] imply that the sequences {v i } (resp. {v i | ∂B 1 (0) }) converge in L 2 to a map which we claim to be v 0 (resp. v 0 | ∂B 1 (0) ). Indeed we will now show that
To see this,
Thus, Proposition 22, Lemma 23 and (48) gives us
Using a change of variables φ i :
The loss of r i on the first term on the right-hand side of (52) after the change of variables comes from the fact that I i v is an expression involving (n − 1)-dimensional integral compared to the left-hand side of (52) which is an expression involving a n-dimensional integral. Now multiply both sides by ν −2 i to obtain
Therefore as i → ∞,
and this proves (51).
Using the facts that the order of a harmonic map is ≥ 1, the L 2 -trace theorem (cf. Theorem 1.12.2 [KS1] ) which implies I 
This is a contradiction. q.e.d.
The next Lemma is the analogue of the domain variation formula (2.3) of [GS] Lemma 26 Let u = (V, v) :
Proof. By (46) and Lemma 23, we obtain
Combining with Proposition 25, for σ < R 0 we have lim inf
Thus, by combining (58) with (59) and (60), we obtain
for C > 0 sufficiently large. Here we note that C depends only on the domain and the target metric and hence can be chosen independently of x 0 . Inequality (61) is (15) in [Me] . If we set
then we can deduce that F x 0 (σ) satisfies (53) and (54) from the proof of Proposition 3.1 of [Me] . Furthermore, C 1 > 0 can be chosen independently of x 0 . q.e.d.
We can now define blow up maps and a tangent map of the singular
(x ) and use normal coordinates at
be defined as in Proposition 25 with x i = x 0 for all i. By construction, we have I v i 0 (1) = 1. By Proposition 27,
for i sufficiently large. Replacing inequality (50) by the above inequality, we can apply the argument in the proof of Proposition 25 to assert the existence of a sequence of {v i } (resp {v i | ∂B 1 (0) }) converging in L 2 to a map
, h) (resp. v 0 | ∂B 1 (0) ). Therefore, we have
by the lower semicontinuity of energy (cf. Theorem 1.6 [KS1] ) and 
by the L 2 trace theorem (cf. Theorem 1.12.2 [KS1] ). Furthermore, v 0 is a harmonic map (since it is the limit of harmonic maps {w i }). 
The Gap Property of the Order
We start by stating the -regularity theorem of [DM] .
Theorem 32 Let Y be locally compact Riemannian simplicial complex and assume Y 0 is a totally geodesic subcomplex of Y . Fix P ∈ Y 0 and assume that T P 1 Y 0 is essentially regular for P 1 ∈ Y 0 close to P . Let
be an instrinsically homogeneous degree 1 map effectively contained in T P Y 0 and l 0 (0) = O P , the origin of T P Y . Let Ω be a smooth Riemannian domain, u : Ω → Y a harmonic map, Ω 0 a compactly contained subset of Ω and x 0 ∈ Ω 0 such that u(x 0 ) = P and u is of order 1 at x 0 . There exist σ 0 > 0 and δ 0 > 0 such that if 1 σ n Bσ(0) d(exp For the definitions of effectively contained and essentially regular, we refer to [GS] or [DM] . This immediately implies the following ) and l 0 = u * . q.e.d.
Recall that by the -gap Theorem of [GS] , given any harmonic map w : B 1 (0) ⊂ R n → (Y 2 , h) with w(0) = P 0 , either
where 0 > 0 depends only on h. We will now prove that this gap property holds for the singular component map of a harmonic map.
Note here that it is enough to consider finite coverings since S 0 is closed by Lemma 15 and hence compact. By (67), {B r i (x i )} N i=1 is a covering of S i for i sufficiently large. Hence, for i sufficiently large,
Since 1 is arbitrary, this proves (68).
In particular, let s = s 0 > n − 2 in (68) and combine with (66) to obtain
By Theorem 6.4 [GS] , we have that dim H (S(v 0 )) ≤ n−2. Furthermore, since v 0 maps a neighborhood of x ∈ R(u) into Euclidean space, dim H {x ∈ R(u) : |∇v 0 | 2 (x) = 0} ≤ n − 2. Thus, dim H (S 0 ) ≤ n − 2 which is a contradiction.
Theorems 2 and 3 which improve Propositions 27 and 34 and Corollary 4 of the introduction are now immediate consequences of the Theorem 1.
