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ABSTRACT 
The Kronecker canonical form is generalized from the set of matrix pencils to the 
set of all the rational matrix functions W(X) = Ci, _ ,W, x’, in a way which depends 
on the choice of I EN. If a polynomial system W(h) = C(hZ - A)-‘B +E~,Ou/;xi is 
given as a partial realization for W, the Z-Kronecker form of W is shown to be equal 
to the classical Kronecker form of the companion pencil. This invariance property fails 
if we replace the Kronecker form by the McMillan canonical form. 
1. INTRODUCTION 
Consider the following situation in realization theory: a proper-rational 
p x 9 matrix function W is given in terms of a realization (A, B, C, D), i.e. 
W(X)=C(hZ-A)-‘B+D. 0) 
If (A, B, C) is minimal, then among other results (see [lo]), it is known that 
W has the same Fomey-McMillan zero structure as the matrix pencil 
Z,(X) = [A,,, ;I. 
Consequently 2, is sometimes referred to as the zero pencil of W. 
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Here by the zero structure we mean (1) the McMillan zeros in Q: U {co}, 
together with their partial multiplicities, and (2) the left and right Fomey 
indices (see [4], [8]). 
Let us now allow W to be nonproper, i.e., to have a McMillan pole at 
h = co. Then W may be described as a Laurent series W(A) = C’,= _ ,WiXi. A 
generalization of (l), considered in [9], [l], is the polynomial system 
W(A)=C(XZ-A)-%+ i W$, 
i=O 
and a natural candidate for the zero pencil in this case turns out to be a 
generalization of a companion matrix, 
A-X B 
AZ -I 
Z(A) = * . . . 
. I* (2) AZ -Z c w, .*. w,_, wl_l+hwl 
We are thus led to compare the Fomey-McMillan zero structures of W and 
Z. Unfortunately the McMillan zeros of Z at infinity, which in general 
depend on the choice of I > deg W, are not related to those of W in any 
obvious way (although all their finite zeros are the same). 
A more positive result is obtained if we alter the definition of infinite 
zeros. The resultant set of invariants, called the “Z-structure”, turns out to be 
a simple generalization of the Kronecker form of a matrix pencil, and we are 
thus led to compare the Z-structure of W with the Kronecker form of Z. The 
main results (Theorems 1, 4) show that indeed the two structures are the 
same, the only exception being that if W is singular (det W = 0), or non- 
square, a trivial adjustment of the right indices is indicated (Theorem 2). 
In the special case W(h) =Cf,,Wihi, W, = I, of a manic matrix poly- 
nomial of degree 1, our statement reduces to the well-known fact that the 
zero structure of W coincides with the eigenvalue structure of the companion 
matrix C,. Indeed, the associated zero pencil turns out to be Z(X) = 
XI - c,. 
A central observation in our result is the inversion formula 
w-l(X)=[Z 0 ... o]z-l(X)[o *. - 0 zl’, 
which holds whenever W is regular. In case W is singular, the formula can 
still be interpreted in terms of generalized or one-sided inverses. 
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In the forthcoming paper [3] (following [I]) these results and observation 
will be applied in the context of factorization with degree constraints of the 
form W = W,W,, deg W, + deg W, < 1. A special case is also treated in [2]. 
For related material see also [7], especially ch. 7, 8. 
2. THE Z-STRUCTURE 
Let W(X) = Ci = _ ,Wi Xi be a Laurent series, defining a rational matrix- 
valued function W. The (polynomial) degree of W will be defined as 
degW=max{i:Wi#O}. 
Following [6], let us associate with W and 1 the new function 
@(h; 1) = A’w(A-1) = 5 WJ 
i=O 
considered as (the Taylor expansion of) an analytic matrix-valued function 
near X = 0 (assuming that Z > deg W). 
The Z-structure of W is defined by the following four types of invariants: 
finite zeros, infinite Z-zeros, left indices, and right indices. 
(1) The finite zeros of W are taken to be the usual (McMillan) zeros 
(together with their positive structural indices regarded as partial zero 
multiplicities) in C. 
(2) The l-zeros at infinity of W are the positive structural indices of @ 
at X=0. 
(3) The left and x$ht indices are the usual Forney indices. 
It is important to note that the Z-zeros at infinity depend on the choice of 
12 deg W. In the special case W(A) = W, + W,X, 2 = 1, the Z-structure is 
simply the Kronecker form (we use the convention that a diagonal p x v 
block of zeros in the Kronecker form represents p zero left Fomey indices 
and v zero right Fomey indices). 
3. THE REGULAR CASE 
If W is regular (i.e. det W f 0), its Z-structure consists of (finite and 
Z-infinite) zeros only. It is easy to see that their total multiplicity is S, + pl, 
where W is p X p and 6, is its finite McMillan degree, i.e. the total 
multiplicity of its finite poles only. 
260 NIR COHEN 
A regular pencil hE - A is called an l-linearization of W if its l-structure 
(i.e. its Kronecker form) coincides with the 2Lstructure of W. Clearly we 
expect hE - A to be square of size 6, + pl. 
In this section the following statement is proved. 
THEOREM 1. Let Z be the zero pencil (2) associated with the polynomial 
system 
W(X)=C(XZ-A)-‘B+ f: WiX 
i=O 
whose transfer function W is regulur and rational. Then: 
(i) The zero pencil Z is regular, and the inversion formula in block form 
w-l(X)=[z 0 *.* o]z-l(X)[O .*. 0 zlT (3) 
relates their inverses. 
(ii) Zf moreover (A, B, C) is minimal, then Z is an l-linearization of W. 
The first step towards the proof is furnished by an old result (see [9]). 
LEMMA 2. Zf (A, B, C) is minimal, then the finite zero structures of W 
and P are the same, where 
Proof of Theorem 1. First we show that if (A, B, C) is minimal, then 2 
and P (hence also W, by the above Lemma) have the same finite zero 
structure, i.e., are analytically equivalent in all of C. Indeed, defining 
B,(h) = x;+wiP1, 
[ 
B,(h) ... B,_,(X) Z 
U(X)= -I . . -z 0 
Z 
-AZ . 
V(A) = : *::a -XI z 
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it is easy to see that 
determines such an analytic equivalence, if A is m X m. 
Now the inversion formula (3) is obtained as an immediate consequence 
of (4) and the relationship 
W’(A) = [o Z]P(A)[O zlT, 
which can be easily verified by block computation. 
Fir&y, we show that the l-zeros of W at A = 00 coincide wiJh the 
infinite Kronecker zeros of 2. In fact, it wiIl be enough to show that W(X, I) 
and z’(X, 1) are both analytically equivalent near h = 0 to the auxiliary matrix 
function 
[XA-Z &I 
Q(A) = xc i w 
i 
I 
i=O 
This equivalence follows from the two identities 
1 
, 
Here o,q, K are defined as [Di(X) = - c;$vjx”-j] 
Dl(X) -.. 
! . 
Dl-l(X) Z 
O(A) = Z , . * 
Z 1 
I . : : : 
Z 
-AZ 
IQ) = 
Z - AZ 
K(A)= [y -.. ;I. . . . 
This completes the proof of the theorem. n 
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4. THE SINGULAR CASE 
If W is singular, its l-structure consists of left and right indices in addition 
to (finite and l-infinite) zeros. In particular, W need not be square; let us 
assume that it is p X q. We shall investigate here the effect of the indices on 
linearizations. Recal that if W is (p X p and) regular, then the total multiplic- 
ity of the l-structure is 6, + pl. This is generalized here in the singular case. 
LEMMA 3. The total multiplicity m of the l-structure of W is 6, + ~1, 
namely the finite McMillan degree plus 1 times the normal rank 
r = maxXEC rankW(X). 
Proof. Let n denote the sum of the Fomey indices and the partial 
multiplicities of the finite zeros of W. Moreover let 
diag( XB1,. . . , h”,O,,,), -1<p,< ... G&T 
be the local McMillan form of W(A-‘) at h = 0. Then due to [ll], [12], the 
total McMillan degree (in C U {co}) is 
8(W)=n+ c pi. 
a ’ 0 
On the other hand, the McMillan form of w(h) = A”W(X-‘) at A = 0 is 
diag(X’+@l,..., x’+sr,OVxP); 
hence m = n +C& + r = 6(W)+Ecp,C0& + Zr. But 6,(W) = 6(W)+ 
C,, < ,,/3, by definition; hence m = 6,(W) + rl, proving the lemma. n 
In order to understand the complication of introducing the right and left 
indices, consider the case W(X) = 0. Here W has left indices 
and right indices 
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On the other hand, Z has the form 
0 AI 
1 * : 
with the left indices 
263 
and right indices 
(. z-1 ,...,&I). 
Q 
This indicates that Z tends to increase any right index by 1- 1 units. We are 
thus led to the following definition. 
of 
DEFINITION. A matrix pencil T is called a right Z-linearization of W if: 
(i) The finite and infinite Kronecker zeros and the left Kronecker indices 
T coincide with the l-zeros and left indices of W. 
(ii) If { ri,. . . , rk } are the right indices of W, including those equal to 
zero, then {r,+Z-I..., rk + I - l} are the right indices of T. 
Now assume as before that W is of degree < I and admits the polynomial 
system 
W(X)=C(hZ-A)-%+ i Wikh’. 
i=O 
THEOREM 4. Zf (A, B, C) is a minimal triple, then the zero pencil Z is a 
right l-linearization of W. 
Proof. As finite and Z-finite zeros have already been treated in Theorem 
1, we shall confine ourselves to analyzing left and right indices (see [4]). 
Assume that the vector polynomial in block form 
((A)= [&o(X) ..* ‘w)l 
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belongs to the left null space of Z. Computation on the blocks shows that 
c/W = 0 and moreover 
&,(A) = &(A)C(H - A) -t 
i 
j-l 
<j(~)=(l(X)A-j C(XZ-A))‘B+ C Wiih’ O<j<l. 
i=O 
Since by assumption cj are all vector polynomials, it follows that deg 5 = 
deg E,. Hence the map .$ + [, is a l-l linear map from the left null space of Z 
onto that of W, which preserves polyomial degrees. Unfortunately, if W is 
not polynomial, this map does not necessarily take vector polynomials onto 
vector polynomials. Hence we can form only the following partial conclusion: 
the map 5 -+ t1 transforms a minimal basis of Z into a polynomial basis of 
W, which need not be minimal. Therefore if 1 
W, then 3 ii > li such that ii,. . . , 
1,. . . , l,, are the left indices of 
be shown that indeed c = lj. 
fv are the left indices of Z. Presently it will 
A similar analysis can be performed on the right null spaces. Let the 
vector polynomial in block form 
q(h)= [T&t) ... %(Ul 
be such that Zq* = 0. Then computation on the blocks shows that W$ = 0 
and moreover 
hence 
degg=degq,+l-I. 
It follows that the mapping n + qi is a l-l linear map from the right null 
space of Z onto that of W, which transforms vector polynomials into (but not 
necessarily onto) vector polynomials, reducing their degree by 1 - 1 units. 
Therefore, if ri, . . . , rp are the right indices of W, then there exist 6 >, ri such 
that Fi + I - 1,. . . , $ + 1 - 1 are the right indices of Z. 
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To show that indeed { = ri and c = li we use a counting argument. Recall 
that W is p X q, and if (A, B, C) is minimal then 2 is (p + (I - 1)q + S,) x 
(Zq + 8,). Also recall that in our notation p = v + r and q = p + T, where r 
and S, are as in Lemma 3. Hence Z is also of size 
Examining the Kronecker form of 2, it is obvious that this size accounts 
precisely for a total of rl + 6, invariants, including v left @dices I,, . . . , 1, and 
p right indices rr,.+ ., rp. We conclude therefore that Zi = Zi and ri = 6, i.e., Z 
fulfills the definition of a right Z-linearization of W. n 
I wish to thank I. Gohberg and M. A. Kaashaek for their helpful 
suggestions and encouragement. 
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