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EFFECTIVE EQUIDISTRIBUTION FOR GENERALIZED
HIGHER STEP NILFLOWS
MINSUNG KIM*
Abstract. The main results of this paper are to prove bounds for ergodic
averages for nilflows on general higher step nilmanifolds. Under Diophantine
condition on the frequency of a toral projection of the flow, we prove that
almost all orbits become equidistributed at the polynomial speed. We analyze
the exponent with the speed of decay which is determined by the number of
steps and structure of general nilpotent Lie algebras. Main result follows from
the technique over controlling scaling operators in irreducible representations
and measure estimation on close return orbit on general nilmanifolds.
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1. Introduction
In this paper, we prove an estimate of the rate of convergence of ergodic averages
for a class of nilflows on higher step of nilmanifolds under Diophantine conditions
on the frequencies of their toral projections. By a generalization of by B. Green
and T. Tao [GT12], all orbits of Diophantine flows on any nilmanifold become
equidistributed at polynomial speed. Their approach is an extension of Weyl’s
method, but the exponent in their theorem is far from optimal. G. Forni and L.
Flaminio [FF14] established estimates on the speed of equidistribution of nilflows
on higher step Quasi-abelian (Filiform) nilmanifolds for almost all points. Their
application to bound of Weyl sum is comparable with that of T.D Wooley’s result
[T15] for almost all coefficients. However, it does not explain how the number of
steps or the various structures of the Lie algebra affects the polynomial bound of
ergodic averages yet.
Our main results present a special class of nilmanifolds satisfying the transversal-
ity condition. (Definition 5.1). This shows the speed of ergodic average of nilflows
with Diophantine conditions (Definition 5.14) is polynomial for almost all points,
as a function of step size and total number of elements of Lie algebras.
Theorem 1.1. Let (φtXα) be a nilflow on a k-step nilmanifold M on n+1 genera-
tors such that the projected toral flow (φ¯tXα ) is a linear flow with frequency vector
α := (1, α1, · · · , αn) ∈ R × Rn. Assume the Lie algebra satisfies the transversality
condition and α ∈ Dn(ν) for some 1 ≤ ν ≤ k2 . Then, there exists a Sobolev norm‖·‖ on the space C∞(M) of smooth function on M and for every ǫ > 0 there exists a
positive measurable function Kǫ ∈ Lp(M) for all p ∈ [1, 2), such that the following
bound holds. For every smooth zero-average function f ∈ C∞(M), for every T ≥ 1,
for almost all x ∈M ,∣∣∣∣∣ 1T
∫ T
0
f ◦ φtXα(x)dt
∣∣∣∣∣ ≤ Kǫ(x)T− 13Sn(k)+ǫ ‖f‖
where Sn(k) is a higher order polynomial introduced in (72), determined by structure
of n.
The transversality condition enables the measure estimate (section 5) for the
return orbit. This condition is sufficient, and in principle, there is no obstructions
to a generalisation to arbitrary nilflows with Diophantine frequencies and all points
x ∈ M , except that this would require new approaches to estimation other than a
Borel-Cantelli type argument. On the other hand, the necessity of the condition
explains that the total number of elements in the basis cannot grow too fast as the
step size gets larger: it grows almost linear in the number of steps and generators.
We can view this phenomena in the following way: if the growth of the number
of elements in lower steps (generated by basis) are too large, then it lacks the di-
mensions to count the measure of return orbit on transverse manifold. For instance,
we observe this phenomenon in free nilpotent Lie algebras. Even a small number of
generators creates a large number of elements in the lower level under small steps of
commutations, which behave in a completely different way than strictly triangular
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and Quasi-abelian. We present such an example in the appendix to motivate our
interest.
The above theorem is appreciated by its corollary on strictly triangular nil-
manifold. Let N
(k)
k denote a step k nilpotent Lie group on k generators. Up to
isomorphism, N
(k)
k is the group of upper triangular unipotent matrices
(1)
[x1X1, · · ·xnXn, · · · y(j)i Y (j)i · · · zZ] :=

1 x1 · · · · · · z
0 1 x2 y
(j)
i
...
...
...
. . .
. . .
...
0 0 0 1 xn
0 0 0 0 1
 , xi, y
(j)
i , z ∈ R
with one dimensional center. This results proves that equidistribution at a poly-
nomial speed with exponent which decays cubically as a function of number of
steps.
Corollary 1.2. Let (φtXα) be a nilflow on k-step strictly triangular nilmanifold
M on k generators such that the projected toral flow (φ¯tXα) is a linear flow with
frequency vector α := (1, α1, · · · , αk−1) ∈ R× Rk−1. Under the condition that α ∈
Dn(ν) for some 1 ≤ ν ≤ k2 , there exists a Sobolev norm ‖·‖ on the space C∞(M
(k)
k )
of smooth function on M
(k)
k and there exists a positive measurable function Kǫ ∈
Lp(M
(k)
k ) for all p ∈ [1, 2) and for every ǫ > 0, such that the following bound holds.
For every smooth zero-average function f ∈ C∞(M (k)k ), for almost all x ∈ M and
for every T ≥ 1,∣∣∣∣∣ 1T
∫ T
0
f ◦ φtXα(x)dt
∣∣∣∣∣ ≤ Kǫ(x)T− 13(k−1)(k2+k−3)+ǫ ‖f‖
We also establish the uniform bound for step-3 strictly triangular nilmanifold
case. The result holds for all points by estimating the width with counting close
return time directly under Roth-type Diophantine condition. The step-3 case (as
well as filiform case, [F16]) is a good example to derive a simplified proof beyond
the renormalization method, in contrast to the Heisenberg case [FF06,CF15].
Theorem 1.3. Let (φtX) be a nilflow on 3-step nilmanifold M on 3 generators such
that the projected toral flow (φ¯tX) is a linear flow with frequency vector v := (1, α, β)
of Diophantine condition with exponent ν = 1 + ǫ for all ǫ > 0. For every s > 26,
there exists a constant Cs such that for every zero-average function f ∈ W s(M),
for all (x, T ) ∈M × R, we have∣∣∣∣∣ 1T
∫ T
0
f ◦ φtX(x)dt
∣∣∣∣∣ ≤ CsT−1/12+ǫ ‖f‖s .
In a general nilmanifold, the renormalization of the flow fails due to a lack of
enough Lie algebra automorphism. Instead, based on the theory of unitary repre-
sentations for the nilpotent Lie group (Kirillov theory), it is possible to choose a
proper scaling operator on the space of invariant distributions. The choice of scaling
factor relies on the notion of degree, which is an order of polynomial in irreducible
representations. Compared to the earlier work on Quasi-abelian case [FF14], the
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main novelty of our results lies in our generalization of the scaling method to solve
rescaled cohomological equation. In particular, improved Sobolev estimate on scal-
ing of invariant distribution is obtained by an analysis of cohomological equation
on general nilflows treated in [FF07] but with the loss of higher regularity.
In the last section, we present exponential mixing of hyperbolic nilautomorphism
as a main application. Exponential mixing of ergodic automorphism and its ap-
plications to the Central Limit Theorem on compact nilmanifolds was proven by
R. Spatzier and A. Gorodnik [AR14]. Their approach was based on the result of
Green and Tao [GT12], and mixing follows from the equidistribution of the expo-
nential map called box map satisfying certain Diophantine conditions. Our result
also shows specific exponent of exponential mixing depending on the structure of
nilmanifolds, which follows from equidistribution results and renormalization argu-
ment of hyperbolic automorphism. However, they are limited to special class of
nilautomorphisms due to lack of hyperbolicity on the group of automorphisms on
general nilpotent Lie algebras. (Cf. triangular step 3 with 3 generators.)
Nilflows are never weakly mixing due to existence of toral factors. However, it
was firstly proved that time-changes of Heisenberg flow is mixing by Avila, Forni
and Ulcigrai [AFU11]. Later, toward the general setting, Ravotti’s work [Rav18]
proved time changes of nilflows on filiform are mixing. Recently, there is a new
result by Avila, Forni, Ravotti, and Ulcigrai [AGRU19] that proved the lack of
parabolicity in toral factor can be overcome by a perturbation (reparametrization
of non-trivial time changes) of ergodic nilflows on any higher step nilmanifolds.
Other results about mixing of time-changes Heisenberg nilflows include polynomial
decay of correlations [FK17] which improves the result of [AFU11] and mutliple
mixing of time changes of Heisenberg nilflows (of bounded type) [FK18] by G.
Forni and A. Kanigowski.
This paper is organized as follows. In section 2, we define structures of nilmani-
folds and nilflows. In section 3, we carry out Sobolev estimates on solutions of the
cohomological equation and on invariant distributions as an application of Kirillov
theory of unitary representations of nilpotent groups. In section 4, we introduce the
notion of average width and prove a Sobolev trace theorem. In section 5, we prove
an effective equidistribution theorem for good points by a Borel-Cantelli argument.
In section 6, we prove bounds on the average width of an orbit segment of nilflows
by gluing all the irreducible representation. In section 7, we introduce a uniform
width estimate under a Roth-type Diophantine condition based on counting return
time directly to avoid good points argument. Finally, in section 8, as an applica-
tion, we prove the mixing of nilautomorphism.
Acknowledgement. I deeply appreciate my advisor Giovanni Forni for his
illuminating suggestions and guidance with his kindness and patience. I also thank
Livio Flaminio for reading draft and giving several comments. I visited the Institut
de Mathematiques de Jussieu-Paris Rive Gauche in Paris, France and part of the
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2. Nilflows on higher step nilmanifold
In this section we review nilpotent Lie algebras, groups and basic structures. We
recall Kirillov theory and representation theory.
2.1. Background of nilpotent Lie group and Lie algebras. Let N be a con-
nected, simply connected k-step nilpotent Lie group with Lie algebra n with n+ 1
generators. Let Γ be a co-compact lattice in N . The quotient N/Γ is then a com-
pact nilmanifold M which N acts on the left by translations. Denote by µ the
N -invariant measure onM . Let nj, j = 1 · · · k, denote the descending central series
of n:
n1 = n, n2 = [n, n], · · · , nj = [nj−1, n], · · · , nk ⊂ Z(n)
where Z(n) is the center of n. In this setting, there exists a strong Malcev basis
through the filtration (ni)
k
i=1 strongly based at the lattice Γ (See Theorem 1.1.13
and 5.16 of [CG90]). That is, given basis F = {ξ, η(1)1 , · · · η(1)n1 , · · · , η(k)1 , · · · η(k)nk }
with ξ ∈ n1\n2 and η(l)j ∈ nl\nl+1 for j = 1, · · · , nj , we have
(1) If we drop the first l elements of the basis, we obtain a basis of a subalgebra
of codimension l of n;
(2) For each j, the elements in order η
(j)
1 , · · · η(j)nj , · · · η(k)1 , · · · η(k)nk forms a basis
of an ideal nj of n;
(3) The lattice Γ is generated by
x := exp(ξ), y
(1)
1 := exp(η
(k)
nk ) · · · , y(k)nk := exp(η(k)nk ).
For any nilpotent Lie algebra n, there exists a codimension 1 subalgebra I where
n = Rξ ⊕ I. Then I is an ideal and [n, n] ⊆ I. ( [H73], Chapter 3, p.12, [CG90],
Lemma 1.1.8). For convenience, we write dimension a = dim(I) = n1 + · · · + nk
and set n = n1.
We denote Fn,k := Fn/(Fn)k is the free nilpotent Lie algebra of step k with n
generators, defined to be quotient of free algebra with n generators Fn.
Definition 2.1. An adapted basis of the Lie algebra n is an ordered basis (X,Y ) :=
(X,Y1, · · ·Ya) of n such that X /∈ I and Y := (Y1, · · · , Ya) is an basis of I.
A strongly adapted basis (X,Y ) := (X,Y1, · · ·Ya) is an adapted basis such that
the following holds:
(1) the system (X,Y1, · · ·Yn) is a system of generators of n, hence its projection
is a basis of the Abelianisation n/[n, n] of the Lie algebra n:
(2) The system (Yn+1, · · ·Ya) is a basis of the ideal [n, n].
2.2. Nilmanifold and nilflows. We introduce two fibrations of nilmanifold M .
The abelianisation N/[N,N ] of the group N is isomorphic to Rn+1 = Rn1+1 which
contains the subgroup Γ/[Γ,Γ] as a co-compact lattice. We obtain
(2) 0→M1 →M pr1−−→ Tn+1 → 0.
Especially, by the choice of action of one dimensional central element, the action
of the flow gives a foliation by circles
(3) 0→ T1 →M pr−→M1 pr−→ · · · pr−→ Tn+1 → 0.
Another fibration arises from the canonical homomorphismN → N/N ′ ≈ 〈exp ξ〉
(4) 0→Ma →M pr2−−→ T1 → 0.
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For θ ∈ T1, the fiber Maθ = pr2−1(θ) is local section of the nilflow on M .
By definition of the lattice Γ, bi-invariant volume form on N pushes down to
a right invariant volume form ω on M which yields a right invariant probability
measure on M .
For any element X ∈ n, let (φtX)t∈R denote the flow onM generated by X . That
is,
φtX(Γg) = Γg exp(tX), for all Γg ∈M.
The projection X¯ of X is the generator of a linear flow ψX¯ := {ψtX}t∈R on
Tn+1 ≈ Rn+1\Γ¯ defined by
ψtX¯(x1, · · · , xn+1) = (x1 + tv1, · · · , xn+1 + tvn+1).
The canonical projections π :M → Tn+1 intertwines the flows φtX and ψtX¯ .
Each defines a measure preserving flow (φtX , µ) on M where φ
t
X := {φtX}t∈R is
given by the formula
φtX(x) = x exp(tX), x ∈M, t ∈ R
Let N
(k)
n denote a k-step nilpotent Lie group on n + 1 generators, and let
Γ
(k)
n ⊂ N (k)n be a lattice. Denote M (k)n the corresponding nilmanifold. By Abelian-
ization of the group N
(k)
n /[N
(k)
n , N
(k)
n ] ≃ Rn+1, there is a projection M (k)n → M¯ (k)n
onto the n+ 1 torus. It is well known that a nilflow (φtX) on M
(k)
n is uniquely er-
godic, ergodic, and minimal if and only if the projected flow on M¯
(k)
n has rationally
independent frequencies (see [AGH63]).
Notation. Consider the set of indices
J := {(i, j) | 1 ≤ i ≤ nj , 1 ≤ j ≤ k}
J+ := {(i, j) | 1 ≤ i ≤ n1, j = 1}
J− := {(i, j) | 1 ≤ i ≤ nj , j > 1}
J−2 := {(i, j) | 1 ≤ i ≤ nj , j > 2}.
Let α := α
(j)
i ∈ RJ . Let X := Xα be the vector field on M defined
(5) Xα := log[x
−1 exp(
∑
(i,j)∈J
α
(j)
i η
(j)
i )]
and equivalently we write
(6) Xα := −ξ +
∑
(i,j)∈J
α
(j)
i η
(j)
i .
For θ ∈ T1 let Maθ = pr2−1(θ) denote fiber over θ ∈ T1 of the fibration pr2.
Transverse section Maθ of the nilflow {φtXα}t∈R, s = (si)ai=1 ∈ Ra corresponds to
{Γ exp(θξ) exp(
a∑
i=1
siηi) | (si) ∈ Ra} = {Γ exp(ead(θξ)
a∑
i=1
siηi) exp(θξ) | (si) ∈ Ra}.
Lemma 2.2. The flow (φtXα )t∈R on M is isomorphic to the suspension of its first
return map Φα,θ : M
a
θ → Maθ . For every (i, j) ∈ J , there exists a polynomial
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p
(j)
i,N (α, s) for s ∈ Ra such that return map Φα,θ is given by the following:
In the coordinate of s = (s
(j)
i ) for Γ exp(θξ) exp(
∑
(i,j)∈J s
(j)
i η
(j)
i ) ∈Maθ ,
(7) Φα,θ(s) = Γ exp(θξ) exp(
∑
(i,j)∈J
(s
(j)
i + α
(j)
i )η
(j)
i
+ [
∑
(i,j)∈J
s
(j)
i η
(j)
i , Xα] +
∑
(i,j)∈J2−
p
(j)
i (α, s)η
(j)
i )
and for r ∈ N,
(8) Φrα,θ(s) = Γ exp(θξ) exp(
∑
(i,j)∈J
(s
(j)
i + rα
(j)
i )η
(j)
i
+ [
∑
(i,j)∈J
s
(j)
i η
(j)
i , rXα] +
∑
(i,j)∈J2−
p
(j)
i,r (α, s)η
(j)
i ).
Proof. By (5), we have
exp(
∑
(i,j)∈J
s
(j)
i η
(j)
i ) exp(Xα) = exp(
∑
(i,j)∈J
s
(j)
i η
(j)
i )x
−1 exp(
∑
(i,j)∈J
α
(j)
i η
(j)
i )
= x−1 exp(ead(ξ)
∑
(i,j)∈J
s
(j)
i η
(j)
i ) exp(
∑
(i,j)∈J
α
(j)
i η
(j)
i ).
By Baker-Campbell-Hausdorff formula, there exist polynomial p
(j)
i (α, s) with
exp(
∑
(i,j)∈J
s
(j)
i η
(j)
i ) exp(Xα) = x
−1 exp(
∑
(i,j)∈J
(s
(j)
i + α
(j)
i )η
(j)
i
+ [
∑
(i,j)∈J
s
(j)
i η
(j)
i , Xα] +
∑
(i,j)∈J2−
p
(j)
i (α, s)η
(j)
i )
Since x ∈ Γ, we conclude
Γ exp(θξ) exp(
∑
(i,j)∈J
s
(j)
i η
(j)
i ) exp(Xα)
= Γ exp(θξ) exp(
∑
(i,j)∈J
(s
(j)
i + α
(j)
i )η
(j)
i + [
∑
(i,j)∈J
s
(j)
i η
(j)
i , Xα] +
∑
(i,j)∈J2−
p
(j)
i (α, s)η
(j)
i )
The formula implies that t = 1 is a return time of the restriction of the flow to
Maθ ⊂M . The formula for r ∈ N follows from induction. 
2.3. Kirillov theory and Classification. Kirillov’s theory yields the complete
classification of irreducible unitary representation of N . All the irreducible unitary
representation of nilpotent Lie groups are parametrized by the coadjoint orbits
O ⊂ n∗. It is well known that for any l ∈ n∗ there exists a polarizing subalgebra
m for a nilpotent Lie algebra n. (See [CG90], Theorem 1.3.3) Let m be polarizing
subalgebra for a linear form l ∈ n∗. Then, the character χl,m : expm → S1 is
defined
χl,m(expY ) = e
2πil(Y )
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To a pair Λ = (l,m), we associate the the unitary representation
πΛ = Ind
N
expm(χ)
where induced representation σ is defined by
σ(x)f(g) = f(g · x), x ∈ N, f ∈ Hπl,m .
These unitary representations are irreducible upto equivalence, and all unitary
irreducible representations are obtained in this way. It is known that l and l′ belong
to the same coadjoint orbit if and only if πl,m and πl′,m′ are unitarily equivalent
and πl,m is irreducible whenever m is maximal subordinate for l. For convenience,
we abuse the notation: Λ ∈ O ⇐⇒ l ∈ O for Λ = (l,m) and πΛ ≃ πΛ′ if l and l′
are in same coadjoint orbit.
Since the action of N on M preserves the measure µ, we obtain a unitary rep-
resentation π of N . The regular representation of L2(M) of N decomposes as a
countable direct sum (or direct integral) of irreducible, unitary representation Hπ,
which occur with at most finite multiplicity.
(9) L2(M,dµ) =
⊕
i
Hπi
The derived representation π∗ of a unitary representation π of N on a Hilbert
space Hπ is the Lie algebra representation of n on Hπ defined as follows. For every
X ∈ n,
(10) π∗(X) = lim
t→0
(π(exp tX)− I)/t
Suppose that n = RX ⊕ I and N = R⋉N ′ if we identify R with one-parameter
subgroup generated by X and normal subgroup N ′. Then, derived representation
of π∗ of the induced representation π = Ind
N
N ′(π
′) has a description: (see Lemma
3.4, [FF07])
Hπ ≃ L2(R, H ′, dx), and C∞(Hπ) = S(R, C∞(H ′))
as a topological vector space.
For f ∈ L2(R, H ′, dx), the group R acts by translations and its representation is
polynomial in the variable x.
(11) (π∗(Y )f)(x) = ιPY (x)f(x) = ι
k∑
j=0
1
j!
(Λ ◦ adjXY )xjf(x).
For any Y ∈ n, we define its degree dY ∈ N with respect to the representation
π∗(Y ) to be the degree of polynomial. Let (d1, · · · , da) be the degrees of the ele-
ments (Y1, · · · , Ya) respectively. The degree of representation π is defined as the
maximum of the degrees of the elements of any basis.
3. The cohomological equation
In this section, we prove a priori Sobolev estimate on the Green’s operator for the
cohomological equation Xu = f of nilflow with generator X . We estimate bound
of Green’s operator on Sobolev norm and on scaling of invariant distributions.
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3.1. Distributions and Sobolev space. Let L2(M) be the space of complex-
valued, square integrable functions on M . Given ordered basis F of n, the Trans-
verse Laplace-Beltrami operator is second-order differential operator defined by
∆F = −
∑
Y 2i , Yi ∈ I.
For any σ ≥ 0, let | · |σ,F be the transverse sobolev norm defined as follows: for all
functions f ∈ C∞(M), let
|f |σ,F :=
∥∥(I +∆F)σ2 f∥∥L2(M).
The completion of C∞(M) with respect to the norm | · |σ,F is denoted W σ(M,F)
which is sobolev space. Equivalently,
|f |σ,F = (‖f‖22 +
∑
1≤m≤σ
‖Yj1 · · ·Yjmf‖22)
1
2 , Yi ∈ n′.
Let W σ(Hπ) ⊂ Hπ be the Sobolev space of vectors in the maximal domain of
the essential self-adjoint operator (I + π∗(∆F ))
σ
2 endowed with the Hilbert space
norm
The distributional dual space to C∞(M) is E ′(M), and the distributional dual
space to W σ(M) is denoted
W−σ(M,F) := (W σ(M,F))′.
The completion of C∞(M) with respect to the norm | · |σ,F is denotedW σ(M,F)
which is sobolev space.
Definition 3.1. For any X ∈ n, the space of X-invariant distributions for the
representation π is defined as the space IX(Hπ) of all distributional solutions D ∈
D′(Hπ) of the equation π∗(X)D = XD = 0. Let
IσX(Hπ) := IX(Hπ) ∩W−σ(Hπ)
be the subspace of invariant distributions of order at most σ on R+.
3.2. A priori estimates. We denote by C∞(Hπ) the space of C
∞ vectors of the
irreducible unitary representation π defined previously. By Lemma 3.4 of [FF07],
for any function f ∈ C∞(Hπ), the unique distributional obstruction to the existence
of solutions of the cohomological equation
Xu = f
in a irreducible unitary representation is the normalized X-invariant distribution
D which can be written as
De(f) =
∫
R
〈f(t), e〉H′dt,
where H ′ is representation of codimension 1 subalgebra. For all σ > 1, let
Kσ(Hπ) = {f ∈W σ(Hπ) | D(f) = 0 for all D ∈W−σ(Hπ)}
be the kernel of the X-invariant distribution on the Sobolev space W σ(Hπ).
The Green’s operator GX : C0(R, H
′)→ B(R, H ′) by
GXf(t) =
∫ t
−∞
f(s)ds
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is well-defined on the kernel of distribution on C∞(Hπ). That is,
GXf(t) =
∫ t
−∞
f(s)ds = −
∫ ∞
t
f(s)ds.
Let O be any coadjoint orbit of maximal rank. For all (X,Y ) ∈ n × nk−1 and
Λ ∈ O, the skew-symmetric bilinear form
BΛ(X,Y ) = Λ([X,Y ])
Let
(12)
δO(X,Y ) := |BΛ(X,Y )|, for any Λ ∈ O
δO(X) := max{δO(X,Y ) | Y ∈ nk−1 and ‖Y ‖ = 1}
Here we quote known estimates:
Lemma 3.2 (Lemma 2.5, [FF07]). Let X ∈ n and Y ∈ nk−1 be any operator such
that Bl(X,Y ) 6= 0. There exists a codimension 1 ideal n′ ⊂ n with X /∈ n′ and
a unitary irreducible representation π with the following properties. The derived
representation π∗ of the Lie algebra n satisfies
π∗(X) =
d
dx
, π∗(Y ) = 2πιBl(X,Y )xIdH′ on L
2(R, H ′, dx)
Theorem 3.3 (Theorem 3.6, [FF07]). Let δO > 0, and let π be an irreducible
representation of n on a Hilbert space Hπ. If f ∈ W s(Hπ), s > 1 and D(f) = 0
for all D ∈ IX(Hπ), then GXf ∈W r(Hπ), for all r < (s− 1)/k and there exists a
constant C := C(X, k, r, s), such that
|GXf |r,F ≤ Cmax{1, δO(X)−(k−1)r−1)}|f |s,F .
3.3. Rescaling method.
Definition 3.4. [Renormalization group] Let Aρt ∈ SL(a + 1,R). The renormal-
ization dynamics is defined as the action of diagonal subgroup of the Lie group on
the deformation space. Let ρ := (ρ1, · · · ρa) ∈ (R+)a be any vector with rescal-
ing condition
∑
ρi = 1. There exists a one-parameter subgroup {Aρt } defined as
followings:
Aρt (X, · · · , Yi) = (etX, · · · , e−ρitYi, · · · ).
The deformation space of nilmanifold M is the space of all adapted bases of the
Lie algebra n. Renormalization group Aρt preserves the set of all basis but it is not
a group of automorphism of Lie algebra. That is, the dynamics induced by the
renormalization group on the deformation space has no recurrent orbits.
Given any adapted basis F = (X,Yi), let
F(t) = (X(t), Yi(t)) = {etX, · · · , e−ρitYi, · · · },
∑
i
ρi = 1
be rescaled basis of F . Let (d1, · · · , di) be the degrees of the elements (Y1, · · · , Yi)
respectively. For any ρ = (ρ1, · · · , ρa) ∈ Ra, let
(13) λF (ρ) := min
i:di 6=0
(
ρi
di
)
Remark. Scaling factor ρi is called Homogeneous if growth of scaling factor ρi is
proportional to degree of element Yi. That is, under homogeneous scaling, λF (ρ) =
ρi
di
for all i.
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For all i = 1, · · · , a, denote
(14) Λ
(j)
i (F) := (Λ ◦ adj(X))(Yi)
be the coefficients appearing in (11) and set
(15) |Λ(F)| := sup
(i,j):1≤i≤a,0≤j≤di
∣∣∣∣∣Λ(j)i (F)j!
∣∣∣∣∣ .
Let U(n) be the enveloping algebras of n. The generator δ is the derivation on
U(n′) obtained by extending the derivation ad(X) of n′ to U(n′). From nilpotency
of n it follows that for any L ∈ U(n′) there exists a first integer [L] such that
δ[L]+1L = 0.
Lemma 3.5. For each element L ∈ I with degree i, there exists Qj ∈ U(n) such
that π∗(L) =
∑i
j=0
1
j!π∗(Qj)x
j and [Qj] = [L] + 1− j.
Proof. By Lemma 3.2, there is X,Y ∈ n such that X = ddx and Y = 2πiδOxId. For
convenience, we normalize the constant of π∗(Y ) by 1. Write π∗(L) :=
∑i
j=0
1
j!Λ
(j)
L (F)xj .
For the coefficient of top degree, denote Qi =
1
i!ad
i
X(L) ∈ n. For degree i − 1,
we set Qi−1 = ad
i−1
X (L)−QiY ∈ U(n) such that
π∗(Qi−1) = π∗(ad
i−1
X (L))− π∗(Qi)π∗(Y ) = Λ(i−1)L (F)
Repeating this process, for degree 0, ∃Q0 ∈ U(n) such that
π∗(Q0) = π∗(L)− 1
l!
i∑
l=1
π∗(Ql)π∗(Y )
l = Λ
(j)
L (F)
and for 0 < l < i
π∗(Ql) = π∗(ad
l
X(L))−
1
l!
i∑
j=l+1
π∗(Qj)π∗(Y )
j−l
Therefore, we can recover all the derived representations π∗(Qj). 
Here is an estimate for rescaled version of theorem 3.3.
Theorem 3.6. Let s > r(k+1)+1/2, s > 1 and for all t ∈ R. For all f ∈ W s(M)
with D(f) = 0, there exists Cr,k,s > 0 such that the following holds:
|GX(t)f |r,F(t) ≤ Cr,k,se−(1−λF )tmax{1, (2πδO)−(kr+1)}|f |s,F(t)
Proof. Let δO(t) := e
−λF tδO > 0. Let P ∈ F and denote P (t) ∈ F(t) rescaled ele-
ment with its scaling factor ρ[P ]. i.e. P (t) = e
−ρ[P ]tP . We denote Y (t) = e−λF tY
where scaling factor ρY is replaced by λF .
If α > 1/2, then by Ho¨lder’s inequality, there exists Cα such that
(16)
∫ t
−∞
|f(s)|H′ds ≤ Cα
δO(t)
1/2
∥∥(I − Y (t)2)α2 f∥∥ .
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By Cauchy-Schwartz inequality,∥∥Y (t)lGX(t)f∥∥2
≤
∫ ∞
0
(
|2πδO(t)x|l
∫ ∞
x
e−t|f(s)|H′ds
)2
dx+
∫ 0
−∞
(
|2πδO(t)x|l
∫ x
−∞
e−t|f(s)|H′ds
)2
dx
≤
∫ ∞
0
|2πδO(t)x|2l
∫ ∞
x
e−2t|f(s)|2H′dsdx+
∫ 0
−∞
|2πδO(t)x|2l
∫ x
−∞
e−2t|f(s)|2H′dsdx.
For all α > 1, we set
C2α,l =
∫ ∞
0
(2πx)2l
(∫ ∞
x
(1 + (4π2s2))−l+αds
)
dx
+
∫ 0
−∞
(2πx)2l
(∫ x
−∞
(1 + (4π2s2))−l+αds
)
dx <∞.
(17)
By Ho¨lder’s inequality and changes of variable, ∃Cα,l > 0 such that
(18)
∥∥Y (t)lGXf∥∥ ≤ e−(1−λF )tCα,l
δlO
∥∥∥(I − Y (t)2) l+α2 f∥∥∥ .
Note
|Λ(addiX(t)Yi(t))| = et(di−ρi)|Λ(addiXYi)|.
By (11), ∃Qi(t) ∈ U(n) such that π∗(Qi(t)) = eρitπ∗(Qi). Then,
π∗(P (t)) =
[P ]∑
j=0
1
j!
Λ
(j)
L (F(t))xj =
[P ]∑
j=0
1
j!
π∗(Qj(t))π∗(Y (t))
j .
For cohomological equation X(t)u = f with its Green’s operator GX(t),
π∗(P (t))GX(t)(f) =
[P ]∑
j=0
1
j!
π∗(Qj(t))π∗(Y (t))
jGX(t)(f)(19)
=
[P ]∑
j=0
1
j!
π∗(Y (t))
jGX(t)(π∗(Qj(t))f)(20)
Then by (18), for any α > 1,
∥∥P (t)GX(t)(f)∥∥ ≤ [P ]∑
j=0
1
j!
∥∥Y (t)jGX(t)(Qj(t)f)∥∥
≤
[P ]∑
j=0
e−(1−λF )t
Cj,α
j!
(
1
2πδO
)j+1
∥∥∥(I − Y (t)2) j+α2 Qj(t)f∥∥∥ .
In general, there exists Q¯j(t) ∈ U(n) such that
P (t)2r = (
[P ]∑
j=0
1
j!
Y (t)jQj(t))
2r :=
2r[P ]∑
j=0
Y (t)jQ¯j(t)
and [Q¯j(t)] = 2r([P ] + 1)− j. By setting P (t) = Yi(t),∥∥Yi(t)2rGX(t)(f)∥∥ ≤ 2r[Yi]∑
j=0
e−(1−ρY )tCj,α(
1
2πδO
)j+1
∥∥∥(I − Y (t)2) j+α2 Q¯j(t)f∥∥∥
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≤ e−(1−ρY )tCαmax{1, δO−2r[Yi]+1}|f |α+2r([Yi]+1),F(t).
Note
Yi(t)
2Yj(t)
2 + Yj(t)
2Yi(t)
2 ≤ Yi(t)4 + Yj(t)4.
Then ∆(t)2 ≤ a∑ai=1 Yi(t)4 and in general,
∆(t)2r ≤ a2r
a∑
i=1
Yi(t)
2r.
Therefore,∥∥π∗(∆(t)2r)GX(t)∥∥ ≤ a2r a∑
i=1
∥∥π∗(Yi(t)2r)GX(t)∥∥
≤ a2r
a∑
i=1
e−(1−ρY )tCαmax{1, δO−2r([Yi]+1)}|f |α+2r([Yi]+1),F(t)
≤ a2r+1e−(1−ρY )tCαmax{1, δO−2r(k+1)}|f |α+2r(k+1),F(t)
Since [∆r] ≤ 2kr, there exists C′ = C′(a, r, l,X) > 0 such that
|GX(t)f |2r,F(t) ≤ C′e−(1−ρY )tmax{1, (2πδO)−2r(k+1)}|f |2(k+1)r+α,F(t).
By interpolation, for all s > r > 0 such that s > r(k + 1) + 1/2 there exists a
constant Cr,s := Cr,s(k,X) > 0 such that
|GX(t)f |r,F(t) ≤ Cr,se−(1−ρY )tmax{1, (2πδO)−r(k+1)}|f |s,F(t).

3.4. Scaling of invariant distribution. In this section, we introduce the Lya-
punov norm and compare bounds between Sobolev dual norm and Sobolev Lya-
punov norm of invariant distribution in every irreducible, unitary representation.
For all t ∈ R and λ := λF (ρ) defined in (13), let the operator Ut : L2(R, H ′)→
L2(R, H ′) be the unitary operator defined as follows:
(21) (Utf)(x) = e
−λ2 tf(e−λtx)
We consider the comparison of the norm estimate on the scaling of invariant
distributions
|D|−r,F(t) = sup
f∈W r
{|D(f)| : ‖f‖r,F(t) = 1}
in terms of |D|−r,F .
Theorem 3.7. For r ≥ 1 and s > r(k + 1), there exists a constant Cr,s > 0 such
that for all t ∈ R, the following bound holds:
‖Utf‖r,F(t) ≤ Cr,s‖f‖s,F
Proof. Assume the same hypothesis for P ∈ F and P (t) in the proof of Theorem
3.6. By Lemma 3.5, there exists (i− j + 1)th order Qj ∈ U(n) with
U−1t P (t)Ut = x
iQi + e
−λtxi−1Qi−1 + e
−2λtxi−2Qi−2 + · · ·+ e−iλtQo.
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Then, there exists Cw > 0 such that∥∥U−1t P (t)Utf∥∥ ≤ i∑
j=0
∥∥∥e−(i−j)λtxjQjf∥∥∥
≤ Cw max
0≤j≤i
∥∥Y jQjf∥∥
≤ Cw|f |[P ]+1,F .
Since [P ] ≤ k, by unitarity
(22) |Utf |1,F(t) ≤ C1|f |k+1,F .
Hence, for some s > r(k + 1),
(23) |Utf |r,F(t) ≤ Cr,s|f |s,F .

Theorem 3.8. For r ≥ 1, s > r(k + 1), there exists a constant Cr,s such that for
all λ, the distribution satisfies
|D|−s,F ≤ Cr,se−λ2 t|D|−r,F(t).
Proof. We note that
D(Utf) =
∫
R
e−
λ
2 tf(e−λtx)dx = e
λ
2 t
∫
R
f(x)dx.
Then by unitarity,
|D|−r,F(t) = sup
f 6=0
|D(f)|
|f |r,F(t)
= sup
f 6=0
|D(Utf)|
|Utf |r,F(t)
≥ sup
f 6=0
e
λ
2 t|D(f)|
Cr,s|f |s,F = e
λ
2 t|D|−s,F
and
|D|−s,F ≤ Cs,re−λ2 t|D|−r,F(t).

Definition 3.9 (Lyapunov norm). For any basis F and all σ > 1/2, define Lya-
punov norm
(24) ‖D‖−σ,F := infτ≥0 e
−
λF (ρ)
2 τ |D|−σ,F(τ).
The following lemma is immediately from the definition of the norm.
Lemma 3.10. For all t ≥ 0, we have
‖D‖−σ,F ≤ infτ≥0 e
−λ2 τ ‖D‖−σ,F(τ) .
Proof. By definition of the norm,
‖D‖−σ,F = infτ≥0 e
−
λF (ρ)
2 τ |D|−σ,F(τ)
= e−
λF (ρ)
2 t inf
τ+t≥0
e−
λF (ρ)
2 τ |D|−σ,F(t+τ) ≤ e−
λF (ρ)
2 t ‖D‖−σ,F(t) .

We conclude this section by introducing useful inequality that follows from the
theorem 3.8,
(25) C−1r,s |D|−s,F ≤ ‖D‖−r,F ≤ |D|−r,F .
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4. A Sobolev trace theorem
In this section, we prove a Sobolev trace theorem for nilpotent orbits. Accord-
ing to this theorem, uniform norm of an ergodic integral is bounded in terms of
the average width of the orbit segment times the transverse Sobolev norms of the
function, with respect to a given basis of the Lie algebra.
4.1. Sobolev a priori bounds. Assume F(t) = (X(t), Y (t)) is rescaled basis. For
any x ∈M , let φx,t : R× Ra →M be the local embedding defined by
φx,t(τ, s) = x exp(τX(t))
a∏
i=1
exp(siYi(t)), s = (si)
a
i=1
Lemma 4.1. For any x ∈M , t ≥ 0, and f ∈ C∞(M), we have
∂sif ◦ φx,t(τ, s) = Sif ◦ φx,t(τ, s), Si = Yi(t) +
a∑
l>i
ql(s, t)Yl(t) ∈ n
where q is polynomial in s of degree at most k − 1 and |ql(s, t)| ≤ |ql(s, 0)| for all
t ≥ 0.
Proof. Let s+hi denote sequence with (s+h)i = si+h and (s+hi)j = sj, if i 6= j.
∂sif ◦ φx,t(τ, s) = lim
h→0
f ◦ φx,t(τ, s+ hi)− f ◦ φx,t(τ, s)
h
and we plan to rewrite f ◦ φx,t(τ, s+ hi) in suitable way to differentiate.
For fixed i and j > i,
exp((si + h)Yi(t)) exp(sjYj(t))
= exp(siYi(t)) exp(hYi(t)) exp(sjYj(t))
= exp(siYi(t)) exp(e
ad(hYi(t))sjYj(t)) exp(hYi(t))
= exp(siYi(t)) exp(sjYj(t)) exp(
∞∑
n=1
1
n!
adnhYi(t)sjYj(t)) exp(hYi(t))
By Campbell-Hausdorff formula, we set
= exp(siYj(t)) exp(siYj(t)) exp(h(Yi(t) + [Yi(t), sjYj(t)]) +O(h
2))
Choose j = i+1 and observe that all the terms of h are on right side. Iteratively,
we will repeat this process from j = i+1 to a until all the terms of h pushed back.
That is, we conclude
φx,t(τ, s+ hi) = φx,t(τ, s) exp(h(Yi(t) + [Yi(t), si+1Yi+1(t)]
+ [[Yi(t), si+1Yi+1(t)], si+2Yi+2(t)] + · · ·+ [Yi(t), · · · ], saYa(t)] · · · ])
+O(h2)).
For convenience, we write coefficient function ql(s, t) in polynomial degree at most
k for s such that
φx,t(τ, s+ hi) = φx,t(τ, s) exp(h(Yi(t) +
a∑
l>i
ql(s, t)Yl(t)) + o(h
2)).
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It concludes the proof by choosing Si = Yi(t) +
∑a
l>i ql(s, t)Yl(t).
Also commutation in rescaled elements [Yi(t), sjYj(t)] = sje
−ρtYk(t) implies
ql(s, t) include exponential term with negative exponent such that it decreases on
t ≥ 0.

Let △Ra be the Laplacian operator on Ra given by
△Ra = −
a∑
i=1
∂2
∂s2i
Given an open set O ⊂ Ra containing origin, let RO be the family of all a-
dimensional symmetric rectangles R ⊂ [− 12 , 12 ]∩O that are centered at origin. The
inner width of the set O ⊂ Ra is the positive number
w(O) = sup{Leb(R) | R ∈ RO},
where Leb is Lebesgue measure on R. The width function of a set Ω ⊂ R × Ra
containing the line R× {0} is the function wΩ : R→ [0, 1] defined as follows:
wΩ(τ) := w({s ∈ Ra | (τ, s) ∈ Ω}), ∀τ ∈ R
Consider the family Ox,t,T of open sets Ω ⊂ R× Ra satisfying two conditions
[0, T ]× {0} ⊂ Ω ⊂ R× [−1
2
,
1
2
]a
and φx,t is injective on the open set Ω ⊂ Ra. The average width of the orbit
segment of rescaled nilflow
{φx,t(τ, 0) | 0 ≤ t ≤ T }
is positive number
(26) wF(t)(x, T ) = sup
Ω∈Ox,t,T
(
1
T
∫ T
0
ds
wΩ(s)
)−1
.
The following lemma is derived from standard Sobolev embedding theorem under
rescaling argument.
Lemma 4.2. [FF14], Lemma 3.7. Let I ⊂ R be an interval, and let Ω ⊂ R× Ra
be a Borel set containing the segment I × {0} ⊂ R× Ra. For every σ > a/2, there
is a constant Cs > 0 such that for all functions F ∈ C∞(Ω) and all τ ∈ I, we have(∫
I
|F (τ, 0)|dτ
)2
≤ Cσ
(∫
I
dτ
wΩ(τ)
)∫
Ω
|(I −△Ra)σ2 F (τ, s)|dτds.
For the rest of section, we prove generalized version of theorem 5.2 of [FFT15].
The following theorem indicates the bound of ergodic average of scaled nilflow φτX(t)
with width function on general nilmanifolds.
Theorem 4.3. For all σ > a/2, there is a constant Cσ > 0 such that the following
holds. ∣∣∣∣∣ 1T
∫ T
0
f ◦ φτX(t)(x)dτ
∣∣∣∣∣ ≤ CσT−12wF(t)(x, T )− 12 |f |σ,F(t)
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Proof. Because Yi(t) is essentially skew-adjoint,
0 ≤ −(Yi(t) + Yj(t))2 = −(Yi(t)2 + Yj(t)2)− (Yi(t)Yj(t) + Yj(t)Yi(t)).
Recall that |si| ≤ 12 and t ≥ 1. By Lemma 4.1, each qj is bounded in s and t.
There exists large C > 0 with
−S2i = −(Yi(t) +
a∑
l>i
ql(s, t)Yl(t))
2
≤ −(3 + C)
a∑
j=i
Yj(t)
2.
Operators on both sides are essentially self-adjoint,
(I −
a∑
i=1
S2i )
σ
2 ≤ (3 + C)σ2 (I −
a∑
i=1
Yi(t)
2)
σ
2 .
Thus, there is a constant Cσ > 0 such that
(27)
∥∥(I −△Ra)σ2 f ◦ φx,t∥∥2L2(Ω) ≤ Cσ ∥∥(I −∆F(t))σ2 f∥∥2L2(M) .
By Lemma 4.2, we can see that for σ > a/2, setting F (τ, 0) = f ◦ φτX(t)(x)∣∣∣∣∣ 1T
∫ T
0
f ◦ φτX(t)(x)dt
∣∣∣∣∣
2
=
(
1
T
∫ T
0
|F (τ, 0)dτ |2
)2
≤ Cσ 1
T
(
1
T
∫ T
0
ds
wΩ(s)
)∫
Ω
|(I −△Ra)σ2 F (τ, s)|dτds
≤ CσT−1wF(t)(x, T )−1
∥∥(I −∆F(t))σ2 f∥∥2L2(M) .

5. Average Width estimate
In this section we prove estimates on the average width of orbits of nilflows. Let
Xα be the vector field on M defined in (5). Recall the formula (6)
Xα := ξ +
∑
(i,j)∈J
α
(j)
i η
(j)
i .
Let us introduce special type of condition for Lie algebra that is required for
width estimate.
Definition 5.1. Let n be nilpotent Lie algebra satisfying transversality condition
if there exists basis (Xα, Y ) of n such that
(28) 〈Gα〉 ⊕ Ran(adXα) + CI(Xα) = n
where Gα = (Xα, Y
(1)) is a set of generator and CI(Xα) = {Y ∈ I | [Y,Xα] = 0}
is centralizer.
Set R = dimRan(adXα) and c = dimCI(Xα). Then, by rank-nullity theorem
for adXα ,
c+R = dimCI(Xα) + dimRan(adXα) = dim(I) = a.
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Since generators are not in the range of adXα ,
(29) dimRan(adXα) ≤ a− n and dimCI(Xα) ≥ n.
Remark. Here we remind that triangular k-step Lie algebra satisfies transversality
condition with dimCI(Xα) = k = |Gα| which attains equality on (29).
5.1. Almost periodic point. Recall that Maθ denotes the fiber at θ ∈ T1 of the
fibration pr2 : M → T1. Φα,θ denote the first return map of nilflow {φtXα} to the
transverse section Maθ and Φ
r
α,θ denote r-th iterate of the map Φα,θ. Let G denote
nilpotent Lie group with its lattice Γ defining Maθ = Γ/G. G acts on M
a
θ by right
action and action of G extends on Maθ ×Maθ .
Define a map ψ
(r)
α,θ : M
a
θ → Maθ × Maθ given by ψ(r)α,θ(x) = (x,Φrα,θ(x)). By
its definition, the map Φrα,θ commutes with the action of the centralizer CG =
exp(CI(Xα)) ⊂ G and its action on product Maθ ×Maθ commutes with ψ(r)α,θ. That
is, for c ∈ CG and x = Γg,
(30) ψ
(r)
α,θ(xc) = (xc,Φ
r
α,θ(xc)) = (xc,Φ
r
α,θ(x)c) = ψ
(r)
α,θ(x)c.
Then quotient map is well-defined on
(31) Ψ
(r)
α,θ :=M
a
θ /CG −→Maθ ×Maθ /CG.
Setting. (i) In Maθ ×Maθ , we set diagonal ∆ = {(x, x) | x ∈ Maθ } which is
isomorphic to Maθ by identifying (x, x) with x ∈ Maθ . Given (x, x) ∈ ∆, tangent
space of diagonal is T(x,x)∆ := {(v, v) | v ∈ TxMaθ }. In total space Maθ ×Maθ , it
splits
T(x,x)(M
a
θ ×Maθ ) = T(x,x)∆⊕ (T(x,x)∆)⊥
and by identification
(32) (w1, w2) = 1/2(w1 + w2, w1 + w2) + 1/2(w1 − w2,−(w1 − w2)),
normal space is defined as (T(x,x)∆)
⊥ = {(v,−v) | v ∈ TxMaθ } = T(x,x)∆⊥.
(ii) Given x = Γh1, y = Γh2 ∈ Maθ , define a set ∆(x,y) = {(xg, yg) | g ∈
G} ⊂ Maθ ×Maθ for (xg, yg) = (Γh1g,Γh2g) and ∆⊥(x,y) = {(xg, yg−1) | g ∈ G}
that contains (x, y). For ψ
(r)
α,θ(x) = (x,Φ
r
α,θ(x)), its tangent space in M
a
θ ×Maθ is
decomposed
T(x,Φr
α,θ
(x))(M
a
θ ×Maθ ) = T(x,Φrα,θ(x))∆(x,Φrα,θ(x)) ⊕ (T(x,Φrα,θ(x))∆(x,Φrα,θ(x)))⊥.
Then tangent space of diagonal is T(x,Φr
α,θ
(x))∆(x,Φr
α,θ
(x)) = {(v, dxΦrα,θ(v)) | v ∈
TxM
a
θ } and its normal space is identified as
(T(x,Φr
α,θ
(x))∆(x,Φr
α,θ
(x)))
⊥ = T(x,Φr
α,θ
(x))∆
⊥
(x,Φr
α,θ
(x)).
By (32) again,
(33) (T(x,Φr
α,θ
(x))∆(x,Φr
α,θ
(x)))
⊥ =
{(1/2(v − dxΦrα,θ(v)),−1/2(v − dxΦrα,θ(v)) | v ∈ TxMaθ }.
(iii) Now define orthogonal projection π : Maθ × Maθ → Maθ ×Maθ along the
direction of diagonal. That is, for (x, y) ∈Maθ ×Maθ , there exists (x′, y′) such that
π(x, y) = (x′, y′) ∈ ∆(x,y) ∩∆⊥(x,x). Then,
Tπ(x,y)∆π(x,y) = T(x,y)∆(x,y), Tπ(x,y)∆
⊥
π(x,y) = T(x,y)∆
⊥
(x,y).(34)
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Define a map F (r) : Maθ → Maθ ×Maθ given by F (r) = π ◦ ψ(r)α,θ. In the local
coordinate, by identification (33) and (34),
(35) dxF
(r)(v) = (1/2(v − dxΦrα,θ(v)),−1/2(v − dxΦrα,θ(v)), v ∈ TxMaθ .
By (30) and definition of F (r), we have F (r)(xc) = F (r)(x)c for c ∈ CG. Then for
all r ∈ Z, F (r) induces a quotient map F˜ (r) :Maθ /CG →Maθ ×Maθ /CG. From (35),
the range of differential DF˜ (r) is determined by I −DΦrα,θ.
In the next lemma, we verify the range of differential map DF˜ (r).
Lemma 5.2. For all r ∈ Z\{0}, range of I −DΦrα,θ on I/CI(Xα) coincides with
Ran(adXα) and Jacobian of F˜
(r) is non-zero constant.
Proof. Recall that Φrα,θ is r-th return map onM
a
θ . We find differential in the direc-
tion of each Y ji for fixed i and j. For x ∈M , set a curve γxi,j(t) = x exp(tY (j)i ) exp(rXα).
Note that
exp(tY
(j)
i ) exp(rXα) = exp(rXα) exp(−rXα) exp(tY (j)i ) exp(rXα)
= exp(rXα) exp(e
−r(adXα )(tY
(j)
i ))
and
d
dt
γxi,j(t) |t=0= e−r(adXα )(Y (j)i ).
By definition,
∂Φrα,θ
∂s
(j)
i
(x) =
d
dt
(γxi,j(t)) |t=0 and we have I−DΦrα,θ = I−
∑
(i,j)∈J
∂Φrα,θ
∂s
(j)
i
.
Then,
(36)
(I −DΦrα,θ)(
∑
(i,j)∈J
s
(j)
i Y
(j)
i ) = [r(adXα)(
∞∑
k=0
(−1)k
(k + 1)!
(adXα)
k)](
∑
(i,j)∈J
s
(j)
i Y
(j)
i ).
Therefore, range of I −DΦrα,θ is contained in Ran(adXα).
Conversely, 1−e
−adXα
adXα
=
∑∞
k=0
(−1)k
(k+1)! (adXα)
k is invertible and
(37) I −DΦrα,θ
(1− e−adXα
adXα
)−1(
∑
(i,j)∈J
s
(j)
i Y
(j)
i )
 = r(adXα)( ∑
(i,j)∈J
s
(j)
i Y
(j)
i ).
Therefore, we conclude that range of I −DΦrα,θ is Ran(adXα).
If
∑
(i,j)∈J s
(j)
i Y
(j)
i ∈ CI(Xα), then (I−DΦrα,θ)(
∑
(i,j)∈J s
(j)
i Y
(j)
i ) = 0 and kernel
of I − DΦrα,θ is CI(Xα). I.e, I − DΦrα,θ is bijective on I/CI(Xα). Thus, by (36)
Jacobian of I −DΦrα,θ is non-zero constant and it concludes the statement.

Setting (continued). (iv) Set submanifold S ⊂ Maθ × Maθ that consists of
diagonal ∆ and coordinates of generators in normal (transverese) directions. Denote
its quotient SC = S/CG ⊂ Maθ ×Maθ /CG. Then, following Lemma 5.2, we obtain
transversality of F˜ (r) to SC . For every p ∈ (F˜ (r))−1(SC), the transversality holds
on tangent space:
(38) TF˜ (r)(p)SC +DF˜ (r)(TpMaθ /CG) = TF˜ (r)(p)(Maθ ×Maθ /CG).
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T
T
Maθ ×Maθ
∆
F (r)(x)
x
Figure 5.1. Illustration of displacement F (r) in productMaθ ×Maθ
and comparison with uniform expanding map.
(v) Denote Lebesgue measure La+1(= volM ) on nilmanifold M and conditional
measure Laθ(= volMaθ ) on transverse manifold Maθ . On quotient space Maθ,C :=
Maθ /CGθ , we write measure Lcθ(= volMaθ /CG). Similarly, we set conditional measure
µaθ(= volMaθ×Maθ ) on product manifold and µ
c
θ(= volMaθ ×Maθ /CG) on its quotient
space.
Denote image of F (r) byMaθ,r := F
(r)(Maθ ) ⊂Maθ×Maθ andMaθ,r,C := F˜ (r)(Maθ,C).
We write its conditional Lebesgue measure µaθ,r := µ
a
θ |Maθ,r and µcθ,r := µcθ|Maθ,r,c re-
spectively.
For any open set USC ⊂Maθ ×Maθ /CG, we write push-forward measure (F˜ (r))∗Lcθ
(F˜ (r))∗Lcθ(USC ∩Maθ,r,C) = Lcθ((F˜ (r))−1(USC ∩Maθ,r,C))
=
∫
USC
∑
x∈(F˜ (r))−1({z}),z∈USC
1
Jac(F˜ (r)(x))
dvolMa
θ,r,c
(z).
By compactness of Maθ (or M
a
θ /CG), it is finite. By Lemma 5.2, Jacobian of F˜
(r)
is constant and (F˜ (r))∗Lcθ = µcθ,r is Lebesgue.
By invariance of action of centralizer, for any neighborhood US ∈Maθ ×Maθ with
USC = US/CG,
(39) µcθ,r(USC ∩Maθ,r,C) = µaθ,r(US ∩Maθ,r)
and by definition of conditional measure,
(40) µaθ,r(US ∩Maθ,r) = µaθ(US).
Let d be a distance function in Maθ ×Maθ and we abuse notation d for induced
distance on Maθ ×Maθ /CG. Set Uδ = {z ∈ Maθ ×Maθ | d(z,S) < δ} be a δ-tubular
neighborhood of S and Uδ,C = {z ∈Maθ ×Maθ /CG | d(z,SC) < δ} be its quotient.
Define almost-periodic set (set of r-th close return) on the diagonal
(41) AP r(Uδ) := {x ∈Maθ | d(F (r)(x),S) < δ}.
Since F (r) commutes with CG, AP
r(Uδ)/CG = {x ∈Maθ /CG | d(F˜ (r)(x),SC) < δ}
and Laθ(AP r(Uδ)) = Lcθ(AP r(Uδ)/CG).
The following volume estimate of almost-periodic set holds.
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Lemma 5.3. Let Uδ,C be any tubular neighborhood of SC in Maθ ×Maθ /CG. For
all r ∈ Z\{0}, the conditional measure volMa
θ
of AP r(Uδ) is given as follows:
Laθ(AP r(Uδ)) = µcθ,r(Uδ,C ∩Maθ,r,C).
Proof. By previous setting (v), it suffices to prove Lcθ(AP r(Uδ)/CG) = µcθ,r(Uδ ∩
Maθ,r,C). Note that (F˜
(r))−1(AP r(Uδ)/CG) = {x ∈ Maθ /CG | d(z,SC) < δ} if
z = F˜ r(x) for some x ∈Maθ /CG, otherwise it is an empty set.
Then, (F˜ (r))−1(AP r(Uδ)/CG) = (Uδ,C ∩Maθ,r,C). Thus, by definition of push-
forward measure, the equality holds. 
Recall that F˜ (r) : Maθ,C → Maθ,r,C has non-zero constant Jacobian if r 6= 0 by
Lemma 5.2 and it is a local diffeomorphism. Thus, by transversality of F˜ (r), in a
small tubular neighborhood U , F˜ (r) is covering.
Lemma 5.4. For any z ∈ U ∩Maθ,r,C, there exist finite number of pre-images of
F˜ (r).
Proof. If we suppose that (F˜ (r))−1(z) contains infinitely many different points, then
since the manifold Maθ is compact (and M
a
θ,C is compact), there exists a sequence
of pairwise different points xi ∈ (F˜ (r))−1(z), which converges to x0. We have
(F˜ (r))(x0) = z and by inverse function theorem, the point x0 has a neighborhood
U ′ in which F˜ (r) is a homeomorphism. In particular, U ′\{x0} ∩ (F˜ (r))−1(z) = ∅,
which leads a contradiction. 
Set Nr(z) = #{x ∈Maθ,C | F˜ (r)(x) = z} the number of pre-images of F˜ (r). The
number Nr(z) is independent of choice of z ∈ U ∩Maθ,r,C since Jacobian is constant
and degree of map is invariant (see [DAS, §3]).
Now we introduce the volume estimate of δ-neighborhood Uδ,C .
Proposition 5.5. The following volume estimate holds: for any r 6= 0, there exists
C := C(Maθ ) > 0 such that
µcθ,r(Uδ,C ∩Maθ,r,C) < Cδ.
Proof. Let U ⊂Maθ ×Maθ /CG be a tubular neighborhood of SC that contains Uδ,C
with the following condition:
(42) volMa
θ
×Ma
θ
/CG(Uδ,C) = δvolMaθ ×Maθ /CG(U).
If U ∩Maθ,r,C = ∅, then there is nothing to prove since Uδ,C ∩Maθ,r,C = ∅. Assume
z ∈ U ∩Maθ,r,C and let {Jk}k≥1 be connected components of (F˜ (r))−1(U ∩Maθ,r,C).
We firstly claim that F˜ (r)|Jk is injective.
Given z ∈ U ∩Maθ,r,C , assume that there exist x1 6= x2 ∈ Jk for some k such
that z = F˜ (r)|Jk(x1) = F˜ (r)|Jk(x2). Let γ : [0, 1] → Jk be a path that connects
γ(0) = x1 and γ(1) = x2. Set the lift of path γ˜ = F˜
(r)|Jk ◦ γ : [0, 1] → U . Then
γ˜(0) = γ˜(1) = z and γ˜ is a loop in U . Since U is simply connected, γ˜ is contractible
and there exists a homotopy of path gs : [0, 1]→ U such that g0 = γ˜ is homotopic
to a constant loop g1 = c by fixing two end points F˜
(r)|Jk(x1) = F˜ (r)|Jk(x2) = z
for s ∈ [0, 1] .
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Note that F˜ (r)|−1Jk ◦ gs is a lift of homotopy gs, and lift of g0 is γ = F˜ (r)|−1Jk (γ˜)
with fixed end points x1 and x2. By continuity of homotopy, gs also keeps the
same end points x1 and x2 fixed for all s ∈ [0, 1]. Since g1 is constant loop and its
lift should be a single point, γ is homotopic to a constant. Since end points of γ
is fixed, it has to be a constant but it leads a contradiction. Therefore, we have
x1 = x2.
Set F˜
(r)
k = F˜
(r)|Jk . Then by injectivity of F˜ (r)k , we obtain
(F˜ (r))−1(U) = (F˜ (r))−1(U ∩Maθ,r,C) =
Nr⋃
k=1
Jk.
Furthermore, we obtain the following equality:
(43) volMa
θ
/CG(Jk) =
volMa
θ,r,C
(U ∩Maθ,r,C)
Jac(F˜
(r)
k )
=
volMa
θ,r,C
(U ∩Maθ,r,C)
Jac(F˜ (r))
.
Since volume of Maθ /CG is a finite,
Nr
(volMa
θ
×Ma
θ
/CG(U)
Jac(F˜ (r))
)
= Nr
(volMa
θ,r,C
(U ∩Maθ,r,C)
Jac(F˜ (r))
)
(44)
=
Nr∑
k=1
volMa
θ
/CG(Jk) <∞.(45)
Assume that (F˜ (r))−1(Uδ,C) =
⋃Nr
k=1(F˜
(r)
k )
−1(Uδ,C). Then by (43) and definition
of conditional measure,
volMa
θ
/CG((F˜
(r))−1(Uδ,C)) =
Nr∑
k=1
volMa
θ
/CG((F˜
(r)
k )
−1(Uδ,C))
= Nr
(volMa
θ,r,C
(Uδ,C ∩Maθ,r,C)
Jac(F˜ (r))
)
= Nr
(volMa
θ
×Ma
θ
/CG(Uδ,C)
Jac(F˜ (r))
)
.
By previous last equality with condition (42),
(46) volMa
θ
/CG((F˜
(r))−1(Uδ,C)) = Nr
(δvolMa
θ
×Ma
θ
/CG(U)
Jac(F˜ (r))
)
.
Therefore, combining (44) and (46), there exists C > 0 such that
µcθ,r(Uδ,C) = (F˜
(r))∗volMa
θ
/CG(Uδ,C) = volMaθ /CG((F˜
(r))−1(Uδ,C)) < Cδ.

Definition 5.6. For any basis Y = {Y1, · · ·Ya} of codimension 1 ideal I of n, let I
be the supremum of all constant I ′ ∈ (0, 12 ) such that for any x ∈M the map
(47) φYx : (s1, · · · , sa) 7→ x exp(
a∑
i=1
siYi) ∈M
is local embedding (injective) on the domain
{s ∈ Ra | |si| < I ′ for all i = 1, · · · , a}.
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For any x, x′ ∈ M , set local distance d∗ (measured locally in the Lie algebra)
on transvere section Maθ along Yi direction by dYi(x, x
′) = |si| if there is s :=
(s1, · · · , sa) ∈ [−I/2, I/2]a such that
x′ = x exp(
a∑
i=1
siYi),
otherwise dYi(x, x
′) = I.
Recall the projection map pr1 : M → Tn+1 onto the base torus. On transverse
manifold, for all θ ∈ T1, let prθ :Maθ → Tn be the restriction to Maθ . Then,
dYi(prθ(Φ
r
α,θ(x)), prθ(x)) = rαi, 1 ≤ i ≤ n.
We note distance dYi(Φ
r
α,θ(x), x) on the generators does not depend on choice of x.
For any L ≥ 1, r ∈ Z, x ∈Maθ and given scaling factor ρ = (ρ1, · · · , ρa) ∈ [0, 1)a,
we define
(48)
ǫr,L := max
1≤i≤n
min{I, LρidYi(Φrα,θ(x), x)}
δr,L(x) := max
n≤i≤a
min{I, LρidYi(Φrα,θ(x), x)}.
The condition ǫr,L < ǫ < I and δ
′ < δr,L(x) < δ < I are equivalent to saying
(49) Φrα,θ(x) = x exp(
a∑
i=1
siYi)
for some vectors s := (s1, · · · , sa) ∈ [−I/2, I/2]a such that
|si| < ǫL−ρi , for all i ∈ {1, · · · , n}
|si| < δL−ρi , for all i ∈ {n+ 1, · · · , a}
|sj | > δ′L−ρj , for some j ∈ {n+ 1, · · · , a}.
For every r ∈ Z\{0} and j ≥ 0, let AP rj,L ⊂M be sets defined as follows
(50) AP rj,L =
{
∅ if ǫr,L > I2 ;
(δr,L)
−1
(
(2−(j+1)I, 2−jI]
)
otherwise.
In the next lemma, Lebesgue measure of almost-periodic points set AP rj,L on M
is estimated by the volume of δ-neighborhood Uδ.
Lemma 5.7. For all r ∈ Z\{0}, j ∈ N, L ≥ 1, the (a + 1) dimensional Lebesgue
measure of the set AP rj,L can be estimated as follows: there exists C > 0 such that
La+1(AP rj,L) ≤
CIa−n
2j(a−n)
L−
∑a
i=n+1 ρi .
Proof. Without loss of generality, we assume that AP rj,L 6= ∅.
By Tonelli’s theorem,
(51) La+1(AP rj,L) =
∫ 1
0
Laθ(AP rj,L ∩Maθ )dθ.
Recall the definition AP r(Uδ) in (41). Choose δ = Ia−n2j(a−n)L−
∑a
i=n+1 ρi and set
UL,jδ := Uδ. Then we claim that AP rj,L ∩Maθ ⊂ AP r(UL,jδ ).
For all r > 0 and θ ∈ T1, if x ∈ AP rj,L ∩Maθ then dYi(Φrα,θ(x), x) ≤ 2−jIL−ρi
for all i = n+ 1, · · · , a.
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By identification of x ∈ Maθ to (x, x) in diagonal ∆ ⊂ Maθ ×Maθ , local distance
dYi(Φ
r
α,θ(x), x) is identified by the distance function d in the product M
a
θ ×Maθ .
Thus, x ∈ AP rj,L ∩Maθ implies that d(F (r)(x),S) < δ. That is, AP rj,L ∩Maθ ⊂
AP r(UL,jδ ). By Lemma 5.3, the volume estimate follows
Laθ(AP rj,L ∩Maθ ) ≤ Laθ(AP r(UL,jδ )) = µcθ,r(UL,jδ,C ∩Maθ,r,C).
Finally, by Proposition 5.5,
µcθ,r(UL,jδ,C ∩Maθ,r,C) ≤
CIa−n
2j(a−n)
L−
∑a
i=n+1 ρi .
Thus, proof follows from formula (51). 
5.2. Expected width bounds. In this section, we prove a bound on the average
width of a orbit on nilmanifold with respect to scaled basis. The expected value
of the average width is bounded in terms of average of a function on the nilmanifold.
For L ≥ 1, r ∈ Z\{0}, let us consider the function
(52) hr,L =
∞∑
j=1
min{2j(a−n), ( 2
ǫr,l
)n}χAP r
j,L
.
Define cut-off function Jr,L ∈ N by the formula:
(53) Jr,L := max{j ∈ N | 2j(a−n) ≤ ( 2
ǫr,l
)n}.
The function hr,L is
(54) hr,L =
Jr,L∑
j=1
2j(a−n)χAP r
j,L
+
∑
j>Jr,L
(
2
ǫr,l
)nχAP r
j,L
.
For every L ≥ 1, let F (L)α be the rescaled strongly adapted basis
F (L)α = (X(L)α , Y (L)1 , · · · , Y (L)a ) = (LXα, L−ρ1Y1, · · · , L−ρaYa).(55)
For (x, T ) ∈M×R, let w
F
(L)
α
(x, T ) denote the average width of the orbit segment
γT
X
(L)
α
(x) := {φt
X
(L)
α
(x) | 0 ≤ t ≤ T }.
We prove a bound for the average width of the orbit arc in terms of the following
function
(56) HTL := 1 +
[TL]∑
|r|=1
hr,L.
Definition 5.8. For t ∈ [0, T ], we define a set of points Ω(t) ⊂ {t}×Ra as follows:
Case 1. If φt
X
(L)
α
(x) /∈ ⋃[TL]|r|=1⋃j>0AP rj,L, let Ω(t) be the set of all points
(t, s1, · · · , sa) such that
|si| < I/4, i ∈ {1, · · · , a}.
If φt
X
(L)
α
(x) ∈ ⋃[TL]|r|=1⋃j>0AP rj,L, then we consider two subcases.
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Case 2-1. if φt
X
(L)
α
(x) ∈ ⋃[TL]|r|=1⋃j>Jr,L AP rj,L, let Ω(t) be the set of all points
(t, s) such that
|si| < 1
4
min
1≤|r|≤[TL]
min
j>Jr,L
{ǫr,L : φtX(L)α (x) ∈ AP
r
j,L}, for i ∈ {1, · · · , n}
|si| < I
4
for i ∈ {n+ 1, · · · , a}
Case 2-2. if φt
X
(L)
α
(x) ∈ ⋃[TL]|r|=1⋃j≤Jr,L AP rj,L\⋃[TL]|r|=1⋃j>Jr,L AP rj,L, let l be the
largest integer such that
φt
X
(L)
α
(x) ∈
[TL]⋃
|r|=1
⋃
l≤j≤Jr,L
AP rj,L\
[TL]⋃
|r|=1
⋃
j>Jr,L
AP rj,L,
and let Ω(t) be the set of all points (t, s) such that
|si| < I
4
, for i ∈ {1, · · · , n}
|si| < I
4
1
2l+1
, for i ∈ {n+ 1, · · · , a}.
We set
Ω :=
⋃
t∈[0,T ]
Ω(t) ⊂ [0, T ]× [−I/4, I/4]a ⊂ [0, T ]× Ra.
Lemma 5.9. The restriction to Ω of the map
(57) (t, s) ∈ Ω 7→ x exp(tX(L)α ) exp(
a∑
i=1
siY
(L)
i )
is injective.
Proof. For every t ∈ [0, T ], we define a set Ω(t) ⊂ {t} × Ra as follows:
Ω :=
⋃
t∈[0,T ]
Ω(t) ⊂ Ra.
Then we set
(58) φt
X
(L)
α
(x) exp(
a∑
i=1
siY
(L)
i ) = φ
t′
X
(L)
α
(x) exp(
a∑
i=1
s′iY
(L)
i ).
Let us assume t′ ≥ t. By considering the projection on the base torus, we have
the following identity:
(59) (t, s1, · · · , sn) mod Zn+1 = pr1(φtX(L)α (x))
= pr1(φ
t′
X
(L)
α
(x)) = (t′, s′1, · · · , s′n) mod Zn+1,
which implies t ≡ t′ modulo Z. As φtLXα = φtX(L)α , the number r0 = t
′ − t is a non
negative integer satisfying r0 ≤ TL; hence r0 ≤ [TL].
If r0 = 0, then t
′ = t and s′i = si. Then injectivity is obtained by definition of I.
Assume that r0 6= 0. Let p, q ∈Maθ and then we have
p := φt
X
(L)
α
(x), q := φt
′
X
(L)
α
(x) =⇒ q = Φr0α,θ(p).
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From identity (58) we have
q = p exp(
a∑
i=1
siY
(L)
i ) exp(−
a∑
i=1
s′iY
(L)
i )
= p exp(
a∑
i=1
(s′i − si + Pi(si, s′i))L−ρiYi)
(60)
where Pi is polynomial expression following from Baker-Cambell-Hausdorff formula.
Note that Pi = 0 if i = 1, · · · , n and |Pi| ≤
∑∞
l=1 1/2|sls′l|l for i > n. Since
|si|, |s′i| ≤ I4 ≪ 1,
q = p exp(
a∑
i=1
(s′i − si + ǫi)L−ρiYi), for some ǫi ∈ [0, Iǫ)
where Iǫ =
∑
l=1(
I
4 )
l = I4−I < I/3. Thus for all i ∈ {1, · · · , a},
LρidYi(p,Φ
r0
α,θ(p)) = L
ρi |(s′i − si + ǫi)L−ρi | ≤ |s′i|+ |si|+ |ǫi|
and
ǫr0,L = max
1≤i≤n
LρidYi(p,Φ
r0
α,θ(p)) ≤ max1≤i≤n |si|+ |s
′
i|+ |ǫi| ≤
5
6
I.
For the same reason, from formula (60) we also obtain that
δr0,L(p) = δ−r0,L(q) < I/2.
By defining j0 ∈ N as the unique non-negative integer such that
I
2j0+1
≤ δr0,L(p) ≤
I
2j0
and by the definition 5.6, we have p ∈ AP r0j0,L and q ∈ AP−r0j0,L.
If j0 > Jr0,L = J−r0,L, then p, q ∈
⋃[TL]
|r|=1
⋃
j≥Jr,L
. It follows that the sets Ω(t)
and Ω(t′) are both defined on case 2-1. Hence,
ǫr0,L ≤ max
1≤i≤n
|si|+ |s′i|+ |ǫi| ≤
5
6
ǫr0,L
which is a contradiction.
If the map in formula (57) fails injective at points (t, s) and (t′, s′) with t ≥ t′,
then there are integers r0 ∈ [1, TL], j0 ∈ [1, J(|r0|)] and θ ∈ T1 such that the points
p and q satisfy
q = Φr0α,θ(p), p, q /∈
[TL]⋃
|r|=1
⋃
j>Jr,L
AP rj,L.
In this case, the sets Ω(t) and Ω(t′) are both defined according to case (2-2). Let
l1 and l2 as the largest integers such that
p ∈
[TL]⋃
|r|=1
⋃
l1≤j≤Jr,L
AP rj,L and q ∈
[TL]⋃
|r|=1
⋃
l2≤j≤Jr,L
AP rj,L.
On case (2-2), we have
|si| < I
4
I
2l1+1
, |s′i| <
I
4
I
2l2+1
, for all i ∈ {n+ 1, · · · , a},
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which also leads contradiction because l1, l2 > j0 deduce the contradiction
I
2j0+1
≤ δr0,L(p) ≤ max
i≥n+1
|si|+ |s′i|+ |ǫi| <
I
2l1+1
+
I
2l2+1
≤ I
2
1
2j0+1
.
Hence, the injectivity is proved. 
Lemma 5.10. For all x ∈M and for all T, L ≥ 1 we have
1
w
F
(L)
α
(x, T )
≤
(
2
I(Y )
)a
1
T
∫ T
0
HTL ◦ φtX(L)α (x)dt.
Proof. The width function wΩ of the set Ω is given by the following:
(61) wΩ(t) =

( I2 )
a case 1
( I2 )
a(
min{ǫr,L}
2 )
n case 2-1
( I2 )
a2−(a−n)(l+1) case 2-2,
and it implies that
(62)
1
wΩ(t)
≤

(2I )
a−n case 1
(2I )
a−n
[TL]∑
|r|=1
∑
j>Jr,L
2nχAP r
j,L
(φt
X
(L)
α
(x))
(ǫr,L)n
case 2-1
(2I )
a
[TL]∑
|r|=1
∑
j>Jr,L
2(j+1)(a−n)χAP r
j,L
(φt
X
(L)
α
(x)) case 2-2.
By the definition of the function HTL in formula (56), we have
(63)
1
wΩ(t)
≤
(
2
I
)a
HTL ◦ φtX(L)α (x), for all t ∈ [0, T ].
From the definition (26) of the average width of the orbit segment {x exp (tX(L)α ) |
0 ≤ t ≤ T }, we have the estimate
1
w
F
(L)
α
(x, T )
≤ 1
T
∫ T
0
dt
wΩ(t)
≤
(
2
I
)a
1
T
∫ T
0
HTL ◦ φtX(L)α (x)dt.

Lemma 5.11. For all r ∈ Z\{0} and for all L ≥ 1, the following estimate holds:∣∣∣∣∫
M
hr,L(x)dx
∣∣∣∣ ≤ CI(Y )a−n(1 + Jr,L)L−∑ai=n+1 ρi
Proof. It follows from the Lemma 5.7 that for r 6= 0 and for all j ≥ 0, the Lebesgue
measure of the set AP rj,L satisfies the following bound:
(64) La+1(AP rj,L) ≤
CIa−n
2j(a−n)
L−
∑a
i=n+1 ρi .
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From the formula (54), it follows that∫
M
hr,L(x)dx ≤ 1 +
Jr,L∑
j=1
2j(a−n)La+1(AP rj,L)
+
∑
j>Jr,L
2nLa+1(AP rj,L)
(ǫr,L)n
.
By estimate in the formula (64), we immediately have that
Jr,L∑
j=1
2j(a−n)La+1(AP rj,L) ≤ CIa−nJr,LL−
∑a
i=n+1 ρi .
By the definition of the cut-off in formula (53) we have the bound
2n−(Jr,L+1)(a−n)
(ǫr,L)n
≤ 1,
and by an estimate on a geometric sum∑
j>Jr,L
2nLa+1(AP rj,L)
(ǫr,L)n
≤ 2
n−(Jr,L+1)(a−n)
(ǫr,L)n
CIa−nL−
∑a
i=n+1 ρi
≤ CIa−nL−
∑a
i=n+1 ρi .

5.3. Diophantine Estimation. In this section we review the concept of simul-
taneous Diophantine condition. The bounds on the expected average width is
estimated under Diophantine conditions.
Definition 5.12. For any basis Y¯ := {Y¯1, · · · , Y¯n} ⊂ Rn, let I¯ := I¯(Y¯ ) be the
supremum of all constants I¯ ′ > 0 such that the map
(s1, · · · , sn)→ exp(
n∑
i=1
siY¯i) ∈ Tn
is a local embedding on the domain
{s ∈ Rn | |si| < I¯ ′ for all i = 1, · · · , n}.
For any θ ∈ Rn, let [θ] ∈ Tn its projection onto the torus Tn := Rn/Zn and let
|θ|1 = |s1|, · · · , |θ|i = |si|, · · · , |θ|n = |sn|,
if there is s := (s1, · · · , sn) ∈ [−I¯/2, I¯/2]n such that
[θ] = exp(
n∑
i=1
siY¯i) ∈ Tn;
otherwise we set |θ|1 = · · · = |θ|n = I¯.
Here is Simultaneous Diophantine condition used in [FF14, Def. 5.8].
Definition 5.13. A vector α ∈ Rn\Qn is simultaneously Diophantine of exponent
ν ≥ 1, say α ∈ DCn,ν if there exists a constant c(α) > 0 such that, for all r ∈ N\{0},
min
i
‖rαi‖ = d(rα,Zn) = ‖rα‖ ≥ c(α)
r
ν
n
.
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Definition 5.14. Let σ = (σ1, · · · , σn) ∈ (0, 1)n be such that σ1 + · · · + σn = 1.
For any α = (α1, · · · , αn) ∈ Rn, for any N ∈ N and every δ > 0, let
Rα(N, δ) = {r ∈ [−N,N ] ∩ Z | |rα|1 ≤ δσ1 , · · · , |rα|n ≤ δσn}.
For every ν > 1, let Dn(Y¯ , σ, ν) ⊂ (R\Q)n be the subset defined as follows: the
vector α ∈ Dn(Y¯ , σ, ν) if and only if there exists a constant C(Y¯ , σ, α) > 0 such
that, for all N ∈ N for all δ > 0,
(65) #Rα(N, δ) ≤ C(Y¯ , σ, α)max{N1− 1ν , Nδ}.
The Diophantine condition implies a standard simultaneous Diophantine condi-
tion. We quote following Lemmas proved in [FF14, Lemma 5.9, 5.12].
Lemma 5.15. Let α ∈ Dn. For all r ∈ Z\{0}, we have
max{|rα|1, · · · , |rα|n} ≥ min{ I¯
2
4
,
1
[1 + C(Y¯ , σ, α)]2ν
} 1|r|ν .
Lemma 5.16. For all bases Y¯ ⊂ Rn, for all σ = (σ1, · · · , σn) ∈ (0, 1)n such that
σ1+ · · ·+σn = 1 and let m(σ) = min{σ1, · · ·σn} and M(σ) = max{σ1, · · ·σn}. For
all ν ≥ 1, the inclusion
DCn,ν ⊂ Dn(Y¯ , σ, ν)
holds under the assumption that
µ ≤ min{ν, [M(σ)
ν
+ 1− 1
n
]−1, [
1
ν
+ (1 − 2
n
)(1 − m(σ)
M(σ)
)]−1}.
The set Dn(Y¯ , σ, ν) has full measure if
(66)
1
ν
< min{[M(σ)n]−1, 1− (1− 2
n
)(1 − m(σ)
M(σ)
)}.
In dimension one, the vector space has unique basis up to scaling. The following
result is immediate.
Lemma 5.17. For all ν ≥ 1 the following identity holds:
DC1,ν = D1(ν).
Let Fα := (Xα, Y ) be a basis and let Y¯ = {Y¯1, · · · , Y¯n} ∈ R denote the projection
of the basis of codimension 1 ideal I onto the Abelianized Lie algebra n¯ := n/[n, n] ≈
Rn. For ρ = (ρ1, · · · , ρa) ∈ [0, 1)a, we write a vector of scaling exponents
ρ¯ = (ρ1, · · · , ρn), |ρ¯| = ρ1 + · · ·+ ρn.
Let α1 = (α
(1)
1 , · · · , α(1)n ) ∈ Dn(E, ρ¯/|ρ¯|, ν). For brevity, let C(Y¯ , ρ¯/|ρ¯|, α1)
denote the constant in the Diophantine condition introduced in Definition 5.14 and
let
(67) C(α1) = 1 + C(Y¯ , ρ¯/|ρ¯|, α).
We prove the upper bound on the cut-off function in the formula (53). Let
I = I(Y ) and I¯ = I¯(Y¯ ) be the positive constant introduced in the Definition 5.6
and 5.12. We observe that I ≤ I¯ since the basis Y¯ is the projection of the basis
Y ⊂ n′ and the canonical projection commutes with exponential map. Then the
following logarithmic upper bound holds.
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Lemma 5.18. For every ρ ∈ [0, 1)a, for every ν ≤ 1/|ρ¯| and for every α ∈
Dn(Y¯ , ρ¯/|ρ¯|, α), there exists a constant K > 0 such that, for all T ≥ 1 and for
all r ∈ Z\{0}, the following bound holds:
Jr,L ≤ K{1 + log+[I(Y )−1] + logC(α1)}(1 + log |r|)
Proof. By Lemma 5.15 and by the definition of ǫr,L in formula (48), it follows that,
for all T > 0, L ≥ 1 and for all r ∈ Z\{0}, we have
ǫr,L ≥ max
1≤i≤n
min{I, |rα1|i} ≥ min{I, I¯
2
4
,
1
[1 + C(α1)]2ν
} 1|r|ν .
It follows by the above bound and by the definition of the cut-off function (53),
Jr,L ≤ n
a− n(3 log 2 + 3 log
+(1/I) + 2ν log[1 + C(α1)] + ν log |r|),

Assume that there exists ν ∈ 1/|ρ¯| such that α1 ∈ Dn(E, ρ¯/|ρ¯|, ν). For brevity,
we introduce the following notation:
(68) H(Y, ρ, α) = 1 + I(Y )a−nC(α1){1 + log+[I(Y )−1] + logC(α1)}.
Theorem 5.19. For every ρ ∈ [0, 1)a, for every ν ≤ 1/|ρ¯| such that α1 = α(1)i ∈
Dn(Y¯ , ρ¯, ν) there exists a constant K
′ > 0 such that, for all T > 0 and for all
L ≥ 1, the following bounds holds:
|
∫
M
HTL (x)dx| ≤ K ′H(Y, ρ, α)(1 + T )(1 + log+ T + logL)L1−
∑a
i=1 ρi .
Proof. By the definition of H in the formula (56), the statement follows from the
Lemma 5.11 and Lemma 5.18. In fact, for all r ∈ Z\{0} and all j ≥ 0, by definition
(50) the set AP rj,L is nonempty only if ǫr,L <
I
2 . Since ν ≤ 1/|ρ¯|, it follows from
the definition of the Diophantine class Dn
#{r ∈ [−TL, TL]∩ Z\{0} | AP rj,L 6= ∅} ≤ C(E, σ, α)(1 + T )L1−|ρ¯|.
Hence, the statement follows from the Lemma 5.11 and 5.18. 
5.4. Width estimates along orbit segments. We introduce a definition of good
points, that is, points on the nilmanifold for which we can prove bounds on the width
of sufficiently many orbit segments to derive by our method bounds on ergodic
averages.
Definition 5.20. For any increasing sequence (Ti) of positive real numbers, let
hi ∈ [1, 2] denote the ratio logTi/[logTi] for every Ti ≥ 1. Let’s say Ni = [logTi]
and Tj,i = e
jhi for integer j ∈ [0, Ni].
Let ζ > 0 and w > 0. A point x ∈M is (w, Ti, ζ)-good for the basis Fα if having
set yi = φ
Ti
Xα
(x), for all i ∈ N and for all 0 ≤ j ≤ Ni, we have
wF(Tj,i)(x, 1) ≥ w/T ζi , wF(Tj,i)(yi, 1) ≥ w/T ζi .
Lemma 5.21. Let ζ > 0 be fixed and let (Ti) be an increasing sequence of positive
real numbers satisfying the condition
(69) Σ((Ti), ζ) :=
∑
i∈N
(logTi)
2(Ti)
−ζ <∞.
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Let ρ ∈ [0, 1) with ∑ ρi = 1. Then the Lebesgue measure of the complement of the
set G(w, (Ti), ζ) of (w, (Ti), ζ)−good points is bounded above. That is, ∃K > 0 such
that
meas(G(w, (Ti), ζ)c) ≤ KΣ((Ti), ζ)[1/I(Y )]aH(Y, ρ, α)w
Proof. For all i ∈ N and for all j = 0, · · · , Ni, let
Sj,i = {z ∈M : wFα(Tj,i)(z, 1) < T ζi /w}.
By definition we have
(70) G(w, (Ti), ζ)c =
⋃
i∈N
Ni⋃
j=0
(Sj,i ∪ φ−TiXα (Sj,i)).
By Lemma 5.10 for all z ∈ Sj,i we have
(I/2)aT ζi /w <
∫ 1
0
H1Tj,i ◦ φτXα(z)dτ =
1
Tj,i
∫ Tj,i
0
H1Tj,i ◦ φτXα(z)dτ.
It follows that
Sj,i ⊂ S(j, i) :=
{
z ∈M : sup
J>0
1
J
∫ J
0
H1Tj,i ◦ φτXα(z)dτ > (I/2)aT ζi /w
}
.
By the maximal ergodic theorem, the Lebesgue measure meas[Sj,i] of the set
S(j, i) satisfies the inequality
meas[Sj,i] ≤ (2/I)a(w/T ζi )
∫
M
H1Tj,izdz.
Let H = H(Y, ρ, ν) denote the constant defined in the formula (68). By theorem
5.19, since by hypothesis ν ≤ 1/|ρ¯| and α ∈ Dn(ρ¯/|ρ¯|, ν), there exists a constant
K ′(a, n, ν) > 0 such that the following bound holds:∣∣∣∣∫
M
H1Tj,i(z)dz
∣∣∣∣ ≤ K ′H(1 + logTj,i).
Hence, by the definition of the Tj,i, we have
(71) Ni ≤ logTi ≤ Ni + 1, logTj,i ≤ 2j.
Thus, for some constant K ′′, we have
meas[Sj,i] ≤ K ′′(2/I)aHw(1 + j)T−ζi .
By (71), for some constant K ′′′ > 0,
meas(
Ni⋃
j=0
Sj,i ∪ φ−TiXα (Sj,i)) ≤ K ′′′(2/I)aHw(logTi)2T
−ζ
i .
By sub-additivity of the Lebesgue measure, we derive the bound
meas(
⋃
i∈N
Ni⋃
j=0
Sj,i ∪ φ−TiXα (Sj,i)) ≤ K ′′′Σ((Ti), ζ)Hw.
By formula (70), the above estimate concludes the proof. 
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6. Bounds on Ergodic average
The irreducible unitary representation occuring in the decomposition of L2(M)
are unitarily equivalent to the induced representations IndNexp(m)(Λ) of character
χ = exp iΛ whose coordinate Λ(η
(m)
i ) with respect to the basis (η
(m)
i ) are integer
multiples of 2π, not all zero.
Definition 6.1. Let n be k-step nilpotent real Lie algebra. Coadjoint orbit O ⊂ n∗
has maximal rank if the unitary representation which do not factor through the
quotient N/ expnk where nk ⊂ Z(n).
Definition 6.2. A linear form Λ ∈ O is integral if the coefficients Λ(η(m)i ), (i,m) ∈
J are integer multiples of 2π. Denote M̂ the set of coadjoint orbits of O of integral
linear forms Λ.
Given a co-adjoint orbit O ∈ M̂0 and a linear functional Λ ∈ O, Fα,Λ will denote
the completed basis Fα,Λ = (Xα, YΛ). For all t ∈ R, let Fα,Λ(t) denote rescaled
basis
Fα,Λ(t) = (Xα(t), YΛ(t)) = Aρt (Xα, YΛ).
Let M̂0 be subset of all co-adjoint orbits of forms Λ such that Λ(η
(m)
i ) 6= 0 for
m = k. This space has maximal rank and Λ(η
(m)
i ) 6= 0, ∀(i,m) ∈ J . For any
O ∈ M̂0, let HO denote the primary subspace of L2(M) which is a direct sum of
sub-representations equivalent to IndNN ′(Λ). For adapted basis F , set
W r(HO,F) = HO ∩W r(M,F).
For any linear functional Λ, the degree of the representation πΛ only depends on
its co-adjoint orbits.
6.1. Coboundary estiamtes for rescaled basis. Recall definition of degree of
Y
(m)
i and
d
(m)
i =
{
k −m, for all 1 ≤ m ≤ k − 1
0 m = k.
We denote scaling vector ρ ∈ (R+)J such that∑
(i,j)∈J
ρ
(j)
i = 1 and ρ
(j)
i = 0
for any Y
(j)
i with deg(Y ) = 0.
Assume that the number of basis of n with degree k −m is nm. Define
(72) Sn(k) := (n1 − 1)(k − 1) + n2(k − 2) + ....+ nk−1
and
(73) δ(ρ) := min
1≤m≤k−1
1≤i,j≤nm
{ρ(m)i − ρ(m+1)j , ρ(m)i − ρ(m+1)i }.
Lemma 6.3. We have that
δ(ρ) ≤ λ(ρ)
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The above inequalities are strict unless one has homogeneous scaling
ρ
(j)
i =
dj
Sn
for j ≤ k − 1.
Lemma 6.4. There exists a constant C > 0 such that, for all r ∈ R+ and for any
function f ∈W r(HO), we have∑
(m,i)∈J
|[Xα(t), Y (m)i (t)]f |r,Fα,Λ(t) ≤ Cet(1−δ(ρ))|f |r+1,Fα,Λ(t).
Proof. For all (m, i) ∈ J , we have
[Xα(t), Y
(m)
i (t)] =
∑
l≥1
c
(m+1)
l e
t(1−ρ
(m)
i +ρ
(m+1)
l
)Y
(m+1)
l (t).
We note that c
(j)
l = 0 for j = k and for some l, which is determined by commutation
relation. Setting C = max(i,j)∈J+{|c(j)i |},∑
(m,i)∈J
|[Xα(t), Y (m)i (t)]f |r,Fα,Λ(t) ≤ Cet(1−δ(ρ))
∑
(m,i)∈J+
|Y (m)i (t)f |r,Fα,Λ(t).

For x ∈M , let γx be the Birkhoff average operator
γTx (f) =
1
T
∫ T
0
f ◦ φtXα(x)dt
and consider the decomposition of the restriction of the linear functional γx to
W r0 (HO,Fα,Λ(t)) as an orthogonal sum γx = D(t) + R(t) ∈ W−r0 (HO,Fα,Λ(t)) of
Xα-invariant distribution D(t) and an orthogonal complement R(t).
Theorem 6.5. Let r > (k + 1)(a/2 + 1) + 1/2. For g ∈ W r(HO,Fα,Λ(t)) and for
all t ≥ 0, there exists a constant C(1)r such that
(74) |R(t)(g)| ≤ C(1)r e(1−δ(ρ)−(1−λ))tmax{1, (2πδO)−kr−1}
× T−1
(
wFα,Λ(t)(x, 1)
− 12 + wFα,Λ(t)(φ
T
Xα (x), 1)
− 12
)
|g|r,Fα,Λ(t).
Proof. Fix t ≥ 0 and setD = D(t), R = R(t) for convenience. Let g ∈ W rα,Λ(HO,F(t)).
We write g = gD + gR, where gR is the kernel of Xα-invariant distributions and
gD is orthogonal to gR in W
r. Then, gR is a coboundary and R(gD) = 0. Let
f = G
Xα(t)
Xα,Λ
. From |D(gR)| = 0,
|R(g)| = |R(gD + gR)| = |R(gR)| = |γx(gR)−D(gR)| = |γx(gR)|.(75)
By the Gottschalk-Hedlund argument,
|γx(gR)| =
∣∣∣∣∣ 1T
∫ T
0
g ◦ φsXα(x)ds
∣∣∣∣∣
=
1
T
∣∣f ◦ φTXα(x)− f(x)∣∣
≤ 1
T
(|f(x)| + |f ◦ φTXα(x)|)
(76)
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By Theorem 4.3 and Lemma 6.4, for any τ > a/2 + 1, there exists a positive
constant Cr such that for any z ∈M
(77) |f(z)| ≤ Cr
wFα,Λ(t)(z, 1)
1
2
(
Ce(1−δ(ρ))t|f |τ,Fα,Λ(t) + |g|τ−1,Fα,Λ(t)
)
.
By Theorem 3.6, if r > (k + 1)τ + 1/2, then
|f |τ,Fα,Λ(t) ≤ Cr,k,τe−(1−λ)tmax{1, (2πδO)−kr−1}|gR|r,Fα,Λ(t).
By orthogonality, we have |gR|r,Fα,Λ(t) ≤ |g|r,Fα,Λ(t).

Corollary 6.6. For every r > (k+1)(a/2+1)+1/2, there is a constant C
(2)
r such
that the following holds for every O ∈ Î0 and every x ∈M . Then,
|R|−r,Fα,Λ ≤ C(2)r [1/I(YΛ)]a/2max{1, δ−(k−1)r−1O }(1 + ‖Λ‖Fα,Λ)r−1T−1.
Proof. For all x ∈M , we have
wFα,Λ(x, 1) ≥
(
I(YΛ)
2
)a
.
It follows from Theorem 6.5 applied to the orthogonal decomposition of γx =
D(0) +R(0). 
6.2. Bounds on ergodic averages in an irreducible subrepresentation. In
this section, we derive the bounds on ergodic averages of nilflows for function in a
single irreducible sub-representation.
For brevity, let us set
(78) Cr(O) = max{1, (2πδO)−kr−1}.
Proposition 6.7. Let r > (k + 1)(a/2 + 1) + 1/2. Let (Ti) be an increasing
sequence of positive real numbers ≥ 1 and let 0 < w < I(Y )a. Let ζ > 0. There
exists a constant Cr(ρ) such that for every G(w, (Ti), ζ)-good points x ∈M and all
f ∈ W r(HO,F), we have
(79)
∣∣∣∣∣ 1Ti
∫ Ti
0
f ◦ φtXα(x)dt
∣∣∣∣∣ ≤ Cr(ρ)Cr(O)w−1/2Ti−δ(ρ)+ζ+λ/2|f |r,Fα .
Proof. Let us recall some notations. From Definition 3.4 a sequence of frame
F(tj) = Atjρ F and choice of scaling factor tj of flow direction. Then, as j in-
creases from 0 to N , the scaling parameter tj becomes larger, while the scaled
length of the arc becomes shorter approaching to 1. Let φsXj (x) denote the flow of
the scaled vector field etjX = X(tj).
For each j = 0, · · · , N , let γ = Dj + Rj be the orthogonal decomposition of
γ in the Hilbert space W−r(Hπ ,F(tj)) into Xα-invariant distribution Dj and an
orthogonal complement Rj . For convenience, we denote by | · |r,j and ‖·‖r,j respec-
tively, the transversal Sobolev norm |·|r,F(tj) and Lyapunov Sobolev norm ‖·‖r,F(tj)
relative to the rescaled basis F(tj).
Let us set Ni = [logTi] and tj,i := Tj,i = logT
j/Ni
i for integer j ∈ [0, Ni]. We
observe Ni < logTi < Ni + 1. For simplicity, we will omit index i ∈ N and set
T = Ti, N = Ni for a while within the proof and lemmas of this subsection.
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Our goal is the estimate |γ|−r,Fα = |γ|−r,0 (the norm of distribution of unscaled
basis). By triangle inequality and Corollary 6.6,
|γ|−r,0 ≤ |D0|−r,0 + |R0|−r,0
≤ |D0|−r,0 + C(2)r [1/I(Y )]a/2Cr(ΛO)T−1.
(80)
We now estimate |D0|−r,0. By definition of the Lyapunov norm and its bound
(25), for −s < −r < 0
(81) |D0|−s,0 ≤ Cr,s ‖D0‖−r,0 .
Since Dj + Rj = Dj−1 + Rj−1, observe Dj−1 = Dj + R
′
j , where R
′
j denotes
the orthogonal projection of Rj , in the space W
−r(HO,F(tj−1)), on the space of
invariant distribution. By definition of Lyapunov norm,
‖Dj−1‖−r,j−1 ≤ ‖Dj‖−r,j−1 +
∥∥R′j∥∥−r,j−1
≤ ‖Dj‖−r,j−1 + |R′j |−r,j−1
≤ ‖Dj‖−r,j−1 + |Rj |−r,j−1.
By Lemma 6.10, equivalence of norm gives
(82) ‖Dj−1‖−r,j−1 ≤ ‖Dj‖−r,j−1 + C|Rj |−r,j .
By Lemma 3.10, for any Xα-invariant distribution D and for all tj ≥ tj−1,
‖D‖−r,F(tj−1) ≤ e−λ(ρ)(tj−tj−1)/2 ‖D‖−r,F(tj) .
Since F(tj) = Atj−tj−1ρ F(tj−1) and tj − tj−1 = logT/N implies
‖Dj‖−r,j−1 ≤ T−λ(ρ)/2N ‖Dj‖−r,j .
From (82) we conclude by induction
‖D0‖−r,0 ≤ T−λ(ρ)/2
(
‖DN‖−r,N + C
N−1∑
l=0
T (l+1)λ(ρ)/2N |RN−l|−r,N−l
)
.(83)
By Lemma 6.8 and 6.9,
‖D0‖−r,0 ≤ C1r (ρ)Cr(O)w−1/2T 1−δ(ρ)+ζ/2−(1−λ)−λ(ρ)/2.(84)
From (80) and the above, we conclude that there exists a constant Cr(ρ) such that
|γ|−r,F ≤ Cr(ρ)Cr(O)w−1/2T−δ(ρ)+ζ/2+λ/2.

Here we introduce the proof of supplementary lemmas.
Lemma 6.8. For any r, there exists a constant Cr > 0 such that, for all good
points x ∈ G(w, (Ti), ζ), we have
‖DN‖−r,N ≤ CrT ζ/2/w1/2.
Proof. Recall from definition 5.20, for x ∈ G(w, (Ti), ζ) and yi = φTiXα(x) for all
i ∈ N
(85)
1
wF(tj)(x, 1)
≤ T ζi /w and
1
wF(tj)(yi, 1)
≤ T ζi /w
where tj = tj,i.
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By definition of norm, we obtain ‖DN‖−r,N ≤ |DN |−r,N ≤ |γ|−r,N . The or-
bit segment (φtXα(x))0≤t≤T coincides with the orbit segment (φ
τ
Xα(tN )
(x))0≤τ≤1 of
length 1 since Xα(tN ) = Xα(log T ) = TXα. By Theorem 4.3,
|γ|F(tN ),−r ≤ CrwF(tN )(x, 1)−1/2.
By the inequality (85),
wF(tN )(x, 1)
−1/2 ≤ T ζ/2/w1/2.

Lemma 6.9. For every r > (k+1)(a/2+1)+1/2, there is a constant C such that
for all good points x ∈ G(w, (Ti), ζ), we have
(86)
N−1∑
l=0
T (l+1)ρY /2N |RN−l|−r,N−l ≤ C(1)r (ρ)Cr(O)w−1/2T 1−δ(ρ)−(1−λ)+ζ/2.
Proof. The orbit segment (φtXα (x))0≤t≤T has length T
l/N with respect to the gen-
erator Xα(tN−l) = Xα((1 − l/N) logT ) = T 1−l/NXα. Thus, by Theorem 6.5 with
e(1−δ(ρ))tN−l = T (1−l/N)(1−δ(ρ)). Then,
|RN−l|−r,N−l ≤ C(1)r Cr(O)T (1−l/N)(1−δ(ρ)−(1−λ))−l/N )
×
(
1
wF(tN−l)(x, 1)
1
2
+
1
wF(tN−l)(y, 1)
1
2
)
≤ 2C(1)r Cr(O)w−1/2T (1−l/N)(λ−δ(ρ))−l/N+ζ/2.
Let C = 2C
(1)
r Cr(O)w−1/2. Remember that Ni = [logTi] and Ni ≤ logTi ≤ Ni+1,
hence Ti
1/(Ni+1) ≤ e ≤ Ti1/Ni . Recall that we set T = Ti, then
N−1∑
l=0
T (l+1)ρY /2N |RN−l|−r,N−l
≤ CT 1−δ(ρ)−(1−λ)+ζ/2
N−1∑
l=0
T (l+1)ρY /2NT−l/N(1−δ(ρ)−(1−λ))−l/N
≤ CT 1−δ(ρ)−(1−λ)+ζ/2+ρY /2N
N−1∑
l=0
T−l/N(2−δ(ρ)−(1−λ)−ρY /2)
≤ erCT 1−δ(ρ)−(1−λ)+ζ/2
∞∑
l=0
e−l(1+λ−δ(ρ)−ρY /2)
By Lemma 6.3, we have 1 + λ − δ(ρ) − ρY /2 ≥ 1 − ρY /2 > 1/2, thus geometric
series converges.

Lemma 6.10. There exists a constant C := C(r) > 0 such that, for all j =
0, · · · , N,
C−1| · |−r,j ≤ | · |−r,j−1 ≤ C| · |−r,j .
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Proof. From (71), tj − tj−1 ≤ 2 and observe F(tj) = Atj−tj−1F(tj−1). Passing
from the frame F(tj−1) to Ft, it can be verified that distortion of the corresponding
transversal Sobolev norm is uniformly bounded. 
Let σ = (σ1, · · · , σn) ∈ (0, 1)n be such that σ1+ · · ·+σn = 1. For the simplicity,
we choose σi = 1/n from now on. Recall the definition 5.13 or Lemma 5.16 it
implies that under certain exponent, Dn(σ, ν) contains simultaneous Diophantine
condition. Let
M˜0 =
⋃
O∈Mˆ0
{Λ ∈ O | Λ integral}
be collection of maximal integral coadjoint orbits.
Recall from (72), we assume
Sn(k) := (n1 − 1)(k − 1) + n2(k − 2) + ....+ nk−1.
Theorem 6.11. For any Λ ∈ M˜0, let ν ∈ [1, 1 + (k/2 − 1) 1n ]. Then, for any
r > (k + 1)(a/2 + 1) + 1/2, there exists a constant C(σ, ν) satisfying the following.
For every ǫ > 0, there exists a constant Kǫ(σ, ν) > 0 such that, for every α1 =
(α
(1)
1 , · · · , α(1)n ) ∈ Dn(σ, ν) and for every w ∈ (0, I(Y )a] there exists a measurable
set GΛ(σ, ǫ, w) satisfying the estimate
(87) meas(GΛ(σ, ǫ, w)c) ≤ Kǫ(σ, ν)( w
I(YΛ)a
)H(YΛ, ρ, α).
For every x ∈ GΛ(σ, ǫ, w), for every f ∈ W r(HO,F) and T ≥ 1 we have∣∣∣∣∣ 1T
∫ T
0
f ◦ φtXα (x)dt
∣∣∣∣∣ ≤ Cr(σ, ν)Cr(Λ)w 12 T−(1−ǫ) 13Sn(k) |f |r,Fα,Λ .
Proof. If the coadjoint orbit O is integral and maximal with full rank, then we
can see that the optimal exponent will be attained by the following scaling. Let
ρ = (ρ
(m)
i ) be the vector given by homogeneous scaling:
ρ
(j)
i =
dj
Sn
for i ≤ k.
Let us set ζ = 2δ(ρ)/3− λ/3. Let ǫ > 0, for all i ∈ N, let us set Ti = i(1+ǫ)ζ−1.
Then, there exists a constant Kǫ(ρ) > 0 such that
Σ(w, (Ti), ζ) ≤
∑
i
(logTi)
2T−ζi ≤ Kǫ(ρ).
Let G = GΛ(σ, ǫ, w) = G(w, (Ti), ζ) be the set of (w, (Ti), ζ)-good points for
the basis Fα. The estimate in the formula (87) follows from the Lemma 5.21
and definition of good points. By Proposition 6.7, for all x ∈ G and for every
f ∈ W r(HO,F), the estimate (79) holds true. Let T ∈ [Ti, Ti+1]. Then∫ T
0
f ◦ φtXα(x)dt =
∫ Ti
0
f ◦ φtXαdt+
∫ T
Ti
f ◦ φtXα (x)dt = (I) + (II).
Let C = Cr(ρ)Cr(O)/w1/2. The first term is estimated by the formula (79):
(I) ≤ CT 1−δ(ρ)+ζ/2+λ/2|f |r,Fα,Λ = CT 1−2δ(ρ)/3+λ/3|f |r,Fα,Λ .
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For the second term, let us set γ = (1+ǫ)ζ−1 and observe that γ−1 = ζ(1+ǫ)−1 ≥
(1− ǫ)ζ. We have
(II) ≤ (T − Ti) ‖f‖∞ ≤ β2γ−1T 1−γ
−1 ‖f‖∞
≤ C′(ρ)T 1−(1−ǫ)(−2δ(ρ)/3+λ/3)|f |r,Fα,Λ .
By the estimates on the terms (I) and (II), the proof is completed.

Remark. If O is integral but not maximal, then the restriction of Λ factors through
an irreducible representation of the k−1 step nilpotent group N/ expn′k. Then, n/nk
is polarizing subalgebra for subrepresentation and it reduces to the case of maximal
integral. Since the growth rate is determined by the scaling factors and the exponent
λ is determined by the step size and number of elements, the highest exponent is
obtained by integral maximal full rank case.
6.3. General bounds on ergodic averages. Finally, in order to solve cohomo-
logical equation on nilmanifold, we glue the solutions constructed in every irre-
ducible sub-representation of N . The main idea is to increase extra regularity of
the Sobolev norm to obtain the estimates that are uniformly bounded across all
irreducible subrepresentation.
Definition 6.12. For every O ∈ M̂0, we define
|O| = max
ηi∈nk
|Λ(η(k)i )|.
Note that |O| does not depend on the choice of Λ and |O| 6= 0 by maximality.
We specifically choose an element η
(k)
∗ whose degree k such that
|O| = |Λ(η(k)∗ )|.
Lemma 6.13. For every O ∈ M̂0 and for every Λ ∈ O, we have
I(YΛ)
−aH(YΛ) ≤ C(α1)(1 + logC(α1))2a+1.
Proof. The return time of the flowXα to any orbit of the codimension one subgroup
N ′ ⊂ N is 1. Hence, by Definition 5.6, we have I(YΛ) = 1/2 for the basis. By (67),
we have and C(α1) ≥ 1. Then, from the definition of the constant H(Y, ρ, α), we
obtain
I(YΛ)
−aH(Y ) ≤ I(YΛ)−a + I(Y )−nC(α1)
(
1 + log+[I(Y )−1] + logC(α1)
)
≤ C(α1)(1 + logC(α1))
(
I(YΛ)
−a + I(YΛ)
−n log+[I(Y )−1]
)
≤ 2C(α1)(1 + logC(α1))I(YΛ)−a.

Corollary 6.14. For every O ∈ M̂0,Λ ∈ O, w > 0 and ǫ > 0, let
(88) wΛ = w|Λ(F)|−2a−ǫ.
Then, for every w > 0 and ǫ > 0 the set
G(σ, ǫ, w) =
⋂
Λ∈M̂0
GΛ(σ, ǫ, wΛ)
has measure greater than 1−Cwǫ−1, with C = 2−a+1Kǫ(σ, ν)C(α1)(1+logC(α1)).
Furthermore, if ǫ′ < ǫ we have G(σ, ǫ, w) ⊂ G(σ, ǫ′, w).
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Proof. Recall that |Λ(F)| is integral multiples of 2π. By Lemma 6.13, inequaltiy
(87) and definition of wΛ, we have
meas(GΛ(σ, ǫ, wΛ)c) ≤ Kǫ(σ, ν)( wΛ
I(Y )a
)H(YΛ, ρ, α)
≤ C′|Λ(F)|−2a−ǫw,
where C′ = 2a+1Kǫ(σ, ν)C(α1)(1 + logC(α1)). Since the |Λ(F)| = 2πl is bounded
by (2l)a−1,
∑
Λ∈M˜0
meas(GΛ(σ, ǫ, wΛ)c) ≤ 2−2awC′
∑
l>0
∑
Λ∈M˜0:|Λ|=2πl
l−a−ǫ
≤ Cw
∑
l>0
l−1−ǫ < Cwǫ−1.
The last statement on the monotonicity of the set follows from the analogous
statement in Theorem 6.11. 
In every co-adjoint orbit, we will make a particular choice of a linear form to
accomplish the estimates of the bound for each irreducible sub-representation in
terms of higher norms.
Definition 6.15. For every O ∈ M̂0, we define ΛO as the unique integral linear
form Λ ∈ O such that
0 ≤ Λ(η(k−1)∗ ) < |O|.
The existence and uniqueness of ΛO follows from
Λ ◦Ad(exp(tXα))(η(k−1)∗ ) = Λ(η(k−1)∗ ) + t|O|,
and the form Λ ◦Ad(exp(tXα) is integral for all integer values of t ∈ R.
Lemma 6.16. There exists a constant C(Γ) > 0 such that the following holds on
the primary subspace C∞(HO) the following holds:
|ΛO(F)|Id ≤ C(Γ)(1 + ∆F )k/2.
Proof. Let x0 = −ΛO(η(k−1)∗ )/|O|. Then there exists a unique Λ′ ∈ O such that
Λ′(η
(k−1)
∗ ) = 0 given by Λ
′ = Λ ◦Ad(ex0Xα). The element W ∈ I is represented in
the representation as multiplication operators by the polynomials (11),
(89) P (Λ,W )(x) = Λ(Ad(exXα)W ).
By the definition of the linear form, the identity [Xα, η
(k−1)
∗ ] = η
(k)
∗ implies
P (Λ′, η
(k−1)
∗ )(x) = |O|x.
From (89), we have∑
j
(−x)j
j!
P (Λ′, ad(Xα)
jW ) = Λ′(W ), for all W ∈ I.
Then we obtain
Λ′(W ) =
∑
j
(−x)j
j!
P (Λ′, ad(Xα)
jW )
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=
∑
j
(−1)j
j!
(
P (Λ′, η
(k−1)
∗ )
|O|
)j
P (Λ′, ad(Xα)
jW )
= |O|1−k
∑
j
(−1)j
j!
P (Λ′, η
(k−1)
∗ )P (Λ
′, η
(k)
∗ )
k−1−jP (Λ′, ad(Xα)
jW ).
For any Λ ∈ n∗ the transversal Laplacian for a basis F in the representation πΛ
is the operator of multiplication by the polynomial and derivative operators
∆Λ,F =
∑
W∈F
πXαΛ (W )
2 =
∑
W∈F
P (Λ,W )2.
Hence,
|P (Λ′, η(m)j )| ≤ (1 + ∆Λ′,F )1/2.
By above identity in formula, the constant operators Λ′(η
(m)
j ) are given by poly-
nomial and derivative expressions of degree k in the operators P (Λ′, η
(m)
j ) we obtain
the estimate
|Λ′(F)|Id ≤ C1(Γ)(1 + ∆Λ′,F)k/2.
Since the representation πΛ′ and πΛO are unitarily intertwined by the translation
operator by x0, and since constant operators commute with translations, we also
have
|Λ′(F)|Id ≤ C1(Γ)(1 + ∆ΛO ,F)k/2.
Since x0 is bounded by a constant depending only step size k, the norms of
the linear maps Ad(exp(±x0Xα)) are bounded by a constant depending only on k.
Therefore, |ΛO(F)| ≤ C2(k)|Λ′(F)| and the statements of the lemma follows. 
Corollary 6.17. There exists a constant C′(Γ) such that for all O ∈ M̂0 and for
any sufficiently smooth function f ∈ HO,
Cr(ΛO)|f |r,Fα,Λ ≤ C′(Γ)w−1/2|f |r+l,Fα
where l = (kr + 1)k/2 + ak.
Proof. From the definition (78) we have Cr(ΛO) = (1+ |ΛO(F)|)l1 with l1 = kr+1.
By the formula (88),
Cr(ΛO)w
−1/2
Λ ≤ w−1/2(1 + |ΛO(F)|)l2
with l2 = l1 + 2a. By Lemma 6.16 we have
(1 + |ΛO(F)|)l2 ≤ C′(Γ)(1 + ∆F)l2k/2.

Proposition 6.18. Let r > (k+1)(3a/4+1)+1/2. Let σ = (1/n, · · · , 1/n) ∈ (0, 1)n
be a positive vector. Let us assume that ν ∈ [1, 1+(k/2−1) 1n ] and let α ∈ Dn(σ, ν).
For every ǫ > 0 and w > 0, there exists a measurable set G(σ, ǫ, w) satisfying
meas(G(σ, ǫ, w)c) ≤ Cwǫ−1 with C = 2−a+1Kǫ(σ, ν)C(α1)(1 + logC(α1)),
such that for every x ∈ G(σ, ǫ, w), for every f ∈ W r(M) and every T ≥ 1 we have
(90)
∣∣∣∣∣ 1T
∫ T
0
f ◦ φtXα(x)dt
∣∣∣∣∣ ≤ Cw−1/2T−(1−ǫ) 13Sn(k) |f |r,Fα .
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Proof. Let τ := r − ak/2 > (a/2 + 1)(2k − 1) + 1. Let f ∈ W τ (M,F) and let
f =
∑
O∈M̂0
fO be its orthogonal decomposition onto the primary subspace HO.
For each O ∈ M̂0, the constant wO is given and the set
G(σ, ǫ, w) =
⋂
O∈M̂0
GΛ(σ, ǫ, wO)
has measure greater than 1− Cwǫ−1 as proved in Corollary 6.14.
If x ∈ G(σ, ǫ, w), then by Theorem 6.11 and Corollary 6.17, the following estimate
holds true for every O ∈ M̂0 and all T ≥ 1:∣∣∣∣∣ 1T
∫ T
0
fO ◦ φtXα(x)dt
∣∣∣∣∣ ≤ Cr(σ, ν)w−1/2T−(1−ǫ) 13Sn(k) |fO|r,Fα .
For any τ > 0 and any ǫ′ > 0, by Lemma 6.16 and orthogonal splitting of HO
we have∣∣∣∣∣∣
∑
O∈M̂0
|fO|τ
∣∣∣∣∣∣
2
≤
∑
O∈M̂0
(1 + |ΛO(Fα)|)−a−ǫ′
∑
O∈M̂0
(1 + |ΛO(Fα)|)a+ǫ′ |fO|2τ,Fα
≤ C(a)|f |2τ+(a+ǫ′)k/2,Fα
and the theorem follows after renaming the constant. 
Proof of Theorem 1.1. Under same hypothesis of proposition 6.18, for i ∈ N
let wi = 1/2
iC and Gi = G(σ, ǫ, wi). Set Kǫ(x) = 1/wi1/2 if x ∈ Gi\Gi−1. By
proposition 6.18, the set Gi are increasing and satisfy meas(Gci ) ≤ 1/2iǫ. Hence,
the set G(σ, ǫ) = ⋃i∈N Gi has full measure and the function K is in Lp(M) for every
p ∈ [1, 2). 
Proof of Corollary 1.2. For step-k strictly triangular nilpotent Lie algebra n has
dimension 12k(k+ 1) with 1 dimensional center. If the coadjoint orbit O is integral
and maximal, then the optimal exponent will be attained by the formula (72). Let
ρ = (· · · , ρ(m)i , · · · ) be the rescaling factor given :
Sn(k) = [(k − 1)2 +
k−2∑
n=1
n(n+ 1)] = (k − 1)(k2 + k − 3),
and we choose homogeneous scaling
ρ
(j)
i =
d
(j)
i
Sn(k)
=
k − j
(k − 1)(k2 + k − 3) for i ≤ j.
Then, we can verify that
(91) λ(ρ) = δ(ρ) =
1
(k − 1)(k2 + k − 3) .
By inductive argument with rescaling again, the exponent is obtained which proves
Corollary 1.2. 
42 MINSUNG KIM
7. Uniform bound of the average width of step 3 case.
In this section, we prove Theorem 1.3 on the effective equidistribution of nilflow
on strictly triangular step 3 nilmanifold. On its structure, it is possible to derive
uniform bound under Roth-type Diophantine condition due to linear divergence of
of orbit. This argument is based on counting principles of close return times which
substitute the necessity of good point.
7.1. Average Width Function. LetN be a step 3 nilpotent Lie group on 3 gener-
ators introduced in (1). We denote its Lie algebra n with its basis {X1, X2, X3, Y1, Y2, Z}
satisfying following commutation relations
(92) [X1, X2] = Y1, [X2, X3] = Y2, [X1, Y2] = [Y1, X3] = Z.
As introduced in section 2, {φtV }t∈R is a measure preserving flow generated by
V := X1 + αX2 + βX3 and (1, α) satisfies standard simultaneous Diophantine
condition (5.13).
By definition of the average width (61), for any t ≥ 0 and for any (x, T ) ∈
M × [1,+∞) we construct an open set Ωt(x, T ) ⊂ R6 which contains the segment
{(s, 0, · · · , 0) | 0 ≤ s ≤ T } such that the map
φx(s, x2, x3, y1, y2, z)
= Γx exp(setV ) exp(e−
1
3 tx2X2 + e
− 13 tx3X3 + e
− 16 ty1Y1 + e
− 16 ty2Y2 + zZ)
is injective on Ωt(x, T ). Injectivity fails if and only if there exists vectors
(s, x2, x3, y1, y2, z) 6= (s′, x′2, x′3, y′1, y′2, z′)
such that
Γx exp(s′etV ) exp(e−
1
3 tx′2X2 + e
− 13 tx′3X3 + e
− 16 ty′1Y1 + e
− 16 ty′2Y2 + z
′Z)(93)
= Γx exp(setV ) exp(e−
1
3 tx2X2 + e
− 13 tx3X3 + e
− 16 ty1Y1 + e
− 16 ty2Y2 + zZ).
Let us denote r = s′ − s and x˜i = xi′ − xi, y˜i = yi′ − yi and z˜ = z′ − z. Let
cΓ > 0 denote the distance from the identity of the smallest non-zero element of
the lattice Γ.
Lemma 7.1. Under equality (93), we obtain followings:
x˜2(t, s) = x˜2, x˜3(t, s) = x˜3, y˜1(t, s) = y˜1 + e
5
6 tsx˜2
y˜2(t, s) = y˜2 + αe
5
6 tsx˜3 + 1/2e
−1/2t(x2x
′
3 − x′2x3).
From definition 5.6, denote cΓ(= I) > 0 denote the supremum of all constants
cΓ ∈ (0, 1/2) such that for all the map φx(0, s) is local embedding on the domain
{s ∈ R5 | |xi|, |yi| < cΓ for all i}.
Let us assume that |xi|′, |xi|, |yi|, |y′i| ≤ cγ/4 and x˜i, y˜i, z˜ ∈ [− cΓ2 , cΓ2 ]. Projecting
on base torus,
(94) exp(retV¯ ) exp(e−
1
3 tx˜2X¯2 + e
− 13 tx˜3X¯3) ∈ Γ.
we obtain that ret is return time for the projected toral linear flow at distance at
most distance e−t/3cΓ/2.
Definition 7.2. Let Rt(x, T ) denote the set of r ∈ [−T, T ] such that the equation
(94) on projected torus has a solution x˜2, x˜3 ∈ [− cΓ2 , cΓ2 ].
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By construction for every r ∈ Rt(x, T ), the solution x˜i := x˜i(r) of the identity
in formula (93) is unique. Recall that wΩt(r)(s) be the (inner) width function for
s ∈ [0, T ].
Lemma 7.3. The following average-width estimation holds.
(95)
1
T
∫ T
0
ds
wΩt(r)(s)
≤ 1024
c2Γ
Cα
e
2
3 t ‖(x˜2(r), x˜3(r))‖
.
Proof. Given r ∈ Rt(x, T ), let S(r) be the set of s ∈ [0, T ] such that there exists
a solution of identity which fails injectivity. Here we approximate concrete width
estimates with counting principles. By its definition, S(r) is a union of intervals
I∗ of length at most max{cΓ|x˜2(r)|−1e−5t/6/2, cΓ|αx˜3(r)|−1e−5t/6/2}. To count
the number of such intervals, we will choose certain points where the distance is
minimized. As long as |x˜2(r)| ≥ e−5t/6, there exists solution s∗ of the equation
y˜1(t, s) = y˜1 + e
5
6 tsx˜2. The same holds for |x˜3(r)|.
Let S∗(r) be the set of all such solutions. Its cardinality can be estimated by
counting points.
Claim.
(96) #S∗(r) ≤ c−1Γ Cα ‖(x˜2(r), x˜3(r))‖ e
1
6 tT.
Proof. Let’s say s∗ is almost crossing point on the manifold M which means the
distance between orbit and its return is minimized.
s∗ = min
s
max{|y˜1(t, s)|, |y˜2(t, s)|}
with
y˜1(t, s) = y˜1 + e
5
6 tsx˜2
y˜2(t, s) = y˜2 + αe
5
6 tsx˜3 + 1/2e
−12 t(x2x
′
3 − x′2x3)
If either distance |y˜1(t, s)| or |y˜2(t, s)| dominates another, then it reduces to sim-
ply finding a solution to single equation. For other case, we assume |y˜1(t, s)| =
|y˜2(t, s)|. We distinguish following two cases. In either case, restrict on either
y˜1(r) = 0 or y˜2(r) = 0 in specific subspace for convenience.
If y˜1(t, s) = y˜2(t, s), then assuming y˜1(r) = 0, we obtain
s =
e−
5
6 t(y˜2 + 1/2e
−12 t(x2x
′
3 − x′2x3))
x˜2(r) − αx˜3(r)
If y˜1(t, s) = −y˜2(t, s), then
s =
e−
5
6 t(y˜2 + 1/2e
−12 t(x2x
′
3 − x′2x3))
x˜2(r) + αx˜3(r)
From bound |y˜2 + 1/2e−12 t(x2x′3 − x′2x3)| ≥ |2/cγ − 16/c2γ|, we can count
#S∗(r) ≤
{
(2cγ − 16)/c−2Γ |x˜2(r) − αx˜3(r)|e
1
6 tT if x˜2(r)x˜3(r) < 0
(2cγ − 16)/c−2Γ |x˜2(r) + αx˜3(r)|e
1
6 tT if x˜2(r)x˜3(r) > 0
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Figure 7.1. Illustration of width function and related quantities
thus, we are done. 
Since #S∗(r) counts specific subspace on whole components, it suffices to con-
clude the number of interval has same bounds with #S∗(r).
Define the set Ωt(x, T )(r) ⊂ [0, T ]× R5 as follows. Let
Ωt(r) := {(s, x2, x3, y1, y2, z) | max{|x2|, |x3|, |y1|, |y2|} < δr(t, s), |z| < cΓ/16}.
and
Ωt(x, T ) =
⋂
r∈Rt(x,T )
Ωt(r).
Under above construction, the map φx is injective on Ωt(x, T ). The open set
Ωt(r)∩Ωt(−r) are narrowed near both endpoints of the return time r so that their
images in M have no self-intersections given by return times r and −r.
For every r ∈ Rt(x, T ) and every s ∈ [0, T ], we define function
δr(t, s) =

1
16 ‖(x˜2(r), x˜3(r))‖ |(s− s∗)e
5t
6 | for s ∈ I∗ with |s− s∗| ≥ e− 56 t
1
16 ‖(x˜2(r), x˜3(r))‖ for s ∈ I∗ with |s− s∗| ≤ e−
5
6 t
cΓ
16 for all s ∈ [0, T ]\S(r)
associated with Ωt(r).
By the definition of inner width and by construction of the set Ωt(r) we have
that
wΩt(r)(s) = δr(t, s)
2, ∀s ∈ [0, T ]
from which it follows that for every subinterval I∗ ⊂ S(r) we have (using defini-
tion of δr) ∫
I∗
ds
wΩt(r)(s)
≤ 512
e
5t
6 ‖(x˜2(r), x˜3(r))‖2
.
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By the upper bound on the length of interval I∗ and on the cardinality of the
set S∗(r) we finally derive the conclusion. 
Recall from Definition 5.13, we choose simultaneously Diophantine number α ∈
R2\Q2 of exponent ν ≥ 1.
Lemma 7.4. Given Diophantine condition of exponent ν ≥ 1, there exists a con-
stant C(α) > 0 such that all solutions of formula (94) satisfy the following lower
bound
‖(x˜2, x˜3)‖Z2 ≥ Cαe(
1
3−
ν
2 )tr−
ν
2 .
Proof. From projected identity (94) on base 3-torus,
(ret, retα+ e−t/3x˜2, re
tβ + e−t/3x˜3) ∈ Z3
If it holds, we set ret = q ∈ Z and there exists (p1, p2) ∈ Z2 such that p1− qα =
e−t/3x˜2, p2 − qβ = e−t/3x˜3. By the Diophantine condition, there exists a constant
C(α) such that
‖(x˜2, x˜3)‖Z2 = e
1
3 t ‖(p1 − qα, p2 − qβ)‖Z2
= e
1
3 t ‖(qα, qβ)‖
Z2
= e
1
3 t ‖q(α)‖
Z2
≥ Cαe 13 tq− ν2
which proves the statement. 
For every n ∈ N, let R(n)t (x, T ) ⊂ Rt(x, T ) characterized by
max(x˜2(r), x˜3(r)) ∈ ( cΓ
2n+1
,
cΓ
2n
].
Lemma 7.5. If the frequency of the projected linear flow satisfy Diophantine con-
dition of exponent ν =
√
2 + ǫ, for all ǫ > 0, then there exists Cǫ > 0 such that
(97) #R
(n)
t (x, T ) ≤ Cǫ(V¯ )T
cΓ
2n
e
2
3 t+
ǫt
2
Proof. Under a Diophantine condition of exponent ν ≥ 1, from inequality (65) and
definition of R
(n)
t (x, T ), we have following:
(98) #R
(n)
t (x, T ) ≤ Cν(V )max{(Tet)1−
1
ν , T et
cΓ
2n
e−
5t
6 }
It suffices to show (Tet)1−
1
ν is less than or equal to the desired bound. From
Lemma 7.4,
(Tet)1−
1
ν / ‖(x˜2, x˜3)‖ ≤ (Tet)1− 1νCαe(− 13+ ν2 )tr ν2
≤ T 1+ ν2− 1νCαe( 23+ ν2− 1ν )t.
Limiting ν → √2,
(Tet)1−
1
ν / ‖(x˜2, x˜3)‖ ≤ CαTe( 23+ ǫ2 )t.
Approximating ‖(x2, x3)‖ ∼ 1/2n,
(Tet)1−
1
ν ≤ Cǫ(V¯ )T cΓ
2n
e(
2
3+
ǫ
2 )t.

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By combining counting return time and width estimates, we obtain uniform
bound.
Proposition 7.6. There exists a constant
1
T
∫ T
0
ds
wΩt(r)(s)
≤ Cǫ(V )eǫt.
Proof. By inequality (95) and lemma 7.5
1
T
∫ T
0
ds
wΩt(r)(s)
≤
∑
r∈Rt
(
1024
c2Γ
Cα
e
2
3 t ‖(x˜2(r), x˜3(r))‖
)
≤ Cǫ(V )eǫt.

Corollary 7.7. For every nilflow generated with V such that projected flow on T3
is Diophantine condition of ν ∈ [1,√2+ ǫ]. For every ǫ > 0, there exists a constant
Cǫ(V ) > 0 such that, for all t ≥ 0 and for all (x, T ) ∈M × R we have
wF(t)(x, T ) ≥ Cǫ(V )−1e−ǫt.
Proof of Theorem 1.3. By Corollary 7.7, it goes without quoting Good points
technique and Lyapunov norm. Improved bound of R in Theorem 6.5 can be
obtained.
(99) |R(g)|−r ≤ Cr(1 + δ−1O )r−2T−1
We revisit backward iteration scheme introduced in proof of Theorem 6.7. We
know,
|γ|−r,0 ≤ |D0|−r,0 + |R0|−r,0
≤ |D0|−r,0 + Cr(1 + δ−1O )r−2T−1
(100)
and
|D0|−r,0 ≤ |DN |−r,0 +
N∑
j=1
|R′j−1|−r,0.(101)
Changing the length to 1 and by uniform width bound from corollary 7.7,
(102) |DN |−r,0 ≤ CrT−1/12|DN |−s,F(tN ) ≤ CwF(tN )(x, 1)−1/2 ≤ CǫT ǫ
Then, by inductive argument resembling (83),
|D0|−s,0 ≤ Cr,sT−1/12
|DN |−r,F(tN ) + N∑
j=1
CjT
1/12
j |Rj−1|−r,F(tj−1)
(103)
Therefore
|γ|−r,0 ≤ Cr(O)T−1/12+ǫ.
Finally, we glue all the function on irreducible representation HO, which only in-
creases the regularity accordingly. 
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8. Application : Mixing of nilautomorphism.
In this section, as a further application of main equidistribution results, we can
verify the explicit rate of exponential mixing of hyperbolic automorphism relying
on renormalization argument.
Let F2,3 = {X1, X2, Y1, Z1, Z2} be step 3 free nilpotent Lie algebra with two
generators with commutation relations
[X1, X2] = Y1, [X1, Y1] = Z1, [X2, Y1] = Z2.
The group of automorphism on Lie algebras induces automorphism on the nil-
manifold
Aut(n) =

A 1
A
 , A ∈ SL(2,Z)

and we consider a hyperbolic automorphism T with an eigenvalue λ > 1 with
corresponding eigenvector V = X1 + αX2 satisfying Diophantine condition (1, α)
on base torus T2. By direct computation, the following renormalization holds :
T ◦ exp(tV ) = exp(tλV ) ◦ T.
Theorem 8.1. Let (φtV ) be a nilflow on 3-step nilmanifold M = F2,3/Γ such that
the projected toral flow (φ¯tV ) is a linear flow with frequency vector v := (1, α) in
Roth-type Diophantine condition (with exponent ν = 1 + ǫ for all ǫ > 0). For
every s > 12, there exists a constant Cs such that for every zero-average function
f ∈ W s(M), for all (x, T ) ∈M × R, we have
(104)
∣∣∣∣∣ 1T
∫ T
0
f ◦ φtV (x)dt
∣∣∣∣∣ ≤ CsT−1/6+ǫ ‖f‖s .
The detailed computation follows from the section 7 and it is similar to the case
of step 3 filiform [F16]. The only difference with filiform is that it has an extra
element in center which is redundant in actual calculation on width, only raising
required regularity of zero-average function.
Proposition 8.2. Hyperbolic nilautomorphism T is exponential mixing.
Proof. Let f, g ∈ C1(M) be smooth. Define
〈f, g〉 =
∫
M
fgdµ.
Since Haar measure is invariant under φtV ,
〈f ◦ T n, g〉 =
∫ 1
0
〈f ◦ T n ◦ φtV , g ◦ φtV 〉dt.
Integration by parts,
〈f ◦ T n, g〉 = 〈
∫ 1
0
f ◦ T n ◦ φtV dt, g ◦ φtV 〉(105)
−
∫ 1
0
〈
∫ t
0
f ◦ T n ◦ φsV ds, V g ◦ φtV 〉dt.(106)
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Therefore,
〈f ◦ T n, g〉 = (‖g‖∞ + ‖V g‖∞)
∫
M
sup
s∈[0,1]
∣∣∣∣∫ s
0
f ◦ T n ◦ φtV dt
∣∣∣∣ dµ.(107)
By renormalizing the flow,
T n ◦ φtV = φλ
nt
V ◦ T n
and ∫ s
0
f ◦ T n ◦ φtV (x)dt =
∫ s
0
f ◦ φλntV ◦ T n(x)dt
=
1
λn
∫ λns
0
f ◦ φtV ◦ T n(x)dt.
Therefore, by the result of equidistribution (104),
〈f ◦ T n, g〉 ≤ λ(−1/6+ǫ)n ‖f‖s (‖g‖∞ + ‖V g‖∞)→ 0.(108)

Appendix A.
In this appendix, we introduce specific example of nilpotent Lie algebra which
goes beyond our approach introduced in section 5.
A.1. Free group type of step 5 with 3 generators F5,3. In this example, we
will show the failure of transversality condition.
Definition A.1. Let n be nilpotent Lie algebra satisfying generalized transversality
condition if there exists basis (Xα, YΛ) of n for each irreducible representation π
Xα
Λ
such that
(109) 〈Gα〉 ⊕ Ran(adXα) + CI(πXαΛ ) = n
where CI(π
Xα
Λ ) = {Y ∈ I | Λ([Y,Xα]) = 0}.
Generalized transversality condition implies existence of completed basis for each
irreducible representation πXαΛ of non-zero degree. That is, given adapted basis
F = (X,Y1, · · · , Ya), there exists reduced system F¯ = (X,Y ′1 , · · · , Y ′a′) satisfying
transversality condition (28) and πXΛ (Y
′
m) = 0 for all a
′ ≤ m ≤ a.
Now we will investigate an example that fails transversality condition as well as
that in the sense of representation.
Let F = (X,Y (j)i ) be basis of F5,3 with generators {X1, X2, X3} with the follow-
ing relations:
X1 X2 X3
Y1 Y2 Y3
Z1 Z2 · · · Z8 Z9
with
[X1, X2] = Y1, [X2, X3] = Y2, [X1, X3] = Y3
[X1, Y1] = Z1, [X1, Y2] = Z2, [X1, Y3] = Z3
[X2, Y1] = Z4, [X2, Y2] = Z5, [X2, Y3] = Z6
[X3, Y1] = Z7, [X3, Y2] = Z8, [X3, Y3] = Z9
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and rest of elements are generated commutation relations with these. In general,
we write elements Y
(i)
j ∈ ni\ni+1 and Y (5)i ∈ Z(n) for all i. By Jacobi-identity
[X1, [X2, X3]] + [X2, [X3, X1]] + [X3, [X1, X2]] = 0 ⇐⇒ Z2 − Z6 + Z7 = 0.
For fixed αi and βi, let
V = X1 + α2X2 + α3X3 + β1Y1 + β2Y2 + β3Y3
and set I ideal of F5,3 codimension 1, not containing V .
Proposition A.2. F5,3 does not satisfy generalized transversality condition for
some irreducible representation.
Proof. To find centralizer in Lie algebra, for ai, bi ∈ R, set
[V,X ] = 0 ⇐⇒ X = a1X1+a2X2+a3X3+ b1Y1+ b2Y2+ b3Y3+ c1Z1+ · · ·+ c8Z8.
Then, it contains
(a2 − α2a1)Y1 + (α2a3 − α3a2)Y2 + (a3 − α3a1)Y3
+ (b1 − β1a1)Z1 + (b2 − β2a1)Z2 + (b3 − β3a1)Z3 + · · · = 0.
By linear independence, all the coefficients vanish and obtain
a1X1 + a2X2 + a3X3 = a1(X1 + α2X2 + α3X3)
b1Y1 + b2Y2 + b3Y3 = a1(β1Y1 + β2Y2 + β3Y3)
Therefore, there is no non-trivial element in CI(V ) ∩ n2\n3. Since range of adV
has rank 2, this model does not satisfy transversality condition in Lie algebra level.
Now, we verify generalized transversality condition is not satisfied on some irre-
ducible representation. By Schur’s lemma, an irreducible representation πVΛ acts as
constant on center. Assume π∗(Wi) = si 6= 0 for some Wi ∈ Z(n).
Then, it is possible to choose element Li ∈ n2\n3 such that
π∗([V, L1]) = (a1t
2 + a2t+ a3)
π∗([V, L2]) = (b1t
2 + b2t+ b3)
π∗([V, L3]) = (c1t
2 + c2t+ c3)
with (ai, bi, ci) are non-proportional for each i, and
π∗(ad
3
V (Li)) = π∗(Wi) 6= 0.
However, on given irreducible representation, any linear combination of L1, L2
and L3 does not give any trivial relation. If s1L1 + s2L2 + s3L3 ∈ CI(πVΛ ), then
π∗([V, s1L1 + s2L2 + s3L3])
= s1(a1t
2 + a2t+ a3) + s2(b1t
2 + b2t+ b3) + s3(c1t
2 + c2t+ c3)
= (s1a1 + s2b1 + s3c1)t
2 + (s1a2 + s2b2 + s3c2)t+ (s1a3 + s2b3 + s3c3) = 0.
The system of equations has trivial solution (t = 0) by linear independence of each
coefficients. Then, there does not exist any element of n2\n3 that has degree 0.
However, range of adV has rank 2 and generalized transversality condition cannot
be satisfied in this example. 
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