ABSTRACT Cooperative coevolution has been proven a promising framework for large-scale optimization. However, its performance heavily relies on the problem decomposition strategy which decomposes a high dimensional problem into exclusive smaller sub-problems. Though many decomposition methods have been developed in recent years, they are confronted with limitations in capturing the interdependency among variables and costing a large number of fitness evaluations in the decomposition stage. To alleviate these issues, this paper proposes a data-driven decomposition method, which is called affinity propagation assisted and evolution consistency based decomposition, for cooperative coevolution. Specifically, we take advantage of historical evolutionary data to mine the evolution consistency among variables. Then, based on the mined consistency, we leverage the affinity propagation clustering algorithm to adaptively separate variables into groups with each group as a sub-problem. Particularly, this decomposition method is a dynamic variable grouping strategy, which is executed periodically during the evolution. The most advantageous property of this method is that it does not cost any fitness evaluations in the decomposition stage and could self-adaptively divide variables into groups. Extensive comparison results on two widely used large-scale benchmark sets demonstrate that the proposed decomposition method could assist the cooperative coevolution algorithm to achieve competitive or even better optimization performance than state-of-the-art decomposition methods. Therefore, the proposed decomposition strategy provides a new way to decompose variables into groups.
I. INTRODUCTION
With the prevalence of big data, large scale optimization problems are becoming more and more ubiquitous in research domains and engineering [1] , [2] . Such difficult problems seriously challenge the search effectiveness and efficiency of existing evolutionary computation algorithms due to the exponential increase of the search space. To optimize these problems efficiently, researchers have been devoted to devising large-scale evolutionary algorithms (EAs) [3] , [4] . In this direction, cooperative coevolution (CC) has been demonstrated a promising framework and thus widely studied in recent decades since it was first proposed by Potter and De Jong [5] in 1994.
The core idea of CC is to adopt the ''divide-and-conquer'' mechanism to decompose one high dimensional problem into several exclusive smaller sub-problems, and then utilize an evolutionary optimizer to optimize each sub-problem separately in a round-robin fashion [5] . Fig. 1 presents the general framework of CC. From this figure, we can see that the CC framework generally contains two stages: 1) the decomposition stage, where variables of a high dimensional problem are partitioned into several groups using a certain decomposition strategy, and 2) the optimization stage, where each group of variables is optimized by a subpopulation evolved by a certain EA based on a context vector.
In the optimization stage, as shown in Fig. 1 , when optimizing the variables in the ith group, a subpopulation only containing these variables is maintained and evolved separately by a certain EA. To evaluate the fitness of the subpopulation, the individuals in the subpopulation need to be complemented to complete solutions. To this end, a context vector is usually maintained in the optimization stage. Particularly, when calculating the fitness of an individual, the context vector and the individual is concatenated by replacing variables of the context vector in the ith group with the individual. In the literature, the most widely used context vector is the global best solution found so far [6] - [9] . In most existing CCEAs, after the ith group is evolved, the variables of the context vector in the ith group will be updated by the associated part of the best solution found by the subpopulation if it is better.
With respect to the adopted EA, generally speaking, any EA could be employed to optimize the sub-problems. In the literature, researchers have employed different EAs like particle swarm optimization (PSO) [10] - [12] , differential evolution (DE) [7] - [9] , [13] , genetic algorithms (GA) [5] , and artificial bee colony (ABC) [14] , etc., in the CC framework to deal with large scale optimization.
Prior to optimization, the problem decomposition is first executed to decompose a high dimensional problem into several smaller sub-problems. Thus, variable decomposition in the decomposition stage plays a crucial role in achieving satisfactory performance of an CCEA [7] - [9] , [13] . Since each sub-problem (or each group of variables) is evolved separately in the optimization stage, interacted variables should be placed into the same group, because these variables usually interfere with each other during the evolution.
Theoretically, an ideal decomposition strategy should put interacted variables into the same sub-problem, so that variables within each sub-problem are nonseparable, while those among different sub-problems are separable. However, in most cases, the prior knowledge about the interdependency among variables is not available, and thus current research on CCEAs mainly focuses on designing a good decomposition strategy that could divide variables into groups as accurately as possible, so that the interdependency among different groups is minimized [7] - [9] , [15] - [17] . As a result, recent years have witnessed the advent of many remarkable decomposition strategies. Broadly, these decomposition strategies could be classified into two categories: 1) dynamic decomposition methods [6] , [15] , [16] , which dynamically divide variables into groups during the evolution, and 2) static decomposition methods [7] - [9] , [17] , which usually divide variables into groups based on variable interdependency detection techniques. The variable decomposition of the former is dynamic while that of the latter is usually fixed during the evolution. The two categories of existing decomposition methods will be reviewed in detail in the next section.
Although many remarkable decomposition strategies have assisted CC to achieve promising performance in tackling large scale optimization, they are confronted with several limitations. For instance, most dynamic decomposition strategies could not capture the interdependency among variables and thus achieve poor performance especially on non-separable problems [6] , [16] , [18] . Though some static decomposition strategies could divide variables into groups accurately, they usually need to consume a large number of fitness evaluations to detect variable dependency [7] - [9] . Thus, given limited fitness evaluations, those used for optimization are greatly reduced, leading to their poor performance.
To resolve the above issues, this paper proposes a datadriven decomposition strategy for CC. Specifically, since interacted variables interfere with each other, their evolution trajectory generally has some relationship during the evolution. In particular, if two variables have positive correlation, their evolution trajectory is usually in the same direction; if two variables have negative correlation, their evolution trajectory is usually in the opposite direction; if two variables are independent, there is no clear relationship between their evolution trajectory. Based on this observation, we utilize historical evolutionary data to mine the evolution consistency among variables and then make use of the affinity propagation clustering algorithm to group variables into different clusters adaptively with each cluster of variables as a sub-problem. Particularly, we name the proposed decomposition strategy as affinity propagation assisted and evolution consistency based decomposition (APEC).
It should be mentioned that the proposed APEC is a dynamic decomposition strategy, because it uses the dynamic evolutionary data to mine the evolution consistency among variables. The most advantageous property of APEC is that it does not cost any fitness evaluations in the decomposition stage and based on the mined evolution consistency, it could adaptively partition variables into groups.
To verify the effectiveness of APEC, we embed it into the CC framework, and conduct experiments on the widely used CEC'2010 [19] and CEC'2013 [20] large scale benchmark function sets in comparison with several popular and stateof-the-art decomposition methods.
The rest of this paper is organized as follows. Section II reviews related works on existing problem decomposition approaches, following which is the detailed elucidation of the proposed APEC decomposition method in Section III. In Section IV, experiments are conducted on two large scale benchmark sets to verify the effectiveness of APEC. Finally, conclusions and future work are given in Section V.
II. RELATED WORK
Even though cooperative coevolution (CC) has been proven a promising framework to tackle large scale optimization, VOLUME 6, 2018 its performance seriously relies on the adopted decomposition strategy [6] - [9] , because interacted variables usually interfere with each other during the evolution. Therefore, without any prior knowledge about the variable dependency, current research on CCEAs mainly focuses on devising novel decomposition strategies to divide variables into groups as accurately as possible, so that dependency between any two variable groups is minimized. Broadly, existing decomposition strategies could be partitioned into the two following categories [4] .
A. DYNAMIC DECOMPOSITION METHODS
Intuitively, dynamic decomposition strategies usually partition variables into groups dynamically during the evolution. In other words, in different generations, the variable decomposition may be different. In the literature, the simplest dynamic decomposition strategy is random grouping (RG) [6] . Given D variables, in each generation, before optimization, RG randomly separates them into D/m groups with each group containing the same number of variables, namely m. However, this method is very sensitive to the group size m. To alleviate this issue, some researchers proposed to designate a group size pool [12] , [21] , which contains different integers representing different group sizes. In [12] , a group size is randomly selected from the pool when the global best solution is not changed during the evolution. In [21] , a group size is probabilistically selected from the pool based on the selection probability of each element, which is derived from its contribution to the improvement of the global best fitness.
Though the above RG methods could group two interacted variables into the same component with high probability during the evolution, they do not take variable linkages into consideration in the decomposition and thus they achieve inferior performance when more than two variables interact with each other [7] . To alleviate this predicament, some recent studies [15] , [16] , [18] , [22] made use of evolutionary information or heuristic information to divide variables into groups. Omidvar et al. [16] utilized the delta value of each variable in two consecutive generations to divide variables into groups and proposed a delta grouping strategy. Specifically, all variables are sorted based on their delta values and then they are partitioned into groups with equal sizes. Subsequently, Ray and Yao employed the correlation coefficients of the top half of the population to partition variables into groups [15] and put forward a correlation based adaptive variable partitioning method. In this decomposition method, those variables whose correlation coefficient is greater than a specific threshold are placed into the same group. In [18] and [22] , a dependency identification (DI) technique was developed to iteratively find the best arrangement of variables. Dai et al. [18] first randomly divided variables into D/m groups with each group containing m variables. Then, they rearranged 10% variables and obtained the square difference between the original fitness value and the sum of the fitness value of the subcomponents.
Based on such difference, DI detects the best decomposition of variables to decline the interdependency among the groups as much as possible. In [22] , an improved DI was further proposed to reduce its sensitivity to parameters. Mahdavi et al. [23] proposed an incremental decomposition strategy via considering the imbalance feature of variables to the objective function. Particularly, it first optimizes each subproblem separately and then dynamically combines groups based on different selection methods, such as random-based, sensitivity analysis-based, and random sensitivity analysisbased methods. In this way, the search space of the adopted optimizer is grown incrementally toward the original search space of the problem [23] .
Particularly, we can see that in dynamic decomposition based CCEAs, the decomposition and the optimization are not independent, but interfere with each other.
B. STATIC DECOMPOSITION METHODS
In contrast to dynamic decomposition strategies, static decomposition strategies usually divide variables into groups based on some variable interaction detection techniques and keep the decomposition fixed in the optimization stage. Therefore, in static decomposition based CCEAs, the decomposition and the optimization are separate.
The first representative static decomposition method is the variable interaction learning strategy (VIL) [24] . In this method, each variable is first considered as a separate group and then the current and previous populations are tested after optimizing each group. Those groups that affect each other are merged and then the newly formed groups are optimized. The above process continues until no mergence among groups exists. The most critical disadvantage of this strategy is that it consumes up to 60% of the total fitness evaluations in the learning stage [24] , which leaves only 40% for optimization. Based on the idea of VIL, Omidvar et al. proposed the differential grouping strategy (DG) [7] , which is derived from the definition of partial separability. Specifically, DG utilizes the following formula to identify the interaction between any two variables:
where x i is a value of the ith variable and x j is a value of the jth variable; δ i and δ j are the shifts for the ith and jth variables respectively. f (·) is the fitness function. It should be mentioned that when evaluating the fitness of the four components in Eq. (1), the other variables are fixed.
In particular, if Eq. (1) is satisfied, interaction exists between the ith variable and the j variable and thus they should be put into the same group. However, due to the system error, some independent variables may be mistakenly identified as interacted variables by Eq. (1). To alleviate this issue, Omidvar et al. [7] relaxed Eq. (1) to the following inequation:
where ε is a threshold used to determine whether two variables are interacted. DG [7] has been proven to be able to capture the direct linkages between variables. However, it cannot discover the indirect linkages between variables because it excludes all variables in the already grouped components and then detects variable dependency between the remaining variables. To fill this gap, Sun et al. [9] and Mei et al. [8] proposed extended DG (XDG) and global DG (GDG), respectively. XDG [9] first iteratively detects the interdependency between each variable and the other variables and then based on the detected dependency partitions variables into groups. Subsequently, it discovers the overlapping between partitioned groups and will merge two groups if they are overlapping. Unlike XDG, GDG [8] maintains a variable dependency matrix with each entry denoting the dependency (or independency) between the associated two variables. Once the matrix is filled up by the variable detection technique in Eq. (2), the breadth-first or depth-first technique is employed to identify direct or indirect linkages between variables and then put variables with direct and indirect linkages in the same component.
Though XDG and GDG could identify the direct and indirect linkages between variables, this is at the sacrifice of costing a large number of fitness evaluations. Specifically, DG, XDG and GDG all need O(D 2 )(D is the dimension size) fitness evaluations to detect variable dependency [7] - [9] and the order among these three methods with respect to the cost of fitness evaluations is XDG>GDG>DG. Given limited fitness evaluations for a CCEA, it definitely greatly reduces the number of fitness evaluations used for optimization if we embed DG, XDG or GDG into the CCEA.
To alleviate this predicament, recently some researchers have been devoted to devising approaches to reducing the cost of fitness evaluations in the decomposition stage. Therefore, many remarkable approaches have emerged [13] , [17] , [25] . For instance, Hu et al. [17] brought up a fast interdependency identification mechanism (FII). To be specific, this method first identifies the separable variables and non-separable variables via detecting the linkages between one variable and the other variables. Then, it focuses on detecting the variable dependency between non-separable variables and places interacted variables into the same group. This method could save a lot of fitness evaluations when employed to decompose high dimensional problems with many separable variables. However, when it comes to problems with many non-separable variables, it still cost (D 2 ) fitness evaluations. Omidvar et al. [25] developed an improved version of DG, named DG2 [25] via reusing the sample points that are generated for detecting interactions. Particularly, DG2 [25] systematically selects sample points used in Eq. (2) to reduce the redundant sample points used to detect variable dependency between variables. In this way, many fitness evaluations could be saved. In particular, it could save up to half of the fitness evaluations used by DG on fully separable functions. Recently, inspired from binary search, Sun et al. [13] proposed a recursive DG method (RDG). Specifically, for one variable x i , RDG first detects the interaction between it and the remaining variables (excluding x i and all variables that have been grouped into components). Once the interaction is identified, the remaining variables are divided into two groups with equal sizes. Then the interaction between x i and each group is identified. This process is recursively conducted until all variables interacting with x i are identified and placed into the same group. In particular, RDG could reduce the used fitness evaluations from O(D 2 ) to O(Dlog(D)) [13] .
In addition to DG based decomposition methods, many other decomposition methods have been proposed in recent years as well. For example, Ge et al. [10] put forward a two-stage variable interaction technique. In this method, a learning model is first constructed to explore a part of the variable interactions as prior knowledge and then a marginalized denoising model was designed to construct the overall variable interactions using the prior knowledge. Wang et al. [26] came up with a formula-based grouping strategy (FBG) based on the assumption that the formula of a high dimensional problem is known a priori. Specifically, it identifies the operations in the formula of a high dimensional problem and classifies them into two categories: the one resulting in nonseparable variables, and the other resulting in separable variables. Then, based on the identified operations, it groups the variables into different components.
Static decomposition methods have shown superiority to dynamic decomposition strategies by virtue of the accurate decomposition of variables. However, their good performance in decomposition is at the sacrifice of costing a large number of fitness evaluations to detect variable dependency. Therefore, the fitness evaluations used for optimization are largely reduced when only given limited fitness evaluations. As a consequence, the optimization performance of static decomposition based CCEAs is not so significantly superior to dynamic decomposition based CCEAs, especially on fully separable and fully non-separable high dimensional problems [7] - [9] , [13] . In particular, recent studies [27] , [28] revealed that it is not necessary to partition variables into groups so accurately if the cost of the variable interaction detection is high. In this paper, we propose a data-driven decomposition strategy, which uses historical evolutionary data to mine the evolution consistency between variables and then clusters the variables into groups adaptively according to the mined evolution consistency.
III. EVOLUTION CONSISTENCY BASED DECOMPOSITION
This section elaborates the proposed data-driven decomposition method, named as Affinity Propagation assisted and Evolutionary Consistency based decomposition (APEC). Before the detailed elucidation, we first give some definitions. VOLUME 6, 2018 Definition 1: For any two variables x i and x j , in any two generations, if their evolution paths satisfy the following inequality, their evolution directions are consistent in these two generations.
where x 1 i is the evolution value of the ith variable in one generation and x 2 i is its another evolution value in the other generation.
Definition 2: For any two variables x i and x j , in any two generations, if their evolution paths satisfy the following inequality, their evolution directions are not consistent, but opposite in these two generations.
(
Based on Definition 1 and Definition 2, the measurement of the evolution consistency between two variables (x i and x j ) can be defined as follows
where EC denotes the evolution consistency between the ith variable and the jth variable, P[(
> 0] denotes the probability that the two variables are evolved in the same direction and P[(
denotes the probability that the two variables are evolved in the opposite direction.
From Eq. (3), we can see that the value of EC is within
indicating that the evolution directions of the two variables are always the same during the evolution. When EC = −1,
indicating that the evolution directions of the two variables are always opposite during the evolution. In these two conditions, actually, these two variables are interdependent. The only difference is that in the former condition, the two variables have positive correlation, while in the latter, they have negative correlation. In addition, when EC = 0, it indicates that the two variables have no correlation, namely they are independent. Therefore, we can see that the measurement EC could reflect the correlations between variables. Particularly, the value of |EC| could reflect the probability that two variables interact with each other. More specifically, the higher the value of |EC|, the larger the probability that two variables interact with each other.
Therefore, EC could be utilized as an indicator to measure the interaction between variables. Based on this, we propose the APEC decomposition strategy, which is described in the following.
A. EVOLUTION CONSISTENCY MINING
To accurately mine the evolution consistency between variables, we utilize the historical evolution data that could represent the evolution direction of variables during the evolution. Here, it should be mentioned that it is the evolution direction data that is utilized, because this kind of data could accurately reflect the evolution of variables. Such data may be different for different EAs. For instance, as for DE [29] , [30] , we can use the mean position of the population to represent the evolution direction of variables in each generation. For PSO [31] - [33] , we can use the mean position of the personal best positions of particles as this kind of data.
In particular, we collect this kind of data from previous T consecutive generations. Suppose the historical evolution data from previous T consecutive generations are stored in a matrix denoted as X and the problem to be optimized contains D variables. Then, X is a T ×D matrix with each row denoting the evolution data in one generation.
Subsequently, on the basis of X, we can mine the evolution consistency between variables. According to Eq. (3), in order to compute the evolution consistency between two variables, we first need to calculate the probability that the two variables are evolved in the same direction and in the opposite direction respectively. To facilitate this computation, we define the following indicator for each variable:
where
is the indicator that represents the evolution direction of the ith variable between the kth and mth generations. = −1 shows that the two variables are evolved in the opposite direction. As a result, we can calculate the evolution consistency between the ith and jth variables as follows:
Based on Eq. (6), we can compute the evolution consistency between any two variables and then obtain a evolution consistency matrix EC with D × D.
B. AFFINITY PROPAGATION (AP)
As aforementioned, each entry |EC i,j | in |EC| reflects the correlation between the associated two variables. Thus, we can use some clustering algorithms to cluster variables into groups based on the mined |EC|. In this paper, we utilize the affinity propagation clustering algorithm (AP) [34] because on the one hand, it has been proven to successfully tackle many real-world problems [35] - [38] ; on the other hand, it can adaptively determine the number of clusters. Utilizing it to cluster variables into groups based on |EC|, we can decompose a high dimensional problem into sub-problems without setting any parameters. Therefore, in this section, we briefly introduce the AP clustering algorithm.
Specifically, given N data points, AP takes the similarities S between data points as the input. Each entry s(i, j) in S indicates how similar the jth data is to the ith data. The larger s(i, j) is, the more similar the jth data is to the ith data.
In the clustering procedure of AP, there are two kinds of information exchanged between data points, which Frey and Dueck [34] defined as ''responsibility'' and ''availability'' respectively. Particularly, each entry r(i, k) in the ''responsibility'' matrix R measures how well x k is suited to be the exemplar for x i , relative to other candidate exemplars and such information is sent from data point x i to candidate exemplar point x k . Each entry a(i, k) in the ''availability'' matrix A represents how ''appropriate'' it would be for x i to choose x k as its exemplar, taking other points' preference of being the exemplar of x k into consideration. Such information is sent from candidate exemplar point x k to point x i .
Initially, each entry a(i, k) in A is set to zero. Then, each entry r(i, k) in the responsibility matrix R is updated as follows:
From Eq. (7), we can see that during the iteration, all candidate exemplars compete with each other to be the exemplar of one data point. Subsequently, each entry a(i, k) in the availability matrix A is updated as follows:
From Eq. (8), we can see each a(i, k) gathers evidence from data points with respect to whether each candidate exemplar is a good exemplar. However, the self-availability a(k, k) is updated differently:
Particularly, a(k, k) reflects accumulated evidence that point x k is an exemplar, based on the positive responsibilities sent to candidate exemplar k from other points.
AP iteratively updates ''responsibility'' matrix R and ''availability'' matrix A until either the cluster boundaries remain unchanged over a number of iterations, or after some predetermined maximum number of iterations. After the completion, the exemplars can be extracted from the final matrices (R and A) via checking the diagonal elements. Those with r(i, i) + a(i, i)) > 0 are chosen as the exemplars.
In AP, the diagonal of the similarity matrix S (i.e. s(i, i)) is particularly important, because it represents the point preference of being an exemplar. The setting of these values controls how many classes the algorithm would produce. A value close to the minimum possible similarity produces a small number of classes, while a value close to or larger than the maximum possible similarity, produces a large number of classes. In the literature, it is typically initialized to the median similarity of all pairs of data points [34] .
At last, when it comes to our situation, we set the similarity matrix S as the evolution consistency matrix |EC| and the preference vector is set as the median of |EC|, when we utilize AP to cluster variables into groups.
C. APEC DECOMPOSITION
Combining the AP clustering algorithm and the mined EC together, we develop the affinity propagation assisted and evolution consistency based decomposition (APEC), whose framework is outlined in Algorithm 1. 9 Obtain the median vector p of |EC| in row; 10 Cluster variables using the AP algorithm with |EC| as the similarity matrix and p as the preference vector; 11 Obtain the variable groups G according to the clustering result;
Algorithm 1 The Pseudocode of APEC
From Algorithm 1, we can see that the key component of APEC is the calculation of the evolution consistency matrix |EC| (Lines 1-8) , which is the input of the AP clustering algorithm. Besides, it should be noticed that the most advantageous property of the APEC decomposition strategy is that it does not cost any fitness evaluation in decomposition and thus all fitness evaluations are used for optimization. In addition, it can also adaptively cluster variables into groups by means of the AP clustering strategy, leading to that no parameter needs fine-tuning in APEC.
Algorithm 2 presents the framework where the proposed APEC is embedded into the CC framework. From this algorithm, we can see that the APEC decomposition is a dynamic decomposition strategy, which is executed every T generations. In particular, the decomposition of variables is only based on newly evolutionary data collected from T consecutive generations. Decompose variables into groups G using Algorithm 1 based on X; Obtain the evolutionary data representing the evolution direction of variables in this generation and put it into X; 17 iter + +; 18 end
Algorithm 2 The Pseudocode of APEC-CC

IV. EXPERIMENTS
To verify the effectiveness of the proposed APEC decomposition strategy, extensive experiments are conducted in this section. Particularly, the widely used CEC'2010 [19] and CEC'2013 [20] large scale benchmark sets are selected to evaluate the performance of APEC. The former contains 20 1000-D large scale functions, while the latter contains 15 1000-D functions, which are the extensions of those in the former set via introducing new features, such as overlapping. Therefore, functions in the latter set are much more complicated and harder to optimize. For details of these functions, readers are referred to [19] and [20] .
In this section, we first empirically investigate the parameter settings of APEC-CC in Section IV-A. Then, extensive comparisons between APEC and several state-of-the-art problem decomposition methods are made with respect to optimization performance in Section IV-B.
In particular, in our experiments, we utilize the individual-dependent DE (IDE) [39] as the base optimizer to cooperatively evolve the decomposed sub-problems in the optimization stage. This DE variant is adopted because it is one state-of-the-art DE and was demonstrated to outperform SaNSDE [40] in low dimensional space [39] . In this paper, we utilize the mean position of the population to represent the evolution direction of variables during the evolution. In other words, we utilize the historical mean position of the population to mine the evolution consistency between variables in APEC.
In addition, unless otherwise stated, the maximum number of fitness evaluations is set to 3000 × D (where D is the dimension size). To make it fair, median, mean and standard deviation (Std) values over 30 independent runs are used to evaluate the performance of all algorithms. To observe the statistical significance, the Wilcoxon rank sum test is performed at the significance level of α = 0.05, when other algorithms are compared with APEC. Besides, the Friedman test at the significance level of α = 0.05 is also conducted using the mean value of each algorithm on each function. In this manner, the globally averaged rank of each algorithm over all functions in one benchmark set could be obtained to measure the overall performance of the compared algorithms.
At last, it is worth mentioning that all algorithms are executed on a PC with 4 Intel(R) Core(TM) i5-3470 3.20GHz CPUs, 4Gb memory and Ubuntu 12.04 LTS 64-bit system.
A. PARAMETER SETTING
When we embed APEC into the CC framework, as shown in Algorithm 2, two parameters need to be set in APEC-CC, namely the population size NP of the optimizer and the generation interval T to periodically conduct the proposed APEC to decompose variables into groups. As for NP, to make fair comparison with other decomposition methods, NP = 50 is adopted, which is the common setting of the population size in the literature of CCEAs [7] - [9] , [16] , [22] .
As for generation interval T , it plays a key role in APEC. To observe its influence on APEC-CC, we conduct experiments on the 1000-D CEC'2010 functions via changing T from 10 to 60. Table 1 displays the comparison results among APEC-CC with different settings of T . In this table, all results are averaged over 30 independent runs and the best result of APEC-CC on each function is highlighted in bold. Further, to observe the overall performance of different settings of T , we conduct the Friedman test at the significance level of α = 0.05 using the mean value of each configuration on each function so as to obtain the globally averaged rank of each configuration over all functions in this set. The rank of each configuration is shown in the last row of this table.
From this table, we can obtain the following observations: 1) It seems that APEC is not so sensitive to the parameter T because the averaged best fitness results of APEC-CC with different settings of T are of the same magnitude on most functions (15 out of 20). 2) From the Friedman test results, as shown in the last row of this table, we can see that the ranks of different configuration of T are very close to each other. Particularly, APEC-CC with T = 30 achieves the first rank, following which is APEC-CC with T = 50 and APEC-CC with T = 40. The ranks of these three settings are more obviously close to each other than those of other settings. On the basis of the above observation, for simplicity, we adopt T = 50, which is the same as the population size, for APEC in the following experiments.
B. COMPARISON WITH STATE-OF-THE-ART DECOMPOSITION METHODS
To comprehensively verify the effectiveness of APEC, we compare it with several state-of-the-art problem decomposition methods on both the 1000-D CEC'2010 large scale benchmark set and the 1000-D CEC'2013 benchmark set. To be specific, random grouping (RG) [6] , Delta grouping [16] , multilevel grouping (MLCC) [21] , DG grouping [7] , XDG grouping [9] , GDG grouping [8] and DG2 grouping [25] are selected to compare with APEC.
RG [6] , Delta [16] , and MLCC [21] are three state-of-theart and popular dynamic decomposition strategies. RG [6] randomly divides variables into groups with equal group sizes, while MLCC [21] is an extension of RG via introducing a group size pool to alleviate the sensitivity to the group size. Delta [16] is a heuristic information based dynamic grouping strategy, which takes advantage of the delta values of variables between two consecutive generations to partition variables into groups. DG [7] , XDG [9] , GDG [8] and DG2 [25] are four state-of-the-art static decomposition strategies. XDG [9] , GDG [8] and DG2 [25] are three variants of DG [7] , which could detect direct and indirect linkages between variables. To make fair comparison, we download the source codes of all the compared algorithms from the corresponding authors' websites.
In this series of experiments, the parameters of the compared decomposition algorithms are all set as recommended in the corresponding papers. Then, all the compared decomposition algorithms are embedded into the CC framework using IDE [39] as the base optimizer to optimize large scale optimization problems in the CEC'2010 and CEC'2013 benchmark sets. Table 2 and Table 3 show the comparison results among CCEAs with different decomposition algorithms on the two 1000-D benchmark sets respectively. In these two tables, the Wilcoxon rank sum test is performed at the significance level of α = 0.05 when APEC is compared with the associated compared decomposition methods. The highlighted p values mean that APEC is significantly better than the corresponding compared algorithms with respect to the optimization performance. Besides, the symbols, ''+'', ''−'', and ''='', above the p values respectively represent that APEC is significantly better than, significantly worse than, and equivalent to the compared algorithms on the associated functions. Further, ''w/t/l'' in the second last row represents that APEC wins on w functions, ties on t functions and loses on l functions in total in the competitions with the counterpart methods. Besides, the Friedman test at the significance level of α = 0.05 is also globally conducted using the mean value of each algorithm on each function so as to obtain the globally averaged rank of each algorithm over all functions in the each set. The rank of each algorithm is shown in the last rows of these two tables.
The comparison results presented in Table 2 and Table 3 can be summarized as follows:
1) With respect to the CEC'2010 large scale benchmark set, from the Wilcoxon rank sum test results, as displayed in the second last row of Table 2 , we can see that from the perspective of the optimization performance, APEC achieves significantly superior performance to the three compared dynamic decomposition strategies (RG, Delta and MLCC) and obtains competitive performance with the four compared static decomposition strategies. Specifically, APEC shows its great dominance to RG, Delta and MLCC on 14, 12 and 15 functions respectively, and outperforms DG, XDG, GDG and DG2 on 10, 9, 11 and 9 functions respectively. 2) From the Friedman test results, as shown in the last row of Table 2 , we can see APEC achieves the first rank among all compared decomposition algorithms in terms of the optimization performance. This indicates that when embedded into the CC framework, APEC could assist the CCEA achieve averagely better performance than the compared decomposition algorithms over all functions in the CEC'2010 set. In particular, though DG2 achieves the second rank, its averaged rank is very close to that of APEC. This demonstrates that APEC could achieve slightly better or at least competitive performance with the stateof-the-art static decomposition strategy. 3) With respect to the CEC'2013 large scale benchmark set, from the Wilcoxon rank sum test results, as presented in the second last row of Table 3 , we can see that on the much more complicated CEC'2013 large scale benchmark functions, APEC still could achieve much better performance than the three compared dynamic 
decomposition methods in terms of the optimization performance. Particularly, it defeats RG, Delta and MLCC down on 13, 8 and 7 functions respectively, and is defeated down by them only on 2, 6 and 3 function respectively. In comparison with the four static decomposition methods, APEC shows its great superiority to DG and GDG on 12 and 10 functions respectively, indicating that it outperforms these two algorithms significantly on the CEC'2013 benchmark set. Competing with XDG and DG2, APEC dominates them on 7 and 8 functions respectively and is dominated by them on 8 and 7 functions respectively. This demonstrates that APEC could achieve competitive performance with XDG and DG2. 4) From the Friedman test results, as demonstrated in the last row of Table 3 , we can see that APEC still achieves the first rank among all algorithms on such complicated benchmark set. This indicates that APEC could achieve the overall best optimization performance over all functions in the CEC'2013 benchmark set. In particular, in this benchmark set, APEC and XDG achieve very similar averaged ranks, which demonstrates that APEC is competitive to XDG in optimizing large scale optimization problems. 5) Overall, we can see that on the both large scale benchmark set, APEC ranks first according to the Friedman test. To be specific, APEC shows its great dominance to the three compared dynamic decomposition strategies (RG, Delta, and MLCC) on both benchmark sets and presents its considerable competitiveness to the four compared static decomposition strategies (DG, XDG and GDG) on the two benchmark sets.
To further demonstrate the effectiveness of APEC in optimizing large scale optimization problems, we conduct experiments to observe the convergence behavior of CCEAs with the above compared decomposition methods. In this experiment, the number of fitness evaluations is changing from 5 × 10 5 to 5 × 10 6 . Fig. 2 and Fig. 3 present the convergence behavior comparison results among CCEAs with different decomposition strategies on the two benchmark sets respectively.
From Fig. 2 and Fig. 3 , we can summarize the experimental results as follows: 1) On the CEC'2010 benchmark set, APEC could achieve better performance in both the convergence speed and the solution quality than all the compared decomposition methods on 3 functions (F 3 , F 8 and F 19 ). More concretely, APEC could obtain better solutions with faster convergence than the three compared dynamic decomposition algorithms (RG, Delta and MLCC) on 14, 13 and 16 functions respectively. In comparison with the four static decomposition strategies (DG, XDG, GDG and DG2), APEC achieves both faster convergence and better solutions on 8, 8, 10 and 7 functions respectively. 2) On the more complicated CEC'2013 benchmark set, APEC also shows its great superiority in both the convergence speed and the solution quality to the 7 compared decomposition strategies on 3 functions (F 6 , F 10 and F 15 ). In particular, APEC finds better solutions with faster convergence simultaneously than RG, Delta and MLCC on 13, 9 and 10 functions respectively. Compared with DG, XDG, GDG and DG2, APEC converges faster with higher solution quality than them on 12, 7, 10 and 9 functions respectively. 3) Overall, we can see that on these two benchmark sets, APEC shows its great dominance to the three compared dynamic decomposition strategies with respect to both the convergence speed and the solution quality and demonstrates its considerable competitiveness to the four compared static decomposition methods. To summarize, from the above extensive comparison results, we can conclude that APEC could assist the CCEA to achieve better performance than existing popular dynamic decomposition strategies and obtain competitive performance with existing state-of-the-art static decomposition strategies. This implicitly demonstrates that the proposed evolution consistency (EC) measurement between variables could reflect the dependency between variables and the proposed APEC could divide the variables into groups properly.
V. CONCLUSION
This paper has proposed a data-driven decomposition strategy for cooperative coevolution to deal with large scale optimization, which is called Affinity Propagation assisted and Evolution Consistency based decomposition (APEC). Specifically, this decomposition method first utilizes historical evolutionary data that could represent the evolution direction of variables in each generation to mine the evolution consistency between variables. Then, based on the mined evolution consistency, the affinity propagation clustering algorithm is employed to adaptively cluster variables into groups. In particular, this decomposition strategy is a dynamic decomposition strategy, which is executed periodically during the evolution. The most advantageous property of APEC is that it does not cost any fitness evaluation in the decomposition stage and it also could adaptively partition variables into groups.
Extensive experiments have been conducted on two widely used large-scale benchmark sets and the experimental results demonstrate that the proposed APEC could assist the CCEA to achieve better performance than existing popular and state-of-the-art dynamic decomposition methods and obtain competitive performance with state-of-the-art static decomposition methods. Therefore, the proposed APEC provides a new way to partition variables into groups for cooperative coevolution to deal with large scale optimization.
In the future, on the one hand, we would like to employ the proposed APEC to deal with large scale multi/many-objective optimization problems (containing lots of decision variables), which has also drawn plenty of attention from researchers in recent years; on the other hand, we will take advantage of this decomposition method to deal with some real-valued real-world application problems. 
