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Integrating Preventive Maintenance Planning and
Production Scheduling for a Single Machine
C. Richard Cassady and Erhan Kutanoglu
Summary & Conclusions—Preventive maintenance planning,
and production scheduling are two activities that are inter-depen-
dent but most often performed independently. Considering that
preventive maintenance, and repair affect both available produc-
tion time, and the probability of machine failure, we are surprised
that this inter-dependency seems to be overlooked in the litera-
ture. We propose an integrated model that coordinates preventive
maintenance planning decisions with single-machine scheduling
decisions so that the total expected weighted completion time of
jobs is minimized. Note that the machine of interest is subject to
minimal repair upon failure, and can be renewed by preventive
maintenance. We investigate the value of integrating production
scheduling with preventive maintenance planning by conducting
an extensive experimental study using small scheduling problems.
We compare the performance of the integrated solution with
the solutions obtained from solving the preventive maintenance
planning, and job scheduling problems independently. For the
problems studied, integrating the two decision-making processes
resulted in an average improvement of approximately 2% and
occasional improvements of as much as 20%. Depending on the
nature of the manufacturing system, an average savings of 2%
may be signiﬁcant. Certainly, savings in this range indicate that
integrated preventive maintenance planning, and production
scheduling should be focused on critical (bottleneck) machines.
Because we use total enumeration to solve the integrated model
for small problems, we propose a heuristic approach for solving
larger problems. Our analysis is based on minimizing total
weighted completion time; thus, both the scheduling, and main-
tenance problems favor processing shorter jobs in the beginning
of the schedule. Given that due-date-based objectives, such as
minimizing total weighted job tardiness, present more apparent
trade-offs & conﬂicts between preventive maintenance planning,
and job scheduling, we believe that integrated preventive mainte-
nance planning & production scheduling is a worthwhile area of
study.
Index Terms—Minimal repair, optimization, preventive mainte-
nance, production scheduling, renewal, Weibull distribution.
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PM preventive maintenance
WSPT weighted shortest processing time
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Notation
number of jobs to be scheduled
processing time of job
maximum job processing time
weight of job
job sequencing decision variable
processing time of job in the sequence
weight of job in the sequence
completion time of job in the sequence (deter-
ministic case)
completion time of the job in the sequence (sto-
chastic case)
time to machine failure
Weibull shape parameter for probability distribution
of
Weibull scale parameter for probability distribution
of
hazard function of
ageofthemachinepriortojobsequencing-PMplan-
ning
age of the machine after the job in the sequence
age of the machine immediately prior to the job
in the sequence (after PM)
time required to repair the machine
time required to perform PM on the machine
PM interval for the machine
optimal value of
number of machine failures in time units of ma-
chine operation
steady-state machine availability
PM decision variable
optimal value of
I. INTRODUCTION
P
RODUCTION scheduling, and preventive maintenance
(PM) planning are two areas that have received tremen-
dous attention in both the manufacturing industry, and the
manufacturing systems & operations research literature. In
practice, these activities are typically performed independently
despite the clear relationship that exists between them. PM ac-
tivities take time that could otherwise be used for production,
but delaying PM for production may increase the probability
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of machine failure. Hence, there are trade-offs, and conﬂicts
between PM planning, and production scheduling. Our con-
tention is that manufacturing system productivity could be
improved by integrating these decisions. We investigate this
contention using an integrated PM planning & job scheduling
model.
Similar to the situation in practice, these areas are typ-
ically treated independently in the production systems, and
operations research literature. There is an extensive amount of
research in the production/machine scheduling literature, but
several review papers, and two recent books cover the majority
of the advancement in the area [1], [2]. Production scheduling
models tend to be deterministic optimization models designed
to maximize some measure of customer satisfaction. Solution
methodologies vary from traditional integer programming, and
associated Branch-Bound techniques to Lagrangean relaxation,
and optimization-based heuristics. These models & techniques
have been implemented in a variety of manufacturing systems.
Hundreds of papers on the use of mathematical modeling for
analysing, planning, and optimizing maintenance actions can
be found in the literature. Fortunately, several authors have re-
viewed the literature in this area [3]–[9]. Preventive mainte-
nance planning models are typically stochastic models (either
mathematicalorsimulation)accompaniedbyoptimizationtech-
niques designed to maximize equipment availability, or mini-
mize equipment maintenance costs.
One can argue thatthe models usedin production scheduling,
and preventive maintenance planning are designed with an im-
plicit common goal of maximizing equipment productivity. De-
spitethiscommonobjective,productionschedulingmodelstyp-
ically either ignore equipment failure, or treat it as a random
event. Therefore, existing studies in the stochastic scheduling
literature seem to take either a reactive approach, or a robust-
ness-based approach. In the former, one tries to update the pre-
planned schedule in the face of machine failures [10], [11]. The
latter tries to ﬁnd a schedule that is rather insensitive to the dis-
ruptions [12], [13]. Likewise, preventive maintenance planning
models tend to ignore the potential disruptions in production re-
sultingfrom PMactions.Thosethatconsiderjobschedules tend
to ignore the possibility of revising a previously-determined
production schedule based on machine availability considera-
tions [14], [15].
There is only limited literature on models that attempt
to combine preventive maintenance planning, and production
scheduling. Some of these studies focus on the process industry
(e.g. chemical plants), and provide case study results showing
the effects of equipment failures on the schedule robustness
[16]–[18]. There are several studies that test the effectiveness
of simple preventive maintenance policies using discrete-event
simulation, rather than optimizing them along with scheduling
decisions. These can be viewed as natural extensions of other
studies that rely on simulation for comparing scheduling rules.
While some papers in this category consider limited mainte-
nance resources in traditional job shop environments [19], [20];
others focus on the interaction of scheduling, and maintenance
policies, and assume unlimited resources [21]. There are also
studies that extend the simple machine scheduling models by
considering the maintenance decisions as given, or constraints,
rather than integrating them [22]. Weinstein & Chung [23] in-
vestigate strategic level maintenance planning rather than oper-
ational level in the context of hierarchical production planning.
Cho, Abad, & Parlar [24] consider the effects of age-related
quality problems, and take into account maintenance policies
that improve system performance.
Thereareonlyafewstudiesthatexplicitlytrytointegratepre-
ventive maintenance & scheduling decisions, and to optimize
them simultaneously. Ashayeri, Teelen, & Selen [25] propose
a discrete-time multi-machine integrated model, but production
decisions are determining the production quantities (lot sizing)
rather than scheduling distinct jobs, and they consider discrete
probabilities of failure instead of deﬁned probability distribu-
tions. Graves & Lee [26] consider a single-machine scheduling
problem with total weighted completion time as the objective
function just as we do, but they schedule only one maintenance
activity during the planning horizon. They show some com-
plexity results depending on the length of the planning horizon.
Lee & Chen [27] extend this to parallel machines, but still with
only one maintenance action. Qi, Chen, & Tu [28] consider a
similar single-machine problem with possibly multiple main-
tenance actions, but they do not explicitly model the risk of
not performing maintenance, which is explicitly captured in our
analysis.
In this paper, we develop a mathematical model which in-
corporates production scheduling, and preventive maintenance
planning for a single machine. Through a simple example, we
demonstrateaprocedureforidentifyingoptimalscheduling,and
PM decisions. We then provide insights gained from studying
the model using numeric examples. Finally, we describe the
beneﬁts of integrating the two activities into a single decision-
making process.
II. THE PRODUCTION SCHEDULING PROBLEM
Consider a single machine in a manufacturing system that is
required to process a set of jobs, and suppose that preempting
one job for another is not permitted. The purpose of production
scheduling (for this particular problem) is to choose an optimal
sequence for the jobs. Let
if the job performed is job
otherwise
(1)
Supposeourobjectiveistominimizethetotalweightedcomple-
tion time for the jobs, and we ignore the possibility of machine
failure. Then
(2)
(3)
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TABLE I
EXAMPLE SCHEDULING PROBLEM PARAMETERS
The optimal sequence is the one which minimizes the total
weighted completion time
(5)
The resulting mathematical programming formulation of this
job scheduling problem is given by
Minimize (6)
subject to (7)
(8)
binary (9)
The two sets of functional constraints, (7), and (8), ensure that
each position in the schedule receives one job, and each job is
assigned to one position in the schedule, respectively.
The global optimal solution to the mathematical program
is easy to obtain using the weighted shortest processing time
(WSPT) rule [2]. For each job, the ratio
(10)
is computed.Jobs arethensequenced indescendingorderbased
on this ratio. For example, suppose a machine is required to
process three jobs. The processing times, weights, and ratios
for these jobs are presented in Table I. The job sequence which
minimizes the total weighted completion time for these three
jobs is 2-3-1.
III. THE PREVENTIVE MAINTENANCE PLANNING PROBLEM
Suppose the machine used to process the jobs is subject to
failure, and the time to failure for the machine, is governed by a
Weibull probability distribution having shape parameter greater
than 1. When the machine fails, we assume it is minimally re-
paired, i.e. the machine is restored to an operating condition,
but machine age is not altered. This implies that, upon machine
failure, the machine operator does just enough maintenance to
resume machine function. Because , it may be practical to
perform preventive maintenance on the machine in order to re-
duce the increasing risk of machine failure. We assume that PM
restores the machine to a “good as new” condition, such that the
machine’s age becomes zero. This implies that PM is a more
comprehensive action than repair, perhaps corresponding to the
replacement of several key components in the machine.
Given the failure, repair, and PM characteristics of the ma-
chine, a reasonable question is “How often should PM be per-
formed on themachine?” We assume an age-based PMpolicyis
applied, i.e. PM is performed on the machine after time units
of operation. Assuming our objective is to maximize machine
availability, we can use mathematical modeling to determine an
optimal value for .
Because we assume PM restores the machine to a “good as
new” condition, we can model the operation & maintenance of
the machine as a renewal process, where the renewal points are:
(1) the initiation of machine operation, and
(2) the end of each PM activity.
Because we assume repair is minimal, we can model the oc-
currence of failures during each “cycle” of the renewal process
using a nonhomogeneous Poisson process. Then, the expected
value of is given by
(11)
where corresponds to the hazard function of the underlying
Weibull probability distribution. So, the “average” cycle con-
sists of an “uptime” period of time units of operation; and a
“downtime”periodof repairsoflength ,andaPMaction
of length . Therefore, the resulting steady-state availability of
themachine,expressedasa functionofthePMinterval,is given
by
(12)
Differentiation, and algebraic analysis yields an optimal PM in-
terval of
(13)
For example, suppose a machine’s failure, repair, and PM char-
acteristics are such that , , , and .
Evaluation of (13) indicates that PM should be performed on
this machine after 57.7 time units of operation.
IV. THE INTEGRATED PROBLEM
Suppose a machine possesses the production requirements
deﬁned in Section II; and the failure, repair, and PM charac-
teristics described in Section III. Furthermore, assume jobs are
not preempted for PM, and jobs interrupted by failure can be
resumed after repair without any additional time penalty. Be-
cause both production scheduling, and PM planning are de-
signed to maximize the effective use of the machine, it may be
advantageous to solve the production scheduling, and PM plan-
ning problems for this machine simultaneously. In addition to
choosing a job sequence, one must also decide whether or not
to perform PM prior to each job. The integrated problem is fur-
ther complicated by the fact that completion times for the jobs
are stochastic, because the machine may or may not fail during
each job, and PM decisions change the stochastic process gov-
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The completion time for a job is a random variable that de-
pends on
• the age of the machine prior to processing the job;
• the completion time for previous jobs;
• the time to complete PM, and the PM decision;
• the job’s processing time; the repair time; and
• the number of machine failures during the job.
Let
if PM is performed
prior to the job
otherwise
(14)
Because we assume that PM renews the machine, and repair is
minimal
(15)
(16)
The expected value of is given by
(17)
which includes time spent on all PM actions performed before
the job, all processing times up to & including the job,
and the expected value of the time spent on repairs that occur
beforeorduringthe job.Ourmodiﬁedobjectiveistoidentify
the PM actions & job sequence that minimize the total weighted
expected completion time
(18)
The resulting mathematical programmingformulation of the in-
tegrated problem is given by
Minimize (19)
subject to (20)
(21)
binary (22)
binary (23)
V. SOLVING THE INTEGRATED PROBLEM
We solve the integrated problem using total enumeration. To
demonstrate this enumerative procedure, we make use of the
example deﬁned in Sections II & III. Suppose . The
ﬁrst step in our solution procedure is to enumerate the set of
feasible job sequences. The six feasible sequences for this
example are enumerated in Table II.
The second step in our solution procedure is to identify the
optimalsetofPMdecisionsforeachfeasiblejobsequence.Each
TABLE II
INTEGRATION EXAMPLE RESULTS
TABLE III
1-2-3 PM ANALYSIS
of the feasible sets of PM decisions is applied to each job se-
quence. The objective function value is computed for each set
of PM decisions, and the set with the smallest objective func-
tion value is identiﬁed as optimal for that sequence. This anal-
ysis for the 1-2-3 sequence is presented in Table III. Note that
the optimal PM decisions for this sequence are to perform PM
only before the ﬁrst job. The job sequence-PM decisions with
the overall minimum objective function value are identiﬁed as
theglobaloptimalsolution. Theresultsforthisexampleare pre-
sentedinTableII.Note thattheoptimalsolutionis tousethejob
sequence 2-3-1 with PM performed prior to job 3 (the second
job in the sequence).
VI. SOLUTION ANALYSIS
Investigating the implications & beneﬁts of integrating the
job scheduling & PM planning decisions can be summarized
with the following questions.
• Howdoestheoptimalintegratedjobsequencecompare
to the WSPT sequence?
• How does the optimal integrated job-PM sequence
compare to the WSPT sequence combined with the
independently-obtained optimal PM interval?
• How does the minimum integrated objective function
value compare to the objective function value for the
WSPTsequence combinedwiththeindependently-ob-
tained optimal PM interval?
First, we address these questions for the example considered in
Section V. Then, we summarize the answers to these questions
with more numeric examples.
For the Section V example, the optimal job sequence is the
same as the WSPT sequence (2-3-1). However, the optimal job
sequence-PM decisions (2-3-1 with PM prior to job 3) are dif-
ferent from the WSPT sequence combined with the indepen-
dently-obtainedoptimalPMinterval.RecallthattheoptimalPM
interval for this machine is 57.7 time units. Using this interval
would mandate performing PM prior to the ﬁrst job (job 2) be-
cause . After job 2, the age of the machine would be 7308 IEEE TRANSACTIONS ON RELIABILITY, VOL. 54, NO. 2, JUNE 2005
TABLE IV
EXPERIMENTAL DESIGN
. Thus, no PM would be performed prior to the second
job (job 3). After job 3, the age of the machine would be 49
. Thus, no PM would be performed prior to job 1.
FortheSectionVexample,iftheWSPTjobsequenceiscom-
bined with the independently-obtained optimal PM interval, the
objective function value is 864.6. Thus, the minimum objective
function value of 852.5 represents a 1.4% savings over WSPT
with the optimal PM interval. We refer to this as Savings.
Inanattempttogaininsightintotheanswerstothethreeques-
tions posed above, a numeric experiment was designed. In all
experimental trials, the machine was required to process three
jobs, and . For each experimental trial, 1000 individual
problems were randomly generated using Monte Carlo simu-
lation of the initial age of the equipment, the weights of the
jobs, and the processing times for the jobs. The initial age of
the equipment was modeled as a discrete uniform random vari-
able over the integers 1 through 100. The weight of a job was
modeledasadiscrete uniformrandomvariableovertheintegers
1through10.Theprocessingtimeofajobwasmodeledasadis-
crete uniform random variable over the integers ,
where is a controlled factor for the experiment. In addi-
tion to , the other controlled factors were , , and .
A factorial design was used to generate the 16 experimental
trials. The factor values, and the optimal PM interval for each
trial are given in Table IV.
More than half (60.2%) of the problems analyzed indicate
some positive Savings, and the average Savings is 2.2%. So, the
results indicate that integrating job scheduling, and PM plan-
ning is superior to solving the two problems independently. Al-
mostall(97.7%)oftheintegratedsolutionsutilizetheWSPTse-
quence.Thissimilarity,andtherelativelysmallaverageSavings
result from the fact that the total weighted completion time, and
machineavailabilityperformancemeasuresbothencouragepro-
cessingshorterjobsﬁrst.Itis worthwhileto notethat changesto
theWSPTsequencetypicallyoccurwhentwoormorejobshave
weighttoprocessingtimeratiosthatareveryclose.Infact,some
of the 2.3% that differ from WSPT occur when two or more job
ratios tie, and the job sequencing problem has multiple optimal
solutions. In these cases, the integrated problem breaks the tie
based on PM considerations. Note that less than half (39.8%)
of the problems studied have an integrated solution equivalent
totheWSPTsequencewiththeindependently-obtainedoptimal
PM interval. Therefore, the beneﬁt of this integrated problem is
more effective PM planning.
VII. LARGER PROBLEMS
The results described in Section VI demonstrate that there is
potential beneﬁt to be realized from integrating job sequencing,
and PM planning decisions. However, the examples consid-
ered in the experiment consider only 3 jobs. In practice, job
sequencing problems consider a larger number of jobs, and
the jobs to be scheduled evolve in a dynamic fashion. We
investigated solving larger problems conducting additional
experiments.
The results of the 3-job experiment indicate that the WSPT
ruleisvalidforalmostalloftheintegratedproblems.Therefore,
we propose the following heuristic:
Step 1. Identify the WSPT job sequence.
Step 2. Identify the PM decisions which minimize total ex-
pected weighted completion time for the WSPT job
sequence.
We applied this heuristic to the 16000 problems studied in Sec-
tion VI. The heuristic yields the optimal solution for 97.9% of
these problems; and for those problems that are not optimized
by the heuristic, the average deviation from the optimal objec-
tive function value is less than 0.005%.
Next, we applied our experimental design to 4-job, and 5-job
problems. For each experiment, we randomly generated 500
4-jobproblemshaving ,and2005-jobproblemshaving
. We solved these problems using both total enumer-
ation, and the heuristic. For the 4-job problems, the heuristic
yields the optimal solution for 97.3% of the problems, and for
those problems that are not optimized by the heuristic, the av-
erage deviation from the optimal objective function value is less
than0.003%.Forthe5-jobproblems,theheuristicyieldstheop-
timalsolutionfor96.0%oftheproblems;andforthoseproblems
that are not optimized by the heuristic, the average deviation
from the optimal objective function value is less than 0.002%.
Therefore, our recommendation is as follows. The enumera-
tivesolution procedureworkswellfor a smallnumberof jobs (8
or less). However, because for jobs the procedure requires the
evaluation of job sequences, and sets of PM decisions for
each sequence; this procedure is not effective for larger prob-
lems. Given that the heuristic can handle much larger problems
(up to 20 jobs), it should be used for preliminary planning pur-
poses. Then, as job requirements evolve over time, the job-PM
schedule can be updated over shorter periods using the enumer-
ative approach.
VIII. CONCLUDING REMARKS AND FUTURE RESEARCH
The model presented lends itself to a number of meaningful
extensions. Objective functions that lead to greater conﬂict
between job sequencing, and PM planning, could be used. For
example, a due-date-based function, such as total weighted
expected tardiness, does not necessarily emphasize processing
shorter jobs earlier in the sequence. Our contention is that in-
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between conﬂicting goals of individual decisions. Assumptions
regarding the failure, repair, and PM characteristics of the ma-
chine could be modiﬁed or eliminated. For example, repair may
restore the equipment to a “good as new” condition; or it may
be possible to interrupt a job for PM. Multiple machines and/or
job shops could be considered. We intend to explore these
extensions as well as improved exact, and heuristic solution
procedures in future work.
In some production environments, the equipment used is
highly reliable. As a result, PM schedules for such equipment
may be weekly, monthly, or even semi-annual. In these environ-
ments, the use of a job-to-job PM planning tool is unnecessary.
However, the models we propose to develop can be applied in
these scenarios. Rather than integrating job sequencing & PM
decisions, the models could be used as an aggregate planning
tool for integrating lot scheduling & PM planning decisions.
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