Background: the parametric g-formula can be used to estimate the effect of a policy, intervention, or treatment. Unlike standard regression approaches, the parametric g-formula can be used to adjust for time-varying confounders that are affected by prior exposures. to date, there are few published examples in which the method has been applied. Methods: We provide a simple introduction to the parametric g-formula and illustrate its application in an analysis of a small cohort study of bone marrow transplant patients in which the effect of treatment on mortality is subject to time-varying confounding. Results: Standard regression adjustment yields a biased estimate of the effect of treatment on mortality relative to the estimate obtained by the g-formula.
Conclusions: the g-formula allows estimation of a relevant parameter for public health officials: the change in the hazard of mortality under a hypothetical intervention, such as reduction of exposure to a harmful agent or introduction of a beneficial new treatment. We present a simple approach to implement the parametric g-formula that is sufficiently general to allow easy adaptation to many settings of public health relevance.
(Epidemiology 2014; 25: 889-897) I magine an oncologist knocks on your door with the following problem: she wants to know how much she could reduce mortality among her bone marrow transplant patients by prescribing a new drug that prevents graft-versus-host disease, a side effect of allogeneic marrow transplantation. 1 although graft-versus-host disease is associated in observational studies with an increased risk of mortality, it also reduces the risk of leukemia relapse-thus, any drug that prevents graft-versus-host disease may have the very undesirable side effect of increasing the rate of relapse. 2 She wants to compare the mortality in her cohort with what mortality would be in that same cohort if they had taken this new drug. We cannot answer this question with a regression model because leukemia relapse is a risk factor for mortality and subsequent graft-versus-host disease and it will also decrease the incidence of subsequent relapse (ie, relapse is a confounder affected by exposure). 3, 4 However, we can answer this question using the g-formula.
the g-formula is an analytic tool for estimating standardized outcome distributions using covariate (exposure and confounders) specific estimates of the outcome distribution. 5 the g-formula can be used to estimate familiar measures of association, such as the hazard ratio. in the current article, we address the oncologist's question: we compare observed mortality in our cohort with the expected mortality in that cohort under the new treatment.
epidemiologists often use regression models (eg, the cox proportional hazards model) to adjust for confounding; this is equivalent to estimating stratum-specific hazard ratios and then averaging the information-weighted hazard ratios. When some of those confounders are also causal intermediates, this amounts to adjusting away some of the effect of exposure. 6, 7 the g-formula works differently: first, one finds weighted averages of the stratum-specific hazards, and then those averaged (standardized) hazards are combined in a summary hazard ratio. thus, bias resulting from time-varying covariates that can be both confounders and causal intermediates is a shortcoming of using regression models to control for confounding, rather than a general principle of observational data analysis. 8, 9 the g-formula is a tool that overcomes this shortcoming, but its use in the literature has been sparse-we could find only 9 examples using observational data. 8, [10] [11] [12] [13] [14] [15] [16] [17] We hypothesize that the dearth of software packages and lack of useful, yet simple, examples of the g-formula have been the main barriers to broader use.
We show how the g-formula can be used with standard software tools that many epidemiologists already employ, and we illustrate it using publicly-available data from a small cohort study with accompanying SaS code in an eappendix (http://links.lww.com/eDe/a817). We illustrate how we can estimate the net (total) effect of a hypothetical treatment to prevent graft-versus-host disease on mortality and compare the g-formula approach with a regression approach. the g-formula (as with any statistical method) relies on making assumptions to make sense of the complex processes underlying the data. We discuss possible ways to assess how well we meet the assumptions as well as the robustness of the g-formula to violations of these assumptions.
METHODS

The g-Formula
Using regression methods to control confounding requires making the assumption that the effect measure is constant across levels of confounders included in the model. alternatively, standardization allows us to obtain an unconfounded summary effect measure without requiring this assumption. the g-formula is a generalization of standardization and can be expressed similarly. For example, the 10-year risk of death for a group of individuals, standardized across some dichotomous (1,0) risk factor Z could be expressed as
where Σ z indicates that we are summing over each possible value of Z, and Pr (Z = z) is the probability that Z takes on the value z in the reference population. if the 10-year risk of death among the group with Z = 1 was 0.1 and the risk among the group with Z = 0 was 0.05, and we were studying a population with a 60 individuals with Z = 1 and 40 individuals with Z = 0, the Z-standardized 10-year risk of death would be 0.1 × (60/100) + 0.05 × (40/100) = 0.08. the g-formula relies on this same set of calculations. Suppose now that we have a cohort of 50-year-old men and we wish to estimate the change in 10-year risk of death from some exposure, X, that has no effect on mortality among 50 to 55 year olds but increases mortality after age 55 years. the overall 10-year risk of death, Pr (death 10 = 1), could be calculated using the probabilities expressed by the g-formula: Pr( | ) 5 1 X x X x assume 50% are exposed at the start. as shown in the calculations from table 1, if the probability of death in our cohort after 5 years (at age 55 -death 5 ) is 0.025 for everyone and the conditional probability of death between 5 and 10 years of follow-up (ie, between age 55 and 60 years) is 0.06 for exposed and 0.051 for unexposed individuals, the overall standardized 10-year risk of death (Pr (death 10 = 1)) would be 0.08. We consider the probability of death in the second period to be conditional because we condition (restrict) our data to the individuals still alive at the beginning of year 6. the overall standardized risk is often referred to as the "natural course" because we are estimating the risk under no interventions. in this setting (in which we can observe all covariate specific probabilities), the observed 10-year risk will equal the 10-year risk calculated using the natural course.
Use of the g-formula for effect estimation proceeds using the standardization formula above and substituting new values for probabilities of exposure defined by a hypothetical intervention. For example, if we wished to estimate the effect of exposure on the 10-year risk of death, we would use the g-formula to calculate the risk of death if we intervened to make all individuals "always exposed" (ie, set Pr (X = 1|age) = 1.0 (and Pr (X = 0|age) = 0.0 regardless of age) versus the risk if we intervened to make all individuals "never exposed" (eg, set Pr (X = 0|age) = 1.0 (and Pr (X = 1|age) = 0.0). as shown in table 1, we substitute 1.0s (and 0.0s) into the standardization formula for these conditional exposure probabilities and arrive at a 10-year risk for the intervention always exposed of 0.084 and for the intervention "always unexposed" of 0.075 (g-formula standardized risk difference = 0.009). For an intervention in which we expose all participants in the past 5 years only (the treatment plan "expose if still alive at 5 years"), we would "intervene" by setting conditional probabilities Pr (X|age > 50) to 1.0 and Pr (X|age ≤ 55) to the conditional proportions observed in the original data (risk = 0.084).
The Parametric g-Formula
although standardization using the g-formula is simple enough to do by hand in our hypothetical example, epidemiologic studies often have richer covariate sets and longer periods of follow-up. in such studies, stratification by many covariates can quickly lead to strata in which there are not enough data to calculate the conditional probabilities, and use of continuous covariates does not allow this stratification approach. instead of directly calculating every conditional probability, we can use parametric regression modeling to calculate the conditional probabilities used to carry out computations shown above. Further, we can simulate data from the conditional probability distributions to approximate standardization. robins referred to this approach of using modeled conditional probabilities to estimate standardized effect measures as the parametric g-formula. 14, 18 the data from our illustrative example and SaS code to carry out our algorithm are provided in eappendices 1 through 4 (http://links.lww. com/eDe/a817). recipients (described in detail by copelan et al 19 and by Klein and Moeschberger 20 ) under different treatments by a hypothetical drug that prevents graft-versus-host disease. Use of the g-formula for our example was motivated by hypothesized timevarying confounding shown in the causal diagram in Figure 1 and by the desire to estimate the reduction in mortality from an intervention that could prevent graft-versus-host disease.
Study Population
the study population arose from a multicenter trial of leukemia patients and comprises 137 individuals prepared for bone marrow transplants under a radiation-free regimen at four medical centers. allogeneic bone marrow transplants were performed between 1 March 1984 and 30 June 1989, and patients were followed until death or administrative censoring at 5 years after transplant. Baseline covariates at time of transplant included age, sex, leukemia type (acute lymphocytic or acute myeloid leukemia), wait time from leukemia diagnosis to transplantation, and cytomegalovirus immune status (yes or no). Patients were followed to assess when, if at all, platelets returned to the normal range (as a measure of immune function) and the patient experienced leukemia relapse.
We illustrate how to apply the parametric g-formula to the cohort of bone marrow transplant recipients to estimate the effect of a hypothetical intervention that prevents graftversus-host disease from occurring. although the cohort is small, our example can be easily adapted to larger observational studies with long-term follow-up.
The Parametric g-Formula Algorithm for the Bone Marrow Transplant Data
We use a 3-step algorithm for the parametric g-formula to estimate hazard ratios comparing: a new drug that prevents graft-versus-host disease from occurring during follow up ("prevented") versus no intervention (natural course). We compare natural course to prevented as a measure of how effective a drug that prevents graft-versus-host disease would have been at preventing mortality in our cohort (or similar populations). We present the algorithm in compact form in Figure 2 , and interested readers may find it of use to follow our algorithm with the SaS code and data given in eappendices 1 to 4 (http://links.lww.com/eDe/a817) and the more formal (and technical) presentation of the g-formula of our data in eappendix 5 (http://links.lww.com/eDe/a817).
Step 1-Probability modeling: We start with a personperiod data set in which each record corresponds to one person-day and time-varying covariates are represented as (0,1) dichotomous variables for each person day. Within this personperiod data, we fit a pooled logistic model (ie, a logistic model fit to all person periods) to estimate the log-odds of each of the time-varying covariates (graft-versus-host disease, platelet level, relapse, death), for each person period (ie, the conditional log-odds of the covariate taking on the value "1"). 21 We included time (ie, days since transplant) in the model using a set of polynomial terms. Because we modeled the onset of graft-versus-host disease (and other time-varying covariates), the models for each covariate on day k were fit using only person-days for which the patient had not yet experienced conditional probabilities First 5 years Pr (exposed): 0.5 risk among exposed: 0.025 risk among unexposed: 0.025 last 5 years Pr (exposed): 0.5 risk among exposed: 0. each time-varying covariate on day k−1. We transformed the log-odds of each covariate into probabilities using the transformation Pr (·) = exp (·)/(1 + exp (·)).
Step 2-Monte Carlo sampling: From our original data of n = 137 patients, we re-sampled with replacement M = 137,000 "pseudo-patients," retaining only baseline covariates. the sample should be as large as practical to minimize simulation error. this simulation is carried out as follows.
We simulated time-varying covariate and outcome data for each of the pseudo-patients using conditional probabilities generated in Step 1 and baseline covariates (with time-varying covariates set to 0 at baseline). each pseudopatient received values for these covariates on each day based on a draw from a Bernoulli distribution with the conditional mean given by the probability modeled in Step 1, above. essentially, on each day k, we flipped biased coins to choose whether or not the pseudo-patient became exposed, experienced relapse, returned to normal platelet levels, was censored, or died, and the probability of a coin coming up "heads" depended on values of those covariates on prior days and the baseline covariates.
the data set from this step is known as the natural course because there is no intervention. to ensure that covariate distributions from the natural course closely follow distributions in the observed data, we examined the Kaplan-Meier survival curve for death ( Figure 3 ), as well as the complement of the Kaplan-Meier curves for time to onset of graft-versus-host disease, relapse, and normal platelet count ( Figure 4 ). We fit multiple parametric forms for each model in Step 2 and based our final choice of model on how closely these graphs and covariate means from the natural course matched those in the observed data. For example, we compared the fit of models using linear, quadratic, cubic polynomial, quadratic spline, unrestricted cubic spline, and restricted cubic splines. Model components and coefficient values are given in eappendix 6 (http://links.lww.com/ eDe/a817).
We repeated Step 2 using an intervention "prevented"; we set graft-versus-host disease to 0 and generated all other covariates, forcing graft-versus-host disease to remain 0. By setting the values of graft-versus-host disease in the data set, the proportion of deaths in the simulated data set in which we set graft-versus-host disease = 0 approximates the solution to the explicit formulas shown in our hypothetical example (in which the conditional probabilities of graft-versus-host disease onset are all set to 0).
Step 3-Effect estimation: We concatenated the data sets from Step 2, estimating the hazard ratio by comparing the hazards in the natural course data set with those in the prevented data set. this was done by using an indicator variable for the data set (1 = natural course, 0 = prevented) and using that indicator as the exposure variable in a cox model.
to estimate confidence intervals (cis) for the hazard ratio, we repeated Steps 1 to 3 on 4000 samples of size 137 taken at random with replacement from the original data. the standard deviation (SD) of the 4000 log-hazard ratios approximates the standard error of the log-hazard ratio, and was used to calculate 95% cis using the normal approximation: loghazard ratio ±1.96 × SD (log-hazard ratio).
Statistical Methods for Comparison
to compare the g-formula with standard methods, we estimated crude and covariate conditional hazard ratios (and 95% cis) for the effect of graft-versus-host disease on mortality using a cox proportional hazards model for time-varying data (with observed data). 22 We controlled for possible confounding by baseline and time-varying covariates by including indicator terms in the cox model. a test of proportional hazards in crude and regression-adjusted models indicated that a summary hazard ratio over the 5-year course of the study was adequate. 68; 50%). in the first 5 years of the study, 72 patients developed graft-versus-host disease and 43 patients relapsed. Platelet levels returned to normal for 88% of patients (n = 120). Five years after receiving a transplant, 58% of the patients had died (n = 80).
RESULTS
Patients
Regression Adjustment
the crude hazard ratio comparing the hazard of allcause mortality among patients with and without graft-versushost disease was 1.2 (95% ci = 0.77-2.0; table 3). the hazard ratio was unchanged after regression adjustment for baseline covariates but was notably larger after regression adjustment for baseline and time-varying covariates (hazard ratio = 2.3 [95% ci = 1.4-3.9]).
g-Formula
in the simulated data under the natural course, the cumulative distribution functions for platelet count, relapse, death, and graft-versus-host disease closely followed those in the observed data (Figures 3 and 4 ). the 5-year cumulative risk of death using the g-formula under the natural course was 61%. the hazard ratio comparing the natural course to prevented (referent) was 1.1 (95% ci = 0.91, 1.3).
DISCUSSION
in our analysis of survival data using a simple and yet easily adaptable application of the g-formula, we estimated the effects on mortality of an intervention to prevent graft-versus-host disease immediately after bone marrow transplant. almost 60% of the bone marrow transplant patients in this cohort experienced graft-versus-host disease under the natural course; however, compared with a hypothetical intervention to prevent graft-versus-host disease, under the natural course we observed an increase in the relative mortality hazard of only 10%. Preventing graft-versus-host disease does not appear to markedly reduce mortality risk because other factors that influence the risk of subsequent mortality, such as leukemia relapse, are not decreased by the hypothetical intervention to prevent graft-versus-host disease. rather, preventing graftversus-host disease may increase the rate of relapse: 42% of "pseudo-individuals" experienced relapse under the prevented intervention, whereas 33% experienced relapse under the natural course. these observations agree with the typically coincident occurrences of graft-versus-host disease and graftversus-leukemia, in which donor cells attack residual leukemia cells in the transplant recipient and may help to prevent relapse. graft-versus-host disease has been observed to correlate with a lower rate of leukemia relapse and is hypothesized to reduce the probability of relapse through immune mediation processes, of which normal platelet count is an indicator. 1 cox regression analysis with adjustment for timevarying covariates suggested a substantially higher mortality hazard for persons who have graft-versus-host disease when compared with those who do not have this disease. Because the cox model cannot appropriately control time-varying confounding when the confounders are causal intermediates, we hypothesize that the cox model overestimates the total effect of graft-versus host disease on mortality. therefore, the difference between the g-formula estimate and the regression adjustment method may be due, in part, to over-adjustment, which introduces bias into our estimate of the total effect of graft-versus-host disease. 23 in addition, another reason for the difference between the g-formula estimate and the adjusted cox regression model estimate is that these analyses estimate different quantities. the g-formula yielded an estimate of the hazard ratio comparing the observed mortality in our cohort (the natural course) with the expected mortality in that cohort under the new treatment. the cox model yielded an estimate of the mortality hazard for those with graft-versus-host disease compared with those without graft-versus-host disease. 24 the g-formula can be used to estimate risk ratios or differences, which are easier to interpret and less subject to some biases than are hazard ratios. 25 like Westreich et al, 14 we have estimated hazard ratios as effect measures to ease the comparison with results from conventional methods. However, when a confounder is a strong predictor of the outcome, marginal hazard ratios from the g-formula and conditional hazard ratios from regression approaches may differ even if there is no time-varying confounding, a condition known as "noncollapsibility." 26 Because the set of time-varying covariates includes relapse, a strong predictor of mortality, this is not a trivial concern for our example, but adjustment via regression modeling simply replaces confounding bias with bias owing to conditioning on an effect of the exposure. However, the g-formula estimates a hazard ratio we could observe in a population intervention (marginal, or standardized to the population), and is arguably more useful than a conditional hazard ratio when estimating the public health impact of interventions. there is little knowledge about how potential time-varying confounding by relapse and platelet levels affects estimates of excess mortality owing to graft-versus-host disease. g-methods (the body of methods that derive from the g-formula, including structural nested models and marginal structural models) may provide an avenue toward a clearer understanding. g-methods have previously been shown to yield results congruent with clinical trial data (where time-varying confounding may be minimized) in situations where conventional analyses of observational data yield incongruous estimates. 14, 27, 28 in all these studies except the one by ahern et al, 11 the potential for time-varying confounding precluded the use of conventional regression approaches. in all cases, the g-formula naturally lent itself to estimating the effects of potential interventions. rather than estimating the more familiar contrast in measures of disease occurrence for a unit change in the exposure, the g-formula provides an estimate of outcome occurrence under a specific treatment regime under study. although regression adjustment and the g-formula allow for estimation of "etiologic" hazard ratios, only the g-formula easily allows estimation of the effect of preventing graft-versus-host disease in the population, which may be more useful for informing population-level interventions.
We must make several assumptions when using of the g-formula to estimate the effects of exposure on an outcome in observational data. 8 We provide a brief discussion of these assumptions for our analysis, which are reviewed in depth elsewhere. 29, 30 these assumptions are not unique to the g-formula, but estimating effect measures in the g-formula requires explicitly confronting these assumptions, which may be valuable in informing the interpretation of observational studies.
Conditional Exchangeability
as epidemiologists, we may strive to measure and control for strong confounders of the exposure-outcome relation to avoid making inference based on spurious relations, and we often assume we have been successful-this is the assumption of conditional exchangeability. in our g-formula example, we impute the potential outcomes for each person based on an evolving covariate history generated by predictive models for the exposure, covariates and the outcome. if there were a strong, unmeasured, baseline confounder, we would have omitted an important variable from both the exposure model and the outcome model. However, as robins et al 18 note, the exposure model does not need to be correct to make inference from the g-formula. to see this, recall our original hypothetical example in which, to make interventions, the probability of exposure is set to 0 in the "prevent" intervention. thus, because we "set" exposure, the hazard under some intervention will be subject to bias only through the model for the outcome. the practical consequence of this is that unmeasured confounder bias should be (approximately) the same under the g-formula and a standard regression model, when we are comparing two interventions. However, unmeasured confounding bias may be greater in the g-formula when comparing an intervention versus the natural course, because this analysis requires a model for the exposure.
in more complex settings, such as if the omitted confounder were also a cause of another time-varying covariate, the g-formula may be subject to more bias than conventional models owing to unmeasured confounding. intuitively, this is because we could be accumulating bias over multiple models, rather than a single outcome model (as in the standard cox model). However, we should note that, in complex timevarying settings, conventional models require stratification over time-varying confounders, which may be problematic for reasons discussed above, and conventional models may not be able to estimate useful effect measures, such as the impact of an intervention on a population. the g-formula is not subject to either of these shortcomings. Ultimately, the impact of unmeasured confounding in the g-formula (vs. conventional models) is an open question; future work will provide guidance to epidemiologists working in settings where unmeasured confounding is expected to be problematic.
although sensitivity analyses exist for examining robustness to the assumption of no unmeasured confounding, 31 they are most informative when one can hypothesize both a source of confounding and the plausible levels of the strength of the confounder associations in the study. 32 We know of no factors that could strongly influence the estimated effect of graft-versus-host disease on mortality, and so in the case of our g-formula example, the sensitivity of the hazard ratio to unmeasured confounding would either be purely speculative or be focused on finding the level of confounding that could explain the observed association.
Treatment Version Irrelevance
We assume the effect of exposure is the same whether we set it, as in the case of Step 5 of our algorithm or a clinical trial, or if it occurs naturally. 33, 34 When we intervene to set graft-versus-host disease to 0 for all pseudo-patients in our Monte carlo sample, treatment version irrelevance means we assume that this emulates a process in which a researcher could prevent graft-versus-host disease. We hypothesize this assumption may be violated in our example, because acute and chronic forms of graft-versus-host disease may not affect mortality with the same magnitude. 2 in this case, we could improve on how well we meet this assumption by including models for both chronic and acute graft-versus-host disease, as well as estimating effects for both on mortality. However, because we are estimating the population-averaged effect of graft-versus-host disease on mortality, such an analysis would not likely give substantially different results. Our analysis applies to graft-versus-host disease, as it occurs in populations similar to our cohort in which graft-versus-host disease can be either acute or chronic. consistency requires that we specify interventions which are unambiguous. 35 thus, the sensitivity of the g-formula results to violations of treatment version irrelevance depends, in some respect, on how well one can emulate one's analysis with a clinical trial.
as an anonymous referee pointed out, our analysis can be used to guide future clinical trials by informing on the effects of a drug that completely prevents graft-versus-host disease-our estimate of a 10% reduction in 5-year mortality could be used to plan such a study. if one were to study the effect of, say, a population intervention that dictated an instantaneous shift in body-mass-index (BMi) category, then g-formula results would not estimate the effect we could observe in any clinical trial. 35 
Correct Model Specification
the parametric g-formula is especially vulnerable to the assumption of correct model specification, owing to the use of multiple models. as an example from our study, if the true effect of wait time to transplant had a quadratic association with exposure and a cubic association with mortality, then we would have misspecified two models and would likely have introduced bias into the hazard ratio. Our g-formula algorithm allows informal checking of this assumption by comparing the observed data to the data simulated under the natural course (Figures 3 and 4) . nonetheless, similarity to the natural course cannot completely rule out model misspecification. 18 the g-formula may not be ideal for hypothesis-generating studies, in which causal relations are more uncertain and model misspecification is potentially severe.
SUMMARY, RECOMMENDATIONS, AND CONCLUSIONS
the g-formula does not require more information than standard methods to estimate effects of exposures or interventions, and it is not subject to bias owing to stratifying on variables affected by exposure. the g-formula does not assume that the hazard ratio is homogenous over the levels of the confounders-that is, we are not restricted to estimating a summary hazard ratio that conditions on the covariates. Unlike methods that use stratification of the data by covariates, and then obtain a summary hazard ratio under the assumption of a constant hazard ratio over levels of the confounder, the g-formula permits us to obtain a summary hazard ratio without stratifying the effect measure over covariates. this relaxed assumption comes at the cost of wider cis, so there is a biasvariance trade-off to consider when deciding if the g-formula is an appropriate statistical tool for an epidemiologic analysis. if one knows that time-varying confounding is not present, or that exposure could not affect subsequent confounders, then standard regression methods may be more appropriate, due mainly to concerns about model misspecification in the g-formula. However, if time-varying confounding is possible, use of the g-formula provides some assurance that one is not introducing bias by inappropriately stratifying on effects of exposure, and it is useful to check results from standard regression models against those from the g-formula, as we have shown.
We could have estimated the hazard ratio for the marginal effect of graft-versus-host disease on mortality using inverse-probability weighted marginal structural models or adaptations of structural nested models. [36] [37] [38] in principle, these models would yield similar effect estimates as our method, although our small data set would likely result in practical violations of additional assumptions necessary for inverse-probability-weighting methods, 39 and, without knowledge about the baseline hazard of potential outcomes, structural nested models may yield larger cis. 40 these methods may be more desirable when model misspecification is a primary concern, because they require fewer models than the g-formula. 18 although the g-formula was first described in 1986 by robins, 8 the availability of rich data from large cohort studies and the acceleration of computing speeds have only recently made the method feasible for widespread use. although the g-formula may be more sensitive to model misspecification than standard regression models, we show how inappropriate control of time-varying confounding could lead to incorrect conclusions about the strength of the effect of graft-versushost disease on mortality. Moreover, we illustrate how the g-formula allows estimation of the effects of realistic interventions and give concrete examples of situations in which the g-formula should be used by epidemiologists. We have provided both publicly available data and the SaS code as appendices (http://links.lww.com/eDe/a817) to this article. the current analysis represents the first published use of the g-formula for a time-varying exposure that can be easily replicated by other investigators using a real-world example. Future implementations of the g-formula can extend our example easily to an array of epidemiologic problems and further explore the impacts on inference from unmeasured confounding and model misspecification.
