This paper concerns a rather concrete phenomenon in abstract operator algebras.
Introduction
This paper concerns a rather concrete phenomenon in abstract operator algebras.
The main examples of the algebras we study are algebras of singular integral operators (pseudo-differential operators of order zero). As everyone knows, the Fredhohn index of a pseudo-differential operator depends only on its symbol and the Atiyah-Singer Index Theorem gives an explicit formula for computing the dependence. What we are doing might be though of analogously. The observation behind this paper is that traces of commutators or appropriate higher commutators depend only on "symbols"; then we compute the dependence in one and two dimensions. It emerges that these considerations are closely related to index theory.
The simplest type of operator system which we study is an almost commuting (a. [14] , [17] , [19] .) In [8] the authors considered an algebra ~ of operators generated by an almost commuting pair and gave a quite satisfying formula for the trace of any commutator [A, B] from ~ in terms of the "symbol" of .4
Partially supported by the National Science Foundation. and of B. The formula which arises easily yields an index formula for operators in 9~.
The object of this paper is to formulate the trace theory in general, namely, for algebras with more than two generators and for abstract singular integral operators in arbitrary dimensions. We remark that this paper is reasonably self contained, and highly algebraic, and that no knowledge of singular integral or pseudo-differential operators is required for reading w 1-6.
A. Abstract singular integral operators
A selfadjoint algebra of bounded operators which commutes modulo the trace class will be called almost commuting. Whereas the pseudo-differential operators of order ~<0 on the circle are an almost commuting algebra, such operators on a higher dimensional manifold are not. Thus we introduce a broader class of algebras and with this in mind re.
call some standard notions.
Given a ring 9~ let 9~ 1 denote the commutator ideal of 9.1, let 22 denote the smallest ideal in 9~ 1 containing all commutators of elements in 2 with elements in 9~ 1, and in general let 9~, be the smallest ideal in 9~ containing commutators of elements in 9~ k with elements in 9~,_k_ 1. The sequence of ideals ~Ij is caned the commutator filtration for 9~ and it satisfies 
.. Am in 9~ is e( z ) A,(1)A,(2) . . . A~(,,)
TeSta where Sm is the symmetric group on [1, 2 ..... m] and e is the signum character on Sin.
The generalizations of "commutative ring" in most common use (cf. Ch. 8 w 6 [12] ) are Lie-nilpotent rings and rings with all large enough antisymmetric sums vanishing. Let us adapt these ideas to our purpose by saying that a selfadjoint operator algebra ~ is almost ni~otent (in n.steps) if the nth term, ~, of the commutator/iltration for 9~ consists of trace class operators; and by saying that 9~ is almost/initely commutative (o] degree n) if the antisymmetric sum of any n operators in 9~ is a trace class operator. An algebraic identity (Proposition 1.1) reveals that if 9~ is almost nilpotent in k steps it is almost finitely commutative of degree 2k. We now point out that something stronger holds for our chief example.
In the algebra PS(M) of pseudo-differential operators of order ~<0 on an n-dimensional
Riemannian manifold M, the term ~j of the commutator/i/trat/on equals the pseudo-differential operators of order ~< -], and computations show that 9~n+ 1 is contained in the trace class (see w 7). Moreover, the Kohn-Nirenberg class of operators is almost finitely commutative of degree 2n. In addition to pseudo-differential operators, An, Venugopalkrishna's Toeplitz operators [18] on the (2n-1)-sphere satisfy these conditions and so we feel that the correct operator theoretic abstraction of an algebra of singular integral operators is:
De/inition 0.1. The se!fadjoint algebra 9~ is a cryptolntegral algebra of dimension n for n > 1 provided that 9~ is almost nilpotent in n § 1 steps and that 9~ is almost finitely com, mutative of degree 2n. For the case n = 1 the algebra 9~ must be almost commuting, All work in this paper will be set in a erypto,integral algebra. Frequently we shall refer to an operator or a family of operators which lie inside some particular crypto-integral algebra as crypto-integral operators. As can be easily seen (w 1) every crypto-integral algebra commutes modulo the compact operators, Finite commutativity is a more subtle property and though it is central to our discussion the almost nilpotent algebras might be an abstraction of the singular integral operators suitable for many purposes. Note that in the dimension 1 case, finite commutativity implies nilpotency, while in higher dimensions this will not be true. (There is a parallel anomaly in K-theory distinguishing line bundles from higher dimensional bundles.) One of the basic properties of cryptointegral algebras is that they possess a nice functional calculus (in the operator theoretic sense) which provides an analog of the "full symbol" of a pseudo-differential operator and is useful for certain purposes (see Theorem 3.3).
B. A trace invariant
We shall loosely refer to an "invariant" for a family of operators or an operator algebra as something which is unchanged by unitary equivalence and by trace class perturbations.
The closure of a crypto-integral algebra 9~ is a C*-algebra, denoted C'9~, which commutes on a crypto-integral algebra 9~ of dimension n. In examples this is only well defined if m/> 2n and we show (Proposition 1.4) that it is identically zero when m >2n. Thus the only trace form of interest is the 2n-linear form and we call this the/und~zmen~ (trace) /orm of 9~. We will denote it by ~. Proposition 1.2 says that the fundamental form of an algebra vanishes when applied to any operator in 9~1, the commutator ideal of 9~. This we call the inducing property because it implies that the fundamental form induces a 2n-linear functional on the commutative algebra 9~/~ 1. The commutative algebra 9~/9~ 1 can be thought of as similar to the symbol algebras mentioned earlier. Thus we might think of the fundamental form ~ as a multilinear function ~ on the symbol algebra for 9~.
In the case of the pseudo-differential operators we can compute ~ explicitly and we do so at the end of the paper as an illustration of the abstract theory which the paper de- Here the Aj are any operators in PS(M) and the aj are their symbols; d denotes the familiar exterior differentiation and A denotes the exterior product on differential forms; and 7 is a constant. The situation for Toeplitz operators on odd spheres is similar and it is discussed in w 7.
At this point we mention somewhat tangentially that in the process of studying the higher dimensional Toeplitz operators as an example of a crypto-integral algebra we establish a close relationship between them and PS(Tn), the pseudo-differential operators on the n-torus. In fact it turns out that the U*-algebra generated by An is the same as that gotten from a natural subalgebra PS(Tn). As a biproduct we obtain that the Toeplitz operator index theorem due to Venugopalkrishna [18] follows from the Atiyah-Singer index theorem. continuously to C~176 ~) giving rise to a multilinear distribution ~ on R k with compact support. Which order the X~ appear in (I.1) does not effect ~ because of the inducing property. We summarize this construction, the main consequence of w 1, 2, and 3 of the paper, The functional ~ is clearly an invariant for the family of operators X i .... , Xk and it is the precise generalization of the invariant classified in [8] . We now show how to represent ~ in dimensions one and two in a manner similar to the representation just described for pseudo-differential operators. The authors suspect for formal reasons that in general the higher dimensional representation will be altered considerably. Indeed, the higher dimensional theory seems like an intriguing open area.
The representations are given in terms of smooth differential forms and we now introduce the necessary notation. Suppose that ~2 is an open set in R k. We will be using C~-exterior forms with compact support in ~2. We write such a form eo as co=Y~/~,...t~ 
The distinctive behavior of the representing functional l suggests that there is a relative homology class 2 in H~(R ~, E) associat~l with 1. Indeed this is true and a precise description of the homology group H~(R k, E) is given in w 6. One would expect that the homology class, since it is canonically arrived at, has some nice properties. In fact, for the one dimensional case, the homology class can be used to compute the index of operators in the algebra generated by X 1 .... , Xk. Thus one obtains quite a strong index theorem which we now state although for an absolutely precise formulation of the terminology used in the statement one must see w 6. In connection with the index theorem we shall use matrices of operators and corresponding matrix symbols. Our conventions are as follows:
If ~ is an operator algebra, let Mm ( 
t,t-1
Connections between this and other work are described extensively in [8] but we review them briefly. The closest antecedent of the work on almost commutating pairs is J. D. Pincns [14] , [15] ; subsequently he and R. Carey fit the results of [8] into their theory [6] , [16] . More recently they considered almost commuting pairs in a type IIoo factor.
We remark that the results (besides w 7) of this paper along with proofs hold in a type IIoo factor after simple transliteration of terminology. The only modification required is a straightforward one in the proof of Lemma 1.3. Further related work on almost-commuting pairs has been done by C. Berger and Shaw, by K. Clancy and by C. R. Putnam.
However, this paper goes in a direction rather different from all the above workers. Perhaps the most closely related work is that of Brown, Douglas and Fillmore [3] , [4] . Theorem II associated with one-or two-dlmensional cryptointegral algebras, a first or third homology class. The theory of Brown, Douglas, and Fillmore, applies also in this situation and yields an odd homology class. Theorem II'I says precisely that for dimension one these Since we shall be working a great deal with antisymmetrizations, we list some properties of them. The most glaring oddity about Proposition 1.2 is that it is false for (, ,)~ unless w is even. This phenomenon is fundamental andnot merely technical. It is a manifestation of a finite dimensional fact. Suppose that H is finite dimensional; then (, ,)~ is identically zero: when w is even and not identically zero when w is odd. This proves to be reasonable from a topologist's point of view since one comes to suspect that only the even relative homology classes for E are important anyway.
Next we find that most of the even forms ( )2z are identically zero. Henceforth we shall work only with the 2n-trace form on an n-dimensional eryptointegral algebra 9~; recall it is denoted by ~ and called the ]undamental trace form for 9~.
The fundamental trace form is the only interesting trace form on 9~; the two propositions show that all higher ones are zero, in examples (w 7) the lower ones are not well defined, and the odd ones do not depend solely on the "symbols" 9~]9~ 1.
The bulk of the next two sections is devoted to developing analytical properties of crypto-integral algebras; this is then applied to trace forms in w 3b.
w 2. Commutator identities
The purpose of this section and the next is to provide a decent functional calculus for crypto-integral algebras. This goal depends to some extent on certain straightforward but somewhat involved algebraic identities concerning commutators in an associative algebra. In this section we formulate the relevant identities.
The main point is to give a more precise description of the commutator filtration.
To fix ideas and give the flavor of the arguments, we will begin with the basic case.
Thus let ~ be an associative algebra. Then ~ is implicitly defined over some ring of scalars, which the reader may take to, but in fact need not, be C. Let 2~, i =0, 1, 2 .... be the commutator filtration for ~. Suppose {Aa, ~ E I~ is a set of generators for ~. Then we want to write down, in terms of the Aa, a convenient set of generators for ~t-Let us define some objects with which we will be working. A product The first result we will establish, undoubtedly far from the strongest of its nature, is PROPOSITION 
The ideal ~ is generated by basic commutator products in the A~'a, o~ weights s, with i <~ , <~ 2i -1.
This proposition is not at all difficult, but is best approached in gradual steps. We will state the steps as lemmas, most of them self-evident in context. In the following discussion we abbreviate "basic commutator (product)" by b.e(p), and we often suppress the phrase "in the Aa's." We first compute
Then from the lemmas above, we see this is a sum of terms of the form ~Z~Z~,~ZaNa, where the N~ are monomials, and the Z~ are b.c.p.'s the sum of whose weights is at least i.
Thus what we need to show is how to bring all of the Z~'s together. Consider for example the product ZIN~Z~. We may write
The first term on the right-hand side is what we want, while the second term is, by Lemma 2.5, a sum of the form .N~Z~ N~.Z~, where Z~ has weight one more thanZ r Thus successive applications of identity (2.3) puts (2.3) into the form (2.2) thereby establishing Proposition 2.1.
Next we refine Proposition 2.1 slightly to obtain a result suitable for our applications.
We still have our algebra ~ generated by a set {A~: ~E I}. As hinted earlier, we have been suitably vague about the ring A over which 9~ was an algebra. We will now go so far as to assume A contains certain elements {2ap; ~ E I, ff E J}, where J is another indexing set. We will not give the details of the proof which proceeds very much as above. We do, however, give the essential additional identity needed. If A is invertible, then which is alternative to the usual one given by the "full symbols."
A major biproduet of the functional calculus is that the trace form ~ extends from polynomials to a continuous mnltilinear functional on C~(R~), This is discussed in Part B of the section.
A. Functional calculus
According to our definitions, and Proposition 2.1, and the remarks following Lemma 2.9, we have the following criterion for erypto-integrality.
Criterion 3.1. In order for a selfadjoint family Y of operators to generate a cryptointegral algebra of dimension n it is necessary and sufficient that:
(1) the commutator of any two elements of Y be compact;
(2) any b.c.p, of weight m, with n+l <~m~2n be trace class; and (3) the complete antisymmetrization of any 2n elements of Y be trace class.
Of course (1) is redundant, but it seems harmless to emphasize it. The condition (2) guarantees almost nilpotency in n steps by Proposition 2.1, and (3) then insures almost finite commutativity by the remarks following Lemma 2.9.
Looking at this criterion, we see that it imposes conditions on only a finite number of elements of Y at a time. Therefore the subsets of ~(H) satisfying Criterion 3.1 form an inductive family in the sense of Zorn's lemma and so maximal such sets exist. These maximal sets will clearly be algebras, for a set of operators is contained in the algebra it generates.
Thus let ~ be a maximal selfadjoint set (algebra) satisfying Criterion 3.1. We will show ~ is closed under C ~ operations on its elements. We will work with the C ~ completion of the standard (Dunford) functional calculus. Let us recall the general procedure.
Let TE~(H) be any operator, and let a(T)~_C be the spectrum of T, so a(T) is a nonempty compact set in C. Let 
R~(T)= (T-~)-I(~ Ca(T)) be the resolvent of T. Then Ra is an holomorphic ~(H)-valued function on C-a(T). Now let / be a complex-valued function
which is holomorphic on some neighborhood U of a(T), and let 7 be a smooth curve in U, such that the winding number of ? with respect to every element of a(T) is 1. Then one defines
,(T)=~ f /(A)R~(T)dA.
19-752905 Acta mathematica 135, Imprim6 le 16 Mars 1976 It can be verified that er:/--*/(T) is an homomorphism from the algebra of (germs of) holomorphic functions on a(T) to ~(H).
In our applications, T will be selfadjoint, so that a(T)~ R, and er may be extended considerably. Now recall some details of this business. We consider a slightly generalized situation. We fix some interval [a, b]~R, and we assume we have some function S(;t), which is holomorphic on (3-[a, b] and takes values in, for example, some Banach space E.
We will moreover assume that S (2) 
es(/) = fr,/(4) s(~) d4
is defined and independent of t, as long as t is small enough.
A major point about es is that it may be written as an E-valued distribution acting 
Then:
(a) 9/is an algebra; Remark. It will become clear from the proof that appropriate analogues of (b) hold for other sets of elements of 9~: In particular, note that we don't really need the A~ %o be selfadjoint for (b). It would suffice that they have real spectra and that their resolvents have polynomial growth.
Proof. Point (a) is already proved. To prove (b) we must show that adding any element of the prospective functional calculus to 9~ preserves the conditions of Criterion 3.1.
We will ignore condition (i), since, as we remarked, it is redundant.
First, we note we may add the resolven~ of the At to 9/. This is immediate from Proposition 2.7 and Lemma 2. If n = 1, then we can write N 1 rather than N~ in the above.
B. Trace forms
If we compose the fundamental trace form with e A we get a 2n-linear functional on C~(R k) which we will denote by ~. This much is evident from the foregoing: 
w 4 Gener~li~.ed WaIlach's lemma
In the preceding sections we have shown that it is natural to associate with a family of crypto-integral operators a mulffflinear form on G~~ n) which is supported on the joint essential spectrum of these operators. Now we turn to the problem of classifying the trace forms.
The point behind classification of the two-form is that tr JR, S] = 0 if R and S commute. From this we may conclude easily that for polynomials p, q in P(R n) we have ~(p, q) =0 if p and q are both functions of a third polynomial. This property of ~: is essential. We call it the collapsing property. In particular the collapsing property implies is antisymmetric. This was exploited via Wallach's lemma in [8] to get the representation theorem in [8] . Our representation scheme which has been successful in dimensions one and two generalizes this procedure.
The core of this scheme is elegant enough to warrant presenting it for all dimensions even though our application is to dimensions one and two. That is what we do in this section. The considerations in this section are almost purely algebraic and they make sense in a fairly broad algebraic context, We are informed by Larry Brown that the main result can be derived alternately from the theory of K~hler differentials in algebraic geometry.
We give here a first principles proof. It is self contained and though its relationships with existing algebraic theories is not explored---surely some exist. To prove this, we resort to a string of sublemmas. We first establish an algebraic form of the lemma, then pass to the C a~ form by continuity. As before P(R n) is the algebra of polynomials on R n. We write PAP(R ") for the space of differential forms with polynomial coefficients. It is not hard to show that the Poincar4 ]emma holds algebraically. In fact, it is rather pretty: the closed p-forms with homogeneeus coefficients of degree m and the co-closed (p-l) forms with degree (re+l) coefficients form isomorphic irreducible G/, modules. Therefore 8p: | is onto the closed forms. Let us now consider a p-linear functional ~ on P(R") with the p-fold collapsing property. This equation holds identically in = and 8-Considering the coefficient of ~8, we see that /x]~ fi r(~), which implies the lemma.
SUBn~.MMA 2. Given (/t}r-1, w/th/tEr(~)/or i>~2, then q~ is identically zero on the subalgebra generated by the/t.
where the gi are arbitrary. Since II ~r(~) for i >~2, this gives ~ (ll, (ll + ~ a,l,)",g, . .... g~) =0.
By choosing the constants ~t properly and summing, we can achieve in the second place an arbitrary polynomial in the/~, 1 < i ~<p. This establishes the sublemma. 
.. xn-1, then we have x~Er(q)) ]or i ~n-1. Hence q~ is trivial.
Now we come to the main step. We will construct inductively a sequence of linear ftmctionals mj, 0 ~<~'~<n-p, on appropriate subspaces of pA~(Rn), which will define functionals on the closed p-forms by restriction. Each of the P-linear ~unctionals r Z~=o mjoS~ will have the p-fold collapsing property. We will show inductively that r ..... ,/~) is identically zero whenever 11 ..... /~-1 is a (p-1)-tuple of elements chosen from x 1 .... , x~+~_ 1. Then Sublemma 4 will show tn-~ is identically 0, and the algebraic form of our lemma will be proved.
Suppose, then, that we have defined ms for i </c. We define mk+l as follows. To close out this section, we give a condition that further reduces the collapsing properry and which is useful in concrete situations. 
PROPOSITZO~T 4.2. In order for a p-linear functional q~ on Coo(R n) to have the p-]old collapsing property, it is sufficient that q~(h ..... ]p) = 0 whenever

c~.~ if i=j=k.
Therefore, we see in all cases we have the equations ct.t+~+c~. ~+j+cj.~+l=O, with the supplementary equations %. i=c~.l =c~.~=c~.ft-cj. t=O. We consider these equations when i=1 and 7" and k are arbitrary. For 7"+k=n we get the system of equations
O~Cl.n-~-2Cn/2.(n/2)+l, or Cl.n ~-C(n_l)/2.(n+8)/2 ~
according as n is odd or even. I~ote this is a system in el. j for i <7" since ct. j= -cj. ~ if i ~>7".
The matrices of these systems are 
+ [A2, (71 [D, B] + [D, B] [AS, (7].
The first, third, and fifth terms can be written
A([A, B] [(7, D] +[A, D][B, C] +[A, 6r] [D, B])+[A, B]A[(7, 1)] +[A, D]A[B, (71+[A, (7]A[D, B], and the first 3 terms of this expression differs from A[A, B, (7, D] by A[((7, D][A, B]+ [B, (7][A, D] +[D, B][A, C])
. This along with similar reasoning applied to the second, fourth, and sixth terms of the original formula give that
[A 2, B, C, V]-A[A, B, (7, D]-[A, C, D, B]A = [A, B]A[(7, D]+ [A, D]A[B, C] +[A, (7]AID, B]-A[(7, D][A, B] -A[B, C][A, D]-A[D, B][A, C] +[(7, D]A[A, B]+[B, C]A[A, D] +[D, B]A[A, ~-[A, B][(7, D]A-[A, DI[B, (71A-[A, (7lID, B]A, which equals [[A, B], A[C, D]]+[[A, D], A[B, C]]+[[A, (71, A[D, B]] +[[C, D]A, [A, B]] +[[B, C]A, [A, D]] + [[ D, B]A, [A, (7]],
and these six terms combine to give the last three terms of (5.1).
w 6. The trace form homology elnss and index theory
The preceding section described how to associate with a family X 1 ..... Xe of one or two dimensional erypto-integral operators a linear functional on closed differential forms which vanish on boundaries of forms, supported off of the joint essential spectrum of the family. This suggests that we may associate a relative homology class to the family X1 .... Xk. Indeed one can.
Paragraph A of this section discusses the precise topological setting for this construction. The machinery in paragraph A allows one to obtain the relative homology class
immediately from Theorem II and shows that in a reasonable sense this can be identified with an absolute homology class of E.
As was described in the introduction, this homology class for the one dimensional case is closely related to index structure. In paragraph B we prove an index theorem.
A. Relative deRham eohomology on R"
The appropriate cohomology for our purposes is sheaf cohomology. It would take us too far afield to go through the basic definitions of sheaf theory, so we confine our attention to constructing the sheaves we will use. All the theory we will need can be learned quite quickly from [9] , w 2; a fuller account is found in [7] . It is evident that the d~'s behave well with respect to restriction, so that they define sheaf maps ~p: ~p_~/~+l. On this level, the Poincar6 lemma asserts that is an exact sequence of sheaves. Here C denotes the constant sheaf with stalk @. Now the sheaves A~ allow partitions of unity so they are what is known as fine or soft sheaves.
Thus, the sequence (6.2) is a resolution of the constant sheaf @ by fine sheaves. In particular, the deRham groups HP(U) are just the sheaf cohomology groups of U with coefficients in the constant sheaf @.
Now consider a compact set X~ R n. We let AP(U]X) be the space of smooth p-forms on U_ R n which vanish in a neighborhood of X, and we let A~(R~]X) be the associated sheaf. It is easy to check that the stalks of AP(R~]X) are the same as the stalks of/~(R n) off of X, but that they are zero on X. Also A~(R~/X) is the space of global sections of
A~(R~[X). We see A~(R~]X) is a subsheaf of /k~(R"). Let A~(X) be the quotient sheaf ~k~(Rn)]AP(R~]X).
Then the stalks of 2~(X) are zero except on X, so/~(X) may be considered to be a sheaf on X. is an exact resolution by fine sheaves of the constant sheaf ~ on X. Thus this resolution may be used to compute the sheaf cohomology groups of X with coefficients in C. Of course, for reasonable X, they are the same as any other cohomology groups of X with coefficients in C.
The sheaves ]k~(Rn]X) also give a fine resolution of a certain sheaf Y on Rn; namely, Y is the sheaf which is the constant sheaf C on R n -X and the zero sheaf on X. We denote the cohomology groups of Y by H~(Rn/X) and call them the relative (deRham) cohomology groups of X in R n. Clearly the sequence 0-~ Y-~-~Cix-~0 is an exact sequence of sheaves.
By definition, the sequence O~]~(Rn/X)-~A~(R~)~]k~(X)-+O is also exact for each p.
Moreover, all of these exact sequences arc compatible with the resolutions of Y, ~ and Cx constructed by exterior differentiation, so that they fit together to form an exact sequence of exact fine resolutions of an exact sequence of sheaves. Thus, we obtain in the usual manner a long exact sequence of cohomology groups: holds.
-~ H'(R')-~ H~(X) , H~+I(R'/X)-~ H'+~(R'
It is clear that H~(X) and H~(R~/X) are complex vector spaces. We let H~(X) and H~(R']X) denote the dual vector spaces. We refer to these as the (deRham) homology groups of X or of R ~ relative to X. Again, they are in reasonable cases canonicany identifiable with more classical homology groups. Of course, the adjoint of ~* gives an isomor-
phism ~,~: H~+I(R'/X)-~H,(X).
B. The index theorem
Theorem II yields a relative homology class in the sense of the preceding subsection as we now see. Suppose that X 1 .... , X~ are self adjoint crypto-integral operators of di~ mension ~ where ~ is one or two. The representation theorem says precisely that there is a linear functional l on CA~a(R k) which vanishes on dA~S-I(R~/E). Thus the restriction of l to A~(Rk/E) may actually be factored to H2~(Rk/E). In other words, 1 may be used in this way to define a relative homology class ~8 in H~(Rk]E). By the boundary isomorphism, we get a class ~,(2a) in H2$_I(E ). Now we turn to the index theory for the one dimensional case. Instead of proving Theorem III immediately, we look first at an algebra with two generators since everything in this case is extremely graphic and provides good motivation for the general case.
Consider X 1 and X~ self-adjoint operators with trace class commutators. Set T = X 1 +iX~ and consider (~ and R ~ to be identified in the natural way. If U is a partial isometry in the C* algebra generated by X 1 and X~ whose symbol extends to a smooth function u on R ~, then since index U=tr (UU*-U'U) a purely formal application of the representation theorem yields index U ~-l(du A d~) = 2(du A d~). (6.5) In fact, the first equality was proved in [8] . The fact that 1 vanishes on d(AI(RZ/E)) says that 1 is a constant multiple kj of Lebesgue measure on each component Uj of R z-E. It is not hard to use the formula above and evaluate the ks; they are
where z s is any point in U s. Now it is folklore that (integration over) the connected components of C-E gives an integral basis for H2(R2/E). Thus we intuitively associate an assignment of integers 2s to each component of C-E with a class 2 in H2(R~/E). This is precisely what was done above. So, in summary, we conclude that the homology class 2 canonically associated with the fundamental trace form corresponds to the index information contained in T. The operator T was important here because it generates C*~(X1, X2).
When n>2 the C*-algebra does not have one generator and the relationship described here cannot hold. However, the basic phenomenon carries over in a simple and complete fashion via Theorem IH which will now be proved. 
Proo] el Theorem III:
w 7. Examples
In this section we shall see how the foregoing theory looks when specialized to some concrete examples. The first subsection treats pseudo-differential operators of non-positive order. We prove that they form a crypto-integral algebra of the appropriate dimension, and that the fundamental trace form just gives the fundamental class on the cotangent sphere bundle of the manifold. In the second subsection we state analogous results for
Tocphtz operators on the 2n-1 sphere which follow from forthcoming work of the second author. We also discuss how Toeplitz operators compare to pseudo-differential operators and derive the Toeplitz index theorem from the pseudo-differential operator index theorem.
A. Pseudo-differential operators
We begin with a discussion of pseudo-differential operators. There are quite a few different classes of such operators. The ones appropriate here are the original ones of Kohn-Nirenberg [13] or an extended class intermediate between these and the ones of It is straightfoward to check that if t(x, 2) is dominated by (1 +]~] )-(n+o, then T is trace class. Also recall that the composition of two operators P, Q with full symbol p, q compactly supported in U is a pseudo-differential operator whose full symbol equals From this it follows that the product of operators of order m and n yield an operator of order at most n+m and that the commutator of two such operators is order n+m--1.
These facts immediately guarantee that the order zero pseudo-differential operators axe almost nilpotent in n + 1 steps. The fact that the antisymmetrization of 2n operators is trace class is more subtle and will emerge from the forthcoming discussion. (7.3) where the aj are full symbols of the Aj, J is the Jacobian matrix of the {aj)~21, and E has order -( n + 1). In fact E is a sum of products of derivatives of the a~ where each product contains at least n + 1 derivatives in the 2 directions. If M is any compact manifold let {U~} be a finite covering of M by coordinate disks.
For convenience we will assume that given U~, then the union of those U s for which Ui N U s #r is contained in some suitable coordinate disk. It is not hard to see that such covers exist. Let {h~} be a partition of unity subordinate to the covering {U~}. This follows from the partition of unity argument mentioned above.
From (i), (ii) and (iii) above, statement (b) of Theorem 7.1 follows immediately for a general manifold M, so the proof of that theorem is complete.
Remark. The localization property used here to reduce the computation on a general manifold to the computation on /~" is in fact a general phenomenon in crypto-integral algebras. Precisely, suppose 9~ is a crypto-integral algebra closed under C ~ functional calculus. Suppose ~___~ is a commutative subalgebra. Suppose T 1 and TzE~ and T 1 and T 2 have disjoint supports in the maximal ideal space of Ca~. Then T1AT ~ is trace class ~or any A E~ for it is not hard to show that there is an S in 9~ commuting with T 1 and T~ such that STI=T1, and STz=O. Then [S, T1AT~=T1ATz, so T1AT~6 A~>09/~ (so TIAT~ is of order -oo) and in particular is trace class.
B. VenugopAlkrishna's Toeplitz operators
Let us briefly recall the definition of these operators [18] . Let D~ C a be the unit disk in complex n-space, and let S zn-1 =~D be the unit sphere. Let tt2(D) be the subspace of M is a manifold and UcS*(M) is a coordinate ball, then the C*-algebra generated by pseudo-differential operators whose symbols are constant outside U is isomorphic to the C*-algebra generated by An. One can see this on general grounds by combining the AtiyahSinger Index Theorem [1], the theory of Brown-Douglas-Fi|lmore [3] , and Venugopalkrishna's Index Theorem [18] . We take a more concrete point of view instead and write down explicitly such a correspondence between An and a natural subalgebra of PS(Tn), the pseudo-differential operators on the n-torus. A benefit of this approach is a demonstration that Venugopalkrishna's index theorem follows from the Atiyah-Singer index theorem.
By means of the Fourier transform the pseudo-differential operator PS(T n) can be conveniently regarded as being an algebra of operators on l~(Z n) generated by the follow- (ii) multiplication operators: Mg with 9 the restriction to Z n of a smooth function on R n which satisfies ]~9(~) ~< Ca(1 + I~1) -I~l (7.6) as well as the obvious analog of the asymptotic condition which characterizes functions in
A(U).
This approach to pseudo-differential operators is workable and the original proof of Theorem 7.1 was given in this framework. Also treating these operators as weighted shifts is gratifying to operator theorists who have had a long standing affection for weighted shifts. Now we turn to Toephtz operators.
The function It of (7.5) defined on (R+)n has radial asymptotic limits and its derivatives ~]Ox k satisfy the appropriate growth condition (7.6) provided that I x]/x t is bounded. Thus the generators Ta=MnTe~ for the Toeplitz algebra seem something like PS(T n) operators but they have a "rough symbol" along the hyperplane xt=0. We shall identify certain Toeplitz operators with operators in PS(T n) whose interesting action is just that of the Toeplitz operators. Let ~ denote all polynomials in T~, T* r Put w =YI~=I 1~ where It is as in (7.5) . Note w vanishes on the coordinate planes xt=0. Also the operator M w can be written I-l~-x (~a~*,) and consequently is in 0. Furthermore, any continuous function fl of Mw is in the C*-algebra generated by ~. Pick fl to be a one-one C ~ function from R + to R + which along with all of its derivatives vanishes at the origin. The salient feature of fl is that fl(w)/t is smooth and satisfies (7.6) thereby insuring that the operator fl(Mw)vz~ = M~(w)It Tet in the Toeplitz algebra is also in PS(Tn). We also remark that one can construct a subalgebra of PS(T n) which is reduced by 12((Z+)n), which restricts faithfully to 12((Z+)n, and which modulo the compacts are dense (uniform norm) in An. There are several constructions one can use to obtain such subalgebras, all of which are straightforward and follow after a few moments of thought. Now we forsake the C*-algebra generated by An and discuss finer structure. To show that Am is a cryptointegral algebra it suffices to show that the T~, and their adjoints satisfy Criterion 3.1. This can be done by getting growth estimates analogous to (7.6) for the/i with differences /t(x+e~)-/t(x) replacing derivatives O/ax. Although this is the method which the authors used to verify that An is crypto-integral, we shall not present it because it has been outmoded by recent work of the second author which will appear elsewhere.
The new approach springs from a very concrete study of Fourier analysis on the Heisenberg group, in which pseudo-differential and Toephtz operators fit into a common framework. The Kohn-Nirenberg formalism has a natural interpretation in this setup and standard procedures for pseudo-differential operators apply also to Toeplitz operators. One can use this to prove the analog of (7.1) for An: 
