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1. INTRODUCTION 
Let A = I/ aij // b e a fixed n x n real-valued matrix, and denote by 
9 the collection of all probability vectors of n components, i.e., 
p = (Pl >*.*> p,) E 9 entails 
Pi 2 O, i = 1, 2,..., n; 
Suppose at first that A is endowed with the property that each matrix 
A, = AI, (1, is a diagonal matrix with the entries pi running down the 
diagonal) admits only positive and distinct eigenvalues whenever p > 0. 
(The notation p > 0 signifies that each component pi is positive.) In this 
case we display the eigenvalues in the order 
X,(P) > A?(P) > *.* > UP) > 0. (1.1) 
It is sometimes useful to indicate the dependence of the eigenvalues 
on A. This is done by the notation Xi(p; A), and when no ambiguity 
arises we suppress the reference to A, writing simply h,(p). 
The condition (1.1) is fulfilled if, for example A is STP (strictly totally 
positive) or merely if A is TP (totally positive) and some iterate Am 
is STP.l (For this fact, consult Gantmacher and Krein [l, Chapter 21 or 
Karlin [2].) 
* Research supported in part under Contract NONR NOO014-67-A-0112-0115 and 
N.S.F. Grant GP 17189 at Stanford University, Stanford, California. 
1 A matrix A is said to be TP(STP) if all minors of A are nonnegative (positive). 
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Nowosad [3], relying on the fine structure of STP matrices, established 
the following result. 
THEOREM I. Let A be STP. Then max,,g A,(p) is achieved JOY a 
probability vector p* E 9 with exactly Y positive components. 
The motivation, background and importance of this result is well set 
forth in Nowosad [3, 41. By more direct methods we will develop 
several extensions and refinements of Theorem I. 
A version of Theorem I for integral operators can be formulated 
along the following lines. 
Let K(c, q) be a continuous kernel defined on I x 1, where I is a 
compact subset of some Euclidean space, and let p(dq) denote a prob- 
ability measure on I. Denote this class of probability distributions 
again by 9. 
Consider the transformation 
defined on L2(1). 
We say that T, belongs to the class 9r if each T, , p E 8, where the 
set of increase of p contains at least Y + 1 points, admits at most a 
countable point spectrum including at least Y distinct simple positive 
eigenvalues. These eigenvalues are arranged in decreasing order, 
viz., 
4(P) > h,(P) > UP) > ... > &q(p) > A,(p) > 0. (1.3) 
EXAMPLE. Let I be a compact interval on the real line. A continuous 
kernel K( f, 7) is said to be oscillatory of order r (0,) if for every collection 
t1 -c 52 < ..* -=c 5,, 
71 < 772 < ... < %I&, tiEIt rlj EI~ m  < ye 
the matrix r = /I K(& , qj)ll is totally positive and some iterate of r is 
strictly totally positive. It is worth emphasizing that an oscillatory 
kernel need not be symmetric. 
If K([, 7) is oscillatory of order r, then T, is an operator of class 
gT. (See [l] and [5].) 
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An important case is the class of kernels (- 1)” G( [, q), where G is the 
Green’s function of the differential operator L defined by 
Ly,dLL-dl d 1 
dx w,(x) dx w,Jx) **’ d.r wl(x) --Y(X) on LO, II, 
where wi(x), i = 1, 2 ,..., n, are positive of continuity class Cn on [0, 11, 
coupled with the boundary conditions 
y(0) = y(l)(O) = . . . = y'Y-11(O) = 0, 
y(1) = y(l)(l) = . . . = y'"-"( 1) = 0, 
(1.4) 
P + Q = n, p, q 3 1, 
which are nonsingular with respect to L (i.e., only the trivial function 
satisfies Ly = 0 plus the boundary conditions). The demonstration that 
such kernels are oscillatory of all orders including several refinements and 
extensions involving more general boundary forms is elaborated in [6]. 
For the class of integral operators T, E 9’, , we wish to characterize 
p E P for which rnaxQEP h,(p) is attained. In recent years an extensive 
literature has evolved treating variations of this problem (see especially 
[4] and references therein). The most celebrated case is related to the 
equation for the amplitude x(t) of a vibrating string under unit tension 
and fixed at its endpoints and executing periodic motion of frequency 
w = 1/p. Thus, X(T) satisfies 
(d2X142) = Pdrl) 47) O<T<l, 
x(0) = x(Z) = 0, 
(1.5) 
where p(q) is the density of mass (per unit length) at the point q. Krein 
[7] investigated the maximum and minimum of the eigenvalues 
0 < k(P) < P2(P) < ... of (1.5) under the restrictions 
where hl < C < Hl. An equivalent formulation is achieved by writing 
(1 S) as an eigenvalue problem of an integral operator induced by the 
associated Green’s function (in our notation X, = l/,+.). Krein gives 
explicit expressions for minuSb &p) and rnaxDGg pr(p) in terms of 
relevant parameters and roots of certain transcendental equations. His 
arguments are based on properties of the special differential operators 
and corresponding Green’s kernel at hand. The extremal density p*(7) 
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is characterized to the extent that p(v) takes only the extreme values h 
and H. With h = 0 and H = co, max,,g h,(p) = rniqEg pr(f) is 
achieved for a distribution p with r concentrated masses. Nowosad [3] 
gave a significant extension of this latter result embracing the circum- 
stance where K(c, 7) is an oscillatory kernel with positive discrete 
spectrum. Nowosad uses decisively the assumption that K(f, 7) is an 
oscillatory kernel of all orders and relies on much of the structural 
properties endowed to such kernels. However, many of these results 
are valid under substantially weaker hypotheses on the kernel. In 
particular, we will prove 
THEOREM II. Let K(t, 7) b e an oscillatory kernel of order r + 1. Then 
max,,, h,(p) is achieved for a distribution p* with r concentrated masses. 
The proof is mainly accomplished by passing to a limit from approxi- 
mations by matrix transformations satisfy corresponding properties. 
Variations of the problem of Krein for other classes of differential 
operators and/or boundary conditions were studied by Schwartz [8], 
Banks [9], Barnes [lo], Beesack and Schwartz [16] and numerous others. 
For example, B an s c aracterizes k h the extremal eigenvalues for the 
operator (1.5) where the density p E B is subject to smoothness restrictions 
of the kind of a uniform Lipschitz condition. Other authors replace B 
by classes of densities subject to different sorts of convex constraints. 
In most cases the extremizing p* lies totally on the boundary of the set 9 
in the sense that arbitrarily small variations on p* lead out of 8. 
There appear to be two kinds of general results. For the case where 
B consists of all probability measures and where the kernel K([, 7) 
(not necessarily symmetric) of the integral operator, satisfies certain 
properties akin to that of total positivity of order r + I, the extremizing 
p yielding max,,B X,(p) is characterized by a distribution p composed 
of r concentrated masses. We will set forth a hierarchy of results of the 
sort subsuming Theorems I and II as special cases. 
When K(f, 7) is positive definite (in particular, symmetric) and not 
necessarily totally positive, a different perspective of the extremizing 
problem is more germaine and natural. This approach was first taken 
by Friedland (1972). N ow we formulate the details in a general frame- 
work. Let Q? be a compact set of bounded linear operators defined 
on a Hilbert space 2. Let 3 = Co(a) denote the convex closure 
of GZ in the uniform operator topology so that &+J consists of all limits of 
operators of the form B = x7.?“=, aiAZ, 01~ >, 0, C 01~ = 1 for Ai E @. 
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Let K be a fixed positive definite bounded operator and suppose that 
KB is a compact (or quasicompact) operator for each B E g. This 
requirement is certainly guaranteed if K is compact. It is quite familiar 
that the eigenvalues of KB are real and coincide with those of K’i2BK1f2. 
(K1i2 is the positive square root of K.) The eigenvectors of KA are related 
to those of K1/2BK1/2 through the transformation v ---f K-l/%. We may 
assume, without loss of generality, that each B is positive definite 
(otherwise translate by a suitable multiple of the identity). Then, the 
eigenvalues of KB can be arranged in decreasing order 
The problem under investigation is to characterize the extremal B 
achieving 
ysy &VW (1.6) 
or, more generally, the extremal B which yields 
wheref(x, , x2 ,..., xr) is an increasing function of each of its arguments 
xi tranversing the positive axis. The theorem stated immediately below 
is due to S. Friedland and the author (for earlier results pertaining 
to (1.6), see Friedland [ 19721). 
THEOREM III. Assume K is a positive definite compact operator. 
(i) Let GZ = {A, , A, ,..., A,,} be a finite collection of symmetric 
operators and let .4? = Co G!? = the convex hull of GZ. The maximum of 
(1.7) where f is an increasing function of its arguments is achieved for some 
B = f aiAi , oIi 2 0, c c$ = 1, 
i=l 
involving at most r(r + 1)/2 of th e coeficients (Y~ dt@rent from zero. 
(ii) If the 01~ are subject to the further constraints mi < 01~ < Mi 
and s additional linear conditions xy=, aicio = d, , p = 1, 2,..., s then 
the B maximizing (1.7) has at most r(r + 1)/2 + s of the coeficients 01~ 
unequal to one of the bounds mi or Mi . 
The bounds in this theorem are sharp. 
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An important case of Theorem III corresponds to the integral 
transformation 
Wd(5) = j w5 7) drl) 44) 
and where 
[o(&) = a sigma-finite measure] 
(1.8) 
-%a = 45‘) 969 (1.9) 
is multiplication of ~(0 by a given function a(<). 
To fulfill the stipulations of Theorem III it suffices to require that 
K(f, 7) is positive definite and impose the integrability condition 
SI I w, a2 +@I 44) < a. (1.10) 
This latter assumption guarantees that the associated operator induced 
by K([, 7) is compact. The relevant Hilbert space is La(&). For the 
operators A we stipulate each admissible a(5) to satisfy 
m < a(5) < M (1.11) 
with fixed bounds 0 < m < M < CO. 
For the special case of (I .lO) and (1.11) and where the kernel K(t, 7) 
is oscillatory, the result of Theorem III can be sharpened as follows: 
THEOREM IV. Let @ = {A, ,..., A,}, where each Ai is an operator of 
the type (1.9) and (1.11) and Kp, = J K([, 7) ~(7) a(dq) is induced by an 
oscillatory positive dejkite kernel satisfying (1.10). Then maxBEg X,(KB) is 
achieved for some B = Cy=‘=, cqAi involving at most r of the A, with 
positive coejicients. 
Notice the reduction in this oscillatory case of the bound r(r + 1)/2 
in Theorem III to r. 
The proofs of Theorems III and IV and further ramifications are 
deferred to another publication (Friedland and Karlin [1973]). We will 
especially highlight applications of these theorems for characterizations 
of extremizing eigenvalues for certain differential operators in one and 
several independent variables with appropriate boundary conditions. 
In this paper we rather concentrate on the circle of ideas pertinent to 
Theorem II and extensions thereof. We mainly focus on the matrix 
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transformation version of this theorem as the integral operator analog is 
achieved by standard approximation procedures from the matrix case. 
In order to state properly some of our results, the next definition 
is basic. 
DEFINITION 1.1. An n x n matrix A is said to be of class gr (r is a 
fixed positive integer) if for each p E B admitting at least r positive 
components, A, = AI, possesses at least r eigenvalues h,(p), X,(p),..., h,(p) 
such that X,(p) is unambiguously defined and varies continuously with 
p E 9. This will be the case if for example X,(p), AZ(p),..., &-i(p), h,(p) satisfy 
h(P) 2 UP) 2 ... 3 L(f) > J&J) > I UP)1 > 0 i 3 Y + 1. (1.12) 
(The matrix A,, , when p has m zero components, is to be interpreted as 
restricted to the principal submatrix corresponding to the indices where 
p does not vanish. Undefined eigenvalues; i.e., the last m eigenvalues 
are, by convention, always specified equal to zero.) 
Several important classes of gY matrices are now listed. 
EXAMPLE 1. Oscillatory matrices of order r. Recall that a matrix 
r is oscillatory of order p (0,) if r is TPp and some iterate rm, m an 
integer, is STP, . A matrix of type 0, is of class gn, (see Section 3). 
EXAMPLE 2. The inverse of any 0, matrix is of class gV for 
each Y, 1 C r < n (see Section 5). 
EXAMPLE 3. Let A be a symmetric matrix with all first- and second- 
order principal minors positive; then A is of class gz (see Section 7). 
Let A be symmetric with all first, second and third principal minors 
positive. Furthermore, suppose every element of A is positive. It is 
proved in Section 7 that such an A is of class g3 . 
EXAMPLE 4. Additional examples of class gV matrices are generated 
by executing appropriate “conjugate” operations. More specifically, 
let U be a nonsingular, real matrix which “commutes” with the collection 
of all diagonal matrices I,(p E 9) in the following sense: with each p E B 
there is associated a unique CJ E g satisfying / u 1 = 1 p 1 (1 p / denotes 
the number of positive components in p), and I,U = UIo . Now, if A 
is of class gV , then U-lAU is of class 9, . 
All positive definite Jacobi (tridiagonal) matrices can be represented 
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in the form U-l.BU, where U is a diagonal matrix and B is an oscillatory 
matrix of order n (See Sections 4 and 11). 
EXAMPLE 5. The inverse of an M matrix (a matrix B = 11 bii 11 is said 
to be an &I matrix if bij < 0 for i # i and all principal minors of B are 
positive) is of class L@i (see Section 6). 
Other examples of class 5@r matrices are cited throughout the sequel. 
One principal extension of Theorem I is the content of the next 
theorem. 
THEOREM 4.1 .2 Let A be of class 9rfl with the property that 
UP> > %+1(P) > 0 whenever p E B admits at least r + 1 positive 
components or suppose A is approximable by matrices of this type. Then there 
exists p* E B with exactly r positive components attaining max,,B h,(p). 
The above characterization holds also for p achieving a local maximum 
of UP), P E 8. 
For special classes of matrices, more exact results than those of 
Theorem 4.1 can be obtained. Typically, we have 
THEOREM 3.2. Suppose A is an oscillatory matrix of order r + 1 and 
every principal minor of A is nonxero. Then every p* E 9 satisfying 
X,(p*) = rnaxDEg X,(p) has exactly r positive components. 
The characterization of p* achieving max,,g X,(p, A), where A is 
only positive definite, is intrinsically complex and the result of Theorem 
4.1 does not generally prevail (cf. Theorem III discussed earlier). Several 
facts and counterexamples on the case of A positive definite are set forth 
in Section 8. The major developments for this case will be elaborated 
in a separate publication (see also Friedland [1973]). 
The computation of p achieving max,,p h,(p) = A,* (the maximum 
smallest eigenvalue) and then for max,,g X,(p) is accomplished as 
depicted in the next theorem. 
THEOREM 3.5. Let A be n x n. Suppose A is positive definite, STP, 
or an M matrix. 
(i) Then there exists a unique p* attaining 
Fey UP) = A,* = kz(P*). 
s The detailed discussion of Theorem 4.1 is contained in Section 4. 
EIGENVALUES OF CERTAIN MATRIX AND INTEGRAL OPERATORS 101 
(ii) If A is positive definite and STP (oscillatory sufices), then p* 
and h* = h * 12 are uniquely determined by solving the linear system 
(1.13) 
~~a,i(-l)jPi*-(-l)~h* =o, i= I,2 )..., n. 
(iii) If A is positive deJinite and an M matrix (see Example 5), then 
p* and X * = h,* are uniquely determined by solving the linear system 
jYlaijfj*-h*=O, i= 1,2 ,..., n, 
(iv) If A is positive definite and oscillatory, then p and h,* = 
maxOEg h,(p) are calculated in the manner of (ii) applied to every principal 
submatrix of order r and selecting that p* producing the largest h,*. 
Theorem 4.1 stated previously can be ramified to encompass other 
large classes of matrices. More specifically, consider an n x n matrix 
with the property that for every p E 9 involving at least r positive 
components, A, possesses eigenvalues satisfying 
rlA(P) > %UP) > *** > %uJ) 2 I @)I, i = r + l)...) 71, (1.14) 
where v1 , r/z ,..., 71~ are of value fl or -1 independent of p. When p 
has only k positive coordinates I < k < r, then (1.14) is reduced to the 
requirement 
&(P) > 172&i(f) > -.. > ddf) > 0. (1.15) 
A matrix satisfying (1.14) and (1.15) is said to be of type &, . 
Some classes of matrices of type b, are highlighted in Section 9. 
The analog of Theorem 4.1 for matrices of class 8, is now stated. 
THEOREM 9.2. Let A be an n x n matrix of type &, or approximable 
by matrices of type CT!?? . For a given index CY ( 1 < 01 < r), define N(a) as 
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the smallest index exceeding a: but smaller than Y + 1 for which 
vaqN(a) = + 1. If no such N(ol) exists, set N(a) = n + 1. Then 
(1.16) 
is achievedfor some p* E B admitting at most N(a) - 1 positive components. 
The conclusion of N(a) - 1 positive components is sharp (see 
Section 9). 
Results analogous to Theorems 4.1 and 9.2 are, of course, valid for 
integral operators. 
We close the introduction by describing the organization of the paper. 
In Section 2, preliminaries and basic lemmas are developed. These 
include the appropriate variational analysis. Section 3 is devoted to the 
important special class of g’, matrices which are suitably totally positive. 
Considerations of our extremizing problem for general matrices of class 
g’, are given in Section 4. Sections 5-7 highlight some perhaps striking 
cases of Theorem 4.1. Relevant counterexamples are set forth in 
Section 7. 
Section 8 offers some facts and counterexamples on the same extremal 
problem in the important case of positive definite matrices. The full 
characterizations have to be altered. Multiplicity of eigenvalues 
fundamentally complicates the situation. Theorem III, due to S. 
Freidland and the author, summarizes the basic result in this case. The 
proofs and refinements will be given elsewhere. 
Section 9 elaborates the proof and applications of Theorem 9.2 stated 
previously in this section. 
A special argument for the problem rnaxDEg h,(p) involving the first 
eigenvalue is set forth in Section 10 with several interesting by-products. 
Section 11 contributes a series of isolated facts of some value. 
2. PRELIMINARIES AND BASIC VARIATIONAL LEMMAS 
This section is devoted to a variety of preliminaries and preparations 
vital for the proofs of the principal theorems. The basic variational 
argument is set forth and some properties of the optimal p* attaining 
rnaxDEP h,(p) are delineated. 
Let A = I/ aij 11 be an n x n nonsingular real-valued matrix. Let 
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P = (P 1 ,..., p,) be a probability vector in 9 (see the start of the 
Introduction). Consider the collection of all matrices of the form 
Ao = II aijfj II7 p E 9. (2.1) 
Alternately, A, = Al, , where I, denotes the obvious diagonal matrix. 
A, acting on a vector x is frequently written in the form 
A,x = A(p . x), p . x = (/-+I , p2xz ,‘.., Pn&L). (2.2) 
Let the eigenvalues of A, be designated by h,(p), AZ(p),..., h,(p). When 
p has m zero components, then A, is to be interpreted as restricted to the 
principal submatrix corresponding to the nonzero components of p, and the 
last m eigenvalues are, by convention, taken equal to zero. 
Henceforth throughout this section only, we impose the following 
requirement on A. 
POSTULATE I,.. Let r be a Jixed integer 1 < Y < n. For every p E B 
with at least Y positive components, there exists at least r well-dejned 
positive eigenvalues for A such that 
UJ) > X,(P) > ... 2 h,(p) > 0. (2.3) 
Moreover, the eigenvalues hi(p) are postulated to vary continuously with 
p E 9 and assume that the eigenvalue h,(p) exhibits algebraic multiplicity 
equal to its geometric multiplicity. Further suppose the remaining eigenvalues 
~Tfl(PL UP) satisfy I hi(p)I < UP). 
Classes of matrices which obey Postulate I, embrace 
(a) positive definite matrices, and 
(b) matrices which are strictly totally positive of order r (STP,); 
(see Section 1). 
For case (a), with p > 0 all eigenvalues of A, are positive. Indeed, 
A, and A”, = IdOAIdO( dp = ( z/p1 , dp2 ,..., dp,)) share the same set 
of eigenvalues where A, is manifestly positive definite. 
The fact that STP, matrices possess eigenvalues of the structure 
exhibited in (2.3) was first pointed out by Gantmacher and Krein [l]. 
They established the stronger proposition that the first Y (in magnitude) 
eigenvalues are distinct and positive. Obviously, if A is STP, and p admits 
at least r positive components, then A, is likewise STP, . 
Since A,(p) is a continuous function of p, p E 9, maxQEg X,(p) = X,(p*) 
is attained. Our principal objective is to characterize such p* E 9. 
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To this end we develop two ancillary lemmas. Postulate I,. prevails 
unless stated explicitly otherwise. 
LEMMA 2.1. Suppose that h,(p) is maximized by p* satisfying p* > 0 
i.e., with all components positive, and h,(p*) < h,-,(p*). Then h,(p*) has 
simple geometric multiplicity, and any eigenvector corresponding to h,(p*) 
exhibits only nonzero components. 
Remark. An example where the hypotheses of the lemma are 
fulfulled is the case where A is TP, and SSC,-, (strict sign consistent 
r - 1, see [ll, p. 2171). Actually, most of the results carry over as long 
as h, is unambiguously defined, is positive and has simple multiplicity. 
Proof. Let x* be an eigenvector corresponding to X,(p*) = X*. Thus 
CT=, aijpj*xi* = h*xi* (i = 1, 2 ,..., n). We claim that x* has all nonzero 
components. Assume to the contrary that x$ = 0 for somejs . It follows 
that pt does not contribute to the relations in A,*x* = h*x*. Reducing 
pJ,j slightly by E, keeping pi*, - E > 0, we obtain 
i aij * + aija (ffIe” x2 = f!& xi*, i = 1, 2 ,..., n. (2.4) 
Taking account of the hypothesis h,(p*) < h,-,(p*) and the fact that the 
eigenvalues are continuous functions of p, we see on the basis of (2.4) 
that h*/(l - E), f or E small enough, is the r-th eigenvalue of A,, , where 
pi* = p,*/(l - c) for all i # jO and p,*, = (pj*, - c)/(l - c). 
This inference violates the maximality of h* < X*/(1 - E), and the 
only consistent conclusion is that the assumption x2: = 0 is untenable. 
The fact that h,(p*) is of simple geometric multiplicity is clear. 
Otherwise we can construct an eigenvector with at least one vanishing 
coefficient contradicting the result just proved. 1 
A slight extension of Lemma 2.1 will be needed. 
LEMMA 2.1’. Suppose A obeys Postulate I, . If p* satisjies h,(p*) = 
max,,9Up) = 4 , * then there exists an eigenvector x* corresponding to 
h,(p*) with all nonvanishing components and 
i = r + l,..., 71. 
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Proof. Consider the possibility 
h,.*(p*) = AT-&*) = ..- = x,r-R(p*) < h,-,&I*). 
Then there exist k + 1 linearly independent real eigenvectors 
y(l), y(2),... , yik+li belonging to h* since by virtue of Postulate I, the 
algebraic multiplicity of X,* equals its geometric multiplicity. If they all 
shared a common vanishing component, we could paraphrase the 
argument of the previous lemma and achieve a contradiction of the 
maximality of h, *. The conclusion X,* # X$+,(p*) is deduced as in the 
preceeding lemma. 1 
We next prepare to consider the first and second variations cor- 
responding to the maximum h* = maxDG9 h,(p). Assume X* = h,(p*) = 
rnaxQEg X,(p) is achieved for a probability vector p* > 0; i.e., with all 
positive components. 
Under the hypothesis of Lemma 2.1, maintaining the same notation 
with x* an eigenvector for X* of A,, , we consider the system of n + 1 
linear equations in the n + 1 unknowns (Q , yz ,..., T.~, r), with 
(El , -52 >"', E,) serving as a set of parameters ; 
glj = 0, 
(2.5) 
gl uij(fj* + %)(%* + ‘1) - CA* - Y)(“i* + %> = 07 i = 1) 2 ,*.., n, 
or in compact notation 
A,*+&* + c) = (A” - Y&* + E), (2.6) 
withp*+vEg. 
Using the relation ,4,.x* = h*x*, we can rewrite (2.5) in the form 
$I1 % = 0, 
(2.7) 
ill ‘Axi* + ‘j) rlj + y(“i* + Ci) = h*.ci* - f aijpj*Ej . 
j=l 
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Call h*ci - CT=, aijpi* l i = c~(E). The matrix of this system is 
1 . . . 1 
all(xl* + 4 a12(x2* + c2) ... a&,* + 4 XI* + cl 
+ 4 a22(x2* + c2) ... a2&,* + 4 x2* 
4&1* + 9) an2(x2; + c2) ... an&,* + c> x,* + E, 
We evaluate its determinant by multiplying columns j by -pj*/X* 
(j = l,..., n) adding to the final column and expanding to yield 
j T 1 = ((-l)“+l/X*) x1*x2* ..a x,* 1 A 1 + G(E), w3) 
where G(E) = G(E, ,..., l ,) goes to zero when all pi tend to zero. Now, 
A is nonsingular, and because ny=“=, Xi* # 0 owing to Lemma 2.1, 
we see that 1 T [ # 0 independent of the choices of Ei provided Cy=“=, j Ei 1 
is sufficiently small. 
The previous analysis is summarized as the assertion of the next 
lemma. 
LEMMA 2.2. For any E = (Q , Ed ,..., l ,) with CT=“=, / ci 1 suficiently 
small, there exists (Q , q2 ,..., vn. , y) depending on E solving the linear 
system (2.5) where each TV and y(e) tend to zero as E --f 0. The inequality 
y(e) 3 0 prevails for all such E since h* = rnaxQE9 h,(p) is maximal. 
The following notation is convenient. With x = (xi ,..., xJ, a vector 
1 /x denotes the vector with components 1 /xi , i = 1, 2,..., n (provided, 
of course, that all xi # 0), x * y stands for the vector with components 
(XlYl 9 X2Y2 Y***Y x, y,). Let u be the vector all of whose components 
are 1. The basic variational inequalities are summarized in the following 
theorem. 
THEOREM 2.1. Let A be an n x n nonsingular real-valued matrix 
satisfying postulate I, . Suppose p* > 0 in B is such that 
A* = UP*) = I$$+,(P) and MP*) -=c UP*)* 
[It su.ces to require that X,(p*) is a local maximum.] Let x* be an eigen- 
vector for A,, corresponding to h * = h,(p*); then x* has no vanishing 
component (Lemma 2.1) and then for every real vector y, 
(W”)(Y, 10*,(0*,2Y) 3 (Y, ~p*,cz*)n~Y), (2.9) 
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where B = (A,,)-l and 
A’(p*/x*) = (x*/x*), (2.10) 
where A’ is the transpose matrix to A. (w, v) denotes the inner product 
of the indicated vectors and I p*,(siJ2 is the diagonal matrix with diagonal 
elements 
Proof. We write the relations (2.5) compactly in the form 
A(p* + 7)(x* + G) = (A - y)(~* + E) (A = A,* for brevity), 
(2.11) 
g1 7i = (7,4 = 0. 
Of course E is an arbitrary vector involving small components with 7 
and y determined to satisfy (2.11). With the aid of the identity 
Ap*x* = Ax* the first equation in (2.11) reduces to [cf. (2.7)] 
Aq . (x* + E) + y(x* + E) = XE - Ap* . E. 
Let C = A-l, then (2.11) becomes 
q + y[l/(x* + E)] * c(x* + e) = h[l/(x* + e)] . CE ~ [l/(x* + E)] * P* * E. 
The vector l/(x* + ) E is well defined by virtue of Lemma 2.1 provided 
j] E jl is sufficiently small. Since (n, u) = 0, we obtain 
Y = [h (& 7 q - (x;;, P* * && > c. cx* + 4) 3 0 
(2.12) 
and y is always nonnegative since p* maximizes h,(p). Note that 
l/(x* + c) = l/x* - c/(x*)” + c”/(x*)” - 0.s) where the vectors e2, 
1 /(x*)~, etc., are interpreted in the obvious way. Executing these 
expansions in (2.12) 
(p*, U) = I] yields 
and noting that (l/x*, CX*) = (l/h) [since 
o.Y=h(hC’(~j-~,Ej-h(~,Xc~-p*.~) 
+ qc -& - g , e)[(> , cx*) - (;$, cej] + O(l E ,$‘“’ 
607/9/2-2 
108 KARLIN 
Since E is arbitrary, we deduce that 
hC’(l/x”) - (p*/x*) = 0 
which is equivalent to (2.10). 
The second term in (2.13) is the only remaining term of the order 1) E II2 
and valid for all vectors of this magnitude with arbitrary directions. Since 
X = h* > 0 and B = 12% the inequality (2.9) is established. 1 
3. CHARACTERIZATIONS OF EXTREMAL EIGENVALUES FOR CLASSES 
OF TP (TOTALLY POSITIVE) MATRICES 
At the start, we assume that A is STP,,, ; note: not TP, . Our 
objective is twofold: to characterize some or possibly all p* for which 
max,,@ h,(p*) = h,* is attained, and to elaborate a method for computing 
an optimizing p*. Suppose 
r < n. (3.1) 
The matrix A, = AI, for p > 0 has the property that 
UP) > UP) > *.* > UP) > &+1(P) > I UP)1 2 0 i = r + 2,..., n. 
This is a basic result of Gantmacher and Krein, referred to at the start 
of Section 2. 
The following lemma states the key step needed for the character- 
ization. 
LEMMA 3.1. Suppose A is STP,,, (r < n) and nonsingular. If p * E B 
maximizes h,(p), then p* > 0 is impossible. 
(Recall, the nonsingularity requirement was used during the entire 
development of Section 2.) 
Proof. Suppose to the contrary that p* > 0. Then Theorem 2.1 
applies, and in particular the inequality (2.9) must prevail. Choose y 
as a real eigenvector of A,, for the eigenvalue X,+,(p*). Then 
By = [l/X,+,(p*)] y (B = AsI), and (2.9) passes into 
u/UP*) - Ilh+Ib*)l(Y, ~o*,,z*)2Y) 2 0. (3.2) 
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Rut y is nontrivial, which implies 
Also, 
[l/UP*)1 -=I ul4-df*)l7 
and the inequality (3.2) is clearly absurd. This inconsistency implies 
the validity of the lemma. 
We now have available all the ingredients to present the basic 
characterization of p*. 
THEOREM 3.1. Let A be STP,,, (r < n) (actually, O,,,-oscillating 
of order I + l-would su@e). There exists a p* with exactly r positive 
components maximizing h,(p), where the maximum is extended over all p E 8. 
(Note that we are not assuming that A is nonsingular.) 
Proof. We can assume without loss of generality that A is non- 
singular. Otherwise, perturb A to A(6) = A + 61 (I = identity) with 6 
sufficiently small, preserving the STP,,, character of A. The structure 
of the eigenvalues of STP matrices assures that the Xi(p), i == 1,2,..., r + 1 
are continuously differentiable functions of p. 
We now distinguish two contingencies: 
(ii) Suppose for all smaIl 6 that p*(S) with at least one vanishing 
component exists attaining rnaxQE8 h,(p; A(6)). Then, by continuity 
there exists p* E 9 satisfying h,(p*) = maxpsd h,(p; A), and p* vanishes 
for at least one of its components. 
(ii) Suppose next that for all sufficiently small 6, p*(6) > 0 gives 
m=,,g (UP; 46)). H owever, the previous lemma affirms that p*(S) has 
at least one zero component, a blatant incompatibility. 
Thus we have inferred the existence of p* achieving max,,9 h,(p; A), 
admitting at most m’(m’ < n) positive components. Let m(m < n) be 
the minimal number of positive components among all maximizing p. 
Consider A restricted to these components, and label this matrix 2. 
If m > r, then A” is STP,,, , and we can repeat the preceding analysis 
contradicting the specification of m. It follows that m < r. On the other 
hand, m < Y means that X* = max,,9 h,(p) = 0, and this is absurd. 
The proof is complete. i 
A simpler version of the above analysis with repeated reliance on 
Lemma 3.1 establishes 
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THEOREM 3.2. Suppose A is Or+l, and every principal minor of A is 
nonzero; then every p* E ,!?i’ satisfying h,(p*) = rnaxDE9 h,(p) has exactly Y 
positive components. 
Remark. The emphasis of this theorem is on the adjective “every” 
p* E 8. Note we require that all principal minors of A are nonzero. 
A known perturbation argument to the effect that every TP,,, matrix 
can be approximated by STP,,, matrices (see [ 11, p. 881) leads by virtue 
of Theorem 3.1 to the following result. 
THEOREM 3.3. Let A be TP,,, (r < n). There exists a probability 
vector p* E 9 with exactly r positive components achieving max,,, h,(p). 
We will extend Theorem 3.2 so that the nonsingularity hypothesis 
imposed on all principal submatrices is substantially weakened. 
THEOREM 3.4. Suppose A is STP,,, , and assume that all principal 
minors of order up to 2r are nonzero. Then every p* E B satisfying 
rnaxQG9 X,(p) = X,(p*) admits precisely r positive components. 
Proof. Suppose by induction that the theorem is proved for all 
matrices of order at most n - 1. The result for n < 2r follows by 
virtue of Theorem 3.2, and therefore we may suppose n > 2r + 1. 
Consider the circumstance det A = 0 (otherwise Lemma 3.1 applies), 
and suppose to the contrary that p* > 0 achieves rnaxDE9 X,(p) = 
h,(p”) = h”. 
Let x* = (x1*,..., x,*) be a corresponding eigenvector for the eigen- 
value h* of A,, . Lemma 2.1 informs us that xi* # 0 for all i. Because 
det A = 0, it follows that the determinant of the system (2.5) with 
ci = 0, i = I,..., n, is zero, and therefore y and (Q}~~ with not all of 
these vanishing exist, satisfying 
gI vi = 0 and A(x* * 9) = 3/x*. (3.3) 
Combining with Apex* = h*x*, we obtain for any t 
4P* + td x* = (A* + ty) x*. 
For t real and sufficiently small, p1 = p* + t7 > 0, the eigenvalues satisfy 
u-4 > %4 > ... > h+dPt) > I UPt)l, i = Y + 2,..., n. 
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Since a STP, matrix has its largest r + 1 eigenvalues distinct and 
positive, we deduce that h* + ty = h&J at least when p* + tq > 0, 
and since t can be specified positive or negative, we must have 
y = 0 or otherwise X* = maxDGg h,(p) is rendered impossible. 
Next, determine t, suitably positive so that P!, = P* + t,q persists 
as a probability vector but vanishes in some component. This is feasible 
in view of the equality CT=“=, vi = 0 and since {qi}in is nontrivial. 
Manifestly, h,.(pt,) = h*. If the number of positive components of 
pt, = p* + t,,q exceeds r, the induction hypothesis is contradicted. 
Suppose therefore that pl, has precisely r positive components. This 
means that q has at least n - Y negative components, and of course at 
least one positive component (since C Q = 0 and (~}i” is nontrivial). 
Now determine s,, negative where B,, = p* + sOq E 9, but such that 
this vector vanishes in at least one component. As above, ps, exhibits Y 
positive coordinates by the induction hypothesis, since X,(p,,) = h*. 
Thus ‘1 admits at least n - Y positive components and from previous 
considerations we know that q has at least n - Y negative components. 
It follows that r] possesses at least 2n - 2r < n nonzero components or 
n < 2r, contrary to our stipulation. The proof of Theorem 3.4 is complete. 
It is not known whether the hypothesis of Theorem 3.4 can be 
further weakened to the extent that we assume merely that A is STP,,, . 
Uniqueness and the Computation of the Maximizing p* for X,(p) 
Consider first A to be STP of all orders, and suppose p* attains 
max,,9 UP) = A,* = L(P*). 
The next theorem asserts the uniqueness of p* and provides a 
computational method of securing p * for certain important classes of 
STP matrices. 
THEOREM 3.5. 
(i) Let A be STP, . The probability vector p* satisfying 
~E$&4 = A* = L(P*) 
is uniquely determined, and any corresponding eigenvector x* satis$es 
Ap,.x* = X*x*, (3.4) 
A=A;.&=X*$ (3.5) 
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( i.e., I/X* is an eigenvector associated with A* for the adjoint matrix 
A;,). 
(ii) If A is STP, and positive definite, then x* is proportional to 
thevector6” = (+l, -1, fl, -l,..., (- I)“-l) (components alternating 
+l and -1). 
Proof. The proof of part (i), except for uniqueness, was established 
in the course of Theorem 2.1. We postpone temporarily the proof of 
general uniqueness. 
(ii) When A is also symmetric, we deduce that the symmetric 
matrix IdO,AI,,D, has the eigenvectors 
- 
I@+ = (4pI*q*, x&-Q+,..., vpn*X,*) 
and 
@/x* = (l&p/xl*,..., d?/Xn*), 
each associated with the eigenvalue A*. This eigenvalue is simple 
because A is STP, which compels 
- 
4pi*1xi* = c 42x& i = 1, 2 ,..., n, 
for some constant c (c can be taken as 1 without loss of generality). 
It follows that (xi*)” = 1 for all i. But a known fact on STP matrices 
informs us that the eigenvector x * has components alternating in sign 
(see [l] or [2]). Therefore x* = (fl, -1, $1, -I,..., (-l)“-‘) as 
asserted in the theorem. The optimal p* and A* manifestly satisfy the 
linear system of equations 
glPt* = 1, 
(34 
:I aijpj*(-1)j - A*(-l>” = 0, i = 1, 2 ,..., n. 
With some obvious manipulations the determinant of the system (3.6) 
reduces to 
a12 + a11 a13 + a12 *** al, + al,n-l 1 
d = (-l)(n-m+2)/2 x az2 + a21 a23 + a22 -*. a2n + a2.n-1 t-1)’ . . 
%2 + a,, an3 + an2 - arm + 4b,n-l (--I) 
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The last determinant (on expanding by the last column) is a sum of 
determinants of a constant sign (- 1),-l owing to the STP hypothesis. 
Since A is nonzero, we may conclude that p* is uniquely determined 
from (3.6). 
General proof of uniqueness in (i). Let {x, P} and {y, P*} be a pair of 
solutions of (3.4) and (3.5). W e k now from the eigenstructure theory of 
STP matrices that x = {x1, x2 ,..., x,) possesses the property that the 
components xi , i = 1, 2 ,..., n, strictly alternate in sign, and a similar 
statement applies to the components of y. Define the vectors 
f = (-x1 ) x.2 )...) (-l)i xi ,..., (-1)” XJ, 
9 = c-y1 ,y2 ,**., (-1YYi ,*a., (-l>“Yn), 
z = (Yl/“l > Y2IX2 >...Y Ynh), 
and without loss of generality we may take x1 > 0, yr > 0. Notice that z 
is a strictly positive vector. Let A’ = I/ a,j(-l)i+j 11, B = a-l and 
C = h*Ii”BI? , where I2 is the diagonal matrix with the components of 
x” running down the diagonal. The theory of totally positive matrices 
affirms that B is STP and in particular displays all positive entries. 
We may obviously express the relations 
where 
Apx = X*x and (P/@ = ~*Ul4, 
P/X = (PI/Xl T P&2 >***> P&n) px = p . x, 
in the form 
Ap3i: = A*& (p/c+4 = X”( l/Z), 
and then convert them to 
p = cu, p = UC, 
where u = (1, l,..., 1). 
Next, starting from the identity 
(3.7) 
AP*Y = AY, (3.8) 
we pass to &*jj = h*jj and then p*jj = h*By”. Finally, we obtain 
cz = p*z. (3.9) 
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In a similar way, commencing from the identity (p*/y)A = A*(1 /y), 
we derive the relation 
(P*/4 = u/4c. (3.10) 
Let zi, = maxiGiGn xi . Fixing on the i,-th component in (3.9) we 
obtain 
where the last equality results by appeal to (3.7). Operating similarly 
with (3.10) yields 
The inequalities (3.11) and (3.12) in conjunction imply that p$ = pi, , 
and equality must therefore prevail throughout (3.11). It follows that 
zi = maxiGiG, xi for all i so that z is a constant vector. Hence cx = y 
(c a constant). Since z = CU, we infer by comparing (3.7) and (3.8) that 
P * = cu = p. 
The uniqueness statement of part (i) is now established. 1 
In the special case of A symmetric and strictly totally positive, we can 
calculate explicitly maxPEP X,(p) by the following formula. 
. . . 
(-l)l(r+3)/2 A 
i 
2.1 , 22 ,-**, a, 
~$pr(P) = 
4 
max 21 > 22 ,.**, b 
I<i,<i,<~.~<i,<W 1 , 1 ) . . . . 1 0 ’ 
--aili T aili , . . . . ai,i,( - 1)‘: 1 
--a+, , aiziz , . . . . a+,(--l)‘, -1 
--airi, , airi, , . . . . aivir(L1y, (-ijppl 
where A($:k::::::, r) denotes the value of the principal determinant of .A 
generated by the indices {ir , & ,..., i,>. 
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4. MATRICES OF CLASS gril 
Careful scrutiny of the analysis of Section 2 and that leading to 
Theorem 3.3 reveals that only the requirements of Definition 1.1 are 
used. We record this important fact as the content of the next theorem. 
The one point, perhaps, needing clarification is that the given matrix 
of class gr+r under consideration can be assumed to fulfill the condition 
that all its principal minors are nonzero. 
We expand on this argument. Let A be of class 9F+r ; i.e., matrices of 
9r+r with the extra property that h,(p) > h,+,(p) whenever p E 9’ admits 
at least Y + 1 positive components. Suppose that p* yields a local 
maximum of h,(p). Furthermore, suppose that p* > 0 and there exists 
an Euclidean spherical neighborhood in 9, viz., 
with the property that h,(p) < X&J*) for all p E A/‘ and h,(p) < A&*) 
for p on the boundary of Jt” and every p E JV‘ is interior to 9. Perturb 
A slightly to (A + 81) = A(6) p reserving the property of A that 
hJp; A(6)) h’b’t ex 1 1 s a local maximum inside JP~. By appropriate choice of 
6 we can insure that A(6) and all principal minors of this matrix are 
nonzero. Theorem 2.1 and the method of proof of Theorem 3.1 can be 
invoked yielding, when Y < n, a contradiction. We conclude, therefore, 
that the presumption of h,(p) attaining a local maximum in 9’ on a 
connected set separated from the boundary of B is absurd. This means 
that max,,g 44~) is also definitely achieved on the boundary of 9. 
The identical reasoning can be repeated on any reduction of A to a 
submatrix of order equal or exceeding Y + 1. Through this process 
the following theorem is validated. 
THEOREM 4.1. Let A be a matrix approximable (i.e., obtained as a 
limit) of matrices C of class 9& consisting of all matrices of 9Jrfl with the 
further property that h,(p) > h,,,(p) whenever p E 9 admits at least 
r + 1 positive components. Then max,,, X,(p; A) is achieved by some 
p* E 9 with exactly r positive components. 
The examples cited in Section 1 fall under the scope of this theorem. 
Formal details are elaborated in the succeeding sections. 
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5. INVERSES OF STRICTLY TOTALLY POSITIVE MATRICES 
Another class of matrices of type $Bn are the inverses of STP matrices. 
We now corroborate this assertion. 
Property (1.12) of Definition 1.1 is clear since the eigenvalues of 
A, = AI, and I;lA-l are reciprocals, and I;lA-l is STP provided 
p > 0, which entails that its eigenvalues are distinct and positive. 
The validation of (1.12) in Definition 1.1 for principal submatrices 
of order >r + 1 ensues with the help of the next proposition. 
LEMMA 5.1. Every principal submatrix of the inverse of an STP 
matrix is the inverse of an STP matrix. 
Proof. Although a direct verification is possible, the proof presented 
below incorporates additional information. 
Consider B = A-l, where A is an n x n STP matrix. It is enough 
to prove the Lemma for all principal submatrices of order n - 1, and 
then we can proceed inductively. Let C be the (n - 1) x (n - 1) 
submatrix of B obtained by discarding the row and column of index r,, . 
Form the (n - 1) x (n - 1) matrix D = 11 dii (1 whose elements are 
(5.1) 
where i and j traverse the indices l,..., n with r0 omitted and 
?likJ = 1-i 
if (i - y&j - YJ > 0 
if (i - r&j - YJ < 0 
With the aid of the Sylvester determinant identity (see [ll, Chapter 0]), 
it is readily checked that D is STP. Moreover, referring to formulas (0.7) 
and (0.10) of [ll, pp. 3-51, we have D-l = yC, where y is a positive 
constant. The proof is complete. 1 
In the case of Example 2 of Section 1 the result of Theorem 4.1 can 
be interpreted in the following manner. 
THEOREM 5.1. Let A be an n x n STP matrix, and consider A, = AI, , 
where u = (ul ,..., cr,) satisfies ui > 0, Cr=“=, (1 /gi) = 1. Then there 
exists g* for which min, h,(a) = &(a*) with the property that Y - 1 
components of u are injinite and n - r + 1 components positive and jinite. 
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The proof involves passing to the inverse matrix A;l = I;lA-l and 
appropriately applying Theorem 4.1 with A-l replacing A and I, = I;’ 
multiplying on the left rather than on the right. 
6. &!I MATRICES 
A matrix B = 11 bdj 11 .1s called an M matrix if bij < 0 for i # j and 
all principal minors are positive (B is not necessarily symmetric). 
Some of the relevant properties of M matrices are recorded (for proofs 
see,e.g., Fan [12],Varga [13, Chapter61, Solow [17] or Karlin [14, p. 2551). 
(i) The inverse A = B-l of an M matrix has all components 
nonnegative. 
(ii) Every principal submatrix of A is the inverse of an M matrix. 
(iii) B possesses a simple positive eigenvalue p,, with the property 
that all other eigenvalues p obey the inequality 
Rep>>,,>O. (6.1) 
Therefore, the largest eigenvalue h, = l/p,, of A satisfies 
A, > Reh > 0, (6.2) 
where X is any other eigenvalue of A. 
M matrices and their inverses arise naturally in mathematical 
economics and in physical contexts as discrete versions of certain 
standard differential operators or their inverses (see [13, Chapter 61). 
THEOREM 6.1. Let A be the inverse of an M matrix. Consider the 
collection of matrices A, = AI, with p E 9. Let h,(p) denote the eigenvalue 
of A, with largest real part [actually, h,(p) is positive] as described in 
(6.2); then 
A* = ;;j UP) (6.3) 
is attained by a probability vector with a single positive component. 
Proof. Suppose h* is achieved for a probability vector p* > 0. Let 
xx be an eigenvector (unique up to a multiplicative constant) associated 
with h* for A,, . The analysis of Theorem 3.3 shows that 
w*)(? ID*,(“*)24 3 6% &z*)Zq4 (6.4) 
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for all real vectors z. Writing this relation in terms of components, 
setting A>’ = 11 Cij 11, and specifying x = (0 ,..., 0, 1, 0 ,..., 0) with 1 in 
the i-th place and zero otherwise, we obtain 
l/h* > ci< ) i = 1, 2 )...) n. 
Then averaging produces 
where hi are the eigenvalues of A, * with Xi - h*. Since A is a real 
matrix (so all complex eigenvalues occur in conjugate pairs), the 
inequality (6.5) is manifestly incompatible with (6.1) which asserts that 
Re(l/XJ > (l/h*), i = 2, 3,..., n. Thus, the supposition that h* is 
achieved for p* > 0 is false. Proceeding inductively on the order of 
the matrix with constant reliance on property (ii), the assertion of the 
theorem is ascertained. i 
7. EXTREMAL EIGENVALUES FOR SOME CASES 
OF SYMMETRIC MATRICES 
Theorem 4.1 is applicable in characterizing extremal eigenvalues 
for certain classes of symmetric matrices. These examples are important 
in dealing with variational problems for operators induced by eigenvalue 
problems coming from partial differential equations. 
Class I. Let A be a symmetric matrix with all first- and second- 
order principal determinants positive. An application of Descartes’ rule 
of signs to the characteristic polynomial (since all roots are real) reveals 
that A admits at least two positive eigenvalues. The same property 
persists for all principal submatrices of A of order exceeding 1. 
Class II. Let A be a symmetric n x n matrix with all elements and 
all first-, second- and third-order principal determinants positive. We 
deduce, as above, that A possesses at least three positive eigenvalues 
h, 3 h, 3 h, > 0. 
Moreover, the Frobenius theorem for positive matrices affirms the strict 
inequality 
A, > A, . (7.1) 
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All principal submatrices of A with order 23 inherit these same 
properties. Of course, a matrix of Class II is automatically of Class I. 
Matrices of Classes I and II clearly fulfull the hypotheses of Theorem 
4.1. Appeal to this theorem establishes the next two assertions. 
THEOREM 7.1. Let A be a matrix of Class I; then max,,,p hi(p) is 
achieved for a probability vector with one concentrated mass. 
More generally, we could let A be a symmetric matrix where all 
principal minors of three successive orders maintain a single strict sign, 
then the conclusion of Theorem 7.1 holds. 
THEOREM 7.2. Let A be a matrix of Class II. Then maxPGg h,(p) is 
achieved fog a probability vector with two concentrated masses. 
Counterexamples to the Weakening of the Hypothesis of 
Theorems 7.1 and 7.2 
(i) Consider the matrix 
A=(fi qj, a>l. 
Evidently A is symmetric, exhibiting all positive entries, but the 
determinant is negative. A direct calculation shows that the optimal p* 
achieving max,,P hr(p) h as all positive components. 
(ii) The conclusion of Theorem 7.2 is false if we drop the 
positivity hypothesis. To see this, let 
i 
1 --a --a 
A= --a 1 -a (7.2) 
-a -a 1 1 
with i > a > 6. The condition a < i ensures that A is positive 
definite. For probability vectors of the form p = (pi , pa , 0), we have 
max h(f) = hb*) with p* = (l/2, l/2,0) and A&J*) = (l/2)(1 - a). 
On the other hand, the choice p” = (l/3, l/3, l/3) gives eigenvalues 
A, = X, = (1 + a)/3, ha = (1 - 2a)/3 for A,. Clearly, (1 + a)/3 > 
(1 - a)/2 when a > l/5. Actually, rnaxDGg &(P) = h(p) = (1 + a)/3 
and p” is the unique maximizing element of 9’. 
(iii) We now produce an example where A is positive semidefinite 
with all entries positive such that max,,p h,(p) is not necessarily achieved 
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for a probability vector with three masses. For this purpose, consider 
! 
1 - (a/4) 1 - (3/4)a 1 - (5/4)a 1 - (3/4)a 
A = 1 - (3/4)a 1 - (a/4) 1 - (3/4)a I - (5/4)a 
1 - (5/4)a 1 - (3/4)a 1 - (u/4) 1 - (3/4)u 
1 - (3/4)u 1 - (5/4)a 1 - (3/4)a 1 - (u/4) 1 
with a positive and at most 1. This matrix was constructed to have 
eigenvectors 
(1, 1, 1, 11, (1, -1, 1, --1), (1, 1, -1, --1), (1, -1, -1, 1). (7.3) 
Consider first the 3 x 3 submatrix 
which for 514 > a > 0 is STP, . Following the recipe of Theorem 3.4, 
the optimal p* which gives rnaxoE9 h3(p, r) = y has the eigenvector 
(+I, -1, +I>. 7% e associated eigenvalue y is determined from the 
equations (exploiting symmetries) 
(1 - d4)P + (1 - (3/4)W - &)(-I) + (1 - (5/4b)f = Y, 
(1 - (3/4)a)p + (1 - a/4)(1 - 2p)(-1) + (1 - (3/4)u)p = -y. 
Direct calculation shows that 
y = (u/4)[(4 - 3a)/(8 - 5u)]. 
All other third-order principal submatrices of A are equivalent (by 
suitable permutations of rows and columns) to r. Next, consider 
p = <a, 3, $, $). The eigenvalues of A, are easily determined to be 
A, = (4 - 3uy4, AZ = A, = u/4, A, = 0. 
Certainly, (a/4) > y = (a/4)[(4 - 3u)/(8 - 5u)] for 0 < a < 1, and 
the claim that rnaxoG9 As(p) is attained by a probability vector with all 
positive components is clearly confirmed. 
(iv) With the aid of the example in (ii) it is possible to establish the 
existence of a positive definite third-order matrix C such that 
max,,9 h,(p; C) is achieved for a p* > 0 and simultaneously for a p** 
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with exactly two positive components where each of these vectors 
presents an isolated local maximum of X,(p). The construction proceeds 
by examining 
&2”(4 = yEF UP, QJ 
for a collection of matrices 
D(ff) = A + CL& O<a<m, 
where A is that given in (7.2) and B is a Jacobi matrix 
with c and d positive and quite small. For 01 = 0, h,*(O) is attained 
by the vector p” = (&, 9, g). Moreover, for a: = 0 with p = p” the 
eigenvalue A,*(O) is of multiplicity two. Observe next that for any 01 > 0 
there cannot exist a maximizing p” involving exclusively two positive 
components for which simultaneously D,, has an eigenvalue of multi- 
plicity two. This is clear because no 2 x 2 principal submatrix of D(a) 
is diagonal. With (Y large and positive the matrix c& dominates D(U). 
It follows in this circumstance that a probability vector concentrating 
only on the first two components attains max,,9 A&, D(a)). On the 
basis of these facts and the evident continuity of h,*(a) in 01, we infer the 
existence of CX,, > 0, where D(olO) admits at least two maximizing vectors 
in 9, p* and p** with the properties that p* > 0 and h,(D,,(ol,)) = 
h,(D,,(ol,)) while p** maintains only two positive components. Speci- 
fically, 01~ can be determined as 01,, = max,>, OL, where ha*(a) is an 
eigenvalue of multiplicity 2 for some maximizing p of A,(,, D(a)). 
8. THE CASE OF POSITIVE DEFINITE MATRICES 
Characterizing X,*(A) for the general positive definite matrix A is 
intrinsically more complex. The difficulty stems from the presence of 
eigenvalues of higher multiplicity for the optimizing matrix A,, . The 
natural proper setting for the analysis of this case is in the vein of 
Theorems III and IV as set forth in Section 1. The detailed elaboration 
of these theorems and a discussion of related variational problems for 
eigenvalues of certain differential operators will be given elsewhere by 
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Shmuel Friedland and the author [ 151. In this section we present some 
results of immediate pertinence to the methods of this paper. 
For any positive definite matrix A, we construct A, for each p E B 
(p > 0) and arrange its eigenvalues in decreasing order, viz., 
The following theorem provides some information for the problem of 
characterizing a p* E B which achieves h,* = h,(p*) = maxDeg &(p; A). 
THEOREM 8.1. Let A be an n x n positive definite matrix. Fix 
1 < Y < n. Let p* E B be such that 
Ar* = h&J*) = IIlIl h&J; A). (8.1) 
(a) If p* has more than r positive components, then necessarily A,, 
admits multiple eigenvalues at least to the extent 
(b) When p* is composed of precisely r positive components and 
h,* = X,.(A,,) < h,--l(Ap*) then the eigenvector x* = (x1*, x2*,..., x,*) 
associated with h,* has nonzero components of constant magnitude. In this 
case x* has exactly r nonxero components. 
Proof. Suppose p* > 0 maximizes h,(p*) = h, . Lemma 2.1 informs 
us that always &.(A,,) > hr+l(AD*). T wo ossibilities arise. If &(A,,) < p 
hTVl(Ap*) then the stipulation p* > 0 is contradicted as a fact uncovered 
in the proof of Theorem 2.1. It follows that at least one component of 
p * vanishes. 
Proceeding inductively, we infer that p* exhibits exactly r positive 
components. The argument of Theorem 3.5, part (ii) then shows that 
dp/x* and dFx* (restricted to the components where pi* > 0) 
are eigenvectors for X* and consequently linearly dependent. It follows 
that (x*)” = a constant vector on these components. 
A consistent alternative to the relation &(A,,) < X,-,(A,,) is that p* 
has more than r positive components, but then we must have &(A,,) = 
Ld&). I 
The alternatives enunciated in Theorem 8.1 can both occur as 
indicated in Examples (iii) and (iv) of Section 7. 
EXAMPLE. We established in Theorem 3.5 that if the n x n matrix A 
is STP and positive definite, then for p* achieving X,* = max,,9 X,(p, A), 
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the associated eigenvector x* is unique and has the specific form (apart 
from a multiplicative constant) 
x* = (+l, -1, +1, -l,..., (-l)“-1). 
More generally, if A is positive definite and p* > 0 satisfies An* = 
max,=g UP) = UP*> < L(P*>, th en a parallel argument (see the 
proof of Theorem 8.1 above) establishes that any eigenvector x* 
corresponding to h,* for A,, has the property that (xi*)” = c = a 
positive constant for all i. On the other hand, if for the maximizing 
p*, the relation X,(p*) = h,-l(p*) holds, then these special features for 
x* may be lacking. For example, let 
with O<a<l. 
Symmetry considerations dictate that p* = (Q, *, Q) for h3(p*) = X3* = 
max,,g h3(p) = (1 - a)/3 which is of multiplicity 2 for A,. . Two 
independent eigenvectors for X,* are 
(+I, -1,O) and (fl, 0, -1). (8.2) 
We claim that there exists an E neighborhood of this matrix A 
(E sufficiently small) such that for all positive definite C 11 C - A I/ < E, 
every maximizing p*(C) for X, * has &(p*(C)) = h,(p*(C)). Indeed, 
suppose the contrary were true. Then a sequence Urn) + A exists 
such that 
x,*(P)) = h3(p*(C’m))) < &(p*(cF)). (8.3) 
An eigenvector x*(Pm)) for h,*(CiY’) has each component of equal 
magnitude (argued above), and therefore the same property persists for 
some eigenvector of A,, with p* maximizing &*(p, A). This conclusion 
is incompatible with the explicit form of linear combinations of the 
eigenvectors display in (8.2). 
The above example underscores the fact that it is not always possible 
to separate eigenvalues of higher multiplicities for the maximizing A,, 
by performing perturbations of the matrix A. 
The following uniqueness theorem supplements Theorem 8.1. 
THEOREM 8.2. Let A be an n x n positive dejkite matrix. The p* 
achieving rnaxQE9 h,(p) is unique. 
W9/2-3 
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Proof. Suppose to the contrary that p* and p** yield h,(p*) = 
h,(p**) = max,,, h,(p) = A. Then certainly with B = A-‘, the 
matrices 
U = (l/h)I,, -B and V = (l/h)&,,, -B 
are positive semidefinite. Moreover, the null spaces of U and V contain 
at least one common nontrivial vector. Otherwise, setting 
p = cLp* + (1 - p) p** (0 <I* < 1) 
we find that (l/X) I, - B is positive definite and therefore 
[I/@ + 41 I6 - B 
is positive definite for E > 0 and sufficiently small. This fact contradicts 
the maximal nature of X = rnaxPG9 X,(p, A). The argument also shows 
that p” is a maximizing vector in 9, i.e., 
We next claim that the null space JV of W = (1 /A) I, - B is the inter- 
section of the null spaces Nr and Mz of U and V, respectively. Obviously, 
A” 3 MI n JVI . Consider next x E JV” so that IVX = 0. But, then 
0 = ( WX, X) = I”( Ux, X) + (1 - p)( Vx, x) and since U and V are 
positive semidefinite, it follows that Ux = Vx = 0 and the equality 
JV = MI n Na is established. By Lemma 2.1 there exists a vector x” with 
all nonvanishing components satisfying Wx” = 0 and, therefore, 
UX = VZ = 0. Equivalently, 
Subtracting gives 
A(? .3i;) = 0 7) = p* - p** = (PI* - pl**, pz* - p,**,...>. 
Since A is nonsingular, we deduce that 
7’ f = (w% , %&? ,..., Q$,) = 0. 
But Zi # 0 for all i which implies 
qi = pi* - p:* = 0 i = 1) 2 ,...) n. 1 
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More complete information than that of Theorem 8.2 is available if 
additional hypotheses are imposed on A. The next theorem is of this 
sort [compare to Theorem 3.5, part (ii)]. 
THEOREM 8.3. Let A = 11 aii lIln be a positive dejinite M matrix 
(i.e., aij < 0 for i # j). Let p* achieve max,,, h,(p; A) = &&I*), where 
h, is the smallest positive eigenvalue of A. Then p* is uniquely determined, 
and an associated eigenvector x* for the matrix A,, has the form 
x* = (1, I ,..., I). (8.4) 
Proof. Uniqueness of p* emanates from Theorem 8.2. The inverse 
B = A>’ has all nonnegative components, and by slight perturbation 
of the elements of A, we can suppose that B has exclusively positive 
components. Appealing to the Frobenius theorem applied to B, we 
deduce 
[l/UP*)1 > [IluP*)l, i = 2, 3,..., n, 
and especially 
UP”) < LdP*). 
Moreover, another relevant fact is that the eigenvector x* of A,, for 
X&J*) has all components of a single strict sign. Now we use Theorem 8.1 
to secure the existence of a unique eigenvector (apart from a multiplica- 
tive constant) x* = (x1*,..., x, *) for h,(p*) such that (xi*)” = c = a 
positive constant. But x* > 0, and thus (8.4) is confirmed. [For the 
general positive definite M matrix, a standard continuity argument 
establishes (8.4).] 
COROLLARY 1. Under the conditions of Theorem 8.3, p* is calculated 
as the unique solution of the linear system of equations in the n + 1 variables 
(P 1 >"'> pn. , 4; 
(8.5) 
$la,ipj-h=O, i= 1,2,...,n. 
Moreover, the determinant of the system (8.5) is nonzero. 
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9. SIGN REGULAR MATRICES AND EXTREMAL EIGENVALUES 
The methods of Sections 2 and 4 can be applied in the following 
more general setting. 
Considering an n x n matrix A with the property that for every 
p E 9 involving at least r positive components, the matrix A, has 
eigenvalues satisfying 
714(P) > Q?&?(P) > *.. > 74P) 2 I h(P)l, i = r + I,..., n, (9.la) 
where q1 , rlz ,..., rln are independent of p of value + 1 or - 1. When p 
has only K positive coordinates 1 < k < r, then (9.la) is modified to 
the condition 
A(P) > ?Izh(f) > *** > 7?Acb) > 0. (9.lb) 
(Specific classes of such matrices are listed later in this section.) 
Matrices satisfying (9.la) and (9.1 b) are said to be of class 8,. . 
The next two theorems provide characterizations of extremal values 
for h,(p), with p varying in 9 (cf. Theorem 9.2 in Section 1). 
THEOREM 9.1’. Let A be an n x n matrix sutisfring (9.1). Suppose 
Q = + 1 for some a( 1 < 01 < r), and let N(a) be the smallest index 
exceeding 01 but <r for which qaqN(a) = + 1. If no such N(a) exists, set 
N(a) = n + 1. Then 
yey Uf 1 
is achieved for some p* E .!Y admitting at most 
N(ol) - 1 positive components. (9.2) 
Proof. The proof paraphrases the analysis of Theorems 2.1 and 3.1. 
As long as there exists another positive eigenvalue smaller than h,(p), 
the arguments of Lemma 3.1 apply. This is certainly the case for any p 
exhibiting at least N(oi) components. The remaining formalities proceed, 
mutatis mutundis, as in Theorem 3.1. 
The assertion (9.2) is essentially sharp, as will be indicated later. 
Consider next the case where qs = -1 (1 < /3 < r). In this circum- 
stance, /Is(p) is real and negative provided p has at least /3 positive 
components. On the basis of (9.1), it is easy to see that 
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and equality holds for any p admitting at most /3 - 1 positive 
components. For these cases, it is relevant and of most interest to charac- 
terize p* E 9, attaining 
Ipng 43(P) = UP*)* 
Appropriate modifications of the arguments of Theorems 2.1 and 3.1 
validate the next statement. 
THEOREM 9.1”. Let A be an n x n matrix satisfying (9.1). Let p be an 
index (1 < /3 6 r) such that Q = -1. Dejine N(p) as the Jirst index 
exceeding /I but smaller than Y + I for which r)N(s)qa = + 1. [If no such 
N(p) exists, set N(p) = n + I.] Then 
is achieved for a p* E 9 with at most 
N(/3) - 1 positive components. 
Some brief comments pertaining to the proof are 
(9.4) 
(a) The analogs of Lemmas 2.1 and 2.1’ obtain taking due account 
of the fact that here h&p) < 0. 
(b) The sign of the inequality in (2.9) is reversed and reads now as 
A contradiction derives from (9.5) whenever there is an eigenvalue 
hNcB)(p*) obeying hs(p*) < AN&p*) < 0. The culmination of the 
reasoning parallels that of Theorem 3.1. 
The above theorems can be extended slightly by executing standard 
approximation procedures (cf. Section 4). 
THEOREM 9.2. Let A be any matrix approximable by matrices satisfying 
(9.1). Then 
Te$y %A(P) 
is achieved by a probability vector p having at most 
N(a) - 1 positive components. 
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We conclude this section by highlighting some examples of matrices 
satisfying (9.1). 
I. Negative Dejkite Matrices 
(i) Theorem 9.2 holds for the smallest eigenvalue (cf. Theorem 
7.1). More specifically, minpoB X,(p) is achieved for a probability vector 
p* with a single concentrated mass. 
(ii) Suppose A is negative definite and also has all negative 
components. Then minppd h,(p) is achieved for a p* with two positive 
components (compare with Theorem 7.2). 
II. Let A be a matrix inverse to B = 11 bij 11, where bij 2 0, bii < 0, 
and all principal determinants of order p have strict sign (- 1)“. Then 
(9.1) holds with r = 1, and minOGq X,(f) is achieved by some p* with a 
single positive component (cf. Theorem 6.1). 
III. Sign Regular Matrices 
Some characterizations of extremal eigenvalues of TP matrices were 
given in Section 3. Consider now a matrix A = I( aij 11 which is strict sign 
regular of order r (SSR,), i.e., all minors of order p (p < r) maintain 
a fixed common sign l D (+ 1 or - 1). The case of STP, matrices is that 
with cp = $1 (p = 1, 2 ,..., Y). It can be readily verified that the 
matrix with entries aij = eFlbj , cl < c2 < -a* < c, ; b, < b, < .** < b, ; 
is SSR, with l r, = (- l)~@‘-~)/~. More generally, if A = I\ bij (/ is STP, , 
then B = II bi,,-j I/ is SSR, with l p = (-1)P(P-1)/2. For numerous 
examples of SR matrices, the reader is referred to [l 1, especially 
Chapter 31. 
Obviously, A, = I\ aijpj I( for p > 0 in 9 is SSR to the same extent 
as A. The eigenstructure of these matrices is well developed (see [l]), 
and tells us, in particular, that A has eigenvalues A, , A, ,..., A, obeying 
the inequalities 
rllh > rl2h2 > *** > +y > I hi 1 2 0, i = Y + l,..., n, (9.6) 
where 
Identical inequalities, of course, prevail for the eigenvalues hi(p) of A, 
provided p in 9 admits at least r positive components. 
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Fix on an index 01 (1 < 01 < r). When qn = + 1, we seek to charac- 
terize p E 9 for which 
72 UP) (9.7) 
is attained, and when qa = -1, then we desire to ascertain properties 
of p*, achieving 
$2 UP) = UP*). (9.8) 
In view of the relations (9.6), and the assumption on qa , (9.7) and (9.8) 
constitute well-defined problems. 
Some of the consequences of Theorem 9.2 in the case where A is 
SRR, with ep = (-l)p(~-l)/~, p = 1, Z,..., n are as follows. 
(a) maxPEP Al(p) is attained for some p* E 9 with at most min(2, n) 
positive components; 
(b) minpEP As(p) is attained for p* with at most min(3, n) positive 
components; etc. 
These conclusions cannot, in general, be strengthened. Consider 
for example, 
a2 1 eaz 
A=;- 11 
i i 
= 11 e--J 11) 
ea2 1 ela2 
where cr = dl = --a, c2 = d, = 0, ca = d, = a. This matrix is SSR, 
with l i = (- l)it’i-l)P, as pointed out earlier. A direct calculation 
confirms that maxDEB Al(p) = (ea2 + e-a”)/2 is achieved for p* with 
exactly two positive components. 
Consider next the matrix 
11 1 
A = 1 e-a2 e-a” = /I epfirr, 11, i 1 , e-a” e-a* 
fi = g, = 0, fi = g, = a, f,  = g, = a2. 
Now max pEp Al(p) = 1 is achieved for a one mass probability vector. 
Thus, concordant with the theorem, if A is SSR, max,,g Al(p) is attained 
by a probability vector having one or two positive components with 
both circumstances occurring. 
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Examples establishing sharpness of the bounds of the theorem for 
lower eigenvalues are also available. We will not enter into details. 
If A is symmetric and SSR, then a computation method, in the 
spirit of Theorem 3.5, for securing p* which attains 
is available. We state the result. 
THEOREM 9.3. Let A be SSR. Then max,,9 ‘I&(P) z’s achieved 
uniquely in 8. If also A is symmetric, then the optimizing p* can be 
calculated as the solution of the system of equations (3.6). 
The calculation of a p* achieving max,,b $$.(p) is accomplished in 
accordance with the precept delineated in part (ii) of Theorem 3.5. 
10. ANOTHER METHOD FOR COMPUTING maxpeg X,(p) 
AND RAMIFICATIONS 
Assume at first A is TP, . Natural inequalities for Tr{4(A,,)} (Tr is the 
trace operation) will be developed for certain functions. We commence 
by proving 
k = 1, 2,..., 
inductively on k. The case k = 1 certainly manifests equality. Consider 
now 
Tr{Ap2} = f f a,jpjaiipi . 
i-1 j=l 
Because A is TP, , we have aijaii < aiiajj , and (10.1) ensues when 
k = 2. We next claim that 
ailipizi, *.* aivil < aililaiziz *a* airi, . (10.2) 
By induction, assume this inequality valid for products of r - 1 terms. 
Its correctness for r = 2 is clear. Without loss of generality (by relabeling 
if necessary), we can assume 
i, < iz ) i, < i, . 
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We use 
aililai,i2 3 ail@i,i, Y  (10.3) 
and then the inductive hypothesis on the indices {ia, is ,..., i,} to 
establish (10.2). With the inequality (10.2) in hand, we obtain 
G i s,i, (ai,i,Pi,) a’. (ai,i,Pi,) = [ gl aiiPij: (10.4) 
s* 
If the eigenvalues of A, are labeled as 
h(P), ~,(PL b(P) 
and A is STP, , then it is known that h,(p) > h,(p) > 1 A,(p)l, i = 3,..., n. 
It follows on the basis of (10.4) that 
and letting r + co, we deduce that 
Therefore, 
(10.5) 
(10.6) 
The opposite inequality obviously holds, and we can now conclude that 
rnaxDE9 h,(p) is achieved for a one-point distribution as already proved 
in Theorem 3.3. We sum up the preceding analysis. 
THEOREM 10.1. Let A be TP, , and let D(E) be any polynomial with 
positive coeficients. Then 
Tr @(A) < @(Tr A). (10.7) 
Moreover, 
(10.8) 
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and 
A2(P) + ... + Uf) 3 0. (10.9) 
The conclusion (10.9) emanates by virtue of (10.5). 
The reasoning for Theorem 10.1 applies, mutatis mutandis, to yield 
THEOREM 10.2. Suppose A is positive dejinite. Then the assertions 
(10.7) and, trivially, (10.9) hold. 
The result of (10.9) can be extended. In fact, 
THEOREM 10.3. Let A be TP, ; then 
43 + e-e + A, 3 0 
and 
(10.10) 
(10.11) 
Proof. We may assume without loss of generality that A is STP, . 
The eigenvalues of A are ordered such that h, > X, > X, > 1 h, j > 
*.* > 1 h, 1 > 0. Executing the reduction process set forth in [2], we 
construct an STP, , (n - 1) x (H. - 1) matrix C whose eigenvalues 
are X, , ha ,..., h, . In view of (10.9) applied to C, we deduce (10.10) as 
desired to be shown. 
Let A[,, be the standard compound matrix of order 2 of A. The 
set of eigenvalues of Al21 comprise hihi for all pairs i # j. Let C be as 
above. The eigenvalues of Ctal consist of hihi , 2 < i, j < n, i # j. 
Moreover, the elements of C[al are nonnegative, and in particular its 
trace is nonnegative. Therefore, &Gi<jGn h,h, > 0. Also, because of 
(lO.lO), we find 
A, -=I AZ + A, + ... + &I 1 
and finally 
hlh2<Al(X2+‘.m+&,)+ 2 XiAj= C hiAj, 
2<iij<a lCi<j<?z 
and (10.11) is established. 
An inductive argument of the above sort proves 
THEOREM 10.4. If A is TP,,, , then 
(10.12) 
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and 
The fact of (10.12) allows us to establish the next theorem (cf. 
Theorem III) for the special functional f(A, ,..., A,) = El=, Ai). 
THEOREM 10.5. Let A be TP,,, . Then 
Proof. For any p E B in view of (10.12) we have 
Equality clearly obtains for a probability vector p E 9 with a single mass 
point. 
The result of this last theorem in conjunction with summation by 
parts leads to the conclusion 
THEOREM 10.6. Let w1 > w2 >, ... >, wy > 0 and A be TP,,, . 
Then 
max C wiXj(p) = wr max aii . 
PEd i 
11. ADDENDA 
I. Extremal Eigenvalues with Respect to More General Constraints on B 
Let A be a nonsingular matrix of class 9,. (see Definitions 1 .l and 
1.2). Consider the convex subset 8,,, of B defined by the restrictions 
9,*, = (p;p = (p1 I’.., f%)E~P, 0 < 01 < pi < 13 G 11. 
Consider the problem of characterizing p* E 9,,, , achieving 
The reasoning of Theorems 2.1 and 4.1 without alteration yields the 
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conclusion that any such p * has at least one of its components agreeing 
with the bounds 01 or /I. We must have r < n - 1 for this property. 
A corresponding result is available for the problem of describing p* 
attaining 
min h,(p) = h,(p*) = A*, 2 < r. (11.2) 
PE9E.D 
Note that r is required here to exceed 1. The assertion is that p* satisfying 
(11.2) has at least one of its components agreeing with the bounds (Y or 8. 
The proof is done following the course of Theorem 3.1 and Lemma 2. I 
with the aid of the following two observations. 
(i) Consider the possibility of a minimizing p* in 9,,, but 
cy. < pi* < /3 for all i. 
Let x* = (xi*,..., x, *) be a corresponding eigenvector of A,, for 
h,(p*). We claim that Xi* # 0 for all i. Suppose to the contrary that 
X; = 0 for some i,, . Then alter p* to p** in the manner 
pz** = (1 - c) pi*, i # i, , 
pi*,* = pi*, + E(l - Pi*,, 
with E > 0 and sufficiently small. As in the proof of Lemma 2.1, we 
infer a contradiction to (11.2). 
(ii) With xi* # 0 established, the variational argument of 
Theorem 2.1 (minimizing instead of maximizing) produces the inequality 
(11.3) 
valid for all real vectors z. 
When r > 2, this inequality can be violated by specifying x as the 
eigenvector belonging to the eigenvalue AI( 
For certain special matrices (perhaps TP matrices), it is likely that p* 
maximizing or minimizing X,(p) with p E 8,,, has at most r components 
with values distinct from the bounds 01 and /3. The case where A is 
symmetric and totally positive can be handled along the lines of 
Theorems III and IV of Section 1 (see [15]). 
The preceding analyses can be generalized to cover the following 
situation. 
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Let @ denote any closed convex subset of 8. Consider the problems 
of characterizing p* and p**, satisfying 
max UP) = UP*), 1 <r<n-I, (11.4) 
@A+ 
min h,(p) = UP**), 2<r<n. 
DE.+ 
(11.5) 
The above proof reveals that in both cases (11.4) and (1 I .5), there exist 
extremizing p* and p* * E 8, respectively, situated on the boundary of 8. 
II. Local Extrema 
Most of the theorems developed in Sections 2-10 can be interpreted 
as characterizing local extrema and such that the optimizing p* are 
located on suitable boundaries of the domain 9. We leave to the reader 
the task of stating the exact propositions. 
III. Conjugate Operators 
A typical case of use of the conjugate device of Example 4 (in Section 1) 
and Theorem 4.1 is now recorded. 
Let A = I/ aij 11: be positive definite with (- l)i+j aij > 0. Then 
rnaxQGg h,(p) is achieved only for probability vectors p* with two 
concentrated masses. Indeed, such a matrix has a representation 
A = U-‘BU. 
where B is positive definite with all positive elements, and U is the 
diagonal matrix with diagonal elements (1, -1, (-l)“,..., (-1)“). 
IV. 
Let A be a fixed n x 71 matrix, and let r traverse a collection of 
matrices normalized so that (u, ru) = 1, where u = (1, l,..., 1) with 
the property that AT has positive distinct eigenvalues 
A,(F) > h,(r) > *.* > A,(r) > 0. (11.6) 
For example, if A is STP and r is nonsingular TP, then indeed (11.1) 
prevails. An extended version of the main problem treated in this 
manuscript is to characterize r subject to the stated constraints for 
which max X,(r) is attained. 
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