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ABSTRACT
Boundary-layer stability and laminar-to-turbulent transition have been studied for decades in
various flows. Many useful computational techniques have emerged for basic research, but only
a few of these techniques have evolved into engineering tools. Furthermore, the basic research
has moved from flat plates to BOLT and HIFiRE-5, rather complex geometries. As the basic re-
search community begins to move toward more realistic engineering designs, there seems to be an
opportunity to reassess the applicability of basic research computational techniques to engineering.
BOLT and HIFiRE-5 are the focus of this dissertation. The goal is to use the parabolized
stability equations and spatial BiGlobal theory to understand key parts of their transition processes.
It is shown that these geometries are stationary-crossflow dominant. Furthermore, the power and
utility of the nonlinear parabolized stability equations is shown here and shows that it can be a key
partner with direct numerical simulations and experiments toward the understanding and modeling
of the laminar-to-turbulent transition problem, and it is proposed that this technique has evolved
quite nicely and can be used for real application.
The parabolized stability equations are used for primary instability analysis and spatial BiGlobal
theory is used for secondary instability analysis. The stationary-crossflow instability and its sec-
ondary instabilities are the focus, but other instabilities are examined. A physics-based technique to
model the heating rates of nonlinearly developing stationary crossflow is proposed. Furthermore,
it is demonstrated that coupling nonlinear parabolized stability equations with spatial BiGlobal
theory could provide a generalized technique to predict transition onset in flows with stationary
crossflow as the dominant mechanism. The transition onset location is predicted by the location
of the secondary instability neutral point. Moreover, the observed amplification of the secondary
instabilities could potentially be the predictor for breakdown to turbulence.
There is a strong emphasis on validation with ground and flight tests and verification with direct
numerical simulations. The goal is that these results will provide insight for future computational,
ground, and flight work.
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NOMENCLATURE
A Amplitude
A0 Initial amplitude
cf Skin friction coefficient
cp Constant pressure specific heat
C1 Sutherland’s law for viscosity coefficient
d Spanwise distance
d` Secant line distance
err Error
F Frequency
h(1,2,3) Coordinate system metrics
k Integer multiple of β
kc Number of waves in ζ direction
K Number of points or counter
`e Characteristic length scale
m-sm Modified second mode
M Mach number
n Integer multiple of ω
N Number of points or counter
P Absolute static pressure
Pc Pressure coefficient
Pr Prandtl number
q Heat flux
vi
R Radius of curvature
R1 Radius of curvature in ξ direction
R3 Radius of curvature in ζ direction
Rg Specific gas constant
Rc Reynolds number coefficient switch for slowly varying terms
in viscous tensor
Re Reynolds number
Reθ Reynolds number based on momentum thickness
Re′ Unit Reynolds number
s Surface distance
scf Stationary crossflow
si-t1 Type-I secondary instability
si-t2 Type-II secondary instability
Sµ Sutherland’s temperature
St Stanton number
t Time
tcf Traveling crossflow
T Absolute static temperature
(u, v, w) Velocity components in (ξ, η, ζ) directions, respectively
U Velocity component in ξ direction
~V Velocity vector containing all velocity components
(x, y, z) Global coordinates along cone axis, semi-minor axis, and
semi-major axis, respectively
α Complex wavenumber in ξ direction
αi Growth rate (imaginary wavenumber) in ξ direction
β Wavenumber in ζ direction
vii
γ Ratio of specific heats
δ Boundary-layer height
δij Kronecker delta
ζ Spanwise coordinate tangent to surface and perpendicular to
marching direction ξ
η Wall-normal coordinate and perpendicular to marching direc-
tion ξ
θ Angle
κ Thermal conductivity
λ Wavelength in ζ direction
λv Second coefficient of viscosity
µ Dynamic viscosity
ξ Coordinate along marching direction
ρ Density
φ Primitive variable representing all flow variables
χ1 Spanwise wavenumber evolution
χ2 Spanwise wavelength evolution
ω Angular frequency
Subscripts/Superscripts
Qe Quantity evaluated at end of wall-normal profile
Qend Quantity evaluated at end streamwise domain
Q(i,j,k) Indices
Qnp Neutral point quantity
Qref Reference quantity
QT Transpose
Qtr Transition onset quantity
viii
Qw Quantity evaluated at wall
Q∞ Quantity evaluated at infinity
Q¯ Basic-state quantity
Qˆ Shape-function quantity
Q′ Disturbance quantity
Q† Complex-conjugate quantity
Q¯∗ Modified basic-state quantity
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1. INTRODUCTION
1.1 Motivation
The aerospace community has recently focused a great deal of attention toward hypersonic ve-
hicle development. The development of hypersonic vehicles is not a new concept, but future plans
for the Department of Defense and commercial flight include a societal integration of faster vehi-
cles. With the huge push for hypersonic technology, there is a need to address the main problems.
Two of the most important difficulties that need to be overcome that are directly linked to each
other are aerodynamic heating and system drag. The heating rates and skin friction can increase
by an order of magnitude as a result of the boundary layer transitioning from laminar to turbulent
flow[1]. At hypersonic speeds, this increase can lead to extremely high temperatures[2] that can
cause materials to disintegrate, control surfaces to become ineffective, and communications to be
lost (reference their figure 1(a)). Thus, the main technique to combat the heating problem is to
add expensive and heavy thermal protection systems or ablative heat shields to the vehicles. This
ultimately leads to worse performance and an increase in system drag[3].
Solving the aerodynamic heating problem could be the catalyst for accelerating the develop-
ment of hypersonic vehicles and extending their usability. It does not mean all flows need to be
laminar for the full extent of a vehicle, but rather it means accurately predicting and/or controlling
where the flow is laminar, turbulent, or transitioning[4, 5]. Therefore, flight tests, experiments,
and computations have been and continue to work together to understand the aerodynamic heat-
ing. Originally, empirical methods were developed to approximate the location of transition and
the heating levels, but they are proving rather inconsistent on hypersonic bodies. It has been found
that the laminar-to-turbulent transition process can be modified by vehicle configuration, flow
conditions, and chemical reactions, and it is important to understand the flow physics that leads to
transition, rather than relying on empirical correlations.
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1.2 Research Issues
The field of boundary-layer stability and laminar-to-turbulent transition has many complexities
in hypersonic flows. Meaningful experiments are critical to the success of computations. In order
to get meaningful data, it requires very careful measurements and analysis. Without experiments
getting meaningful data, computations would have no validation of the theory and no validation
of the computational techniques proposed by the research community. Wind tunnels and flight
tests provide the means to study hypersonic boundary layers. Therefore, it is important to detail
experimental research issues to understand computational issues.
The boundary layer is very small and being able to measure slight fluctuations in the boundary
layer is difficult. Currently, noisy and quiet wind tunnels, as well as high-enthalpy noisy tunnels,
exist[6]. Each wind tunnel type has its own limitations, including but not limited to freestream
turbulence levels, run time, and measurement techniques. Noisy tunnels have been found to pro-
duce different measurements than quiet tunnels[7]. The wind tunnels require a large build up of
pressure and can only run for a short interval of time. This, in turn, limits what instrumentation can
be used per run. With longer runs, instrumentation such as hot wires can be used[8]. Hot wires are
common off-wall probing devices to understand velocity and mass-flux fluctuations, but it takes at
least tens of seconds to get dense sets of data, and the high-frequency fluctuations experienced at
hypersonic speeds cannot be measured. Alternative sensors exist such as high-frequency pressure
sensors that are placed within a model or temperature variation imaging (infrared thermography)
that externally captures temperature changes[7, 9, 10, 11]. However, these techniques cannot visu-
alize the state of the boundary layer, which is crucial to understanding the boundary layer and its
development.
Computationally, the most common limitations are the computational cost and resources. Su-
percomputers are required for solving large-scale simulations and the complete Navier-Stokes
equations. The research community turned its attention to approximate physics-based simplifica-
tions to the complete Navier-Stokes equations[3]. Parallel flow was assumed and compressibility,
nonlinearities, curvature, and chemical effects were neglected for simple configurations, but as the
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flow fields have become more complex, the re-introduction of these effects has become a necessity.
With each assumption and simplification, a detailed validation with experiments and verification
with a complete Navier-Stokes simulation is necessary.
Furthermore, a problem both the experiments and the computations face is the receptivity
problem. The receptivity problem contains the freestream environmental conditions[7] and sur-
face roughness[12]. Wind tunnel freestream characterization and roughness characterization are
successfully being completed by experimentalists, but there is still a missing link relating these
measurements to the inputs required for a simulation. Until this connection is made, it is a difficult
task for computations to reproduce exactly what an experiment measures.
1.3 Research Objective and Scope
Given that hypersonic vehicles are of critical importance to the community, there is a need to
understand the difficulties associated with their development. One of the core problems is laminar-
to-turbulent transition because of its effect on aerothermodynamic performance and other design
considerations. The understanding and prediction of the laminar-to-turbulent transition process
at hypersonic flow conditions is proposed to study here using simplified boundary-layer stability
models that retain the physics of the problem, but at a reduced computational cost. The stability
models of interest are linear stability theory, parabolized stability equations, and spatial BiGlobal
equations, and the tools have been developed internally by the author (EPIC) or externally (a spatial
BiGlobal code). These tools will be validated against flight and ground experiments and verified
with higher order accurate computations on relevant hypersonic configurations.
More specifically, the main focus of the research is to study one of the most prevalent insta-
bility mechanisms, stationary crossflow, and its transition process in hypersonic flow fields. The
main goals are to characterize the nonlinear growth of stationary crossflow and to understand its
corresponding secondary instabilities on hypersonic relevant geometries at flight and ground con-
ditions. Through this work, heating rates of the stationary-crossflow disturbance using nonlinear
parabolized stability equations will be assessed for the first time from a physics-based perspective.
Based on these findings, conclusions will be made about the usability of nonlinear parabolized sta-
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bility equations for engineering application. A physics-based stationary-crossflow transition onset
criteria will be proposed and other linear instabilities that are co-present on these configurations
will be identified and studied.
1.4 Outline
The dissertation is organized in the following manner to support the objective and scope. Sec-
tion 2 covers the background and literature review of boundary-layer stability theory mechanisms
and modeling techniques. Section 3 outlines the specific computational tools that are utilized in
this research. This includes an in-depth discussion of the code developed, in part, by the present
author. The next few sections demonstrate validation and verification results by the author using
these tools on multiple hypersonic configurations of interest. The details about the new physics-
based techniques are detailed throughout these sections. The final section then wraps up with
conclusions and future work for the community related to this research.
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2. BACKGROUND
2.1 Boundary-Layer Stability Theory Mechanisms
The stability mechanisms at subsonic and supersonic conditions have been analyzed in depth[13,
14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27] and have had a meaningful impact on the ex-
periments and computations that are ongoing at hypersonic speeds. One of the most complete
descriptions of boundary-layer stability in subsonic and supersonic flight regimes is explained by
Mack[16]. He discusses two-dimensional (2-D) and three-dimensional (3-D) instability waves that
propagate downstream, which can be damped, neutral, or amplified. He further details mechanism
differences between subsonic and supersonic regimes.
2.1.1 Primary Instabilities
There are a variety of primary instabilities that exist in the various flow regimes. Over all
speed ranges, crossflow and Görtler instabilities are observed under the right geometric condi-
tions. Additionally, for 2-D flows, at low subsonic speeds, a common instability is the streamwise
Tollmien-Schlichting (TS) instability, while at high-subsonic or supersonic speeds, 3-D first-mode
waves can dominate, with the second-mode instability observed at hypersonic speeds. There are
other instabilities that exist, but they cannot be solved with the techniques employed in this research
and will not be discussed, such as attachment-line instabilities, leading-edge contamination, and
transient growth.
The TS wave is a viscous instability that travels in the streamwise direction. It is viscous
because the wall-normal profiles that would lead to an unstable TS wave are stable in the inviscid
limit. The Reynolds stress (viscosity) has been shown to produce an unstable TS wave.
Crossflow is a 3-D inviscid instability. Vehicle configurations with sweep and pressure gra-
dients that produce curved streamlines and highly inflectional velocity profiles are susceptible to
strong crossflow[18, 24]. Crossflow can be broken down into two categories, traveling crossflow
and stationary crossflow. Traveling crossflow has yet to be identified to exist in flight but has been
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surveyed in wind tunnel experiments, including in quiet wind tunnels at Mach 6[8, 9, 11]. From
subsonic work, the appearance of traveling crossflow is dependent on an interaction of surface
roughness and freestream turbulence[28, 29, 30]. Stationary crossflow, on the other hand, has been
measured in flight and quiet wind tunnels[8, 31]. It is most dependent on surface roughness[29, 30].
These primary instabilities can destabilize secondary instabilities, which lead to rapid breakdown
to turbulence[11, 32].
The Görtler instability is a 3-D inviscid instability that is associated with concave surfaces. It
is explained in great detail by Saric[20]. In essence, the concave walls produce steady, streamwise-
oriented, counter rotating vortices. This can lead to strong mean-flow distortion with low-momentum
fluid moving away from the wall in some spanwise regions and high-momentum fluid moving to-
ward the wall in other spanwise regions. In fact, these vortices can grow quite large, causing highly
inflectional velocity profiles and can even destabilize secondary instabilities.
The first-mode instability can be 2-D or 3-D in nature. At subsonic speeds, it is an extension
of the TS mode that is also driven by the emergence of an inflection point in the mass flux. It has
been shown that in subsonic flows (up to a point), the most unstable first mode is 2-D. As the flow
field becomes high-subsonic or supersonic, the most unstable first mode is oblique (3-D), near a
wave angle of 60 degrees[16].
The Mack mode or “second mode” is a 2-D or near 2-D acoustic instability that tunes to the
boundary-layer height[16, 33]. Fedorov[34] details the second mode in great detail. This mode is
usually strongest where the flow is predominantly 2-D and has been found to be strongly affected
by the freestream-to-wall temperature ratio and marching-direction pressure gradient. According
to Mack[16] and Zurigat et al.[35], an adverse pressure gradient is destabilizing to the second
mode.
2.1.2 Secondary Instabilities
Breakdown is 3-D and nonlinear. This means that linear growth of a primary instability is
not enough to cause transition. Crucial physics in the linear and nonlinear regions need to be
understood in order to characterize the transition process completely. For instance, 2-D TS waves
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have been shown to breakdown in different ways based on the receptivity process. Vortical parts
of the freestream or surface roughness could amplify transient growth, corrugating the boundary
layer, which could lead to spanwise differential amplification of these TS waves. This process is
known as fundamental breakdown or K-type breakdown[36]. Or a subharmonic breakdown (C-
or H-type) process can occur if a TS wave nonlinearly interacts with three-dimensional oblique
waves[37, 38]. Both of these lead to Λ vortices in the nonlinear region that can either be aligned
(K-type) or staggered (C- or H-type), and are called secondary mechanisms.
The stationary 3-D instability breakdown process is quite different. These instabilities grow to
large amplitudes and become highly nonlinear, ultimately destabilizing high-frequency secondary
mechanisms. The Görtler instability is an example of a 3-D stationary primary instability that can
lead to unsteady secondary modes associated with the spanwise and wall-normal gradients[39].
Another example is stationary crossflow, which is the focus of this work and the corresponding
secondary instabilities are described in detail below.
Stationary crossflow destabilizes a secondary traveling-crossflow instability. At low speeds,
traveling crossflow is a primary instability in low-amplitude regions, but in nonlinear stationary-
crossflow regions, the traveling crossflow becomes modulated[40]. This alteration of the origi-
nal traveling crossflow has been cited as a modulated traveling crossflow[32, 41] (reference their
figure 7 and reference their figure 6, respectively), which is the expression used here, and a
type-III secondary instability[42] (reference their figure 11(b)). The traveling crossflow interacts
with the stationary crossflow, however, the shape of the stationary crossflow is unaffected by this
interaction[40]. The traveling crossflow is originally concentrated near the wall[43]. Once the dis-
turbances become large and nonlinear, the traveling crossflow is lifted by the vortex into the low-
momentum upwelling of the wave[32]. Finally, secondary instability analysis can result in multiple
traveling-crossflow modes, which can have different frequency ranges and growth rates[44].
Stationary crossflow also destabilizes a type-I and a type-II secondary instability[44]. Type-I
follow the extrema of the ζ-gradient of the modified ξ-component of the flow, ∂u/∂ζ , and are
typically in the low-frequency spectrum. An approximation of the frequency, at low speeds, of the
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type-I instability can be calculated via the equation[8]
F =
Ue
2δ
(2.1)
where Ue is the velocity in the ξ direction at the end of the wall-normal profile and δ is the
boundary-layer height. Type-II consist of the extrema of the wall-normal gradient, ∂u/∂η, and
are typically in the higher-frequency spectrum. Furthermore, at low speeds, complete analysis of
crossflow-induced secondary instabilities has been performed[32].
According to Malik et al.[45], when the stationary-crossflow amplitudes are on the order of the
basic-state quantities, there can exist as many as seven unstable modes that most likely are type-
I, type-II, or a combination of both secondary instabilities. Furthermore, it has been explained
before that multiple peaks in the growth-rate plot can combine into a single mode[45]. Also, the
crossing of modes with other modes is called modal degeneracy; a concept discussed in more depth
by Koch[46]. This might provide more insight into the overlapping of modes at a frequency and
growth rate.
Finally, in supersonic and hypersonic flow regimes, stationary crossflow destabilizes a sec-
ondary second-mode instability, which shares the same characteristics of the primary second-mode
instability.
2.2 Boundary-Layer Stability Theory Modeling
Attempting to model boundary-layer instabilities has been ongoing for many decades. Accord-
ing to Mack[16], many discoveries occurred in the first half of the 20th century, but the push to
understand boundary-layer stability really was not initiated until the 1940’s, when the experiment
of Schubauer & Skramstad[47] showed the existence of instability waves in a boundary layer,
demonstrated their relationship to the transition process, and showed quantitative validation of the
previously simulated TS waves that were calculated using asymptotic linear theory. In fact, asymp-
totic linear theory was the technique of choice until about 1960. Some key research by Lin[48]
and Wasow[49] solidified its significance to the boundary-layer stability community. However,
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around 1960, computers began to be able to calculate direct solutions to the disturbance equations.
This was a major breakthrough that pushed the community toward the techniques employed today
and is summarized by Mack[16]. He explains the linear stability theory (LST) formulation for
incompressible and compressible flow in Cartesian coordinates and the main techniques to solve
the system of equations, either through eigenanalysis or shooting methods, just to name a few.
Since Mack’s work, more complex computational capabilities have emerged to analyze these
instabilities, including more computationally expensive direct numerical simulation[50, 51, 52]
(DNS). The early goals after Mack[16] were focused on addressing LST problems. This includes
curvature effects[53], more compressibility[54, 55], hypersonic flows[56], shock effects[57], and
numerical techniques[54, 56].
With DNS beginning to quickly emerge[50, 51, 52], the parallel and linear flow assumptions
were proving to be limiting. At this point, a substantial effort was undertaken by the community
to bridge the gap between LST and DNS, with varying levels of assumptions to the Navier-Stokes
equations. The first problem addressed was the parallel flow assumption. The parabolized stability
equations (PSE) were derived, verified, and validated shortly thereafter[58, 59, 60, 61]. Originally
this included the linear form, but the nonlinear form followed[62, 63, 64, 65]. All of this work in-
cluded discussions about marching procedures and directions, as well as normalization conditions.
Concurrently, chemistry was also considered around the same time for both LST and linear PSE,
allowing these calculations to be performed more accurately at hypersonic speeds[66, 67]. Since
then, the state of the art LST and PSE codes have become efficient engineering tools for subsonic
through hypersonic flight regimes on complex geometries and continue to be developed including
more flow physics[68, 69, 70, 71].
Currently, DNS calculations typically run on supercomputers and LST and PSE calculations
typically use standard computers. The most recent development in the field involves global meth-
ods, which are one step closer toward DNS size problems, except they avoid the need for super-
computers. They are now able to be calculated efficiently on standard computers. The global
methods began with the development of spatial BiGlobal theory[72, 73], which is considered the
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2-D analog of LST. It assumes parallel flow in one direction, rather than two, and is linear. Follow-
on research has led to PSE-3-D[74], which removes the last part of the parallel flow assumption
and can be written in linear or nonlinear form. They have been quite powerful to unlock new
physics in different flow regimes.
The global techniques are not replacing the successful LST and PSE techniques, but rather
complementing them to better understand the physics of laminar-to-turbulent transition. This re-
search will delve deeper into the coupling of these techniques by looking at various geometries at
hypersonic speeds.
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3. BOUNDARY-LAYER STABILITY THEORY MODELING
To model disturbance growth within the boundary layer, different methods may be applied. For
primary instabilities, the techniques employed in this research are LST and PSE. For secondary
instability analysis, spatial BiGlobal theory (SBG) is used. In each case, the governing equations
are identified and disturbance equations are formulated.
3.1 Governing Equations
For this research, the governing equations consist of the three-dimensional compressible Navier-
Stokes equations, conservation of energy, and global mass continuity (equations 3.1−3.3). They
are in their dimensional form at this stage. The equations are in the thermally perfect gas form, but
the computations throughout this work will assume a calorically perfect gas. The ideal gas law is
used as the equation of state (equation 3.4).
ρ
[
∂~V
∂t
+
(
~V • ∇
)
~V
]
= −∇P +∇
[
λv
(
∇ • ~V
)]
+∇ •
[
µ
((
∇~V
)
+
(
∇~V
)T)]
(3.1)
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=∇ • (κ∇T ) + ∂P
∂t
+
(
~V • ∇
)
P + δijλv
∂uk
∂xk
∂ui
∂xj
+ µ
(
∂ui
∂xj
+
∂uj
∂xi
)
∂ui
∂xj
(3.2)
∂ρ
∂t
+∇ •
(
ρ~V
)
= 0 (3.3)
P = ρRgT (3.4)
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3.1.1 Viscosity and Thermal Conductivity
In order to model these equations, a few decisions have to be made about how to model a few
of the terms. The dynamic viscosity (µ) is modeled using Sutherland’s law for viscosity, a very
common model to use, and is shown in equation 3.5.
µ =
C1T
3/2
T + Sµ
C1 =
µref
Tref 3/2
(Tref + Sµ)
Sµ = 110.556 K, Tref = 273.111 K, µref = 1.716× 10−5
(
kg
m · s
) (3.5)
The second coefficient of viscosity (λv) is modeled using Stokes’ hypothesis (λv = −23µ).
Finally, the thermal conductivity (κ) needs to be modeled. A constant Prandtl number technique
is the most commonly employed. The Prandtl number (equation 3.6) is an important dimensionless
number that relates the momentum diffusivity to the thermal diffusivity through the dynamic vis-
cosity and the thermal conductivity. By calculating the dynamic viscosity and specifying a constant
Prandtl number, the thermal conductivity can be directly calculated. Another common technique
is to use Sutherland’s law for thermal conductivity, but it is not used in these calculations.
Pr =
cpµ
κ
(3.6)
3.1.2 Metrics and Surface Distance
On a flat surface, a Cartesian coordinate system is ideal, but for more complicated geometries
such as actual flight vehicles, using a general coordinate system with explicit metrics is more real-
istic. The PSE technique performs stability calculations along a predefined path and the coordinate
system directly aligns with that path. The three coordinate directions are the marching direction,
the wall-normal direction, and the corresponding spanwise perpendicular direction. By following
these coordinate directions, the Cartesian system does not work generally. Rather, metrics that take
into account the curved surfaces in the marching and spanwise perpendicular directions have been
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incorporated and can be seen in equation 3.7.
h1,3 = 1 +
η
R1,3
(3.7)
Here η represents the local wall-normal distance and R represent the local radius of curvature in
either the streamwise or spanwise directions.
The metrics h1 and h3 represent the curvature in the ξ and ζ directions, respectively. Another
metric exists for the completely general system, h2, which represents the curvature in the η direc-
tion. There is no scaling applied to the wall-normal coordinate here, so h2 ≡ 1. In essence, the
equations are cast in orthogonal curvilinear coordinates (ξ, η, ζ) using the scaling factors (h1, h2,
h3) applied to the global Cartesian coordinates (x, y, z), as outlined by Hildebrand[75].
Equation 3.7 can be derived in a straightforward way, based on Fig. 3.1.
Figure 3.1: Scaling factor derivation in streamwise and spanwise directions.
Here ds1,3 is the differential surface distance in the streamwise (1) or spanwise (3) directions, and
dsref1,3 is the corresponding differential reference surface distance at the wall.
The surface distance calculation is given by equation 3.8 whose derivation is given in Fig. 3.2.
Note that ds1 for the first streamwise coordinate uses a d` value equal to the root-sum-square of
the (xs1, y
s
1, z
s
1) coordinate triplet. Superscript s indicates the surface coordinates.
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si =

si−1 + dsi, i ∈ [2, Nξ]
ds1, i = 1
(3.8)
Figure 3.2: Differential surface distance formula derivation.
Here d` is the secant line distance between the (i − 1)th and ith surface coordinates, ds is the
corresponding surface distance, R1 is the radius of curvature in the marching direction, and dθ is
the angle subtended by ds.
Note that the most straightforward approximation is to sum grid point to grid point straight
lines, as shown in Fig. 3.2, but it is not quite general. Utilizing the local radius of curvature is
important to generalizing the surface distance calculation.
3.2 Disturbance Equations
The three-dimensional compressible governing equations in their curvilinear form are used to
formulate the disturbance equations. Before obtaining the disturbance equations, the governing
equations are nondimensionalized, relative to reference flow and transport quantities. All of the
terms use the standard nondimensionalization definitions.
In order to formulate the disturbance equations, each flow variable needs to be decomposed
into a steady basic-state quantity, upon which a disturbance is to be superposed, and the unsteady
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disturbance itself. This superposition is then substituted into the governing equations to yield the
disturbance equations, which describe the evolution of the disturbance. Each method considers a
different solution form of the disturbance.
The flow variables include the velocities, temperature, and density and can be written in a
primitive variable form (φ = [u, v, w, T, ρ]T ). The general decomposition of each flow variable
follows equation 3.9.
φ (ξ, η, ζ, t) = φ¯ (ξ, η, ζ) + φ′ (ξ, η, ζ, t) (3.9)
Furthermore, a common technique to is to limit the disturbance quantities to the flow variables
included in the primitive variable φ. This can be done by modeling the thermodynamic quanti-
ties using a Taylor series derivative expansion. The thermodynamic variables include µ, κ, and
cp, which are all functions of T for the assumptions in this work. Equation 3.10 represents the
expansion of dynamic viscosity up to an N th-order Taylor series about the basic state.
µ(T ) ≈
N∑
n=0
µ¯(n)(T¯ )
n!
(T − T¯ )n =
N∑
n=0
µ¯(n)(T¯ )
n!
(T ′)n (3.10)
Here µ¯(n)(T¯ ) ≡ ∂nµ¯/∂T¯ n ≈ ∂nµ/∂T n
∣∣∣∣
T=T¯
, when neglecting T ′ in the variable of differentiation.
For the linearized equations, the expansion is linearized, and for the nonlinear equations, the
thermodynamic quantities can be expanded to a higher order. Previous work by Moyes et al.[76]
has shown that for typical engineering quantities, such as N-factor, heat flux, and rebuilt total flow
fields, the effect is quite small. Therefore, the terms will be linearized in this research for all
calculations. For a closer look at the equations, there are differences and it would be useful to
incorporate these terms.
Substituting the decomposition into the governing equations and utilizing the fact that the
laminar-flow solution satisfies the governing equations, itself, leads to equation 3.11.
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Mφ′ +Mt∂φ
′
∂t
+Mξ ∂φ
′
∂ξ
+Mη ∂φ
′
∂η
+Mζ ∂φ
′
∂ζ
+Mξξ ∂
2φ′
∂ξ2
+Mηη ∂
2φ′
∂η2
+Mζζ ∂
2φ′
∂ζ2
+Mξη ∂
2φ′
∂ξ∂η
+Mξζ ∂
2φ′
∂ξ∂ζ
+Mηζ ∂
2φ′
∂η∂ζ
= NL
(3.11)
Here all M coefficients are matrices representing the flow variables along the columns and the
equations along the rows. All linear terms are on the left and the nonlinear terms (NL) are con-
tained on the right as a vector representing the equations. Once this equation set is formed, the
disturbance model of interest is substituted and the respective model’s assumptions to the basic
state and disturbance are imposed.
3.2.1 Linear Stability Theory and Parabolized Stability Equations Overview
The LST formulation[16] assumes parallel flow (v¯ is neglected) and neglects basic-state varia-
tions in the streamwise and spanwise directions and is modeled by
φ′LST (ξ, η, ζ, t) = φˆ (η)︸︷︷︸
shape
ei(αξ+βζ−ωt)︸ ︷︷ ︸
wave
+c.c. (3.12)
where ξ, η, ζ are the body-fitted marching, wall-normal, and mutually perpendicular coordinates,
respectively; u, v, w are the corresponding velocity components in those directions; and c.c. repre-
sents the complex conjugate. Furthermore, α is the complex marching-direction wavenumber, β is
the spanwise wavenumber, and ω is the nondimensional angular frequency. The LST formulation
is the result of using a Fourier transform in the ξ and ζ directions and a Laplace transform in time.
It is assumed that β is real because the analysis is pointed in the approximate or exact direction of
the disturbance growth, and ω is real because spatial analysis is performed. The complex conjugate
is necessary in order to create a disturbance φ′ that is real. Once the LST formulation is substituted
and the assumptions are applied, equation 3.12 is reduced to equation 3.13.
Mηη ∂
2φˆ
∂η2
+Mη ∂φˆ
∂η
+Mφˆ = 0 (3.13)
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At this stage, eachM coefficient is a set of (5× 5) matrices containing only linear terms for each
wall-normal point. Each matrix contains terms with α2, α1, or α0. Expanding this equation leads to
equation 3.14. The terms within each entry ofM are shown in appendix A. Note that the entries of
matricesMηη2,Mηη1, andMη2 are all identically zero for the LST thermally perfect gas system
of equations. These are included simply to elucidate the decomposition of each coefficient matrix
into its α components.
(α2Mηη2 + αMηη1 +Mηη0)∂
2φˆ
∂η2
+(α2Mη2 + αMη1 +Mη0)∂φˆ
∂η
+(α2M2 + αM1 +M0)φˆ = 0
(3.14)
The resulting LST disturbance equations can either remain a system of linear equations that are
solved using a Newton-Raphson scheme or can be formulated as an eigenvalue problem.
The PSE disturbance equations have been described in detail by Herbert[62, 64] and are an
extension to the LST formulation. The PSE extension takes into account slow-varying streamwise
variations in the basic state and streamwise disturbance history. These streamwise variations are
modeled through φ¯
(
ξ˜, η
)
, with slow variable ξ˜ = ξ
Re
. By incorporating streamwise viscous terms,
disturbances are allowed to diffuse upstream, and by incorporating steamwise convective terms,
acoustic waves are allowed to propagate upstream[60]. These terms lead to an elliptic effect on
the system. In order to address the elliptic behavior of the disturbance equations, the ellipticity is
retained for the wave part while a parabolization is applied to the shape part. Ultimately, O ( 1
Re2
)
terms are removed. Furthermore, since v¯ is O ( 1
Re
)
, first derivatives in ξ of v¯ are also removed
(i.e. ∂v¯
∂ξ
and ∂
2v¯
∂ξ∂η
). Although the streamwise effect remains in the PSE formulation, the flow field,
similarly to LST, is assumed to be spanwise invariant.
The system is setup to neglect or include an inhomogeneous right-hand side[62, 64]. By ne-
glecting it, the system becomes linear and LPSE can be solved to calculate the evolution of indi-
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vidual modes separately. The disturbances are assumed to have the form
φ′LPSE (ξ, η, ζ, t) = φˆ
(
ξ˜, η
)
︸ ︷︷ ︸
shape
ei(
∫
α(ξ˜)∂ξ+βζ−ωt)︸ ︷︷ ︸
wave
+c.c.
(3.15)
where φˆ and α are assumed to be slowly varying in the marching direction. Each disturbance
quantity is transformed spectrally in the ζ direction and in time such that it is periodic in these
dimensions.
A detailed study was performed to understand the remaining ellipticity effect for the PSE tech-
nique and improve it[63]. A minimum step size criteria was introduced, which allows the marching
solution to essentially “step over” the upstream influence. This works great for cases with relatively
large αr values. The issue arises with modes that produce small or zero αr values. To reduce this
minimum step size criteria, it was recommended to drop the pressure shape function gradient ∂Pˆ
∂ξ
.
Further attempts to eliminate all ellipticity could not be consistently implemented without resulting
in a reduced accuracy solution.
To ensure more reliability and robustness for PSE calculations, the derivation follows the rec-
ommendations of other authors and adds a coefficient, Pc, to the front of the pressure shape func-
tion gradient. The full pressure gradient disturbance in the streamwise direction now takes the
form of equation 3.16. This applies to LPSE and NPSE, though the NPSE formulation is more
involved with higher order terms and is not explicitly included.
∂P ′
∂ξ
=
(
Pc
∂Pˆ
∂ξ
+ iαPˆ
)
ei(
∫
α(ξ˜)∂ξ+βζ−ωt) + c.c.

Pc = 1 if ω 6= 0
Pc = 0 if ω = 0
(3.16)
Once the LPSE formulation is substituted and the assumptions are applied, equation 3.15 is
reduced to equation 3.17.
Mηη ∂
2φˆ
∂η2
+Mξη ∂
2φˆ
∂ξ∂η
+Mη ∂φˆ
∂η
+Mξ ∂φˆ
∂ξ
+Mφˆ = 0 (3.17)
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At this stage, each M coefficient is a set of (5 × 5) matrices containing only linear terms for
each wall-normal point. The terms within each entry ofM are shown in appendix B. The resulting
LPSE disturbance equations are an initial-boundary-value problem that can be solved as a marching
solution. This also applies to NPSE.
In order to utilize a marching scheme, a convergence criteria is required. A normalization
condition is imposed as the convergence criteria in order to ensure that the shape function slowly
varies in the streamwise direction. The current work applies equation 3.18 as the normalization
condition, for both LPSE and NPSE.
∫ ∞
0
(
φˆ† · ∂φˆ
∂ξ
)
dη∫ ∞
0
(
φˆ† · φˆ
)
dη
= errr + ierri (3.18)
Here φˆ represents the flow variables [uˆ, vˆ, wˆ, Tˆ , ρˆ]. This normalization condition is one option
of many options that has been utilized in the community. In essence, the goal is that all of the
flow variables have a significant role, even the small magnitude quantities. By formulating the
normalization condition in this way, a scalar quantity is output containing knowledge of all of the
flow variables, which directly forms a complex error and updates α. This complex error is used
to determine convergence. The NPSE normalization condition is similarly formulated, but is more
involved with higher order terms and is not explicitly included.
By including the inhomogeneous right-hand side for the PSE formulation, the nonlinear effects
and interaction of different modes (NPSE) can be studied. The disturbances are assumed to have
the form
φ′NPSE (ξ, η, ζ, t) =
N∑
n=−N
K∑
k=−K
[
A0n,k
2
φˆn,k
(
ξ˜, η
)
︸ ︷︷ ︸
shape
ei(
∫
αn,k(ξ˜)∂ξ+kβζ−nωt)︸ ︷︷ ︸
wave
]
(3.19)
where A0n,k is the initial amplitude of the individual disturbance modes (mode plus complex con-
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jugate) and the subscripts n and k correspond to integer multiples of the fundamental ω and β,
respectively, with each mode having its own unique combination. Computationally, this sum is
limited to the number of harmonics specified. In order for the disturbances to have a physical
meaning, the resulting quantities must also be real. This is done by combining a mode (n, k) with
its complex conjugate (−n,−k). Half of the initial amplitude A0n,k is applied to both a mode and
its complex conjugate so that the resulting sum is equal to the total amplitude of the disturbance.
Mean-flow distortion, designated as (0, 0), has no complex conjugate and thus must be treated
uniquely. Due to the fact that all disturbances must be real, it is established that the shape function
φˆ0,0 must be completely real while α0,0 must be completely imaginary.
Once the NPSE formulation is substituted and the assumptions are applied, equation 3.19 is
reduced to equation 3.20
N∑
n=−N
K∑
k=−K
[
Mηη ∂
2φˆ
∂η2
+Mξη ∂
2φˆ
∂ξ∂η
+Mη ∂φˆ
∂η
+Mξ ∂φˆ
∂ξ
+Mφˆ
]
n,k
A0n,k
2
ei(
∫
αn,k(ξ˜)∂ξ+kβζ−nωt) = NLn,k
(3.20)
where the M coefficients are the LPSE coefficient matrices, applied to each mode in an NPSE
calculation. The additional nonlinear terms are incorporated through the vector, NL. The NL
term is explicitly shown in equation 3.21
NLn,k =
∑
n1
∑
n2
∑
k1
∑
k2
1
4
A0n1,k1A0n2,k2 φˆn1,k1φˆn2,k2
ei(
∫
[αn1,k1(ξ˜)+αn2,k2(ξ˜)]∂ξ+(k1+k2)βζ−(n1+n2)ωt)
+NLcubicn,k +NL
quartic
n,k
(3.21)
where integer values n1 and n2, and k1 and k2 span from (−N,−K) to (N,K), respectively. Each
mode undergoes harmonic balancing, with the requirement that β and ω coefficients for the linear
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terms (left side of equation 3.20), quadratic terms, and higher order terms match. In essence, this
is represented as n1 + n2 = n and k1 + k2 = k for the quadratic terms, where n and k are the
integers in the linear terms. For example, a mode defined by an (n, k) combination of (1, 0) can be
formed through the quadratic interaction of a (1,−1) and a (0, 1) mode. This leads to the modes
nonlinearly interacting with each other to make the system fully coupled. The higher order NL
terms behave in the same way as the quadratic terms, but with more interactions, and are therefore,
not detailed explicitly here. The terms within each entry of NL are shown in appendix C.
3.2.2 LST and PSE Computational Tool
For all of the primary instability calculations in this dissertation, the LST and PSE code, EPIC
(Euonymous Parabolized Instability Code)[70, 71], is used. EPIC is a well-documented, verified,
and validated in-house code to study boundary-layer stability and laminar-to-turbulent transition.
It has been used successfully for many flow fields in different speed regimes. It is a basic research
code that continues to be developed and its applicability continues to be expanded.
In summary, EPIC is formulated with primitive variables for 3-D compressible flows and uses
an orthogonal curvilinear coordinate system. EPIC is currently setup for thermally perfect gases,
assumes Sutherland’s law for viscosity, and has options for thermal conductivity. This research
will utilize the calorically perfect gas assumption and a constant Prandtl number Pr = 0.72. It
includes a robust shock and boundary-layer height finder. The shock is calculated utilizing the first
and second wall-normal derivatives of pressure and the boundary layer is calculated in a variety of
ways, depending on the wall-normal profiles of the flow variables. This shock and boundary-layer
height finder is utilized to create a high-quality stability grid that can change in the streamwise di-
rection. The shock and boundary-layer heights are directly input into Malik’s[56] wall-normal grid
clustering scheme, which leads to a physical grid that maps analytically to an orthogonal equally
spaced computational grid. All of the original basic-state data is interpolated to this physical grid
using a cubic spline interpolation with not-a-knot boundary conditions. By using an orthogonal
equally spaced computational grid, a standard finite difference technique is used for all derivatives.
Differentiation matrices are formed that contain the coefficients of the finite difference stencils of
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any order of accuracy. A variety of boundary conditions at the wall and the end of the wall-normal
profile can be applied, including Dirichlet and Neumann, as well as a porous wall option. The
only limited boundary conditions are the density disturbance at the wall, which utilizes a compati-
bility condition (global mass continuity is always used), and the wall-normal velocity disturbance
at the end of the wall-normal profile of the mean-flow distortion for NPSE calculations (Neu-
mann is always used). The LST solution can be calculated using a full generalized eigenvalue QZ
algorithm, the shift-invert Arnoldi algorithm, or a Newton-Raphson technique (this technique is
detailed below). The LPSE and NPSE calculations are initialized with an LST eigensolution and
a normalization condition is applied to update the marching-direction wavenumber and determine
convergence[70]. An additional nonlinear convergence criteria is required for NPSE to ensure
the higher order inhomogeneous terms converge. NPSE also includes a relaxation parameter that
helps converge the nonlinear terms in the highly nonlinear region. Unique to EPIC, this relaxation
parameter features a robust schedule that changes the parameter based on the required number of
iterations at a station. Finally, parallelization, as well as efficient third-party libraries, have been
included in important spots to drastically speed up EPIC (MUMPS for LU decomposition).
Since EPIC is a marching code, a marching path is necessary. There are techniques currently to
adjust the path direction at each streamwise location to follow the disturbance downstream (group
velocity[56, 68]), but it is less efficient than providing an approximate disturbance propagation
path. A 3-D path extraction code[71] has been developed to follow various paths only using the
basic-state data. Two example path types are straight paths that march straight down a geometry
and grid line paths that march along constant spanwise index grid lines. For flow fields with 3-D
boundary layers, a streamline is a convenient path as it follows the resultant velocity vector in
the flow field. Streamlines are good first approximations to the correct disturbance direction and
are straightforward to extract and follow downstream. The only difficulty of using a streamline is
deciding where in the wall-normal profile to follow the local velocity vector. The path extraction
code has many options, including the height at which 99.5% or 100.1% of the freestream total
enthalpy occurs. For stationary crossflow, a more accurate path to follow than a streamline has
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been developed. The vortex path, or generalized inflection-point path[71], uses the basic-state
flow variables to approximate the direction of the stationary-crossflow development. It is found by
using an inflection-point method which locally aligns the marching path such that the generalized
inflection point of ρw mass flux occurs where the mass flux equals zero. This path direction has
been verified and validated in depth[71].
Defining ω in the various stability formulations is relatively straightforward. For a given fre-
quency in spatial stability analysis, it will grow, decay, or do both. It is important to determine
amplification of each frequency independently. However, for α and β, it is much less straightfor-
ward and the community is still developing techniques to model β. The disturbance formulation
needs to satisfy the conservation laws of kinematic wave theory[77]. Mack[16] discusses that the
streamwise and spanwise wavenumbers are not independent, leading to the irrotationality condi-
tion. For a flat geometry, a constant spanwise wavelength has been applied to satisfy this condition.
On conical geometries, the common technique to satisfy the irrotationality condition is to set con-
stant the total number of waves surrounding a geometry (a constant spanwise wavelength has been
applied before, but it is the least physical). This means that as the path develops downstream, the
corresponding spanwise wavelength would change based on the local spanwise radius of curvature.
This works well for axisymmetric configurations at 0◦ angle of attack (AoA) and yaw or situations
with constant pressure gradients along a span. For more complex flow fields with stationary cross-
flow, the previous technique has been modified. For a non-axisymmetric configuration or a cone at
AoA or yaw, the streamlines (or vortex paths) converge or diverge differently around the azimuth.
Various stationary-crossflow experiments and DNS calculations have shown the total number of
waves remains constant, but the wavelength per crossflow vortex varies axially and around the
azimuth. To account for this variation, a model for the spanwise wavelength evolution (χ2) has
been developed and discussed by Kocian[71]. It is a generalization of the previous technique, the
spanwise wavenumber evolution (χ1)[71]. Both techniques make an additional adjustment to the
local spanwise radius of curvature to satisfy the irrotationality condition.
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3.2.2.1 LST Solution Newton-Raphson Technique
Solving the LST problem as an eigenvalue problem is the most common technique. However,
for a large number of LST calculations (i.e., a sweep of frequencies or spanwise wavelengths), a
Newton-Raphson technique is more efficient. There are two techniques detailed in literature[56,
78]. A third technique to solve the LST problem is detailed here. It couples the efficiency of
Malik’s[56] technique with the robustness of Pinna’s[78] technique. The matrices are about the
same size as Malik’s matrices. The method is about the same as Pinna’s method, but with smaller
matrices. It mainly expands on the methodologies of Pinna[78]. Pinna’s original formulation uses
the matrices for the eigenvalue problem, which makes it coincidentally about the same speed as
using the shift-invert Arnoldi algorithm. An overview is detailed below with the main modification
such that the system square matrix dimensions have been reduced from (9Ny + 1 to 5Ny + 1),
substantially reducing computation time. The Newton-Raphson technique features equation 3.22.
Ξi+1 = Ξi − F (φˆi, αi)
JF (φˆi, αi)
= Ξi − J−1F (φˆi, αi)F (φˆi, αi) (3.22)
The eigensystem (mode shape and alpha) is Ξ, the system of functions to drive to zero is F , and
the Jacobian matrix of the functions is JF . They are represented in equations 3.23, 3.24, and 3.25.
Ξ =
φˆ
α
 (3.23)
F =
f1
f2
 (3.24)
JF =
∂f1∂φˆ ∂f1∂α
∂f2
∂φˆ
∂f2
∂α
 (3.25)
Let the LST equations be the first function f1, shown in equation 3.26.
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f1 =Mηη ∂
2φˆ
∂η2
+Mη ∂φˆ
∂η
+Mφˆ (3.26)
At this stage, eachM coefficient is a set of (5× 5) matrices containing only linear terms for each
wall-normal point. Each matrix contains terms with α2, α1, or α0. Expanding this function leads to
equation 3.27. The terms within each entry ofM are shown in appendix A. Note that the entries of
matricesMηη2,Mηη1, andMη2 are all identically zero for the LST thermally perfect gas system
of equations. These are included simply to elucidate the decomposition of each coefficient matrix
into its α components.
f1 = (α
2Mηη2 + αMηη1 +Mηη0)∂
2φˆ
∂η2
+(α2Mη2 + αMη1 +Mη0)∂φˆ
∂η
+(α2M2 + αM1 +M0)φˆ
(3.27)
A normalization condition on the eigenfunction is supplied to close the system, and is set to the
second function f2 in equation 3.28.
f2 = φˆφˆ
ᵀ − 1 (3.28)
Applying these functions to the Jacobian matrix and taking analytical derivatives leads to equations
3.29 through 3.32. The Newton-Raphson scheme halts once
∑
k|Fk| breaches a user-specified
threshold, typically 10−8 is sufficient.
(3.29)JF (1, 1) =Mηη ∂2φˆ∂η2 +Mη ∂φˆ∂η +Mφˆ
(3.30)JF (1, 2) = (2αMηη2 +Mηη1)
∂2φˆ
∂η2
+ (2αMη2 +Mη1)∂φˆ∂η
+ (2αM2 +M1)φˆ
(3.31)JF (2, 1) = 2φˆᵀ
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(3.32)JF (2, 2) = 0
3.2.3 Spatial BiGlobal Equations Overview
The SBG formulation is a 2-D partial-differential-equations (PDE)-based LST or planar ex-
tension of LST and has been described in detail by Theofilis[72]. It takes into account either
streamwise or spanwise variations in the basic state. In summary, two inhomogeneous directions
are resolved simultaneously on a plane while the third direction is considered locally homogeneous
or quasi-parallel. In this work, nonlinearly distorted stationary crossflow (modified basic state) is
the focus, which contains ζ-direction variations on the same order as the η-direction variations (the
streamwise variations are assumed to be negligible). The spanwise SBG equations take the form
φ′SBG (ξ, η, ζ, t) = φˆ (η, ζ)︸ ︷︷ ︸
shape
ei(αξ−ωt)︸ ︷︷ ︸
wave
+c.c. (3.33)
The modified basic state that is input into the SBG disturbance equations takes the form
φ¯∗(ξ, η, ζ) = φ¯(ξ˜, η) + φ′NPSE(ξ, η, ζ) (3.34)
where φ¯ is the basic-state solution along a predefined path assuming spanwise invariance and
φ′NPSE is the NPSE disturbance (equation 3.19). Since the modified basic state only contains a
basic state and a stationary instability, there is no time dependence. As previously mentioned, the
streamwise variations are assumed to be negligible for the modified basic state, which removes the
dependence on ξ. The total flow is then given by
φ(ξ, η, ζ, t) = φ¯∗(η, ζ) + φ′SBG(ξ, η, ζ, t) (3.35)
where φ¯∗ is the modified basic state (equation 3.34) and φ′SBG is the SBG disturbance (equation
3.33).
Currently, the SBG disturbance equations have successfully been solved as an eigenvalue prob-
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lem. Although solving an eigenvalue problem of this magnitude seems computationally costly, the
SBG problem has become quite efficient to solve on a standard computer.
3.2.4 SBG Computational Tool
For all of the secondary instability analysis in this dissertation, the spatial BiGlobal code
developed by Dr. Pedro Paredes is used. The details are given by Paredes[73] and Paredes &
Theofilis[79].
It is formulated with primitive variables for 3-D compressible flows and uses an orthogonal
curvilinear coordinate system. The SBG code is currently setup for calorically perfect gases, as-
sumes Sutherland’s law for viscosity, and uses a constant Pr = 0.72. In the wall-normal direction,
grid clustering is applied near the wall, and standard Dirichlet or Neumann boundary conditions
are applied for the disturbances. The density disturbance utilizes a compatibility condition (global
mass continuity) at the wall. For secondary instability analysis, Fourier collocation is used with
equally spaced points in the spanwise direction, which implies periodic boundary conditions in
the spanwise direction[80]. In general, the spanwise grid can include clustering, and the boundary
conditions are flexible with options to set Dirichlet or Neumann. A standard finite difference tech-
nique is used for all derivatives. Differentiation matrices are formed that contain the coefficients
of the finite difference stencils of any order of accuracy. The SBG solution is calculated using the
shift-invert Arnoldi algorithm. Finally, efficient third-party libraries have been included for a more
efficient LU decomposition (MUMPS).
3.2.5 Contributions from Present Research
EPIC has been developed by a team in the Computational Stability & Transition laboratory at
Texas A&M University. The present research resulted in important contributions including:
• Developed shock and boundary-layer height finder algorithm
• Implemented Malik’s[56] wall-normal grid clustering scheme with streamwise variation
• Implemented differentiation matrices
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• Implemented third-party library, MUMPS, for LU decomposition
• LST solution techniques: implemented shift-invert Arnoldi algorithm and developed Newton-
Raphson technique
• LPSE solution techniques: implemented parallelization
• NPSE solution techniques: developed relaxation parameter
While the work of Oliviero[70] and Kocian[71] were underway, a major effort was undertaken
to rethink the process of deriving the boundary-layer stability equations, modernize EPIC’s source
code, utilize the most state-of-the-art numerics, and enhance a user’s experience. This ultimately
led to the development of EPIC3, a spin-off from EPIC, under an SBIR Phase-II with CFD Re-
search Corporation. This is a code provided to the government and national laboratories to study
boundary-layer stability and laminar-to-turbulent transition, which is an ongoing endeavor. The
first beta version has been released. EPIC3 was primarily developed through the present research
with assistance from Ethan Beyak. The present research resulted in important contributions in-
cluding:
• Developed stability equations derivation software, DERIVE (Derivation Environment &
Routines for Instabilities in Viscous Equations), using third-party software, Maxima
• Derived LST, LPSE, and NPSE stability equations through the thermally perfect gas assump-
tion using DERIVE
• Developed LST, LPSE, and NPSE capability focusing on user-friendliness, modularity, and
expandability
• Wrote user’s manual
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4. BOLT: HYPERSONIC FLIGHT TEST VEHICLE1
The geometry considered in the present section is the BOLT flight test vehicle. The BOLT
(BOundary Layer Transition) program is the latest Air Force program to understand boundary-
layer stability and laminar-to-turbulent transition. This program is led by Ivett Leyva of the
Air Force Office of Scientific Research and Brad Wheaton of Johns Hopkins University Applied
Physics Laboratory. The whole team has been tasked with designing, building, and testing the
BOLT geometry utilizing state-of-the-art computational tools and ground testing facilities. The
geometry features a spanwise concave curvature top surface with a highly swept leading edge.
In terms of fundamental research, this is arguably the most challenging flow field to date by the
boundary-layer stability community. The main goals are to assess and advance the current state-
of-the-art boundary-layer stability and laminar-to-turbulent transition prediction capabilities for
hypersonic flow fields. The flight has not occurred yet, so this section is completely predicting
results for the flight in mid 2020. The author has led the efforts, for the team, using reduced-order
models, such as the LST and PSE techniques, to attempt to predict what will be experienced in
flight. All of the key mechanisms are identified through coupled use of LST, LPSE, NPSE, and a
DNS provided by Thome et al.[81]
4.1 Geometry and Basic-State Overview with Convergence Study
The cone has spanwise concave curvature and a highly swept leading edge (Fig. 4.1). The
nose and leading-edge radii are 5 millimeters. The geometry is 0.866 meters in length, 0.438
meters in width at the base, and 0.256 meters in height at the base. There are two main regions on
this geometry, the top surface and the “gutter”, which are symmetric on the opposite sides of the
geometry. The top surface is the focus of the flight experiment and these calculations. The main
purpose of the gutter is to completely separate the flow fields on the top and bottom surfaces of the
1Portions of this section are reprinted with permission from “Pre-Flight Boundary-Layer Stability Analysis of
BOLT Geometry” by Alexander Moyes, Travis Kocian, Daniel Mullen, and Helen Reed in AIAA 2018-2895. Copy-
right 2018 by Alexander Moyes, Travis Kocian, Daniel Mullen, and Helen Reed.
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cone by preventing flow leakage between them.
Figure 4.1: Geometric configuration.
Two flight times are computationally analyzed. Each analysis needs a steady, laminar, basic-
state solution. These were computed using the Data Parallel Line Relaxation (DPLR) NASA CFD
code[82]. The cone is assumed to have zero degrees angle of attack and yaw angle. Therefore,
due to the model’s symmetry, a quarter cone is simulated. The different flight times and flow
conditions for the various basic-state configurations can be seen in Table 4.1. All computations
were performed assuming air as an ideal gas using Sutherland’s law for viscosity and a constant
Prandtl number Pr = 0.72.
Table 4.1: Flow conditions of two cases.
Case Flight Time (s) M∞ Re′ (1/m) Tw (K) T∞ (K) P∞ (Pa abs.)
Ascent 24.5 (Predicted) 5.2 11.52× 106 400 217 6641
Descent 485.9 (Predicted) 7.4 11.52× 106 400 217 4813
In order to fully analyze the boundary-layer stability on a flow field, a convergence study is
necessary. Reed et al.[3] suggests looking at the basic state is not enough to consider a solution
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converged and that converging the boundary-layer stability is more important. Previous work for
the yawed straight circular cone[3] and HIFiRE-5 38.1% scale model[71] shows the boundary-
layer stability converges with less than one hundred million grid points distributed on a half cone.
Using this insight, a convergence study is completed for the BOLT geometry, ascent case, with
various grid densities and topologies. The process includes creating multiple grid architectures,
calculating the basic-state solutions, extracting streamlines, and performing boundary-layer sta-
bility analysis for the key instability mechanisms in the flow field. It should be noted that Brad
Wheaton[83] provided a grid he created and a basic-state solution he calculated that is included in
the convergence study.
Five meshes are investigated with four different grid densities and three different topologies,
and the details are shown in Table 4.2. The meshes are multi-domain structured grids. The
Wheaton grid and grid #1 are completely unique from each other and the other grids. Grid’s
#2 −#4 originate from the same grid and have the same topology. Grid #3 is half the grid den-
sity in the off-wall direction as grid #2, and grid #4 has the same number of grid points as grid
#2 but has some different wall spacing. For all of the grids except grid #3, the wall spacing on
the top surface is 1× 10−7 meters. In the gutter region, there is more variation. The Wheaton grid
and grid #4 have wall spacing of 1 × 10−7 meters and grid’s #1 and #2 have wall spacing of
1× 10−5 meters. Grid #3, as mentioned above, has half the number of off-wall points with twice
the wall-spacing height as grid #2.
Table 4.2: Various I-J-K structured grid indices for convergence study.
Grid I J K
Wheaton 436 251 166
Grid #1 751 701 302
Grid #2 901 701 301
Grid #3 901 351 301
Grid #4 901 701 301
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A full quarter-cone view of grid #2 is shown in Fig. 4.2. From this view, all of the grids look
very similar. A unique feature of this flow field that makes all of the grids more complicated is that
the geometry has concave curvature in the spanwise direction, but the shock has convex curvature
in the azimuthal direction (shown later). This requires extra care when blending approximate wall-
normal and shock-normal grid cells. Furthermore, the geometry features a very sudden change in
surface curvature moving spanwise from the top surface to the gutter, while the shock development
azimuthally remains gradual. Once again, this mismatch of the geometry shape and the shock
shape requires extra care. The other key flow feature that adds complexity to the grid is the highly
swept leading edge that minimizes azimuthal flow leakage from the gutter to the top surface. This
creates an extremely small boundary layer (shown later) that requires very small wall-spacing
heights. This wall spacing has to blend with the quickly growing boundary layer that develops
near the centerline on the top surface and the centerline in the gutter.
Figure 4.2: Full quarter-cone view of grid #2.
When zooming into the region near the nose and swept leading-edge intersection, there are a
few different options for grid topologies. Wheaton’s grid includes a singularity near where the
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nose and swept leading edge meet. A zoomed-in view of grid #1 near this region is shown in
Fig. 4.3a. It shows some badly skewed grid cells in the top-left corner but no singularity. As
previously mentioned, grid’s #2−#4 share the same topology, and a zoomed-in view of grid #2
near the nose and swept leading-edge intersection is shown in Fig. 4.3b. This topology pushes the
singularity away from the intersection and toward the centerline. This idea comes from Dinzl &
Candler’s[84] work on the HIFiRE-5 38.1% scale model. They found that moving the singularities
away from the leading edge and stationary-crossflow region numerically stabilized the basic-state
calculations, removing the growth of stationary-crossflow disturbances seeded by the grid.
(a) Grid #1 (b) Grid #2
Figure 4.3: Zoomed-in top-view of grid topologies.
The basic-state solutions produced from grid #2 for all of the cases are shown in Fig. 4.4. The
fully developed flow fields with Mach contour slices at various axial locations for the ascent and
descent cases are shown in Fig. 4.4. In all cases, the shock appears azimuthally to have convex
curvature. Also, an extremely thin boundary layer appears on the highly swept leading edge and
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a clear complex azimuthally varying flow structure appears near the top surface centerline and
the gutter centerline. The formation of this complex flow structure is a product of the steady,
undisturbed, laminar-flow basic-state solution, and no intentional disturbances or excitations are
input to cause its manifestation.
(a) Ascent (b) Descent
Figure 4.4: Mach contour slices at axial locations of 0.100, 0.211, 0.322, 0.433, 0.543, 0.654,
0.765, and 0.866 meters.
A single streamline that is initialized at the same global x, y, and z position is extracted for all
of the grids for the ascent case. The global coordinates are shown in Fig. 4.5. The streamlines are
very similar to each other and the largest percentage difference at the end is 0.01% and 0.08% for
the y and z positions, respectively.
LPSE calculations were completed on this streamline for all of the grids. The second-mode
boundary-layer stability results are shown in Fig. 4.6a and four different frequencies are investi-
gated. The N-factor’s here and for all other LPSE calculations represent the mass-flux (ρu) linear
amplification. The stationary-crossflow boundary-layer stability results are shown in Fig. 4.6b and
four different spanwise wavelengths are investigated. The maximum N-factor percentage differ-
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(a) (b)
Figure 4.5: Ascent streamline global coordinates convergence study for five grids.
ence is 3.97% and 1.21% for the second mode and stationary crossflow, respectively.
(a) Second mode (b) Stationary crossflow
Figure 4.6: Ascent streamline LPSE N-factor convergence study for five grids.
The boundary-layer stability results demonstrate Wheaton’s grid, which is the lowest resolu-
tion, is fully resolved for this streamline for the second-mode and stationary-crossflow mecha-
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nisms. For this work, the highest resolution grid, grid #2, is used, as the flow features are most
clearly captured.
4.2 2-D and 3-D Linear Primary Instability Analysis on Streamlines
This subsection focuses on the predicted flight trajectory of BOLT. Specifically, LPSE is per-
formed on the ascent case and the descent case for the various instability mechanisms. In order to
look at linear amplification of the various mechanisms on the entire top surface, many streamlines
need to be extracted. The ascent case features 15 streamlines and the descent case features 17.
The second-mode instability on the top surface is the first to be identified. Figure 4.7 shows
the development of the second-mode instability for the ascent and descent cases. Specifically, top-
view contours of the LPSE N-factor envelope are portrayed, where z = 0 represents the geometric
centerline on the top surface and the negative “z” corresponds to reflected results from the positive
“z”. The contour colors along the streamlines shown represent the largest LPSE N-factor at each
location considering all frequencies of the second-mode disturbance.
(a) Ascent (b) Descent
Figure 4.7: Second-mode LPSE N-factor-envelope top-view contours.
The ascent and descent cases have some very clear similarities. There appears to be strong
second-mode growth near the leading edge and two highly amplified second-mode wedges at the
back of the cone. The peak N-factors reach approximately 12-13. For the N-factor envelopes,
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the corresponding frequencies for the ascent case are between 325-1275 kHz and for the descent
case are slightly larger between 425-1425 kHz. There are also some clear differences; the highly
amplified second mode near the leading edge seems to remain extremely unstable for a much
longer axial extent on the descent case. Also on the descent case, the overall large amplification
appears more broadband.
The most unique feature to the flow field is the significantly amplified second mode near the
leading edge. This has also been seen by Wheaton et al.[83] using LST. The frequencies, phase
speeds, and mode shapes of the instability definitely match the characteristics of a second mode.
The freestream-to-wall temperature ratio at these flight conditions could reasonably destabilize
and highly amplify the second mode, as seen by the various HIFiRE computations. Another in-
sightful way to determine the strength of the second mode is to understand the marching-direction
pressure gradient. According to Mack[16] and Zurigat et al.[35], an adverse pressure gradient is
destabilizing to the second mode. In these computations, near the leading edge, the growth rates
start out extremely large and unstable and then stabilize quickly. The trend of the pressure gradient
matches; the pressure gradient starts extremely adverse and then quickly becomes favorable. In
order to visualize the pressure gradient on BOLT, a top-view contour of the marching-direction
adverse pressure gradient along each streamline is shown in Fig. 4.8 for both cases. The seventh
root of the gradient is only used in order to visualize a clear progression along each streamline.
The favorable pressure gradient is not important for this analysis and has been neglected. Further-
more, the streamlines with the longer extent of an adverse pressure gradient directly align with the
streamlines that produce the largest second-mode N-factors near the leading edge.
One streamline with a strong second-mode N-factor near the leading edge on the ascent case
is studied in more depth. Figure 4.9 shows the marching-direction pressure gradient along the
entire streamline with four dots at four different axial locations. It also shows the homogeneous
acoustic impedance[85], the profile of the equation that produces the ρ¯u¯ generalized inflection
point, and the individual wall-normal ρ¯ and u¯ gradients at the four axial locations. From Fig. 4.9,
it is clear that a generalized inflection point exists for some of the axial stations. At the first two
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(a) Ascent (b) Descent
Figure 4.8: Marching-direction adverse pressure gradient top-view contours.
axial locations, a generalized inflection point and an unstable second-mode instability exist. As the
third and fourth axial locations are approached, the second-mode growth rates stabilize. Looking
at the wall-normal ρ¯ and u¯ gradients for the first two axial locations, it appears the existence of a
generalized inflection point is mainly due to the positive wall-normal ρ¯ gradient, which represents
an acoustic impedance well[85]. The existence of an acoustic impedance well is another indicator
that there is potential for a strong second mode near the leading edge.
Stationary crossflow is another mechanism present on the BOLT geometry at ascent and de-
scent predicted flow conditions. LPSE calculations for stationary crossflow were performed on
the same streamlines as the second-mode analysis. Figure 4.10 shows top-view contours of the
LPSE N-factor envelope for the ascent and descent cases. The envelope represents the largest
LPSE N-factor at each location considering all initial spanwise wavelengths and their respective
downstream variation. The peak LPSE N-factors on the top surface reach approximately 7-8 for
both cases. For the N-factor envelopes, the corresponding spanwise wavelengths are between 0.5-7
millimeters and are distributed very similarly for each case.
Furthermore, the contours produce a wedge-shaped amplification front similar to HIFiRE-5.
This is significant for the flight experiment because if stationary crossflow is the dominant laminar-
to-turbulent transition mechanism, even with a coarse distribution of temperature and heat-flux
sensors, the relatively simple wedge structure should be clearly identifiable, as it was with HIFiRE-
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Figure 4.9: Ascent streamline marching-direction adverse pressure gradient, homogeneous acous-
tic impedance, profile of equation that produces the generalized inflection point, and wall-normal
basic-state quantity gradients.
(a) Ascent (b) Descent
Figure 4.10: Stationary-crossflow LPSE N-factor-envelope top-view contours.
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5b. Although the wedge-shaped amplification front is clearly defined, there are definitely some
unique features when comparing the ascent and the descent cases. The flow field on the descent
case becomes much more complex in the spanwise direction leading to strongly turning streamlines
near the back of the cone and a flatter LPSE N-factor-wedge tip.
If stationary crossflow exists, traveling crossflow likely exists as well. In flight, it is likely
not the transition mechanism, but it has been previously shown that traveling crossflow can play a
significant part in the transition process in ground-experiment facilities. Therefore, it is important
to analyze and find out what boundary-layer stability content contributes to the growth of the
instability. Figure 4.11 shows an LPSE N-factor envelope with a dense sweep of frequencies and
spanwise wavelengths for the ascent and descent cases on the streamline that produced the most
amplified stationary crossflow. This streamline does not capture the content of the entire 3-D flow
field, but by looking at the strong stationary-crossflow region, it is a good estimate of the location
for the largest traveling crossflow. As expected, the traveling crossflow is more amplified than the
stationary crossflow.
(a) Ascent (b) Descent
Figure 4.11: Traveling-crossflow LPSE N-factor envelope for streamline with most amplified sta-
tionary crossflow.
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Two peaks appear in the LPSE N-factor distribution for each case, similar qualitatively to
the second mode. Table 4.3 summarizes the boundary-layer stability results at those peaks. The
frequency content is very interesting. Near the leading edge, higher frequencies are unstable and
amplified (greater than or equal to 50 kHz), while downstream of the leading edge, the frequencies
become quite small (less than or equal to 10 kHz).
Table 4.3: Traveling-crossflow LPSE N-factor-envelope peaks and features for streamline.
Case Peak x (m) N-factor F (kHz) λ (mm) kc
Ascent 1 0.20 2.11 75 2.34 3381
Ascent 2 0.86 9.39 10 4.11 1860
Descent 1 0.20 2.02 50 3.34 2497
Descent 2 0.86 8.73 10 5.02 1518
4.3 3-D Linear Primary Instability Analysis on Vortex Paths
The key mechanisms have been identified on streamlines and it appears stationary crossflow
is going to be the dominant mechanism in flight. At this point, it makes sense to refine the
stationary-crossflow calculations to get a more accurate understanding of the linear development of
the stationary-crossflow instability. Utilizing vortex paths and the evolving spanwise wavelength
technique[71] has been shown previously to approximate the development very well. LPSE analy-
sis was performed on many vortex paths on the ascent and descent cases. The vortex paths were run
for a large range of initial spanwise wavelengths. Figure 4.12a and Fig. 4.13a show top-view con-
tours of the LPSE N-factor envelope for the ascent and descent cases, respectively. The envelope
represents the largest LPSE N-factor at each location considering all initial spanwise wavelengths
and their respective downstream variation. The other contour shown in Fig. 4.12b and Fig. 4.13b
is the corresponding spanwise wavelengths from the LPSE N-factor contour. These wavelengths
approach one millimeter near the swept leading edge and grow to nine to twelve millimeters down-
stream toward the centerline.
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(a) LPSE N-factors (b) Spanwise wavelengths
Figure 4.12: Ascent various vortex paths and LPSE calculations.
(a) LPSE N-factors (b) Spanwise wavelengths
Figure 4.13: Descent various vortex paths and LPSE calculations.
The vortex path N-factors approach 6-7 at the back of the geometry for both cases. Comparing
these N-factors with the streamline N-factors, the streamline N-factors are slightly larger. This
trend was seen by Kocian[71] on other geometries. The N-factors develop less smoothly across all
of the vortex paths, but overall the wedge remains regardless of the path chosen for analysis.
4.4 3-D Nonlinear Primary Instability Analysis
While linear calculations were being performed on BOLT, a steady DNS was performed by
Thome et al.[81] at flight conditions (this subsection will only focus on the ascent case). The
steady DNS is defined for BOLT as a numerical scheme consisting of a fourth-order low dissi-
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pation method calculated in US3D. Many streaks appeared in the DNS; some of those streaks
seemed to be captured in the basic-state calculations from the ascent case here using DPLR, but
other streaks were not captured. It is important to note that grid convergence was performed for the
basic-state calculations here using DPLR and stationary crossflow was deemed to amplify strongly
in the region of these streak differences. It is also important to note that Thome et al.[81] began to
analyze these streaks and determined the various streaks are due to the curved shock vorticity. A
further investigation was undertaken to determine if the observations in the DNS could be modeled
using DPLR coupled with NPSE. That is, are the flow streaks attributable to a coupled receptivity
(initial amplitude) and highly amplified stationary-crossflow (based on linear N-factors) problem?
In order to study this, the basic-state calculations here will be discussed as “standard quality CFD”.
In essence, the DPLR solutions consist of a standard second-order upwind method, which is con-
sistent with many CFD codes in the community. Direct comparisons will be made to the DNS, as
the DNS heat-flux data was provided by John Thome (a doctoral student under the direction of Dr.
Graham Candler) of the University of Minnesota (private communication with John Thome based
on Thome et al.[81]).
As just mentioned, the streaking pattern does not match from the standard quality CFD and
the DNS. Heat-flux contours are shown in Fig. 4.14 for both. Figure 4.14a is the standard quality
CFD solution and Fig. 4.14b is the DNS. It is important to note that Fig. 4.14b does not exactly
appear in Thome et al.[81], but the figure is similar to their figure 11, both with the same data.
The region of interest where the streak differences appear is directly between the centerline and
the swept leading edge at the back of the geometry. Clear differences exist elsewhere in the flow
field, but the focus of this subsection is in this region only. Note that the flow field near the nose
looks very similar in the two calculations.
In order to determine if the heating streaks from the DNS can be modeled as stationary cross-
flow, a series of predictive techniques using PSE are applied to the standard quality CFD solution
in order to compare with the DNS.
The first technique is based on the path that these streaks follow. As already detailed, stream-
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(a) Standard quality CFD (b) DNS
Figure 4.14: Wall heat flux for DPLR and US3D steady solutions, respectively.
lines and vortex paths have been extracted and analyzed using LPSE. They are shown in Fig. 4.15.
Furthermore, the streaks from the DNS have been extracted manually and are also shown in
Fig. 4.15, as dashed lines.
(a) Streamlines (b) Vortex paths
Figure 4.15: Extracted standard quality CFD paths from DPLR compared to extracted DNS streaks
from US3D.
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It is clear that the streamlines (Fig. 4.15a) do not seem to follow the heating streaks, but the
vortex paths (Fig. 4.15b) do seem to follow the heating streaks. This is critical because the first
indicator that these streaks are due to the stationary-crossflow instability is satisfied. The vortex
paths, although not exact, have been shown to model the direction of growth of the stationary-
crossflow instability quite well, based on work from Kocian[71].
For further analysis, the fourth streak from the top of Fig. 4.15b, and the corresponding vortex
path, will be studied. Figure 4.16 shows a contour of the DNS wall heat flux in the region near
the fourth steak. There is clearly a strong localized maximum and minimum, as expected from
a stationary-crossflow instability. The solid black line represents the vortex path that will be an-
alyzed further. The dashed black line represents a neighboring vortex path that is used in order
to understand the spanwise variation in wall heat flux for the standard quality CFD solution. The
neighboring vortex path is far enough away to capture a spanwise wavelength of wall heat-flux
data.
Figure 4.16: DNS wall heat-flux contour with standard quality CFD vortex path of interest and
neighboring vortex path.
LPSE analysis was performed on the vortex path of interest. The N-factors are shown in
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Fig. 4.17a. They show large amplification, approaching 6-7. The corresponding spanwise wave-
length development that produced the largest N-factor at the back of the geometry is shown in
Fig. 4.17b with a black line. The spanwise wavelength evolution approaches 4.6 millimeters at the
back of BOLT. Using the data from Fig. 4.16, the DNS heat streak wavelengths were extracted. The
left side skewed and right side skewed heat streak wavelengths are shown (a linear fit was applied
as the data had some noise, but it did not alter the main trends), with their average shown in red.
The DNS average spanwise wavelength development matches the standard quality CFD coupled
with LPSE prediction. This is very significant because a second indicator that these streaks are due
to the stationary-crossflow instability is satisfied.
(a) LPSE N-factors (b) Spanwise wavelengths
Figure 4.17: Vortex path of interest LPSE N-factors with predicted spanwise wavelengths com-
pared to DNS streak.
Predicting the growth direction, the spanwise wavelength, and a linear amplification suggests
that this streak and its neighbors are stationary crossflow. However, as CFD flow fields become
more complicated, determining the boundary-layer stability mechanism can be less clear. NPSE
provides a unique capability to be able to also calculate heating levels. If these heating levels match
the DNS streak heating levels, this would be more evidence that these streaks are the result of the
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stationary-crossflow instability.
In order to perform NPSE calculations, initial disturbance amplitudes need to be specified
on the vortex path being analyzed. The NPSE calculations are initialized on the vortex path by
specifying a u-amplitude, u′0,1, at a specified axial location, which is normalized by the edge u-
velocity at that specified axial location (LST neutral point for these calculations). The edge is
defined as the end of the wall-normal profile inside the shock. The “0,1” notation represents
zero frequency and the fundamental spanwise wavelength in the spatial/temporal expansion in the
NPSE formulation, based on the LPSE results. Anywhere from 5-10 superharmonics are enough
to converge the NPSE results. The only missing component at this point is the initial disturbance
amplitude.
Predicting the initial disturbance amplitude requires a computational receptivity transfer func-
tion. The receptivity problem is challenging and beyond the scope of this dissertation. Instead,
for the present analysis, the approximate initial disturbance amplitude will undergo an iterative
process based on the first deviation of the standard quality CFD and the DNS heating rates. At this
location, nonlinear effects from the NPSE should start to become noticeable (u-amplitude of the
fundamental mode should approach 5-10%). It is important to note that for the present work the
NPSE initial disturbance amplitudes are correlated so that this match occurs, but with a receptivity
transfer function, the NPSE initial amplitudes would be predictive.
After some basic analysis of the heating rates from the standard quality CFD and the DNS, it is
clear that the first deviation occurs just downstream of 0.40 meters. This can be seen in Fig. 4.18,
where the black lines represent the basic-state heat flux, the blue dots represent the DNS heat flux,
and the red line represents the deviation location. The solid black line is the vortex path of interest,
while the dashed black line is the neighboring vortex path (both are from Fig. 4.16).
After a few NPSE calculations, it was determined that the required initial u-amplitude of the
fundamental spanwise wavelength (based on Fig. 4.17b) was 0.29% of Ue. For convenience, the
LST neutral point location and reference parameters are all listed in Table 4.4. The characteristic
length is defined by `e.
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Figure 4.18: Vortex path of interest basic-state wall heat flux compared to DNS streak.
Table 4.4: Reference parameters.
xnp (m) Ue (m/s) Te (K) ρe (kg/m3) `e (m)
0.179 1477.35 302.33 0.19 1.09× 10−4
The corresponding NPSE u-amplitudes for the fundamental mode, the superharmonics, and the
mean-flow distortion are shown in Fig. 4.19. They portray linear growth of the stationary-crossflow
instability early, followed by a highly nonlinear region with saturated amplitudes. The maximum
u-amplitude of the fundamental mode is approximately 37%, with saturated u-amplitudes around
35-37%.
As previously mentioned, the goal of the NPSE simulation using the standard quality CFD
solution is to match the DNS heating levels. Up until now, comparisons in the community have
been made using a combination of the basic state and the mean-flow distortion to calculate the heat
flux. This is a straightforward technique to calculate the heating, however it is more of an average
heating over the stationary-crossflow wavelength. It has been useful for computational analysis,
but it is an incomplete understanding of the heating. A more complete physics-based technique is
attempted. As the locations of the various spanwise phases of the NPSE stationary-crossflow wave
on an actual geometry are currently unpredictable, a starting point is to understand the heating
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Figure 4.19: Vortex path of interest NPSE u-amplitudes.
over the entire stationary-crossflow wavelength along the path and determine the maximum and
minimum heating bounds.
The physics-based method requires a completely rebuilt flow field over a spanwise wavelength
(the phase is unimportant), as if secondary instability analysis was going to be performed. Note
that in this section, there will be no secondary instability analysis. Using the rebuilt flow field at all
axial stations and 51 equally spaced spanwise points per location (enough to converge the rebuilt
flow fields), the heat flux is calculated. This produces 51 lines of data to build the boundaries. The
whole data set has been added to the data set represented in Fig. 4.18 and all is shown in Fig. 4.20.
Here the basic-state heat flux has been replaced with these 51 lines of data. As a reminder, the blue
dots represent the DNS heat flux, and the red line represents the deviation location.
As mentioned, the bounds are the important aspect currently. The rebuilt flow field bounds
seem to match most of the DNS heating bounds. It is important to note that the DNS is being
further investigated for convergence (private communication with John Thome). However, in key
regions, it appears converged. This result is an excellent indicator that the standard quality CFD
coupled with NPSE and the DNS can both be verified with each other. Nonetheless, there are a
few locations that do not match. From the NPSE perspective, the main differences appear where
the nonlinear effects become substantial, which means it is possible the NPSE technique might
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Figure 4.20: Vortex path of interest NPSE wall heat flux compared to DNS streak.
not be valid this far into the nonlinear region. Alternatively, from the DNS perspective, John
Thome mentioned (in private communication) that the calculations in Thome et al.[81] were a
first attempt at a DNS on the BOLT geometry and that he might re-do the DNS at some point.
Further refinement of the DNS solution could affect the stationary-crossflow rollovers, especially
farther away from the wall, where there are fewer grid points. This could possibly explain the
small discrepancy at the lower bound around 0.70 meters. The lower bound is equivalent to the
peak of the rollover. The other discrepancy appears toward the end of the comparison domain at
the upper bound, starting at about 0.80 meters. Based on Fig. 4.14 and Fig. 4.16, there seems to
be some outflow difference between the standard quality CFD and the DNS solutions. This could
possibly explain that discrepancy, however, it is not clear how far upstream the effect propagates,
if at all. Regardless of the two differences, the overall development up until about 0.80 meters
compares quite well between the standard quality CFD coupled with NPSE analysis and the DNS.
Furthermore, the heating bounds match, which is the most complete indicator that these streaks can
be attributable to a receptivity problem, possibly from the curved shock vorticity, coupled with a
highly amplified stationary-crossflow instability. Even more interestingly, NPSE has proven to be
a technique that can help identify the character of the various streaks seen in the DNS and suggest
they could be modeled as the stationary-crossflow instability. This result has shown the benefits of
50
closely coupling DNS studies with receptivity and NPSE studies for complex configurations.
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5. HIFIRE-5B: HYPERSONIC FLIGHT TEST VEHICLE1
The geometry considered in the present section is the HIFiRE-5b flight test elliptic cone. The
main goal is to understand the primary stationary-crossflow instability and the corresponding sec-
ondary instabilities that appear in the region away from the planes of symmetry by coupling LPSE,
NPSE, and SBG analysis. Further analysis is included about the other relevant primary instabili-
ties. Finally, the computations are validated with experimental data.
The interest in an elliptic cone comes from the Air Force’s Hypersonic International Flight
Research Experimentation (HIFiRE) program. The HIFiRE program was initiated with two exper-
iments focused on studying boundary-layer stability at hypersonic speeds (HIFiRE-1 and HIFiRE-
5). One of the experiments, HIFiRE-5, was focused on leading-edge transition and 3-D insta-
bilities on non-axisymmetric configurations. The final chosen configuration for HIFiRE-5 was a
2:1 elliptic cone. Two flights were completed, with the second obtaining hypersonic transition
data. HIFiRE-5a was tested in April 2012 and achieved supersonic speeds[86], and HIFiRE-5b
was tested in May 2016 and reached hypersonic speeds[31]. Elliptic cone geometries with a 2:1
cross-section at hypersonic speeds were first studied by Kimmel et al.[87] using LST and crossflow
correlations in order to study the crossflow instability. Wind tunnel tests using Schlieren photogra-
phy and surface oil-flow followed shortly after[88], along with hot-film probe measurements[89].
Traveling and stationary crossflow were present away from the planes of symmetry, and the cen-
terline was found to be transitional.
While the flight model was being built and tested, a 38.1% scale model was designed for ground
tests. This wind tunnel geometry has been analyzed in the Boeing/AFOSR Mach 6 Quiet Tunnel
(BAM6QT) at Purdue University[9, 10] and the Texas A&M University Mach 6 Quiet Tunnel and
Actively Controlled Expansion Wind Tunnel[7]. The infrared thermography shows signs of sta-
1Portions of this section are reprinted with permission from “Boundary-Layer Stability Analysis of HIFiRE-5b
Flight Geometry” by Alexander Moyes, Travis Kocian, Daniel Mullen, and Helen Reed in Journal of Spacecraft and
Rockets, Volume 55, Number 6. Copyright 2018 by Alexander Moyes, Travis Kocian, Daniel Mullen, and Helen
Reed.
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tionary crossflow, and the pressure transducers show low-frequency 3-D traveling crossflow and
2-D centerline instabilities. Concurrently, detailed computational analysis was being completed.
Choudhari et al.[90] and Li et al.[91] used LST, the linear parabolized stability equations (LPSE),
and planar eigenvalue analysis to characterize the 2-D and 3-D instabilities on the leading edge,
centerline, and region away from the symmetry planes for various flight and wind tunnel config-
urations. More recently, linear global stability analysis has led to the discovery of symmetric and
antisymmetric modes on the planes of symmetry[79, 80]. A DNS of the elliptic cone showed the ef-
fect of surface roughness on the stationary-crossflow instability and the heating streak pattern[84].
These DNS results were then used to approximate the initial disturbance amplitudes in order to
initialize nonlinear parabolized stability equations (NPSE) calculations to model nonlinear devel-
opment of stationary-crossflow vortices[71]. The verified NPSE stationary-crossflow disturbances
were recombined with the laminar solution to create the modified flow field[71]. Linear secondary
instabilities were studied using that modified flow field and spatial BiGlobal theory and were vali-
dated with the experiments[10, 92].
These main goals and background about HIFiRE-5 apply to this section and partially to the
HIFiRE-5 38.1% section.
5.1 Geometry and Basic-State Overview
As just mentioned, the HIFiRE-5b flight geometry will be considered. The flow conditions
and laminar-to-turbulent transition data were provided by Dr. Roger Kimmel from the Air Force
Research Laboratory (private communication with Roger Kimmel). It is important to note that
flow conditions and laminar-to-turbulent transition data are evolving as more information becomes
known. This research uses the information that was known by June 2017. The geometry has a
nose radius of 2.5 millimeters along the semi-minor axis and 5 millimeters along the semi-major
axis. The total length of the geometry is 0.86 meters with a base diameter of 0.216 meters and
0.432 meters along the semi-minor and semi-major axis, respectively. This geometry maintains
a 2:1 relationship along its entire length. The half-angle of the geometry is 7 degrees along the
semi-minor axis. The flight test remained within the bounds of±2◦ angle of attack (AoA) and±2◦
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yaw angle with some spin (private communication with Roger Kimmel). Sensors were distributed
over half of the flight geometry and that half will be assumed the “top-view” for this analysis.
Two flight times were computationally analyzed, 514.0 seconds and 514.8 seconds, as the ge-
ometry was clearly transitional at these times. The AoA and yaw angle are approximately known,
but there are some limitations to the level of accuracy of these angles. With that, two different
AoA’s were analyzed per flight time, while neglecting the small yaw angle. Each analysis needs a
steady, laminar, basic-state solution. These were computed using the Data Parallel Line Relaxation
(DPLR) NASA CFD code[82] with a single mesh for all of the configurations. The mesh is a multi-
domain structured grid, created in Pointwise. The grid consists of 700 points in the axial direction,
569 in the wall-normal direction, and 505 around the azimuth. Pitch-plane symmetry allows the
basic state to be calculated as a half-cone solution. Based on work from the yawed straight circular
cone[3] and HIFiRE-5 38.1% scale model[71], the boundary-layer stability converges with less
than half the number of points as this set of laminar basic-state solutions. Therefore, the basic-
state solutions are likely converged. The different flight times, orientations, and flow conditions
for the various basic-state configurations can be seen in Table 5.1. Note that case 1 and case 2
are from the same basic-state calculation, but stability calculations will be analyzed separately for
the windward and leeward sides to compare with the HIFiRE-5b flight configuration and sensor
locations. For the cases with AoA, the side analyzed is included in Table 5.1. All computations
were performed assuming air as an ideal gas using Sutherland’s law for viscosity and a constant
Prandtl number Pr = 0.72.
Table 5.1: Orientation and flow conditions of four cases.
Case Flight Time (s) M∞ Re′ (1/m) Tw (K) T∞ (K) P∞ (Pa abs.) AoA (◦) Side
1 514.0 7.710 6.47×106 383 221 2582 0.8 Lee
2 514.0 7.710 6.47×106 383 221 2582 0.8 Wind
3 514.8 7.793 8.83×106 373 216 3380 1.0 Lee
4 514.8 7.793 8.83×106 373 216 3380 0.0 n/a
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The fully developed flow fields for the steady-state solutions at various axial locations are
shown in Fig. 5.1 and Fig. 5.2. Figure 5.1 shows the entire flow field with Mach contour slices
for case 1 and case 2. Figure 5.2 shows Mach contour axial slices focused into the region near the
semi-minor axis for case 1, case 2, case 3, and case 4. All cases show the distinct development of a
mushroom structure due to the strong azimuthal velocity created by the geometry. However, each
configuration shows subtle distinctions. As the AoA deviates from 0◦, the mushroom structure
becomes taller on the leeward side and shorter on the windward side. The formation of these
complex flow structures is a product of the steady, undisturbed, laminar flow basic-state solution,
and no intentional disturbances or excitations are input to cause their manifestation.
Figure 5.1: Case 1 and case 2 Mach contour slices at axial locations of 0.220, 0.302, 0.407, 0.522,
0.682, and 0.852 meters. Leeward side is on the upper surface and windward side is on the lower
surface.
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(a) Case 1 (b) Case 2 (c) Case 3 (d) Case 4
Figure 5.2: Zoomed-in Mach contour slices at axial locations of 0.142, 0.220, 0.302, 0.407, 0.522,
0.682, and 0.852 meters.
Choudhari et al.[90] performed a computational analysis on the original HIFiRE-5a geometry
corresponding to two different flight conditions taken at different altitudes and comparisons will be
made with the current analysis. One of the prior flight configurations corresponded to an altitude
of 18 km and had a unit Reynolds number Re′ = 18.47 × 106/m while the second corresponded
to 33 km and had a unit Reynolds number Re′ = 1.65× 106/m. Both conditions assumed that the
vehicle was at 0◦ AoA. While the HIFiRE-5b cases presented in the current work have substantially
different Reynolds numbers that reside between the two studied by Choudhari et al.[90], the two
altitude cases provide good insight into the influence of the differing flow conditions. One such
comparison is that the formation of the mushroom structure is very similar among the four cases in
Fig. 5.2 (present) and figure 4.1c of the 18 km case[90]. The degree of roll-over of the mushroom
structure from Choudhari et al.[90] appears to match the 0◦ AoA HIFiRE-5b configuration, case 4,
closely.
56
5.2 2-D Linear Primary Instability Analysis
Under the present operating conditions, two-dimensional disturbances are of interest in regions
where the flow itself is predominantly 2-D, such as near the attachment line. The flight test of
the HIFiRE-5b geometry showed leading-edge transition. Therefore, the geometric leading-edge
wall-normal profiles of the various basic-state configurations were extracted, and second-mode
instabilities were calculated along them. Note that the calculations are approximate for the AoA
cases as the geometric leading edge is not the actual attachment line or a streamline. An investiga-
tion of streamlines in the vicinity of the attachment line shows small second-mode differences from
the straight line approximate path. Second-mode N-factors along the geometric leading edges, cal-
culated using LPSE to the back of the flight model, are shown in Fig. 5.3 for all of the cases and
are substantial. The frequency range shown for case 1 and case 2 is 1100 kHz to 2700 kHz and
the frequency range shown for case 3 and case 4 is 1200 kHz to 3000 kHz. The N-factors for
these results and all following LPSE N-factor results are based on the ρu mass flux. For case 1
and case 2, which share a geometric leading edge, the maximum N-factor is 17.8, with a peak
frequency of 1150 kHz. Case 3 and case 4 achieve a maximum N-factor of approximately 23.2,
with a peak frequency of approximately 1350 kHz. The LPSE N-factors at the first transition onset
sensor locations for all cases on the leading edge are correlated with the flight data to be around
16-17. There are slight differences between case 3 and case 4, but a difference of 1◦ AoA has a
very minimal effect on the second-mode instability on the geometric attachment line.
Choudhari et al.[90] performed LPSE on the attachment line to investigate the growth of the
second mode. For the 18 km case, N-factors exceeded 30 and the unstable frequencies were greater
than one megahertz. For the 33 km case, N-factors were said to be much smaller. The peak second-
mode N-factors for the present HIFiRE-5b configurations reside between the two altitude cases as
one would predict. The HIFiRE-5a frequency range corresponding to the 18 km case is similar to
that of the present HIFiRE-5b configuration.
The HIFiRE-5 38.1% wind tunnel experiments and corresponding computations showed very
different boundary-layer stability results along the attachment line in comparison with the HIFiRE-
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(a) Case 1 and case 2 (b) Case 3 (c) Case 4
Figure 5.3: LPSE N-factors along geometric attachment line over various frequencies.
5b results. The attachment line remained laminar in the BAM6QT experiments for both quiet and
noisy flow conditions[9]. Computations further showed small LPSE second-mode amplification
(N-factors less than approximately 2) along the attachment line[71, 90]. The key difference be-
tween the wind tunnel experiments and the flight experiment is the wall temperature to freestream
stagnation temperature ratio, which has a strong influence on the second-mode instability[16]. The
flight experiment had a much smaller ratio, which destabilizes the second mode.
There are a limited number of LPSE predicted second-mode amplification levels for previous
wind tunnel experiments on other geometries that have reached the levels of HIFiRE-5b[93, 94,
95]. Furthermore, the LPSE second-mode N-factors predicted for the HIFiRE-1 flight experiment
were about the same as for HIFiRE-5b, on the order of 15-20 at the back of the geometry[96].
It is very important to note the computations reported here related to some of the wind tunnel
experiments and the HIFiRE flight tests produced large, but only linearly modeled, amplification
of the second mode. Note that, because initial amplitude and nonlinear effects are neglected in a
linear formulation, LPSE N-factors can continue to grow downstream to the back of the geometry,
sometimes beyond reasonable bounds. Thus, it will always be necessary to correlate these with
available data. A DNS on a flared cone[95], for example, has shown that the disturbance ampli-
tude for the second mode would have actually saturated, accompanied by the strong growth of
3-D instabilities and mean-flow distortion. Transition prediction must start from appropriate initial
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disturbance content and amplitudes (receptivity) and include nonlinear interactions to accurately
model the process. Nonetheless, under HIFiRE-5b-like conditions on the attachment line, reach-
ing large LPSE second-mode amplification levels, although most likely not physically measurable,
appears indicative of transition onset and even eventual breakdown to turbulence. Moreover, pro-
viding the downstream LPSE N-factors allows for comparisons between linear calculations for
verification purposes.
A brief study was performed away from the symmetry planes for case 4 to determine the am-
plification of the second mode in that region. Various streamlines were extracted and LPSE calcu-
lations were performed. Figure 5.4 shows a top-view contour of the HIFiRE-5b geometry, where
z = 0 represents the geometric ray along the semi-minor axis, and the negative “z” corresponds
to reflected results from the positive “z”. The contour colors along the streamlines shown repre-
sent the largest LPSE N-factor at each location considering all frequencies of the second-mode
disturbance. The strongest amplification occurs along the attachment line, and as the streamlines
deviate from that region, the LPSE N-factors initially decrease before obtaining a nearly constant
value around 7-8. This constant is considerably substantial, but does not seem to be large enough
to dominate the transition process away from the planes of symmetry.
It is also to be noted that the flow structure along the minor axis has large spanwise gradients
(Fig. 5.2), meaning that spanwise-varying instability calculations would be more meaningful. This
is beyond the scope of the present work.
5.3 3-D Linear Primary Instability Analysis
Using the methods from Kocian[71] in the 3-D boundary-layer region, the disturbance vortex
paths and the LPSE predicted stationary-crossflow amplification are shown in Fig. 5.5 through
Fig. 5.8 for all cases. All of these calculations utilize the spanwise wavelength evolution technique
of Kocian[71]. Enough paths were used to completely cover the top surface for all cases. LPSE
calculations were performed with these vortex paths in order to determine the growth and trends of
stationary crossflow on the HIFiRE-5b geometry. The vortex paths were run for a large range of ini-
tial spanwise wavelengths. Figure 5.5a through Fig. 5.8a are top-view contours of the HIFiRE-5b
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Figure 5.4: Case 4 LPSE N-factors away from the planes of symmetry over various frequencies.
geometry. The dashed black lines represent the mushroom structure where an instability mecha-
nism, different from stationary crossflow, may exist. The contour colors along the predicted vortex
paths shown represent the largest LPSE N-factor at each location considering all initial spanwise
wavelengths of the stationary-crossflow disturbance. The dots are flight test sensors and are colored
according to whether they are laminar or at least transitional (private communication with Roger
Kimmel). Blue dots represent laminar flow, red dots indicate enough mean-flow distortion to reg-
ister in the heat transfer, and transition onset is based on the first departure from laminar heating.
The other contour shown in Fig. 5.5b through Fig. 5.8b is the corresponding spanwise wavelengths
from the LPSE N-factor contour. These wavelengths approach 0-1 millimeters near the nose and
grow to 8-10 millimeters downstream. The change in spanwise wavelength axially and azimuthally
is due to the combination of an enlarging cross-sectional area, a thickening boundary layer, and the
vortex paths converging or diverging from each other.
Each case reached different peak N-factors, with slightly different corresponding spanwise
wavelengths. The details of the largest LPSE N-factors can be seen in Table 5.2. The maximum
LPSE N-factors at the back of the geometry are included for future boundary-layer stability codes
interested in verification. Based on these results, the largest maximum LPSE N-factor is from case
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(a) LPSE N-factors (b) Spanwise wavelengths
Figure 5.5: Case 1 various vortex paths and LPSE calculations.
(a) LPSE N-factors (b) Spanwise wavelengths
Figure 5.6: Case 2 various vortex paths and LPSE calculations.
3, which corresponds to the case with the largest unit Reynolds number and the leeward side of the
largest AoA.
Table 5.2: Case and corresponding largest LPSE N-factor details.
Case N-factorend λend (mm)
1 10.7 5.5
2 9.5 5.5
3 13.8 4.8
4 12.9 4.5
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(a) LPSE N-factors (b) Spanwise wavelengths
Figure 5.7: Case 3 various vortex paths and LPSE calculations.
(a) LPSE N-factors (b) Spanwise wavelengths
Figure 5.8: Case 4 various vortex paths and LPSE calculations.
Furthermore, in order to understand the significance of the spanwise wavelength variation and
for future boundary-layer stability codes interested in verification, LPSE calculations were per-
formed without the spanwise wavelength evolution. The vortex path that intersects the first sensor
transition onset location from the flight test analysis was used for this study. Case 1 and case 3
comparison results are shown in Fig. 5.9 for the most amplified spanwise wavelength development
for a varying spanwise wavelength and a constant spanwise wavelength. The LPSE N-factors
are noticeably lower when neglecting the spanwise wavelength evolution. The maximum LPSE
N-factors are reduced by one to two. Based on these results, it is very important to model the
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downstream evolution of the spanwise wavelength correctly in order to model the physics accu-
rately. The method used here is the proper technique based on previous verification and validation
studies[71].
(a) Case 1 (b) Case 3
Figure 5.9: Effect of spanwise wavelength variation on largest LPSE N-factors.
The LPSE N-factor contours described earlier (Fig. 5.5a through Fig. 5.8a) show very similar
amplification trends to the 38.1% wind tunnel model computations and experiments[9, 71, 84].
Both amplification fronts appear to take on an arc shape where the front is farther forward in the
crossflow region and farther downstream near the geometric planes of symmetry. The HIFiRE-5b
flight configurations produce larger amplification of the stationary-crossflow disturbance than the
wind tunnel model. The small AoA differences produce a variance in the vortex path direction, as
well as the amount of amplification of the stationary crossflow on either side of the geometric ray
along the semi-major axis. Comparing case 1 to case 2 and case 3 to case 4, as the AoA deviates
from 0◦, the leeward side vortex paths curve closer to the semi-minor axis and the windward side
vortex paths curve farther away from the semi-minor axis. The amplification front for a specific
N-factor is also shifted farther forward on the leeward side and farther aft on the windward side.
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These trends are expected, as AoA can strengthen the azimuthal velocity component on the leeward
side and weaken it on the windward side, leading to different curved paths and stationary-crossflow
instability amplification.
Comparing the stationary-crossflow amplification (N-factor) front from the LPSE calculations
to the flight test sensor colors, case 1 and case 2 from Fig. 5.5a and Fig. 5.6a have very similar
fronts to the sensors. The same goes for case 3 and case 4 in Fig. 5.7a and Fig. 5.8a. The maximum
N-factor at the first transitional sensor location, based on the LPSE analysis, is very sensitive to
AoA. Due to the sensitivity, predicting a specific transitional N-factor is very difficult. The range
of transitional LPSE N-factors for both flight times analyzed is around 6-8. The slight asymmetry
in the sensor colors (±z) for the two flight times corresponds to a small yaw angle, something
neglected in these calculations.
Choudhari et al.[90] performed LPSE on inviscid streamlines to investigate the growth of sta-
tionary crossflow. The maximum N-factors for the 33 km case were approximately 5 or below.
The 18 km case, however, had substantially larger N-factors with values exceeding 20. Inviscid
streamlines from the present HIFiRE-5b configurations were investigated and LPSE N-factors were
found to be slightly larger than the vortex path LPSE N-factors. The peak N-factors for the present
HIFiRE-5b configurations, whether using vortex paths or inviscid streamlines, reside between the
two altitude cases as one would predict.
5.4 3-D Nonlinear Primary Instability Analysis
While LPSE can be useful to understand the initial linear amplification and spanwise wave-
length content of the stationary-crossflow disturbance, because of the vortical nature of the in-
stability, the physical development of stationary crossflow requires a more advanced model that
includes the nonlinearities, such as NPSE. Calculations using NPSE are performed on the vortex
paths from case 1 and case 3, as they produce the larger stationary-crossflow N-factors that could
better resemble the vehicle orientation extremes experienced in flight.
In order to perform NPSE calculations, initial disturbance amplitudes need to be specified on
each vortex path being analyzed. The NPSE calculations are initialized on a vortex path by speci-
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fying a u-amplitude, u′0,1, at a specified axial location, which is normalized by the edge u-velocity
at that specified axial location (LST neutral point for these calculations). The edge is defined as
the end of the wall-normal profile inside the shock. The “0,1” notation represents zero frequency
and the fundamental spanwise wavelength in the spatial/temporal expansion in the NPSE formula-
tion. Anywhere from 5-10 superharmonics are enough to converge the NPSE results. While AoA
and geometric design can impact the strength of stationary-crossflow waves, surface roughness
changes the initial amplitude, which could determine if and where transition onset occurs. The
HIFiRE-5b flight geometry has an arithmetic average measured roughness of up to 50 microinches
on the nosetip and a peak-to-valley measured roughness of up to 1357 microinches on the leading
edge. Converting surface roughness to an initial disturbance amplitude requires a computational
receptivity transfer function. The receptivity problem is challenging and beyond the scope of this
dissertation. Instead, for the present analysis, the approximate initial disturbance amplitude will
undergo an iterative process based on the first sensor transition onset location from the flight test
analysis and the corresponding vortex path that intersects that location. It is important to note that
for the present work the NPSE initial disturbance amplitudes are correlated so that the calculations
match the flight transition onset location, but with a receptivity transfer function, the NPSE results
would be predictive for transition onset. Based on these results, if the nonlinear development can
be validated with the flight data, then the nonlinear development would be a predictive component
of the PSE method.
As mentioned previously, the flight red dots on the top-view contours throughout the section
represent enough mean-flow distortion to register in the heat transfer, and flight transition onset
is based on the first departure from laminar heating. In order to match the computations with the
flight transition onset locations, a similar definition of transition onset is used. In other words,
transition onset is defined as the very beginning of the transition process, where nonlinear effects
start to modify the heat transfer rates from the laminar values. The Stanton number is useful to
visualize when this occurs and is how part of the flight data was visualized.
First, an observation is that, independent of whether the initial amplitude is accurately specified
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as a result of a receptivity study or is iteratively guessed, the Stanton number computationally gen-
erated along a vortex path, or even its ratio with respect to the laminar basic-state Stanton number
along the same vortex path, would require an arbitrary specified cutoff value to determine the tran-
sition onset location and would be difficult to generalize. Therefore, a more general technique is
examined. Coupling primary NPSE computations with secondary spatial BiGlobal computations
could provide a generalized technique to predict transition onset in flows with stationary crossflow
as the dominant mechanism. Here it is proposed to assign the transition onset location to be the
location of the secondary instability neutral point. This premise will be applied and then later
evaluated against the flight definition for transition onset and the data.
To proceed with this approach and as said before, the full coupling of NPSE and spatial
BiGlobal analyses is an iterative process, for the present work, where NPSE is initialized at some
axial location with an initial amplitude guess and calculations are performed along a vortex path.
A modified basic state at the flight-observed transition onset location is then created by combining
the laminar basic state with the NPSE disturbance as input for the spatial BiGlobal code. Spa-
tial BiGlobal calculations and analysis are then completed (a detailed discussion of these results
are included in a later subsection). If the expected high-frequency secondary instabilities are not
neutrally stable, the process repeats with a new initial amplitude guess for the NPSE calculations.
For the 514.0 seconds flight time, the approximate first axial location of transition onset occurs
at 0.60 meters. For the 514.8 seconds flight time, the approximate first axial location of transition
onset occurs at 0.48 meters. This 0.48 meters was a blend of the two quadrants of sensors. The
corresponding vortex paths have been identified and the LPSE findings are shown in Table 5.3.
Table 5.3: Case and LPSE N-factor details on vortex path that corresponds to transition onset.
Case N-factorend λend (mm)
1 9.6 6.25
3 13.5 5.75
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The spanwise wavelength evolution that produced the largest N-factor at the end of the geom-
etry from the LPSE calculations was chosen for each case (Table 5.3). An approximate iteratively
converged initial amplitude was obtained by matching the first transition onset location from the
flight data to the location of the secondary instability neutral point for case 1 and case 3. The LST
neutral point was used as the NPSE specified initialization axial location with reference quanti-
ties determined at that location. The case, first transition onset location (in meters), LST neutral
point (in meters), reference parameters (in m/s, K, kg/m3, and meters, respectively), and initial
u-amplitude (% of Ue) are all shown in Table 5.4.
Table 5.4: Case and NPSE initialization details on vortex path that corresponds to transition onset.
Case xtr xnp Ue Te ρe `e Initial u′0,1
1 0.60 0.140 2236.26 356.88 0.096 1.17× 10−4 2.79× 10−3
3 0.48 0.099 2244.93 218.46 0.052 1.09× 10−4 5.75× 10−4
The corresponding NPSE u-amplitudes for the fundamental mode, the superharmonics, and the
mean-flow distortion are shown in Fig. 5.10a for case 1 and Fig. 5.11a for case 3. Furthermore, the
NPSE ρu N-factor was calculated for each case and is shown in Fig. 5.10b and Fig. 5.10b, respec-
tively. They portray linear growth of the stationary-crossflow instability early, followed by a highly
nonlinear region for case 1 and a highly nonlinear region with saturation for case 3. The peak u-
amplitude of the fundamental mode for case 1 achieved approximately 37%, with no saturation
region. The peak u-amplitude of the fundamental mode for case 3 achieved approximately 41%,
with saturated u-amplitudes around 30-41%. Furthermore, the maximum and saturation region
NPSE N-factors are between 9-11.
Heat-flux data from flight was provided axially and azimuthally at 514.0 seconds and 514.8
seconds. The heat-flux distributions are coarse as there are 300 thermal sensors and they are not
distributed evenly. Some axial locations have one or two sensors azimuthally. Keeping those limi-
tations in mind, the heat-flux data from the flight were interpolated onto the vortex path previously
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(a) u-amplitudes (b) NPSE N-factors
Figure 5.10: Case 1 NPSE calculations on vortex path that corresponds to transition onset.
(a) u-amplitudes (b) NPSE N-factors
Figure 5.11: Case 3 NPSE calculations on vortex path that corresponds to transition onset.
described. The heat flux was then calculated using the NPSE calculations. Introduced in the pre-
vious section, the physics-based method to compute the heat flux over a stationary-crossflow wave
was utilized. To recap, as the locations of the various spanwise phases of the NPSE stationary-
crossflow wave on an actual geometry are currently unpredictable, a starting point is to under-
stand the heating over the entire stationary-crossflow wavelength along the path and determine the
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bounds.
The physics-based method requires a completely rebuilt flow field over a spanwise wavelength
(the phase is unimportant). Using the rebuilt flow field at all axial stations and 51 equally spaced
spanwise points per location (enough to converge the rebuilt flow fields), the heat flux is calculated.
This produces 51 lines of data to build the boundaries. The whole data set, including the flight test
data, can be seen in Fig. 5.12 for case 1 and case 3. The dots represent the interpolated flight test
data, and the lines are the computational values. At the earlier axial locations, the flow contains
small disturbances that have a negligible effect on the system, and the heat flux decreases. As the
amplitudes of the disturbances grow and become nonlinear, the heat flux begins to increase and
deviate from the laminar basic-state solution.
(a) Case 1 (b) Case 3
Figure 5.12: Heat-flux axial development.
For case 1, the flow remains transitional at the end of the geometry and for case 3, the flow
shows signs of turbulence (higher heating levels and “overshoot”). Looking closer at the results,
it seems like the undisturbed basic state might by slightly under-predicting the heat flux in the
linear region. A similar under-prediction may be occurring in the nonlinear region. It is unclear if
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more precise flow conditions would achieve the same heating levels as the flight test data. Another
potential problem could be the fact that the data was interpolated onto a vortex path; this was due
to the coarseness of the sensor distribution (no bounds were able to be extracted). Nonetheless, it
seems that the flight test data and the NPSE results compare well. Surprisingly, it seems that the
NPSE results capture the heating development over the whole geometry for both cases, even in the
potentially turbulent region.
In order to fully understand the present results and how using the secondary instability neutral
point as the criterion for transition onset relates to the flight definition of onset, the Stanton number
was calculated. The Stanton number is defined using the edge values from Table 5.4. The Stanton
number uses the edge stagnation temperature rather than a recovery temperature to be consistent
with the provided flight test data. Figure 5.13a shows the development of the Stanton number ratio
axially along the vortex path for each case. This ratio is defined as the total (laminar basic state
plus NPSE mean-flow distortion) Stanton number normalized by the laminar basic-state Stanton
number (note that this ratio does not directly represent heating levels). The ratio at the location
of the secondary instability neutral point for each of the two cases is found computationally to be
approximately 1.005. This ratio is starting to deviate from 1 (where the total heating would be
the same as the laminar basic-state heating). In other words, for case 1 and case 3, the secondary
instability neutral point occurs at a Stanton number ratio where a definable deviation from a basic-
state Stanton number begins. The utility of this is that by using the transition onset prediction
technique described above, onset can be predicted to be where the secondary instability neutral
point occurs because that is also the location where the first departure from laminar basic-state
heating happens. The skin friction coefficient ratio is included and at the first transition onset
location for each case is also approximately 1.005. This ratio can be seen in Fig. 5.13b and is
useful for transition onset visualization. These are important to visualize because the location
of the secondary instability neutral point with respect to the heat transfer rates and skin friction
coefficients has not previously been analyzed, and shows very consistent trends for different cases
with different NPSE initial amplitudes. Furthermore, these same trends hold for the yawed straight
70
circular cone[97]. Note that the ratio of 1.005 is only applicable to computations as a technique
to reduce the computational time of calculating secondary instabilities. Experimentally, the goal
should be to locate the approximate secondary instability neutral point.
(a) Stanton number ratio (b) Skin friction coefficient ratio
Figure 5.13: Case 1 and case 3 wall-gradient ratios. The dots are the approximate first transition
onset locations.
If the approximate secondary instability neutral point (or a Stanton number ratio of 1.005)
is considered as the transition onset criteria for these cases, then the corresponding NPSE u-
amplitudes at transition onset would be approximately 6%. The NPSE N-factors at transition
onset would be approximately the same as the LPSE transition onset N-factors (6-8).
To recap from this subsection, for the stationary-crossflow instability, 1) the secondary instabil-
ity neutral point has been demonstrated to occur where the nonlinear effects start to modify the heat
transfer rates at transition onset. That being said, 2) the secondary instability neutral point appears
to coincide with a Stanton number ratio of approximately 1.005 (only applicable to computations).
Furthermore, 3) the success of this technique is completely independent of the process used to
calculate the NPSE initial disturbance amplitudes. If a receptivity transfer function is used, the
transition onset location would still be determined by locating the resulting secondary instability
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neutral point corresponding to those initial conditions.
5.5 Linear Secondary Instability Analysis
While NPSE is useful to model stationary crossflow and how it nonlinearly develops down-
stream, transition onset and eventual breakdown to turbulence, via the stationary-crossflow mech-
anism, happens when the mean flow is distorted enough to destabilize and amplify high-frequency
secondary instabilities. Therefore, modeling and analyzing the secondary instabilities would be
meaningful to understanding the transition process. As discussed previously, transition onset is
currently defined as the first departure from laminar heating, which this work also shows can be
predicted as the location of the secondary instability neutral point. The region downstream of the
secondary instability neutral point is within the transition region and eventually breakdown to tur-
bulence could occur. Case 3 will be analyzed in detail with secondary instability analysis beyond
the transition onset location of 0.48 meters. Modified basic states downstream of transition onset
are reconstructed using the NPSE disturbance wave added to the laminar basic state. Note the
NPSE disturbance calculations were initialized with the converged u-amplitude described earlier
in Table 5.4. The modified basic states are assumed over a spanwise interval of one wavelength.
The ρumass-flux modified basic states for case 3 from 0.48 to 0.83 meters can be seen in Fig. 5.14.
The nonlinear effects and disturbance amplitudes become substantial at further downstream axial
locations.
These modified basic states are directly used as the input for the spatial BiGlobal analysis. The
same procedure used to analyze the secondary instabilities on the yawed straight circular cone[97]
was used here. The work by Moyes et al.[97] contains a detailed description of this analysis
technique and many of the same instability mechanisms appear in the present analysis. Figure 5.15
shows the growth rates for the three most amplified instability families within the frequency range
of F∈(0,2000) kHz from 0.48 to 0.73 meters.
Analysis on the yawed straight circular cone[97] concluded that the three instabilities represent
a combined modified second mode and type-I secondary instability and two type-II secondary
instabilities. Phase speed, mode shape, and other attributes discussed in greater detail in Moyes et
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Figure 5.14: Normalized ρu mass-flux modified basic states at 0.48, 0.53, 0.58, 0.63, 0.68, 0.73,
0.78, and 0.83 meters. Increasing axial locations go from left to right and top to bottom.
al.[97] are used in order to designate the different disturbance mechanisms. At 0.48 meters, the
mostly unmodified second mode exists and the secondary instabilities are approximately neutrally
stable. An unstable type-I then develops through the existing second mode leading to a combined
modified second mode and type-I secondary instability. Multiple type-II secondary instabilities
then develop into unstable mechanisms, and all of the instabilities experience broadening frequency
bands extending past one megahertz downstream. As the flow field becomes more nonlinear, the
combined-mode frequency band shifts and some frequencies become stable.
The growth rates for each instability family were then integrated separately in order to calculate
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Figure 5.15: Spatial BiGlobal secondary analysis growth rates versus frequency at (a) 0.48, (b)
0.53, (c) 0.58, (d) 0.63, (e) 0.68, and (f) 0.73 meters.
the amplification of each instability family at each frequency. Figure 5.16 shows the N-factors for
the three most amplified instability families within the frequency range of F∈(0,2000) kHz from
0.48 to 0.73 meters.
Previous discussions in this work have related the location of transition onset from the flight
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Figure 5.16: Spatial BiGlobal secondary analysis N-factors versus frequency at (a) 0.48, (b) 0.53,
(c) 0.58, (d) 0.63, (e) 0.68, and (f) 0.73 meters.
test data to the axial location of the secondary instability neutral point. A further important as-
pect is the actual amplification of the secondary instabilities and how they develop from being
neutrally stable. Figure 5.16 helps to understand the development of the secondary instabilities
from the secondary instability neutral point. The combined mode quickly amplifies through the
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existing second mode and multiple type-II secondary instabilities amplify quickly, and all of the
instabilities experience broadening frequency bands extending past one megahertz downstream.
The largest N-factors exceed 6 at an axial location of 0.73 meters for two of the three families and
continue to amplify. Following the analysis of low-speed secondary instability measurements[32],
the large amplification occurs within the transition region and is followed by imminent breakdown
to turbulence. These large secondary instability N-factors from case 3 are consistent with the flight
data in Fig. 5.12b, which shows breakdown to turbulence occurring between 0.70 and 0.75 meters.
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6. HIFIRE-5 38.1%: HYPERSONIC WIND TUNNEL MODEL1
The geometry considered in the present section is the HIFiRE-5 38.1% wind tunnel elliptic
cone. The background about HIFiRE-5 has been detailed in the HIFiRE-5b section. This geome-
try and the basic state utilized for this work has been analyzed by Kocian[71]. He performed the
first round of LPSE and NPSE calculations, began to understand the key mechanisms, and per-
formed a detailed verification with a DNS[84]. This section expands upon those LPSE and NPSE
calculations to understand the initial amplitude effect on the development of stationary crossflow
and validate these results with the BAM6QT experimental findings. This section will primarily
focus on NPSE calculations, and will therefore only highlight the geometry, basic state, and LPSE
analysis.
6.1 Geometry and Basic-State Overview
As just mentioned, the geometry considered in the present study is the HIFiRE-5 38.1% scale
elliptic cone. The model has a nose radius of 0.95 millimeters along the semi-minor axis and 1.9
millimeters along the semi-major axis. The total length of the geometry is 0.328 meters with a base
radius of 0.041 meters and 0.082 meters along the semi-minor and semi-major axis, respectively.
This geometry maintains a 2:1 relationship along its entire length. The half-angle of the geometry
is 7 degrees along the semi-minor axis.
The wind tunnel experiments were performed without an angle of attack or yaw angle, so the
computations will exclude them as well. The analysis needs a steady, laminar, basic-state solution.
It was computed using the Data Parallel Line Relaxation (DPLR) NASA CFD code[82] with the
same mesh from the HIFiRE-5b section. The mesh is a multi-domain structured grid, created in
Pointwise. The grid consists of 700 points in the axial direction, 569 in the wall normal direction,
and 505 around the azimuth. Pitch-plane symmetry allows the basic state to be calculated as a
1Portions of this section are reprinted with permission from “Effects of Initial Disturbance Amplitude on Hyper-
sonic Crossflow Instability” by Alexander Moyes, Travis Kocian, Daniel Mullen, and Helen Reed in AIAA 2018-1820.
Copyright 2018 by Alexander Moyes, Travis Kocian, Daniel Mullen, and Helen Reed.
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half-cone solution. Based on work from the HIFiRE-5 38.1% scale model[71], the boundary-layer
stability converges for this flow field with less than half the number of points as this solution. The
flow conditions for the basic state can be seen in Table 6.1. All computations were performed
assuming air as an ideal gas using Sutherland’s law for viscosity and a constant Prandtl number
Pr = 0.72.
Table 6.1: Flow conditions.
M∞ Re′ (1/m) Tw (K) T∞ (K) P∞ (Pa abs.)
6 11.8×106 300 52.3 690.6
The fully developed flow field for the steady-state solution at various axial locations is shown
in Fig. 6.1 and Fig. 6.2. Figure 6.1 shows the entire flow field with Mach contour slices. Figure 6.2
shows Mach contour axial slices focused into the region near the semi-minor axis. It shows the
distinct development of a mushroom structure due to the strong azimuthal velocity created by the
geometry. The formation of this complex flow structure is a product of the steady, undisturbed,
laminar flow basic-state solution, and no intentional disturbances or excitations are input to cause
its manifestation.
6.2 Linear Primary Instability Analysis
Using the methods from Kocian[71] in the 3-D boundary-layer region, the disturbance vortex
paths and the LPSE predicted stationary-crossflow amplification are shown in Fig. 6.3. The cal-
culations utilize the spanwise wavelength evolution technique of Kocian[71]. Enough paths were
used to completely cover the region of strongest stationary-crossflow amplification. LPSE cal-
culations were performed with these vortex paths in order to determine the growth and trends of
stationary crossflow on the HIFiRE-5 38.1% wind tunnel geometry. The vortex paths were run for
a large range of initial spanwise wavelengths. Figure 6.3a is a top-view contour of the HIFiRE-5
38.1% wind tunnel geometry, where z = 0 represents the geometric ray along the semi-minor axis,
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Figure 6.1: Mach contour slices at axial locations of 0.050, 0.103, 0.155, 0.208, 0.260, and 0.323
meters.
and the negative “z” corresponds to reflected results from the positive “z”. The contour colors
along the predicted vortex paths shown represent the largest LPSE N-factor at each location con-
sidering all initial spanwise wavelengths of the stationary-crossflow disturbance. The other con-
tour shown in Fig. 6.3b depicts the corresponding spanwise wavelengths from the LPSE N-factor
contour. These wavelengths approach 0-1 millimeters near the nose and grow to 5-6 millimeters
downstream. The region of the largest stationary-crossflow amplification at the back of the ge-
ometry contains dominant wavelengths between 3 and 5 millimeters, which Kocian[71] discusses
completely. In summary, these wavelengths are very similar to the DNS[84] and the experimental
data[9, 10, 98]. The change in spanwise wavelength axially and azimuthally is due to the com-
bination of an enlarging cross-sectional area, a thickening boundary layer, and the vortex paths
converging or diverging from each other.
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Figure 6.2: Zoomed-in Mach contour slices at axial locations of 0.090, 0.127, 0.168, 0.213, 0.263,
and 0.320 meters.
(a) LPSE N-factors (b) Spanwise wavelengths
Figure 6.3: Various vortex paths and LPSE calculations.
As mentioned, verification has already been performed by Kocian[71] using the DNS results of
Dinzl & Candler[84]. The focus of this section is on the validation of EPIC using the experimental
data[9, 10, 98]. More specifically, BAM6QT infrared thermography (IR) data exist at the same
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flow conditions as the basic state being analyzed. The heat-flux data was provided by Dr. Matthew
Borg from the Air Force Research Laboratory (private communication with Matthew Borg), which
was originally shown in figure 4e of Borg & Kimmel[98]. A recreation of that figure has been
incorporated in here using the provided heat-flux data. It can be seen in Fig. 6.4a. A wedge-shaped
structure exists away from the planes of symmetry. The earliest higher heating exists in the middle
of that wedge. Furthermore, the vortex paths just analyzed were added to that heat-flux figure, and
vortex paths near the front of the heating wedge were identified. In order to validate EPIC, one of
these vortex paths will be studied in more depth. The vortex path of interest is shown in Fig. 6.4b as
a solid black line, along with neighboring vortex paths as dashed black lines. Based on the zoomed-
in contours in Fig. 6.4b, the vortex path of interest is clearly near the front of the heating wedge.
According to the LPSE N-factors, this is also a region of strong stationary-crossflow amplification.
The most amplified stationary-crossflow wavelength for this vortex path is 3.25 millimeters at the
back of the geometry.
(a) Top-view without vortex paths (b) Zoomed-in top-views with vortex paths
Figure 6.4: BAM6QT wall heat-flux contours with vortex path of interest and neighboring vortex
paths superposed.
Now that a vortex path has been decided, it is important to understand if any other instabilities
might be significant enough to distort the stationary-crossflow wave. Although other instabilities
might not naturally follow a vortex path, it is assumed that the stationary-crossflow instability is the
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dominant mechanism and other instabilities would tune into its growth direction. LPSE analysis
was performed and traveling crossflow and the second-mode instability were both found, along
with stationary crossflow. Their amplification levels can be seen in Fig. 6.5. It is important to
note that the most amplified stationary-crossflow wavelength (3.25 millimeters at the back of the
geometry) is assumed for the traveling-crossflow calculations. This stationary-crossflow LPSE
result has also been included in the traveling-crossflow results.
(a) Crossflow (b) Second mode
Figure 6.5: LPSE calculations of various instabilities.
The stationary-crossflow N-factor achieves 9.0, traveling crossflow reaches 12.7, and the second-
mode instability gets up to 3.0. A few traveling-crossflow frequencies are within N-factors of 0.20
of the peak and all are considered the dominant frequencies (45-70 kHz). The second-mode fre-
quency of the peak N-factor is about 250 kHz. Based on these N-factors, it seems reasonable that
traveling crossflow could impact the stationary-crossflow wave, but it is less likely that the second
mode impacts the stationary-crossflow wave.
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6.3 Initial Amplitude Effect on Laminar-to-Turbulent Transition Process of Stationary-
Crossflow Instability
Based on work from the BOLT and HIFiRE-5b sections, the role of LPSE, NPSE, and SBG
analysis should be clear for the stationary-crossflow instability. It should also be clear that NPSE
analysis currently requires some type of iterative technique to find an initial amplitude that satisfies
some flow quantity or feature downstream. Iterating is a technique that works for flow fields that
have pre-existing boundary-layer stability data. In order for NPSE to become fully predictive, a
computational receptivity transfer function would be needed. The receptivity problem itself is not
the focus here, but rather an in-depth investigation of the initial amplitude effects on stationary
crossflow and the corresponding secondary instabilities is studied. An engineering question can
then be posed: without knowing the initial amplitude of a stationary-crossflow instability, can any
parts of the laminar-to-turbulent transition process have reduced uncertainty by utilizing NPSE
coupled with SBG?
6.3.1 Nonlinear Primary Instability Analysis
In the present study, NPSE calculations are initialized on the vortex path described above
(with a spanwise wavelength of 3.25 millimeters at the back of the geometry) by specifying a
u-amplitude, u′0,1, at a specified axial location, which is normalized by the edge u-velocity at that
specified axial location (LST neutral point for these calculations). The edge is defined as the end
of the wall-normal profile inside the shock. The “0,1” notation represents zero frequency and
the fundamental spanwise wavelength in the spatial/temporal expansion in the NPSE formulation.
Anywhere from 5-10 superharmonics are enough to converge the NPSE results. The only differ-
ence for each calculation is the initial amplitude. The LST neutral point location and reference
parameters for all of the calculations are listed in Table 6.2.
The fundamental mode and mean-flow distortion u-amplitude development for various initial
amplitudes are shown in Fig. 6.6. The red lines represent a BAM6QT correlated initial amplitude
case, based on the infrared thermography heat-flux data. A more detailed discussion is included in
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Table 6.2: Reference parameters.
xnp (m) Ue (m/s) Te (K) ρe (kg/m3) `e (m)
0.048 841.95 74.79 0.097 5.50× 10−5
one of the following subsections. The fundamental mode amplitudes of interest have been extracted
and can be seen in Table 6.3. As the initial amplitude is increased, the saturation onset (peak
amplitude) moves forward, which is consistent with subsonic analysis[24, 99, 100]. Furthermore,
as the initial amplitude is increased, the peak and early saturation amplitudes decrease, which is
also consistent with subsonic work[101, 102]. The maximum u-amplitudes for all of the larger
initial u-amplitude (≥ 0.01%) calculations reach values equal to approximately 32 − 38%. The
amplitude decreases downstream of this peak. Smaller initial amplitudes do not achieve peaks due
to the wind tunnel model’s length.
(a) Fundamental mode (b) Mean-flow distortion
Figure 6.6: Vortex path of interest NPSE u-amplitudes for various initial u-amplitudes.
As the initial amplitude increases, the nonlinear effects begin earlier. A simple way to visualize
the nonlinearity is through a ρu N-factor. Figure 6.7a shows the NPSE N-factors. The red line rep-
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Table 6.3: Vortex path of interest NPSE u-amplitude details (% of Ue).
Initial u′0,1 1 0.5 0.1 0.05 0.01 0.001 0.0001
Peak u′0,1 32 34 37 38 38 10 1
Saturation u′0,1 25-32 25-34 27-37 30-38 37-38 n/a n/a
resents a BAM6QT correlated initial amplitude case, based on the infrared thermography heat-flux
data. A more detailed discussion is included in one of the following subsections. It portrays that us-
ing an initial amplitude of u′0,1 = 0.0001% (for this configuration) keeps the solution linear, while
using an initial amplitude of u′0,1 = 1% almost ensures nonlinearities from slightly downstream
of the LST neutral point. From previous work using EPIC[71, 97] (including previous sections),
the initial amplitudes on various geometries have consistently been between these bounds when
comparing with natural and artificial roughness cases. For example, NPSE calculations for the nat-
ural roughness experiment of Craig & Saric[8] were initialized with amplitudes between 0.001%
and 0.01%[71, 97]. Further, the initial amplitudes of the artificial roughness DNS of Balakumar &
Owens[103] and the corresponding NPSE calculations[71] were between 0.1% and 0.5%. Another
simple way to visualize the nonlinearity is through the Stanton number (Fig. 6.7b), based on the
mean-flow distortion. The red line represents a BAM6QT correlated initial amplitude case, based
on the infrared thermography heat-flux data. A more detailed discussion is included in one of the
following subsections. As the nonlinearities become more significant, the heating levels start to
increase, until eventually saturation occurs.
6.3.2 Linear Secondary Instability Analysis
In the present study, two cases will be examined further to understand the secondary instabil-
ities. This will follow a very similar procedure to the HIFiRE-5b section for each case. The first
step for each case is to locate the transition onset location based on the first departure from laminar
heating. A Stanton number ratio of 1.005 coincides with a first departure from laminar heating and
was found to be the approximate location of the secondary instability neutral point on HIFiRE-5b
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(a) NPSE N-factors (b) Mean-flow distortion Stanton number
Figure 6.7: Vortex path of interest NPSE calculations for various initial u-amplitudes.
(experimentally, skip this ratio and directly locate the approximate secondary instability neutral
point). As a reminder from the HIFiRE-5b section, this ratio is defined as the total (laminar ba-
sic state plus NPSE mean-flow distortion) Stanton number normalized by the laminar basic-state
Stanton number. Figure 6.8 shows the development of the Stanton number ratio axially along the
vortex path for initial u-amplitudes of 1% and 0.1% (the two cases).
Figure 6.8: Stanton number ratio. The shapes indicate various nonlinear regions.
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The ratio of 1.005 is used here as the upstream bound for secondary instability analysis (only
applicable for computations). This criteria is assessed in this subsection for the HIFiRE-5 38.1%
wind tunnel model. The blue and red circles in Fig. 6.8 represent this upstream bound. The blue
and red triangles represent the end of the early secondary instability development region. And the
blue and red squares represent the last axial locations of the secondary instability analysis, within
the stationary-crossflow saturation region. The goal is to locate the secondary instability neutral
point, and then track the linear development of these secondary instabilities for two different initial
amplitudes.
In order to perform secondary instability analysis, modified basic states need to be created.
Modified basic states downstream of transition onset for both cases are reconstructed using the
NPSE disturbance wave added to the laminar basic state. The modified basic states are assumed
over a spanwise interval of one wavelength. The ρu mass-flux modified basic states for the 1%
and 0.1% cases between the circles and triangles are shown in Fig. 6.9. The 1% case utilizes
slices at 0.10 through 0.15 meters. The 0.1% case utilizes slices at 0.16 through 0.21 meters.
The nonlinear effects and disturbance amplitudes become substantial at further downstream axial
locations. Comparing the modified basic states from the 1% and 0.1% initial amplitude cases, the
crossflow vortex appears very similarly developed for each relative axial plane shown. The main
differences are the local spanwise wavelengths and the vertical heights of the crossflow vortex.
Further downstream, saturation of the stationary-crossflow vortex is achieved for each initial
amplitude. The modified basic states in this region are shown in Fig. 6.10 for the 1% (left) and
0.1% (right) cases. Note that not all modified basic states between the triangles and squares are
shown, but all have been analyzed. For the 1% case, the slices visualized include 0.21 through 0.24
meters. For the 0.1% case, the slices visualized include 0.27 through 0.30 meters. Comparing the
modified basic states from the 1% and 0.1% initial amplitude cases, the crossflow vortex appears
very similarly developed for each relative axial plane shown. Furthermore, the crossflow vortex
appears to have saturated vertically at these locations.
These modified basic states are directly used as the input for the spatial BiGlobal analysis. The
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Figure 6.9: Normalized ρu mass-flux modified basic states for 1% (left) and 0.1% (right) within
early nonlinear region.
same procedure used to analyze the secondary instabilities on the yawed straight circular cone[97]
was used here. The work by Moyes et al.[97] contains a detailed description of this analysis
technique and many of the same instability mechanisms appear in the present analysis. Figure 5.15
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Figure 6.10: Normalized ρu mass-flux modified basic states for 1% (left) and 0.1% (right) within
saturation region.
shows the growth rates for the three most amplified instability families within the frequency range
of F∈(0,1250) kHz. The left side corresponds to the 1% case (0.10 through 0.20 meters) and the
right side corresponds to the 0.1% case (0.16 through 0.26 meters).
Analysis on the yawed straight circular cone[97] concluded that the three instabilities represent
a combined modified second mode and type-I secondary instability and two type-II secondary in-
stabilities. Phase speed, mode shape, and other attributes discussed in greater detail in Moyes et
al.[97] are used in order to designate the different disturbance mechanisms. Initially, the mostly
unmodified second mode exists and the secondary instabilities are approximately neutrally stable.
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Figure 6.11: Spatial BiGlobal secondary analysis growth rates versus frequency for 1% (left) and
0.1% (right).
An unstable type-I then develops through the existing second mode leading to a combined mod-
ified second mode and type-I secondary instability. Multiple type-II secondary instabilities then
develop into unstable mechanisms, and experience broadening frequency bands extending past
one megahertz downstream. Once saturation is reached, the growth rates for each family and the
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corresponding frequencies approach constants (this is not shown directly).
Slightly downstream from the Stanton number ratio of 1.005, the secondary instabilities are
approximately neutrally stable. For the 1% case, they are neutrally stable near 0.12 meters (second
slice from Fig. 6.11). For the 0.1% case, they are neutrally stable near 0.16 meters (first slice from
Fig. 6.11). Therefore, from these results and the results from the HIFiRE-5b section, a Stanton
number ratio of 1.005 seems to provide a very promising estimate for the secondary instability
neutral point (experimentally, skip this ratio and directly locate the approximate secondary insta-
bility neutral point), that is, the transition onset location.
Comparing the two initial amplitude sets of growth rates (Fig. 6.11) with each other, it is clear
that the 0.1% initial amplitude (right) frequencies are smaller. This is due to the larger boundary
layer downstream. The growth rates, however, appear to be very similar between the two cases.
Previous subsonic work suggests the “transition” location does not change for varying rough-
ness heights[24, 99, 100]. The “transition” location they discuss is past the stationary-crossflow
saturation onset location. The results from these stationary-crossflow NPSE calculations achieved
saturation and the secondary instabilities in this region are investigated. The growth rates for each
instability family were then integrated separately in order to calculate the amplification of each
instability family at each frequency over the whole domain of interest. The secondary instability
linear N-factor development for the 1% case is shown in Fig. 6.12 at axial stations of 0.14 meters
through 0.24 meters. The secondary instability linear N-factor development for the 0.1% case is
shown in Fig. 6.13 at axial stations of 0.20 meters through 0.30 meters. The frequency range shown
for both cases is F∈(0,1250) kHz.
For the two type-II secondary instabilities, the linear N-factors from the two cases show similar
amplification trends at relatively similar axial distances from their respective secondary instability
neutral points. The linear N-factors were computed for the combined mode for each case, how-
ever their amplification levels were not similar. This combined modified second mode and type-I
secondary instability has proven to be quite challenging to understand and until a marching capa-
bility with streamwise disturbance history is available, the N-factors for this instability family are
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Figure 6.12: Spatial BiGlobal secondary analysis N-factors versus frequency for 1%.
limited. Nonetheless, large peak N-factors are achieved and the shapes of the N-factor frequency
bands qualitatively match. The larger initial amplitudes produce larger frequencies, as expected,
due to the boundary-layer characteristics at earlier axial stations. Following the analysis of low-
speed secondary instability measurements[32], the large amplification occurs within the transition
region and is followed by imminent breakdown to turbulence.
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Figure 6.13: Spatial BiGlobal secondary analysis N-factors versus frequency for 0.1%.
6.3.3 Discussion
From the author’s perspective, with a developing intuition for stationary crossflow, when given
configurations with specific surface conditions, the first NPSE simulations, so far, have been within
an order of magnitude of the target initial amplitude. For example, to compare with the experiment
of Matthew Borg for this HIFiRE-5 case with natural roughness in the BAM6QT, the first guess
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for an initial amplitude was u′0,1 = 0.01%. As detailed in the next subsection, the correct initial
amplitude seems to be u′0,1 = 0.0362% (these amplitudes are within an order of magnitude of
each other). To try and quantify the author’s intuition for the initial amplitude, it is useful to
look at a specific example. Figure 6.8 portrays the Stanton number ratio for the 1% and 0.1%
cases (these initial amplitudes are an order of magnitude different). The circles represent the
respective first deviation from the basic-state heating levels, the beginning of nonlinear effects, the
approximate secondary instability neutral point, and, as proposed here, the possible transition onset
location. It is a very significant location in a flow field. It could be considered the critical point to
determine if a flow would eventually breakdown to turbulence. The circles are located at 0.10 and
0.16 meters, respectively. As previously discussed, the model length is 0.328 meters. Those two
points represent possible locations of onset and are within 20% of each other with respect to the
length of the model. Delving deeper into the extent of transition, the type-II secondary instability
results for these two cases develop at approximately the same rate as each other. To reach a
secondary instability N-factor of approximately 6, for example, takes both cases about 0.14 meters
from their respective secondary instability neutral point locations (onset). If it is assumed that
a secondary instability N-factor of 6 is the end of transition (only for discussion purposes), the
length of transition, for both cases, is about 40− 45% of the model’s length, which is a significant
portion of the vehicle. The main takeaway is that at the end of transition, the uncertainty is still
about 20%. Therefore, once a definition for transition is agreed upon, this technique could be
predictive with 20% uncertainty. Add in the fact that the LPSE results might not be exact for
initializing NPSE, and that NPSE looks at discrete spanwise wavelengths, maybe the uncertainty
jumps to 25%. Add in another fact that this analysis has been performed along only a few parts
of a flow field, and that the boundary-layer stability behavior might not be consistent in different
parts, maybe the uncertainty jumps to 30%. The standard by the community has been the Reθ/Me
technique, which ranges from 20-80% uncertainty for transition location[104]. Other correlations
(for a flat plate at supersonic and hypersonic speeds) have been suggested and range from 20-50%
uncertainty[105]. Based on this, the lower bound of 20% does not improve, but the upper bound of
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30% drastically improves by utilizing some combination of LST, LPSE, coupled NPSE and SBG
analysis, and some intuition about initial conditions of stationary crossflow. A key component to
all of this analysis is that when a technique is utilized, the upper bound of uncertainty is the number
that should realistically be used or cited.
Based on these findings, if the laminar-to-turbulent transition process is dominated by the
stationary-crossflow instability, LST, LPSE, and coupled NPSE and SBG analysis, even without
a receptivity transfer function, can reduce the uncertainty associated with locating the transition
location and understanding other components of the laminar-to-turbulent transition problem. Uti-
lizing LPSE to determine the most amplified content and LST to determine the corresponding
neutral point, a powerful technique has been established to initialize NPSE consistently. The miss-
ing component is the initial amplitude. For all of the stationary-crossflow calculations from DNS
and NPSE over the years, a detailed database is starting to form to group types of roughness with
associated initial amplitudes of a stationary-crossflow disturbance. The focus of the receptivity
problem has expanded to embrace this database technique and others that are emerging for other
instabilities, but there is still a lot of work to be done in this field. As receptivity models become
available or databases become more complete, these uncertainty ranges should only go down.
6.4 Initial Conditions Effect on Laminar-to-Turbulent Transition Process of Stationary-
Crossflow Instability
As mentioned previously, the red lines from Fig. 6.6 and Fig. 6.7 represent a BAM6QT corre-
lated initial amplitude case, based on the infrared thermography heat-flux data. The NPSE initial-
ization parameters (and spanwise wavelength development) match the previous subsection and the
corresponding stationary-crossflow initial amplitude is 0.0362% of Ue. This initial amplitude was
determined using a similar technique as the BOLT section. Using the heat-flux data from Fig. 6.4b
and the basic-state heat flux in the same regions, the first deviation location could be determined.
Then an iterative process was performed based on the first deviation. At this location, nonlinear
effects from the NPSE should start to become noticeable. It is important to note that for the present
work the NPSE initial disturbance amplitudes are correlated so that this match occurs, but with a
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receptivity transfer function, the NPSE initial amplitudes would be predictive.
The bounds of the IR thermography heat-flux data (top and bottom from Fig. 6.4b), the basic-
state heat-flux data in the same region, and the physics-based method of rebuilding the flow field
from the NPSE calculation to calculate the heat flux are all shown in Fig. 6.14. The solid black
lines represent the vortex path of interest and the dashed black lines represent the neighboring
vortex paths.
Figure 6.14: Vortex path of interest NPSE heat flux compared to BAM6QT IR streak. Stationary-
crossflow-only.
As mentioned throughout this dissertation, the bounds are the important aspect currently. It is
clear that the peak heating levels seem to match very well until about 0.24 meters, while the lowest
heating levels deviate almost instantly. Once an axial station of 0.24 meters is reached, the whole
system seems to behave differently between the BAM6QT experiment and the NPSE simulation.
The most striking difference is that the bounds of the experiment do not dip below the basic-state
heating levels. This is important because it has been consistently shown in stationary-crossflow
dominant steady DNS calculations[84] and NPSE calculations, in this dissertation, that for a pure
stationary-crossflow developed flow field, the lowest heating levels will dip below the basic-state
heating levels (for at least part of the highly nonlinear region).
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The IR thermography is typically accompanied by pressure fluctuation measurements. That
data has shown traveling-crossflow waves that amplify quickly until they eventually become un-
recognizable with a broad band of frequencies. A few important questions for the community can
then be posed: 1) why do these differences in the heating levels exist between this pure stationary-
crossflow developed flow field and the BAM6QT experimental data? 2) Could including unsteady
modes, such as traveling crossflow, in the nonlinear calculation help with bridging the differences?
3) Do these differences exist in other quiet wind tunnels, and if so, how quiet are quiet wind
tunnels? Many questions have been asked and some of these will be addressed here.
6.4.1 Interacting Stationary and Traveling Crossflow
In order to answer these questions, simulations involving stationary and traveling crossflow,
and their interactions, are performed. This is not the first time their interactions have been studied,
but this is the first time that their interactions will be validated and the first time results of this type
are calculated in the hypersonic realm on a complex 3-D boundary layer. All previous results are
in subsonic flows on swept wings. The first interaction study was performed by Liu et al.[106]
using a DNS. He concluded that both stationary and traveling instabilities play significant roles in
swept-wing boundary-layer transition. Since then, a DNS was performed by Duan et al.[107] This
is the most complete DNS of interacting stationary and unsteady modes that relates to the work in
this subsection; it shows similar skin friction coefficient trends across the spanwise waves as the
BAM6QT heating trends (no dip below the basic-state skin friction coefficient/heating levels). It
also shows modulated stationary-crossflow waves due to the unsteady modes. No validation was
performed. Other DNS calculations were performed by Li et al.[108], which studied the stationary
and traveling-crossflow modes, and their corresponding secondary instabilities, independently. An
interaction was not included in these calculations. The latest findings are NPSE calculations per-
formed by Hein[109] to show the effect of traveling crossflow on stationary crossflow. He showed
how the amplitudes change by incorporating the traveling modes and showed the development
of traveling-crossflow secondary instabilities (all using NPSE). Overall, experiments have shown
stationary and traveling crossflow coexist and can modify the mean flow, and computations have
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begun to incorporate this coexistence of modes.
For the present calculations, the stationary-crossflow initial amplitude and spanwise wave-
length development are fixed, as the initial heating levels seem to match the experimental heating
levels well into the early nonlinear region (the local maximum levels specifically). The traveling-
crossflow initial amplitude is varied by orders of magnitude of the stationary-crossflow initial
amplitude. As mentioned, the peak frequencies for the traveling crossflow are between 45-70
kHz from the LPSE calculations. Matthew Borg cites 45 kHz as the dominant frequency[10], so
45 kHz is utilized as the fundamental frequency for the traveling-crossflow mode. In order to
converge these new simulations, it was found that 5-10 stationary-crossflow modes were needed.
Furthermore, anywhere from 3-7 pure unsteady modes were needed. Cross modes making a 3
by 3 square up to a 5 by 5 square were also needed. It was found that modes such as a (n,k) =
(5,13) were not necessary. So, for more efficient computations, the higher harmonic cross modes
were neglected. As a reminder, the stationary-crossflow initial amplitude was 0.0362% of Ue.
The simulations in the order discussed had traveling-crossflow initial amplitudes of 0.0000362%,
0.000362%, and 0.00362% of Ue. The bounds of the IR thermography heat-flux data (top and
bottom from Fig. 6.4b), the basic-state heat-flux data in the same region, and the physics-based
method of rebuilding the flow field from the NPSE calculations to calculate the heat flux are all
shown in Fig. 6.15, Fig. 6.16, and Fig. 6.17. To build the flow field, only the stationary modes
and the mean-flow distortion were necessary. This is equivalent to time averaging the traveling-
crossflow results, which is consistent with the technique employed in the BAM6QT experiments.
Comparing Fig. 6.15 to the stationary-crossflow-only case, Fig. 6.14, it is clear that up until
the solution diverges at about 0.28 meters, there are minimal differences. In fact, it seems that
3 orders of magnitude smaller initial amplitude for traveling crossflow is enough to remove a
modulation of the stationary wave due to the traveling-crossflow instability. Upping the initial
amplitude to 2 orders of magnitude smaller (Fig. 6.16), a large change in heating occurs after
the stationary-crossflow wave has started to nonlinearly develop. The peak heating levels of the
BAM6QT experiment seem to be well captured, but an iterative process near this amplitude might
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Figure 6.15: Vortex path of interest NPSE heat flux compared to BAM6QT IR streak. Interacting
stationary and 3 orders of magnitude smaller traveling crossflow.
Figure 6.16: Vortex path of interest NPSE heat flux compared to BAM6QT IR streak. Interacting
stationary and 2 orders of magnitude smaller traveling crossflow.
be beneficial to achieve an even better match. Upping the initial amplitude one more time to
1 order of magnitude smaller (Fig. 6.17), the bounds of the experimental heat flux are entirely
missed. The combination produces heating levels that are too large and it even modifies the early
stationary-crossflow nonlinear development region. For all orders of magnitude, it seems that the
lower bound does not match. This is located where the top of the stationary-crossflow wave would
be, and only one fundamental traveling-crossflow wave has been incorporated. It is hypothesized
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Figure 6.17: Vortex path of interest NPSE heat flux compared to BAM6QT IR streak. Interacting
stationary and 1 orders of magnitude smaller traveling crossflow.
that including more fundamental traveling-crossflow modes (potentially with phase shifts) and
the secondary instability type-I and type-II modes could help to correct the differences. This is
beyond the scope of this dissertation, as these types of calculations would require using EPIC on a
supercomputer to be able to incorporate all of these modes. Currently, EPIC is not set up to work
on a supercomputer.
These order of magnitude simulations are quite significant. More specifically, these unsteady
perturbations that match the wind tunnel experiment are approximately 2 orders of magnitude
smaller, initially, than the stationary perturbation and they still have a significant effect. It seems
that in the BAM6QT experiment, the traveling crossflow is important and is really distorting the
mean flow after transition onset. Furthermore, the calculations show that if the freestream turbu-
lence level is high enough (such as in a more conventional wind tunnel), the flow field might be
unrecognizable, and if the freestream turbulence level is low enough (perhaps in flight), the flow
field might behave exactly as a steady DNS through the highly nonlinear region. Even more inter-
estingly, it seems that the low freestream turbulence level (defined as the root-mean-square Pitot
pressure normalized by the mean Pitot pressure) of 0.03%[10], at most, in the BAM6QT may still
have content large enough to warrant more complicated unsteady nonlinear simulations, but small
enough that modal boundary-layer instabilities remain a key part of the laminar-to-turbulent transi-
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tion problem. In fact, techniques such as NPSE are going to be critical, as these larger simulations
are going to require more computational resources, and more simulations, as the test matrix will
get larger.
6.4.1.1 Iteratively Refined Initial Amplitudes
With a brief order of magnitude analysis completed, a refined iteration process was performed
near the 2 orders of magnitude smaller traveling-crossflow case. It was found that the ideal com-
bination is a stationary-crossflow initial amplitude of 0.0362% and a traveling-crossflow initial
amplitude of 0.000312%. The bounds of the IR thermography heat-flux data (top and bottom
from Fig. 6.4b), the basic-state heat-flux data in the same region, and the physics-based method
of rebuilding the flow field from the NPSE calculations to calculate the heat flux are all shown in
Fig. 6.18. It shows a heat-flux upper bound that closely matches with wind tunnel bounds.
Figure 6.18: Vortex path of interest NPSE heat flux compared to BAM6QT IR streak. Interacting
stationary and traveling crossflow.
The corresponding u′ amplitudes become more complex, as seen in Fig. 6.19. The fundamental
modes and the mean-flow distortion have been highlighted. The peak u′0,1 reaches 31%, while the
saturation amplitude is around 17−31%. The change from the completely stationary case is drastic;
the peak u′0,1 reached 38%, while the saturation amplitude was around 31− 38%. The u-amplitude
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is common for computations, but the most common flow variable measured in experiments is
pressure. The maximum static pressure and wall static pressure amplitudes have been included
in Fig. 6.20. The maximum P-amplitudes seem to be about an order of magnitude smaller than
the u-amplitudes and the wall P-amplitudes seem to be multiple orders of magnitude smaller than
both. It is clear from the maximum u-amplitudes and maximum P-amplitudes that the stationary-
crossflow wave is the largest amplitude mechanism. This is significant because it seems that the
stationary-crossflow wave dominates the system, while the traveling crossflow acts to modulate the
stationary-crossflow wave. Moreover, since the stationary-crossflow wave is large in comparison to
the traveling crossflow, a streaking pattern, rather than a “smear”, is expected, which is consistent
with the BAM6QT experiments.
Figure 6.19: Vortex path of interest NPSE u-amplitudes.
Further comparisons of the interacting case and the stationary-crossflow-only case are made.
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(a) Maximum P-amplitudes (b) Wall P-amplitudes
Figure 6.20: Vortex path of interest NPSE P-amplitudes.
The rebuilt flow fields for both cases are shown in Fig. 6.21. The left and middle columns represent
the stationary only and the interacting cases, respectively, while the right column shows direct
isocontour comparisons. For the interaction case, the rebuilt flow field has been time-averaged.
Due to the strength of the stationary-crossflow wave, the traveling crossflow acts to modulate the
stationary-crossflow wave, but the primary wave remains relatively intact. The right column most
clearly shows the differences, where the stationary-crossflow-only case has black lines and the
interacting case has red lines. These differences are shown at axial locations of 0.21 through 0.26
meters. The traveling crossflow definitely distorts the flow field and seems to spread the wave over
the span, but the overall spanwise location of the wave remains relatively stationary.
Although there is a noticeable difference, these waves look relatively similar. If an experi-
ment was able to make off-wall time-averaged measurements, the measurements would need high
enough resolution, otherwise it could be easy to mistake one for the other. Coupled off-wall mea-
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Figure 6.21: Normalized ρu mass-flux modified basic states for stationary-crossflow-only versus
interacting stationary and traveling crossflow.
surements and IR thermography would be ideal. An example of the coupled results is shown in
Fig. 6.22. Here the 0.26 meters axial station is shown with the spanwise rebuilt flow field iso-
contour on top and the corresponding spanwise wall heat flux on the bottom. Once again, the
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stationary-crossflow-only case has black lines and the interacting case has red lines. The sharpness
of the peak heating is very clear for the interacting case, but this key difference would be missed
with only off-wall measurements.
Figure 6.22: Normalized ρu mass-flux modified basic states and spanwise heat flux for stationary-
crossflow-only versus interacting stationary and traveling crossflow.
The interaction case analysis up to this point has been time-averaged, which is quite useful,
as the experimental findings were time-averaged. However, in order to completely understand the
spanwise variation of the wave, time-varying results are needed. Figure 6.23 shows one cycle of
time for the spanwise heat flux of the crossflow wave at 0.26 meters. This is the clearest indicator
that the spanwise location of the wave remains relatively fixed. A peak at approximately 0.002
meters remains in time and only the red line seems to deviate in span, which only seems to be
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a slight shift. Moreover, this helps to understand why a heat streak would be expected in the
experimental data.
Figure 6.23: Spanwise heat flux for interacting stationary and traveling crossflow over one cycle
of time.
6.4.2 Discussion
Based on these findings, it appears that the traveling-crossflow instability plays a significant
role in the BAM6QT on HIFiRE-5. The initial amplitude of the traveling crossflow is fairly in-
significant (2 orders of magnitude smaller than the stationary crossflow), but grows large enough to
distort the mean flow. This distortion leads to heating levels that vary drastically from a completely
stationary simulation. The traveling crossflow and possibly other unsteady modes seem to be the
key to redistributing the momentum in the flow field, ultimately moving the higher momentum
fluid toward the wall and mixing the spanwise-varying flow field. Based on the amplitudes of the
traveling crossflow, either a slight modulation or a complete collapse of the stationary-crossflow
wave could occur (a streaking pattern could still exist up to a certain amount of modulation, as
shown). A completely stationary-crossflow simulation, on the other hand, develops a rollover that
seems to saturate and remain relatively constant once it is fully developed. These flow field be-
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haviors are quite different. Therefore, it definitely seems reasonable to suggest the computational
community needs to recognize that there may be additional physics that are needed in their simu-
lations. Not every case needs traveling crossflow, as the BOLT flight section showed a steady DNS
can be utilized for verification. Furthermore, in flight, it appears that it is sufficient to only model
the stationary-crossflow instability. But, in wind tunnels such as the BAM6QT, it is possible that
it is important to include traveling crossflow, as it could be part of the background content. The
validation is limited until the proper physics are incorporated. The BAM6QT is a well-designed
and well-built quiet wind tunnel, and it is likely that other quiet wind tunnels may have large
enough freestream turbulence to induce traveling crossflow that could play a significant role in the
laminar-to-turbulent transition process. The good news is that the quiet wind tunnels seem to be
quiet enough for modal boundary-layer instabilities to grow, which helps the push for predictive
tools and techniques.
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7. CONCLUSIONS AND FUTURE WORK
7.1 Conclusions
A framework to utilize reduced-order models to begin to understand boundary-layer instabil-
ities on 2-D and 3-D hypersonic configurations was developed in the dissertation of Kocian[71].
As part of that framework, he was able to develop advanced techniques to predict key pieces of
the stationary-crossflow instability, and a systematic process for this analysis was detailed. He was
able to verify and validate EPIC’s NPSE capability using off-wall quantities from direct numerical
simulations and ground experiments.
As the community looks to apply knowledge from computations and ground experiments to
flight tests (or even actual flight vehicles), collecting wall data is the most realistic option. The
author was able to verify and validate EPIC’s NPSE capability using wall quantities from direct
numerical simulations, ground experiments, and flight tests. For each of these comparisons, an
initial amplitude was not provided for the NPSE calculations. Instead, a criterion was established
using the provided data, for all of the cases, to estimate an initial amplitude. The findings sug-
gest that stationary-crossflow NPSE analysis can match a steady direct numerical simulation. Not
only can the NPSE analysis match a steady direct numerical simulation, but for the BOLT geom-
etry in flight (a complex 3-D flow field), in particular, NPSE has proven to be a technique that
can help identify the character of the various streaks seen in the DNS and suggest they could be
modeled as the stationary-crossflow instability coupled with a receptivity model. Concurrently,
stationary-crossflow NPSE findings for HIFiRE-5b show close agreement with the flight data, but
for the HIFiRE-5 38.1% wind tunnel model, stationary-crossflow NPSE findings completely miss
the mark with certain quiet wind tunnel data. After a detailed study was performed using NPSE, it
was found that an interaction of stationary and traveling crossflow was necessary to match certain
quiet wind tunnel data, which suggests that quiet wind tunnels may not be as quiet as the flight en-
vironment. Based on these findings, this dissertation expands upon the framework of Kocian[71]
108
and provides the community an understanding of the stationary-crossflow instability that is closer
to being complete.
Furthermore, if the laminar-to-turbulent transition location is of interest, a transition onset def-
inition was developed and assessed. In essence, there is a critical location in stationary-crossflow
NPSE simulations with the first deviation from the basic-state heating levels, the beginning of non-
linear effects, and the approximate secondary instability neutral point. This is a very significant
location in a flow field and could be considered the critical point to determine if a flow would
eventually breakdown to turbulence. Secondary instability analysis was performed on various ge-
ometries and this location always contained these characteristics. The author proposed this is the
location of transition onset. Furthermore, linear N-factors were calculated from the secondary
instability analysis and two key findings emerged in this dissertation: if they are any indicator,
1) the transition length is quite long in hypersonic flow fields, and 2) they exceed 6, continue to
amplify, and the stationary-crossflow dominant flow field is most likely on the verge of nearing
the beginning of turbulence. Based on these findings, it was shown that by coupling NPSE and
SBG analysis, even without a receptivity model, for the stationary-crossflow instability, transition
location uncertainty can be reduced compared to other reduced-order techniques or correlations.
All of these findings would not have been possible without the in-house developed boundary-
layer stability code, EPIC. EPIC has been developed by a few graduate students, including the
author, and the Computational Stability & Transition laboratory advisor, Helen Reed. The author’s
contributions, as detailed at the end of section 3, have been instrumental in making EPIC more
accurate and efficient, more robust and automated, and user friendly. Through these advancements
and more code flexibility, EPIC3 was developed (primarily through the present research), a code
provided to the government and national laboratories to study boundary-layer stability and laminar-
to-turbulent transition and a spin-off from EPIC, through an ongoing SBIR Phase-II with CFD
Research Corporation.
Overall, all of the objectives have been met. An in-depth validation and verification of the com-
putational tools has been performed. The author successfully characterized the nonlinear growth of
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the stationary-crossflow instability and its corresponding secondary instabilities on hypersonic rel-
evant geometries. A physics-based technique to analyze stationary-crossflow NPSE heating rates
was developed, assessed, and determined to be quite useful. The NPSE technique was assessed
and showed a lot of promise for engineering application purposes, at a fraction of the computa-
tional cost of a DNS. In fact, this work shows the power and utility of NPSE in a way that has not
been shown before and shows that it can be a key partner with DNS and experiments toward the
understanding and modeling of the laminar-to-turbulent transition problem, as well as being used
for practical engineering applications, in its current state. Finally, by coupling NPSE and SBG
analysis, a physics-based stationary-crossflow transition onset criteria was proposed and proved to
be consistent and predictive.
7.2 Future Work
In order to understand the laminar-to-turbulent transition problem further, a few key projects
have been determined as critical:
• Compile a more complete DNS and NPSE initial amplitude database for each instability
mechanism
• Re-analyze stationary crossflow and its corresponding secondary instabilities in low-speed
flows using techniques from this dissertation to bridge the gap between speed regimes
• Put an NPSE capability on a supercomputer for larger more complex simulations, such as
K-type or interacting stationary and traveling crossflow (this also applies to pushing DNS
toward unsteady simulations on complex 3-D flow fields)
7.2.1 BOLT
• Calculate secondary instabilities of NPSE stationary crossflow using techniques from this
dissertation
• Apply and validate the techniques from the BOLT flight and HIFiRE-5 wind tunnel studies
in this dissertation to the BOLT wind tunnel model and data
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7.2.2 HIFiRE-5b
• Calculate a steady DNS under flight conditions for verification purposes
7.2.3 HIFiRE-5 38.1%
• Expand initial conditions effect study to include more parameter variation, such as number
of harmonics, specified spanwise wavelength, and specified frequency
• Apply and validate the techniques of this dissertation to the Texas A&M University Mach 6
Quiet Tunnel model and data
• Calculate secondary instabilities of NPSE stationary crossflow using NPSE-3D to determine
if interacting stationary and traveling crossflow is a primary/primary or primary/secondary
instability interaction
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APPENDIX A
LST EQUATIONS
The system of equations is shown below in matrix form. The rows represent the Navier-Stokes
equations, conservation of energy, and global mass continuity, in that order. The columns represent
the shape function flow variables uˆ, vˆ, wˆ, Tˆ , and ρˆ, in that order.
Mηη2(1, 1) = 0
Mηη2(1, 2) = 0
Mηη2(1, 3) = 0
Mηη2(1, 4) = 0
Mηη2(1, 5) = 0
Mηη2(2, 1) = 0
Mηη2(2, 2) = 0
Mηη2(2, 3) = 0
Mηη2(2, 4) = 0
Mηη2(2, 5) = 0
Mηη2(3, 1) = 0
Mηη2(3, 2) = 0
Mηη2(3, 3) = 0
Mηη2(3, 4) = 0
Mηη2(3, 5) = 0
Mηη2(4, 1) = 0
Mηη2(4, 2) = 0
Mηη2(4, 3) = 0
Mηη2(4, 4) = 0
Mηη2(4, 5) = 0
Mηη2(5, 1) = 0
Mηη2(5, 2) = 0
Mηη2(5, 3) = 0
Mηη2(5, 4) = 0
Mηη2(5, 5) = 0
Mηη1(1, 1) = 0
Mηη1(1, 2) = 0
Mηη1(1, 3) = 0
Mηη1(1, 4) = 0
Mηη1(1, 5) = 0
Mηη1(2, 1) = 0
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Mηη1(2, 2) = 0
Mηη1(2, 3) = 0
Mηη1(2, 4) = 0
Mηη1(2, 5) = 0
Mηη1(3, 1) = 0
Mηη1(3, 2) = 0
Mηη1(3, 3) = 0
Mηη1(3, 4) = 0
Mηη1(3, 5) = 0
Mηη1(4, 1) = 0
Mηη1(4, 2) = 0
Mηη1(4, 3) = 0
Mηη1(4, 4) = 0
Mηη1(4, 5) = 0
Mηη1(5, 1) = 0
Mηη1(5, 2) = 0
Mηη1(5, 3) = 0
Mηη1(5, 4) = 0
Mηη1(5, 5) = 0
Mηη0(1, 1) = − µ¯Re
Mηη0(1, 2) = 0
Mηη0(1, 3) = 0
Mηη0(1, 4) = 0
Mηη0(1, 5) = 0
Mηη0(2, 1) = 0
Mηη0(2, 2) = − 4 µ¯3Re
Mηη0(2, 3) = 0
Mηη0(2, 4) = 0
Mηη0(2, 5) = 0
Mηη0(3, 1) = 0
Mηη0(3, 2) = 0
Mηη0(3, 3) = − µ¯Re
Mηη0(3, 4) = 0
Mηη0(3, 5) = 0
Mηη0(4, 1) = 0
Mηη0(4, 2) = 0
Mηη0(4, 3) = 0
Mηη0(4, 4) = − κ¯P r Re
Mηη0(4, 5) = 0
Mηη0(5, 1) = 0
Mηη0(5, 2) = 0
123
Mηη0(5, 3) = 0
Mηη0(5, 4) = 0
Mηη0(5, 5) = 0
Mη2(1, 1) = 0
Mη2(1, 2) = 0
Mη2(1, 3) = 0
Mη2(1, 4) = 0
Mη2(1, 5) = 0
Mη2(2, 1) = 0
Mη2(2, 2) = 0
Mη2(2, 3) = 0
Mη2(2, 4) = 0
Mη2(2, 5) = 0
Mη2(3, 1) = 0
Mη2(3, 2) = 0
Mη2(3, 3) = 0
Mη2(3, 4) = 0
Mη2(3, 5) = 0
Mη2(4, 1) = 0
Mη2(4, 2) = 0
Mη2(4, 3) = 0
Mη2(4, 4) = 0
Mη2(4, 5) = 0
Mη2(5, 1) = 0
Mη2(5, 2) = 0
Mη2(5, 3) = 0
Mη2(5, 4) = 0
Mη2(5, 5) = 0
Mη1(1, 1) = 0
Mη1(1, 2) = − i µ¯3Reh1
Mη1(1, 3) = 0
Mη1(1, 4) = 0
Mη1(1, 5) = 0
Mη1(2, 1) = − i µ¯3Reh1
Mη1(2, 2) = 0
Mη1(2, 3) = 0
Mη1(2, 4) = 0
Mη1(2, 5) = 0
Mη1(3, 1) = 0
Mη1(3, 2) = 0
124
Mη1(3, 3) = 0
Mη1(3, 4) = 0
Mη1(3, 5) = 0
Mη1(4, 1) = 0
Mη1(4, 2) = 0
Mη1(4, 3) = 0
Mη1(4, 4) = 0
Mη1(4, 5) = 0
Mη1(5, 1) = 0
Mη1(5, 2) = 0
Mη1(5, 3) = 0
Mη1(5, 4) = 0
Mη1(5, 5) = 0
Mη0(1, 1) = −
d
d η
T¯ d
d T¯
µ¯
Re
−
d
d η
h3 µ¯
Re h3
−
d
d η
h1 µ¯
Re h1
Mη0(1, 2) = 0
Mη0(1, 3) = 0
Mη0(1, 4) =
d
d η
h1
d
d T¯
µ¯ u¯
Re h1
−
d
d T¯
µ¯ d
d η
u¯
Re
Mη0(1, 5) = 0
Mη0(2, 1) = 0
Mη0(2, 2) = −4
d
d η
T¯ d
d T¯
µ¯
3Re
− 4
d
d η
h3 µ¯
3Reh3
− 4
d
d η
h1 µ¯
3Reh1
Mη0(2, 3) = − i β µ¯3Reh3
Mη0(2, 4) = ρ¯M2 γ
Mη0(2, 5) = T¯M2 γ
Mη0(3, 1) = 0
Mη0(3, 2) = − i β µ¯3Reh3
Mη0(3, 3) = −
d
d η
T¯ d
d T¯
µ¯
Re
−
d
d η
h3 µ¯
Re h3
−
d
d η
h1 µ¯
Re h1
Mη0(3, 4) =
d
d η
h3
d
d T¯
µ¯ w¯
Re h3
−
d
d T¯
µ¯ d
d η
w¯
Re
Mη0(3, 5) = 0
Mη0(4, 1) = −2M
2 γ µ¯ d
d η
u¯
Re
+
2M2 µ¯ d
d η
u¯
Re
+
2M2 γ d
d η
h1 µ¯ u¯
Re h1
− 2M
2 d
d η
h1 µ¯ u¯
Re h1
Mη0(4, 2) = 0
Mη0(4, 3) = −2M
2 γ µ¯ d
d η
w¯
Re
+
2M2 µ¯ d
d η
w¯
Re
+
2M2 γ d
d η
h3 µ¯ w¯
Re h3
− 2M
2 d
d η
h3 µ¯ w¯
Re h3
Mη0(4, 4) = −2
d
d η
T¯ d
d T¯
κ¯
P r Re
−
d
d η
h3 κ¯
P r Re h3
−
d
d η
h1 κ¯
P r Re h1
Mη0(4, 5) = 0
Mη0(5, 1) = 0
Mη0(5, 2) = ρ¯
Mη0(5, 3) = 0
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Mη0(5, 4) = 0
Mη0(5, 5) = 0
M2(1, 1) = 4 µ¯3Reh21
M2(1, 2) = 0
M2(1, 3) = 0
M2(1, 4) = 0
M2(1, 5) = 0
M2(2, 1) = 0
M2(2, 2) = µ¯Re h21
M2(2, 3) = 0
M2(2, 4) = 0
M2(2, 5) = 0
M2(3, 1) = 0
M2(3, 2) = 0
M2(3, 3) = µ¯Re h21
M2(3, 4) = 0
M2(3, 5) = 0
M2(4, 1) = 0
M2(4, 2) = 0
M2(4, 3) = 0
M2(4, 4) = κ¯P r Re h21
M2(4, 5) = 0
M2(5, 1) = 0
M2(5, 2) = 0
M2(5, 3) = 0
M2(5, 4) = 0
M2(5, 5) = 0
M1(1, 1) = i ρ¯ u¯h1
M1(1, 2) = − i
d
d η
T¯ d
d T¯
µ¯
Re h1
− i
d
d η
h3 µ¯
3Reh1 h3
− 7 i
d
d η
h1 µ¯
3Reh21
M1(1, 3) = β µ¯3Reh1 h3
M1(1, 4) = i ρ¯M2 γ h1
M1(1, 5) = i T¯M2 γ h1
M1(2, 1) = 2 i
d
d η
T¯ d
d T¯
µ¯
3Reh1
+
7 i d
d η
h1 µ¯
3Reh21
M1(2, 2) = i ρ¯ u¯h1
M1(2, 3) = 0
M1(2, 4) = i
d
d η
h1
d
d T¯
µ¯ u¯
Re h21
− i
d
d T¯
µ¯ d
d η
u¯
Re h1
M1(2, 5) = 0
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M1(3, 1) = β µ¯3Reh1 h3
M1(3, 2) = 0
M1(3, 3) = i ρ¯ u¯h1
M1(3, 4) = 0
M1(3, 5) = 0
M1(4, 1) = 0
M1(4, 2) = −2 iM
2 γ µ¯ d
d η
u¯
Re h1
+
2 iM2 µ¯ d
d η
u¯
Re h1
+
2 iM2 γ d
d η
h1 µ¯ u¯
Re h21
− 2 iM
2 d
d η
h1 µ¯ u¯
Re h21
M1(4, 3) = 0
M1(4, 4) = i ρ¯ u¯γ h1 +
i T¯ d
d T¯
c¯p ρ¯ u¯
h1
+ i c¯p ρ¯ u¯
h1
− i ρ¯ u¯
h1
M1(4, 5) = i T¯ u¯γ h1 − i T¯ u¯h1
M1(5, 1) = i ρ¯h1
M1(5, 2) = 0
M1(5, 3) = 0
M1(5, 4) = 0
M1(5, 5) = i u¯h1
M0(1, 1) = i β ρ¯ w¯h3 − i ω ρ¯+
d
d η
T¯ d
d η
h1
d
d T¯
µ¯
Re h1
+
d
d η
h1
d
d η
h3 µ¯
Re h1 h3
+ β
2 µ¯
Re h23
+
d2
d η2
h1 µ¯
Re h1
+
d
d η
h21 µ¯
Re h21
M0(1, 2) = ρ¯ dd η u¯+
d
d η
h1 ρ¯ u¯
h1
M0(1, 3) = 0
M0(1, 4) = −
d
d T¯
µ¯ d
2
d η2
u¯
Re
−
d
d η
T¯ d
2
d T¯2
µ¯ d
d η
u¯
Re
−
d
d η
h3
d
d T¯
µ¯ d
d η
u¯
Re h3
−
d
d η
h1
d
d T¯
µ¯ d
d η
u¯
Re h1
+
d
d η
T¯ d
d η
h1
d2
d T¯2
µ¯ u¯
Re h1
+
d
d η
h1
d
d η
h3
d
d T¯
µ¯ u¯
Re h1 h3
+
d2
d η2
h1
d
d T¯
µ¯ u¯
Re h1
+
d
d η
h21
d
d T¯
µ¯ u¯
Re h21
M0(1, 5) = 0
M0(2, 1) = −2
d
d η
h1 ρ¯ u¯
h1
M0(2, 2) = i β ρ¯ w¯h3 − i ω ρ¯+
2 d
d η
T¯ d
d η
h3
d
d T¯
µ¯
3Reh3
+
2 d
d η
T¯ d
d η
h1
d
d T¯
µ¯
3Reh1
+
2 d
2
d η2
h3 µ¯
3Reh3
+
4 d
d η
h23 µ¯
3Reh23
+ β
2 µ¯
Re h23
+
2 d
2
d η2
h1 µ¯
3Reh1
+
4 d
d η
h21 µ¯
3Reh21
M0(2, 3) = −2
d
d η
h3 ρ¯ w¯
h3
+
2 i d
d η
T¯ β d
d T¯
µ¯
3Reh3
+
7 i β d
d η
h3 µ¯
3Reh23
M0(2, 4) = − i β
d
d T¯
µ¯ d
d η
w¯
Re h3
+
i β d
d η
h3
d
d T¯
µ¯ w¯
Re h23
+
d
d η
ρ¯
M2 γ
M0(2, 5) = −
d
d η
h3 w¯2
h3
−
d
d η
h1 u¯2
h1
+
d
d η
T¯
M2 γ
M0(3, 1) = 0
M0(3, 2) = ρ¯ dd η w¯ +
d
d η
h3 ρ¯ w¯
h3
− i
d
d η
T¯ β d
d T¯
µ¯
Re h3
− 7 i β
d
d η
h3 µ¯
3Reh23
− i β
d
d η
h1 µ¯
3Reh1 h3
M0(3, 3) = i β ρ¯ w¯h3 − i ω ρ¯+
d
d η
T¯ d
d η
h3
d
d T¯
µ¯
Re h3
+
d2
d η2
h3 µ¯
Re h3
+
d
d η
h23 µ¯
Re h23
+
d
d η
h1
d
d η
h3 µ¯
Re h1 h3
+ 4β
2 µ¯
3Reh23
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M0(3, 4) = −
d
d T¯
µ¯ d
2
d η2
w¯
Re
−
d
d η
T¯ d
2
d T¯2
µ¯ d
d η
w¯
Re
−
d
d η
h3
d
d T¯
µ¯ d
d η
w¯
Re h3
−
d
d η
h1
d
d T¯
µ¯ d
d η
w¯
Re h1
+
d
d η
T¯ d
d η
h3
d2
d T¯2
µ¯ w¯
Re h3
+
d2
d η2
h3
d
d T¯
µ¯ w¯
Re h3
+
d
d η
h23
d
d T¯
µ¯ w¯
Re h23
+
d
d η
h1
d
d η
h3
d
d T¯
µ¯ w¯
Re h1 h3
+ i β ρ¯
M2 γ h3
M0(3, 5) = i T¯ βM2 γ h3
M0(4, 1) = 2M
2 γ d
d η
h1 µ¯
d
d η
u¯
Re h1
− 2M
2 d
d η
h1 µ¯
d
d η
u¯
Re h1
− 2M
2 γ d
d η
h21 µ¯ u¯
Re h21
+
2M2 d
d η
h21 µ¯ u¯
Re h21
M0(4, 2) = −2 iM
2 β γ µ¯ d
d η
w¯
Re h3
+
2 iM2 β µ¯ d
d η
w¯
Re h3
+
2 iM2 β γ d
d η
h3 µ¯ w¯
Re h23
− 2 iM
2 β d
d η
h3 µ¯ w¯
Re h23
+
T¯ d
d η
ρ¯
γ
− T¯ d
d η
ρ¯+
d
d η
T¯ ρ¯
γ
+ T¯ d
d η
T¯ d
d T¯
c¯p ρ¯+
d
d η
T¯ c¯p ρ¯− dd η T¯ ρ¯
M0(4, 3) = 2M
2 γ d
d η
h3 µ¯
d
d η
w¯
Re h3
− 2M
2 d
d η
h3 µ¯
d
d η
w¯
Re h3
− 2M
2 γ d
d η
h23 µ¯ w¯
Re h23
+
2M2 d
d η
h23 µ¯ w¯
Re h23
M0(4, 4) = −M
2 γ d
d T¯
µ¯ d
d η
w¯2
Re
+
M2 d
d T¯
µ¯ d
d η
w¯2
Re
+
2M2 γ d
d η
h3
d
d T¯
µ¯ w¯ d
d η
w¯
Re h3
− 2M
2 d
d η
h3
d
d T¯
µ¯ w¯ d
d η
w¯
Re h3
− M
2 γ d
d η
h23
d
d T¯
µ¯ w¯2
Reh23
+
M2 d
d η
h23
d
d T¯
µ¯ w¯2
Reh23
+ i β ρ¯ w¯
γ h3
+
i T¯ β d
d T¯
c¯p ρ¯ w¯
h3
+ i β c¯p ρ¯ w¯
h3
− i β ρ¯ w¯
h3
− M
2 γ d
d T¯
µ¯ d
d η
u¯2
Re
+
M2 d
d T¯
µ¯ d
d η
u¯2
Re
+
2M2 γ d
d η
h1
d
d T¯
µ¯ u¯ d
d η
u¯
Re h1
− 2M
2 d
d η
h1
d
d T¯
µ¯ u¯ d
d η
u¯
Re h1
− M
2 γ d
d η
h21
d
d T¯
µ¯ u¯2
Reh21
+
M2 d
d η
h21
d
d T¯
µ¯ u¯2
Reh21
− i ω ρ¯
γ
− i T¯ d
d T¯
c¯p ω ρ¯− i c¯p ω ρ¯+ i ω ρ¯
−
d
d η
T¯ 2 d
2
d T¯2
κ¯
P r Re
−
d
d η
T¯ d
d η
h3
d
d T¯
κ¯
P r Re h3
−
d
d η
T¯ d
d η
h1
d
d T¯
κ¯
P r Re h1
−
d2
d η2
T¯ d
d T¯
κ¯
P r Re
+ β
2 κ¯
P r Re h23
M0(4, 5) = i T¯ β w¯γ h3 −
i T¯ β w¯
h3
− i T¯ ω
γ
+ i T¯ ω
M0(5, 1) = 0
M0(5, 2) = dd η ρ¯+
d
d η
h3 ρ¯
h3
+
d
d η
h1 ρ¯
h1
M0(5, 3) = i β ρ¯h3
M0(5, 4) = 0
M0(5, 5) = i β w¯h3 − i ω
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APPENDIX B
LPSE EQUATIONS
The system of equations is shown below in matrix form. The rows represent the Navier-Stokes
equations, conservation of energy, and global mass continuity, in that order. The columns represent
the shape function flow variables uˆ, vˆ, wˆ, Tˆ , and ρˆ, in that order.
Mηη(1, 1) = − µ¯Re
Mηη(1, 2) = 0
Mηη(1, 3) = 0
Mηη(1, 4) = 0
Mηη(1, 5) = 0
Mηη(2, 1) = 0
Mηη(2, 2) = − 4 µ¯3Re
Mηη(2, 3) = 0
Mηη(2, 4) = 0
Mηη(2, 5) = 0
Mηη(3, 1) = 0
Mηη(3, 2) = 0
Mηη(3, 3) = − µ¯Re
Mηη(3, 4) = 0
Mηη(3, 5) = 0
Mηη(4, 1) = 0
Mηη(4, 2) = 0
Mηη(4, 3) = 0
Mηη(4, 4) = − κ¯P r Re
Mηη(4, 5) = 0
Mηη(5, 1) = 0
Mηη(5, 2) = 0
Mηη(5, 3) = 0
Mηη(5, 4) = 0
Mηη(5, 5) = 0
Mξη(1, 1) = 0
Mξη(1, 2) = − Rc µ¯3Reh1
Mξη(1, 3) = 0
Mξη(1, 4) = 0
Mξη(1, 5) = 0
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Mξη(2, 1) = − Rc µ¯3Reh1
Mξη(2, 2) = 0
Mξη(2, 3) = 0
Mξη(2, 4) = 0
Mξη(2, 5) = 0
Mξη(3, 1) = 0
Mξη(3, 2) = 0
Mξη(3, 3) = 0
Mξη(3, 4) = 0
Mξη(3, 5) = 0
Mξη(4, 1) = 0
Mξη(4, 2) = 0
Mξη(4, 3) = 0
Mξη(4, 4) = 0
Mξη(4, 5) = 0
Mξη(5, 1) = 0
Mξη(5, 2) = 0
Mξη(5, 3) = 0
Mξη(5, 4) = 0
Mξη(5, 5) = 0
Mη(1, 1) = ρ¯ v¯ −
d
d η
T¯ d
d T¯
µ¯
Re
−
d
d η
h3 µ¯
Re h3
−
d
d η
h1 µ¯
Re h1
Mη(1, 2) = 2Rc
d
d ξ
T¯ d
d T¯
µ¯
3Reh1
− i α µ¯
3Reh1
Mη(1, 3) = 0
Mη(1, 4) =
d
d η
h1
d
d T¯
µ¯ u¯
Re h1
−
d
d T¯
µ¯ d
d η
u¯
Re
Mη(1, 5) = 0
Mη(2, 1) = −Rc
d
d ξ
T¯ d
d T¯
µ¯
Re h1
− Rc
d
d ξ
h3 µ¯
3Reh1 h3
− i α µ¯
3Reh1
Mη(2, 2) = ρ¯ v¯ − 4
d
d η
T¯ d
d T¯
µ¯
3Re
− 4
d
d η
h3 µ¯
3Reh3
− 4
d
d η
h1 µ¯
3Reh1
Mη(2, 3) = − i β k µ¯3Reh3
Mη(2, 4) =−4Rc
d
d T¯
µ¯ d
d η
v¯
3Re
+
2Rc d
d η
h3
d
d T¯
µ¯ v¯
3Reh3
+
2Rc d
d η
h1
d
d T¯
µ¯ v¯
3Reh1
+
2Rc d
d T¯
µ¯ d
d ξ
u¯
3Reh1
+
2Rc d
d ξ
h3
d
d T¯
µ¯ u¯
3Reh1 h3
+ ρ¯
M2 γ
Mη(2, 5) = T¯M2 γ
Mη(3, 1) = 0
Mη(3, 2) = − i β k µ¯3Reh3
Mη(3, 3) = ρ¯ v¯ −
d
d η
T¯ d
d T¯
µ¯
Re
−
d
d η
h3 µ¯
Re h3
−
d
d η
h1 µ¯
Re h1
Mη(3, 4) =
d
d η
h3
d
d T¯
µ¯ w¯
Re h3
−
d
d T¯
µ¯ d
d η
w¯
Re
Mη(3, 5) = 0
Mη(4, 1) = −2M
2 γ µ¯ d
d η
u¯
Re
+
2M2 µ¯ d
d η
u¯
Re
+
2M2 γ d
d η
h1 µ¯ u¯
Re h1
− 2M
2 d
d η
h1 µ¯ u¯
Re h1
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Mη(4, 2) = −8M
2Rc γ µ¯ d
d η
v¯
3Re
+
8M2 Rc µ¯ d
d η
v¯
3Re
+
4M2Rc γ d
d η
h3 µ¯ v¯
3Reh3
− 4M
2Rc d
d η
h3 µ¯ v¯
3Reh3
+
4M2Rc γ d
d η
h1 µ¯ v¯
3Reh1
− 4M
2Rc d
d η
h1 µ¯ v¯
3Reh1
+
4M2 Rc γ µ¯ d
d ξ
u¯
3Reh1
− 4M
2 Rc µ¯ d
d ξ
u¯
3Reh1
+
4M2Rc γ d
d ξ
h3 µ¯ u¯
3Reh1 h3
− 4M
2Rc d
d ξ
h3 µ¯ u¯
3Reh1 h3
Mη(4, 3) = −2M
2 γ µ¯ d
d η
w¯
Re
+
2M2 µ¯ d
d η
w¯
Re
+
2M2 γ d
d η
h3 µ¯ w¯
Re h3
− 2M
2 d
d η
h3 µ¯ w¯
Re h3
Mη(4, 4) = ρ¯ v¯γ + T¯ dd T¯ c¯p ρ¯ v¯ + c¯p ρ¯ v¯ − ρ¯ v¯ −
2 d
d η
T¯ d
d T¯
κ¯
P r Re
−
d
d η
h3 κ¯
P r Re h3
−
d
d η
h1 κ¯
P r Re h1
Mη(4, 5) = T¯ v¯γ − T¯ v¯
Mη(5, 1) = 0
Mη(5, 2) = ρ¯
Mη(5, 3) = 0
Mη(5, 4) = 0
Mη(5, 5) = v¯
Mξ(1, 1) = ρ¯ u¯h1 −
8 i Rcα µ¯
3Reh21
Mξ(1, 2) = −Rc
d
d η
T¯ d
d T¯
µ¯
Re h1
− Rc
d
d η
h3 µ¯
3Reh1 h3
− 7Rc
d
d η
h1 µ¯
3Reh21
Mξ(1, 3) = − i Rc β k µ¯3Reh1 h3
Mξ(1, 4) = Pc ρ¯M2 γ h1
Mξ(1, 5) = Pc T¯M2 γ h1
Mξ(2, 1) = 2Rc
d
d η
T¯ d
d T¯
µ¯
3Reh1
+
7Rc d
d η
h1 µ¯
3Reh21
Mξ(2, 2) = ρ¯ u¯h1 −
2 i Rcα µ¯
Re h21
Mξ(2, 3) = 0
Mξ(2, 4) = Rc
d
d η
h1
d
d T¯
µ¯ u¯
Re h21
− Rc
d
d T¯
µ¯ d
d η
u¯
Re h1
Mξ(2, 5) = 0
Mξ(3, 1) = − i Rc β k µ¯3Reh1 h3
Mξ(3, 2) = 0
Mξ(3, 3) = ρ¯ u¯h1 −
2 i Rcα µ¯
Re h21
Mξ(3, 4) = 0
Mξ(3, 5) = 0
Mξ(4, 1) = 0
Mξ(4, 2) = −2M
2 Rc γ µ¯ d
d η
u¯
Re h1
+
2M2 Rc µ¯ d
d η
u¯
Re h1
+
2M2 Rc γ d
d η
h1 µ¯ u¯
Re h21
− 2M
2Rc d
d η
h1 µ¯ u¯
Re h21
Mξ(4, 3) = 0
Mξ(4, 4) = Pc ρ¯ u¯γ h1 +
T¯ d
d T¯
c¯p ρ¯ u¯
h1
+ c¯p ρ¯ u¯
h1
− Pc ρ¯ u¯
h1
− 2 i Rcα κ¯
Pr Reh21
Mξ(4, 5) = Pc T¯ u¯γ h1 − Pc T¯ u¯h1
Mξ(5, 1) = ρ¯h1
Mξ(5, 2) = 0
Mξ(5, 3) = 0
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Mξ(5, 4) = 0
Mξ(5, 5) = u¯h1
M(1, 1) = i β k ρ¯ w¯
h3
+
d
d η
h1 ρ¯ v¯
h1
+
ρ¯ d
d ξ
u¯
h1
+ i α ρ¯ u¯
h1
− i n ω ρ¯+
d
d η
T¯ d
d η
h1
d
d T¯
µ¯
Re h1
− 4 i Rc
d
d ξ
T¯ α d
d T¯
µ¯
3Reh21
+ β
2 k2 µ¯
Re h23
+
d
d η
h1
d
d η
h3 µ¯
Re h1 h3
− 4 i Rcα
d
d ξ
h3 µ¯
3Reh21 h3
+
d2
d η2
h1 µ¯
Re h1
+
d
d η
h21 µ¯
Re h21
+
4 i Rcα d
d ξ
h1 µ¯
3Reh31
− 4 i Rc
d
d ξ
α µ¯
3Reh21
+ 4α
2 µ¯
3Reh21
M(1, 2) = ρ¯ d
d η
u¯+
d
d η
h1 ρ¯ u¯
h1
+
2Rc d
d ξ
T¯ d
d η
h3
d
d T¯
µ¯
3Reh1 h3
− 4Rc
d
d ξ
T¯ d
d η
h1
d
d T¯
µ¯
3Reh21
− i
d
d η
T¯ α d
d T¯
µ¯
Re h1
+
4Rc d
d ξ
h3
d
d η
h3 µ¯
3Reh1 h23
− i α
d
d η
h3 µ¯
3Reh1 h3
+
2Rc d
2
d ξ d η
h3 µ¯
3Reh1 h3
− 2Rc
d
d η
h1
d
d ξ
h3 µ¯
Re h21 h3
+
4Rc d
d ξ
h1
d
d η
h1 µ¯
3Reh31
− 7 i α
d
d η
h1 µ¯
3Reh21
− 4Rc
d2
d ξ d η
h1 µ¯
3Reh21
M(1, 3) = −2
d
d ξ
h3 ρ¯ w¯
h1 h3
+
2 i Rc d
d ξ
T¯ β k d
d T¯
µ¯
3Reh1 h3
+
7 i Rc β d
d ξ
h3 k µ¯
3Reh1 h23
+ αβ k µ¯
3Reh1 h3
M(1, 4) = − i Rc β k
d
d T¯
µ¯ d
d ξ
w¯
Re h1 h3
+
i Rc β d
d ξ
h3 k
d
d T¯
µ¯ w¯
Re h1 h23
+
2 i Rcα d
d T¯
µ¯ d
d η
v¯
3Reh1
+
2 i Rcα d
d η
h3
d
d T¯
µ¯ v¯
3Reh1 h3
− 4 i Rcα
d
d η
h1
d
d T¯
µ¯ v¯
3Reh21
−
d
d T¯
µ¯ d
2
d η2
u¯
Re
−
d
d η
T¯ d
2
d T¯2
µ¯ d
d η
u¯
Re
−
d
d η
h3
d
d T¯
µ¯ d
d η
u¯
Re h3
−
d
d η
h1
d
d T¯
µ¯ d
d η
u¯
Re h1
− 4 i Rcα
d
d T¯
µ¯ d
d ξ
u¯
3Reh21
+
d
d η
T¯ d
d η
h1
d2
d T¯2
µ¯ u¯
Re h1
+
d
d η
h1
d
d η
h3
d
d T¯
µ¯ u¯
Re h1 h3
+
2 i Rcα d
d ξ
h3
d
d T¯
µ¯ u¯
3Reh21 h3
+
d2
d η2
h1
d
d T¯
µ¯ u¯
Re h1
+
d
d η
h21
d
d T¯
µ¯ u¯
Re h21
+
d
d ξ
ρ¯
M2 γ h1
+ i α ρ¯
M2 γ h1
M(1, 5) = −
d
d ξ
h3 w¯2
h1 h3
+ d
d η
u¯ v¯ +
d
d η
h1 u¯ v¯
h1
+
u¯ d
d ξ
u¯
h1
+ i T¯ α
M2 γ h1
+
d
d ξ
T¯
M2 γ h1
M(2, 1) = −2
d
d η
h1 ρ¯ u¯
h1
+
2Rc d
d η
T¯ d
d ξ
h3
d
d T¯
µ¯
3Reh1 h3
+
Rc d
d ξ
T¯ d
d η
h1
d
d T¯
µ¯
Re h21
+
2 i d
d η
T¯ α d
d T¯
µ¯
3Reh1
+
4Rc d
d ξ
h3
d
d η
h3 µ¯
3Reh1 h23
+
2Rc d
2
d ξ d η
h3 µ¯
3Reh1 h3
+
Rc d
d η
h1
d
d ξ
h3 µ¯
3Reh21 h3
− Rc
d
d ξ
h1
d
d η
h1 µ¯
Re h31
+
7 i α d
d η
h1 µ¯
3Reh21
+
Rc d
2
d ξ d η
h1 µ¯
Re h21
M(2, 2) = i β k ρ¯ w¯
h3
+ ρ¯ d
d η
v¯ + i α ρ¯ u¯
h1
− i n ω ρ¯+ 2
d
d η
T¯ d
d η
h3
d
d T¯
µ¯
3Reh3
+
2 d
d η
T¯ d
d η
h1
d
d T¯
µ¯
3Reh1
− i Rc
d
d ξ
T¯ α d
d T¯
µ¯
Re h21
+ β
2 k2 µ¯
Re h23
+
2 d
2
d η2
h3 µ¯
3Reh3
+
4 d
d η
h23 µ¯
3Reh23
− i Rcα
d
d ξ
h3 µ¯
Re h21 h3
+
2 d
2
d η2
h1 µ¯
3Reh1
+
4 d
d η
h21 µ¯
3Reh21
+
i Rcα d
d ξ
h1 µ¯
Re h31
− i Rc
d
d ξ
α µ¯
Reh21
+ α
2 µ¯
Re h21
M(2, 3) = −2
d
d η
h3 ρ¯ w¯
h3
+
2 i d
d η
T¯ β k d
d T¯
µ¯
3Reh3
+
7 i β d
d η
h3 k µ¯
3Reh23
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M(2, 4) = − i β k
d
d T¯
µ¯ d
d η
w¯
Re h3
+
i β d
d η
h3 k
d
d T¯
µ¯ w¯
Re h23
− 4Rc
d
d T¯
µ¯ d
2
d η2
v¯
3Re
− 4Rc
d
d η
T¯ d
2
d T¯2
µ¯ d
d η
v¯
3Re
− 4Rc
d
d η
h3
d
d T¯
µ¯ d
d η
v¯
3Reh3
− 4Rc
d
d η
h1
d
d T¯
µ¯ d
d η
v¯
3Reh1
+
2Rc d
d η
T¯ d
d η
h3
d2
d T¯2
µ¯ v¯
3Reh3
+
2Rc d
d η
T¯ d
d η
h1
d2
d T¯2
µ¯ v¯
3Reh1
+
2Rc d
2
d η2
h3
d
d T¯
µ¯ v¯
3Reh3
+
4Rc d
d η
h23
d
d T¯
µ¯ v¯
3Reh23
+
2Rc d
2
d η2
h1
d
d T¯
µ¯ v¯
3Reh1
+
4Rc d
d η
h21
d
d T¯
µ¯ v¯
3Reh21
− Rc
d
d ξ
T¯ d
2
d T¯2
µ¯ d
d η
u¯
Re h1
− Rc
d
d ξ
h3
d
d T¯
µ¯ d
d η
u¯
3Reh1 h3
− i α
d
d T¯
µ¯ d
d η
u¯
Re h1
− Rc
d
d T¯
µ¯ d
2
d ξ d η
u¯
3Reh1
+
2Rc d
d η
T¯ d
2
d T¯2
µ¯ d
d ξ
u¯
3Reh1
+
7Rc d
d η
h1
d
d T¯
µ¯ d
d ξ
u¯
3Reh21
+
2Rc d
d η
T¯ d
d ξ
h3
d2
d T¯2
µ¯ u¯
3Reh1 h3
+
Rc d
d ξ
T¯ d
d η
h1
d2
d T¯2
µ¯ u¯
Re h21
+
4Rc d
d ξ
h3
d
d η
h3
d
d T¯
µ¯ u¯
3Reh1 h23
+
2Rc d
2
d ξ d η
h3
d
d T¯
µ¯ u¯
3Reh1 h3
+
Rc d
d η
h1
d
d ξ
h3
d
d T¯
µ¯ u¯
3Reh21 h3
− Rc
d
d ξ
h1
d
d η
h1
d
d T¯
µ¯ u¯
Re h31
+
i α d
d η
h1
d
d T¯
µ¯ u¯
Re h21
+
Rc d
2
d ξ d η
h1
d
d T¯
µ¯ u¯
Re h21
+
d
d η
ρ¯
M2 γ
M(2, 5) = −
d
d η
h3 w¯2
h3
−
d
d η
h1 u¯2
h1
+
d
d η
T¯
M2 γ
M(3, 1) = ρ¯
d
d ξ
w¯
h1
+
d
d ξ
h3 ρ¯ w¯
h1 h3
− i Rc
d
d ξ
T¯ β k d
d T¯
µ¯
Re h1 h3
− 7 i Rc β
d
d ξ
h3 k µ¯
3Reh1 h23
+ αβ k µ¯
3Reh1 h3
M(3, 2) = ρ¯ d
d η
w¯ +
d
d η
h3 ρ¯ w¯
h3
− i
d
d η
T¯ β k d
d T¯
µ¯
Re h3
− 7 i β
d
d η
h3 k µ¯
3Reh23
− i β
d
d η
h1 k µ¯
3Reh1 h3
M(3, 3) = i β k ρ¯ w¯
h3
+
d
d η
h3 ρ¯ v¯
h3
+
d
d ξ
h3 ρ¯ u¯
h1 h3
+ i α ρ¯ u¯
h1
− i n ω ρ¯+
d
d η
T¯ d
d η
h3
d
d T¯
µ¯
Re h3
− i Rc
d
d ξ
T¯ α d
d T¯
µ¯
Re h21
+ 4β
2 k2 µ¯
3Reh23
+
d2
d η2
h3 µ¯
Re h3
+
d
d η
h23 µ¯
Re h23
+
d
d η
h1
d
d η
h3 µ¯
Re h1 h3
− i Rcα
d
d ξ
h3 µ¯
Re h21 h3
+
i Rcα d
d ξ
h1 µ¯
Re h31
− i Rc
d
d ξ
α µ¯
Reh21
+ α
2 µ¯
Re h21
M(3, 4) = −
d
d T¯
µ¯ d
2
d η2
w¯
Re
−
d
d η
T¯ d
2
d T¯2
µ¯ d
d η
w¯
Re
−
d
d η
h3
d
d T¯
µ¯ d
d η
w¯
Re h3
−
d
d η
h1
d
d T¯
µ¯ d
d η
w¯
Re h1
− i Rcα
d
d T¯
µ¯ d
d ξ
w¯
Re h21
+
d
d η
T¯ d
d η
h3
d2
d T¯2
µ¯ w¯
Re h3
+
d2
d η2
h3
d
d T¯
µ¯ w¯
Re h3
+
d
d η
h23
d
d T¯
µ¯ w¯
Re h23
+
d
d η
h1
d
d η
h3
d
d T¯
µ¯ w¯
Re h1 h3
+
i Rcα d
d ξ
h3
d
d T¯
µ¯ w¯
Re h21 h3
+
2 i Rc β k d
d T¯
µ¯ d
d η
v¯
3Reh3
− 4 i Rc β
d
d η
h3 k
d
d T¯
µ¯ v¯
3Reh23
+
2 i Rc β d
d η
h1 k
d
d T¯
µ¯ v¯
3Reh1 h3
+
2 i Rc β k d
d T¯
µ¯ d
d ξ
u¯
3Reh1 h3
− 4 i Rc β
d
d ξ
h3 k
d
d T¯
µ¯ u¯
3Reh1 h23
+ i β k ρ¯
M2 γ h3
M(3, 5) = v¯ d
d η
w¯ +
u¯ d
d ξ
w¯
h1
+
d
d η
h3 v¯ w¯
h3
+
d
d ξ
h3 u¯ w¯
h1 h3
+ i T¯ β k
M2 γ h3
M(4, 1) = −2 iM
2Rcβ γ k µ¯ d
d ξ
w¯
Re h1 h3
+
2 iM2Rcβ k µ¯ d
d ξ
w¯
Re h1 h3
+
2 iM2 Rcβ γ d
d ξ
h3 k µ¯ w¯
Re h1 h23
− 2 iM
2Rcβ d
d ξ
h3 k µ¯ w¯
Re h1 h23
+
4 iM2Rcαγ µ¯ d
d η
v¯
3Reh1
− 4 iM
2 Rcα µ¯ d
d η
v¯
3Reh1
+
4 iM2 Rcαγ d
d η
h3 µ¯ v¯
3Reh1 h3
− 4 iM
2Rcα d
d η
h3 µ¯ v¯
3Reh1 h3
− 8 iM
2 Rcαγ d
d η
h1 µ¯ v¯
3Reh21
+
8 iM2 Rcα d
d η
h1 µ¯ v¯
3Reh21
+
2M2 γ d
d η
h1 µ¯
d
d η
u¯
Re h1
− 2M
2 d
d η
h1 µ¯
d
d η
u¯
Re h1
− 8 iM
2Rcαγ µ¯ d
d ξ
u¯
3Reh21
+
8 iM2 Rcα µ¯ d
d ξ
u¯
3Reh21
+
4 iM2 Rcαγ d
d ξ
h3 µ¯ u¯
3Reh21 h3
− 4 iM
2Rcα d
d ξ
h3 µ¯ u¯
3Reh21 h3
− 2M
2 γ d
d η
h21 µ¯ u¯
Re h21
+
2M2 d
d η
h21 µ¯ u¯
Re h21
+
T¯ d
d ξ
ρ¯
γ h1
− T¯
d
d ξ
ρ¯
h1
+
d
d ξ
T¯ ρ¯
γ h1
+
T¯ d
d ξ
T¯ d
d T¯
c¯p ρ¯
h1
+
d
d ξ
T¯ c¯p ρ¯
h1
−
d
d ξ
T¯ ρ¯
h1
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M(4, 2) = −2 iM
2 β γ k µ¯ d
d η
w¯
Re h3
+
2 iM2 β k µ¯ d
d η
w¯
Re h3
+
2 iM2 β γ d
d η
h3 k µ¯ w¯
Re h23
− 2 iM
2 β d
d η
h3 k µ¯ w¯
Re h23
+
4M2Rc γ d
d η
h3 µ¯
d
d η
v¯
3Reh3
− 4M
2 Rc d
d η
h3 µ¯
d
d η
v¯
3Reh3
+
4M2Rc γ d
d η
h1 µ¯
d
d η
v¯
3Reh1
− 4M
2Rc d
d η
h1 µ¯
d
d η
v¯
3Reh1
− 8M
2Rc γ d
d η
h23 µ¯ v¯
3Reh23
+
8M2Rc d
d η
h23 µ¯ v¯
3Reh23
+
8M2 Rc γ d
d η
h1
d
d η
h3 µ¯ v¯
3Reh1 h3
− 8M
2Rc d
d η
h1
d
d η
h3 µ¯ v¯
3Reh1 h3
− 8M
2Rc γ d
d η
h21 µ¯ v¯
3Reh21
+
8M2 Rc d
d η
h21 µ¯ v¯
3Reh21
− 2 iM
2 αγ µ¯ d
d η
u¯
Re h1
+
2 iM2 α µ¯ d
d η
u¯
Re h1
+
4M2Rc γ d
d η
h3 µ¯
d
d ξ
u¯
3Reh1 h3
− 4M
2 Rc d
d η
h3 µ¯
d
d ξ
u¯
3Reh1 h3
− 8M
2Rc γ d
d η
h1 µ¯
d
d ξ
u¯
3Reh21
+
8M2Rc d
d η
h1 µ¯
d
d ξ
u¯
3Reh21
− 8M
2Rc γ d
d ξ
h3
d
d η
h3 µ¯ u¯
3Reh1 h23
+
8M2 Rc d
d ξ
h3
d
d η
h3 µ¯ u¯
3Reh1 h23
+
4M2Rc γ d
d η
h1
d
d ξ
h3 µ¯ u¯
3Reh21 h3
− 4M
2 Rc d
d η
h1
d
d ξ
h3 µ¯ u¯
3Reh21 h3
+
2 iM2 αγ d
d η
h1 µ¯ u¯
Re h21
− 2 iM
2 α d
d η
h1 µ¯ u¯
Re h21
+
T¯ d
d η
ρ¯
γ
− T¯ d
d η
ρ¯+
d
d η
T¯ ρ¯
γ
+ T¯ d
d η
T¯ d
d T¯
c¯p ρ¯+
d
d η
T¯ c¯p ρ¯− dd η T¯ ρ¯
M(4, 3) = 2M
2 γ d
d η
h3 µ¯
d
d η
w¯
Re h3
− 2M
2 d
d η
h3 µ¯
d
d η
w¯
Re h3
− 2 iM
2Rcαγ µ¯ d
d ξ
w¯
Re h21
+
2 iM2 Rcα µ¯ d
d ξ
w¯
Re h21
− 2M
2 γ d
d η
h23 µ¯ w¯
Re h23
+
2M2 d
d η
h23 µ¯ w¯
Re h23
+
2 iM2 Rcαγ d
d ξ
h3 µ¯ w¯
Re h21 h3
− 2 iM
2 Rcα d
d ξ
h3 µ¯ w¯
Re h21 h3
+
4 iM2 Rcβ γ k µ¯ d
d η
v¯
3Reh3
− 4 iM
2Rcβ k µ¯ d
d η
v¯
3Reh3
− 8 iM
2 Rcβ γ d
d η
h3 k µ¯ v¯
3Reh23
+
8 iM2Rcβ d
d η
h3 k µ¯ v¯
3Reh23
+
4 iM2 Rcβ γ d
d η
h1 k µ¯ v¯
3Reh1 h3
− 4 iM
2 Rcβ d
d η
h1 k µ¯ v¯
3Reh1 h3
+
4 iM2Rcβ γ k µ¯ d
d ξ
u¯
3Reh1 h3
− 4 iM
2 Rcβ k µ¯ d
d ξ
u¯
3Reh1 h3
− 8 iM
2Rcβ γ d
d ξ
h3 k µ¯ u¯
3Reh1 h23
+
8 iM2Rcβ d
d ξ
h3 k µ¯ u¯
3Reh1 h23
M(4, 4) = −M
2 γ d
d T¯
µ¯ d
d η
w¯2
Re
+
M2 d
d T¯
µ¯ d
d η
w¯2
Re
+
2M2 γ d
d η
h3
d
d T¯
µ¯ w¯ d
d η
w¯
Re h3
− 2M
2 d
d η
h3
d
d T¯
µ¯ w¯ d
d η
w¯
Re h3
− M
2 γ d
d η
h23
d
d T¯
µ¯ w¯2
Reh23
+
M2 d
d η
h23
d
d T¯
µ¯ w¯2
Reh23
+ i β k ρ¯ w¯
γ h3
+
i T¯ β d
d T¯
c¯p k ρ¯ w¯
h3
+ i β c¯p k ρ¯ w¯
h3
− i β k ρ¯ w¯
h3
+
d
d η
ρ¯ v¯
γ
− d
d η
ρ¯ v¯ + T¯ d
d η
T¯ d
2
d T¯ 2
c¯p ρ¯ v¯ + 2
d
d η
T¯ d
d T¯
c¯p ρ¯ v¯
− M
2 γ d
d T¯
µ¯ d
d η
u¯2
Re
+
M2 d
d T¯
µ¯ d
d η
u¯2
Re
+
2M2 γ d
d η
h1
d
d T¯
µ¯ u¯ d
d η
u¯
Re h1
− 2M
2 d
d η
h1
d
d T¯
µ¯ u¯ d
d η
u¯
Re h1
− M
2 γ d
d η
h21
d
d T¯
µ¯ u¯2
Reh21
+
M2 d
d η
h21
d
d T¯
µ¯ u¯2
Reh21
+
d
d ξ
ρ¯ u¯
γ h1
−
d
d ξ
ρ¯ u¯
h1
+ i α ρ¯ u¯
γ h1
+
T¯ d
d ξ
T¯ d
2
d T¯2
c¯p ρ¯ u¯
h1
+
i T¯ α d
d T¯
c¯p ρ¯ u¯
h1
+
2 d
d ξ
T¯ d
d T¯
c¯p ρ¯ u¯
h1
+ i α c¯p ρ¯ u¯
h1
− i α ρ¯ u¯
h1
− i n ω ρ¯
γ
− i T¯ d
d T¯
c¯p nω ρ¯
− i c¯p nω ρ¯+ i n ω ρ¯+ β2 κ¯ k2PrReh23 −
d
d η
T¯ 2 d
2
d T¯2
κ¯
P r Re
−
d
d η
T¯ d
d η
h3
d
d T¯
κ¯
P r Re h3
−
d
d η
T¯ d
d η
h1
d
d T¯
κ¯
P r Re h1
− 2 i Rc
d
d ξ
T¯ α d
d T¯
κ¯
P r Re h21
−
d2
d η2
T¯ d
d T¯
κ¯
P r Re
− i Rcα
d
d ξ
h3 κ¯
P r Re h21 h3
+
i Rcα d
d ξ
h1 κ¯
P r Re h31
− i Rc
d
d ξ
α κ¯
Pr Reh21
+ α
2 κ¯
P r Re h21
M(4, 5) = i T¯ β k w¯
γ h3
− i T¯ β k w¯
h3
+
d
d η
T¯ v¯
γ
+ T¯ d
d η
T¯ d
d T¯
c¯p v¯ +
d
d η
T¯ c¯p v¯ − dd η T¯ v¯ + i T¯ α u¯γ h1
+
d
d ξ
T¯ u¯
γ h1
+
T¯ d
d ξ
T¯ d
d T¯
c¯p u¯
h1
+
d
d ξ
T¯ c¯p u¯
h1
− i T¯ α u¯
h1
−
d
d ξ
T¯ u¯
h1
− i T¯ n ω
γ
+ i T¯ n ω
M(5, 1) =
d
d ξ
ρ¯
h1
+
d
d ξ
h3 ρ¯
h1 h3
+ i α ρ¯
h1
M(5, 2) = d
d η
ρ¯+
d
d η
h3 ρ¯
h3
+
d
d η
h1 ρ¯
h1
M(5, 3) = i β k ρ¯
h3
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M(5, 4) = 0
M(5, 5) = i β k w¯
h3
+ d
d η
v¯ +
d
d η
h3 v¯
h3
+
d
d η
h1 v¯
h1
+
d
d ξ
u¯
h1
+
d
d ξ
h3 u¯
h1 h3
+ i α u¯
h1
− i n ω
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APPENDIX C
NPSE EQUATIONS
The system of equations is shown below in vector form. The indices represent the Navier-
Stokes equations, conservation of energy, and global mass continuity, in that order. They have
been derived through the quartic level.
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C.1 Quadratic
NLquadratic(1) = − i A1 A2 Rc Tˆ1 β k2
d
d T¯
µ¯ d
d ξ
wˆ2
3Reh1 h3
− i A1 A2 Rc Tˆ1 β k1
d
d T¯
µ¯ d
d ξ
wˆ2
Reh1 h3
− A1 A2
d
d ξ
h3 ρ¯ wˆ1 wˆ2
h1 h3
− 2A1 A2
d
d ξ
h3 ρˆ1 w¯ wˆ2
h1 h3
+ i A1 A2 β k1 ρ¯ uˆ1 wˆ2
h3
+
2 i A1 A2Rc
d
d ξ
T¯ Tˆ1 β k2
d2
d T¯2
µ¯ wˆ2
3Reh1 h3
+
7 i A1 A2 Rc Tˆ1 β
d
d ξ
h3 k2
d
d T¯
µ¯ wˆ2
3Reh1 h23
+
A1 A2 Tˆ1 α2 β k2
d
d T¯
µ¯ wˆ2
3Reh1 h3
− 2A1 A2 Tˆ1 α1 β k2
d
d T¯
µ¯ wˆ2
3Reh1 h3
+
2 i A1 A2 Rc
d
d ξ
Tˆ1 β k2
d
d T¯
µ¯ wˆ2
3Reh1 h3
+
i A1 A2Rc Tˆ1 β
d
d ξ
h3 k1
d
d T¯
µ¯ wˆ2
Reh1 h23
+
A1 A2 Tˆ1 α2 β k1
d
d T¯
µ¯ wˆ2
Reh1 h3
+ i A1 A2 β k2 ρˆ1 uˆ2 w¯
h3
+
2A1 A2 Rc
d
d ξ
T¯ Tˆ1
d2
d T¯2
µ¯ d
d η
vˆ2
3Reh1
− i A1 A2 Tˆ1 α2
d
d T¯
µ¯ d
d η
vˆ2
3Reh1
+
2 i A1 A2 Tˆ1 α1
d
d T¯
µ¯ d
d η
vˆ2
3Reh1
+
2A1 A2Rc
d
d ξ
Tˆ1
d
d T¯
µ¯ d
d η
vˆ2
3Reh1
− A1 A2 Rc Tˆ1
d
d T¯
µ¯ d
2
d ξ d η
vˆ2
3Reh1
− A1 A2 Rc
d
d η
T¯ Tˆ1
d2
d T¯2
µ¯ d
d ξ
vˆ2
Reh1
− A1 A2 Rc Tˆ1
d
d η
h3
d
d T¯
µ¯ d
d ξ
vˆ2
3Reh1 h3
− 7A1 A2 Rc Tˆ1
d
d η
h1
d
d T¯
µ¯ d
d ξ
vˆ2
3Reh21
− A1 A2 Rc
d
d η
Tˆ1
d
d T¯
µ¯ d
d ξ
vˆ2
Reh1
+A1A2 ρ¯
d
d η
uˆ1 vˆ2 +
A1 A2
d
d η
h1 ρ¯ uˆ1 vˆ2
h1
+A1A2 ρˆ1
d
d η
u¯ vˆ2
+
A1 A2
d
d η
h1 ρˆ1 u¯ vˆ2
h1
+
2A1 A2Rc
d
d ξ
T¯ Tˆ1
d
d η
h3
d2
d T¯2
µ¯ vˆ2
3Reh1 h3
− 4A1 A2Rc
d
d ξ
T¯ Tˆ1
d
d η
h1
d2
d T¯2
µ¯ vˆ2
3Reh21
− i A1 A2
d
d η
T¯ Tˆ1 α2
d2
d T¯2
µ¯ vˆ2
Reh1
+
4A1 A2Rc Tˆ1
d
d ξ
h3
d
d η
h3
d
d T¯
µ¯ vˆ2
3Reh1 h23
− i A1 A2 Tˆ1 α2
d
d η
h3
d
d T¯
µ¯ vˆ2
3Reh1 h3
+
2 i A1 A2 Tˆ1 α1
d
d η
h3
d
d T¯
µ¯ vˆ2
3Reh1 h3
+
2A1 A2 Rc
d
d ξ
Tˆ1
d
d η
h3
d
d T¯
µ¯ vˆ2
3Reh1 h3
+
2A1 A2 Rc Tˆ1
d2
d ξ d η
h3
d
d T¯
µ¯ vˆ2
3Reh1 h3
− 2A1 A2Rc Tˆ1
d
d η
h1
d
d ξ
h3
d
d T¯
µ¯ vˆ2
Reh21 h3
+
4A1 A2Rc Tˆ1
d
d ξ
h1
d
d η
h1
d
d T¯
µ¯ vˆ2
3Reh31
− 7 i A1 A2 Tˆ1 α2
d
d η
h1
d
d T¯
µ¯ vˆ2
3Reh21
− 4 i A1 A2 Tˆ1 α1
d
d η
h1
d
d T¯
µ¯ vˆ2
3Reh21
− 4A1 A2Rc
d
d ξ
Tˆ1
d
d η
h1
d
d T¯
µ¯ vˆ2
3Reh21
− 4A1 A2Rc Tˆ1
d2
d ξ d η
h1
d
d T¯
µ¯ vˆ2
3Reh21
− i A1 A2
d
d η
Tˆ1 α2
d
d T¯
µ¯ vˆ2
Reh1
+ A1A2 ρˆ1
d
d η
uˆ2 v¯
+
A1 A2
d
d η
h1 ρˆ1 uˆ2 v¯
h1
− A1 A2 Tˆ1
d
d T¯
µ¯ d
2
d η2
uˆ2
Re
− A1 A2
d
d η
T¯ Tˆ1
d2
d T¯2
µ¯ d
d η
uˆ2
Re
− A1 A2 Tˆ1
d
d η
h3
d
d T¯
µ¯ d
d η
uˆ2
Reh3
− A1 A2 Tˆ1
d
d η
h1
d
d T¯
µ¯ d
d η
uˆ2
Reh1
− A1 A2
d
d η
Tˆ1
d
d T¯
µ¯ d
d η
uˆ2
Re
+
A1 A2 ρ¯ uˆ1
d
d ξ
uˆ2
h1
+
A1 A2 ρˆ1 u¯
d
d ξ
uˆ2
h1
− 8 i A1 A2 Rc Tˆ1 α2
d
d T¯
µ¯ d
d ξ
uˆ2
3Reh21
− 4 i A1 A2 Rc Tˆ1 α1
d
d T¯
µ¯ d
d ξ
uˆ2
3Reh21
+ i A1 A2 α2 ρ¯ uˆ1 uˆ2
h1
+
A1 A2 ρˆ1
d
d ξ
u¯ uˆ2
h1
+ i A1 A2 α2 ρˆ1 u¯ uˆ2
h1
− i A1A2 n2 ω ρˆ1 uˆ2 + A1 A2
d
d η
T¯ Tˆ1
d
d η
h1
d2
d T¯2
µ¯ uˆ2
Reh1
− 4 i A1 A2 Rc
d
d ξ
T¯ Tˆ1 α2
d2
d T¯2
µ¯ uˆ2
3Reh21
+
A1 A2 Tˆ1 β2 k22
d
d T¯
µ¯ uˆ2
Reh23
+
A1 A2 Tˆ1 β2 k1 k2
d
d T¯
µ¯ uˆ2
Reh23
+
A1 A2 Tˆ1
d
d η
h1
d
d η
h3
d
d T¯
µ¯ uˆ2
Reh1 h3
− 4 i A1 A2 Rc Tˆ1 α2
d
d ξ
h3
d
d T¯
µ¯ uˆ2
3Reh21 h3
+
2 i A1 A2 Rc Tˆ1 α1
d
d ξ
h3
d
d T¯
µ¯ uˆ2
3Reh21 h3
+
A1 A2 Tˆ1
d2
d η2
h1
d
d T¯
µ¯ uˆ2
Reh1
+
A1 A2 Tˆ1
d
d η
h21
d
d T¯
µ¯ uˆ2
Reh21
+
A1 A2
d
d η
Tˆ1
d
d η
h1
d
d T¯
µ¯ uˆ2
Reh1
+
4 i A1 A2 Rc Tˆ1 α2
d
d ξ
h1
d
d T¯
µ¯ uˆ2
3Reh31
− 4 i A1 A2 Rc Tˆ1
d
d ξ
α2
d
d T¯
µ¯ uˆ2
3Reh21
+
4A1 A2 Tˆ1 α22
d
d T¯
µ¯ uˆ2
3Reh21
+
4A1 A2 Tˆ1 α1 α2
d
d T¯
µ¯ uˆ2
3Reh21
− 4 i A1 A2Rc
d
d ξ
Tˆ1 α2
d
d T¯
µ¯ uˆ2
3Reh21
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NLquadraticcont. (1) = +
A1 A2 Pc2 Tˆ1
d
d ξ
ρˆ2
M2 γ h1
+ i A1 A2 Tˆ1 α2 ρˆ2
M2 γ h1
+ i A1 A2 Tˆ1 α1 ρˆ2
M2 γ h1
+
A1 A2 Pc1
d
d ξ
Tˆ1 ρˆ2
M2 γ h1
NLquadratic(2) = − i A1 A2 Tˆ1 β k2
d
d T¯
µ¯ d
d η
wˆ2
3Reh3
− i A1 A2 Tˆ1 β k1
d
d T¯
µ¯ d
d η
wˆ2
Reh3
− A1 A2
d
d η
h3 ρ¯ wˆ1 wˆ2
h3
− 2A1 A2
d
d η
h3 ρˆ1 w¯ wˆ2
h3
+ i A1 A2 β k1 ρ¯ vˆ1 wˆ2
h3
+
2 i A1 A2
d
d η
T¯ Tˆ1 β k2
d2
d T¯2
µ¯ wˆ2
3Reh3
+
7 i A1 A2 Tˆ1 β
d
d η
h3 k2
d
d T¯
µ¯ wˆ2
3Reh23
+
2 i A1 A2
d
d η
Tˆ1 β k2
d
d T¯
µ¯ wˆ2
3Reh3
+
i A1 A2 Tˆ1 β
d
d η
h3 k1
d
d T¯
µ¯ wˆ2
Reh23
+ i A1 A2 β k2 ρˆ1 vˆ2 w¯
h3
− 4A1 A2 Tˆ1
d
d T¯
µ¯ d
2
d η2
vˆ2
3Re
+ A1A2 ρ¯ vˆ1
d
d η
vˆ2 + A1A2 ρˆ1 v¯
d
d η
vˆ2
− 4A1 A2
d
d η
T¯ Tˆ1
d2
d T¯2
µ¯ d
d η
vˆ2
3Re
− 4A1 A2 Tˆ1
d
d η
h3
d
d T¯
µ¯ d
d η
vˆ2
3Reh3
− 4A1 A2 Tˆ1
d
d η
h1
d
d T¯
µ¯ d
d η
vˆ2
3Reh1
− 4A1 A2
d
d η
Tˆ1
d
d T¯
µ¯ d
d η
vˆ2
3Re
+
A1 A2 ρ¯ uˆ1
d
d ξ
vˆ2
h1
+
A1 A2 ρˆ1 u¯
d
d ξ
vˆ2
h1
− 2 i A1 A2 Rc Tˆ1 α2
d
d T¯
µ¯ d
d ξ
vˆ2
Reh21
− i A1 A2Rc Tˆ1 α1
d
d T¯
µ¯ d
d ξ
vˆ2
Reh21
+ A1A2 ρˆ1
d
d η
v¯ vˆ2 +
i A1 A2 α2 ρ¯ uˆ1 vˆ2
h1
+ i A1 A2 α2 ρˆ1 u¯ vˆ2
h1
− i A1A2 n2 ω ρˆ1 vˆ2 + 2A1 A2
d
d η
T¯ Tˆ1
d
d η
h3
d2
d T¯2
µ¯ vˆ2
3Reh3
+
2A1 A2
d
d η
T¯ Tˆ1
d
d η
h1
d2
d T¯2
µ¯ vˆ2
3Reh1
− i A1 A2 Rc
d
d ξ
T¯ Tˆ1 α2
d2
d T¯2
µ¯ vˆ2
Reh21
+
A1 A2 Tˆ1 β2 k22
d
d T¯
µ¯ vˆ2
Reh23
+
A1 A2 Tˆ1 β2 k1 k2
d
d T¯
µ¯ vˆ2
Reh23
+
2A1 A2 Tˆ1
d2
d η2
h3
d
d T¯
µ¯ vˆ2
3Reh3
+
4A1 A2 Tˆ1
d
d η
h23
d
d T¯
µ¯ vˆ2
3Reh23
+
2A1 A2
d
d η
Tˆ1
d
d η
h3
d
d T¯
µ¯ vˆ2
3Reh3
− i A1 A2Rc Tˆ1 α2
d
d ξ
h3
d
d T¯
µ¯ vˆ2
Reh21 h3
+
2A1 A2 Tˆ1
d2
d η2
h1
d
d T¯
µ¯ vˆ2
3Reh1
+
4A1 A2 Tˆ1
d
d η
h21
d
d T¯
µ¯ vˆ2
3Reh21
+
2A1 A2
d
d η
Tˆ1
d
d η
h1
d
d T¯
µ¯ vˆ2
3Reh1
+
i A1 A2Rc Tˆ1 α2
d
d ξ
h1
d
d T¯
µ¯ vˆ2
Reh31
− i A1 A2Rc Tˆ1
d
d ξ
α2
d
d T¯
µ¯ vˆ2
Reh21
+
A1 A2 Tˆ1 α22
d
d T¯
µ¯ vˆ2
Reh21
+
A1 A2 Tˆ1 α1 α2
d
d T¯
µ¯ vˆ2
Reh21
− i A1 A2Rc
d
d ξ
Tˆ1 α2
d
d T¯
µ¯ vˆ2
Reh21
− A1 A2Rc
d
d ξ
T¯ Tˆ1
d2
d T¯2
µ¯ d
d η
uˆ2
Reh1
− A1 A2Rc Tˆ1
d
d ξ
h3
d
d T¯
µ¯ d
d η
uˆ2
3Reh1 h3
− i A1 A2 Tˆ1 α2
d
d T¯
µ¯ d
d η
uˆ2
3Reh1
− i A1 A2 Tˆ1 α1
d
d T¯
µ¯ d
d η
uˆ2
Reh1
− A1 A2 Rc
d
d ξ
Tˆ1
d
d T¯
µ¯ d
d η
uˆ2
Reh1
− A1 A2Rc Tˆ1
d
d T¯
µ¯ d
2
d ξ d η
uˆ2
3Reh1
+
2A1 A2Rc
d
d η
T¯ Tˆ1
d2
d T¯2
µ¯ d
d ξ
uˆ2
3Reh1
+
7A1 A2Rc Tˆ1
d
d η
h1
d
d T¯
µ¯ d
d ξ
uˆ2
3Reh21
+
2A1 A2Rc
d
d η
Tˆ1
d
d T¯
µ¯ d
d ξ
uˆ2
3Reh1
− A1 A2
d
d η
h1 ρ¯ uˆ1 uˆ2
h1
− 2A1 A2
d
d η
h1 ρˆ1 u¯ uˆ2
h1
+
2A1 A2Rc
d
d η
T¯ Tˆ1
d
d ξ
h3
d2
d T¯2
µ¯ uˆ2
3Reh1 h3
+
A1 A2 Rc
d
d ξ
T¯ Tˆ1
d
d η
h1
d2
d T¯2
µ¯ uˆ2
Reh21
+
2 i A1 A2
d
d η
T¯ Tˆ1 α2
d2
d T¯2
µ¯ uˆ2
3Reh1
+
4A1 A2Rc Tˆ1
d
d ξ
h3
d
d η
h3
d
d T¯
µ¯ uˆ2
3Reh1 h23
+
2A1 A2Rc Tˆ1
d2
d ξ d η
h3
d
d T¯
µ¯ uˆ2
3Reh1 h3
+
A1 A2Rc Tˆ1
d
d η
h1
d
d ξ
h3
d
d T¯
µ¯ uˆ2
3Reh21 h3
+
2A1 A2Rc
d
d η
Tˆ1
d
d ξ
h3
d
d T¯
µ¯ uˆ2
3Reh1 h3
− A1 A2 Rc Tˆ1
d
d ξ
h1
d
d η
h1
d
d T¯
µ¯ uˆ2
Reh31
+
7 i A1 A2 Tˆ1 α2
d
d η
h1
d
d T¯
µ¯ uˆ2
3Reh21
+
i A1 A2 Tˆ1 α1
d
d η
h1
d
d T¯
µ¯ uˆ2
Reh21
+
A1 A2Rc
d
d ξ
Tˆ1
d
d η
h1
d
d T¯
µ¯ uˆ2
Reh21
+
A1 A2 Rc Tˆ1
d2
d ξ d η
h1
d
d T¯
µ¯ uˆ2
Reh21
+
2 i A1 A2
d
d η
Tˆ1 α2
d
d T¯
µ¯ uˆ2
3Reh1
+
A1 A2 Tˆ1
d
d η
ρˆ2
M2 γ
+
A1 A2
d
d η
Tˆ1 ρˆ2
M2 γ
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NLquadratic(3) = −A1 A2 Tˆ1
d
d T¯
µ¯ d
2
d η2
wˆ2
Re
+ A1A2 ρ¯ vˆ1
d
d η
wˆ2 + A1A2 ρˆ1 v¯
d
d η
wˆ2
− A1 A2
d
d η
T¯ Tˆ1
d2
d T¯2
µ¯ d
d η
wˆ2
Re
− A1 A2 Tˆ1
d
d η
h3
d
d T¯
µ¯ d
d η
wˆ2
Reh3
− A1 A2 Tˆ1
d
d η
h1
d
d T¯
µ¯ d
d η
wˆ2
Reh1
− A1 A2
d
d η
Tˆ1
d
d T¯
µ¯ d
d η
wˆ2
Re
+
A1 A2 ρ¯ uˆ1
d
d ξ
wˆ2
h1
+
A1 A2 ρˆ1 u¯
d
d ξ
wˆ2
h1
− 2 i A1 A2 Rc Tˆ1 α2
d
d T¯
µ¯ d
d ξ
wˆ2
Reh21
− i A1 A2 Rc Tˆ1 α1
d
d T¯
µ¯ d
d ξ
wˆ2
Reh21
+ i A1 A2 β k2 ρ¯ wˆ1 wˆ2
h3
+ i A1 A2 β k2 ρˆ1 w¯ wˆ2
h3
+
A1 A2
d
d η
h3 ρ¯ vˆ1 wˆ2
h3
+
A1 A2
d
d η
h3 ρˆ1 v¯ wˆ2
h3
+
A1 A2
d
d ξ
h3 ρ¯ uˆ1 wˆ2
h1 h3
+ i A1 A2 α2 ρ¯ uˆ1 wˆ2
h1
+
A1 A2
d
d ξ
h3 ρˆ1 u¯ wˆ2
h1 h3
+ i A1 A2 α2 ρˆ1 u¯ wˆ2
h1
− i A1A2 n2 ω ρˆ1 wˆ2 + A1 A2
d
d η
T¯ Tˆ1
d
d η
h3
d2
d T¯2
µ¯ wˆ2
Reh3
− i A1 A2Rc
d
d ξ
T¯ Tˆ1 α2
d2
d T¯2
µ¯ wˆ2
Reh21
+
4A1 A2 Tˆ1 β2 k22
d
d T¯
µ¯ wˆ2
3Reh23
+
4A1 A2 Tˆ1 β2 k1 k2
d
d T¯
µ¯ wˆ2
3Reh23
+
A1 A2 Tˆ1
d2
d η2
h3
d
d T¯
µ¯ wˆ2
Reh3
+
A1 A2 Tˆ1
d
d η
h23
d
d T¯
µ¯ wˆ2
Reh23
+
A1 A2 Tˆ1
d
d η
h1
d
d η
h3
d
d T¯
µ¯ wˆ2
Reh1 h3
+
A1 A2
d
d η
Tˆ1
d
d η
h3
d
d T¯
µ¯ wˆ2
Reh3
− i A1 A2 Rc Tˆ1 α2
d
d ξ
h3
d
d T¯
µ¯ wˆ2
Reh21 h3
+
i A1 A2Rc Tˆ1 α1
d
d ξ
h3
d
d T¯
µ¯ wˆ2
Reh21 h3
+
i A1 A2Rc Tˆ1 α2
d
d ξ
h1
d
d T¯
µ¯ wˆ2
Reh31
− i A1 A2 Rc Tˆ1
d
d ξ
α2
d
d T¯
µ¯ wˆ2
Reh21
+
A1 A2 Tˆ1 α22
d
d T¯
µ¯ wˆ2
Reh21
+
A1 A2 Tˆ1 α1 α2
d
d T¯
µ¯ wˆ2
Reh21
− i A1 A2 Rc
d
d ξ
Tˆ1 α2
d
d T¯
µ¯ wˆ2
Reh21
+ A1A2 ρˆ1 vˆ2
d
d η
w¯
+
A1 A2 ρˆ1 uˆ2
d
d ξ
w¯
h1
+
A1 A2
d
d η
h3 ρˆ1 vˆ2 w¯
h3
+
A1 A2
d
d ξ
h3 ρˆ1 uˆ2 w¯
h1 h3
− i A1 A2 Tˆ1 β k2
d
d T¯
µ¯ d
d η
vˆ2
3Reh3
+
2 i A1 A2 Tˆ1 β k1
d
d T¯
µ¯ d
d η
vˆ2
3Reh3
− i A1 A2
d
d η
T¯ Tˆ1 β k2
d2
d T¯2
µ¯ vˆ2
Reh3
− 7 i A1 A2 Tˆ1 β
d
d η
h3 k2
d
d T¯
µ¯ vˆ2
3Reh23
− i A1 A2 Tˆ1 β
d
d η
h1 k2
d
d T¯
µ¯ vˆ2
3Reh1 h3
− i A1 A2
d
d η
Tˆ1 β k2
d
d T¯
µ¯ vˆ2
Reh3
− 4 i A1 A2 Tˆ1 β
d
d η
h3 k1
d
d T¯
µ¯ vˆ2
3Reh23
+
2 i A1 A2 Tˆ1 β
d
d η
h1 k1
d
d T¯
µ¯ vˆ2
3Reh1 h3
− i A1 A2Rc Tˆ1 β k2
d
d T¯
µ¯ d
d ξ
uˆ2
3Reh1 h3
+
2 i A1 A2 Rc Tˆ1 β k1
d
d T¯
µ¯ d
d ξ
uˆ2
3Reh1 h3
− i A1 A2 Rc
d
d ξ
T¯ Tˆ1 β k2
d2
d T¯2
µ¯ uˆ2
Reh1 h3
− 7 i A1 A2Rc Tˆ1 β
d
d ξ
h3 k2
d
d T¯
µ¯ uˆ2
3Reh1 h23
+
A1 A2 Tˆ1 α2 β k2
d
d T¯
µ¯ uˆ2
3Reh1 h3
+
A1 A2 Tˆ1 α1 β k2
d
d T¯
µ¯ uˆ2
Reh1 h3
− i A1 A2Rc
d
d ξ
Tˆ1 β k2
d
d T¯
µ¯ uˆ2
Reh1 h3
− 4 i A1 A2 Rc Tˆ1 β
d
d ξ
h3 k1
d
d T¯
µ¯ uˆ2
3Reh1 h23
− 2A1 A2 Tˆ1 α2 β k1
d
d T¯
µ¯ uˆ2
3Reh1 h3
+ i A1 A2 Tˆ1 β k2 ρˆ2
M2 γ h3
+ i A1 A2 Tˆ1 β k1 ρˆ2
M2 γ h3
NLquadratic(4) = −A1 A2M
2 γ µ¯ d
d η
wˆ1
d
d η
wˆ2
Re
+
A1 A2M2 µ¯
d
d η
wˆ1
d
d η
wˆ2
Re
+
2A1 A2M2 γ
d
d η
h3 µ¯ wˆ1
d
d η
wˆ2
Reh3
− 2A1 A2M
2 d
d η
h3 µ¯ wˆ1
d
d η
wˆ2
Reh3
− 2A1 A2M
2 Tˆ1 γ
d
d T¯
µ¯ d
d η
w¯ d
d η
wˆ2
Re
+
2A1 A2M2 Tˆ1
d
d T¯
µ¯ d
d η
w¯ d
d η
wˆ2
Re
+
2A1 A2M2 Tˆ1 γ
d
d η
h3
d
d T¯
µ¯ w¯ d
d η
wˆ2
Reh3
− 2A1 A2M
2 Tˆ1
d
d η
h3
d
d T¯
µ¯ w¯ d
d η
wˆ2
Reh3
− 2 i A1 A2 M
2 β γ k1 µ¯ vˆ1
d
d η
wˆ2
Reh3
+
2 i A1 A2 M2 β k1 µ¯ vˆ1
d
d η
wˆ2
Reh3
− i A1 A2 M
2Rcα1 γ µ¯ wˆ1
d
d ξ
wˆ2
Reh21
+
i A1 A2M2Rcα1 µ¯ wˆ1
d
d ξ
wˆ2
Reh21
− 2 i A1 A2 M
2 Rcβ γ k1 µ¯ uˆ1
d
d ξ
wˆ2
Reh1 h3
+
2 i A1 A2 M2 Rcβ k1 µ¯ uˆ1
d
d ξ
wˆ2
Reh1 h3
− i A1 A2M
2Rcα2 γ µ¯
d
d ξ
wˆ1 wˆ2
Reh21
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i A1 A2 M2 Rcα2 µ¯
d
d ξ
wˆ1 wˆ2
Reh21
+ 4A1 A2M
2 β2 γ k1 k2 µ¯ wˆ1 wˆ2
3Reh23
− 4A1 A2M2 β2 k1 k2 µ¯ wˆ1 wˆ2
3Reh23
− A1 A2M
2 γ d
d η
h23 µ¯ wˆ1 wˆ2
Reh23
+
A1 A2 M2
d
d η
h23 µ¯ wˆ1 wˆ2
Reh23
+
2 i A1 A2M2Rcα2 γ
d
d ξ
h3 µ¯ wˆ1 wˆ2
Reh21 h3
− 2 i A1 A2 M
2 Rcα2
d
d ξ
h3 µ¯ wˆ1 wˆ2
Reh21 h3
+ A1 A2 M
2 α1 α2 γ µ¯ wˆ1 wˆ2
Reh21
− A1 A2 M2 α1 α2 µ¯ wˆ1 wˆ2
Reh21
+
2A1 A2M2 Tˆ1 γ
d
d η
h3
d
d T¯
µ¯ d
d η
w¯ wˆ2
Reh3
− 2A1 A2 M
2 Tˆ1
d
d η
h3
d
d T¯
µ¯ d
d η
w¯ wˆ2
Reh3
− 2 i A1 A2M
2 Rc Tˆ1 α2 γ
d
d T¯
µ¯ d
d ξ
w¯ wˆ2
Reh21
+
2 i A1 A2 M2 Rc Tˆ1 α2
d
d T¯
µ¯ d
d ξ
w¯ wˆ2
Reh21
− 2A1 A2M
2 Tˆ1 γ
d
d η
h23
d
d T¯
µ¯ w¯ wˆ2
Reh23
+
2A1 A2M2 Tˆ1
d
d η
h23
d
d T¯
µ¯ w¯ wˆ2
Reh23
+
2 i A1 A2 M2 Rc Tˆ1 α2 γ
d
d ξ
h3
d
d T¯
µ¯ w¯ wˆ2
Reh21 h3
− 2 i A1 A2M
2Rc Tˆ1 α2
d
d ξ
h3
d
d T¯
µ¯ w¯ wˆ2
Reh21 h3
+
4 i A1 A2 M2 β γ k2 µ¯
d
d η
vˆ1 wˆ2
3Reh3
− 4 i A1 A2 M
2 β k2 µ¯
d
d η
vˆ1 wˆ2
3Reh3
− 8 i A1 A2M
2 β γ d
d η
h3 k2 µ¯ vˆ1 wˆ2
3Reh23
+
8 i A1 A2 M2 β
d
d η
h3 k2 µ¯ vˆ1 wˆ2
3Reh23
+
4 i A1 A2M2 β γ
d
d η
h1 k2 µ¯ vˆ1 wˆ2
3Reh1 h3
− 4 i A1 A2M
2 β d
d η
h1 k2 µ¯ vˆ1 wˆ2
3Reh1 h3
+
2 i A1 A2 M2 β γ
d
d η
h3 k1 µ¯ vˆ1 wˆ2
Reh23
− 2 i A1 A2M
2 β d
d η
h3 k1 µ¯ vˆ1 wˆ2
Reh23
+
4 i A1 A2 M2 Rc Tˆ1 β γ k2
d
d T¯
µ¯ d
d η
v¯ wˆ2
3Reh3
− 4 i A1 A2M
2 Rc Tˆ1 β k2
d
d T¯
µ¯ d
d η
v¯ wˆ2
3Reh3
− 8 i A1 A2M
2Rc Tˆ1 β γ
d
d η
h3 k2
d
d T¯
µ¯ v¯ wˆ2
3Reh23
+
8 i A1 A2 M2 Rc Tˆ1 β
d
d η
h3 k2
d
d T¯
µ¯ v¯ wˆ2
3Reh23
+
4 i A1 A2 M2Rc Tˆ1 β γ
d
d η
h1 k2
d
d T¯
µ¯ v¯ wˆ2
3Reh1 h3
− 4 i A1 A2 M
2 Rc Tˆ1 β
d
d η
h1 k2
d
d T¯
µ¯ v¯ wˆ2
3Reh1 h3
+
4 i A1 A2 M2 Rcβ γ k2 µ¯
d
d ξ
uˆ1 wˆ2
3Reh1 h3
− 4 i A1 A2 M
2 Rcβ k2 µ¯
d
d ξ
uˆ1 wˆ2
3Reh1 h3
− 8 i A1 A2M
2 Rcβ γ d
d ξ
h3 k2 µ¯ uˆ1 wˆ2
3Reh1 h23
+
8 i A1 A2 M2 Rcβ
d
d ξ
h3 k2 µ¯ uˆ1 wˆ2
3Reh1 h23
− 4A1 A2M2 α1 β γ k2 µ¯ uˆ1 wˆ2
3Reh1 h3
+ 4A1 A2M
2 α1 β k2 µ¯ uˆ1 wˆ2
3Reh1 h3
+
2 i A1 A2M2Rcβ γ
d
d ξ
h3 k1 µ¯ uˆ1 wˆ2
Reh1 h23
− 2 i A1 A2 M
2 Rcβ d
d ξ
h3 k1 µ¯ uˆ1 wˆ2
Reh1 h23
+ 2A1 A2M
2 α2 β γ k1 µ¯ uˆ1 wˆ2
Reh1 h3
− 2A1 A2M2 α2 β k1 µ¯ uˆ1 wˆ2
Reh1 h3
+
4 i A1 A2 M2 Rc Tˆ1 β γ k2
d
d T¯
µ¯ d
d ξ
u¯ wˆ2
3Reh1 h3
− 4 i A1 A2 M
2 Rc Tˆ1 β k2
d
d T¯
µ¯ d
d ξ
u¯ wˆ2
3Reh1 h3
− 8 i A1 A2 M
2 Rc Tˆ1 β γ
d
d ξ
h3 k2
d
d T¯
µ¯ u¯ wˆ2
3Reh1 h23
+
8 i A1 A2 M2Rc Tˆ1 β
d
d ξ
h3 k2
d
d T¯
µ¯ u¯ wˆ2
3Reh1 h23
+ i A1 A2 T¯ β k1 ρˆ1 wˆ2
γ h3
− i A1 A2 T¯ β k1 ρˆ1 wˆ2
h3
+ i A1 A2 Tˆ1 β k1 ρ¯ wˆ2
γ h3
+
i A1 A2 T¯ Tˆ1 β
d
d T¯
c¯p k1 ρ¯ wˆ2
h3
+ i A1 A2 Tˆ1 β c¯p k1 ρ¯ wˆ2
h3
− i A1 A2 Tˆ1 β k1 ρ¯ wˆ2
h3
− 2 i A1 A2 M
2 Tˆ1 β γ k2
d
d T¯
µ¯ vˆ2
d
d η
w¯
Re h3
+
2 i A1 A2 M2 Tˆ1 β k2
d
d T¯
µ¯ vˆ2
d
d η
w¯
Re h3
− 2 i A1 A2M
2Rc Tˆ1 β γ k2
d
d T¯
µ¯ uˆ2
d
d ξ
w¯
Re h1 h3
+
2 i A1 A2 M2 Rc Tˆ1 β k2
d
d T¯
µ¯ uˆ2
d
d ξ
w¯
Re h1 h3
+
2 i A1 A2 M2 Tˆ1 β γ
d
d η
h3 k2
d
d T¯
µ¯ vˆ2 w¯
Re h23
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2 i A1 A2M2 Tˆ1 β
d
d η
h3 k2
d
d T¯
µ¯ vˆ2 w¯
Re h23
+
2 i A1 A2M2Rc Tˆ1 β γ
d
d ξ
h3 k2
d
d T¯
µ¯ uˆ2 w¯
Re h1 h23
− 2 i A1 A2M
2 Rc Tˆ1 β
d
d ξ
h3 k2
d
d T¯
µ¯ uˆ2 w¯
Re h1 h23
+ i A1 A2 Tˆ1 β k2 ρˆ2 w¯
γ h3
− i A1 A2 Tˆ1 β k2 ρˆ2 w¯
h3
+ i A1 A2 Tˆ1 β k1 ρˆ2 w¯
γ h3
+
i A1 A2 T¯ Tˆ1 β
d
d T¯
c¯p k1 ρˆ2 w¯
h3
+ i A1 A2 Tˆ1 β c¯p k1 ρˆ2 w¯
h3
− i A1 A2 Tˆ1 β k1 ρˆ2 w¯
h3
+
2 i A1 A2 Tˆ1 Tˆ2 β
d
d T¯
c¯p k2 ρ¯ w¯
h3
− 4A1 A2M
2 γ µ¯ d
d η
vˆ1
d
d η
vˆ2
3Re
+
4A1 A2 M2 µ¯
d
d η
vˆ1
d
d η
vˆ2
3Re
+
4A1 A2M2 γ
d
d η
h3 µ¯ vˆ1
d
d η
vˆ2
3Reh3
− 4A1 A2M
2 d
d η
h3 µ¯ vˆ1
d
d η
vˆ2
3Reh3
+
4A1 A2 M2 γ
d
d η
h1 µ¯ vˆ1
d
d η
vˆ2
3Reh1
− 4A1 A2 M
2 d
d η
h1 µ¯ vˆ1
d
d η
vˆ2
3Reh1
− 8A1 A2M
2Rc Tˆ1 γ
d
d T¯
µ¯ d
d η
v¯ d
d η
vˆ2
3Re
+
8A1 A2 M2 Rc Tˆ1
d
d T¯
µ¯ d
d η
v¯ d
d η
vˆ2
3Re
+
4A1 A2M2Rc Tˆ1 γ
d
d η
h3
d
d T¯
µ¯ v¯ d
d η
vˆ2
3Reh3
− 4A1 A2M
2Rc Tˆ1
d
d η
h3
d
d T¯
µ¯ v¯ d
d η
vˆ2
3Reh3
+
4A1 A2M2Rc Tˆ1 γ
d
d η
h1
d
d T¯
µ¯ v¯ d
d η
vˆ2
3Reh1
− 4A1 A2M
2Rc Tˆ1
d
d η
h1
d
d T¯
µ¯ v¯ d
d η
vˆ2
3Reh1
+
4A1 A2M2Rc γ µ¯
d
d ξ
uˆ1
d
d η
vˆ2
3Reh1
− 4A1 A2M
2Rc µ¯ d
d ξ
uˆ1
d
d η
vˆ2
3Reh1
+
4A1 A2M2Rc γ
d
d ξ
h3 µ¯ uˆ1
d
d η
vˆ2
3Reh1 h3
− 4A1 A2M
2Rc d
d ξ
h3 µ¯ uˆ1
d
d η
vˆ2
3Reh1 h3
+
4 i A1 A2M2 α1 γ µ¯ uˆ1
d
d η
vˆ2
3Reh1
− 4 i A1 A2M
2 α1 µ¯ uˆ1
d
d η
vˆ2
3Reh1
+
4A1 A2 M2 Rc Tˆ1 γ
d
d T¯
µ¯ d
d ξ
u¯ d
d η
vˆ2
3Reh1
− 4A1 A2M
2Rc Tˆ1
d
d T¯
µ¯ d
d ξ
u¯ d
d η
vˆ2
3Reh1
+
4A1 A2 M2Rc Tˆ1 γ
d
d ξ
h3
d
d T¯
µ¯ u¯ d
d η
vˆ2
3Reh1 h3
− 4A1 A2M
2Rc Tˆ1
d
d ξ
h3
d
d T¯
µ¯ u¯ d
d η
vˆ2
3Reh1 h3
− i A1 A2M
2Rcα1 γ µ¯ vˆ1
d
d ξ
vˆ2
Reh21
+
i A1 A2M2Rcα1 µ¯ vˆ1
d
d ξ
vˆ2
Reh21
− 2A1 A2 M
2 Rc γ µ¯ d
d η
uˆ1
d
d ξ
vˆ2
Reh1
+
2A1 A2M2 Rc µ¯
d
d η
uˆ1
d
d ξ
vˆ2
Reh1
+
2A1 A2M2Rc γ
d
d η
h1 µ¯ uˆ1
d
d ξ
vˆ2
Reh21
− 2A1 A2M
2Rc d
d η
h1 µ¯ uˆ1
d
d ξ
vˆ2
Reh21
− 2A1 A2M
2Rc Tˆ1 γ
d
d T¯
µ¯ d
d η
u¯ d
d ξ
vˆ2
Reh1
+
2A1 A2M2 Rc Tˆ1
d
d T¯
µ¯ d
d η
u¯ d
d ξ
vˆ2
Reh1
+
2A1 A2M2Rc Tˆ1 γ
d
d η
h1
d
d T¯
µ¯ u¯ d
d ξ
vˆ2
Reh21
− 2A1 A2 M
2 Rc Tˆ1
d
d η
h1
d
d T¯
µ¯ u¯ d
d ξ
vˆ2
Reh21
− i A1 A2M
2Rcα2 γ µ¯
d
d ξ
vˆ1 vˆ2
Reh21
+
i A1 A2M2Rcα2 µ¯
d
d ξ
vˆ1 vˆ2
Reh21
+ A1 A2M
2 β2 γ k1 k2 µ¯ vˆ1 vˆ2
Reh23
− A1 A2M2 β2 k1 k2 µ¯ vˆ1 vˆ2
Reh23
− 4A1 A2M
2 γ d
d η
h23 µ¯ vˆ1 vˆ2
3Reh23
+
4A1 A2 M2
d
d η
h23 µ¯ vˆ1 vˆ2
3Reh23
+
4A1 A2M2 γ
d
d η
h1
d
d η
h3 µ¯ vˆ1 vˆ2
3Reh1 h3
− 4A1 A2M
2 d
d η
h1
d
d η
h3 µ¯ vˆ1 vˆ2
3Reh1 h3
− 4A1 A2 M
2 γ d
d η
h21 µ¯ vˆ1 vˆ2
3Reh21
+
4A1 A2M2
d
d η
h21 µ¯ vˆ1 vˆ2
3Reh21
+ A1 A2M
2 α1 α2 γ µ¯ vˆ1 vˆ2
Reh21
− A1 A2 M2 α1 α2 µ¯ vˆ1 vˆ2
Reh21
+
4A1 A2M2Rc Tˆ1 γ
d
d η
h3
d
d T¯
µ¯ d
d η
v¯ vˆ2
3Reh3
− 4A1 A2M
2Rc Tˆ1
d
d η
h3
d
d T¯
µ¯ d
d η
v¯ vˆ2
3Reh3
+
4A1 A2M2Rc Tˆ1 γ
d
d η
h1
d
d T¯
µ¯ d
d η
v¯ vˆ2
3Reh1
− 4A1 A2M
2Rc Tˆ1
d
d η
h1
d
d T¯
µ¯ d
d η
v¯ vˆ2
3Reh1
− 8A1 A2M
2Rc Tˆ1 γ
d
d η
h23
d
d T¯
µ¯ v¯ vˆ2
3Reh23
+
8A1 A2M2Rc Tˆ1
d
d η
h23
d
d T¯
µ¯ v¯ vˆ2
3Reh23
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8A1 A2 M2Rc Tˆ1 γ
d
d η
h1
d
d η
h3
d
d T¯
µ¯ v¯ vˆ2
3Reh1 h3
− 8A1 A2M
2Rc Tˆ1
d
d η
h1
d
d η
h3
d
d T¯
µ¯ v¯ vˆ2
3Reh1 h3
− 8A1 A2M
2Rc Tˆ1 γ
d
d η
h21
d
d T¯
µ¯ v¯ vˆ2
3Reh21
+
8A1 A2M2Rc Tˆ1
d
d η
h21
d
d T¯
µ¯ v¯ vˆ2
3Reh21
− 2 i A1 A2 M
2 α2 γ µ¯
d
d η
uˆ1 vˆ2
Reh1
+
2 i A1 A2M2 α2 µ¯
d
d η
uˆ1 vˆ2
Reh1
+
4A1 A2M2 Rc γ
d
d η
h3 µ¯
d
d ξ
uˆ1 vˆ2
3Reh1 h3
− 4A1 A2M
2Rc d
d η
h3 µ¯
d
d ξ
uˆ1 vˆ2
3Reh1 h3
− 8A1 A2 M
2 Rc γ d
d η
h1 µ¯
d
d ξ
uˆ1 vˆ2
3Reh21
+
8A1 A2M2Rc
d
d η
h1 µ¯
d
d ξ
uˆ1 vˆ2
3Reh21
− 8A1 A2 M
2Rc γ d
d ξ
h3
d
d η
h3 µ¯ uˆ1 vˆ2
3Reh1 h23
+
8A1 A2M2Rc
d
d ξ
h3
d
d η
h3 µ¯ uˆ1 vˆ2
3Reh1 h23
+
4 i A1 A2 M2 α1 γ
d
d η
h3 µ¯ uˆ1 vˆ2
3Reh1 h3
− 4 i A1 A2 M
2 α1
d
d η
h3 µ¯ uˆ1 vˆ2
3Reh1 h3
+
4A1 A2M2Rc γ
d
d η
h1
d
d ξ
h3 µ¯ uˆ1 vˆ2
3Reh21 h3
− 4A1 A2M
2Rc d
d η
h1
d
d ξ
h3 µ¯ uˆ1 vˆ2
3Reh21 h3
+
2 i A1 A2 M2 α2 γ
d
d η
h1 µ¯ uˆ1 vˆ2
Reh21
− 8 i A1 A2 M
2 α1 γ
d
d η
h1 µ¯ uˆ1 vˆ2
3Reh21
− 2 i A1 A2M
2 α2
d
d η
h1 µ¯ uˆ1 vˆ2
Reh21
+
8 i A1 A2M2 α1
d
d η
h1 µ¯ uˆ1 vˆ2
3Reh21
− 2 i A1 A2M
2 Tˆ1 α2 γ
d
d T¯
µ¯ d
d η
u¯ vˆ2
Reh1
+
2 i A1 A2M2 Tˆ1 α2
d
d T¯
µ¯ d
d η
u¯ vˆ2
Reh1
+
4A1 A2M2Rc Tˆ1 γ
d
d η
h3
d
d T¯
µ¯ d
d ξ
u¯ vˆ2
3Reh1 h3
− 4A1 A2 M
2 Rc Tˆ1
d
d η
h3
d
d T¯
µ¯ d
d ξ
u¯ vˆ2
3Reh1 h3
− 8A1 A2M
2Rc Tˆ1 γ
d
d η
h1
d
d T¯
µ¯ d
d ξ
u¯ vˆ2
3Reh21
+
8A1 A2 M2 Rc Tˆ1
d
d η
h1
d
d T¯
µ¯ d
d ξ
u¯ vˆ2
3Reh21
− 8A1 A2M
2Rc Tˆ1 γ
d
d ξ
h3
d
d η
h3
d
d T¯
µ¯ u¯ vˆ2
3Reh1 h23
+
8A1 A2M2Rc Tˆ1
d
d ξ
h3
d
d η
h3
d
d T¯
µ¯ u¯ vˆ2
3Reh1 h23
+
4A1 A2M2Rc Tˆ1 γ
d
d η
h1
d
d ξ
h3
d
d T¯
µ¯ u¯ vˆ2
3Reh21 h3
− 4A1 A2M
2Rc Tˆ1
d
d η
h1
d
d ξ
h3
d
d T¯
µ¯ u¯ vˆ2
3Reh21 h3
+
2 i A1 A2 M2 Tˆ1 α2 γ
d
d η
h1
d
d T¯
µ¯ u¯ vˆ2
Reh21
− 2 i A1 A2 M
2 Tˆ1 α2
d
d η
h1
d
d T¯
µ¯ u¯ vˆ2
Reh21
+
A1 A2 T¯
d
d η
ρˆ1 vˆ2
γ
− A1A2 T¯ dd η ρˆ1 vˆ2 +
A1 A2
d
d η
T¯ ρˆ1 vˆ2
γ
+ A1A2 T¯
d
d η
T¯ d
d T¯
c¯p ρˆ1 vˆ2
+ A1A2
d
d η
T¯ c¯p ρˆ1 vˆ2 − A1A2 dd η T¯ ρˆ1 vˆ2 +
A1 A2 Tˆ1
d
d η
ρ¯ vˆ2
γ
− A1A2 Tˆ1 dd η ρ¯ vˆ2
+
A1 A2
d
d η
Tˆ1 ρ¯ vˆ2
γ
+ A1A2 T¯
d
d η
T¯ Tˆ1
d2
d T¯ 2
c¯p ρ¯ vˆ2 + A1A2 T¯
d
d η
Tˆ1
d
d T¯
c¯p ρ¯ vˆ2
+ 2A1A2
d
d η
T¯ Tˆ1
d
d T¯
c¯p ρ¯ vˆ2 + A1A2
d
d η
Tˆ1 c¯p ρ¯ vˆ2 − A1A2 dd η Tˆ1 ρ¯ vˆ2
+
4 i A1 A2 M2 Rc Tˆ1 α2 γ
d
d T¯
µ¯ uˆ2
d
d η
v¯
3Reh1
− 4 i A1 A2 M
2Rc Tˆ1 α2
d
d T¯
µ¯ uˆ2
d
d η
v¯
3Reh1
+
4 i A1 A2 M2 Rc Tˆ1 α2 γ
d
d η
h3
d
d T¯
µ¯ uˆ2 v¯
3Reh1 h3
− 4 i A1 A2M
2Rc Tˆ1 α2
d
d η
h3
d
d T¯
µ¯ uˆ2 v¯
3Reh1 h3
− 8 i A1 A2 M
2 Rc Tˆ1 α2 γ
d
d η
h1
d
d T¯
µ¯ uˆ2 v¯
3Reh21
+
8 i A1 A2M2Rc Tˆ1 α2
d
d η
h1
d
d T¯
µ¯ uˆ2 v¯
3Reh21
+
A1 A2 Tˆ1
d
d η
ρˆ2 v¯
γ
−A1A2 Tˆ1 dd η ρˆ2 v¯+
A1 A2
d
d η
Tˆ1 ρˆ2 v¯
γ
+A1A2 T¯
d
d η
T¯ Tˆ1
d2
d T¯ 2
c¯p ρˆ2 v¯
+ A1A2 T¯
d
d η
Tˆ1
d
d T¯
c¯p ρˆ2 v¯ + 2A1A2
d
d η
T¯ Tˆ1
d
d T¯
c¯p ρˆ2 v¯
+ A1A2
d
d η
Tˆ1 c¯p ρˆ2 v¯ − A1A2 dd η Tˆ1 ρˆ2 v¯ + A1A2 dd η T¯ Tˆ1 Tˆ2 d
2
d T¯ 2
c¯p ρ¯ v¯
+ 2A1A2 Tˆ1
d
d η
Tˆ2
d
d T¯
c¯p ρ¯ v¯ − A1 A2 M
2 γ µ¯ d
d η
uˆ1
d
d η
uˆ2
Re
+
A1 A2M2 µ¯
d
d η
uˆ1
d
d η
uˆ2
Re
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NLquadraticcont. (4) = +
2A1 A2 M2 γ
d
d η
h1 µ¯ uˆ1
d
d η
uˆ2
Reh1
− 2A1 A2 M
2 d
d η
h1 µ¯ uˆ1
d
d η
uˆ2
Reh1
− 2A1 A2M
2 Tˆ1 γ
d
d T¯
µ¯ d
d η
u¯ d
d η
uˆ2
Re
+
2A1 A2M2 Tˆ1
d
d T¯
µ¯ d
d η
u¯ d
d η
uˆ2
Re
+
2A1 A2 M2 Tˆ1 γ
d
d η
h1
d
d T¯
µ¯ u¯ d
d η
uˆ2
Reh1
− 2A1 A2M
2 Tˆ1
d
d η
h1
d
d T¯
µ¯ u¯ d
d η
uˆ2
Reh1
− 4 i A1 A2M
2Rcα1 γ µ¯ uˆ1
d
d ξ
uˆ2
3Reh21
+
4 i A1 A2M2Rcα1 µ¯ uˆ1
d
d ξ
uˆ2
3Reh21
− 4 i A1 A2 M
2 Rcα2 γ µ¯
d
d ξ
uˆ1 uˆ2
3Reh21
+
4 i A1 A2M2Rcα2 µ¯
d
d ξ
uˆ1 uˆ2
3Reh21
+ A1 A2 M
2 β2 γ k1 k2 µ¯ uˆ1 uˆ2
Reh23
− A1 A2 M2 β2 k1 k2 µ¯ uˆ1 uˆ2
Reh23
+
4 i A1 A2M2Rcα2 γ
d
d ξ
h3 µ¯ uˆ1 uˆ2
3Reh21 h3
− 4 i A1 A2 M
2 Rcα2
d
d ξ
h3 µ¯ uˆ1 uˆ2
3Reh21 h3
− A1 A2 M
2 γ d
d η
h21 µ¯ uˆ1 uˆ2
Reh21
+
A1 A2M2
d
d η
h21 µ¯ uˆ1 uˆ2
Reh21
+ 4A1 A2M
2 α1 α2 γ µ¯ uˆ1 uˆ2
3Reh21
− 4A1 A2M2 α1 α2 µ¯ uˆ1 uˆ2
3Reh21
+
2A1 A2M2 Tˆ1 γ
d
d η
h1
d
d T¯
µ¯ d
d η
u¯ uˆ2
Reh1
− 2A1 A2M
2 Tˆ1
d
d η
h1
d
d T¯
µ¯ d
d η
u¯ uˆ2
Reh1
− 8 i A1 A2M
2Rc Tˆ1 α2 γ
d
d T¯
µ¯ d
d ξ
u¯ uˆ2
3Reh21
+
8 i A1 A2 M2 Rc Tˆ1 α2
d
d T¯
µ¯ d
d ξ
u¯ uˆ2
3Reh21
+
4 i A1 A2M2Rc Tˆ1 α2 γ
d
d ξ
h3
d
d T¯
µ¯ u¯ uˆ2
3Reh21 h3
− 4 i A1 A2M
2 Rc Tˆ1 α2
d
d ξ
h3
d
d T¯
µ¯ u¯ uˆ2
3Reh21 h3
− 2A1 A2 M
2 Tˆ1 γ
d
d η
h21
d
d T¯
µ¯ u¯ uˆ2
Reh21
+
2A1 A2M2 Tˆ1
d
d η
h21
d
d T¯
µ¯ u¯ uˆ2
Reh21
+
A1 A2 Pc1 T¯
d
d ξ
ρˆ1 uˆ2
γ h1
− A1 A2 Pc1 T¯
d
d ξ
ρˆ1 uˆ2
h1
+ i A1 A2 T¯ α1 ρˆ1 uˆ2
γ h1
+
A1 A2
d
d ξ
T¯ ρˆ1 uˆ2
γ h1
+
A1 A2 T¯
d
d ξ
T¯ d
d T¯
c¯p ρˆ1 uˆ2
h1
+
A1 A2
d
d ξ
T¯ c¯p ρˆ1 uˆ2
h1
− i A1 A2 T¯ α1 ρˆ1 uˆ2
h1
− A1 A2
d
d ξ
T¯ ρˆ1 uˆ2
h1
+
A1 A2 Tˆ1
d
d ξ
ρ¯ uˆ2
γ h1
− A1 A2 Tˆ1
d
d ξ
ρ¯ uˆ2
h1
+ i A1 A2 Tˆ1 α1 ρ¯ uˆ2
γ h1
+
A1 A2 Pc1
d
d ξ
Tˆ1 ρ¯ uˆ2
γ h1
+
A1 A2 T¯
d
d ξ
T¯ Tˆ1
d2
d T¯2
c¯p ρ¯ uˆ2
h1
+
i A1 A2 T¯ Tˆ1 α1
d
d T¯
c¯p ρ¯ uˆ2
h1
+
A1 A2 T¯
d
d ξ
Tˆ1
d
d T¯
c¯p ρ¯ uˆ2
h1
+
2A1 A2
d
d ξ
T¯ Tˆ1
d
d T¯
c¯p ρ¯ uˆ2
h1
+ i A1 A2 Tˆ1 α1 c¯p ρ¯ uˆ2
h1
+
A1 A2
d
d ξ
Tˆ1 c¯p ρ¯ uˆ2
h1
− i A1 A2 Tˆ1 α1 ρ¯ uˆ2
h1
− A1 A2 Pc1
d
d ξ
Tˆ1 ρ¯ uˆ2
h1
+
A1 A2 Pc2 Tˆ1
d
d ξ
ρˆ2 u¯
γ h1
− A1 A2 Pc2 Tˆ1
d
d ξ
ρˆ2 u¯
h1
+ i A1 A2 Tˆ1 α2 ρˆ2 u¯
γ h1
+ i A1 A2 Tˆ1 α1 ρˆ2 u¯
γ h1
+
A1 A2 Pc1
d
d ξ
Tˆ1 ρˆ2 u¯
γ h1
+
A1 A2 T¯
d
d ξ
T¯ Tˆ1
d2
d T¯2
c¯p ρˆ2 u¯
h1
+
i A1 A2 T¯ Tˆ1 α1
d
d T¯
c¯p ρˆ2 u¯
h1
+
A1 A2 T¯
d
d ξ
Tˆ1
d
d T¯
c¯p ρˆ2 u¯
h1
+
2A1 A2
d
d ξ
T¯ Tˆ1
d
d T¯
c¯p ρˆ2 u¯
h1
+ i A1 A2 Tˆ1 α1 c¯p ρˆ2 u¯
h1
+
A1 A2
d
d ξ
Tˆ1 c¯p ρˆ2 u¯
h1
− i A1 A2 Tˆ1 α2 ρˆ2 u¯
h1
− i A1 A2 Tˆ1 α1 ρˆ2 u¯
h1
− A1 A2 Pc1
d
d ξ
Tˆ1 ρˆ2 u¯
h1
+
A1 A2
d
d ξ
T¯ Tˆ1 Tˆ2
d2
d T¯2
c¯p ρ¯ u¯
h1
+
2 i A1 A2 Tˆ1 Tˆ2 α2
d
d T¯
c¯p ρ¯ u¯
h1
+
2A1 A2 Tˆ1
d
d ξ
Tˆ2
d
d T¯
c¯p ρ¯ u¯
h1
− i A1 A2 Tˆ1 n2 ω ρˆ2
γ
+ i A1A2 Tˆ1 n2 ω ρˆ2 − i A1 A2 Tˆ1 n1 ω ρˆ2γ
− i A1A2 T¯ Tˆ1 dd T¯ c¯p n1 ω ρˆ2 − i A1A2 Tˆ1 c¯p n1 ω ρˆ2 + i A1A2 Tˆ1 n1 ω ρˆ2
− 2 i A1A2 Tˆ1 Tˆ2 dd T¯ c¯p n2 ω ρ¯+
A1 A2 Tˆ1 Tˆ2 β2
d
d T¯
κ¯ k22
PrReh23
+
A1 A2 Tˆ1 Tˆ2 β2
d
d T¯
κ¯ k1 k2
PrReh23
− i A1 A2Rc
d
d ξ
T¯ Tˆ1 Tˆ2 α2
d2
d T¯2
κ¯
P r Re h21
− A1 A2
d
d η
T¯ Tˆ1
d
d η
Tˆ2
d2
d T¯2
κ¯
P r Re
− A1 A2 Tˆ1
d
d η
Tˆ2
d
d η
h3
d
d T¯
κ¯
P r Re h3
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NLquadraticcont. (4) = −
i A1 A2 Rc Tˆ1 Tˆ2 α2
d
d ξ
h3
d
d T¯
κ¯
P r Re h21 h3
− A1 A2 Tˆ1
d
d η
Tˆ2
d
d η
h1
d
d T¯
κ¯
P r Re h1
+
i A1 A2Rc Tˆ1 Tˆ2 α2
d
d ξ
h1
d
d T¯
κ¯
P r Re h31
− i A1 A2Rc Tˆ1 Tˆ2
d
d ξ
α2
d
d T¯
κ¯
P r Re h21
+
A1 A2 Tˆ1 Tˆ2 α22
d
d T¯
κ¯
P r Re h21
+
A1 A2 Tˆ1 Tˆ2 α1 α2
d
d T¯
κ¯
P r Re h21
− 2 i A1 A2Rc Tˆ1
d
d ξ
Tˆ2 α2
d
d T¯
κ¯
P r Re h21
− i A1 A2Rc
d
d ξ
Tˆ1 Tˆ2 α2
d
d T¯
κ¯
P r Re h21
− i A1 A2Rc Tˆ1
d
d ξ
Tˆ2 α1
d
d T¯
κ¯
P r Re h21
− A1 A2 Tˆ1
d2
d η2
Tˆ2
d
d T¯
κ¯
P r Re
− A1 A2
d
d η
Tˆ1
d
d η
Tˆ2
d
d T¯
κ¯
P r Re
NLquadratic(5) = i A1 A2 β k2 ρˆ1 wˆ2
h3
+ i A1 A2 β k1 ρˆ1 wˆ2
h3
+ A1A2 ρˆ1
d
d η
vˆ2 + A1A2
d
d η
ρˆ1 vˆ2
+
A1 A2
d
d η
h3 ρˆ1 vˆ2
h3
+
A1 A2
d
d η
h1 ρˆ1 vˆ2
h1
+
A1 A2 ρˆ1
d
d ξ
uˆ2
h1
+
A1 A2
d
d ξ
ρˆ1 uˆ2
h1
+
A1 A2
d
d ξ
h3 ρˆ1 uˆ2
h1 h3
+ i A1 A2 α2 ρˆ1 uˆ2
h1
+ i A1 A2 α1 ρˆ1 uˆ2
h1
C.2 Cubic
NLcubic(1) = −A1 A2 A3
d
d ξ
h3 ρˆ1 wˆ2 wˆ3
h1 h3
+ i A1 A2 A3 β k2 ρˆ1 uˆ2 wˆ3
h3
+ A1A2A3 ρˆ1
d
d η
uˆ2 vˆ3
+
A1 A2 A3
d
d η
h1 ρˆ1 uˆ2 vˆ3
h1
+
A1 A2 A3 ρˆ1 uˆ2
d
d ξ
uˆ3
h1
+ i A1 A2 A3 α3 ρˆ1 uˆ2 uˆ3
h1
NLcubic(2) = −A1 A2 A3
d
d η
h3 ρˆ1 wˆ2 wˆ3
h3
+ i A1 A2 A3 β k2 ρˆ1 vˆ2 wˆ3
h3
+ A1A2A3 ρˆ1 vˆ2
d
d η
vˆ3
+
A1 A2 A3 ρˆ1 uˆ2
d
d ξ
vˆ3
h1
+ i A1 A2 A3 α3 ρˆ1 uˆ2 vˆ3
h1
− A1 A2 A3
d
d η
h1 ρˆ1 uˆ2 uˆ3
h1
NLcubic(3) = A1A2A3 ρˆ1 vˆ2 dd η wˆ3 +
A1 A2 A3 ρˆ1 uˆ2
d
d ξ
wˆ3
h1
+ i A1 A2 A3 β k3 ρˆ1 wˆ2 wˆ3
h3
+
A1 A2 A3
d
d η
h3 ρˆ1 vˆ2 wˆ3
h3
+
A1 A2 A3
d
d ξ
h3 ρˆ1 uˆ2 wˆ3
h1 h3
+ i A1 A2 A3 α3 ρˆ1 uˆ2 wˆ3
h1
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NLcubic(4) = −A1 A2 A3 M
2 Tˆ1 γ
d
d T¯
µ¯ d
d η
wˆ2
d
d η
wˆ3
Re
+
A1 A2 A3 M2 Tˆ1
d
d T¯
µ¯ d
d η
wˆ2
d
d η
wˆ3
Re
+
2A1 A2 A3 M2 Tˆ1 γ
d
d η
h3
d
d T¯
µ¯ wˆ2
d
d η
wˆ3
Reh3
− 2A1 A2 A3M
2 Tˆ1
d
d η
h3
d
d T¯
µ¯ wˆ2
d
d η
wˆ3
Reh3
− 2 i A1 A2 A3M
2 Tˆ1 β γ k2
d
d T¯
µ¯ vˆ2
d
d η
wˆ3
Reh3
+
2 i A1 A2 A3 M2 Tˆ1 β k2
d
d T¯
µ¯ vˆ2
d
d η
wˆ3
Reh3
− i A1 A2 A3 M
2 Rc Tˆ1 α2 γ
d
d T¯
µ¯ wˆ2
d
d ξ
wˆ3
Reh21
+
i A1 A2 A3M2Rc Tˆ1 α2
d
d T¯
µ¯ wˆ2
d
d ξ
wˆ3
Reh21
− 2 i A1 A2 A3M
2Rc Tˆ1 β γ k2
d
d T¯
µ¯ uˆ2
d
d ξ
wˆ3
Reh1 h3
+
2 i A1 A2 A3 M2 Rc Tˆ1 β k2
d
d T¯
µ¯ uˆ2
d
d ξ
wˆ3
Reh1 h3
− i A1 A2 A3 M
2 Rc Tˆ1 α3 γ
d
d T¯
µ¯ d
d ξ
wˆ2 wˆ3
Reh21
+
i A1 A2 A3M2Rc Tˆ1 α3
d
d T¯
µ¯ d
d ξ
wˆ2 wˆ3
Reh21
+
4A1 A2 A3 M2 Tˆ1 β2 γ k2 k3
d
d T¯
µ¯ wˆ2 wˆ3
3Reh23
− 4A1 A2 A3M2 Tˆ1 β2 k2 k3
d
d T¯
µ¯ wˆ2 wˆ3
3Reh23
− A1 A2 A3M
2 Tˆ1 γ
d
d η
h23
d
d T¯
µ¯ wˆ2 wˆ3
Reh23
+
A1 A2 A3M2 Tˆ1
d
d η
h23
d
d T¯
µ¯ wˆ2 wˆ3
Reh23
+
2 i A1 A2 A3M2 Rc Tˆ1 α3 γ
d
d ξ
h3
d
d T¯
µ¯ wˆ2 wˆ3
Reh21 h3
− 2 i A1 A2 A3 M
2 Rc Tˆ1 α3
d
d ξ
h3
d
d T¯
µ¯ wˆ2 wˆ3
Reh21 h3
+
A1 A2 A3M2 Tˆ1 α2 α3 γ
d
d T¯
µ¯ wˆ2 wˆ3
Reh21
− A1 A2 A3M2 Tˆ1 α2 α3
d
d T¯
µ¯ wˆ2 wˆ3
Reh21
+
4 i A1 A2 A3M2 Tˆ1 β γ k3
d
d T¯
µ¯ d
d η
vˆ2 wˆ3
3Reh3
− 4 i A1 A2 A3 M
2 Tˆ1 β k3
d
d T¯
µ¯ d
d η
vˆ2 wˆ3
3Reh3
− 8 i A1 A2 A3M
2 Tˆ1 β γ
d
d η
h3 k3
d
d T¯
µ¯ vˆ2 wˆ3
3Reh23
+
8 i A1 A2 A3 M2 Tˆ1 β
d
d η
h3 k3
d
d T¯
µ¯ vˆ2 wˆ3
3Reh23
+
4 i A1 A2 A3M2 Tˆ1 β γ
d
d η
h1 k3
d
d T¯
µ¯ vˆ2 wˆ3
3Reh1 h3
− 4 i A1 A2 A3 M
2 Tˆ1 β
d
d η
h1 k3
d
d T¯
µ¯ vˆ2 wˆ3
3Reh1 h3
+
2 i A1 A2 A3M2 Tˆ1 β γ
d
d η
h3 k2
d
d T¯
µ¯ vˆ2 wˆ3
Reh23
− 2 i A1 A2 A3 M
2 Tˆ1 β
d
d η
h3 k2
d
d T¯
µ¯ vˆ2 wˆ3
Reh23
+
4 i A1 A2 A3M2 Rc Tˆ1 β γ k3
d
d T¯
µ¯ d
d ξ
uˆ2 wˆ3
3Reh1 h3
− 4 i A1 A2 A3 M
2 Rc Tˆ1 β k3
d
d T¯
µ¯ d
d ξ
uˆ2 wˆ3
3Reh1 h3
− 8 i A1 A2 A3M
2Rc Tˆ1 β γ
d
d ξ
h3 k3
d
d T¯
µ¯ uˆ2 wˆ3
3Reh1 h23
+
8 i A1 A2 A3M2Rc Tˆ1 β
d
d ξ
h3 k3
d
d T¯
µ¯ uˆ2 wˆ3
3Reh1 h23
− 4A1 A2 A3 M2 Tˆ1 α2 β γ k3
d
d T¯
µ¯ uˆ2 wˆ3
3Reh1 h3
+
4A1 A2 A3 M2 Tˆ1 α2 β k3
d
d T¯
µ¯ uˆ2 wˆ3
3Reh1 h3
+
2 i A1 A2 A3M2 Rc Tˆ1 β γ
d
d ξ
h3 k2
d
d T¯
µ¯ uˆ2 wˆ3
Reh1 h23
− 2 i A1 A2 A3M
2Rc Tˆ1 β
d
d ξ
h3 k2
d
d T¯
µ¯ uˆ2 wˆ3
Reh1 h23
+
2A1 A2 A3 M2 Tˆ1 α3 β γ k2
d
d T¯
µ¯ uˆ2 wˆ3
Reh1 h3
− 2A1 A2 A3 M2 Tˆ1 α3 β k2
d
d T¯
µ¯ uˆ2 wˆ3
Reh1 h3
+ i A1 A2 A3 Tˆ1 β k2 ρˆ2 wˆ3
γ h3
− i A1 A2 A3 Tˆ1 β k2 ρˆ2 wˆ3
h3
+ i A1 A2 A3 Tˆ1 β k1 ρˆ2 wˆ3
γ h3
+
i A1 A2 A3 T¯ Tˆ1 β
d
d T¯
c¯p k1 ρˆ2 wˆ3
h3
+ i A1 A2 A3 Tˆ1 β c¯p k1 ρˆ2 wˆ3
h3
− i A1 A2 A3 Tˆ1 β k1 ρˆ2 wˆ3
h3
+
2 i A1 A2 A3 Tˆ1 Tˆ2 β
d
d T¯
c¯p k2 ρ¯ wˆ3
h3
+
2 i A1 A2 A3 Tˆ1 Tˆ2 β
d
d T¯
c¯p k2 ρˆ3 w¯
h3
− 4A1 A2 A3 M
2 Tˆ1 γ
d
d T¯
µ¯ d
d η
vˆ2
d
d η
vˆ3
3Re
+
4A1 A2 A3M2 Tˆ1
d
d T¯
µ¯ d
d η
vˆ2
d
d η
vˆ3
3Re
+
4A1 A2 A3 M2 Tˆ1 γ
d
d η
h3
d
d T¯
µ¯ vˆ2
d
d η
vˆ3
3Reh3
− 4A1 A2 A3 M
2 Tˆ1
d
d η
h3
d
d T¯
µ¯ vˆ2
d
d η
vˆ3
3Reh3
+
4A1 A2 A3 M2 Tˆ1 γ
d
d η
h1
d
d T¯
µ¯ vˆ2
d
d η
vˆ3
3Reh1
− 4A1 A2 A3 M
2 Tˆ1
d
d η
h1
d
d T¯
µ¯ vˆ2
d
d η
vˆ3
3Reh1
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4A1 A2 A3 M2 Rc Tˆ1 γ
d
d T¯
µ¯ d
d ξ
uˆ2
d
d η
vˆ3
3Reh1
− 4A1 A2 A3M
2Rc Tˆ1
d
d T¯
µ¯ d
d ξ
uˆ2
d
d η
vˆ3
3Reh1
+
4A1 A2 A3 M2Rc Tˆ1 γ
d
d ξ
h3
d
d T¯
µ¯ uˆ2
d
d η
vˆ3
3Reh1 h3
− 4A1 A2 A3 M
2Rc Tˆ1
d
d ξ
h3
d
d T¯
µ¯ uˆ2
d
d η
vˆ3
3Reh1 h3
+
4 i A1 A2 A3M2 Tˆ1 α2 γ
d
d T¯
µ¯ uˆ2
d
d η
vˆ3
3Reh1
− 4 i A1 A2 A3 M
2 Tˆ1 α2
d
d T¯
µ¯ uˆ2
d
d η
vˆ3
3Reh1
− i A1 A2 A3 M
2 Rc Tˆ1 α2 γ
d
d T¯
µ¯ vˆ2
d
d ξ
vˆ3
Reh21
+
i A1 A2 A3 M2 Rc Tˆ1 α2
d
d T¯
µ¯ vˆ2
d
d ξ
vˆ3
Reh21
− 2A1 A2 A3 M
2 Rc Tˆ1 γ
d
d T¯
µ¯ d
d η
uˆ2
d
d ξ
vˆ3
Reh1
+
2A1 A2 A3M2 Rc Tˆ1
d
d T¯
µ¯ d
d η
uˆ2
d
d ξ
vˆ3
Reh1
+
2A1 A2 A3 M2Rc Tˆ1 γ
d
d η
h1
d
d T¯
µ¯ uˆ2
d
d ξ
vˆ3
Reh21
− 2A1 A2 A3 M
2Rc Tˆ1
d
d η
h1
d
d T¯
µ¯ uˆ2
d
d ξ
vˆ3
Reh21
− i A1 A2 A3 M
2 Rc Tˆ1 α3 γ
d
d T¯
µ¯ d
d ξ
vˆ2 vˆ3
Reh21
+
i A1 A2 A3 M2 Rc Tˆ1 α3
d
d T¯
µ¯ d
d ξ
vˆ2 vˆ3
Reh21
+
A1 A2 A3M2 Tˆ1 β2 γ k2 k3
d
d T¯
µ¯ vˆ2 vˆ3
Reh23
− A1 A2 A3M2 Tˆ1 β2 k2 k3
d
d T¯
µ¯ vˆ2 vˆ3
Reh23
− 4A1 A2 A3 M
2 Tˆ1 γ
d
d η
h23
d
d T¯
µ¯ vˆ2 vˆ3
3Reh23
+
4A1 A2 A3 M2 Tˆ1
d
d η
h23
d
d T¯
µ¯ vˆ2 vˆ3
3Reh23
+
4A1 A2 A3 M2 Tˆ1 γ
d
d η
h1
d
d η
h3
d
d T¯
µ¯ vˆ2 vˆ3
3Reh1 h3
− 4A1 A2 A3M
2 Tˆ1
d
d η
h1
d
d η
h3
d
d T¯
µ¯ vˆ2 vˆ3
3Reh1 h3
− 4A1 A2 A3 M
2 Tˆ1 γ
d
d η
h21
d
d T¯
µ¯ vˆ2 vˆ3
3Reh21
+
4A1 A2 A3 M2 Tˆ1
d
d η
h21
d
d T¯
µ¯ vˆ2 vˆ3
3Reh21
+
A1 A2 A3M2 Tˆ1 α2 α3 γ
d
d T¯
µ¯ vˆ2 vˆ3
Reh21
− A1 A2 A3M2 Tˆ1 α2 α3
d
d T¯
µ¯ vˆ2 vˆ3
Reh21
− 2 i A1 A2 A3M
2 Tˆ1 α3 γ
d
d T¯
µ¯ d
d η
uˆ2 vˆ3
Reh1
+
2 i A1 A2 A3 M2 Tˆ1 α3
d
d T¯
µ¯ d
d η
uˆ2 vˆ3
Reh1
+
4A1 A2 A3 M2Rc Tˆ1 γ
d
d η
h3
d
d T¯
µ¯ d
d ξ
uˆ2 vˆ3
3Reh1 h3
− 4A1 A2 A3 M
2Rc Tˆ1
d
d η
h3
d
d T¯
µ¯ d
d ξ
uˆ2 vˆ3
3Reh1 h3
− 8A1 A2 A3 M
2 Rc Tˆ1 γ
d
d η
h1
d
d T¯
µ¯ d
d ξ
uˆ2 vˆ3
3Reh21
+
8A1 A2 A3 M2Rc Tˆ1
d
d η
h1
d
d T¯
µ¯ d
d ξ
uˆ2 vˆ3
3Reh21
− 8A1 A2 A3 M
2 Rc Tˆ1 γ
d
d ξ
h3
d
d η
h3
d
d T¯
µ¯ uˆ2 vˆ3
3Reh1 h23
+
8A1 A2 A3M2Rc Tˆ1
d
d ξ
h3
d
d η
h3
d
d T¯
µ¯ uˆ2 vˆ3
3Reh1 h23
+
4 i A1 A2 A3M2 Tˆ1 α2 γ
d
d η
h3
d
d T¯
µ¯ uˆ2 vˆ3
3Reh1 h3
− 4 i A1 A2 A3 M
2 Tˆ1 α2
d
d η
h3
d
d T¯
µ¯ uˆ2 vˆ3
3Reh1 h3
+
4A1 A2 A3 M2Rc Tˆ1 γ
d
d η
h1
d
d ξ
h3
d
d T¯
µ¯ uˆ2 vˆ3
3Reh21 h3
− 4A1 A2 A3M
2Rc Tˆ1
d
d η
h1
d
d ξ
h3
d
d T¯
µ¯ uˆ2 vˆ3
3Reh21 h3
+
2 i A1 A2 A3M2 Tˆ1 α3 γ
d
d η
h1
d
d T¯
µ¯ uˆ2 vˆ3
Reh21
− 8 i A1 A2 A3 M
2 Tˆ1 α2 γ
d
d η
h1
d
d T¯
µ¯ uˆ2 vˆ3
3Reh21
− 2 i A1 A2 A3M
2 Tˆ1 α3
d
d η
h1
d
d T¯
µ¯ uˆ2 vˆ3
Reh21
+
8 i A1 A2 A3M2 Tˆ1 α2
d
d η
h1
d
d T¯
µ¯ uˆ2 vˆ3
3Reh21
+
A1 A2 A3 Tˆ1
d
d η
ρˆ2 vˆ3
γ
− A1A2A3 Tˆ1 dd η ρˆ2 vˆ3 +
A1 A2 A3
d
d η
Tˆ1 ρˆ2 vˆ3
γ
+ A1A2A3 T¯
d
d η
T¯ Tˆ1
d2
d T¯ 2
c¯p ρˆ2 vˆ3 + A1A2A3 T¯
d
d η
Tˆ1
d
d T¯
c¯p ρˆ2 vˆ3
+ 2A1A2A3
d
d η
T¯ Tˆ1
d
d T¯
c¯p ρˆ2 vˆ3 + A1A2A3
d
d η
Tˆ1 c¯p ρˆ2 vˆ3
− A1A2A3 dd η Tˆ1 ρˆ2 vˆ3 + A1A2A3 dd η T¯ Tˆ1 Tˆ2 d
2
d T¯ 2
c¯p ρ¯ vˆ3
+ 2A1A2A3 Tˆ1
d
d η
Tˆ2
d
d T¯
c¯p ρ¯ vˆ3 + A1A2A3
d
d η
T¯ Tˆ1 Tˆ2
d2
d T¯ 2
c¯p ρˆ3 v¯
+ 2A1A2A3 Tˆ1
d
d η
Tˆ2
d
d T¯
c¯p ρˆ3 v¯ − A1 A2 A3M
2 Tˆ1 γ
d
d T¯
µ¯ d
d η
uˆ2
d
d η
uˆ3
Re
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A1 A2 A3M2 Tˆ1
d
d T¯
µ¯ d
d η
uˆ2
d
d η
uˆ3
Re
+
2A1 A2 A3M2 Tˆ1 γ
d
d η
h1
d
d T¯
µ¯ uˆ2
d
d η
uˆ3
Reh1
− 2A1 A2 A3 M
2 Tˆ1
d
d η
h1
d
d T¯
µ¯ uˆ2
d
d η
uˆ3
Reh1
− 4 i A1 A2 A3M
2 Rc Tˆ1 α2 γ
d
d T¯
µ¯ uˆ2
d
d ξ
uˆ3
3Reh21
+
4 i A1 A2 A3M2 Rc Tˆ1 α2
d
d T¯
µ¯ uˆ2
d
d ξ
uˆ3
3Reh21
− 4 i A1 A2 A3M
2Rc Tˆ1 α3 γ
d
d T¯
µ¯ d
d ξ
uˆ2 uˆ3
3Reh21
+
4 i A1 A2 A3M2 Rc Tˆ1 α3
d
d T¯
µ¯ d
d ξ
uˆ2 uˆ3
3Reh21
+
A1 A2 A3M2 Tˆ1 β2 γ k2 k3
d
d T¯
µ¯ uˆ2 uˆ3
Reh23
− A1 A2 A3M2 Tˆ1 β2 k2 k3
d
d T¯
µ¯ uˆ2 uˆ3
Reh23
+
4 i A1 A2 A3 M2 Rc Tˆ1 α3 γ
d
d ξ
h3
d
d T¯
µ¯ uˆ2 uˆ3
3Reh21 h3
− 4 i A1 A2 A3M
2Rc Tˆ1 α3
d
d ξ
h3
d
d T¯
µ¯ uˆ2 uˆ3
3Reh21 h3
− A1 A2 A3M
2 Tˆ1 γ
d
d η
h21
d
d T¯
µ¯ uˆ2 uˆ3
Reh21
+
A1 A2 A3M2 Tˆ1
d
d η
h21
d
d T¯
µ¯ uˆ2 uˆ3
Reh21
+
4A1 A2 A3M2 Tˆ1 α2 α3 γ
d
d T¯
µ¯ uˆ2 uˆ3
3Reh21
− 4A1 A2 A3 M2 Tˆ1 α2 α3
d
d T¯
µ¯ uˆ2 uˆ3
3Reh21
+
A1 A2 A3 Pc2 Tˆ1
d
d ξ
ρˆ2 uˆ3
γ h1
− A1 A2 A3 Pc2 Tˆ1
d
d ξ
ρˆ2 uˆ3
h1
+ i A1 A2 A3 Tˆ1 α2 ρˆ2 uˆ3
γ h1
+ i A1 A2 A3 Tˆ1 α1 ρˆ2 uˆ3
γ h1
+
A1 A2 A3 Pc1
d
d ξ
Tˆ1 ρˆ2 uˆ3
γ h1
+
A1 A2 A3 T¯
d
d ξ
T¯ Tˆ1
d2
d T¯2
c¯p ρˆ2 uˆ3
h1
+
i A1 A2 A3 T¯ Tˆ1 α1
d
d T¯
c¯p ρˆ2 uˆ3
h1
+
A1 A2 A3 T¯
d
d ξ
Tˆ1
d
d T¯
c¯p ρˆ2 uˆ3
h1
+
2A1 A2 A3
d
d ξ
T¯ Tˆ1
d
d T¯
c¯p ρˆ2 uˆ3
h1
+ i A1 A2 A3 Tˆ1 α1 c¯p ρˆ2 uˆ3
h1
+
A1 A2 A3
d
d ξ
Tˆ1 c¯p ρˆ2 uˆ3
h1
− i A1 A2 A3 Tˆ1 α2 ρˆ2 uˆ3
h1
− i A1 A2 A3 Tˆ1 α1 ρˆ2 uˆ3
h1
− A1 A2 A3 Pc1
d
d ξ
Tˆ1 ρˆ2 uˆ3
h1
+
A1 A2 A3
d
d ξ
T¯ Tˆ1 Tˆ2
d2
d T¯2
c¯p ρ¯ uˆ3
h1
+
2 i A1 A2 A3 Tˆ1 Tˆ2 α2
d
d T¯
c¯p ρ¯ uˆ3
h1
+
2A1 A2 A3 Tˆ1
d
d ξ
Tˆ2
d
d T¯
c¯p ρ¯ uˆ3
h1
+
A1 A2 A3
d
d ξ
T¯ Tˆ1 Tˆ2
d2
d T¯2
c¯p ρˆ3 u¯
h1
+
2 i A1 A2 A3 Tˆ1 Tˆ2 α2
d
d T¯
c¯p ρˆ3 u¯
h1
+
2A1 A2 A3 Tˆ1
d
d ξ
Tˆ2
d
d T¯
c¯p ρˆ3 u¯
h1
− 2 i A1A2A3 Tˆ1 Tˆ2 dd T¯ c¯p n2 ω ρˆ3
NLcubic(5) = 0
C.3 Quartic
NLquartic(1) = 0
NLquartic(2) = 0
NLquartic(3) = 0
NLquartic(4) = 2 i A1 A2 A3 A4 Tˆ1 Tˆ2 β
d
d T¯
c¯p k2 ρˆ3 wˆ4
h3
+ A1A2A3A4
d
d η
T¯ Tˆ1 Tˆ2
d2
d T¯ 2
c¯p ρˆ3 vˆ4
+ 2A1A2A3A4 Tˆ1
d
d η
Tˆ2
d
d T¯
c¯p ρˆ3 vˆ4 +
A1 A2 A3 A4
d
d ξ
T¯ Tˆ1 Tˆ2
d2
d T¯2
c¯p ρˆ3 uˆ4
h1
+
2 i A1 A2 A3 A4 Tˆ1 Tˆ2 α2
d
d T¯
c¯p ρˆ3 uˆ4
h1
+
2A1 A2 A3 A4 Tˆ1
d
d ξ
Tˆ2
d
d T¯
c¯p ρˆ3 uˆ4
h1
NLquartic(5) = 0
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