Optimal sensor placement is a key issue in the structural health monitoring of large-scale structures. However, some aspects in existing approaches require improvement, such as the empirical and unreliable selection of mode and sensor numbers and timeconsuming computation. A novel improved particle swarm optimization (IPSO) algorithm is proposed to address these problems. The approach firstly employs the cumulative effective modal mass participation ratio to select mode number. Three strategies are then adopted to improve the PSO algorithm. Finally, the IPSO algorithm is utilized to determine the optimal sensors number and configurations. A case study of a latticed shell model is implemented to verify the feasibility of the proposed algorithm and four different PSO algorithms. The effective independence method is also taken as a contrast experiment. The comparison results show that the optimal placement schemes obtained by the PSO algorithms are valid, and the proposed IPSO algorithm has better enhancement in convergence speed and precision.
Introduction
Many large-scale civil infrastructures have been established with the rapid development of engineering technology. However, these structures are easily damaged in their long service lives because of inadequate designs and increasing traffic loads, which may cause sudden destruction and large economic losses. Therefore, developing a continuous structural health monitoring (SHM) system is essential. The sensor system is an important subsystem of a typical SHM system. More information can generally be obtained with the increasing sensor number. Unfortunately, an excessive sensor number increases the testing cost, which also increases the SHM system cost. Installing sensors are also difficult in many parts of the structure. Thus, designing an optimal sensor scheme is a key issue. The optimal placement of sensors not only lowers the cost but also acquires reliable and comprehensive structural health information [1] . Therefore, how to determine the optimal number of sensors and where to arrange the limited sensors have become key research issues.
Over the past two decades, large quantities of optimal sensor placement (OSP) techniques and criteria have been proposed for modal parameter identification and health monitoring of structures. These techniques can be divided into two categories, namely, traditional iterative approaches and global optimization techniques. The information-theorybased approaches are the important parts of the traditional iterative approaches. Kammer [2] , Udwadia [3] , Kammer and Tinker [4] , and Meo and Zumpano [5] have all proposed information-theory-based approaches to select the optimal sensor locations. In these methods, the optimal sensor set is selected by maximizing the determinant of the Fisher information matrix. Papadimitriou [6, 7] used the information entry as a criterion to determine the optimal sensor configuration. Trendafilova et al. [8] addressed the concept of average mutual information to identify the optimal sensor locations. The matrix-decomposition-based approaches are also applied to OSP. Schedlinski and Link [9] introduced QRdecomposition of the modal matrix to determine the optimal sensor locations. Park and Kim [10] , Cherng [11] , and Reynier 2 Mathematical Problems in Engineering and Abou-Kandil [12] have all adopted singular value decomposition methods to place sensors at optimal locations. Other iterative methods, such as the Guyan reduction [13] , modal kinetic energy [14, 15] , eigenvector component product [16] , and drive point residue [17] , have also been presented to solve the OSP problem. In recent years, with the rapid development of computational intelligence approaches, some global optimization techniques such as genetic algorithms (GAs) [18] [19] [20] [21] [22] [23] [24] and particle swarm optimization (PSO) algorithms [25] [26] [27] have been employed to determine the OSP. Given their advantages over traditional iterative methods such as global search, efficient parallel, and robustness, global optimization algorithms have played an important role in solving the OSP problem.
The above approaches could be applied to solve practical OSP problems and have already made great progress. However, some defects still exist in these methods. Firstly, the basic data selection for OSP is empirical. Generally, the mode shape matrix attained through modal analysis is always used for solving the OSP problem. Considering that the mode shape matrix is composed of modes, different mode shape matrices can be obtained with different mode numbers. This scenario leads to different sensor placement results. Therefore, how to select the modes is very important. In the previous methods, the lower modes were considered to have larger contributions to the dynamic response and always selected based on experience for solving the OSP problem. This mode selection method is unreasonable to a certain extent. Secondly, determining the optimal sensor number for specific structural forms is difficult. In general, the sensor number is predefined to a desired one or is determined based on the relationship between the fitness value and different sensor numbers. However, the predefined sensor number is subjective. The fitness value used for determining the sensor number is also computed only once. This condition will result in unreliable and imprecise computation results. Finally, the effective performance of the optimal placement techniques may not be assured. In traditional approaches, the computation of the desired sensor locations is an iterative process that usually obtains the suboptimal rather than the optimal value. Thus, this condition expands the errors between the real and estimated modal parameters identified by the placed sensors of these techniques. For the global optimization techniques, some features of the GA-based algorithms still require improvement. For example, it takes more computation time for the GAs to search for the best sensor locations because of the computational complexity. In view of this, Yao et al. [18] lowered the number of possible candidate sensor locations before applying GA to limit the complexity. Rao and Anandakumar [25] claimed that the GA performance for the OSP is difficult to assure if the problems have large candidate sensor configurations. Thus, they proposed a hybrid swarm intelligence technique to solve the OSP problem without limiting the number of possible candidate sensor configurations. Lian et al. [26] also used a hybrid swarm intelligence algorithm for OSP. The optimized results show that the proposed algorithm outperforms a GA in the capability of global optimization.
Concerning the existing problems and advantages of the swarm intelligence algorithm over GA, this paper proposes a type of improved particle swarm optimization (IPSO) algorithm to solve the OSP problem better. The cumulative effective modal mass participation ratio is firstly proposed to select the reasonable number of modes. Three strategies are then used to improve the PSO algorithm, including the dualstructure coding, novel inertia weight adjustment method, and mutation operator. The root mean square value of the offdiagonal elements in the modal assurance criterion (MAC) matrix is also taken as the fitness function. Finally, the IPSO algorithm is employed to solve the OSP problem of a latticed shell structure. The simulation experiments compared with the effective independence (EI) method and four different PSO algorithms variants are also conducted to verify the performance of the proposed algorithm.
The remaining part of this paper is organized as follows. Section 2 introduces the background of the OSP problem. Section 3 presents the OSP implementation steps based on the proposed IPSO algorithm. Section 4 shows the performance of the proposed IPSO algorithm for optimizing OSP in a latticed shell structure. Section 5 is some conclusions and the future work.
Background
Placing sensors at every degree of freedom (DOF) for structures is impossible because of the high cost of sensors, data acquisition system, and data processing system. The goal of OSP is to acquire the maximum structural health information by placing as few sensors as possible and make sure that the sensor locations are the best. Suppose the number of nodes in a structure is m, the numbered nodes compose a set , where = { 1 , 2 , . . . , }, the theoretical DOF of is ( = 1, 2, . . . , ), and the DOFs of all nodes compose a set = { 1 , 2 , . . . , }. Given the constraints of the installation process, 1 , 2 , . . ., ( ≤ ) of the set are selected as the candidate sensor locations. The goal is to search for the optimal ones from the candidates. Thus, OSP can be presented as an optimal problem that consists of the objective function and constraints as follows: min ( )
where ( ) is the objective function with the decision variables, 1 , 2 , . . . , . This condition is a minimum optimization problem. The key is to find the minimum value of with respect to the decision variables, where ( ∈ ) is one of them. If = 1, then a sensor is placed at the j-th DOF; if = 0, no sensor exists. Once is confirmed, the locations of the sensors can thus be determined.
The PSO algorithm is a swarm intelligent computation technique based on a simple simulation of bird flocking, fish schooling, and swarming theory. Unlike other evolutionary computation techniques, the PSO algorithm is simple, easy to implement, and computationally efficient. This algorithm has attracted much attention since its first introduction in 1995 [28, 29] . The PSO algorithm also has science and engineering applications. In PSO, each solution point in the search space is Mathematical Problems in Engineering 3 known as a particle. The particle can find the optimal position through its own experience and social cooperation with its neighbors. All particles are assigned a random velocity. The particles fly through the problem space with a certain velocity to reach better search areas. Suppose each particle searches for the optimal value in the D-dimensional problem space, = ( 1 , 2 , . . . , ) is the position of the th particle, = ( 1 , 2 , . . . , ) represents the velocity of the particle, which is clamped to a maximum magnitude " max " specified by the problem to be solved, = ( 1 , 2 , . . . , ) is the best previous position for the th particle, and
) is the best previous position of the swarm. The velocity and position update equations are given as follows:
where 1 and 2 are the acceleration coefficients, which are normally taken as 2, is the current iteration number, d is the current dimensional problem space, and 1 and 2 are independently uniformly distributed random numbers in the range of [0, 1].
Proposed IPSO Algorithm for OSP
In this section, a new approach called IPSO algorithm is proposed to solve the existing sensor placement problems in traditional methods. Three steps are included in this approach, which can be seen in Figure 1 . The mode number is initially selected based on the cumulative effective modal mass participation ratio. A novel IPSO algorithm is also proposed based on three different strategies. Finally, this proposed IPSO algorithm is applied to determine the optimal sensor number and configurations.
Mode Selection.
Modal analysis can provide the original data for OSP (i.e., mode shape matrix), which is composed of modes. How to select mode number is very important. If the number is different, the same optimization algorithm obtains different location schemes. The computation is also time-consuming given an excessive number of modes. Thus, selecting proper modes before using the placement method to determine the sensor locations is essential. In this section, the effective modal mass participation ratio is employed to determine the main modes, and the cumulative effective modal mass participation ratio is adopted to decide the proper mode number. The computational method on the selection of modes is studied using the following mathematical derivation.
The basic motion equation of a general -DOF system subjected to an external force can be described as follows:
where is the number of DOFs; M is the mass matrix; C is the damping matrix; is the stiffness matrix; is the direction matrix of the external force;̈( ) is the acceleration impact generated by the external force; and,, and are the acceleration, velocity, and displacement response, respectively. Using the mode shape matrix Φ to express the structural response, the following values are obtained:
Considering the orthogonal conditions of , , and , as well as combining (3) and (4), we can obtain the following:
where is the modal coordinate, is the natural frequency, is the modal damping ratio associated with the th mode, and is the th column vector in the matrix Φ.
The modal participation factor can be defined as follows:
Normalizing the modal mass by the following equation:
the modal participation factor can be expressed as follows:
We define the effective modal mass of the th mode as follows:
Considering (7), we can obtain = 2 , and the total mass can be derived from the following:
From (8), we can obtain = Φ . Substituting this equation into (10), we can reach the following equation:
The matrix form of (7) can be expressed as follows:
where is a unit matrix. Substituting (12) into (11), we can obtain the following:
The above equation indicates that the total effective modal mass is equal to the total mass or the rotational inertia. Thus, the th effective modal mass is one of the important parameters that can reflect the dynamic response of the given modes. It can be used to determine the mode number.
We define the ratio of effective modal mass to total effective modal mass as the effective modal mass participation ratio. The effective modal mass participation ratio with respect to the th mode can be presented as follows:
In practical calculation, if the number of modes is ( < ), then the cumulative effective modal mass participation ratio can be expressed as follows:
The above equation reflects the effective modal mass participation ratio of the selected modes. The value should be larger than 90% (i.e., ≥ 0.9) to obtain a sufficient number of main modes [30] . This criterion is applied to select the mode number.
OSP Using the IPSO Algorithm.
The proposed novel IPSO algorithm is designed to solve the OSP problem. The flow chart of the designed algorithm is presented in Figure 2 . Firstly, the population is initialized and the values of and are calculated. The parameters are updated, and the fitness values are evaluated. The mutation operator is employed if the fitness value does not improve over the iterations; and are updated otherwise. Finally, the second step is repeated until the termination condition is satisfied.
Initialization.
Initializing position and velocity of the particle are two basic aspects. As the goal of the algorithm is to determine the optimal fitness value with respect to the particle's position, the position initialization directly determines the search result. Thus, the computation performance of the algorithm is greatly affected by the position. The initialization of the particle's position is thus mainly introduced as follows. However, the velocity is randomly initialized in the search space. Table 1 : A new particle position generated by dual-structure coding method.
Extra code Table 2 : Example of a dual-structure coding method. The position initialization is assumed to be a coding problem. The 1D binary coding method can be used to initialize the particle's position. The length of the binary string should be the same as the candidate sensor locations. If the value of the th code is 1, a sensor is placed on the th DOF. Otherwise, no sensor exists. This coding method is simple, intuitional, and easy to implement. However, the sensor number changes if 1 is changed in the particle's position code. Thus, this coding method is improper for solving the OSP problem. A dual-structure coding method is adopted in [31] . This method can overcome the shortcomings of binary coding. The dual-structure coding method is thus employed in the particles' position encoding of the PSO algorithm. The specific method can be described as follows.
The upper line is the extra code, which is generated randomly through the shuffle method firstly. The variable code is then produced randomly (with a value of 0 or 1) and placed on the lower line. Thus, the extra and variable codes compose the individual position. A particle's position encoded by the dual-structure method can be seen in Table 1 . The upper line ( ) is the extra code of , where ( ) = and the length of extra code is equal to the length of the candidate sensor locations (i.e., s in this paper). The lower line denotes the variable code ( ) corresponding to the extra code ( ). When decoding the variable code, the constraints should be considered, and the penalty function is used. If a variable does not follow the constraints, its corresponding value is enforced to be 0 or 1 if otherwise.
For example, an OSP problem with 10 candidate sensor locations and the randomly generated sequence of extra code Mathematical Problems in Engineering 5 is (2, 3, 1, 5, 7, 4, 10, 6, 9, and 8). Its dual-structure code is presented in Table 2 . In this manner, the code corresponds to a feasible solution (i.e., the 1st, 3rd, 8th, 9th, and 10th DOFs are selected as the sensor locations).
Improved Inertia Weight Adjustment
Strategy. The PSO algorithm shows significant performance in the initial iterations, but it might encounter local optimum in the latter iterations. Many researchers have worked on improving its performance by dynamically changing the PSO parameters during the iterations. Shi and Eberhart [32] introduced an inertia weight into the original PSO algorithm to improve its performance. This parameter can provide a flexible influence of the previous velocity on the new velocity. This modified PSO algorithm is a standard PSO (SPSO). The velocity updating of the d-th dimension of the th particle in the SPSO algorithm is presented as follows:
. (16) The inertia weight reflects the particle's dynamic behavior. A higher value is good for globally exploring a better solution. However, a lower inertia weight could provide slower updating in exploring locally. A linear inertia weight adjustment strategy is proposed in [33] to balance the global and local search capabilities. Thus,
where max is the maximum value of the , min is the minimum value of the , max is the maximum number of allowable iterations, and is the current number of iterations. Shi and Eberhart [33] conducted empirical studies and found that the optimal value can be improved when the value of is linearly decreased in the range of [0.9, 0.4]. This PSO is thus referred to as linearly decreasing inertia weight PSO (LPSO). Eberhart and Shi [34] applied PSO algorithm to track and optimize dynamic systems. However, they found that the improved LPSO algorithm is not very effective in tracking dynamic systems. Instead, they took the dynamic nature of real-world application into consideration and proposed a random inertia weight factor for tacking dynamic systems. The difference between this method and LPSO is that the inertia weight changes randomly as follows:
where 3 is the same as 1 or 2 (i.e., it is a random number in the range of [0, 1]). For the remainder of this paper, this PSO algorithm is referred to as random inertia weight PSO (RPSO). A nonlinear time-varying inertia weight strategy was proposed in [35] . The inertia weight nonlinearly decreased from a high initial value max to min . The main difference between this method and LPSO is the following inertia weight decreasing strategy:
where max is the maximum value of the , min is the minimum value of the , max is the maximum number of allowable iterations, is the current number of iterations, and is the nonlinear modulation exponent. The proper choice of exponent is one of the important factors in successfully implementing this algorithm. = 1.2 has shown encouraging results from several benchmark simulations. This algorithm with = 1.2 is referred to as nonlinearly decreasing inertia weight PSO (NPSO).
Given the results in [35] , we developed a PSO algorithm based on the nonlinearly decreasing inertia weight strategy. However, unlike the NPSO method in [35] , the proposed inertia weight nonlinearly decreases from max to min based on the cosine function feature. The nonlinear inertia weight strategy can be mathematically presented as follows:
where max is the maximum value of the , min is the minimum value of the , max is the maximum number of allowable iterations, is the current number of iterations, and is a positive constant, which can adjust the slope of the decreasing curve of the inertia weight. The decreasing curves with different value can be seen in Figure 3 .
The value is important in determining the decreasing pattern of the inertia weight. When is less than 1.0, the inertia weight decreases according to the convex function; when is larger than 1.0, the inertia weight strategy is based on the convex and concave strategies. The inertia weight value is higher in the early iterations and quickly decreases during the latter iterations compared with the linearly decreasing strategy. The major consideration of this improvement is avoiding premature convergence in the early part of the search and enhancing convergence to the global optimum in the latter part. As mentioned above, a higher inertia weight in the early stages and a lower inertia weight during the latter stages can meet this demand. Through many simulation experiments, the algorithm shows better convergence performance with the increasing value. We only considered the proposed nonlinearly decreasing strategy with = 10 to take advantage of this proposed strategy and simplify this problem. In the remainder of this paper, this proposed PSO algorithm is referred to as the improved PSO (IPSO).
Mutation Operator.
The fast decreasing inertia weight during the latter optimization stages can enhance the convergence rate. However, this condition may result in the lack of population diversity and may rush to a local optimum solution. Attempts have been made in the literature to devise the behavior of the particles in the latter range of the search space and improve the population diversity. Therefore, the concept of "mutation" has been observed to enhance the PSO algorithm performance in [36] .
According to this new strategy, a particle is firstly picked randomly, and then a random perturbation is added to the velocity of that selected particle by a predefined mutation probability. In this study, the mutation operator is obtained using the strategy proposed in [36] , which set the random is the mutation probability, and are random constants, and is a constant, which can control the mutation step size.
Through numerical simulations, the parameters setting of the PSO algorithm with the mutation strategy are supplied in [36] . In this investigation, the same parameter setting is used. In particular, is set to 0.4, and the mutation step size is set to linearly decrease from max to 0.1 max during the search space.
Fitness Function.
The quality of the new individuals is judged by the fitness function value in the optimization algorithm. For the PSO algorithm, the fitness value in the search space is used to evaluate the solution directly. Thus, the fitness function is very important for the PSO algorithm and should be selected properly.
The measured mode shape vectors should be linearly independent as much as possible to distinguish the measured modes. Carne and Dohrmann [37] pointed that the MAC is a good tool to evaluate this linear dependence. The MAC value compares the direction of the two vectors. When the MAC value is relatively small, the two vectors are easily distinguishable. Thus, the off-diagonal terms of the MAC matrix can be used to check the linear independence of the mode shapes. The MAC matrix elements can be expressed as follows:
where and are the mode shape vectors for the th and -th modes. The root-mean-square (RMS) value reflects the magnitude and size of a data group. Therefore, the RMS value of the whole off-diagonal elements in the MAC matrix can be utilized to construct the fitness function. The equation of the optimization objective function [38] can be presented as follows:
where is the MAC matrix dimension. Thus, the function indicates the change in the off-diagonal elements in the MAC matrix, and the value should be as small as possible.
Sensor Placement Simulation
In this section, a numerical experiment is conducted to test and validate the proposed IPSO algorithm for the OSP problem. The EI method and five other PSO algorithms in Section 3.2.2 are also used for comparison. grid numbers in the circumferential and radial directions are 24 and 6, respectively. All elements are tubular, and the specifications are 092.5 mm × 2.5 mm and 083 mm × 3 mm. The material properties are obtained from Q235 steel, the elastic modulus of the material is 210 GPa, and the mass density is 7850 kg/m 3 . The shell is clamped on a fixed-point at the rim of the shell. The total element, node, and candidate DOF numbers are 408, 145, and 363, respectively. The finite element model (FEM) of the Schwedler latticed shell is created using the finite element analysis package (ANSYS [39] ) to obtain the mode shape matrix. The obtained FEM of the latticed shell is shown in Figure 4 . The structural dynamic characteristics, including the natural frequencies and normalized mode shapes, are also calculated by performing modal analysis based on the subspace iteration method. The natural frequency with respect to each order mode is shown in Figure 5 . The first seven mode shapes and corresponding frequencies are shown in Figure 6. Figures 5 and 6 , the distribution of the natural frequencies is very dense, and the mode shapes are complicated in the lower order modes. Some higher modes also have larger contributions to the vibration response of structure with different environmental incentives [40] . Therefore, selecting the main modes is essential. In this study, the cumulative effective modal mass participation ratio is used to determine the main contribution modes. As mentioned above, every effective modal mass participation ratio should be calculated until the cumulative effective modal mass participation ratio is larger than 90%. The main modes are then selected according to the larger ones. The selected main modes, effective modal mass, effective modal mass participation ratio, and cumulative effective modal mass participation ratio in the three directions (i.e., , , and directions) are listed in Table 3 .
Modeling and Modal

Mode Number. In
As shown in Table 3 , the 1st, 6th, 18th, and 80th modes are selected in the direction; the 2nd, 7th, 17th, and 81st modes are selected in the direction; and the 3rd, 8th, 19th, and 26th modes are selected in the direction. The cumulative effective modal mass participation ratios of the three directions are = 93.48%, = 93.48%, and = 91.38%, respectively, which are larger than the criterion at 90%. Thus, we considered that the selected mode number includes sufficient main modes.
Sensor Number.
The sensor number is one of the key issues in OSP problems. In this section, the proposed IPSO algorithm is introduced to search for the best fitness value with respect to each sensor number. A circulating computation strategy is adopted to determine the optimal sensor number and enhance the precision and reliability of the computation result. With this strategy, the mean best fitness can be obtained. The sensor number is , and the mean best fitness value is . Thus, the -f curve can be obtained, which indicates the relationship between the sensor number and the mean best fitness value. In this curve, the stable point demonstrates that the fitness does not change or only slightly changes with the increase in the sensor number. Therefore, the corresponding sensor number of this point is the economical one. This computation method's flow chart is shown in Figure 7 .
For each computation, this method calculates the fitness value of each sensor. For each sensor, the IPSO algorithm repeats the maximum number of allowable iterations to search for the best fitness value. Therefore, this approach becomes complex and time-consuming if the maximum computation trial, sensor number, and allowable iterations are too large. We are also more concerned about the stable point of the -f curve than the calculating accuracy for the given problem. The maximum computation trial is set to 10, the maximum sensor number is set to 30, and the maximum number of allowable iterations is set to 100 so as to lower the computation complexity. The mutation probability = 0.4, and mutation step size linearly decreases in the range of [ max , 0.1 max ]. The acceleration coefficients 1 = 2 = 2.0, the population size = 40, and the maximum velocity max is equal to the candidate DOFs (i.e., max = 363). The obtained -f curve for the 10 trials can be seen in Figure 8 . The mean best fitness value clearly becomes smaller with the increase in the sensor number. This condition indicates that more information can be obtained with more sensors placed on the structures. The decreasing rate of the mean best fitness value becomes slow when the number of sensors increases to 20. Thus, we considered 20 as the stable point of the -f curve and set the economical sensor number to 20.
Results of the Contrast Experiments and Analysis.
The comparison simulations of EI, SPSO, LPSO, NPSO, and RPSO algorithms are conducted to assess the proposed IPSO algorithm's performance. The inertia weight adjustment strategies of the five different PSO algorithms are set as follows. In SPSO, the inertia weight is fixed at 0.9. In LSPO, the inertia weight linearly decreases from 0.9 to 0.4. In NPSO, the inertia weight nonlinearly decreases from 0.2 to −0.3 with the slope = −2.5 × 10 −4 and exponent = 1.2. In RPSO, the inertia weight changes randomly according to (18) . In the proposed IPSO, the inertia weight nonlinearly decreases from 0.9 to 0.4 with the exponent = 10 as described 8
Mathematical Problems in Engineering in (20) . The maximum number of allowable iterations, max , for the optimization algorithm is set to 4000 to ensure that the algorithms determine the optimal sensor placement and observe the variation of the fitness value with respect to the iterations. For a fair comparison, the other settings of the parameters are the same as mentioned above, including the mutation probability, acceleration coefficients, population size, and maximum velocity. The computation result of the EI method and the best fitness values of the five different PSO algorithms are listed in Table 4 .
From the maximum off-diagonal elements (ODE max ) of the MAC matrix presented in Table 4 , the five PSO optimization algorithms can clearly minimize the ODE max . This result indicates that the PSO algorithms can be utilized to solve the also be reached from the distribution of the MAC values from the six different methods given in Figure 9 . All of the offdiagonal elements are intuitionally displayed in this figure.
The proposed IPSO algorithm can obtain smaller values compared with the other five methods. In Figure 10 , the best fitness values of the five PSO algorithms are compared. The IPSO algorithm can clearly determine the minimum fitness among these optimization algorithms. Finally, the placement results in three directions of the IPSO algorithm are given in Figure 11 .
4.5.
Discussion. The presentation case is based on the FEM of a latticed shell structure, which is created in strict accordance with the actual structure. Therefore, the validity of the proposed IPSO algorithm and the obtained optimal placement scheme can be verified by the comparison simulation results. However, this study still has some inevitable limitations. For example, the IPSO algorithm performance with different values is not presented. Thus, the determination of may be empirical to a certain extent. The FEM errors may also impact the placement results that are not considered in the simulation experiments. However, this problem could be solved if we consider a sensor placement experiment on a real latticed shell structure.
Conclusions and Future Work
In this paper, a novel IPSO approach is presented to address the existing defects of the traditional sensor placement methods. Firstly, a new method is proposed to select the mode number. Three strategies are then adopted to improve the PSO algorithm. Finally, the proposed IPSO approach is applied to determine the optimal sensor number and locations. With simulation experiments, some conclusions are summarized as follows. (1) In selecting the proper modes, a new method called cumulative effective modal mass participation ratio is proposed, which can reflect the dynamic response of the given modes. Using this method, the sufficient main modes can be selected. (2) Strategies such as the dual-structure coding, novel nonlinear inertia weight adjustment method, and mutation operator can be utilized to improve the PSO algorithm's search ability. (3) The optimal sensor number is determined by a circulating computation strategy. This method calculates the mean best fitness value with the increase in sensor number. Therefore, the computation result is precise and reliable. (4) The contrast simulation results with the EI method and four different PSO algorithms for a latticed shell structure show that the proposed IPSO algorithm has better enhancement in convergence speed and precision.
The effectiveness of the IPSO approach has been proven in this study through simulation experiments. However, some aspects need to be further studied. The model errors should be investigated in future research.
