We extend the Hamilton-Jacobi formulation to constrained dynamical systems. The discussion covers both the case of first-class constraints alone and that of first-and second-class constraints combined. The Hamilton-Dirac equations are recovered as characteristic of the system of partial differential equations satisfied by the Hamilton-Jacobi function.
I. INTRODUCTION
In recent years the old problem of a consistent formulation of relativistic Hamiltonian dynamics, for a system of particles in direct interaction, has received new interest. 1, 2 It is now widely recognized that, in order to establish manifest covariance, it is convenient to look for a formulation in terms of constrained dynamics, where the constraints on the phase-space variables guarantee the correct number of physical degrees offreedom, and essentially contain the dynamics of the system under consideration.
From this point of view, relativistic Hamiltonian dynamics can be seen as a theory of systems constrained in phase space. Such a theory was developed by Dirac 3 and reformulated in various respects by others, 4 so by now it seems to be a well-developed subject.
The corresponding Hamilton-Jacobi theory has been the subject of various papers, mainly with regard to theoretical field applications.
5 What seems to be lacking in the literature on this subject, in the opinion of the present authors, is a unified systematic approach to the Hamilton-Jacobi theory for a system of particles, especially with regard to the possible applications in the presence of second-class constraints.
For this reason, the present work reviews the Hamilton-Jacobi method in a systematic and almost didactic way, presenting in some detail even those topics which are well known from the mathematical literature on systems of partial differential equations.
In order to give a unified approach for both first-and second-class constraints, the concept of (Cauchy) characteristic vectors will be used, so that in both cases the equations of motion will appear as characteristic equations. In this way Dirac's bracket structure will emerge naturally, and the integrability conditions of the characteristic system will be explicitly verified by using the properly generalized Jacobi identity.
With regard to this last point, the Mayer identity (that is, the generalization of the Jacobi identity to nonhomogeneous Poisson brackets) appears to hold for Dirac's brackets also, as has been verified by explicit calculation.
The analysis of the characteristic equations of the given set of constraints, though interesting by itself, is only preliminary to a Hamilton-Jacobi approach. The latter will be given, in the first-class case, by a review of Jacobi's method of integration.
In the second-class case the integrability conditions for the existence of the Hamilton-Jacobi function are not satisfied, so this function, as a function on all phase-space space, does not exist. Nevertheless, as we shall show in Sec. V. in a number of interesting cases, to which, in principle, the problem may always be reduced, the Hamilton-Jacobi method can be used fruitfully to get the solution of the equations of motion.
Since the authors were especially interested in this case, Sec. V is to be considered the central section of this paper. In that section two possible methods are discussed.
The concept of weak equality, first introduced by Dirac, 3 is used throughout this paper. A careful discussion of its extension to vector fields and differential forms is presented in Appendices A and B.
No applications are discussed in the present work, but the method is best suited for the formulation given by Todorov 6 and Komar 7 of the dynamics of a system of particles, and an application can be found in Ref. 8 , where the Hamilton-Jacobi function is calculated for a two-body system. An interesting topic which has not been discussed here, but which deserves further investigation, is the study ofsymmetries from this point of view.
The paper is organized as follows: In Sec. II we make a general discussion of the extension of the Hamilton-Jacobi theory to constrained systems. Section III is devoted to the study of the first-class constraints systems and Secs. IV and V to the case where second-class constraints are also present. In Sec. VI we show how we can recover the Hamilton-Dirac equations.
3 In Appendix A the problem of classification of constraints into first-and second-class constraints is studied. Finally in Appendices Band C we prove some useful geometric results for our discussion. In Appendix D the transformation properties of the Hamilton-Jacobi function under canonical transformations are briefly reviewed.
(Xi, Pi), i = 1, ... ,n, denotes the phase-space variables, with the following Poisson brackets: (2.1) and a set of constraints ¢p (Xi, Pi) = O,p = l, ... ,m<n, which in general will be of both first and second class, in the sense used by Dirac.
3
If a Lagrangian exists, the canonical Hamiltonian He is known and the functions ¢p will be a consequence of the analysis of the Lagrangian equations ofmotion,4 but more generally we may assume that the dynamical system is given in terms of the set of functions He and ¢ p'
9
The Hamilton-Jacobi equations for the given system are expected to be in the form So the set of equations we want to study is the set (2.6).
The choice (2.7) for ¢o will be reserved for the cases where the canonical Hamiltonian He is different from zero. It is necessary to put some restriction on the functions (2.6), in order to develop the subsequent theory. We make the following assumption about the rank lO : rank --, --= m + 1.
It is well known from the theory ofPDE I2 that if S (x) is a solution of Eqs. (2.6), it must also be a solution of the equations ,l, ... ,m When ¢ p are a set of first-class constraints, Eqs. (2.10) are satisfied by virtue ofEq. (2.6), but when ¢p include second-class constraints, this is no longer true. In this last case we have to add the lhs of Eq. (2.10) as new equations, and continue the procedure until we get a complete system of PDE I2 or a set of equations which are inconsistent. (A typical case of this last situation is when the Poisson bracket of two ¢p is a constant.)
If we get a complete system, the Hamilton-Jacobi function for this new set will describe a dynamical system different from the original one which was required to satisfy Eq. (2.6) only. The new system will have more constraints, and will describe a completely different physical situation.
As a consequence, when second-class constraints are present, we cannot consider the set (2.6) as a set of HamiltonJacobi equations. Nevertheless, it is known that the characteristic system exists, is completely integrable, and gives the usual Hamilton-Dirac equations of motion 3 for the system. In order to construct the characteristic system, we can substitute Eqs. (2.6) with the following exterior differential system A: 
The characteristic system C of A is the associated Pfaff system of the set I B = 0, dB = 0, d¢p = 01 and the equa-
As is shown in Appendix C, for the study of this characteristic system it is convenient to consider the space Q of the vector fields satisfying iJA r:;.f A , (2.13) where fA is the ideal generated by the differential forms I B dB dA. 1 13 and where the notation C means weak inclu- 
Let us recall that r must be even, being the rank of an antisymmetric matrix.
According to the Dirac terminology, case (I) corresponds to a set of first-class constraints, case (II) to a set of first-and second-class constraints, and case (III) to secondclass constraints.
With regard to case (II), the problem arises as to the classification of ¢p in first-and second-class constraints. This problem is solved in Appendix A.
In order to construct the characteristic system, it is necessary to consider the space Q • of I-forms weakly incident to Nevertheless, using Eqs. (2.24) we will get, with a proper choice, a basis for Q •.
III. THE CHARACTERISTIC SYSTEM AND THE HAMILTON-JACOBI FUNCTION FOR A SET OF FIRST-CLASS CONSTRAINTS
In this case, corresponding to r = 0, an the A ' [¢p,.lnh' (3.3) It is now possible to reduce the search for a solution of the system of nonlinear POE (2.6) to a system oflinear homogeneous POE. In fact, if we consider the system we have ¢a) nh, (#.6) and using the fact that ¢p are independent of Sand that they are a set of first-class constraints:
we finally get [up, v a ] zCparv r (p, (J", 7 = O, ... , m) , (3.8) and, using the results of Appendix C, the system (3.4) is completely integrable over the surface of the constraints.
Thus the system (3.4) has (2n + 3) -(m + 1) independent solutions depending on x,p, and S; m + I of these solutions are nothing but the ¢P's, which are functions only of x andp. Among the solutions of the system (3.4), we can choose one, which we will call GI(x, p,S) , independent of ¢p. Then we can add to the set ¢p = ° the new equations G I = C I , where C, is an arbitrary constant, and consider the new set
We can proceed in this way until we have extended the original set of m + 1 equations to the new set (3.10) which is completely integrable and has 
, where CIt are n -m + 1 arbitrary constants.
At this point we can go no further, since if we consider the new set of equations (3.11) we should conclude that it has just n + 1 independent solutions [2n + 3 -(m + 1 + n -m + 1)], whereas we already know n + 2 solutions in involution among themselves! This conclusion is wrong, since one of Eqs. (3.11) is not independent, as an equation, from the others, as we will verify at the end of the discussion.
Jacobi's method of integration now involves considering in place of the original set of constraint equations the new set
from which a solution can be obtained algebraically.
In order to show this, we will follow the usual procedure, 17 here adapted to the use of nonhomogeneous Poisson brackets.
Taking into account Eq. (2.9) and the procedure we have followed, we have the functions
independent by construction, so we may assume (3.13)
apart from a possible reordering of the canonical variables (x, p); in any case it is essential for at least one of the G i to have the derivative with respect to S different from zero. It follows that we may solve the equations (3.15) where P n + 1 = S. The functions Pi are in involution with respect to the nonhomogeneous Poisson brackets, ! Pi> P j Jnh ;::;;0. In fact, using (3.12) and (3.15), we have identically with re- This last result shows thatl n + 1 (x,e) is determined by I a (x,e), since the weak equality holds whenpa = la(x,e) and S = In + I (x,e), that is, we can take
On the other hand, in (3.24)Pa does not appear, so it holds identically and not only whenpa = la(x,e); thus ala alp
which is consistent with dS being an exact form. For practical purposes it is easier to work with homogeneous (usual) Poisson brackets. In this case we would have to integrate Eq. (3.26) in order to get S; this is the way in which this point is usually presented. Now we may understand the observation made after
in involution, but the set of equations (3.11) are not independent since, in the new form, [ Pj, glnh; ::; ; O (3.28) [where;::;; still means an equality on the surface (3.15)]; when
Pa (3.29) which shows that the last ofEqs. (3.28) is already satisfied. So the real number of independent equations is again n + 1, with 2n + 3 -(n + 1) = n + 2 solutions given by tP p , G k , or
Summing up, in the hypothesis that the set of constraints tP p is first class, a function
S=S(x,c)
exists, which is the solution of Eqs. (2.6). This function is defined apart from an additive constant. Neglecting this constant, S will in general contain (n + 1) -(m + 1) constants of integration, and so it is a complete integral. It is known from the theory of systems of PDE that from a complete integral it is possible to get all other integrals by means of differentiations and eliminations only. So the Jacobi method of integration gives a general kind of solution.
The constraints (2.6) are contained implicitly in the set of equations (3.15). Indeed, by eliminating (n + 1) -(m + 1)
constants C k , we again obtain the constraints (2.6). Finally, let us observe that the transformation
is a canonical transformation due to Eqs. (3.27). It is a phase transformation generated by the function S (x,c):
where the operation. is defined by Let us now continue the discussion on the construction of the characteristic system. As anticipated in Sec. II, the 1-forms belonging to the space Q • can be written using Eqs. Pa' v n + I-+dS, we get the set of I-forms:
,,--, JPa r = dp + dx"(A -I We already know from Eqs. (3.8) that this system is integrable. This can easily be checked with the use of the Jacobi identity (here we are speaking of local integrability) and remembering that the constraints in the form Pp -t(;p = 0 are in involution among themselves.
The equation for S, after integration of the characteristic equations, will give the Hamilton-Jacobi function evaluated along the characteristic surfaces (which are m + 1 dimensional). From this it is possible (even when second-class constraints are absent) to recover the function S = S (x) by eliminating half of the integration constants in favor of an equal number of coordinates. We will not discuss this point but rather the inverse procedure which consists of finding from S the solutions of the equations of motion (characteristic equations).
Indeed the knowledge of a complete integral of the Hamilton-Jacobi equations S = <P (xa,c k ) + c gives a solution of the equations of motion (3.40) (characteristic manifold). As is well known from analytical mechanics, a complete integral can be used in the following way: from Let us observe that the argument is the same as in standard Hamilton-Jacobi theory. This can be understood by observing that a constrained system is nothing more than a particular case of a classical system where a certain number of constants of motion, the constants c p of Eg. required to be zero, instead of being arbitrary constants. For this reason, the dimension of the characteristic manifold is not 2(n + 1) -1, but 2(n + 1) -(m + 1).
IV. THE CHARACTERISTIC SYSTEM FOR THE CASE

R#O
When r# 0, due to condition (2.10), the set of constraints cannot be interpreted as a set of PDE in the unknown S. Strictly speaking, as we pointed out in Sec. II, a Hamilton-Jacobi function does not exist (it can, however, exist in some reduced space; see below).
Nevertheless, the characteristic system exists and is integrable, as we will see in this section. Moreover, some use can again be made of the Hamilton-Jacobi approach developed in the last section.
Let us first discuss the characteristic system, which should be constructed by starting from the same equations (2.17), (2.18), and (2.19), and the condition (2.20).
Since the rank of the matrix II [ <p p,<p" J II is now r # 0, there will exist a minor of rank r different from zero, which we will assume to be formed with the last r rows and columns Po; :::; (0:; The case r = m + 1, which is possible only when m + 1 is even, will be discussed at the end of this section. If we substitute in Eqs. (2.17), we get where we have defined the nonhomogeneous Dirac bracket: '[<p, o', gJnh·(4.6) The dimension of the space Q is now m -r + 1,
The system of equations
associated with the set of characteristic vector fields (4.5), is completely integrable on the surface (2.6). This can be verified, as in Sec. III, by using a generalization of the Mayer ' (4.9) where <p! are the "starred" variables defined in (AI). They are first class and satisfy (4.10) At this point we could try to look for an involutory system starting from the set <p !, in analogy to the method followed in Sec. III. But it is easily realized that, in the presence of second-class constraints, one cannot get an analogous set of n + 1 functions (or better n + 2, taking into account the function S as we did in Sec. III). Indeed, the system (4.7) with vI' in the form (4.9) has2n + 3 -(f + l)solutions, ofwhichf + 1 + 2s are already known [the 2s second-class functions <PI" satisfy by construction the system (4.7)]. Therefore, by selecting from among these solutions a set of functionstobeadded to<p!,: G1(x,p,S), G 2 (x,p,S), ... ,wecanform from these the corresponding starred quantities, G T ,GT ,", in order to preserve the solutions we already know.
In this way we get the maximum set
GT,G T,···,G ~ + 1 -I/+s)
offunctions in weak involution with respect to the nonhomogeneous Poisson bracket. The characteristic system can now be constructed starting from this definition of the characteristic vector fields, by eliminating A I' from the following expression of the components of a general characteristic vector field:
11)
If we put A; '= [xv,<p!l (4.12) and if we make the usual assumption that
With the substitutions va_dx u , uu-dPa, and v n + I-dS in (4.13), we get the following differential forms: The characteristic equations are now obtained by weakly putting these forms to zero; however, it is easily recognized that the last two forms, d¢ : and d<PI'" are not independent from the others. We can put the characteristic equations in a form analogous to that ofEqs. (3.40), if we solve theequations<p: = Oin terms of PI"
.. ,n).
Following the same arguments, we now get In the form (4.20) we can more easily verify that the integrability conditions are satisfied, due to the property (4.18), using the Jacobi identity. As regards Eqs. (4.21), the same comment we made in Sec. III applies here as well. The point is rather that knowledge of the functions S evaluated along the characteristics is not enough to recover a function S of the coordinates XU since, as we already know, such a function does not exist when second-class constraints are present.
When m + 1 is even and r = m + 1, by repeating the discussion we find dim Q = ° and the associated space Q * will have dimension 2n + 3. So it will be spanned by any (2n + 3)-dimensional basis, which can be chosen (dxU,dS,dpu ).
As a result the associated Pfaff system will be dx u =0,
dS=O, which agrees with Eqs. (4.16) when no first-class contraints exist. As in the previous case the Hamilton-Jacobi function S = S (XU) does not exist.
v. THE HAMILTON-JACOBI FUNCTION
In the last section we saw how to get a characteristic system when second-class constraints are present, and we stressed that in such a case a function S satisfying only the constraint equations (if we think of them as PDE in S) does not exist. 18 So we cannot really speak of a Hamilton-Jacobi method in such cases. Nevertheless, as we will see in the present section, the theory developed in Sec. III can again be useful.
We will consider two situations: the first is when the first-class constraints form a first-class subset, that is, when the Poisson bracket between any two of them is a first-class constraint. In such a case we will say that they are in weak involution among themselves. This can always be achieved as an application of general theorems. 16 In this situation let us consider this set as defining our dynamical system, neglecting for the moment the secondclass constraints. This set
can be considered as a system ofPDE in S = S (x), following the theory developed in Sec. III.
Let us suppose that we have found a complete integral of the system (5.1),
where C k and care n -f + 1 arbitrary constants.
In order to find the solutions of the characteristic equations, we put, as in Eqs. v" = -!¢",.lnh ' (5.6) The hypothesis made on ¢" now has the important consequence that v" are weakly equal to the characteristic vectors of our original system, Eq. (4.5), i.e., when they are calculated on the submanifold defined by all the constraints ¢" and¢",: 'V'!¢v,,.lnh' where the last term on the rhs is weakly zero when ¢" = ° and ¢,,' = 0. This is because ¢" are assumed to be first class.
This fact has the consequence that, when all the constraints are satisfied, we have ( 5.8) that is, the characteristic vectors of the integral manifold we have found are also tangent to our original submanifold de- Another situation that may occur is when the constraints ¢" and ¢,,' admit a maximal subset of first-class constraints (among themselves). We know from a general theorem that this always takes place, at least locally. Indeed we know that it is always possible to locally substitute the set ¢ and ¢ ,,' with a new set such thatf + s + 1 of them are first class among themselves and the remaining s are all second class. 16 In general it is very difficult to find such a maximal subset, and doing so could be equivalent in almost all cases to completely solving the dynamics.
Nevertheless, it may turn out to be possible, or the con-straints may already satisfy this condition. If this is the case, let us call this subset
(5.9)
The tP;. include rpl" I" = 0,1, ... ,J, and half of rpl'" Equations (5.9) alone define a Hamilton-Jacobi function S (x a ). So let us for the moment put aside the remaining constraints rpl '" 1' " = I + s + 1, ... ,/+ 2s + 1, which we will call rpl"(x,p) = rpf+s+ I(X,P) (I'" = 1+ s + 1, ... ,/ + 2s, 1= 1, ... ,s) .
Let us suppose we have found a complete integral for the set of first-class (5.9):
where C k and care n -1-s + 1 arbitrary constants.
We want to show that a solution of our original system In order to show this, let us write the characteristic vectors of the system (5.9), which are now V;. = -ItP; "'Jnh (A =O, .. 
. ,/+s).
(5.14) The situation is now quite different from the previous case. The analogous equation (5.7) does not hold any more.
Ifwe require the integral manifold we have found to be an integral manifold of the system rpf+s+ I(X,P) = ° as well, its dimensions will diminish froml + s + 1 tol + 1. In order to get this result, we must require that the characteristic space spanned by the vectors V;. ofEq. (5.14) be restricted by the requirement ',·Jnh -[rpl',rpf+s+tl(C-I) In practice, to get this result when working on the solution (5.12), (5.13), it is only necessary to impose on this solution the restriction (5.22) where now, contrary to the first case considered in this section, Eq. (5.22) has the meaning of a restriction on the coordinates [which in the number of! + s + 1 can be used to parametrize the solution (5.12) and (5.13)] and not on the constants C k, b k, which in this case are in the correct number right from the start.
The two situations described are two examples of the use of the Hamilton-Jacobi approach when second-class constraints are present. The method could be extended to intermediate cases where a number of constraints between 1+ 1 andl + s + 1 are known to be a first-class subset (among themselves).
VI. PARAMETRIC FORMS OF THE CHARACTERISTIC SYSTEM
U ntiI now we have discussed a parameter-free approach which in our opinion is the main feature of the HamiItonJacobi theory. We wish to mention here the possibility ofa multiparameter approach. We can try to reformulate Eqs. 
If we check the integrability conditions of the Mayer system deduced from Eqs. (6.2) using the Jacobi identity, we find that these conditions boil down to requiring {tPp'tPu I = 0 (tP 2). ''I' (6.9) are integrable. 
(6.13) Eqs. (6.11) become the equations of motion for a constrained system with a non vanishing canonical Hamiltonian (for simplicity we will choose ,1,0 = 1): From this we see that we can define I<'V'tPv" which have the property {<p !,tPl" I ;:;;;;0, with
We may now show that <p! are first-class objects. Indeed let us choose <p! and tPl<' as a new set of constraints.
We can verify that, by doing so, the rank r does not change. In fact, if we put
we have
where the matrix B has rank = m + 1, since det B = 1. ofx-+{tPo(x), ... ,tPm(x) ) is equalto m + 1 for every x belonging to the subset V of the manifold X (in our case X = H 2n + 3), defined by tPp(x) = 0, the subset Vis a submanifold of X of dimension N -m (N = dim X) (Ref. 13, p. 228) .
Ifj denotes the inclusion mapping
then the pullbackj· and the differential mappingj. allow us to relate structures defined on Vand on X. For instance, iffis a functionf X_H, then
where
It is convenient to introduce the following notation: If
where Wx is a differential form on X, we will write 
and we will say thatf, ware weakly equal to zero. 
where w a are differential forms of degree greater than zero. We know that g too is a differentiable mapping. 20 Now, finding an integral manifold (M,f) of A is equivalent to finding an integral manifold (M,g) of the following system in V: 
andB, As a second application let us study how the Frobenius theorem about the integrability of Pfaff systems must be stated, when zero forms are present.
Let us consider the system A in the case where OJ" are independent I-forms 0 a: , ... ,m) , A= oa = 0 (a = l, ... ,a).
(C20)
We already know that this system has the same solutions as the system B= u*oa=OJ.
The Frobenius theorem states that the necessary and sufficient condition for the integrability of the system B is 
which is the integrability condition we were looking for.
The dual version of (C22) can likewise be easily obtained. Indeed the dual form of the system B is given by the system of vector fields Let us observe that A ' is constructed by simply requiring the vectors VA to be weakly incident to the forms () a and d¢ p' Indeed we have
that is
for any functionf on X. This can be extended to any I-form: j*(iv () ) = iv (j*() ).
Applying this result to VA' we get In order to find the integrability condition for the system A ',from (C25) and using the property (C28) we get 
APPENDIX 0
The transformation properties of the Hamilton-Jacobi function S (x) under canonical transformations are known 21 ; in the case of an infinitesimal transformation they have been given in particular by Bergmann. 22
Here we only recall the results. Let us consider the situation described in Sec. 
where the * operation is defined in Eq. (3.32).
More generally, we may consider the one-parameter canonical transformation X'a(7) = erw(x, p)*x a .
The answer is given by the solution of the HamiltonJacobi equation:
as '(X',7) + (' as'(X',7) ) _ 0 w x, -, a7 ax' with the boundary condition S '(x',O) 
In the case of an infinitesimal canonical transformation, by neglecting higher orders of 7, we get 2J
8S (x) = 7W( x, ~~).
(D7) Equation (D7) shows in particular that, when the canonical transformation is generated by the constraints ¢/-l' that is, for w a given linear combination of ¢ I-' ' the function S is invariant.
As stressed by Bergmann,22 this has the consequence that S is form-invariant under the invariance group (group generated by the constraints). In particular, the HamiltonJacobi theory does not require the setting of gauge conditions, which is, by the way, one of the main reasons for the relevance ascribed by the authors to a Hamilton-Jacobi approach to constrained systems in particle dynamics.
