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Abstract
Identifiability is a property of a parametrization of a system. A parametrization is
a map from a parameter set to a parametrized system. It maps parameter values
to systems derived from the parametrized system by substituting the parameter
values to the parameters. We say that a parametrization is globally identifiable if
the parameter values can be uniquely determined from the data which are modeled
by the parametrized system. It is structurally identifiable if this holds for almost
all parameter values. Therefore verifying structural or global identifiability of a
parametrization preceeds determination of numerical values of the parameters. In
this paper, we derive necessary and sufficient conditions for the parametrizations of
parametrized polynomial and parametrized rational systems to be structurally or
globally identifiable. The results are applied to study the identifiability properties
of the systems modeling certain biological phenomena.
Key words: Structural identifiability, Polynomial systems, Rational systems,
Algebraic approaches, Realization theory.
1 Introduction
System identification is a research topic dealing with the problem of deter-
mining a system modeling in a particular best way a certain phenomenon. In
this paper we treat the identifiability problem which is one of many problems
appearing in system identification.
To model a certain phenomenon we first deal with the modeling issues like ex-
periment design, data collection, and choosing the model structure. After these
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steps we consider the phenomenon to be characterized by the collected data
(usually in the form of time series) and to be modeled by a parametrized sys-
tem. The parameters of the parametrized system are the uncertainties which
have to be specified to get a fully specified model. Here we come to the iden-
tifiability problem. The parameter values can be determined uniquely from
the data only if the parametrization is identifiable. Therefore it makes sense
first to check whether the parametrization is identifiable and only then, if it
holds, continue with determining or estimating the numerical values of pa-
rameters. Consequently we validate the final system modeling the data. If
the parametrization is not identifiable or if the final system is not faithfully
modeling the data then we have to go back to the preceeding steps. Until we
derive the desired system we iterate this procedure with different experiment
designs and with choosing different model structures and different methods
for determining the parameters. The problems of system identification have
been studied for the classes of stochastic and deterministic, linear and non-
linear, discrete-time and continuous-time systems, and for time-invariant and
time-dependent (time-varying) parameters.
In this paper, attention is restricted to the problem of identifiability for de-
terministic continuous-time parametrized systems whose dynamics is given by
polynomial or rational vector fields and whose output function is component-
wise given by a polynomial or a rational function of state variables and param-
eters. These classes of systems are used to model gene expression, metabolic
networks, and enzyme catalyzed reactions [19]. There are many approaches
to study identifiability of the systems, for example the approach based on
a power series expansion of the output [28], differential algebra [21], gener-
ating series approach [35], and similarity transformation method [31]. Our
approach, which is related to similarity transformation or state isomorphism
approach [7,8,27,31–33,36], strongly relies on the results of realization theory
for polynomial and rational systems. Realization theory provides a character-
ization of all systems (realizations) within a certain class of systems which
have the same input-output behaviour as a considered parametrized system
modeling the considered phenomenon. By restricting these realizations to the
set of systems having the same structure as the parametrized system, we get
all numerical values of parameters which by substitution to the parametrized
system result in systems modeling the same data.
Many concepts of identifiability of certain parametrized systems are present in
the literature. We consider the problem of structural and global identifiability
of the parametrizations of parametrized polynomial and parametrized rational
systems. The first paper introducing the concept of structural identifiability
in system theoretic framework is [6]. Structural and algebraic identifiability
for a class of nonlinear systems is studied also in [37]. These authors work in
a linear algebraic setting which is related to differential algebraic approach.
The meromorphic systems they consider are more general than the rational
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systems we consider. On the other hand, their assumption on the continu-
ous differentiability up to some order of the inputs is stronger than our as-
sumption of considering piecewise-constant inputs. Other papers dealing with
identifiability of polynomial and rational systems without inputs are [11,13].
Structural identifiability of the models described by input-output relations
(differential-algebraic expression) rather than by state-space forms is studied
in differential algebraic setting in [21]. For the application of this approach to
a real life problem see [15].
The outline of the paper is as follows. Section 2 introduces the concepts of
polynomial and rational systems as they are developed in [4,5,26] and the rel-
evant references therein. The definitions of algebraic controllability, algebraic
and rational observability are recalled. In Section 3 we define the concepts
of parametrized polynomial and parametrized rational systems, parametrized
systems distinguishing parameters, and structured polynomial and structured
rational systems. We derive the notion of structural algebraic controllabil-
ity, structural algebraic observability, and structural canonicity by a slight
modification of the corresponding notions for polynomial and rational sys-
tems without parameters. The problem of global and structural identifiability
of the parametrizations of parametrized polynomial and parametrized ratio-
nal systems is formulated in Section 4. We characterize global and structural
identifiability of the parametrizations for parametrized polynomial systems
in Section 4.1. The characterization for parametrized rational systems is de-
rived in Section 4.2. In both sections we illustrate the obtained results by
a simple example. Section 5 deals with the study of structural identifiabil-
ity for three parametrized systems modeling certain biological phenomena.
The first example treats a model of a chain of two enzyme-catalyzed irre-
versible reactions. The second example considers a two-compartment model
with Michaelis-Menten kinetics which is studied already in [22]. The third ex-
ample deals with a system modeling peptide chain elongation. The last section
concludes the paper.
2 Polynomial and rational systems
Within the paper we recall some basic terminology and facts of commutative
algebra and algebraic geometry which are used afterwards. For more details
on these topics see for example [10,20,38].
LetX ⊆ Rn be an irreducible real affine variety, i.e.X is determined by finitely
many polynomials f1, . . . , fN ∈ R[X1, . . . , Xn] such that X = {(x1, . . . , xn) ∈
Rn|f1(x1, . . . , xn) = · · · = fN(x1, . . . , xn) = 0}. Irreducibility ofX refers to the
property that X cannot be written as an union of two non-empty varieties.
By a polynomial on X we mean a map p : X → R for which there exists
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a polynomial p′ ∈ R[X1, . . . , Xn] such that p = p′ on X. Let I denote the
ideal of all polynomials of R[X1, . . . , Xn] vanishing on X. It is generated by
f1, . . . , fN . The set A of all polynomials on X is isomorphic to the quotient
ring R[X1, . . . , Xn]/I. SinceX is an irreducible variety, A is an integral domain
which allows us to define the field Q of quotients of A. We call the elements
of Q the rational functions on X. Note that the rational functions on X do
not have to be defined on all of X.
On Rn spaces we consider the Zariski topology so that the closed sets are
defined as real affine varieties. We refer to an open/closed/dense set in Zariski
topology as to a Z-open/Z-closed/Z-dense set.
To introduce polynomial and rational systems we follow Bartosiewicz’s defi-
nitions in [4,5]. His approach generalizes the common approach of nonlinear
control theory from the geometric viewpoint since the state spaces he considers
are not necessarily smooth affine varieties.
By an input space U we mean an arbitrary set of input values U ⊆ Rm. The
output space is considered to be Rr. The following definition of polynomial
and rational systems is a slight modification of the definition in [5, Section 2]
for polynomial systems, and of [4, Definition 2] for rational systems.
Definition 2.1 A polynomial (rational) system Σ is a quadruple (X, f, h, x0)
where
(i) X ⊆ Rn is an irreducible real affine variety,
(ii) f = {fα|α ∈ U} is a family of polynomial (rational) vector fields on X,
i.e. fα =
∑n
i=1 fα,i
∂
∂Xi
where fα,i ∈ A (fα,i ∈ Q) for all α ∈ U and all
i = 1, . . . , n,
(iii) h : X → Rr is an output map with polynomial (rational) components, thus
hj ∈ A (hj ∈ Q) for all j = 1, . . . , r,
(iv) x0 ∈ X is an initial state of Σ (For rational systems x0 is such that all
components of h and all of the vector fields fα, α ∈ U are defined at x0. By
fα being defined at x0 we mean that fα(Ox0) ⊆ Ox0 where Ox0 = {g1g2 |g1, g2 ∈
A, g2(x0) 6= 0}. For polynomial systems all components of h and all vector
fields fα, α ∈ U are defined at any x0 ∈ X.).
As the space of input functions we consider the set Upc of piecewise constant
functions u : [0, Tu) → U where Tu ≥ 0 depends on u. So, if u ∈ Upc then
u = (α1, t1)(α2, t2) . . . (αnu , tnu) which means that for t ∈ [
∑i
j=0 tj,
∑i+1
j=0 tj) the
input u(t) = αi+1 ∈ U for i = 0, 1, . . . , nu−1, t0 = 0. We assume that nu <∞.
Every input function u ∈ Upc has a time domain [0, Tu) where Tu = ∑nuj=1 tj.
The restriction of an input u to a shorter time domain [0, t), t < Tu is denoted
by u[0,t). The empty input e is such input that Te = 0. Note that an input
u ∈ Upc can be represented in different ways as a sequence of tuples (α, t) with
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α ∈ U, t ∈ [0,∞). For example, u = (α1, t1)(α1, t2)(α2, 0)(α3, t3) = (α1, t1 +
t2)(α3, t3). We consider all these representations to be equivalent.
Let Σ = (X, f, h, x0) be a polynomial or a rational system. Consider a con-
stant input u = (α, Tu) ∈ Upc . A trajectory of Σ corresponding to the input
u is the trajectory of a vector field fα from a point x0 ∈ X restricted to
the time-domain [0, Tu), i.e. it is the map x(·;x0, u) : [0, Tu) → X such that
d
dt
(ϕ ◦ x)(t;x0, u) = (fαϕ)(x(t;x0, u)) and x(0) = x0 for t ∈ [0, Tu) and for
ϕ ∈ A. According to [5, Theorem 1] for any polynomial vector field f on
a variety X and any x0 ∈ X there exists an unique trajectory of f from
x0 defined on maximal interval [0, T ). The corresponding result for any ra-
tional vector field f on a variety X and any x0 ∈ X at which f is defined
can be found in [4]. Therefore, the trajectory of a polynomial or a ratio-
nal system Σ for an input u = (α, Tu) ∈ Upc is defined if fα is defined at
x0 and if Tu ≤ T for T determining the maximal interval [0, T ) on which
the trajectory of fα is defined. The trajectory of a system Σ with an ini-
tial state x0 ∈ X is for the empty input e equal to x0, i.e. x(0; x0, e) = x0.
Let us consider an input u = (α1, t1) . . . (αnu , tnu) ∈ Upc. By a trajectory
of Σ for the input u we mean the map x(·;x0, u) : [0, Tu) → X such that
x(t;x0, u) = xi(t−∑i−1j=1 tj;xi−10 , (αi, ti)) for t ∈ [∑i−1j=1 tj,∑ij=1 tj), i = 1, . . . , nu,
where xi−10 = xi−1(
∑i−1
j=0 tj;x
i−2
0 , (αi−1, ti−1)) for i = 2, . . . , nu and x
0
0 = x0. The
maps xi(·;xi−10 , (αi, ti)) : [0, ti) → X, i = 1, . . . , nu are the trajectories of the
vector fields fαi from the points x
i−1
0 .
Since a trajectory of a polynomial or a rational system Σ = (X, f, h, x0) does
not need to exist for every input u ∈ Upc, we define the set U˜pc(Σ) of admissible
inputs for the system Σ as a subset of the set of input functions Upc for which
there exists a trajectory of Σ.
Definition 2.2 [24] A polynomial/rational system Σ = (X, f, h, x0) is said
to be algebraically controllable (from the initial state x0) if the reachable set
from x0,
R(x0) = {x(Tu;x0, u) ∈ X|u ∈ U˜pc(Σ)},
is Z-dense in X.
Definition 2.3 [5] Let Σ = (X, f = {fα|α ∈ U}, h, x0) be a polynomial sys-
tem and let A denote the algebra of polynomial functions on X. The observa-
tion algebra Aobs(Σ) of Σ is the smallest subalgebra of A containing all compo-
nents hi, i = 1, . . . , r of h, and which is closed with respect to the derivations
given by the vector fields fα, α ∈ U . The system Σ is called algebraically ob-
servable if Aobs(Σ) = A.
Definition 2.4 [4] Let Σ = (X, f = {fα|α ∈ U}, h, x0) be a polynomial or
a rational system and let Q denote the field of rational functions on X. The
observation algebra Aobs(Σ) of Σ is the smallest subalgebra of the field Q con-
taining all components hi, i = 1, . . . , r of h, and which is closed with respect
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to the derivations given by the vector fields fα, α ∈ U . The observation field
Qobs(Σ) of the system Σ is the field of quotients of Aobs(Σ). The system Σ is
called rationally observable if Qobs(Σ) = Q.
If a polynomial system is algebraically observable then it is also rationally
observable. On the other hand, there exist rationally observable polynomial
systems which are not algebraically observable, see Example 2.5. For more
details on algebraic and rational observability and algebraic controllability of
polynomial and rational systems see [2–5,24] and others.
Example 2.5 Let Σ = (X, f = {fα|α ∈ R}, h, x0) be a polynomial system
given as X = R, fα = αx2 ∂∂x for α ∈ R, h = x2, x0 = 1. By simple calculation
we derive the observation algebra of Σ,
Aobs(Σ) = R[x2, x3, x4, . . . ] ( R[x] = A.
Therefore, according to Definition 2.3, Σ is not algebraically observable. On
the other hand, for the observation field of Σ it holds that Qobs(Σ) = R(x) = Q
and consequently, from Definition 2.4, the system Σ is rationally observable.
3 Parametrized and structured systems
By choosing a model structure in the modeling step of system identification
procedure we specify a system with parameters which are not fully determined.
Depending on the modeling techniques, the parameters could have a physical
or a biological meaning relevant for further investigation of the studied phe-
nomenon. Below we introduce the concept of parametrized polynomial and
parametrized rational systems. We also introduce the concept of structured
polynomial and structured rational systems which are intuitively parametrized
systems having the same structure.
Let P ⊆ Rl, l ∈ N denote a parameter set which is assumed to be an irreducible
real affine variety. Then P is determined by the ideal IP ⊆ R[P1, . . . , Pl] such
that IP = (fP1 , . . . , f
P
nP
) for fPi ∈ R[P1, . . . Pl], i = 1, . . . , nP <∞. Consider an
arbitrary irreducible real affine variety X ⊆ Rn determined by the ideal I ⊆
R[X1, . . . , Xn] where I = (fX1 , . . . , fXnX ) for f
X
i ∈ R[X1, . . . Xn], i = 1, . . . , nX .
Because both varieties P and X can be considered varieties in Rn+l and be-
cause the union of two affine varieties is an affine variety, it follows thatX∪P ⊆
Rn+l is the variety determined by the ideal IX∪P = (fXi fPj : 1 ≤ i ≤ nx, 1 ≤
j ≤ nP ). We call the elements of AX∪P ∼= R[X1, . . . , Xn, P1, . . . , Pl]/IX∪P the
polynomials on X parametrized by P . Hence, a parametrized polynomial on
X parametrized by P is a map w : X ∪ P → R for which there exists a
polynomial w′ ∈ R[X1, . . . , Xn, P1, . . . , Pl] such that w = w′ on X ∪ P .
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The polynomials parametrized by a parameter p = (p1, . . . , pl) ∈ P are the
elements of Ap ∼= R[X1, . . . , Xn, p1, . . . , pl]/I, i.e. the elements of AX∪P eval-
uated for P1 = p1, . . . , Pl = pl. We will consider the situations when for
different values of parameters we consider even different varieties X. We ex-
press the dependence of the varieties X on the parameters p ∈ P by using
the notation Xp. Note that Xp does not depend on p explicitly and that it
is still allowed that for different p, p′ ∈ P the varieties Xp and Xp′ are the
same. Every irreducible real affine variety Xp ⊆ Rnp , p ∈ P is determined
by the ideal Ip ⊆ R[X1, . . . , Xnp ]. The parametrized polynomials on Xp by
p = (p1, . . . , pl) ∈ P are the elements of Ap ∼= R[X1, . . . , Xnp , p1, . . . , pl]/Ip.
The parametrized rational functions on Xp, denoted by Qp, are the elements
of the quotient field of Ap. Since Ap is an integral domain, Qp is defined.
Definition 3.1 Let a parameter set P ⊆ Rl be an irreducible real affine vari-
ety. By a parametrized polynomial (rational) system Σ(P ) we mean a family of
polynomial (rational) systems {Σ(p)|p ∈ P} such that Σ(p) = (Xp, fp, hp, xp0)
where
(i) Xp ⊆ Rnp is an irreducible real affine variety,
(ii) fp = {fpα|α ∈ U} where fpα =
∑np
i=1 f
p
α,i
∂
∂Xi
and fpα,i ∈ Ap (fpα,i ∈ Qp) for all
α ∈ U and all i = 1, . . . , np,
(iii) hp : Xp → Rr is an output map with the components hpj ∈ Ap (hpj ∈ Qp),
j = 1, . . . , r,
(iv) xp0 = (x
p
1(0), . . . , x
p
np(0)) ∈ Xp where xpi (0) ∈ R[p1, . . . , pl] for i = 1, . . . , np
(for a parametrized rational system xpi (0) ∈ R(p1, . . . , pl) for i = 1, . . . , np,
and all components of hp and all of fpα, α ∈ U are defined at xp0).
We assume that the systems Σ(p), p ∈ P have the same input spaces U and
the same output spaces Rr. The map P : P → Σ(P ) defined as P(p) = Σ(p)
for p ∈ P is called the parametrization of Σ(P ).
Example 3.2 As an example of a parametrized rational system consider a
family Σ(P ) of rational systems Σ(p), p ∈ P = R4 modeling a chain of two
enzyme-catalyzed irreversible reactions. The systems Σ(p) of the family Σ(P )
are of the following form:
Xp = R2,
fpα = (−
p1x1
p2 + x1
+ α)
∂
∂x1
+ (
p1x1
p2 + x1
− p3x2
p4 + x2
)
∂
∂x2
, α ∈ U,
hp(x1, x2) = (h
p
1(x1, x2), h
p
2(x1, x2)) = (
p1x1
p2 + x1
,
p3x2
p4 + x2
),
xp1(0) = 1, x
p
2(0) = 1.
This parametrized system Σ(P ) is discussed further in Example 5.1.
Let P ⊆ Rl be a parameter set determined by the ideal IP ⊆ R[P1, . . . , Pl].
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The polynomials on P are denoted by AP ∼= R[P1, . . . , Pl]/IP . Let Σ(P ) be
a parametrized polynomial system and let Σ(p) = (Xp ⊆ Rnp , fp = {fpα =∑np
i=1 f
p
α,i
∂
∂Xi
|α ∈ U}, hp, xp0) ∈ Σ(P ) be a polynomial system determined by
a parameter p = (p1, . . . , pl) ∈ P . Let ϕ1, . . . , ϕnp ∈ Ap be the polynomials
on Xp corresponding to the polynomials X1, . . . , Xnp ∈ R[X1, . . . , Xnp ]. Then
R[ϕ1, . . . , ϕnp ] = Ap and the elements f
p
α,i, h
p
j , x
p
i (0) ∈ Ap for i = 1, . . . , np, j =
1, . . . , r, and α ∈ U , can be written in the form:
fpα,i =
∑
a1,...,anp∈N
qfαi;a1,...,anp (p1, . . . , pl)ϕ
a1
1 . . . ϕ
anp
np , (1)
hpj =
∑
b1,...,bnp∈N
qhj;b1,...,bnp (p1, . . . , pl)ϕ
b1
1 . . . ϕ
bnp
np , (2)
xpi (0) = q
x0
i (p1, . . . , pl), (3)
where qfαi;a1,...,anp , q
h
j;b1,...,bnp
, qx0i ∈ R[P1, . . . , Pl] are such that for all i = 1, . . . , np
only finitely many (a1, . . . , anp) ∈ Nnp are such that qfαi;a1,...,anp (p1, . . . , pl) 6= 0
and for all j = 1, . . . , r only finitely many (b1, . . . , bnp) ∈ Nnp are such that
qhj;b1,...,bnp (p1, . . . , pl) 6= 0.
Definition 3.3 Let P ⊆ Rl be a parameter set and let Σ(P ) be a parametrized
polynomial system. We say that Σ(P ) = {Σ(p) = (Xp ⊆ Rnp , fp = {fpα =∑np
i=1 f
p
α,i
∂
∂Xi
|α ∈ U}, hp, xp0)|p ∈ P} is distinguishing parameters if for every
p ∈ P the polynomials qfαi;a1,...,anp , qhj;b1,...,bnp , qx0i ∈ R[P1, . . . , Pl], i = 1, . . . , np,
j = 1, . . . , r, α ∈ U determined by the equalities (1), (2), (3) distinguish the
points of the variety P (we say that for all p ∈ P the system Σ(p) is distin-
guishing parameters), i.e. if for all p ∈ P it holds that R[{qfαi;a1,...,anp , qhj;b1,...,bnp ,
qx0i |i = 1, . . . , np, j = 1, . . . , r, α ∈ U}] ∼= R[P1, . . . , Pl]/IP ∼= AP .
Let P ⊆ Rl be a parameter set determined by the ideal IP ⊆ R[P1, . . . , Pl].
The polynomials on P are denoted by AP ∼= R[P1, . . . , Pl]/IP and the set of
rational functions on P , defined as the field of fractions of AP , is denoted
by QP . Let Σ(P ) be a parametrized rational system and let Σ(p) = (Xp ⊆
Rnp , fp = {fpα =
∑np
i=1 f
p
α,i
∂
∂Xi
|α ∈ U}, hp, xp0) ∈ Σ(P ) be a rational system de-
termined by a parameter p = (p1, . . . , pl) ∈ P . For the elements fpα,i, hpj ∈ Qp,
i = 1, . . . , np, j = 1, . . . , r, α ∈ U there exist fpα,i,num, fpα,i,den, hpj,num, hpj,den ∈ Ap
such that fpα,i =
fpα,i,num
fp
α,i,den
and hpj =
hpj,num
hp
j,den
. Let ϕ1, . . . , ϕnp ∈ Ap be the polyno-
mials on Xp corresponding to the polynomials X1, . . . , Xnp ∈ R[X1, . . . , Xnp ].
Then the elements fpα,i, h
p
j , x
p
i (0) ∈ Qp for i = 1, . . . , np, j = 1, . . . , r, and
α ∈ U , can be written in the form:
fpα,i =
fpα,i,num
fpα,i,den
=
∑
a11,...,a
1
np∈N q
fα
1,i;a11,...,a
1
np
(p1, . . . , pl)ϕ
a11
1 . . . ϕ
a1np
np∑
a21,...,a
2
np∈N q
fα
2,i;a21,...,a
2
np
(p1, . . . , pl)ϕ
a21
1 . . . ϕ
a2np
np
, (4)
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hpj =
hpj,num
hpj,den
=
∑
b11,...,b
1
np
∈N qh1,j;b11,...,b1np (p1, . . . , pl)ϕ
b11
1 . . . ϕ
b1np
np∑
b21,...,b
2
np
∈N qh2,j;b21,...,b2np
(p1, . . . , pl)ϕ
b21
1 . . . ϕ
b2np
np ]
, (5)
xpi (0) = q
x0
i (p1, . . . , pl), (6)
where qfα
1,i;a11,...,a
1
np
, qfα
2,i;a21,...,a
2
np
, qh1,j;b11,...,b1np
, qh2,j;b21,...,b2np
, qx0i ∈ R(P1, . . . , Pl) and all
sums in (4), (5), and (6) have only finitely many summands.
Definition 3.4 Let P ⊆ Rl be a parameter set and let Σ(P ) be a parametrized
rational system. We say that Σ(P ) = {Σ(p) = (Xp ⊆ Rnp , fp = {fpα =∑np
i=1 f
p
α,i
∂
∂Xi
|α ∈ U}, hp, xp0)|p ∈ P} is distinguishing parameters if for every
p ∈ P the rational functions qfα
1,i;a11,...,a
1
np
, qfα
2,i;a21,...,a
2
np
, qh1,j;b11,...,b1np
, qh2,j;b21,...,b2np
, qx0i ∈
R(P1, . . . , Pl), i = 1, . . . , np, j = 1, . . . , r, α ∈ U determined by the equal-
ities (4), (5), (6) distinguish the points of the variety P (we say that for
all p ∈ P the system Σ(p) is distinguishing parameters), i.e. if for every
p ∈ P it holds that R({qfα
1,i;a11,...,a
1
np
, qfα
2,i;a21,...,a
2
np
, qh1,j;b11,...,b1np
, qh2,j;b21,...,b2np
, qx0i |i =
1, . . . , np, j = 1, . . . , r, α ∈ U}) ∼= QP .
Example 3.5 Let Σ(P ) = {Σ(p) = (R, f = {fα = (p21−αp22x) ∂∂x |α ∈ R}, h =
1R, x0 = 1)|p = (p1, p2) ∈ P = R2} be a parametrized polynomial system.
Consider a system Σ(p) ∈ Σ(P ) determined by a parameter p = (p1, p2) ∈ R2.
The only non-zero polynomials of {qfα1;a1 , qh1;b1 , qx01 |a1, b1 ∈ N} derived by (1),
(2), (3) for Σ(p) are
qfα1;0(p1, p2) = p
2
1, q
fα
1;1(p1, p2) = −αp22, qh1;1(p1, p2) = 1, qx01 (p1, p2) = 1.
Then R[qfα1;0, q
fα
1;1, q
h
1;1, q
x0
1 ] = R[P 21 , P 22 ] ( R[P1, P2]. Because P = R
2 and thus
AP = R[P1, P2], the system Σ(p) is not distinguishing parameters for any
p ∈ P . Finally, the parametrized system Σ(P ) is not distinguishing parameters.
To introduce the concept of structured systems we first recall the notions
of polynomial and rational mappings between varieties, and of isomorphic
and birationally equivalent varieties. More extensive exposition can be found
in [10, Ch.5].
Let V1 ⊆ Rn1 and V2 ⊆ Rn2 be two irreducible real affine varieties. A func-
tion Φ : V1 → V2 is said to be a polynomial mapping from V1 to V2 if there
exist polynomials f1, . . . , fn2 ∈ R[X1, . . . , Xn1 ] such that Φ(a1, . . . , an1) =
(f1(a1, . . . , an1), . . . , fn2(a1, . . . , an1)) for all (a1, . . . , an1) ∈ V1. A function Φ :
V1 → V2 is said to be a rational mapping from V1 to V2 if Φ can be represented
as Φ =
(
f1
g1
, . . . ,
fn2
gn2
)
where fi
gi
∈ R(X1, . . . , Xn1), Φ is defined at some point of
V1, and for every (a1, . . . , an1) ∈ V1 where Φ is defined Φ(a1, . . . , an1) ∈ V2.
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When we speak about a rational mapping between varieties, composition or
equality of rational mappings we have to have in mind the following. A rational
mapping from a variety V1 to a variety V2 does not have to be defined on
all V1. The composition Ψ ◦ Φ of two rational mappings Φ : V1 → V2 and
Ψ : V2 → V3 is defined if there is a point p ∈ V1 such that Φ is defined at p
and Ψ is defined at Φ(p). If Φ,Ψ : V1 → V2 are rational mappings represented
as Φ =
(
f1
g1
, . . . ,
fn2
gn2
)
, Ψ =
(
h1
k1
, . . . ,
hn2
kn2
)
then Φ = Ψ if fiki−higi ∈ IV1 , where
IV1 is the ideal of polynomials of R[X1, . . . , Xn1 ] vanishing on V1, for every
i = 1, . . . , n1.
Let V1 ⊆ Rn1 and V2 ⊆ Rn2 be two irreducible real affine varieties. We say
that V1 and V2 are isomorphic if there exist polynomial mappings φ : V1 → V2
and ψ : V2 → V1 such that φ ◦ ψ = 1V2 and ψ ◦ φ = 1V1 . We say that V1 and
V2 are birationally equivalent if there exist rational mappings φ : V1 → V2 and
ψ : V2 → V1 such that φ ◦ ψ = 1V2 and ψ ◦ φ = 1V1 .
The following definition is a slight modification of the definition of isomor-
phic polynomial systems in [5] and of the definition of birationally equivalent
rational systems in [4].
Definition 3.6 Let P be a parameter set and let Σ(P ) be a parametrized
polynomial (rational) system. Recall that the systems Σ(p) ∈ Σ(P ) have the
same input spaces U and the same output spaces Rr. Let Σ(p) = (Xp, fp =
{fpα|α ∈ U}, hp, xp0) and Σ(p′) = (Xp′ , fp′ = {fp′α |α ∈ U}, hp′ , xp
′
0 ) be two
systems of Σ(P ). We say that Σ(p) and Σ(p′) are isomorphic (birationally
equivalent) if
(i) the state spaces Xp and Xp
′
are isomorphic (birationally equivalent), i.e.
there exist polynomial (rational) mappings φ : Xp → Xp′, ψ : Xp′ → Xp
such that φ ◦ ψ = 1Xp′ and ψ ◦ φ = 1Xp, and
(ii) ∀ϕ ∈ Ap′(Qp′),∀α ∈ U : fpα(ϕ ◦ φ) = (fp′α ϕ) ◦ φ,
(iii) hp
′ ◦ φ = hp, and
(iv) φ is defined at xp0, and φ(x
p
0) = x
p′
0 .
We call φ an isomorphism (a birational isomorphism).
Definition 3.7 Let P be a parameter set. We say that a parametrized polyno-
mial (rational) system Σ(P ) is a structured system if for every Σ(p),Σ(p′) ∈
Σ(P ) the state spaces Xp, Xp
′
are isomorphic (birationally equivalent) and
there exist polynomial (rational) mappings φ : Xp → Xp′, ψ : Xp′ → Xp such
that φ◦ψ = 1Xp′ , ψ◦φ = 1Xp, and if we symbolically identify p1 = p′1, . . . , pl =
p′l then the conditions (ii)-(iv) of Definition 3.6 are satisfied. Namely,
(i) fpα(ϕ ◦ φ) = (fp′α ϕ) ◦ φ for all α ∈ U , and all ϕ ∈ Ap′(Qp′),
(ii) hpj = h
p′
j ◦ φ for all j = 1, . . . , r,
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(iii) φ is defined at xp0 and φ(x
p
0) = x
p′
0 .
A structured system is a parametrized system such that after symbolic iden-
tification of parameters (p1 = p
′
1, . . . , pl = p
′
l) the systems of this structured
system, i.e. the systems derived as the evaluations of the structured system
for all parameter values, are isomorphic (in the case of parametrized polyno-
mial systems) or birationally equivalent (in the case of parametrized rational
systems).
Note that allowing different state spaces for the systems of a structured system
does not correspond to the linear case [34] where it is natural to assume that
all state spaces of a structured linear system are the same.
Consider a parametrized polynomial (rational) system Σ(P ) and let us assume
that the state spaces of all systems of Σ(P ) are the same. Then the state spaces
Xp = Xp
′
for p, p′ ∈ P are both isomorphic and birationally equivalent. The
corresponding polynomial and rational mappings are the identity maps 1Xp
and 1Xp′ . Therefore, the system Σ(P ) is a structured system if after symbolic
identification p1 = p
′
1, . . . , pl = p
′
l of the parameters it follows that
(i) fpα = f
p′
α for all α ∈ U ,
(ii) hpj = h
p′
j for all j = 1, . . . , r,
(iii) xpi (0) = x
p′
i (0) for i = 1, . . . , np = np′ .
Any structured system is a parametrized system. The converse is not true
which is demonstrated by the following example.
Example 3.8 Consider a parameter set P = R3 and consider a parametrized
polynomial system Σ(P ) such that the systems of Σ(P ) are given for different
parameters in the following way:
• Σ(p) = (Xp, fp, hp, xp0) for p = (p1, p2, p3) ∈ P1 = {(p1, p2, p3) ∈ R3|p21 +
p22 + p
2
3 = 1, p3 ≥ 0} is given as
Xp = R, fpα = (p1 − p2x2)
∂
∂x
, hp = p3x, x
p
0 = p1,
• Σ(p) = (Xp, fp, hp, xp0) for p = (p1, p2, p3) ∈ P2 = {(p1, p2, p3) ∈ R3|p21 +
p22 + p
2
3 = 1, p3 < 0} is given as
Xp = {(x1, x2) ∈ R2|x1 − x2 = 0}, fpα = (p1 − p2x22)
∂
∂x1
+ (p1 − p2x21)
∂
∂x2
,
hp = p3/2x1 + p3/2x2, x
p
0 = (x
p
1(0), x
p
2(0)) = (p1, p1),
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• Σ(p) = (Xp, fp, hp, xp0) for p = (p1, p2, p3) ∈ P \ {P1 ∪ P2} is given as
Xp = R, fpα = (p1 − p2x22)
∂
∂x
, hp = p2x, x
p
0 = p3.
The parametrized system Σ(P ) = {Σ(p)|p ∈ R3} is not a structured system.
Because the polynomial mappings φ : R→ {(x1, x2) ∈ R2|x1−x2 = 0} defined
as φ(x) = (x, x) for x ∈ R, and ψ : {(x1, x2) ∈ R2|x1 − x2 = 0} → R defined
as ψ(x1, x2) = x1 are such that φ ◦ ψ = 1{(x1,x2)∈R2|x1−x2=0} and ψ ◦ φ = 1R,
the varieties R and {(x1, x2) ∈ R2|x1 − x2 = 0} are isomorphic. Moreover, φ
is such that for every polynomial ϕ on {(x1, x2) ∈ R2|x1 − x2 = 0} it holds
that
(p1 − p2x2) ∂
∂x
(ϕ ◦ φ) = ((p1 − p2x22)
∂
∂x1
ϕ+ (p1 − p2x21)
∂
∂x2
ϕ) ◦ φ,
p3x =
p3
2
x+
p3
2
x,
φ(p1) = (p1, p1).
Therefore the parametrized system Σ(P1 ∪ P2) = {Σ(p)|p ∈ {(p1, p2, p3) ∈
R3|p21 + p22 + p23 = 1}} is a structured system.
To derive the results of the succeeding sections we introduce the structural con-
cepts of algebraic and rational observability, algebraic controllability, canon-
icity, and distinguishability of parameters.
Definition 3.9 Let P be a parameter set. We say that a parametrized poly-
nomial (rational) system Σ(P ) is
(i) structurally algebraically controllable if there exists a variety C ( P such
that Σ(p) is algebraically controllable (from xp0) for all p ∈ P \ C,
(ii) structurally algebraically observable if there exists a variety O ( P such
that Σ(p) is algebraically observable (rationally observable for rational sys-
tems) for all p ∈ P \O,
(iii) structurally canonical if there exists a variety CO ( P such that Σ(p) is
canonical (thus both algebraically observable, rationally observable for ratio-
nal systems, and algebraically controllable) for all p ∈ P \ CO,
(iv) structurally distinguishing parameters if there exists a variety D ( P such
that Σ(p) is distinguishing parameters for all p ∈ P \D,
Proposition 3.10 Let P be a parameter set. A parametrized polynomial (ra-
tional) system Σ(P ) is structurally canonical if and only if it is structurally
algebraically controllable and structurally algebraically observable.
Proof: (⇒) A parametrized polynomial (rational) system which is struc-
turally canonical is also structurally algebraically controllable and structurally
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algebraically observable. We can consider sets C and O to be equal to a set
CO which is given by structural canonicity.
(⇐) Assume that Σ(P ) is structurally algebraically controllable and struc-
turally algebraically observable. There exist varieties C,O ( P such that
Σ(p) is algebraically controllable (from xp0) for all p ∈ P \ C, and Σ(p) is
algebraically (rationally for rational Σ(p)) observable for all p ∈ P \ O. We
define a set CO to be the union of the sets C and O. Because the union of two
varieties is a variety, the set CO = C ∪O is a variety. Since P \ CO ⊆ P \ C
and P \ CO ⊆ P \ O, the system Σ(p) for p ∈ P \ CO is both algebraically
(rationally) observable and algebraically controllable (from xp0). If CO = P
then the variety P would be the union of two non-empty strict subvarieties
of P , i.e. P would be reducible. But this contradicts the irreducibility of P .
Therefore CO ( P and finally, Σ(P ) is structurally canonical. 2
Corollary 3.11 Let Σ(P ) be a parametrized polynomial (rational) system. Let
C and O be the smallest strict subvarieties of P such that Σ(p) is algebraically
controllable for all p ∈ P \C and algebraically observable (rationally observable
for Σ(P ) being parametrized rational system) for all p ∈ P\O. Then the variety
CO for which Σ(p), p ∈ CO is canonical is such that C ∪O ⊆ CO ( P .
4 Structural and global identifiability
To study a certain phenomenon we observe its behaviour and apply a priori
knowledge of related fields. The observation of the phenomenon consists of
measuring the responses (outputs) of the studied object to stimulating signals
(inputs). These measurement then characterize the phenomenon. They are
usually of the form of a set of tuples (u, y) where u and y are the functions
of time with the same time domain which record the inputs (in the case of u)
and outputs (in the case of y) measured for the considered phenomenon.
Consider an input u : [0, Tu) → Rm and an output y : [0, Tu) → Rr corre-
sponding to u. The tuple (u, y) provides us the same information about the
phenomenon as the set of tuples {(u[0,t), y(t))|t ∈ [0, Tu]} where u[0,t) is the
restriction of the input u to the time domain [0, t) and y(t) is the value of the
output y at the time t which is the end point of the time domain of the input
u[0,t).
In this paper we assume that the measurements are provided in the form
of the tuples (u[0,t), y(t)), t ∈ [0, Tu] where u is a stimulating input and y is
the response of a studied object to this input after a certain time. Moreover,
we assume that the inputs which can be applied to study the considered phe-
nomenon are given as a set of admissible inputs U˜pc (for polynomial or rational
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systems depending on the model of the phenomenon). A set U˜pc of admissible
inputs for rational systems is defined as a subset of Upc such that:
(i) ∀u ∈ U˜pc ∀t ∈ [0, Tu) : u[0,t) ∈ U˜pc,
(ii) ∀u ∈ U˜pc ∀α ∈ U ∃t > 0 : (u)(α, t) ∈ U˜pc,
(iii) ∀u = (α1, t1) . . . (αk, tk) ∈ U˜pc ∃δ > 0 ∀ti ∈ [0, ti + δ), i = 1, . . . , k :
u = (α1, t1) . . . (αk, tk) ∈ U˜pc.
A set of inputs of Upc which satisfies the conditions (i), (ii) is called the set of
admissible inputs for polynomial systems. By abusing notation, we denote it
also by U˜pc.
Because all restrictions of admissible inputs to shorter time domains are also
admissible inputs, we reformulate the assumption on the form of the mea-
surements such that we assume that the measurements are provided in the
form (u, y(Tu)) where u ∈ U˜pc. A parametrized system Σ(P ) modeling a phe-
nomenon which is characterized by the measurements {(u, y(Tu))|u ∈ U˜pc} is
such that U˜pc ⊆ U˜pc(Σ(p)) for all p ∈ P , otherwise Σ(P ) would not be a model
of the phenomenon.
These assumptions make it possible to study structural and global identifiabil-
ity of parametrizations of parametrized polynomial and parametrized rational
systems by means of realization theory developed in [5] for polynomial and
in [26,25] for rational systems.
Because algebraic controllability of rational realizations is defined by using the
inputs of a set U˜pc, see [26, Definition 5.4], and because parametrized rational
systems are families of rational realizations of the measurements, in the rest of
the paper we mean by an algebraically controllable rational system a rational
system Σ = (X, f, h, x0) realizing the measurements {(u, y(Tu))|u ∈ U˜pc} such
that Z-cl R(x0) = Z-cl{x(Tu;x0, u) ∈ X|u ∈ U˜pc} = X.
Definition 4.1 Let P ⊆ Rl be a parameter set which is an irreducible real
affine variety and let U˜pc be a set of admissible inputs for polynomial (rational)
systems. Let Σ(P ) be a structured system such that U˜pc ⊆ U˜pc(Σ(p)) for all
p ∈ P . We say that the parametrization P : P → Σ(P ) is
(i) globally identifiable if the map
p 7→ hp(xp) = {(u, hp(xp(Tu;xp0, u)))|u ∈ U˜pc}
is injective on P ,
(ii) structurally identifiable if the map
p 7→ hp(xp) = {(u, hp(xp(Tu;xp0, u)))|u ∈ U˜pc}
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is injective on P \ S where S is a variety strictly contained in P .
Global identifiability of a parametrization of a structured system means that
the parameters of the structured system can be determined uniquely from
the measurements. Structural identifiability of a parametrization provides this
uniqueness only on a Z-dense subset of a parameter set. Obviously, a globally
identifiable parametrization of a structured system is structurally identifiable.
4.1 Structural identifiability of polynomial systems
In this section we determine necessary and sufficient conditions for a given
parametrization of a structured polynomial system to be structurally identi-
fiable. The results are based on the realization theory for polynomial systems
developed by Bartosiewicz in [5]. The realization problem as it is stated in [5]
is to find for a map R : U˜pc → Rr (also called a response map) a polynomial
system (realization) Σ = (X, f, h, x0) such that R(u) = h(x(Tu;x0, u)) for all
u ∈ U˜pc ⊆ U˜pc(Σ). Recall that U˜pc is a set of admissible inputs for polynomial
systems with the values in an input space U , and U˜pc(Σ) is the set of admis-
sible inputs for the system Σ. Note that two polynomial systems Σ1 and Σ2
are realizing the same response map if h1(x1(Tu;x
1
0, u)) = h
2(x2(Tu;x
2
0, u)) for
all u ∈ U˜pc ⊆ U˜pc(Σ1) ∩ U˜pc(Σ2).
Theorem 4.2 [5, Theorem 4] Any two canonical polynomial realizations of
the same response map are isomorphic.
Theorem 4.3 Let P ⊆ Rl be a parameter set and let Σ(P ) be a structured
polynomial system with the parametrization P : P → Σ(P ). We assume that
Σ(P ) is structurally canonical and we denote by CO the smallest strict sub-
variety of P such that Σ(p) ∈ Σ(P ) is canonical for all p ∈ P \ CO. We
also assume that Σ(P ) is structurally distinguishing parameters and we de-
note by D the smallest strict subvariety of P such that Σ(p) is distinguishing
parameters for every p ∈ P \D. Then the following are equivalent:
(a) the parametrization P is structurally identifiable,
(b) there exists a variety S such that CO ∪ D ⊆ S ( P , and such that for
any p, p′ ∈ P \ S an isomorphism of the systems Σ(p),Σ(p′) ∈ Σ(P ) is the
identity.
Proof:
(a)⇒ (b) Assume that the parametrization P is structurally identifiable. Let
G be a strict subvariety of P such that the map p 7→ hp(xp) is injective on
P \ G. Because P is an irreducible variety and because an union of finitely
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many varieties is a variety, CO ∪D ∪G ( P . Let us define S = CO ∪D ∪G.
Then CO ∪D ⊆ S ( P .
Let us consider p, p′ ∈ P \ S and Σ(p),Σ(p′) ∈ Σ(P ). Then Σ(p),Σ(p′) are
canonical and such that hp(xp(Tu;x
p
0, u)) = h
p′(xp
′
(Tu;x
p′
0 , u)) for all u ∈ U˜pc.
Since the map p 7→ hp(xp) is injective on P \ G and hence also on P \ S,
the equality hp(xp(Tu;x
p
0, u)) = h
p′(xp
′
(Tu;x
p′
0 , u)) for all u ∈ U˜pc implies that
p = p′. Moreover, Σ(P ) is a structured system and thus the systems Σ(p) and
Σ(p′), where p = p′, have the same structure meaning that:
(i) ∃φ, ψ : Xp → Xp polynomial mappings such that φ ◦ ψ = ψ ◦ φ = 1Xp , and
(ii) ∀ϕ ∈ Ap,∀α ∈ U : (fpαϕ) ◦ φ = fpα(ϕ ◦ φ),
(iii) hp = hp ◦ φ,
(iv) φ is defined at xp0 and φ(x
p
0) = x
p
0.
Consider an arbitrary isomorphism φ : Xp → Xp satisfying the conditions
above, i.e. φ is an arbitrary isomorphism of the system Σ(p) to itself. Let
φ∗ : Ap → Ap be an R-algebra isomorphism defined as φ∗(ϕ) = ϕ ◦ φ for all
ϕ ∈ Ap.
Because a canonical polynomial system is algebraically observable, the obser-
vation algebra Aobs(Σ(p)) of the polynomial system Σ(p) equals the algebra A
p
of all polynomials on Xp. Then the polynomials hp, fpαh
p, α = (α1, . . . , αn), n ∈
N, αi ∈ U generate the algebra Ap. From (ii) and (iii) above, we get that
φ∗hp = hp, and φ∗(fpαh
p) = fpαh
p for α = (α1, . . . , αn), n ∈ N, αi ∈ U.
Since the isomorphism φ∗ maps the generators of Ap to themselves identically,
φ∗ is the identity on Ap and therefore the isomorphism φ is the identity on Xp.
(b) ⇒ (a) Let S be a variety such that CO ∪ D ⊆ S ( P , and for any
p, p′ ∈ P \ S any isomorphism of the polynomial systems Σ(p),Σ(p′) ∈ Σ(P )
is the identity.
Consider p, p′ ∈ P \ S and the corresponding systems Σ(p),Σ(p′) ∈ Σ(P ).
Because hp(xp(Tu;x
p
0, u)) = h
p′(xp
′
(Tu;x
p′
0 , u)) for every u ∈ U˜pc, Σ(p) and
Σ(p′) are canonical polynomial realizations of the same response map R,
R(u) = hp(xp(Tu;xp0, u)) = hp′(xp′(Tu;xp
′
0 , u)) for u ∈ U˜pc. According to Theo-
rem 4.2, Σ(p) and Σ(p′) are isomorphic. Let σ : Xp → Xp′ be an isomorphism
of Σ(p) and Σ(p′). Since p, p′ ∈ P \ S, (b) implies that σ is the identity and
therefore the conditions (i) − (iv) of Definition 3.6, which characterize this
isomorphic relation, take the form:
(i) Xp = Xp
′
, and then also Ap = Ap
′
,
(ii) hp = hp
′
,
(iii) ∀ϕ ∈ Ap,∀α ∈ U : fp′α ϕ = fpαϕ,
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(iv) xp0 = x
p′
0 .
Let fpα,i, h
p, xp0 and f
p′
α,i, h
p′ , xp
′
0 for i = 1, . . . , np be written in the form of
(1), (2), (3) where ϕ1, . . . , ϕnp are the common generators of A
p and Ap
′
cor-
responding to the polynomials X1, . . . , Xnp ∈ R[X1, . . . , Xnp ]. Note that be-
cause Xp = Xp
′
we can assume that np = np′ . Then there exist polynomials
qfαi;a1,...,an , q
h
j;b1,...,bn
, qx0i , q
f ′α
i;a1,...,an , q
h′
j;b1,...,bn
, q
x′0
i ∈ R[P1, . . . , Pl], i = 1, . . . , np, j =
1, . . . , r, α ∈ U such that for every α ∈ U and for i = 1, . . . , np, j = 1, . . . , r it
holds that
fpα,i =
∑
a1,...,anp∈N
qfαi;a1,...,anp (p1, . . . , pl)ϕ
a1
1 . . . ϕ
anp
np ,
hpj =
∑
b1,...,bnp∈N
qhj;b1,...,bnp (p1, . . . , pl)ϕ
b1
1 . . . ϕ
bnp
np , (7)
xpi (0) = q
x0
i (p1, . . . , pl),
and
fp
′
α,i =
∑
a1,...,anp∈N
q
f ′α
i;a1,...,anp
(p′1, . . . , p
′
l)ϕ
a1
1 . . . ϕ
anp
np ,
hp
′
j =
∑
b1,...,bnp∈N
qh
′
j;b1,...,bnp
(p′1, . . . , p
′
l)ϕ
b1
1 . . . ϕ
bnp
np , (8)
xp
′
i (0) = q
x′0
i (p
′
1, . . . , p
′
l).
The polynomials qfαi;a1,...,anp , q
h
j;b1,...,bnp
, q
f ′α
i;a1,...,anp
, qh
′
j;b1,...,bnp
∈ R[P1, . . . , Pl] are
non-zero polynomials only for finitely many (a1, . . . , anp), (b1, . . . , bnp) ∈ Nnp .
From (ii)-(iv) above and from the equalities (7), (8) it follows that
qfαi;a1,...,anp (p1, . . . , pl) = q
f ′α
i;a1,...,anp
(p′1, . . . , p
′
l),
qhj;b1,...,bnp (p1, . . . , pl) = q
h′
j;b1,...,bnp
(p′1, . . . , p
′
l), (9)
qx0i (p1, . . . , pl) = q
x′0
i (p
′
1, . . . , p
′
l).
Because Σ(p),Σ(p′) ∈ Σ(P ) and Σ(P ) is a structured system, the systems Σ(p)
and Σ(p′) have the same structure in the sense of Definition 3.7. Therefore
the relations (ii)-(iv) and consequently the equations (9) are valid even if we
formally identify p1 = p
′
1, . . . , pl = p
′
l. This implies that q
fα
i;a1,...,anp
= q
f ′α
i;a1,...,anp
,
qhj;b1,...,bnp = q
h′
j;b1,...,bnp
, qx0i = q
x′0
i for i = 1, . . . , np, j = 1, . . . , r, and α ∈ U .
After substituting these relations into (9), we derive that
qfαi;a1,...,anp (p1, . . . , pl) = q
fα
i;a1,...,anp
(p′1, . . . , p
′
l),
qhj;b1,...,bnp (p1, . . . , pl) = q
h
j;b1,...,bnp
(p′1, . . . , p
′
l), (10)
qx0i (p1, . . . , pl) = q
x0
i (p
′
1, . . . , p
′
l).
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Because p, p′ ∈ P \ S, the systems Σ(p) and Σ(p′) are distinguishing parame-
ters, i.e. R[{qfαi;a1,...,anp , qhj;b1,...,bnp , qx0i |i = 1, . . . , np, j = 1, . . . , r, α ∈ U}] ∼= AP .
Let us denote Q = R[{qfαi;a1,...,anp , qhj;b1,...,bnp , qx0i |i = 1, . . . , np, j = 1, . . . , r, α ∈
U}]. It holds that
(∀q ∈ Q : q(p1, . . . , pl) = q(p′1, . . . , p′l))⇒ p1 = p′1, . . . , pl = p′l.
Since the polynomials qfαi;a1,...,anp , q
h
j;b1,...,bnp
, qx0i ∈ Q generate Q, the equalities
(10) imply that p1 = p
′
1, . . . , pl = p
′
l. Therefore p = p
′ which proves that for
the parameters of the set P \ S the map p 7→ hp(xp) is injective and hence
that the parametrization P is structurally identifiable. 2
Remark 4.4 The assumptions on CO,D being the smallest varieties having
the considered properties can be relaxed. They only provide the smallest lower
bound on the varieties which can be considered as a variety S.
Remark 4.5 A theorem similar to Theorem 4.3 can be stated also for char-
acterizing the global identifiability of a parametrization P of a structured poly-
nomial system Σ(P ). If the systems Σ(p) of Σ(P ) are canonical and distin-
guishing parameters for all p ∈ P , then the parametrization P is globally
identifiable if and only if for every p, p′ ∈ P an isomorphism of Σ(p) and
Σ(p′) is the identity.
In the following example we apply Theorem 4.3 to check structural identi-
fiability of a parametrization of a structured polynomial system. The exam-
ple provides an example of structurally canonical structured system Σ(P ) for
which the parametrization P : P → Σ(P ) is not structurally identifiable.
Example 4.6 Consider a parameter set P = R3. Let Σ(P ) be a parametrized
polynomial system such that every system Σ(p) = (Xp, fp = {fpα, α ∈ R}, hp, xp0)
of Σ(P ) is given as:
Xp = R,
fpα = p1α
∂
∂x
, α ∈ R, (11)
hp = p2x
2,
xp0 = p3.
We consider the parametrization P : P = R3 → Σ(P ). Note that the system
Σ(P ) is a structured system.
The polynomials hp, fpαh
p, α = (α1, . . . , αn), n ∈ N, αi ∈ R generate the obser-
vation algebra Aobs(Σ(p)). Thus Aobs(Σ(p)) = R[p1p2x] and the system Σ(p) is
algebraically observable for every p ∈ R3 \{(0, p2, p3), (p1, 0, p3)|p1, p2, p3 ∈ R}.
Therefore, Σ(P ) is structurally algebraically observable.
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The reachable set of the differential equation x˙ = p1α, x0 = x(0) = p3 ∈ R
is the set R(x0) = {p3 + p1αt|t ∈ R}. Because Z-cl R(x0) = R(x0) = R for
p1 6= 0, the polynomial system Σ(p) is algebraically controllable for p ∈ R3 \
{(0, p2, p3)|p2, p3 ∈ R}. Hence, Σ(P ) is structurally algebraically controllable.
Because Σ(P ) is both structurally algebraically observable and structurally al-
gebraically controllable, it is also according to Proposition 3.10 structurally
canonical. More precisely, a system Σ(p) ∈ Σ(P ) is canonical if p ∈ R3 \ CO
where CO = {(0, p2, p3), (p1, 0, p3)|p1, p2, p3 ∈ R}.
Because P = R3, the polynomials on P are AP = R[P1, P2, P3]. The only
polynomials qfαi;a1,...,an , q
h
j;b1,...,bn
, qx0i ∈ R[P1, P2, P3] = AP given by (1), (2), (3)
for the system (11) such that qfαi;a1,...,an , q
h
j;b1,...,bn
, qx0i 6= 0 (meaning that they are
not zero polynomials) are
qfα1;0(p1, p2, p3) = αp1, α ∈ R, qh1;2(p1, p2, p3) = p2, qx01 (p1, p2, p3) = p3.
The algebra generated by qfα1;0, α ∈ R, qh1;2, and qx01 over R equals AP . Therefore,
by Definition 3.3, Σ(p) is distinguishing parameters for every p ∈ R3\D where
D = {(0, p2, p3), (p1, 0, p3), (p1, p2, 0)|p1, p2, p3 ∈ R}.
Since the parametrized polynomial system Σ(P ) satisfies the assumptions of
Theorem 4.3, we check the structural identifiability of the parametrization P
by applying this theorem. Consider p, p′ ∈ R3 \ (CO ∪ D). Both Σ(p) and
Σ(p′) are canonical and thus also isomorphic. Let σ, ψ : R→ R be polynomial
mappings such that σ ◦ ψ = ψ ◦ σ = 1R and let σ have the properties:
(i) p2x
2 = p′2(σ(x))
2 for x ∈ R,
(ii) ∀ϕ ∈ R[X],∀α ∈ R : (p′1α ∂∂xϕ) ◦ σ = p1α ∂∂x(ϕ ◦ σ),
(iii) σ(p3) = p
′
3.
Let us consider a polynomial ϕ in the condition (ii) to be the identity, i.e.
ϕ(x) = x. Since p1, p
′
1 6= 0, the equality p′1α = p1α ∂∂xσ for all α ∈ R implies
that
p′1
p1
= ∂
∂x
σ. Then the isomorphism σ has to be of the form
σ(x) =
p′1
p1
x+ c for some c ∈ R.
By substituting this form of σ into condition (i) we derive the equality p2x
2 =
p′2(
p′21
p21
x2 + 2
p′1
p1
cx+ c2) which implies the equations: p2 = p
′
2
p′21
p21
, 0 = p′2
p′1
p1
c, and
0 = p′2c
2. Because p1, p
′
1, p2, p
′
2 6= 0, we derive that c = 0. Therefore,
σ(x) =
p′1
p1
x.
From this form of σ and from the condition (iii) it follows that
p′1
p1
p3 = p
′
3.
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Since p, p′ ∈ R3 \ (CO ∪ D) it follows that p′1
p1
=
p′3
p3
. To get that σ is the
identity, i.e. σ(x) =
p′1
p1
x = x, we restrict the parameters to be from a subset of
R3 \(CO∪D) such that either p3 = p′3 or p1 = p′1. The only sets of parameters
for which the parametrization P is globally identifiable are
Sζ = {(p1, p2, p3) ∈ R3 \ (CO ∪D)|p3 = ζ} for ζ ∈ R \ {0},
Sξ = {(p1, p2, p3) ∈ R3 \ (CO ∪D)|p1 = ξ} for ξ ∈ R \ {0}.
Furthermore, because p1 = p
′
1 if and only if p3 = p
′
3, the only parameter sets
for which P is globally identifiable are the sets Sζ ∩Sξ for some ζ, ξ ∈ R\{0}.
Since there does not exist a variety V ( R3 such that R3 \ V ⊆ Sζ ∩ Sξ for
some ζ, ξ ∈ R \ {0}, the parametrization P : R3 → Σ(P ) is not structurally
identifiable.
Note that if we do not restrict the parameters to the parameter sets Sζ or Sξ,
then the parameters p = (p1, p2, p3) and p
′ = (p′1, p
′
2, p
′
3) such that p1 = −p′1,
p2 = p
′
2, and p3 = −p′3 determine two different systems Σ(p),Σ(p′) ∈ Σ(P )
modeling the same phenomenon, i.e. hp(xp) = hp
′
(xp
′
).
4.2 Structural identifiability of rational systems
To derive the characterization of structural identifiability of a parametrization
of a structured rational system by means of realization theory we proceed in
the same way as in Section 4.1 for polynomial systems. We refer to the results
of realization theory for rational systems in [26,25]. The main result which is
applied to obtain this characterization is the following:
Theorem 4.7 [25, Theorem 8] Any two canonical rational realizations of the
same response map are birationally equivalent.
This theorem corresponds to Theorem 4.2 in polynomial case. The main result
of this section which is a counterpart to the result stated in Theorem 4.3 is
summarized in the following theorem.
Theorem 4.8 Let P ⊆ Rl be a parameter set and let Σ(P ) be a structured
rational system with the parametrization P : P → Σ(P ). We assume that Σ(P )
is structurally canonical and we denote by CO the smallest strict subvariety
of P such that Σ(p) ∈ Σ(P ) is canonical for all p ∈ P \ CO. We also assume
that Σ(P ) is structurally distinguishing parameters and we denote by D the
smallest strict subvariety of P such that Σ(p) is distinguishing parameters for
every p ∈ P \D. Then the following are equivalent:
(a) the parametrization P is structurally identifiable
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(b) there exists a variety S such that CO ∪D ⊆ S ( P , and such that for any
p, p′ ∈ P \S a birational isomorphism relating the systems Σ(p),Σ(p′) is the
identity.
Proof:
(a) ⇒ (b) Let G ( P be a strict subvariety of P such that for p ∈ P \ G the
map p 7→ hp(xp) is injective. We define S = CO∪D∪G. It is a strict subvariety
of P . Consider two rational systems Σ(p),Σ(p′) ∈ Σ(P ) with p, p′ ∈ P \ S.
They are both canonical and such that hp(xp(Tu;x
p
0, u)) = h
p′(xp
′
(Tu;x
p′
0 , u))
for all u ∈ U˜pc. By Theorem 4.7, Σ(p) and Σ(p′) are birationally equivalent.
Further, according to (a), p = p′. From Definition 3.6 it follows that
(i) there exist rational mappings φ : Xp → Xp, ψ : Xp → Xp such that
φ ◦ ψ = 1Xp and ψ ◦ φ = 1Xp (these mappings do not have to be defined
everywhere, only on Z-dense subsets of Xp),
(ii) hp ◦ φ = hp,
(iii) ∀ϕ ∈ Qp,∀α ∈ U : fpα(ϕ ◦ φ) = (fpαϕ) ◦ φ,
(iv) φ is defined at xp0 and φ(x
p
0) = x
p
0.
As Σ(p) is canonical and thus rationally observable, Qobs(Σ(p)) = Q
p. Be-
cause the field Qobs(Σ(p)) is generated by the rational functions h
p, fpα, α =
(α1, . . . , αn), n ∈ N, αi ∈ U , and because from (ii) and (iii) above hp ◦ φ =
hp, fpαh
p = fpα(h
p ◦ φ) = (fpαhp) ◦ φ for α = (α1, . . . , αn), n ∈ N, αi ∈ U , we get
that
∀ϕ ∈ Qobs(Σ(p)) = Qp : ϕ = ϕ ◦ φ on Xp.
Especially for ϕ ∈ Qp defined as ϕ(x) = x it means that x = ϕ(x) = ϕ(φ(x)) =
φ(x). Therefore, a birational isomorphism φ : Xp → Xp relating the systems
Σ(p),Σ(p′) ∈ Σ(P ) for p, p′ ∈ P \ S is the identity.
Note that the property of distinguishing parameters for the systems Σ(p),
p ∈ P \ S is not needed in the proof of this implication. If the statement of
(b) assumed for a variety S only the condition CO ⊆ S ( P , then it would
be sufficient to define a variety S as S = CO ∪ G to prove the implication
(a)⇒ (b).
(b)⇒ (a) Let p, p′ ∈ P \S. Then Σ(p),Σ(p′) ∈ Σ(P ) are two rational systems
which are canonical, distinguishing parameters, and such that for all u ∈ U˜pc
hp(xp(Tu;x
p
0, u)) = h
p′(xp
′
(Tu;x
p′
0 , u)). From Theorem 4.7, the systems Σ(p)
and Σ(p′) are birationally equivalent. Because p, p′ ∈ P \ S, we get from (b)
that a birational isomorphism φ relating Σ(p) and Σ(p′) is the identity, i.e.
the systems Σ(p),Σ(p′) are related in the following way:
(i) Xp ∩Xp′ is a Z-dense subset of both Xp and Xp′ ,
(ii) hp
′
= hp,
(iii) ∀ϕ ∈ Qp′ ,∀α ∈ U : fpαϕ = fp′α ϕ,
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(iv) xp0 = x
p′
0 .
Since both Σ(p) and Σ(p′) are algebraically controllable, Z-cl R(xp0) = Xp and
Z-cl R(xp′0 ) = Xp′ . Moreover, by (iii) and (iv), the trajectories determining the
reachable setsR(xp0) andR(xp
′
0 ) coincide. Therefore Z-cl R(xp0) = Z-cl R(xp
′
0 ),
thus Xp = Xp
′
, and consequently Qp = Qp
′
.
By following the steps of the proof of Theorem 4.3 and by considering fpα,i, h
p, xp0
and fp
′
α,i, h
p′ , xp
′
0 for i = 1, . . . , np = np′ to be written in the form of (4), (5),
(6), we derive that p = p′. Hence, the parametrization P : P → Σ(P ) is
structurally identifiable. 2
As in the polynomial case, the assumptions on CO,D being the smallest
varieties having the considered properties can be relaxed since their union
only provides the lower bound on a variety S.
Remark 4.9 In the same way as we derived the characterization of global
identifiability for a parametrization of a structured polynomial system from
Theorem 4.3, see Remark 4.5, we can derive the characterization of global
identifiability for a parametrization of a structured rational system by adjusting
the theorem providing the characterization of its structural identifiability.
Consider a structured rational system Σ(P ) such that Σ(p) is canonical and
distinguishing parameters for all p ∈ P\W whereW is a set of such parameters
pW from P for which Σ(pW ) is not well-defined. The parametrization P : P →
Σ(P ) is globally identifiable if and only if for every p, p′ ∈ P \W a birational
isomorphism for Σ(p) and Σ(p′) is the identity.
Remark 4.10 Note the similarity of Theorem 4.3 and Theorem 4.8 with [34,
Theorem 2.9] which treats the structural identifiability of parametrization from
the Markov and initial parameters for linear systems.
Example 4.11 In this example we consider the one-compartment model with
nonlinear Michaelis-Menten elimination studied in [22, Example 5] and in [9].
Let P = R3 be the parameter set of a structured rational system Σ(P ) such
that the systems Σ(p) = (Xp, fp, hp, xp0) ∈ Σ(P ) are given as:
Xp=R,
fpα=(−
p1x
p3 + x
− p2x+ α) ∂
∂x
, α ∈ R,
hp=x,
xp(0)= a, a ∈ R is known.
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The system Σ(p) is algebraically observable and algebraically controllable for
p ∈ P \ {p = (p1, p2, p3) ∈ P |p3 = −a}. Hence, the set Σ(P ) is structurally
canonical.
Because fpα = (− p1xp3+x − p2x + α) ∂∂x =
αp3+(α−p1−p2p3)x−p2x2
p3+x
∂
∂x
and hp = x
1
, it
follows that if we write fpα,1 and h
p in the form of (4) and (5), respectively, then
for p = (p1, p2, p3) ∈ P the polynomials qfα1,1;0(p) = αp3, qfα1,1;1(p) = α−p1−p2p3,
qfα1,1;2(p) = −p2, qfα2,1;0(p) = p3, qfα2,1;1(p) = 1, qh1,1;1(p) = 1, and qh2,1;0(p) = 1
are the only non-zero elements of R(P1, P2, P3). Since R(qfα1,1;1, q
fα
1,1;2, q
fα
2,1;0) =
R(P1, P2, P3) = QP , it follows from Definition 3.4 that the system Σ(p) is
distinguishing parameters for p ∈ P \ {p = (p1, p2, p3) ∈ P |(p2p3)2 + (p1 +
p2p3)
2 = 0}.
Let us consider p, p′ ∈ P\{p = (p1, p2, p3) ∈ P |(p3+a)2+(p2p3)2+(p1+p2p3)2 =
0}. From Definition 3.6 and Theorem 4.7 there exists a birational isomorphism
φ : Xp → Xp′ which satisfies for example that hp′φ = hp. Because hp(x) =
hp
′
(x) = x, it follows that φ(x) = hp
′
(φ(x)) = hp(x) = x. Thus, φ is the
identity. By Theorem 4.8 we conclude that the parametrization P : P → Σ(P )
is structurally identifiable.
Because Σ(p) is not distinguishing parameters for all p ∈ P \W where W is a
set of all parameters pW ∈ P for which Σ(pW ) is not well-defined, we cannot
decide whether the parametrization P is globally identifiable only by applying
the theorem of Remark 4.9.
5 Examples
In this section we apply the results we derived to study the identifiability
properties of the systems modeling different biological phenomena.
Example 5.1 Consider a chain of two enzyme-catalyzed irreversible reactions
represented by the following diagram:
- x1 - x2 -
E1 E2
u p1x1
p2+x1
p3x2
p4+x2
We assume that the inputs u are piecewise constant functions. The correspond-
ing rates p1x1
p2+x1
and p3x2
p4+x2
of the reactions catalyzed by the enzymes E1 and E2
are modeled by Michaelis-Menten kinetics. Let U be the set of all real values
of admissible inputs u and let P = {p = (p1, p2, p3, p4) ∈ R4} be the param-
eter set. The parametrized system Σ(P ) modeling this chain of the reactions
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consists of rational systems Σ(p), p ∈ P of the following form:
Xp = R2,
fpα =
(
− p1x1
p2 + x1
+ α
)
∂
∂x1
+
(
p1x1
p2 + x1
− p3x2
p4 + x2
)
∂
∂x2
, α ∈ U,
hp(x1, x2) = (h
p
1(x1, x2), h
p
2(x1, x2)) =
(
p1x1
p2 + x1
,
p3x2
p4 + x2
)
,
xp1(0) = 1, x
p
2(0) = 1.
Consider an arbitrary p ∈ P . We derive the conditions on p which have to be
satisfied for Σ(p) to be algebraically observable. First of all, hp1 =
p1x1
p2+x1
, hp2 =
p3x2
p4+x2
∈ Qobs(Σ). If p1, p3 6= 0, then also x1p2+x1 , x2p4+x2 ∈ Qobs(Σ). If p4 6= 0 then
fpα(
x2
p4+x2
) = p4
(p4+x2)2
(hp1 + h
p
2) ∈ Qobs(Σ) implies that (p4 + x2)2 ∈ Qobs(Σ).
By multiplying the elements (p4 + x2)
2 and
x22
(p4+x2)2
of Qobs(Σ), we derive that
x22 ∈ Qobs(Σ). Therefore, if p4 6= 0, the element (p4+x2)
2−x22−p24
2p4
= x2 belongs
to Qobs(Σ). By considering f
p
α(
x1
p2+x1
) ∈ Qobs(Σ) we derive in an analogous
way that if p2 6= 0 then x1 ∈ Qobs(Σ). Thus, the systems Σ(p) for p ∈ P \
{p = (p1, p2, p3, p4) ∈ R4|p1p2p3p4 = 0} are algebraically observable and the
parametrized system Σ(P ) is structurally algebraically observable.
Note that to check algebraic controllability of a system Σ(p) ∈ Σ(P ) it is suffi-
cient to prove that its reachable set from the initial state contains a non-empty
open set. Then the Zariski closure of the reachable set equals R2 implying that
Σ(p) is algebraically controllable. Because the system Σ(p) is a smooth affine
nonlinear control system, we can apply for example [23, Theorem 3.9] or [18,
Theorem 2.2.4] to prove that the reachable set of Σ(p) contains a non-empty
open set in R2. By using the terminology of [23], it is sufficient to prove that the
accessibility distribution C at xp0 has a dimension 2. Since the accessibility alge-
bra is spanned by the vector fields f = − p1x1
p2+x1
∂
∂x1
+( p1x1
p2+x1
− p3x2
p4+x2
) ∂
∂x2
, g = ∂
∂x1
,
and their Lie brackets, it follows that for C(xp0) = C((x
p
1(0), x
p
2(0))) = C((1, 1))
we get that
dimC(xp0) = dim
 −p1p2+1 1
p1
p2+1
− p3
p4+1
0
 .
If p2, p4 6= −1 and p1(p4 + 1) − p3(p2 + 1) 6= 0 then dimC(xp0) = 2 and
consequently the system Σ(p) is algebraically controllable from the initial state
(xp1(0), x
p
2(0)). Finally, the systems Σ(p) for p ∈ P \{(p1, p2, p3, p4) ∈ R4|(p2+
1)2+(p4+1)
2+(p1(p4+1)−p3(p2+1))2 = 0} are algebraically controllable and
thus the parametrized system Σ(P ) is structurally algebraically controllable.
By Proposition 3.10, the set Σ(P ) is structurally canonical.
The systems Σ(p) with p ∈ P \{(p1, . . . , p4) ∈ P |p1p2p3p4 = 0} are distinguish-
ing parameters. This can be checked as follows. Consider the components hp1, h
p
2
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of hp. From (5) we derive that qh
p
1,1;1,0(p1, . . . , p4) = p1, q
hp
2,1;0,0(p1, . . . , p4) =
p2, q
hp
1,2;0,1(p1, . . . , p4) = p3, and q
hp
2,2;0,0(p1, . . . , p4) = p4. This implies that
R(qhp1,1;1,0, qh
p
2,1;0,0, q
hp
1,2;0,1, q
hp
2,2;0,0) = R(P1, . . . , P4) if p ∈ P \ {(p1, . . . , p4) ∈
P |p1p2p3p4 = 0}. Because P = R4 and thus QP = R(P1, . . . , P4), the sys-
tem Σ(P ) is structurally distinguishing parameters.
Consider two parameters p, p′ ∈ P \ {(p1, p2, p3, p4) ∈ R4|(p1p2p3p4)2 + (p2 +
1)2 + (p4 + 1)
2 + (p1(p4 + 1)− p3(p2 + 1))2 = 0}. Then both systems Σ(p) and
Σ(p′) are canonical and such that hp(xp(Tu;x
p
0, u)) = h
p′(xp
′
(Tu;x
p′
0 , u)) for
all u ∈ U˜pc. Therefore Σ(p) and Σ(p′) are birationally equivalent according to
Theorem 4.7. There exists a birational isomorphism φ = (φ1, φ2) : R2 → R2
such that:
(i) hp
′
φ = hp,
(ii) ∀ϕ ∈ Qp′ ,∀α ∈ U : fpα(ϕ ◦ φ) = (fp′α ϕ) ◦ φ,
(iii) φ(xp0) = x
p′
0 .
By substituting the explicit forms of hp and hp
′
into (i) we derive the equation
p′1φ1(x1, x2)
p′2 + φ1(x1, x2)
=
p1x1
p2 + x1
, (12)
and the equation
p′3φ2(x1, x2)
p′4 + φ2(x1, x2)
=
p3x2
p4 + x2
. (13)
Let us consider the polynomial ϕ(x1, x2) = x1 in the condition (ii) above.
Then for every α ∈ U it holds that −p′1φ1(x1,x2)
p′2+φ1(x1,x2)
+ α =
(−p1x1
p2+x1
+ α
)
∂φ1(x1,x2)
∂x1
+(
p1x1
p2+x1
− p3x2
p4+x2
)
∂φ1(x1,x2)
∂x2
. By substituting (12) into this equation we obtain the
equation:(
p1x1
p2 + x1
− α
)
∂φ1(x1, x2)
∂x1
+
(
p3x2
p4 + x2
− p1x1
p2 + x1
)
∂φ1(x1, x2)
∂x2
=
p1x1
p2 + x1
− α.
(14)
We solve this linear partial differential equation by the method of characteris-
tics, see for example [12]. The equations for the characteristic curves are:
dξ
ds
=
p1x1
p2 + x1
− α = p1ξ(s)
p2 + ξ(s)
− α,
dη
ds
=
p3x2
p4 + x2
− p1x1
p2 + x1
=
p3η(s)
p4 + η(s)
− p1ξ(s)
p2 + ξ(s)
.
The restriction φ1,γ(s) = φ1(ξ(s), η(s)) of φ1(x1, x2) to γ = {(x1, x2) ∈ R2|x1 =
ξ(s), x2 = η(s), ξ, η ∈ C1(I,R)} is given by the equation dφ1,γds = dφ1dx1 dξds + dφ1dx2 dηds .
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From (14) it follows that
dφ1,γ
ds
=
p1ξ(s)
p2 + ξ(s)
− α = dξ
ds
and consequently φ1(ξ(s), η(s)) = ξ(s) + c where c ∈ R is a constant. Then
φ1(x1, x2) = x1+ c and because φ1(x
p
0) = φ1(x
p
1(0), x
p
2(0)) = x
p
1(0) according to
the condition (iii) above, we get that
φ1(x1, x2) = x1. (15)
By considering the polynomial ϕ(x1, x2) = x2 in the condition (ii) above and
by substituting (13) into the derived relation, we obtain the following equation
valid for all α ∈ U :(
p1x1
p2 + x1
− α
)
∂φ2
∂x1
+
(
p3x2
p4 + x2
− p1x1
p2 + x1
)
∂φ2
∂x2
=
p3x2
p4 + x2
− p1x1
p2 + x1
.
Again, by the method of characteristics, we solve this linear partial differen-
tial equation. We get that φ2(x1, x2) = x2 + c for c ∈ R. Because φ2(xp0) =
φ2(x
p
1(0), x
p
2(0)) = x
p
2(0) according to the condition (iii),
φ2(x1, x2) = x2. (16)
Finally, from (15) and (16), a map φ is the identity and hence, from Theo-
rem 4.8, the parametrization P is structurally identifiable.
For a comparison of the method given by Theorem 4.8 and the differential
algebraic methods used in [22] for determining structural and global identi-
fiability of the parametrizations of structured rational systems, we consider
the following example of a two-compartment model with Michaelis-Menten
elimination kinetics studied in [22, Section 7].
Example 5.2 Let P = R4 be the parameter set of a structured rational system
Σ(P ). The rational systems Σ(p) = (Xp, fp, hp, xp0 = (x
p
1(0), x
p
2(0))) ∈ Σ(P )
are given as:
Xp ⊆ R2,
fp = (−p1x1 + p2x2) ∂
∂x1
+
(
p1x1 − p2x2 − p3x2
p4 + x2
)
∂
∂x2
,
hp = x1
xp1(0) = a, a ∈ R, xp2(0) = 0.
For the parameters p ∈ P \ {p = (p1, p2, p3, p4) ∈ P |p2 = 0} the system Σ(p)
is rationally observable.
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The system Σ(p) rewritten in the state-space form is given as
x˙1 = −p1x1 + p2x2,
x˙2 = p1x1 − p2x2 − p3x2
p4 + x2
, (17)
x1(0) = a ∈ R, x2(0) = 0.
If p3 6= 0, it follows that (p4 + x2)x˙1 + (p4 + x2)x˙2 + p3x2 = 0. Since there
does not exist a polynomial M(x1, x2) ∈ R[x1, x2] such that ddtM(x1, x2) =
(p4+x2)x˙1+(p4+x2)x˙2+p3x2 if we consider x1, x2 being time-dependent, the
reachable set is not an algebraic variety. According to [1, Theorem 2.3], there
exists a solution of (17) defined on a non-empty time interval. Because this
solution cannot be described in the state space as an algebraic curve or as a
finite set of points (otherwise the reachable set would be an algebraic variety), it
implies that the smallest variety containing the reachable set is the whole state
space. Therefore, the system Σ(p) is algebraically controllable from the initial
state (xp1(0) = a ∈ R, xp2(0) = 0) for the parameters p = (p1, p2, p3, p4) ∈ P
such that p3 6= 0.
Because the rational system Σ(p) is rationally observable and algebraically
controllable for p ∈ P \ {p = (p1, p2, p3, p4) ∈ P |p2p3 = 0}, the parametrized
system Σ(P ) is structurally canonical.
Consider the vector field fp of a system Σ(p) ∈ Σ(P ). If we rewrite fp1 and fp2
in the form of (4) we derive that qf1,1;1,0(p1, . . . , p4) = −p1, qf1,1;0,1(p1, . . . , p4) =
p2, q
f
1,2;0,1(p1, . . . , p4) = −p2p4 − p3, qf2,2;0,0(p1, . . . , p4) = p4, and consequently
that R(qf1,1;1,0, q
f
1,1;0,1, q
f
1,2;0,1, q
f
2,2;0,0) = R(P1, P2, P3, P4) = QP for the param-
eters p ∈ P \ {p = (p1, p2, p3, p4) ∈ P |p1p2p3p4 = 0}. Therefore Σ(P ) is
structurally distinguishing parameters.
Consider two systems Σ(p),Σ(p′) ∈ Σ(P ) with p, p′ ∈ P \{p = (p1, p2, p3, p4) ∈
P |p1p2p3p4 = 0}. Then Σ(p) and Σ(p′) are canonical and distinguishing param-
eters. Further it holds that hp(xp) = hp
′
(xp
′
). From Theorem 4.7, the systems
Σ(p),Σ(p′) are birationally equivalent and it holds that
(i) there exist rational mappings φ, ψ such that φ : Xp → Xp′, ψ : Xp′ → Xp,
and φ ◦ ψ = 1Xp, ψ ◦ φ = 1Xp′ ; moreover, we derive that φ(x1, x2) =
(φ1(x1, x2), φ2(x1, x2)) for x1, x2 ∈ Xp and that, for x1, x2 ∈ Xp′, ψ(x1, x2) =
(ψ1(x1, x2), ψ2(x1, x2)),
(ii) φ1(x1, x2) = h
p′(φ1(x1, x2), φ2(x1, x2)) = h
p′(φ(x1, x2)) = h
p(x1, x2) = x1,
(iii) ∀ϕ ∈ Qp′ : fp(ϕ ◦ φ) = (fp′ϕ) ◦ φ,
(iv) because the initial state is independent of the parameters, we have that
xp1(0) = x
p′
1 (0) = a ∈ R, xp2(0) = xp
′
2 (0) = 0 and therefore φ(x
p(0)) =
xp
′
(0) = xp(0).
By considering the polynomial ϕ(x1, x2) = x1 in the condition (iii) and by
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applying the relation φ1(x1, x2) = x1 from (ii) to it, we derive the equality
−p1x1 + p2x2 = −p′1x1 + p′2φ2(x1, x2). Because p′2 6= 0 it follows that
φ2(x1, x2) =
(p′1 − p1)x1 + p2x2
p′2
. (18)
According to (iv), φ(xp(0)) = xp
′
(0) = xp(0) and hence φ2(x
p
1(0), x
p
2(0)) =
xp2(0) = 0. Therefore (18), for x1 = x
p
1(0) and x2 = x
p
2(0), implies
0 =
(p′1 − p1)xp1(0)
p′2
.
Let us assume that xp1(0) = a 6= 0. Then p′1 = p1 and from (18) we get that
φ2(x1, x2) =
p2x2
p′2
. (19)
By considering the condition (iii) for the polynomial ϕ(x1, x2) = x2, by substi-
tuting φ1(x1, x2) = x1 according to (ii) and φ2(x1, x2) =
p2x2
p′2
according to (19),
and by evaluating the received equality at the point (xp1(0), x
p
2(0)), we derive
the relation
p1
p2
p′2
xp1(0) = p
′
1x
p
1(0).
Since p1 = p
′
1 and x
p
1(0) = a 6= 0, it follows that p2 = p′2. Hence, from (19),
φ2(x1, x2) = x2. This together with (ii) proves that a rational mapping φ :
Xp → Xp′ is the identity if it holds that a 6= 0. So, for a 6= 0, by Theorem 4.8,
the parametrization P : P → Σ(P ) is structurally identifiable.
The last example treats the model of a peptide chain elongation described
in [16] and consequently in [19, Chapter 8.3.3]. It is a bilinear system with
parameters which is a special case of a parametrized polynomial and thus also
a parametrized rational system.
Example 5.3 The model of a peptide chain elongation from [19] is given by
the equations:
B˙=−k1AiB + k−1C + krG+ k7F (i = 1, 2)
C˙ = k1AiB − k−1C − k2C + k−2D
D˙= k2C − k−2D − k3D
E˙= k3D − k4E
F˙ = k4E − k5F − k7F
G˙= k5F − krG.
The state variables B,C,D,E, F,G correspond to ribosome, initial binding,
codon recognition, GTPase activation and GTP hydrolysis, EF-Tu released,
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and accomodation and pepetide transfer, respectively. A1 and A2 stand for
correct and wrong aa-tRNA which are different types of tRNA.
We will study the model only for one of A1, A2. We consider A1 or A2 to be
the input u of the system. We assume that the inputs u are piecewise-constant
functions with the values α ∈ R. To study structural identifiability of the
model we need to specify the initial state and the outputs of the system. Let us
assume that the initial state is given as (B(0), C(0), D(0), E(0), F (0), G(0)) =
(1, 1, 1, 1, 1, 1) and that the outputs are given as the outflows k2C, k7F , and
krG. Then the parametrized system modeling the elongation of a peptide chain
is the structured polynomial system Σ(P ) with the parameter set P = R9
such that the polynomial systems Σ(k) = (Xk, fk, hk, xk0) ∈ Σ(P ) where k =
(k1, k−1, k2, k−2, k3, k4, k5, k7, kr) ∈ P are given as:
Xk = R6,
fkα =


−k1α k−1 0 0 k7 kr
k1α −k−1 − k2 k−2 0 0 0
0 k2 −k−2 − k3 0 0 0
0 0 k3 −k4 0 0
0 0 0 k4 −k5 − k7 0
0 0 0 0 k5 −kr


B
C
D
E
F
G



∂
∂B
∂
∂C
∂
∂D
∂
∂E
∂
∂F
∂
∂G

T
,
hk = (hk1, h
k
2, h
k
3)
T = (k2C, k7F, krG)
T ,
(Bk(0), Ck(0), Dk(0), Ek(0), F k(0), Gk(0))T = (1, 1, 1, 1, 1, 1)T .
Because R[hk1, hk2, hk3, fkα(hk2), fkα(fkα(hk2)), fkα(hk1)] = R[B,C,D,E, F,G] for all
k ∈ P \O where O is a strict subvariety of P , the system Σ(P ) is structurally
algebraically observable. Note that Σ(P ) would be structurally algebraically
observable even if we considered only one output, namely hk = hk3. Then
R[{(fkα)ihk3|i = 0, . . . , 5}] = R[B,C,D,E, F,G]. It is easy to see that Σ(P )
is also structurally distinguishing parameters. A variety D ( P such that
Σ(k) is distinguishing parameters for all k ∈ P \ D can be considered to be
D = {k = (k1, k−1, k2, k−2, k3, k4, k5, k7, kr) ∈ R9|k1k−1k2k−2k3k4k5k7kr = 0}.
By defining new inputs as v = Bu we derive from the system Σ(P ) the
parametrized linear system Σlin(P ). To show that Σ(P ) is structurally al-
gebraically controllable it is sufficient to prove that Σlin(P ) is structurally
controllable by checking controllability rank condition for the systems Σlin(k)
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where k ∈ P \ C for a variety C ( P . The system Σlin(P ) is given as
Xk = R6,
B˙
C˙
D˙
E˙
F˙
G˙

=

0 k−1 0 0 k7 kr
0 −k−1 − k2 k−2 0 0 0
0 k2 −k−2 − k3 0 0 0
0 0 k3 −k4 0 0
0 0 0 k4 −k5 − k7 0
0 0 0 0 k5 −kr

︸ ︷︷ ︸
M

B
C
D
E
F
G

+

−k1
k1
0
0
0
0

︸ ︷︷ ︸
N
v,
hk = (hk1, h
k
2, h
k
3)
T = (k2C, k7F, krG)
T ,
(B(0), C(0), D(0), E(0), F (0), G(0))T = (1, 1, 1, 1, 1, 1)T .
One can show that rank(N MN . . . M5N) = 6 for all parameters k ∈ P \ C
where C is a strict subvariety of P . Therefore, the system Σ(P ) is structurally
algebraically controllable and, finally, it is structurally canonical.
From the irreducibility of P it follows that O∪C∪D ( P . Thus we can consider
Σ(k),Σ(k′) ∈ Σ(P ) such that k, k′ ∈ P \ (O ∪ C ∪ D). Both systems are
canonical and distinguishing parameters. Further, because they are realizing
the same measurements, they are according to Theorem 4.2 isomorphic. From
Definition 3.6, there exist polynomial mappings φ, ψ : R6 → R6 such that
φ ◦ ψ = ψ ◦ φ = 1R6 and
(i) fkα(ϕ ◦ φ) = (fk′α ϕ) ◦ φ for all α ∈ R, ϕ ∈ R[X1, . . . , X6],
(ii) hki = h
k′
i ◦ φ for i = 1, 2, 3,
(iii) φ(B(0), C(0), D(0), E(0), F (0), G(0)) = φ(1, 1, 1, 1, 1, 1) = (1, 1, 1, 1, 1, 1).
We prove that φ = (φ1, . . . , φ6)
T : R6 → R6 is the identity for any k, k′ ∈
P \ S where S is a strict subvariety of P containing C ∪ O ∪D. Then, from
Theorem 4.3, the parametrization P : P → Σ(P ) defined as P(k) = Σ(k) is
structurally identifiable.
If k2, k7, kr 6= 0 then from (ii) it follows that k2 = k′2, k7 = k′7, kr = k′r and
furthermore that
φ2(B,C,D,E, F,G) = C,
φ5(B,C,D,E, F,G) = F, (20)
φ6(B,C,D,E, F,G) = G.
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If we consider the polynomial ϕ(B,C,D,E, F,G) = F in (i) and if k4 6= 0 we
derive that k4 = k
′
4 and moreover
φ4(B,C,D,E, F,G) = E. (21)
If k3 6= 0 then by considering the polynomial ϕ(B,C,D,E, F,G) = E in (i)
we get k3 = k
′
3 and
φ3(B,C,D,E, F,G) = D. (22)
For the polynomial ϕ(B,C,D,E, F,G) = D the relation (i) and the equality
k2 = k
′
2 imply that k−2 = k
′
−2. Then, if k1 6= 0, by considering the polyno-
mial ϕ(B,C,D,E, F,G) = C in (i) we derive that (−k−1 + k′−1)C + k1Bα =
k′1αϕ1(B,C,D,E, F,G) for all α ∈ R. From (iii) follows that −k−1 + k′−1 =
α(k′1 − k1) for all α ∈ R. Therefore k−1 = k′−1, k1 = k′1, and consequently
φ1(B,C,D,E, F,G) = B. (23)
While deriving the equalities (20), (21), (22), and (23) we excluded only the
parameters which are contained in D. Therefore φ is the identity for any
k, k′ ∈ P \ S where S = C ∪O ∪D and the parametrization P is structurally
identifiable.
If we consider hk1 = k1B instead of h
k
1 = k2C we can prove in the same way
that the parametrization P is structurally identifiable.
6 Concluding remarks
We have shown that algebraic controllability and algebraic/rational observ-
ability are neither necessary nor sufficient conditions for structural identifia-
bility of a parametrization of a structured polynomial or a structured rational
system. The corresponding result holds also for linear systems [17].
We have provided the characterization of structural and global identifiability
of parametrizations of structured polynomial and structured rational systems
in terms of algebraic geometry. The basic objects we use are varieties which are
determined by polynomial ideals, and the maps (on or between varieties) with
which we deal are polynomial or rational. Therefore, the main results of this
paper stated in Theorem 4.3, 4.8 and Remark 4.5, 4.9 make it possible to apply
results of computational algebra to obtain procedures for checking structural
and global identifiability of parametrizations of parametrized polynomial and
parametrized rational systems. Further results concerning computational ap-
proaches to algebraic and rational observability and algebraic controllability
could lead to algorithms or procedures for checking these properties.
31
In this paper we assumed that the parameter sets are irreducible real affine
varieties. We could also work with arbitrary subsets of Rl. Then the structural
properties defined in Definition 3.9 have to be considered as properties valid
for all parameter values except for a set of parameter values of measure zero.
As demonstrated in [29, p. 248] and in [22, p. 14], the parametrized systems
whose parametrizations are such that the rational combinations of parameters
are present as coefficients in the vector fields, output functions, or initial condi-
tions are realistic and very often necessary to faithfully describe the biological
character of the studied process. Our approach allows for such parametriza-
tions if the condition on distinguishability of parameters is satisfied.
Detailed comparison with other existing methods is worth studying as well
as the problem of determining the classes of inputs which are exciting the
polynomial and rational systems sufficiently well to be able to determine their
identifiability. For bilinear systems, the problem of characterizing sufficiently
exciting inputs is considered in [30]. The problem of structural indistinguisha-
bility should be treated as well. It deals with the uniqueness of a model struc-
ture and should be easily solvable by means of realization theory. This problem
is for example treated in [14] for uncontrolled nonlinear analytic systems by
generalizing the results of structural identifiability from [13]. The problem of
determining the numerical values of parameters from measurements is a major
open problem.
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