Abstract. We show that under reasonable conditions, a random n × (2 + ǫ)n integer matrix is surjective on Z n with probability 1 − O(e −cn ). We also conjecture that this should hold for n × (1 + ǫ)n, and provide a counterexample to show that our "reasonableness" conditions are necessary.
Introduction
In [2] , Bourgain, Vu, and Wood show that, given an n×n random matrix A whose entries take the values +1, −1 independently with probability 1 2 , the probability that A is singular is bounded by (
+ o(1)) n . In particular, this implies that A is injective (as a map A : Z n → Z n ) with probability 1 − O(e −cn ) for some constant c > 0. In this paper, we ask:
Question Let A : Z m → Z n be a random integer matrix (for m ≥ n). What is the probability that A is surjective?
Our main result is the following: Theorem 1. Let A be an ǫ-balanced n×(2+δ)n random matrix with entries |A ij | = O(2 n k ) for some constant k. Then A is surjective with probability 1 − O(e −cn ) for some constant c > 0 as n → ∞.
We recall the definition of ǫ-balanced in Section 2.
Some type of independence assumption like ǫ-balancedness is clearly necessary to avoid trivial counterexamples, such as the entries of A all being equal with probability 1. We will also show in Section 4 that the bound on the size is also necessary, for any m, by giving a counterexample when the entries are allowed to be of size up to e 3 nm . We also show the following holds, as a direct consequence of the results of Wood in [6] : Theorem 2. Let A be an ǫ-balanced random n × (n + u) matrix, with ǫ and u ≥ 1 constants, then
In particular, both results hold for 0-1 Bernoulli random matrices, in which the entries are independently chosen to be 1 with probability q and 0 otherwise, for constant 0 < q < 1. We conjecture that under the conditions of Theorem 2, lim n→∞ P(A is surjective) = ∞ k=u+1 ζ(k) −1 . In particular, we guess the following: Conjecture 1. Let A be an ǫ-balanced n×(1+δ)n random matrix for constant ǫ, δ > 0, with entries bound by n k for some constant k > 0. Then lim n→∞ P(A is surjective) = 1.
Finally, we ask what we can prove under stronger assumptions. The strongest possible case would be when the entries of the matrix are 'uniformly distributed' in Z. However, there is no uniform distribution over Z. Our approach to resolving this is to use the Haar measure over the profinite completion Z, which will give us the following theorem: Theorem 3. Let u ≥ 0 be constant, and let A : Z n+u → Z n be a random matrix, whose entries are independent identically distributed random variables given by the Haar measure on Z. Then if u > 0,
If u = 0, this probability converges to zero.
In particular, Theorem 3, along with the observation that the probability that A is surjective monotonically increases with u, implies the following corollary:
Corollary 4. Let u(n) be a sequence such that lim n→∞ u(n) = ∞, and let A : Z n+u(n) → Z n be a random matrix, whose entries are independent identically distributed random variables given by the Haar measure on Z. Then
In particular, this implies that a random n × cn matrix over Z with c > 1 will be surjective with probability → 1.
Another natural approach is to take A = A n,m,k to be the matrix whose entries are independent identically distributed random variables uniformly distributed in −k, . . . , k, and take k → ∞. The authors of [5] show that lim k→∞ P(A n,m,k is surjective) = P(A n,m is surjective), where A n,m is a random n × m matrix over Z.
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Results for n × (n + u) Matrices for constant u
In this section, we prove Theorem 2. We will rely on the following lemma:
n is surjective for every prime p. Here A/p is the matrix over Z/pZ given by (A/p) ij = (A ij ) (mod p).
Proof. Clearly, if
Conversely, assume A/p : (Z/pZ) m → (Z/pZ) n is surjective for every p. Then A/p has rank n, and in particular contains an n × n submatrix B/p ⊆ A/p with nonzero determinant. As det(B/p) = det(B) (mod p), this implies that det(B) is nonzero. This implies that the columns of B, considered as vectors over Q, generate Q n as a vector space, and hence B(Z n ) is a full-rank lattice. But A(Z m ) is an abelian group containing B(Z n ), so it must also be a full-rank lattice. In particular, D = |Z n /AZ m | is finite, and
As this hold for every prime p, we get D = 1, so Z n = AZ m , which completes the proof.
In particular, this theorem implies that a square matrix is surjective if it is nonsingular at every prime p. In contrast, a square matrix is injective if it is nonsingular at any prime p.
It is worth noting that the random matrices of [2] , whose entries are ±1, are never surjective, since A/2 is the all-ones matrix.
We now recall the following definition from [6] :
Definition. A random variable y taking values in a ring T is ǫ-balanced if for every maximal ideal p of T and every
A random matrix is ǫ-balanced if its entries are independent and ǫ-balanced.
In particular, a matrix whose entries are independent identically distributed Bernoulli random variables equal to 0 with probability 1 > q > 0 and 1 otherwise is ǫ-balanced, for ǫ = min(q, 1 − q). For any abelian group G and prime p, define G p to be its p-Sylow subgroup. If P is a set of primes, define G P = p∈P G p . We now recall the following theorem of Wood:
Theorem 6 (Corollary 3.4 of [6] ). Let ǫ > 0 and let A be an ǫ-balanced n × (n + u) random matrix. Let G be a finite abelian group and let P be a finite set of primes including all those dividing |G|. Then:
Using this, we now prove Theorem 2.
Proof of Theorem 2. Let A : Z n+u → Z n be an ǫ-balanced random matrix. By Lemma 5, A is surjective only if A/p is surjective for every prime p. This is equivalent to (Z n /(AZ n+u )) p being the trivial group for every prime p. Let P be a finite set of primes. Then by Theorem 6 with G = 1,
But for any finite set P , this is an upper bound on lim sup P(A is surjective). Taking P to be increasingly large gives us the theorem.
3. Surjectivity of random n × (2 + δ)n matrices
In this section, we prove Theorem 1. First, we recall the following theorem from [3] : Theorem 7. Let A be an ǫ-balanced n × m random matrix over a field F with m ≥ (1 + δ)n for some constant δ > 0. Then A has full rank with probability at least 1 − e −cn for some constant c depending only on ǫ, δ. In particular, c is independent of F.
The proof bounds the probability that each row is dependent on the previous rows, similarly to the proof of Lemma 10.
We also cite the following theorem of Maples in [4] :
Theorem 8 (Theorem 1.1 of [4] ). Let A be an ǫ-balanced n × n random matrix over Z/pZ. Then we have the estimate
where the implied constant and c > 0 are absolute.
In particular, we get the following corollary:
Corollary 9. Let A be an ǫ-balanced n × n random matrix over Z. Then
where c > 0 is absolute.
Proof. For any prime p, Using Theorem 8 for A/p (changing c if necessary) gives us that
Since lim p→∞
−cǫn , for which we get
We are now ready to prove Theorem 1.
Proof of Theorem 1. Let A be a random n × (2 + δ)n matrix. We split it into two submatrices A = (B, C), where B is n × n and C is n × (1 + δ)n. Note that B and C are both ǫ-balanced. As B is ǫ-balanced, by Corollary 9, it is nonsingular with probability at least 1 − e −cn , where c depends only on ǫ. Therefore det(B) = 0 with probability at least 1 − e −cn . We can also bound the size of | det(B)|. Recall that the entries of A, hence in particular the entries B ij of B, are all bounded by O(2 n k ) for some constant k.
Assume that |B ij | ≤ 2 n k . As the determinant is the sum of n! products of permutations of the B ij , we can bound
| is nonzero, the number of prime divisors of | det(B)| is bounded by log 2 (| det(B)|) ≤ n k ′ . Let P denote the set of prime divisors of | det(B)|. By Theorem 7, for every p ∈ P , C/p is surjective over Z/pZ with probability 1 − e −cn . If det(B) is nonzero, then |P | ≤ n k ′ , so the probability that C/p is surjective over every p ∈ P is at least 1 − n k ′ e −cn . As det(B) is nonzero with probability at least 1 − e −cn , the probability that C/p is surjective for every p ∈ P is at least 1 − (n
′ n for some c ′ > 0. But if this holds, then A is surjective: B/p is surjective over every p / ∈ P , and C/p is surjective over p ∈ P . Hence A/p is surjective over every prime p, so by Lemma 5, A is surjective.
Counterexample with large entries
In this section, we show that the bound on the size of the entries given in Theorem 1 is necessary by showing a distribution of the entries with size bounded by e 3 nm , where the probability that a matrix is surjective goes to zero (In fact, the entries will be bounded by e n 2 log(n)m2 nm ). Note that this depends on m, so taking m to be a large function of n cannot resolve this need for a bound on the size of the entries.
Let P be the set of the first 2 nm n primes. For each i, j we choose a subset P ′ i,j ⊆ P independently at random by taking p ∈ P ′ i,j independently with probability 1 2 for every p ∈ P . We let
A is ǫ-balanced for ǫ = 1 2 : At a prime p ∈ P , this is obvious, since P(A ij ≡ 0 (mod p)) = 1 2 . for p / ∈ P , this follows by noting that when we choose whether to put the last prime of P in P ′ , we choose whether or not to change A ij (mod p) with probability To see the bound on the size of A ij , note that A ij is bounded by the product of the first 2 nm n primes. In general, the product of the first k primes is bounded by e 2k log(k) (see for example [1] ). Taking k = 2 nm n, we see that |A ij | ≤ e 2 nm n log(2 nm n) ≤ e n 2 log(n)m2
nm ≤ e 3 nm for all sufficiently large n. Finally, for every p ∈ P , If all the entries of A are zero mod p, then A is not surjective. For each p ∈ P , this occurs independently with probability 2 −nm . As there are 2 nm n primes in P , the probability of being surjective is at most (1 − 2 −nm )
n ≤ e −n → 0. This shows that the conclusion of Theorem 1 does not hold in this case.
Random matrices over Z
In this section, we prove Theorem 3. First, recall that Z = p Z p , and that the Haar measure on Z is the product of the Haar measures on Z p . Furthermore, the matrix A : Z m → Z n is the free product of the matrices A p : Z m p → Z n p , Where A p is the n × m matrix given by taking the Z p -part of the coefficients of A. In particular, A is surjective only if A p is surjective for every p.
When the entries of A are independent random variables in Z, the A p are all independent random matrices whose values are independent uniformly distributed random variables in Z p . Hence
The main part of the proof of Theorem 3 is the following lemma:
Lemma 10. Let A p be a random n × m matrix, with m ≥ n, whose entries are independent and uniformly distributed in Z p . Then
n . Hence we can consider A p /p. Note that its entries are independent and uniformly distributed in Z/pZ.
As a matrix over a field, A p /p is surjective only if it has rank n, which happens only if its n rows are independent. We prove by induction that the probability of the first r rows being independent is m k=m+1−r (1 − p −k ). Let u 1 , . . . , u n be the rows of A p /p. For r = 1, u 1 is independent only if it is nonzero. As it has m independent entries, this happens with probability 1 − p −m . Now assume the claim for r. The first r + 1 rows, u 1 , . . . , u r+1 are independent only if u 1 , . . . , u r are independent and u r+1 is independent of them. By the assumption, the probability that the first u 1 , . . . , u r rows are independent is m k=m+1−r (1−p −k ). If the first u 1 , . . . , u r rows are independent, there exists some set I of r columns such that u 1 | I , . . . , u r | I are independent. Then there are unique coefficients a 1 , . . . , a r such that u r+1 | I = a i u i | I , and u r+1 is dependent on u 1 , . . . , u r only if (u r+1 ) j = a i (u i ) j for every j / ∈ I. Since (u r+1 ) j is independent of the rest of the matrix, this happens with probability 1 p . As there are m − r values for j / ∈ I, this implies that the probability that u r+1 is dependent on u 1 , . . . , u r is p −(m−r) . Hence overall, the probability that u 1 , . . . , u r+1 are independent is (1 − p −k ), which completes the proof.
We now prove Theorem 3.
Proof of Theorem 3. Let A be a random n × (n + u) matrix over Z. As we saw, P(A is surjective) = p P(A p is surjective)
The last two lines hold when u > 0. When u = 0, p (1 − p −1 ) = 0, so the product converges to zero.
