A three-dimensional primitive equation model Océan Parallélisé (OPA) was coupled to the biogeochemical model Pelagic Interaction Scheme for Carbon and Ecosystem Studies to simulate the ocean circulation and the marine biological productivity through the biogeochemical cycles of carbon and the main nutrients (P, N, Si, Fe). We focus on surface phytoplankton dynamics in the Indian Ocean extending from 30°S to 30°N and from 30°E to 120°E. The seasonal cycle of phytoplankton over the Indian Ocean is generally characterized by two blooms, one during the summer monsoon, the other one during the winter monsoon. Based on the method proposed by Lévy et al. (2007) , different biogeochemical provinces can be defined during the summer and winter monsoons. The model performed relatively well by simulating the main features of the cumulated increase in chlorophyll, and the time of the bloom onsets is consistent with data. It also reproduced quite well the main biogeochemical provinces in good agreement with data in most of the Arabian Sea (except in the central part), the Bay of Bengal, and in the convergence zone south of the equator. The analysis of the modeled biogeochemical processes has shown that during the blooms onset periods, the most limiting nutrient was nitrogen except some areas around India and the eastern part of the Bay of Bengal where the ecosystem tends toward silicate limitation. These limitations change during the blooms development. The model also highlighted a variety of the critical physical processes (horizontal and vertical advection, turbulent diffusion, mixed layer depth) involved in each biogeochemical province bloom dynamics.
INTRODUCTION
The North Indian Ocean basin is characterized by a unique large seasonal variability as a result of the annual monsoon cycle. During summer (June-September), strong and humid southwesterly winds forming the tropospheric Findlater Jet flow over the Arabian Sea. This southwest monsoon (SWM) produces intense upwelling cells that develop along the coasts of Somalia and Oman. The mixed layer depth deepens in the interior of the basin, whereas it shallows along the coast. During boreal winter (November to mid-February), the northeast monsoon (NEM) is characterized by dry and cold continental northeasterly winds which drive convective mixing offshore in the northern and central Arabian Sea (CAS) . Along the western boundary, the Somali Current reverses and flows equatorward. These two monsoonal seasons are separated by fall and spring intermonsoon periods during which there is a reduction of the wind stress and a shallowing of the mixed layer depth.
This specific physical forcing sets the unique biogeochemical temporal variability that characterizes this region. In the North Indian Ocean, the seasonal cycle of phytoplankton exhibits two distinct growing seasons [Banse, 1987] . During the SWM, the combination of coastal upwelling, lateral advective transport, and offshore Ekman pumping induces strong phytoplankton blooms [Brock et al., 1991; Latasa and Bidigare, 1998 ] with chlorophyll-rich filaments that extend several hundreds of kilometers offshore [Brock and McClain, 1992; Lee et al., 2000] . During the NEM, convective mixing entrains nutrients into the surface layers producing elevated surface chlorophyll concentrations, mainly in the northern and CAS [Madhupratap et al., 1996; Wiggert et al., 2000 Wiggert et al., , 2002 . By contrast, the intermonsoon periods are characterized by stratified waters devoid of nutrients in the upper layers. As a result, oligotrophic conditions prevail with minimal primary production and the development of deep chlorophyll maxima [Marra et al., 1998; Caron and Denett, 1999] .
In contrast with the Arabian Sea, the rest of the Indian Ocean has been much less extensively studied. Like the Arabian Sea, the Bay of Bengal is subjected to the influence of the monsoon system. however, some of the largest rivers of the world deliver into the bay large inputs of fresh water and suspended sediments. As a result, the surface waters are much less saline and strongly stratified preventing the upwelling of nutrients [Jyothibabu et al., 2004] . Traditionally, the Bay of Bengal is believed to be less productive than the Arabian Sea [Qasim, 1977; Gauns et al., 2005] . however, a strong mesoscale activity has been shown to significantly enhance the biological activity, especially during the intermonsoon periods [Prasanna Kumar et al., 2007] . The equatorial Indian Ocean differs remarkably from the other two equatorial basins. Owing to semiannual eastward winds, eastward-propagating Wyrtki Jets develop during the intermonsoon periods, which transport water from the West [Wyrtki, 1973] . As a consequence, the thermocline and the nutricline are deeper in the east resulting in a generally modest production in this part of the basin, except along the coast of Sumatra and a significantly higher production in the western part of the equatorial Indian Ocean.
A quite detailed analysis of the surface chlorophyll seasonality has been carried out by Lévy et al. [2007] in the tropical Indian Ocean. Using a climatology of surface chlorophyll constructed from Sea-viewing Wide Field-of-view Sensor (SeaWiFS) data, Lévy et al. [2007] have characterized the summer and winter blooms by two parameters: the timing of the bloom onset and the increase in chlorophyll from the onset of the bloom until its peak. In a second step, they have analyzed the patterns obtained from this method using output from a physical model. here our aim is to extend Lévy et al. analysis by investigating the main physical and biogeochemical processes with a coupled biophysical model, ORCA05-Pelagic Interaction Scheme for Carbon and Ecosystem Studies (PISCES). By using this approach, we have thus consistent physical and biogeochemical fields. The simulated climatological blooms have been identified by the same approach as Lévy et al. [2007] applied over the tropical Indian Ocean defined as the region extending from 30°N-30°S to 25°E-120°E. Then, the advective and diffusive fluxes of the main limiting nutrients are used to analyze the predicted bloom dynamics.
METhODS

Hydrodynamic and Biogeochemical Models
The physical ocean model used in this study is the ORCA05 global configuration of the ocean general circulation model Nucleus for European Modelling of the Ocean-Océan Parallélisé (OPA-NEMO) [Madec, 2008] . This model is coupled to the dynamic-thermodynamic ice model developed at the University of Louvain-La Neuve [Fichefet and Morales Maqueda, 1997] . The ocean model has a mean horizontal resolution of 0.5° by 0.5° cos f (where f is the latitude). The model has 30 vertical levels, increasing from 10 m at the surface to 500 m at depth. In the upper 120 m, the vertical resolution is set to about 10 m. The lateral diffusion is oriented along the isopycnals, and the eddy parameterization scheme of Gent and McWilliams [1990] is applied poleward of 10°. The reader is referred to De Boyer for a more complete description of the model.
The ocean general circulation model is coupled with the ocean biogeochemical model PISCES. PISCES was successfully used to simulate the biogeochemical fields in the global ocean and to understand their dynamics [Aumont et al., 2003; Aumont and Bopp, 2006] . This model was designed to address a wide range and spatial and temporal scales. Consequently, the parameterizations and the assumptions were chosen accordingly as a compromise between computing cost and realism. A full description of the model, including model parameterizations as well as a brief validation of the results, is available as a supplementary material of Aumont and Bopp [2006] . Therefore, only a brief description is given here.
The model has 24 compartments (a schematic description of the model is given by Aumont and Bopp [2006] ). Phyto-plankton growth can be limited by five different nutrients: nitrate, ammonium, phosphate, silicate, and iron. Four living pools are represented: two phytoplankton size classes (nanophytoplankton and diatoms) and two zooplankton size classes (microzooplankton and mesozooplankton). For all living compartments, the ratio among C, N, and P are kept constant to the values proposed by Takahashi et al. [1985] . The internal contents in Fe of both phytoplankton groups and in Si of diatoms are prognostically simulated as a function of the external concentrations in nutrients and of the light level. The Chl /C ratio is modeled using a modified version of the photoadaptation model by Geider et al. [1998] . All the elemental ratios of zooplankton are kept constant. PISCES contains three nonliving compartments: semilabile dissolved organic matter, slow (3 m d -1 ) and fast (50-200 m d -1 ) sinking particles. As for the living compartments, constant Redfield ratios are imposed for C/N/P. However, the iron, silicate, and calcite pools of the particles are fully simulated. The model parameters are summarized in the supplementary materials of Aumont and Bopp [2006] .
All the nutrients sources (atmospheric dust deposition, rivers, and sediment mobilization) are explicitly modeled and discussed in detail by Aumont and Bopp [2006] . Iron deposition from the atmosphere has been estimated from climatological monthly maps of dust deposition simulated by the Laboratoire de Météorologie Dynamique zoom Transport-Interactions avec la Chimie et les Aérosols (LMDzT-INCA) model [Balkanski et al., 2004] . Annual river discharge of carbon is taken from the Global Erosion Model of Ludwig et al. [1996] . Fe, N, P, and Si supplies by rivers are derived from the same model using constant Fe/P/N/Si/C ratios. As a consequence, the supply of nutrients by the rivers to the ocean is constant over time with no seasonal variations. Iron mobilization is simulated using a constant source modulated by a factor computed from the metamodel of Middelburg et al. [1996] . Nitrogen fixation is parameterized in PISCES using an implicit formulation as detailed in the supplementary materials of Aumont and Bopp [2006] . This parameterization is mostly based on the assumptions that nitrogen fixation requires iron, temperatures above 20°C, and is restricted to areas with insufficient nitrate and ammonium.
Model Run
The physical model NEMO-OPA has been initialized from rest with salinity and temperature climatologies of the World Ocean Atlas 2001. The biogeochemical model is initialized from output of the simulation described by Aumont and Bopp [2006] . The physical-biogeochemical-coupled model is then run online for 7 years over the period 1992 to 1998. The model is driven by daily wind stress, daily atmospheric air temperature, and wind speed from the ERA40 reanalysis [Uppala et al., 2005] . Monthly precipitation is taken from the CORE data set [Large and Yeager, 2004] . To avoid any strong model drift, modeled sea surface salinity is restored to the monthly WOA01 data set [Conkright et al., 2002] with a timescale of about 40 days. Climatological monthly relative humidity [Trenberth et al., 1989] and cloud cover [Rossow and Schiffer, 1999] are applied over the course of the simulation. Surface heat fluxes and evaporation were computed using empirical bulk formulae described by Goose [1997] . Then, an interannual simulation is performed over 1958 to 2001 starting from this spin-up, using the same forcing fields.
In the rest of the paper, we will focus on the 1990-1999 period. We used the coupled ORCA05-PISCES model outputs for the above mentioned period to construct a 5-day climatology, and this time, resolution is good enough to capture the phytoplankton time variability. In this climatology, we have not included the years 1994 and 1998 because of the strong Indian dipole events occurring in these years [Murtugudde et al., 1999; Rao et al., 2002] . The 5-day climatology, derived from the model, is compared to the weekly (8 days) SeaWiFS climatology data of Lévy et al. [2007] , which also did not include years of strong chlorophyll anomalies.
SEPARATION OF ThE SUMMER AND WINTER BLOOMS
The Indian Ocean displays a large variety of surface chlorophyll (SCHL) cycles in terms of the number of significant peaks, timing, and magnitude [Lévy et al., 2007] . The general pattern is two phytoplankton blooms (summer and winter blooms) driven by the SWM and NEM winds. The method that we used in this study to characterize the blooms is the same as that used by Lévy et al. [2007] . Thus, only a brief summary of this method is given hereafter. This method allows a quantitative regional description of the chlorophyll dynamics in the Indian Ocean.
First, we distinguish the time of the bloom onset (t min ). By definition, t min is the time when SChL starts increasing (minimum of SChL and positive time derivative). This parameter is crucial, as it outlines when the ocean physics becomes active in driving the biology. Similarly, t max was defined as the time when chlorophyll reaches its maximum (maximum of SChL and negative time derivative). So the bloom duration is defined as the time interval between t min and t max . Then, we define the cumulated increase in chlorophyll (CIC, in mg Chl m -3 d), which is the integral of the increase in SChL during the bloom period. It is computed as CIC = tmax t min (SCHL(t) -SCHL(t min ))dt. Because we are using discrete data, this integral is computed in practice using the following expression:
where n = t max -t min dt , dt being the sampling rate of the data.
CIC is basically the temporal mean of the anomaly in SChL relative to the beginning of the bloom multiplied by the duration of the bloom. Thus, it gives an indication not only on the magnitude of the bloom, but also on its duration. Lévy et al. [2007] for a more complete description of the method. Note that throughout this paper, summer/winter bloom terminology is in reference to the boreal case.
MODEL VALIDATION
Intensity and Timing of the Blooms in the Indian Ocean
The surface phytoplankton bloom dynamics simulated by the model PISCES and observed by SeaWiFS in the Indian Ocean is first analyzed through the CIC distribution. The simulated SChL seasonal cycle is characterized almost everywhere by two peaks north of 10°S, which is consistent with the SeaWiFS data (Plate 1). Nevertheless, the regions adjacent to the western coast of India and the central Indian Ocean basin display only a summer bloom. Both in the model and in the observations, only very few locations display no significant SCHL peak by the method. Overall, the large spatial and temporal contrasts in the summer and winter CIC peaks emerging from the satellite data is quite successfully reproduced by the model.
During the SWM (Plates 1a and 1c), the highest CIC values are reached in the western Arabian Sea, especially along the coasts, around and east of Sri Lanka (SL), off the coast of Java. In the latter region, the model simulates a large patch of high CIC extending offshore; such a pattern is not in the data. The model tends to underestimate the maximum values reached in coastal regions, especially in the Arabian Sea.
Furthermore, the CIC values are significantly underestimated in the CAS, resulting in a too sharp longitudinal gradient from the western coast to the interior of the basin. During the NEM (Plates 1b and 1d), the main peaks are observed in the northern Arabian Sea, in the western and northeastern Bay of Bengal and in the western equatorial region. The model is in general agreement with the observations. however, the data suggest that in the northern Arabian Sea, CIC is maximum along the northern coast, whereas in the model, the highest values are rather simulated offshore. In the western equatorial Indian Ocean, the model tends to overestimate the CIC values.
In the Southern hemisphere, most of the Indian Ocean displays only one single bloom. In the model as well as in the data, maximum CIC values are located in a tropical band (TrB) centered around 13°S during the summer season.
The northern boundary of the one single bloom regions is predicted to be about 10°S in agreement with the satellite data. Elevated summer CIC values are also simulated and observed around the southern tip of Madagascar (Ma) and in the Agulhas Current. In all these regions, our model tends to slightly overestimate the observed levels. During winter, the model fails to reproduce the peaks observed east of Ma and in the Mozambique Channel (MC).
The timing of bloom onsets (t win min and t sum min ) are illustrated in Plate 2. In the different blooms areas previously described, the patterns are quite different. Both in the data and in the model, summer blooms start mostly in April in the western part of the Arabian Sea off the coasts of Somalia and Oman and in the area east of SL (Plates 2a and 2c). The data suggest that in the coastal domains of Somalia and Oman, SChL increases earlier in March, a feature that is not captured by the model. In the Lakshadweep Sea (LS), off the western coast of India and around SL, the predicted SChL bloom onset occurs in March in agreement with the satellite data. In the northern and CAS, the simulated summer blooms start mainly in May, while in the data, this period occurs generally later between May and June. In the western part of the Bay of Bengal, the model differs quite significantly from what is observed. Along the coast, the bloom is predicted to begin in March, whereas further offshore, the onset occurs at most 1 month later. In the satellite data, the bloom onset extends from March along the coast to May in the interior of the bay. In the sub-TrB centered around 13°S, the modeled bloom onsets occur between January and March close to or slightly later than in the observations.
Considering the winter blooms, they are observed to start in October in the northeastern Arabian Sea and in most of the Bay of Bengal, even if in the latter region, the bloom onset can occasionally occur 1 month earlier (Plates 2b and 2d). In the interior of the Arabian Sea and in the western part of the equatorial domain, SChL starts to increase in November or at latest in December. In all these regions, the model is in good agreement with the satellite data despite a slightly too late onset timing in some locations of the CAS. The main discrepancy between the model and the data is located off the coast of Oman and in the northern Arabian Sea. The model predicts a bloom onset in December and even in November along the coast of Pakistan, whereas in the data, the bloom is observed to develop at least 1 month later in January. A similar deficiency is simulated in the northwestern Bay of Bengal where there is a gap between the model prediction (November-December) and the data (January-February).
Regionalization of the Blooms in the Indian Ocean
In this section, we highlight the main regions (biogeochemical provinces) emerging from the analysis of the summer and winter bloom characteristics, following the regionalization of the blooms proposed by Lévy et al. [2007] . This regionalization delimits regions characterized by 
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homogeneous values of log 10 (CIC) and of t min . The threshold values of log 10 (CIC) ( Table 1) were chosen to highlight the regions that naturally emerge from visual inspection of Plates 1 and 2. When the regions delimited by the CIC criteria are too large, smaller subregions are isolated using t min . When some ranges appear to be identical, regions are identified as homogeneous spatial patterns which are not contiguous in space. For instance, NAS and NBoB satisfy the same criterion on CIC but are obviously clearly geographically distinct (not contiguous).
During the summer blooms period, four regions are characterized by very high CIC values (log 10 (CIC) > 0.8 mg Chl m -3 d): the West Arabian Sea (WAS), the north of the Arabian Sea (NAS), the region around India (AI), and the region in the northern Bay of Bengal (NBoB). All these regions are located along the coasts. The regions of the CAS, Somali Basin (SB), LS, east of SL, the northwest Bay of Bengal (NWBoB), the region along the coast of Indonesia (In), and the TrB are characterized by lower CIC values. In general, the PISCES model is able to broadly reproduce the spatial 
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extent of these regions compared to the satellite data (Plates 3a and 3c). however, some of these regions (NAS, CAS, LS) are predicted to be significantly different.
During the winter blooms period, the model results highlight six biogeochemical provinces north of 10°S: the west equatorial region (WEQ), the northwest Arabian Sea (NWAS), the northeast Arabian Sea (NEAS), the southwest Bay of Bengal (SWBoB), the northeast Bay of Bengal (NEBoB), and the Malacca Strait regions (MS) consistent with the features derived from the data (Plates 3b and 3d). The main discrepancies between the model and data occurred south of 10° where both the MC and Ma regions are not simulated (i.e., they did not show any agreement with observations).
In general, this method led to a characterization of different biophysical provinces with different functioning associated with large variations of the monsoon forcing. There is, however, some overlapping between the summer and winter provinces, particularly in the Arabian Sea, as mentioned by Lévy et al. [2007] . The model is generally able to capture the main spatial and temporal characteristics of the biogeochemical provinces highlighted by Lévy et al. [2007] from the analysis of satellite data. The main exception is the southern part of the domain (Ma and MC regions) during the winter period.
MODEL ANALySIS
The validation of the PISCES model with SeaWiFS data has shown that this model is able to successfully simulate the main characteristics of the surface phytoplankton dynamics in terms of the occurrence of the blooms and of their spatial distribution. This suggests that the main processes controlling the biological production in the Indian Ocean are, in general, correctly resolved by the model. Thus, in this section, we will investigate these processes to relate the blooms to the near-surface biophysical environment. The bloomsdriving processes are summarized in Table 2 .
Biogeochemical Process-Driving Mechanisms: Nutrient Colimitations
Plate 4 illustrates the limitations by the three different nutrients (N, Fe, Si) for diatoms at t sum min and t win min as well as the temporal occurrence of these limitations during the summer and winter bloom periods (t min to t max ). We only focus on diatoms because their relative abundance follows the patterns of total chlorophyll. Actually, an increase in the chlorophyll levels is generally due to the bigger phytoplankton size classes, most often diatoms, particularly in upwelling regions [Garrison et al., 1998; Tarran et al., 1999; Aumont et al., 2003; Schiebel et al., 2004] . In this study, we assume that phytoplankton growth is nutrient-limited if the nutrients' limitation term (Michaelis-Menten parameterization) is less than 0.5.
During the summer bloom onset, the most limiting nutrient is nitrogen (cyan color on Plate 4a) over the whole Indian Ocean basin, except in the regions around the Indian and SL coasts and along the eastern borders of the Bay of Bengal where the surface ocean tends toward silicate limitation (pink color). Over some very small areas between 70°E and 102°E in the subtropical gyre and around MS regions, iron (yellow color) becomes the most limiting nutrient. The time evolution of nutrient colimitations (Plate 4c) shows that, along the Somalian and Omani coasts (WAS and SB), when significant upwelling occurs, the surface ocean tends toward weak iron and/or silicate limitation. The maximum 
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value reached by the limitation term is close to 0.4 along the coast. From the coast toward the open ocean, the ecosystem switches from weak limitation by mainly silicate to a strong limitation by both nitrogen and silicate. In the CAS, the ecosystem is quite strongly limited by nitrogen or by both nitrogen and silicate. The value of the limitation term is generally below 0.2. In the equatorial domain, the ecosystem evolves toward iron limitation west of 60° during the SWM, whereas east of that limit, it remains nitrogen-limited. The domain north of 5°N is always iron-repleted after the onset of the SWM due to the terrigenous deposition of dust [Measures and Vink, 1999; Wiggert and Murtugudde, 2007] .
In the Bay of Bengal, the ecosystem is predicted to be generally limited by nitrogen, except mainly in the eastern part of the bay where diatom growth is limited by silicate. East of SL, waters associated with the SL Dome (SLD) display a weak nitrogen limitation and tend toward mixed iron/silicate limitation during the SWM. In both domains, the intensity of the limitation is decreasing during the bloom period. During the SWM, the value of the limitation term remains, on average, close to the threshold below which we assume the ecosystem is nutrient limited (Plate 4c). In the Bay of Bengal, the model results are consistent with the study of Gomes et al. [2000] that pointed out that during the pre-SWM, the surface waters in the western and NBoB are nutrientdepleted and enriched in nutrient during the SWM by both local upwelling and river supply. The authors argued that intense cloud cover that prevailed during this time inhibits phytoplankton growth at the surface. Furthermore, Madhu et al. [2006] have proposed that during the SWM, the nutrients available in the surface layers are not utilized by the phytoplankton, possibly due to an increase in the turbidity and an intense cloud cover. In the central and eastern Bay of Bengal, the few available observations suggest that the surface is depleted in both nitrate and silicate but give no information, at least to our knowledge, on which nutrient is actually limiting phytoplankton growth [Sardessai et al., 2007] . however, the model may overestimate silicate limitation. Data suggest an intense delivery by the rivers during the SWM, at least in the northern part of the Bay [Madhupratap et al., 2003 ]. In the model, river supply has no seasonal variations and, thus, may underestimate the delivery during the SWM.
During winter bloom onsets, nitrogen remains limiting over almost all the basin north of 10°S, except around the southern tip of India and north of SL, where the ecosystem is silicate-limited as shown by Plate 4b. The time evolution of nutrient colimitations (Plate 4d) shows that the WEQ tends toward iron limitation between 5°S and 5°N and silicate limitation further northward. Over the two regions displayed in the northern Arabian Sea (NWAS and NEAS), phytoplankton growth is limited at the surface by both silicate and nitrogen. Silicate limitation has been reported by Naqvi et al. [2002] in the northern Arabian Sea during the NEM. Recent findings by Balachandran et al. [2008] also suggest that phytoplankton growth is controlled by silicate in the NEAS. The authors hypothesized that because of the insignificant contribution of fresh water flow into the Arabian Sea during winter monsoon, silica may be more limiting to diatom blooms in this region. Over the SWBoB, NEBoB, and MS regions, the ecosystem is mainly silicate-limited.
Several modeling studies have previously characterized the nutrients' limiting diatom growth, either specifically in the Indian Ocean [Wiggert et al., 2006] or at global scale [Aumont et al., 2003; Moore et al., 2004; Dutkiewicz et al., 2005] . In terms of model structure and horizontal resolution, the study by Wiggert et al. [2006] is the most similar to ours. Unfortunately, a direct comparison with their results is made difficult, since their biogeochemical model does not include the silicate cycle. however, some similarities may be found with our model results. In particular, both models agree on a strong nitrogen limitation north of the equator over the whole Indian Ocean during the pre-SWM period. During the SWM, their model also suggests a decrease in the intensity of the limitation by the nutrients. Finally, in agreement with our results, iron is predicted to be the main limiting nutrient in the equatorial domain west of 60°E. however, a major discrepancy is the spatial extent of the iron-limited regions. In their model output, iron is simulated to limit diatom growth over the whole western Arabian Sea as well as around the southern tip of India, both during the SWM and NEM, whereas in our model, iron limitation is much less widespread. This discrepancy can be most certainly explained by the representation of the silicate cycle in PISCES. A clue is the agreement between the iron-limited regions in the study of Wiggert et al. [2006] and the silicate-limited regions in our results. Furthermore, global model studies suggest that iron limitation is marginal in most of the Indian Ocean in particular in the Arabian Sea [Aumont et al., 2003; Moore et al., 2004; Dutkiewicz et al., 2005] .
Physical Driving Mechanisms of Summer Blooms
Arabian Sea.
In the WAS region, the prominent phytoplankton blooms during the SWM are due to the supply of nutrients, especially nitrate, by vertical processes (i.e., advection and diffusion) as shown in Plates 5b and 5c and as summarized in Table 2 . These main processes start increasing in May and peak in July-August (Plate 6a). According to our analysis, vertical diffusion (convective mixing and turbulent diffusion) dominates in the mixed layer. however, the main driver for the enrichment is vertical advection which is maximum in the subsurface layers. Then, the deepening of the mixed layer (MLD can reach ~80m in the WAS region Plate 5d) entrains nutrients to the surface. Along the western coasts, intense coastal upwellings result from the combination of the alongshore component of the Findlater Jet and the lateral variations in wind stress on the shoreward side of this jet [Lee et al., 2000; Schott and McCreary, 2001] . The correspondence of the region of strongest positive vertical velocities and the boundary of the WAS region is remarkable.
In the CAS, the model did not reproduce the relatively high values of CIC observed in the data (see Plates 1a and 1c). This suggests that the processes responsible for the bloom occurrence in this region are not properly represented by the model. There has been a considerable debate about the mechanisms that supply the surface waters with nutrients in the CAS during the SWM. Brock et al. [1991] concluded that upward Ekman pumping plays a dominant role offshore. Furthermore, Kumar et al. [2001] has suggested to split the CAS into two subregions delimited by the axis of the Findlater Jet. North of this axis, they proposed that nutrients are supplied to the surface by upward Ekman pumping. however, 
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our model analysis does not support that hypothesis since the predicted vertical advective supply is very small or negligible (Plate 5b). Furthermore, no clear limit, coincident with the axis of the Findlater Jet, is evident on the predicted nitrate fluxes.
The entrainment of nutrients by the deepening of the mixed layer is another mechanism that has been proposed to explain the offshore phytoplankton blooms [McCreary et al., 1996; Kumar et al., 2001] . In particular, southeast of the Findlater Jet axis, wind stirring and Ekman pumping act together to significantly deepen the mixed layer [Lee et al., 2000] . Entrainment is predicted to be the main source of nitrate in the CAS by our model (Plate 5c and Table 2 ). however, this source remains quite modest everywhere. 
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Furthermore, since PISCES understimates the CIC values offshore, this suggests that entrainment cannot explain the high phytoplankton biomass in the CAS. An alternative explanation related to the deepening of the mixed layer during the SWM has been recently proposed by Marra and Barber [2005] . Vertical mixing affects grazing by diluting micrograzers, thus reducing the grazing pressure on phytoplankton and allowing the bloom to develop. This mechanism has been characterized as analogous to lab dilution experiments by Marra and Barber [2005] . In PISCES, both micro-and macrograzers are explicitly modeled. yet, the deepening of the mixed layer (Plate 5d) does not result in a relaxation of the control exerted by microzooplankton on phytoplankton. Thus, even if this dilution may play some role, it is clearly suggested to be modest by PISCES.
Lateral advection of nutrients from the coastal upwellings, either by the large-scale circulation or by mesoscale and submesoscale eddies and filaments has been emphasized as being of prime importance in the CAS [e.g., Young and Kindle, 1994; Keen et al., 1997; Lee et al., 2000; Kawamiya, 2001; Hood et al., 2003] . Kawamiya [2001] estimated that the large-and mesoscale lateral transports contribute equally offshore. According to our model results, the lateral advection of nutrients and of dissolved organic nutrients plays a major role in a quite restricted area, just offshore of the coastal upwellings. however, further offshore, eastward of about 62°E (Plate 5a), its role is small and cannot alone explain the observed high chlorophyll values, since the model largely underestimates the observed SChL levels. This underestimation by the model, together with the fact that the other potential processes are predicted not to play a major role by PISCES, suggests that mesoscale and submesoscale processes are the main fertilizing mechanisms in the CAS, far offshore from the coasts. As shown in Plate 6b, even if the predicted horizontal advection, upwelling, and vertical diffusion peak in July-August, their amplitudes remained moderate during the SWM. The role of meso-and submesoscale as suggested is also consistent with the observed time lag in the bloom onset between the coastal domain and the open ocean as underlined by Lévy et al. [2007] . This result , see Plates 5 and 7) correspond to the NO 3 trends integrated over the mixed layer depth and averaged over the bloom regions. horizontal diffusion contribution to the nitrate budget is negligible. Thus, its values are not reported here.
b Limiting nutrient at the bloom onsets (t min ).
c Limiting nutrient at the bloom peak (t max ).
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confirms the conclusions of Wiggert et al. [2005] and Wiggert and Murtugudde [2007] who claim that a fine spatial resolution is required to achieve a proper representation of the Arabian Sea, at least of its central part.
The blooms simulated over the regions AI were essentially due to upwelling as shown in Plate 5, consistent with the analysis of Lévy et al. [2007] . The AI region borders match remarkably the contour of the high values of nitrate vertical advective fluxes (Plate 5b). Plate 6c shows clearly that the modeled upwelling is persistent during the SWM and dominate the other potential processes playing a role in the bloom dynamics. Naidu et al. [1999] brought clear evidence that upwelling along the southwest coast of India is produced by the alongshore wind stress. A number of studies have discussed the importance of remote forcing in the generation of the Lakshadweep Low. Local upwelling can be reinforced by poleward propagating upwelling Kelvin waves generated in the Bay of Bengal [McCreary et al., 1993; Shankar and Shetye, 1997; Shankar et al., 2002] . These Kelvin waves radiate as westward propagating Rossby waves into the Arabian Sea, explaining the relatively high CIC values in the LS. As pointed out by Lévy et al. [2007] , the time lag in the onset of the bloom between the AI region and the LS is consistent with the propagation speed of the Rossby waves [Shankar et al., 2004] . In a modeling study, Prasad et al. [2005] have shown that the advection of cold water from the SLD (Plate 5d) by a narrow current along the South India Peninsula is important for the formation of the SLD. Thus, the occurrence of a summer bloom in the LS region is tightly related to the coastal propagation (either by waves and/or currents) of remotely forced signals. Considering the quite coarse resolution of our model, it is thus not surprising that it fails to properly simulate realistic chlorophyll patterns in this region.
Somalian Basin.
The region of the SB is characterized by complicated mesoscale structures which are clearly evidenced by the vertical and horizontal advective fluxes. In the northern part of the region, between about 5° and 10°N, the anticyclonic Great Whirl (Plate 5d) develops in May and persists until September in the model in agreement with the observations [Lopez and Kantha, 2000; Schott and McCreary, 2001] . A strong coastal upwelling is located on the northern side of the gyre between 10° and 13°N along the Somali coast which supplies the surface waters with nitrate (Plate 5b). These upwelled waters enriched in nutrients are then advected offshore (Plate 5a). Further south, around the Equator, a second anticyclonic gyre (the southern gyre) appears during the SWM (Plate 5d). This gyre produced a cool wedge on the northwestern side at about 5°S associated with a strong coastal upwelling of nutrient-rich waters which are then entrained offshore around the gyre. however, the model overestimates the longitudinal extent of the region with high CIC values suggesting that the nitrate vertical supply and offshore transport are too intense. The bloom dynamics in SB are driven by the combination of the horizontal advection, upwelling, and vertical diffusion even if the first one is predicted to be the main mechanism (Plate 6d). These processes become active in May and reach their maximum in July-August.
Bay of Bengal.
East of SL, in the SL region, the model simulates a tongue of rich CIC values during the SWM. According to the fluxes, this region can be split into two subdomains. In the western part of SL, the phytoplankton bloom is produced by the vertical advection of nutrients related to the SLD. This dome is forced by the presence of a strong cyclonic wind stress curl which produces strong Ekman pumping [Vinayachandran and Yamagata, 1998 ]. In the northern and eastern part of the SL region, the bloom is due to the lateral advective supply by the Summer Monsoon Current of nutrients upwelled to the surface in the SLD. The combination of these two processes has also been suggested in previous studies [Vinayachandran et al., 2004; Lévy et al., 2007] .
The nitrate vertical advection fluxes exhibited by the model in the Bay of Bengal indicate that the bloom in the northwestern region (NWBoB and NBoB) is mainly due to local upwelling and vertical diffusion (Plates 5b and 5d). Lévy et al. [2007] proposed a similar explanation suggesting that this bloom is equivalent to the bloom on the western coast of the Arabian Sea. Since the Findlater jet also crosses the Bay of Bengal during the summer monsoon, a coastal upwelling is forced in the northwestern sector of the Bay of Bengal like in the western Arabian Sea. Such upwelling has been evidenced in observations [Naidu et al., 1999; Gomes et al., 2000; Muraleedharan et al., 2007] . however, the large inflow of fresh water to the bay results in a strong stratification of the upper ocean which explains the weaker productivity compared to the Arabian Sea. In the northern part of the Bay of Bengal, the very high observed SChL values have been attributed to the very large supply of nutrients by rivers during the rainy summer monsoon period [Gomes et al., 2000] . In the model, rivers are predicted to be the largest source of nitrate to the mixed layer (Table 2) , confirming thus their major role in this region. This role is even probably underestimated by the model, as the river source imposed in PISCES does not include the seasonal cycle.
Indonesian and tropical regions.
Along the coast of Indonesia, the model clearly indicates that the bloom is driven by upwelling (Plate 5b), consistent with the analysis of Lévy et al. [2007] . The upwelling starts increasing in June and reaches its maximum in August-September (Plate 6e).
This result is consistent with the study of Hendiarti et al. [2004] , which pointed out that the upwelling period starts in June and increases in the intensity until September. The large patch of high CIC values simulated along the coasts of Sumatra and Java is due to the strong upwelling occurring in these regions as shown in the Plate 5b. The model probably overestimates this vertical enrichment since this patch is not so pronounced in data.
In the TrB, the model output shows that the bloom is mainly driven by convective mixing which supplies nutrients to the surface ocean. Indeed, the nitrate vertical diffusion (convective and turbulent diffusion) flux is more pronounced than nitrate flux by any other physical processes (Plates 5 and 6f ). This was consistent with the patterns displayed by the mixed layer (>70 m, Plate 5d) in this region. Between approximately 10° and 15°S, upwelling favorable conditions prevail due to the wind stress curl. As a result, the nutricline is shallower but does not reach the surface. Episodic wind events deepen the mixed layer and entrain nutrients to the surface enhancing thus the biological production. however, the model does not suggest the existence of two subdomains as hypothesized by Lévy et al. [2007] : The first in the north dominated by vertical advective supply and the other in the south in which vertical entrainment is dominant.
Physical Driving Mechanisms of Winter Blooms
5.3.1. Arabian Sea. During winter, the most striking biological response to the NEM is a relatively high CIC in the NAS (see Plates 1b and 1d). Numerous in situ observations have clearly revealed the presence of winter blooms [e.g., Banse, 1984; Kuzmenko, 1994; Barber et al., 2001; Kumar et al., 2001] . These winter blooms were also evidenced in the first evaluation of CZCS observations for the region by Banse and McClain [1986] . It is well accepted that the basic physical mechanism producing this increase in phytoplankton is the entrainment of nutrients as a result of a deepening of the mixed layer [McCreary and Kundu, 1989; Lee et al., 2000; Wiggert et al., 2000; Lévy et al., 2007] . Our model results support this explanation. Indeed, both the NWAS and NEAS region borders remarkably coincide with the high values of nitrate vertical diffusion fluxes (Plate 7c). The model simulates deep MLD (~80-100 m, Plate 7d) in both regions. Balachandran et al. [2008] estimated that convective mixing P7 is predominant and brings about 2 mM NO 3 from the top of the thermocline into the NEAS surface waters.
In the northern Arabian Sea, the mixed layer is subject to strong diurnal variations during the NEM [Gardner et al., 1999; Wiggert et al., 2000; Weller et al., 2002] . In the NWAS, these variations are maximum with a mixed layer of about 10-20 m during the day that deepens to about 100 m at night because of a deeper thermocline than in the eastern part of the Arabian Sea. Using a simple one-dimensional model forced by observations with a high temporal resolution acquired from a mooring, Wiggert et al. [2000] showed that these diurnal variations of the mixed layer exert a strong control on phytoplankton. As the mixed layer deepens at night, it dilutes phytoplankton that has accumulated during daytime. This dilution keeps in control phytoplankton and prevents the development of a massive bloom. This dilution effect associated with a deeper mixed layer to the west have been proposed by Lévy et al. [2007] to explain the differences in the bloom characteristics between the NEAS and NWAS. In the NWAS, phytoplankton levels are lower and are characterized by a plateau from November to January as a result of a stronger dilution effect than in the NEAS where a more typical strong bloom is observed.
Our model does not simulate the diurnal variations of the mixed layer, since it is driven by daily mean forcing fields. The lack of this high frequency variability may explain some of the model deficiencies, but may also be used to spatially evaluate the role of this variability. In the NWAS, winter CIC levels are underestimated by PISCES (see Plate 1b). This result may seem at first quite surprising as the dilution effect is not simulated, and its main effect is hypothesized to prevent phytoplankton to strongly increase. however, in the model, winter mixed layer is predicted to be deep, close to 100 m (Plate 7d), during the whole day and does not shallow during the daytime. As a consequence, phytoplankton growth is significantly light limited and is constantly mixed over the top 100 m of the water column. On the other hand, in the ocean, light limitation is probably not as severe as predicted, since the daytime mixed layer depth is shallow. Thus, only the dilution effect plays an active role on limiting phytoplankton accumulation. In the NEAS, the model performs relatively well suggesting that the diurnal variability of the mixed layer is not of prime importance.
Bay of Bengal and Malacca Strait region.
The simulated blooms in the Bay of Bengal are affected by downward Ekman pumping as shown on Plate 7b in agreement with previous studies [Vinayachandran and Mathew, 2003; Lévy et al., 2007] . As well as in the northern Arabian Sea, the main physical factor driving the bloom dynamics in the region is convective mixing through the entrainment of nutrients into the photic zone (Plate 7c). however, the magnitude of this entrainment is much less than in the Arabian Sea because of the much stronger stratification due to large fresh water input by the rivers. Despite a general tendency to downward Ekman pumping, as already mentioned, the model simulates several spots of coastal upwelling, in particular, east and north of SL (SWBoB) and in the MS. In the SWBoB, previous studies have also suggested that the bloom may be produced by persistent Ekman pumping [Vinayachandran and Mathew, 2003; Wiggert and Murtugudde, 2007] . Entrainment is also predicted by PISCES to contribute strongly to the supply of nutrients to the mixed layer (Table 2) as hypothesized by Lévy et al. [2007] . yet, the processes that produce the high observed CIC levels are far from being clear. Some studies based on observations do not support these explanations based on the vertical supply of nutrients. The relatively high phytoplankton standing stocks relative to the rest of the bay have been attributed to the intense river discharge of nutrients driven by the heavy NEM rainfall [Vinayachandran et al., 2005; Madhu et al., 2006] . Unfortunately, as for the summer blooms, the model cannot be used to analyze the impact of the seasonal variations of the river discharge as the modeled river supply has no seasonal variations. Because PISCES quite strongly overestimates phytoplankton standing stock in the SWBoB, this suggests that the supply of nutrients is overestimated and thus, that the mechanisms predicted to be important are probably overstated.
In the NEBoB, the simulated blooms are partly favored by upwelling events occurring in the region as revealed by Plate 7b. however, river inputs of nutrients into this region could play a major role in surface phytoplankton bloom dynamics [Gomes et al., 2000] . In the model, river supply is predicted to be as important as the vertical input of nutrients (Table  2) . It is then a major contributor to the blooms developing in this region during the winter season. Furthermore, like in the NBOB during summer, the lack of a seasonal cycle in the imposed river discharge leads to a probable underestimation of its role in this region, emphasizing even more its critical importance. The MS region displays similar patterns to that of NEBoB region. It is clear from the model analysis that the bloom in the region was supported by upwelling (Plate 7b) in good agreement with the results of Lévy et al. [2007] . The upwelling mechanism was also advocated by Tan et al. [2006] as the dominant process-controlling the bloom dynamics.
Equatorial region.
In the WEQ, the simulated bloom was associated with upwelling and vertical diffusion processes (Plates 7b and 7c). Studying the Arabian Sea Dome, Prasad et al. [2005] have also highlighted the presence of upwelling events driven by the cyclonic wind stress curl during the NEM in the region.
Mozambique Channel and Madagascar region.
The main discrepancy between the model output and SeaWiFS data occurs in the MC and around Ma. The model is not able to simulate in both regions the blooms observed in SeaWiFS. Lévy et al. [2007] have made the assumption that the blooms in these regions could be attributed to upwelling, but such upwelling signatures are not seen in the nitrate vertical advection flux (Plate 7b) or in the model-derived vertical velocity (not shown). We believe that mesoscale processes such as eddies could play a key role in the bloom dynamics by supplying nutrients to the photic zone. That was supported by Longhurst [2001] who advocated the seasonal deepening of the mixed layer within a strong mesoscale eddy field and the consequent entrainment of nutrients into the photic zone. however, the resolution in the present model does not allow simulating such processes. A more recent study by Uz [2007] suggests that the southeast Ma bloom is not caused by the entrainment of nutrient-rich waters at the bottom of a deepening mixed layer as previously suggested. he argued that a shallow and a very stably stratified surface layer are ideal conditions for nitrogen fixation which drives the bloom. The nitrogen fixation is parameterized in the model but the biomass, i.e., diazotrophs organisms (Trichodesmium sp.) corresponding to this fixation, is not represented. However, the input of nitrogen due to nitrogen fixation, despite being significant (about 90 mmol m -2 d -1 ), is not sufficient to sustain a noticeable increase in biomass in the model.
CONCLUSIONS
This paper presents a new diagnostic analysis for the biophysical model validation based on the study of Lévy et al. [2007] on the interpretation of SeaWiFS chlorophyll observations in the Indian Ocean. The biophysical model used in this study successfully describes the complex bloom dynamics of the Indian Ocean in terms of the timing of the bloom onset and the cumulated increase in SChL during the bloom. The main characteristics emerging from the in situ data analysis such as the variability of the patterns, specific bloom regions, and differences in the bloom timing and magnitude are quite well simulated, giving an indication on the model behavior and parameterizations.
The model highlights different biogeochemical provinces with different functions since the mechanisms driving the bloom dynamics are numerous and various. This is because the summer and winter monsoon winds drive distinct regional responses in the ocean dynamics (the surface currents, vertical velocity, and mixed layer depth) inducing different biogeochemical responses (nutrient enrichment by upwelling or impoverishment by downwelling into the photic zone, phytoplankton growth...). The coupled ORCA05-PISCES model is strong enough to simulate in space and time the biological signal with the main dynamical factors which affect productivity.
In general, the ORCA05-PISCES model confirms the main mechanisms driving the bloom dynamics for most of the biogeochemical provinces suggested by Lévy et al. [2007] , except in the CAS which appears to be a very complex region influenced by a combination of mechanisms. The question of what drives the extensive phytoplankton bloom in this region remains an open question. however, our model suggests that mesoscale and submesoscale processes play a dominant role by advecting laterally nutrients from the western coastal upwellings. Furthermore, vertical local mixing is predicted to be of only second order. Therefore, a sufficiently high resolution would be required to properly simulate the biogeochemistry of this basin. The model failed to reproduce the blooms in both the MC and southeast Ma. It is well established that mesoscale processes play major role in the dynamics of the MC. The resolution of the present model does not allow simulating these processes. Increasing model spatial resolution would allow addressing these questions, but numerical costs limit its application to global configuration. A regional configuration is well indicated and would be helpful.
