Controle de um reator de polimerização de propeno utilizando filtro de partículas e rede neural by DIAS, A. C. S. R.
 UNIVERSIDADE FEDERAL DO ESPÍRITO SANTO 
CENTRO DE CIÊNCAS AGRÁRIAS E ENGENHARIAS 
PROGRAMA DE PÓS-GRADUAÇÃO EM ENGENHARIA QUÍMICA 
 
 
 
 
CONTROLE DE UM REATOR DE POLIMERIZAÇÃO DE PROPENO UTILIZANDO 
FILTRO DE PARTÍCULAS E REDE NEURAL 
 
 
 
 
ANA CAROLINA SPINDOLA RANGEL DIAS 
 
 
 
 
 
 
 
 
 
 
 
ALEGRE, ES 
2017
Ana Carolina Spindola Rangel Dias 
 
 
 
 
CONTROLE DE UM REATOR DE POLIMERIZAÇÃO DE PROPENO UTILIZANDO 
FILTRO DE PARTÍCULAS E REDE NEURAL 
 
 
 
 
 
Dissertação de Mestrado apresentada ao 
Programa de Pós-graduação em Engenharia 
Química do Centro de Ciências Agrárias e 
Engenharias da Universidade Federal do 
Espírito Santo, como parte das exigências 
para obtenção do Título de Mestre em 
Engenharia Química. 
 
 
 
 
 
Área de Concentração: Engenharia Química 
Linha de Pesquisa: Modelagem, Otimização e Análise de Processos  
Orientador: Prof. D.Sc. Julio Cesar Sampaio Dutra 
Coorientador: Prof. D.Sc. Wellington Betencurte da Silva 
 
 
 
 
 
 
 
ALEGRE, ES 
Fevereiro de 2017 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
Dados Internacionais de Catalogação-na-publicação (CIP) 
(Biblioteca Setorial de Ciências Agrárias, Universidade Federal do Espírito Santo, ES, Brasil) 
  
 Dias, Ana Carolina Spindola Rangel, 1991- 
D541c       Controle de um reator de polimerização de propeno utilizando filtro 
de partículas e rede neural / Ana Carolina Spindola Rangel Dias. – 2017. 
  121 f. : il. 
   
 Orientador: Júlio Cesar Sampaio Dutra. 
 Coorientador: Wellington Betencurte da Silva. 
 Dissertação (Mestrado em Engenharia Química) – Universidade 
Federal do Espírito Santo, Centro de Ciências Agrárias e Engenharias. 
  
 1. Modelagem. 2. Simulação. 3. Estimação de estados. 4. Filtro de 
partículas. 5. Redes neurais (Computação). 6. Controle de processo. 7. 
Polimerização. I. Dutra, Júlio Cesar Sampaio. II. Silva, Wellington 
Betencurte da. III. Universidade Federal do Espírito Santo. Centro de 
Ciências Agrárias e Engenharias. IV. Título. 
  
 CDU: 66.0 
  
 
CONTROLE DE UM REATOR DE POLIMERIZAÇÃO DE PRO PENO UTILIZANDO
FilTRO DE PARTíCULAS E REDE NEURAL
ANA CAROLINA SPINDOLA RANGEL DIAS
Dissertação apresentada ao Programa de
Pós-graduação em Engenharia Química do
Centro de Ciências Agrárias e Engenharias
da Universidade Federal do Espírito Santo,
como parte das exigências para obtenção do
Título de Mestre em Engenharia Química.
Aprovada em 15 de fevereiro de 2017:
gton Betencurte da Silva, DSc.
sidade Federal do Espírito Santo
rof. Geraldo Regis Mauri, DSc.
Un' ersidade Federal do Espírito Santo
Pianca Guidolini, DSc.
e Federal do Espírito Santo
(~~r~ --===-
Prof.~
Centro Nacional de Pesquisas Científicas - CNRS
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
A Ailton e Fátima, meus pais, 
a Felipe e Ana Clara, meus irmãos, 
pelo apoio incondicional, carinho e amor 
  
AGRADECIMENTOS 
 
Agradeço a Universidade Federal do Espírito Santo pelo apoio logístico na execução 
dos trabalhos realizados. 
 
Agradeço, de maneira muito especial, aos professores Julio Cesar Sampaio Dutra e 
Wellington Betencurte da Silva, que me orientaram neste trabalho, com muita 
dedicação e paciência. Incentivaram-me desde o princípio, me fizeram crescer como 
pessoa e como pesquisadora, trazendo-me valiosos conselhos que levarei comigo 
sempre. 
 
Agradeço os meus amigos pela amizade e companheirismo nos momentos de 
ausência e dificuldade. Em especial os companheiros do MOP, pelas discussões 
calorosas, pelo apoio e pelas horas do doce no Robson. 
 
Agradeço ao Criador que sempre iluminou meu caminho e a minha família, 
principalmente meus pais, Ailton e Fátima, e meus irmãos, Ana Clara e Luis Felipe, 
por entenderem minha ausência mesmo quando eu estava por perto, por 
acreditarem em mim quando eu mesma não acreditava, por me mostrarem a luz 
quando eu só enxergava as dificuldades e por todo amor, carinho e apoio 
incondicional. 
  
RESUMO  
 
DIAS, Ana Carolina Spindola Rangel. Controle de um reator de polimerização de 
propeno utilizando filtro de partículas e rede neural. 2017. Dissertação (Mestrado 
em Engenharia Química) – Universidade Federal do Espírito Santo, Alegre, ES. 
Orientador: Julio Cesar Sampaio Dutra. Coorientador: Wellington Betencurte da 
Silva. 
 
Os materiais poliméricos estão presentes em diversos setores industriais e na vida 
diária da sociedade, apresentando vantagens como menores custos e maior 
durabilidade. O polipropileno, obtido pela formação de longas cadeias de monômero 
de propeno, é uma das oleofinas mais importantes da atualidade, possuindo ampla 
gama de aplicações. Devido ao forte interesse econômico que desperta, existe uma 
busca contínua por melhorias em seu processo produtivo. Vários métodos para sua 
fabricação podem ser encontrados, combinando tecnologias de produção e de 
catalizadores. Para garantir a segurança, as necessidades e atingir os objetivos das 
operações, torna-se necessário inserir estruturas para um controle eficaz do 
processo. Entretanto, sem um bom monitoramento, isto não é possível. Em plantas 
reais de polimerização, os dispositivos de medição estão sujeitos a incertezas e nem 
sempre estão disponíveis; ou o equipamento de fato não existe ou seu custo de 
obtenção/manutenção torna seu uso inviável. Assim, esta dissertação propõe um 
esquema de sensor virtual baseado em filtro de partículas (FP) e rede neural artificial 
(RNA), que é aplicado a um reator de polimerização de propeno simulado. Este 
esquema permite a redução da incerteza e a observação de variáveis latentes por 
meio do FP. Na sequência, a RNA permite a detecção de propriedades finais do 
polipropileno a partir dos dados melhorados. O intuito é fornecer aos controladores 
informações mais completas e melhoradas. Os resultados mostraram que o sensor 
virtual possibilitou melhorias no controle do processo, fornecendo estimativas 
precisas e tempo de ação consistente com intervalos de amostragens industriais, o 
que destaca seu potencial para aplicação prática. 
 
Palavras-chave: Modelagem e Simulação, Estimação de Estados, Filtro de 
Partículas, Rede Neural, Controle de Processos, Polimerização. 
 
  
  
ABSTRACT  
 
DIAS, Ana Carolina Spindola Rangel. Propylene polymerization reactor control 
through particle filter and neural network 2017. Dissertation (Master Degree in 
Chemical Engineering) –Espirito Santo Federal University, Alegre, ES. Adviser: Julio 
Cesar Sampaio Dutra. Co-adviser: Wellington Betencurte da Silva. 
 
Polymeric materials are present in several industrial sectors and in the society daily 
life, presenting advantages such as lower costs and higher durability. Polypropylene, 
obtained by the formation of propylene monomer long chains, is one of the most 
important olefins today, having a wide range of applications. Due to strong economic 
interest it arouses, there is a continuous search for improvements in its production 
process. Several methods for its obtaining it can be found by combining production 
technologies and catalysts. To ensure safety and achieve the operations objectives, 
it becomes necessary to insert structures for the process effective control. However, 
without a quality monitoring, this is not possible. In actual polymerization plants, the 
measuring devices are subject to uncertainties and are not always available; or the 
equipment does not exist or its purchase/maintenance cost makes its use unfeasible. 
Thus, this work proposes a virtual sensor scheme based on particle filter (PF) and 
artificial neural network (ANN), which is applied to a simulated propylene 
polymerization reactor. This structure allows the uncertainty reduction and the latent 
variables observation by means of PF. In turn, the ANN detects the polypropylene 
final properties from the improved data. The concern was to provide controllers with 
more complete and improved information. The results showed that the virtual sensor 
allowed improvements in process control, providing accurate estimates and 
consistent action time with industrial sampling intervals, which highlights its potential 
for practical application. 
 
Keywords: Modeling and Simulation, State Estimation, Particle Filter, Neural 
Network, Process Control, Polymerization. 
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1 INTRODUÇÃO 
 
Neste capítulo, uma breve introdução sobre o presente trabalho é 
apresentada, incluindo a motivação da pesquisa e os principais objetivos, 
de modo a fornecer uma visão geral desta dissertação. Por fim, segue 
uma descrição da estrutura de organização do texto e dos artigos gerados 
ao longo deste estudo. 
 
1.1. Apresentação do tema de pesquisa 
 
Os materiais poliméricos estão presentes em vários setores industriais e no cotidiano 
da sociedade contemporânea. Substituem materiais tradicionais, tais como metais, 
apresentando vantagens como resistência à corrosão, menor peso, maleabilidade, 
menores custos, etc. (SCHORK; DESHPANDE; LEFFEW, 1993; MANALO et al., 
2010). Uma importante classe de polímeros é constituída pelas poliolefinas 
termoplásticas. As resinas incluídas nessa classe são compostas apenas por 
átomos de carbono e hidrogênio, ligados por cadeias não aromáticas. As duas 
poliolefinas mais comuns são: polipropileno (PP) e polietileno (PE). Ambas 
apresentam ampla gama de aplicações, propriedades excepcionais, tais como fácil 
moldagem e alta resistência a impactos e à fratura, e estão entre os plásticos mais 
comercializados da atualidade (PRAKASH, 2013; DUTRA et al., 2014). 
O polipropileno, em comparação com o polietileno, apresenta melhor resistência a 
impacto, tenacidade à fratura e é amplamente utilizado para a formação de fibras 
(PRAKASH, 2013). Entre os anos 1999-2014, a demanda mundial de PP aumentou 
em média 5% por ano. Houve uma diminuição desta taxa entre os anos de 2009-
2014 devido ao enfraquecimento dos mercados automotivos e construção civil. Ao 
longo dos últimos cinco anos, contudo, registou-se um novo aumento da procura 
mundial, na ordem de 5,5% por ano (IHS MARKIT, 2015). De acordo com as 
previsões da empresa de consultoria GBI Research, o consumo global de 
polipropileno aumentará de 42,3 milhões de toneladas de polímeros em 2011 para 
62,4 milhões de toneladas de polímeros em 2020 (MUNDOPLAST, 2013). O forte 
interesse econômico neste material impulsiona a busca por melhorias em seu 
processo produtivo. 
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Na procura por uma operação mais eficiente e segura, o controle do processo 
desempenha um papel importante, pois permite integrar diferentes equipamentos e 
processos industriais, mantendo variáveis de saída em valores nominais ou ótimos, 
reduzindo a variabilidade e minimizando os efeitos de perturbações que surgem ao 
longo da operação. Independentemente do sistema de controle selecionado, o 
monitoramento adequado das variáveis-chave do processo é uma ferramenta 
necessária e indispensável para uma ação de controle apropriada. No entanto, em 
um sistema de produção real, nem sempre há instrumentos de medição disponíveis 
para todas as variáveis. Ou o equipamento de fato não existe, ou seu custo de 
aquisição/manutenção torna seu uso inviável (KHATIBISEPEHR; HUANG; KHARE, 
2013; BALBINOT; BRUSSAMARELLO, 2012). Em polimerização, é estratégico 
conhecer, entre outras variáveis, o índice de fluidez (MI) e o teor de solúveis em 
xileno (XS), que são parâmetros de qualidade da resina geralmente não medidos em 
linha. Na ausência de instrumentos para essas e outras variáveis, recorrem-se às 
análises     off-line, que são realizadas em laboratórios. No entanto, estes 
procedimentos demandam tempo, tornando impossível determinar as variáveis tão 
frequentemente quanto necessário para o monitoramento adequado do processo. 
Isso pode, consequentemente, prejudicar a ação de controle, levando à perda de 
produção e eficiência (bem como gastos desnecessários com matérias-primas, 
energia, etc.) (PRATA et al., 2009; SHENOY et al.,2013). 
Para considerar uma abordagem mais realista, este trabalho propõe um esquema de 
sensoriamento virtual, baseado em filtro de partículas (FP) e rede neural artificial 
(RNA). Este esquema compreende duas tarefas de estimação: a primeira é realizada 
pelo FP para a redução da incerteza e observação de variáveis latentes; e, a 
segunda, por meio da RNA, possibilita a detecção das propriedades finais de 
polímero: MI e XS. 
 
 
1.2. Objetivos 
 
Diante das dificuldades encontradas para um bom monitoramento do processo, a 
modelagem matemática desempenha um papel fundamental, pois permite a 
descrição dos fenômenos envolvidos no processo com a previsão de seu 
comportamento, frente a mudanças e a novas condições operacionais. Neste 
sentido, o presente trabalho tem como objetivo principal aplicar uma técnica de 
21 
  
identificação de sistemas (modelagem empírica), baseada em redes neurais, em 
conjunto com a ferramenta de estimação de estados por filtro de partículas, 
buscando entender seus desenvolvimentos e limitações. 
Especificamente, são abordados os seguintes temas: 
• Estudos preliminares do comportamento dinâmico do processo: definição do 
modelo rigoroso e obtenção de medidas simuladas; 
• Obtenção de um modelo simplificado do processo, utilizando redes neurais e 
comparação com o modelo rigoroso; 
• Avaliação da ferramenta de estimação (seleção dos parâmetros do filtro como 
número de partículas e desvio padrão para geração das partículas) 
• Implementação em linha do filtro de partículas e da rede neural associados 
com as estruturas de controle; 
• Aplicação de testes de desempenho para avaliar a performance do novo 
esquema proposto. 
 
 
1.3. Trabalhos preliminares 
 
Esta dissertação foi desenvolvida no grupo de pesquisa em Métodos 
Computacionais, Controle e Estimação (LAMCES), no Centro de Ciências Agrárias e 
Engenharias da Universidade Federal do Espírito Santo (UFES). Este grupo tem se 
dedicado à avaliação de estratégias de estimação com filtro de partículas e de 
controle de processo para problemas típicos de Engenharia, como escoamento em 
dutos de petróleo, fragmentação e classificação de minérios e operação de reatores 
químicos. O estudo a respeito da polimerização de propeno, que culminou nesta 
dissertação de mestrado, gerou os trabalhos preliminares apresentados abaixo. 
O esquema para redução de incerteza e estimação de variáveis latentes em 
conjunto com as estruturas de controle foi inicialmente testado considerando um 
estudo de caso mais simples, como um tanque de aquecimento. Os resultados 
obtidos foram descritos no artigo apresentado no XXI Congresso Brasileiro de 
Engenharia Química, em Fortaleza (DIAS et al., 2016a). Posteriormente, um 
esquema semelhante foi avaliado para um CSTR considerando um arranjo de 
controle cascata. Os resultados obtidos foram descritos no artigo apresentado no 
XIX Encontro Nacional de Modelagem Computacional, em João Pessoa 
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(CARVALHO et al., 2016). Esses dois artigos estão apresentados como anexos a 
esta dissertação. Finalmente, o esquema de estimação-controle foi aplicado ao 
reator de polimerização de propeno, culminando no artigo “Propylene polymerization 
reactor control and estimation through particle filter and neural network” em fase de 
submissão para uma revista internacional. 
 
 
1.4. Organização do texto 
 
Para a realização da tarefa proposta, esta dissertação contempla um cenário de 
investigações teórico-computacionais, baseado na análise crítica de trabalhos 
presentes na literatura, encontrando-se estruturado nos capítulos, conforme 
descrição, a seguir. 
No capítulo 2 – Polipropileno – é apresentado um panorama geral sobre essa 
importante resina, incluindo um cenário econômico atualizado e uma revisão sobre 
os métodos de polimerização mais usuais. O objetivo é demonstrar que ainda existe 
muito espaço para melhorar tais métodos. 
No capítulo 3 – Monitoramento de Processos – são apresentadas as principais 
abordagens para a medição de variáveis, ressaltando-se suas vantagens, 
desvantagens e limitações.  
No capítulo 4 – Métodos Bayesianos – são apresentadas ferramentas estocásticas 
baseadas no Teorema de Bayes e utilizadas para a estimação de estado, 
destacando exemplos de aplicações no contexto de polimerização. 
No capítulo 5 – Redes Neurais Artificiais – é apresentada uma breve introdução 
sobre a técnica de modelagem empírica baseada na capacidade de transmissão e 
excitabilidade do sistema nervoso biológico: redes neurais artificiais. 
No capítulo 6 – Metodologia – são apresentados os procedimentos necessários 
para a implementação do esquema de controle com o sensor virtual associado, 
incluindo a definição do modelo rigoroso, a obtenção das medidas simuladas, a 
obtenção do modelo simplificado e a implementação da rede neural e do filtro de 
partículas em linha. 
No capítulo 7 – Resultados e Discussão – são apresentados os principais 
resultados de todas as etapas desse trabalho de pesquisa, acompanhados de uma 
discussão sobre seus significados. 
23 
  
No capítulo 8 – Conclusão – são apresentadas as conclusões e sugestões para 
trabalhos futuros. 
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2 POLIPROPILENO 
 
Este capítulo apresenta uma visão geral sobre um importante material 
polimérico: o polipropileno. Destacam-se algumas de suas importantes 
características, tais como seu baixo peso e elevada rigidez e resistência 
química, que o fazem um material muito versátil e vendável. Apresenta-se 
também um breve histórico sinalizando sua descoberta, um cenário 
econômico atualizado e aspectos relevantes de sua fabricação. Duas das 
principais tecnologias de produção são evidenciadas (tecnologias 
Spheripol e LIPP) e os processos apresentados, incluindo importantes 
trabalhos encontrados na literatura. 
 
O monômero utilizado para a produção de polipropileno é o propeno (também 
chamado de propileno e de fórmula química igual a C3H6), obtido em refinarias de 
petróleo (na etapa do craqueamento da nafta, por exemplo). O PP é uma importante 
resina termoplástica, apresenta baixa densidade, o que permite a fabricação de 
peças mais leves, e elevada rigidez, que confere uma boa resistência a impactos, 
além de características químicas que o tornam extremamente versátil e adequado 
para inúmeras aplicações. Está presente nos diversos setores industriais, como na 
fabricação de peças utilizadas em automóveis, nos tubos e conexões utilizados na 
indústria química e nas embalagens alimentícias, além de fazer parte do cotidiano 
da sociedade contemporânea, sendo utilizado na fabricação de mesas, cadeiras, 
brinquedos e outros utensílios domésticos (DUTRA et al., 2014; PRAKASH, 2013; 
ODIAN, 2004). 
 
 
2.1. Breve histórico  
 
As poliolefinas foram desenvolvidas a partir da década de 1950, com a obtenção de 
novos catalizadores de polimerização pelo alemão Karl Ziegler. Esse pesquisador, 
em 1953, descobriu que era possível obter polímeros de eteno com alto peso 
molecular adicionando sais de transição, como tetracloreto de titânio (𝑇𝑖𝐶𝑙4), ao 
catalisador alquilalumínio (𝐴𝑙𝐸𝑡3). Partindo dessa ideia, Giullio Natta, utilizando o 
propeno e um sistema catalítico de 𝑇𝑖𝐶𝑙4/𝐴𝑙𝐸𝑡3, obteve um polímero não-homogêneo 
com aspecto de borracha. Utilizando trióxido de cromo (𝐶𝑟𝑂3) como catalisador, 
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conseguiu, em 1955, obter PP isotático, ou seja, polipropileno que apresente o grupo 
metila sempre do mesmo lado da cadeia molecular. Desenvolveu, juntamente com 
Ziegler, uma grande variedade de sistemas catalíticos heterogêneos conhecidos 
como Ziegler-Natta e divididos em gerações que representam a evolução do 
processo produtivo. Cada nova geração que surge representa uma melhoria na 
atividade catalítica, na produtividade, no índice de isotaticidade e na morfologia da 
resina formada (CERRUTI, 1999; ROSA, 2013). 
 
 
2.2. Cenário econômico 
 
O Brasil é o principal produtor, na América Latina, de petroquímicos de primeira 
geração (petroquímicos básicos, tais como eteno, propeno e aromáticos) e de 
segunda geração (resinas e intermediários, tais como polietileno, polipropileno e 
fibras). As resinas termoplásticas – PE, PP e Policloreto de Vinila (PVC) - 
representam uma expressiva parcela dessa produção. São commodities 
comercializadas globalmente e seus preços são influenciados pelo custo da matéria 
prima, pela demanda do produto e pelo transporte (BRASKEN, 2015). 
No período entre os anos de 1999 a 2014, a demanda global de PP aumentou, em 
média, 5% ao ano. Observou-se uma diminuição nesta taxa, entre os anos de 2009 
a 2014, decorrente do enfraquecimento dos mercados automotivos e da construção 
civil. Nos últimos cinco anos, porém, notou-se um novo aumento nesta demanda, da 
ordem de 5,5% ao ano (IHS MARKIT, 2015). De acordo com previsões da empresa 
de consultoria GBI Research, o consumo mundial de polipropileno vai aumentar de 
42,3 milhões de toneladas, base 2011, para 62,4 milhões de toneladas em 2020 
(MUNDOPLAST, 2013). 
A demanda brasileira por poliolefinas experimentou forte impacto em 2015 em 
virtude da crise econômica, sofrendo retração de 5% em relação ao ano anterior. 
Entretanto, houve um aumento de 4% na produção brasileira em relação a 2014 e o 
excedente, não absorvido pelo mercado interno, foi exportado. Nos EUA, em 2015 a 
demanda de PP aumentou em 5,5% em relação a 2014 com o aumento da 
competitividade das empresas e a diminuição do preço do propeno; e, na Europa, 
cerca de 5,18% de aumento. Melhorias no processo produtivo (otimização de 
parâmetros de produção e redução de gargalos logísticos, etc.) levaram a um 
aumento de 6% no volume de produção no ano de 2015 (BRASKEN, 2015). Esse 
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forte interesse econômico tem impulsionado cada vez mais a busca por melhorias 
nos processos produtivos. 
 
 
2.3. Métodos de polimerização 
 
Os métodos de polimerização de propeno podem ser classificados em algumas 
categorias, dentre as quais se destacam: polimerização em solução, em lama 
(slurry), em fase gasosa e em massa (bulk), produzindo resinas com as mais 
variadas características e aplicações (LIMA, 2010). Outros métodos incluem 
processos de polimerização em emulsão, em dispersão, por precipitação e em 
suspensão, por exemplo (MACHADO; LIMA; PINTO, 2007). 
Na polimerização em solução, monômero e polímero compõe uma solução 
homogênea com o solvente e a temperatura do meio é mantida elevada, entre 130 e 
250 °C. Este processo permite um bom controle sobre a massa molar e a 
distribuição de massas molares, além de fácil remoção de calor. No entanto, 
dificilmente permite a obtenção de resinas com massas molares elevadas em virtude 
do rápido aumento da viscosidade com a concentração. Acrescente-se, ainda, que 
com as dificuldades associadas a utilização de solvente, este processo foi 
gradualmente substituído por outros, tais como em lama ou em fase gasosa (FISCH, 
2004; LIMA, 2010; ROSA, 2013). 
A polimerização em lama é um processo heterogêneo em que apenas o monômero 
é solúvel num solvente. Este processo permite um excelente controle da 
temperatura de reação e a obtenção de polímeros com diferentes características e 
aplicações. Este método exibe um elevado custo de produção e taxa de 
polimerização reduzida em virtude do inchamento das partículas de polímero com o 
solvente, mas devido à sua flexibilidade de operação, esta tecnologia é amplamente 
utilizada (LIMA, 2010; ROSA, 2013; MENG et al., 2013). 
Na polimerização em fase gasosa, a reação ocorre na interface entre o catalisador 
sólido e a matriz polimérica. O monômero é inserido na mistura reacional através da 
fase gasosa, o que também promove a agitação das partículas de polímero e ajuda 
na remoção do calor gerado. Este processo é caracterizado, entre outras: a) pela 
ausência de fase líquida, permitindo que restrições operacionais relacionadas com a 
viscosidade ou solubilidade sejam removidas; e, b) por elevadas taxas de reação, o 
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que dificulta o controle da temperatura do meio reacional. Não requer um passo 
adicional para a recuperação de solventes, o que permite a redução dos custos 
operacionais (MACHADO et al., 2008; ROSA, 2013). 
A polimerização em massa não requer um diluente e usa o próprio monômero 
líquido como ambiente de polimerização. Este método apresenta taxa de reação 
elevada devido à alta concentração de monômero na mistura reacional e permite 
fácil separação e purificação da resina formada. Esta polimerização pode ser 
realizada em reatores contínuos de tanque agitado (CSTR) ou em reatores tubulares 
tipo loop (MACHADO et al., 2008; ROSA, 2013). 
A escolha do sistema catalítico também é muito importante e afeta diretamente as 
características do polímero produzido. Os catalisadores Ziegler Natta (ZN) 
proporcionam um melhor controle da micro e macroestrutura do polímero e das suas 
propriedades finais, permitindo a obtenção de materiais com diferentes 
características e aplicações (MACHADO; PINTO, 2011). Já os catalisadores 
metalocênicos têm alta atividade, permitem obter propriedades finais inviáveis via 
catalisadores ZN, mas não são sensíveis ao hidrogênio, dificultando o controle do 
tamanho da cadeia polimérica (ROSA, 2013). 
Existem diversos processos industriais para obtenção de polipropileno, combinando 
tecnologias de produção e de catalisadores. A escolha dependerá, além da 
aplicação do polímero, de fatores cinéticos (como composição da cadeia), 
tecnológicos (como dificuldade na dissipação de calor), econômicos (custos de 
produção) e ambientais (como geração de resíduos) (LIMA, 2010; DUTRA et al., 
2014; TOBITA; HAMIELEC, 2015).   
 
 
2.4. Tecnologias de produção 
 
Um dos processos de produção de PP mais utilizado baseia-se na tecnologia 
Spheripol, que considera a polimerização em massa de propeno. São usados dois 
reatores tubulares tipo loop para obtenção de homopolímero ou copolímero aleatório 
e um ou dois reatores de leito fluidizado, combinando polimerização em fase gasosa, 
para a produção de copolímeros de impacto (REGINATO; ZACCA; SECCHI, 2003; 
LUCCA, 2007; ROSA, 2013). Este processo contempla etapas de pré-contato e pré-
polimerização, em que ocorrem a preparação do sistema catalítico e o pré-
tratamento do propeno. A seguir, o monômero, o hidrogênio e os catalisadores são 
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alimentados no primeiro reator tipo loop. À corrente de saída são acrescidos 
monômero e hidrogênio e essa mistura alimenta o segundo reator tipo loop. A lama 
efluente, composta por partículas de polímero, monômero, propano e hidrogênio, é 
transportada por um tubo aquecido para um vaso tipo flash, responsável pela 
evaporação do líquido. Por fim, essa corrente alimenta um degaseificador de alta 
pressão que remove o restante do monômero adsorvido nas partículas de polímero. 
O pó de polímero é então conduzido a um filtro de baixa pressão e direcionado para 
uma seção de extrusão onde são formados os pellets (forma usual de 
comercialização do PP). Para produção de copolímero, a corrente do vaso flash, 
combinada com monômero e hidrogênio, alimenta um reator de leito fluidizado 
(REGINATO, 2001; LUCCA, 2007; ROSA, 2013). A Figura 1 mostra um esquema 
simplificado do processo. 
 
 
Figura 1 - Esquema simplificado do processo Spheripol. Fonte: REGINATO (2001). 
 
 
A modelagem de reatores tubulares tipo loop em sistemas de polimerização 
começou a ser estudada em trabalhos científicos na década de 1970, considerando 
reatores de mistura perfeita para descrever o sistema. Em 1993, Zacca e Ray 
realizaram o estudo pioneiro que avaliou a importância de um modelo distribuído 
para esses sistemas (ZACCA; RAY, 1993; ROSA; MELO; PINTO, 2012). Reginato, 
Zacca e Secchi (2003), considerando que os reatores industriais de polimerização 
operam com elevadas taxas de reciclagem da mistura reacional, propuseram um 
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modelo para reatores de tipo loop assumindo comportamento de CSTR não-ideais. 
Lucca et al. (2008), seguindo as ideias de Zacca e Ray (1993), construíram e 
validaram um modelo matemático distribuído para o processo de polimerização de 
propileno capaz de estimar valores de variáveis importantes para o monitoramento 
do processo. Recentemente, Fontoura et al. (2016) propuseram a modelagem 
bifásica para esses reatores usando balanços transientes para cada fase do 
sistema. 
Outra tecnologia amplamente utilizada no contexto de produção de propeno é a 
LIPP - LIquid Pool Polymerization, que considera polimerização em massa realizada 
em um único reator agitado mecanicamente operando a alta pressão. O monômero 
é alimentado no reator no estado líquido juntamente com o sistema catalítico. Não 
há necessidade de diluente, pois o próprio propeno é utilizado como meio de 
suspensão para as partículas de polímero sólido. Hidrogênio é alimentado como 
agente de transferência de cadeia para o controle da distribuição de massas 
molares. A corrente de saída do reator é enviada para um ciclone, o PP formado é 
separado do monômero evaporado que é recirculado para o reator após sua 
condensação (REGINATO, 2001; MATTOS NETO; PINTO, 2001; PRATA, 2009). A 
Figura 2 mostra um esquema simplificado do processo. 
 
 
Figura 2 - Processo de produção de polipropileno em fase líquida. Fonte: 
REGINATO (2001). Modificado pelo autor. 
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Sarkar e Gupta (1992) propuseram um modelo estacionário para esses reatores 
capaz de prever a produtividade e os momentos de distribuição do peso molecular 
do polipropileno. Mattos Neto e Pinto (2001) também construíram um modelo 
matemático do processo LIPP para produção de PP. Estes autores consideram um 
conjunto de equações detalhadas derivadas de balanços de massa, de energia e de 
momentum para predição de taxas de reação, de fluxo de calor e de perdas de 
carga, bem como um balanço populacional para o cálculo do peso molecular, da 
composição da cadeia e da distribuição do tamanho de partícula do polímero final. 
Assim, eles avaliaram mais variáveis em suas análises e compararam as previsões 
do modelo com dados de processo reais, tarefa que ainda não havia sido realizada. 
Oliveira et al. (2003) estudaram as condições operacionais para este processo, 
buscando gargalos e produtividade máxima. Estes autores identificaram que a 
polimerização de propeno em massa com reciclo material é instável em virtude do 
acoplamento que a corrente de reciclagem promove, mas, com estratégias de 
controle adequadas, é possível estabilizar as condições operacionais. 
Prata et al. (2006; 2008; 2009) também propuseram um modelo fenomenológico 
para este processo visando avaliar procedimentos de reconciliação de dados, 
monitoramento e estimativa de parâmetros em tempo real. Rosa et al. (2012) 
estudaram a dinâmica do processo LIPP e descobriram que seu comportamento 
pode ser muito mais complexo e caótico do que se pensava anteriormente para uma 
ampla gama de condições operacionais. Posteriormente, Rosa (2013) avaliou a 
dinâmica e a estabilidade de ambos os tipos de reatores e concluiu que o tipo reator 
do tipo loop apresenta comportamento complexo em condições muito mais 
específicas, somente em regiões onde a troca térmica é desfavorável, enquanto o do 
tipo LIPP apresenta comportamento complexo em grandes faixas operacionais. 
Recentemente, Dutra et al. (2014) propuseram a modelagem e o controle para o 
processo de polimerização em massa de propeno com alimentação de monômero 
líquido, utilizando a tecnologia LIPP, um único CSTR e três sistemas diferentes de 
catalisadores incluindo os tipos Ziegler-Natta e Metallocenico. O foco foi na 
reconfiguração de controle para considerar a troca de catalisadores em linha e 
satisfazer as propriedades desejadas do polímero. Contudo, estes autores não 
consideraram a reciclagem de propeno não reagido e a limitação dos instrumentos 
de medição. A este respeito, Dias, Dutra e Silva (2016b) abordaram a questão da 
integração mássica, incluindo na modelagem a reutilização, e considerando, por 
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simplicidade, apenas os catalisadores Ziegler Natta para polímeros com alto peso 
molecular e baixa rigidez.  
 
 
2.5. Comentários finais 
 
O polipropileno é uma importante resina polimérica, com forte interesse econômico e 
versatilidade de aplicações. Pode ser obtido através de diferentes métodos de 
polimerização combinados com tecnologias de produção e de catalisadores. As duas 
tecnologias mais utilizadas, Sheripol e LIPP, consideram o processo em massa, com 
suspensão de monômero líquido, realizado em reatores tubulares e CSTR, 
respectivamente. Em certas regiões operacionais, ambos apresentam 
comportamentos complexos. Isso exige um monitoramento e controle de qualidade, 
para garantir a segurança da operação e manter a qualidade da resina formada. Na 
tecnologia Spheripol, isso acontece principalmente quando a troca térmica é 
desfavorável, enquanto na LIPP essa complexidade se apresenta em uma faixa 
maior de condições operacionais. 
Em virtude disso, para avaliar o desempenho da estrutura de estimação-controle 
proposta nesse trabalho, diante de um cenário mais instável, o sistema LIPP foi 
considerado no estudo. 
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3 MONITORAMENTO DE PROCESSOS 
 
Este capítulo apresenta um breve panorama sobre as abordagens 
existentes para o monitoramento de processos, destacando-se suas 
principais vantagens, limitações e impactos nas estratégias de controle. 
Aborda-se também uma solução tecnológica mais moderna para a 
observação de processos, os sensores inferenciais, que por meio de 
estimadores, permitem a obtenção de variáveis latentes (ou seja, de 
medição difícil/indisponível) a partir de dados de medição disponíveis.  
 
Os processos de polimerização, como qualquer processo químico, estão sujeitos a 
perturbações que podem alterar a qualidade do produto final. Por isto, é necessário 
utilizar estruturas de controle, capazes de lidar com tais situações, corrigindo seus 
efeitos. Os controladores desempenham um importante papel na busca crescente 
por uma operação mais eficiente e segura, mas exigem uma observação adequada 
do processo para uma ação eficaz (SEBORG; EDGAR; MELLICHAMP, 2004). 
Para o monitoramento de processos existem abordagens in-line, on-line e off-line 
(HERGETH, 1999), que classificam os sensores em relação ao seu contato com o 
mensurando e sua localização no processo. 
A abordagem in-line se refere a sensores físicos localizados no interior do 
processo/equipamento e que estão em contato direto com o mensurando, como por 
exemplo, um termopar inserido em um reator, enviando dados de temperatura; ou, 
um sensor de nível tipo radar, localizado sobre um tanque de acúmulo, enviando 
informações sobre a altura de líquido no equipamento. Estes dispositivos transmitem 
dados continuamente, o que permite o monitoramento e o controle das variáveis em 
tempo real (FONSECA; DUBÉ; PENLIDIS, 2009; APRUZZESE; BALKE; DIOSADY, 
2000). A Figura 3 exibe um esquema simplificado para essa abordagem. 
Os sensores on-line são localizados ao longo do processo e permitem a obtenção do 
mensurando a partir de métodos analíticos, que são realizados quase 
continuamente, como a cromatografia gasosa. O tempo de amostragem e análise é 
muito curto em comparação com o tempo de reação global, permitindo assim o 
monitoramento adequado e o controle eficiente da reação (HERGETH, 1999). A 
Figura 4 exibe um esquema simplificado para essa abordagem. 
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Já a abordagem “off-line” fornece uma coleção de dados discretos, provenientes de 
análises laboratoriais de processamento mais lento, com significativa perda de 
informação entre os tempos de amostragem. Estes procedimentos demandam 
tempo, impossibilitando conhecer o valor das variáveis com a frequência necessária 
para um monitoramento adequado e, consequentemente, a ação de controle sofre 
prejuízos, podendo levar a perda de produção e de eficiência (gastos 
desnecessários com matéria prima, energia, etc.) (FONSECA; DUBÉ; PENLIDIS, 
2009; PRATA et al., 2009; SANTOS et al., 2006). A Figura 5 exibe um esquema 
simplificado para essa abordagem. 
 
 
PROCESSO
REATOR
SISTEMA DE 
CONTROLE
ESTAÇÃO DE 
CONTROLE
Transferência de
sinal/dados
Controle automático
sensor
 
Figura 3 - Diagrama esquemático da abordagem in-line para monitoramento. 
Fonte: HERGETH (1999). Modificado pelo autor. 
 
 
 
Figura 4 - Diagrama esquemático da abordagem on-line para monitoramento. 
Fonte: HERGETH (1999). Modificado pelo autor. 
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Figura 5 - Diagrama esquemático da abordagem off-line para monitoramento. 
Fonte: HERGETH (1999). Modificado pelo autor. 
 
 
Existem diversos sensores físicos disponíveis para os parâmetros operacionais de 
reatores de polimerização, isto é, temperatura, pressão, nível e vazão. Como as 
propriedades das partículas e dos polímeros (distribuição de tamanho de partículas, 
distribuição de peso molecular, etc.), necessitam, para a sua aferição,  de 
instrumentos cujos custos de aquisição e de manutenção são muito elevados, 
muitas vezes sua utilização torna-se inviável. Além disto, as propriedades finais das 
resinas são geralmente obtidas a partir de análises off-lines, que podem durar até 
seis horas, o que é inadequado para estratégias de controle (HALIM; SATA, 2013; 
FONSECA; DUBÉ; PENLIDIS, 2009; SANTOS et al., 2005; KIM; CHOI, 1991). 
 
 
3.1. Limitação dos instrumentos de medida 
 
Mesmo quando o instrumento de medição existe e é viável sua utilização em linha, 
as informações, por ele fornecidas, podem apresentar diversos tipos de erros (de 
medição, provenientes da precisão finita do equipamento, e/ou grosseiros, advindos 
de falhas ao longo da operação). Tal conjunto de dados, devido à presença de 
incertezas, geralmente não obedece às leis de conservação das grandezas e às 
restrições físicas impostas ao processo. Deste modo, antes de ser utilizado, ele deve 
passar por uma etapa de retificação, que consiste em um ajuste dos valores 
medidos, de modo a compensar erros de medição e possíveis outliers (BALBINOT; 
BRUSSAMARELLO, 2012; PRATA et al., 2009). 
Em geral, os erros de medição são aleatórios, considerados como uma pequena 
fração do valor medido, apresentam média zero e variância conhecida. Já os erros 
grosseiros são valores maiores, provenientes de eventos não aleatórios, como 
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falhas em equipamentos, e por isso devem ser tratados de maneira diferente. 
Técnicas de reconciliação de dados consideram apenas a presença de erros do 
primeiro tipo e, através de um tratamento estatístico, ajustam os valores medidos 
visando respeitar leis fundamentais como balanços de massa e de energia (PRATA, 
2009). 
Uma outra maneira de minimizar os efeitos das incertezas e da ausência de 
instrumentos é a utilização de sensores virtuais, que podem complementar ou 
substituir sensores físicos (NGUYEN et al., 2015; KHATIBISEPEHR; HUANG; 
KHARE, 2013; DIAS et al., 2016). 
 
 
3.2. Sensores virtuais 
 
Nas últimas duas décadas, observou-se um crescente interesse no desenvolvimento 
de sensores virtuais, também chamados de sensores inferenciais ou soft sensors. 
Eles apresentam uma ampla gama de aplicações, permitindo reduzir custos 
associados a produtos fora de especificação, detectar falhas, etc. Isso é possível 
porque são ferramentas inferenciais que possibilitam a estimação on-line de 
variáveis latentes com base em outras variáveis, que podem ser medidas em tempo 
real e são relacionadas com a variável de interesse. Para isso, necessitam de um 
modelo que relacione essas variáveis (LIN et al., 2007; KADLEC, GABRYS e 
STRANDT, 2009; KHATIBISEPEHR, HUANG e KHARE, 2013).  
Os sensores virtuais são divididos em três classes, com base na técnica de 
modelagem empregada:  
 model-driven, baseados em modelos fenomenológicos, ou seja, equações 
que descrevem os fenômenos envolvidos no processo;  
 data-driven, baseados em correlações empíricas obtidas através de métodos 
de inteligência artificial, tais como redes neurais, os de abordagem de 
identificação estatística; dentre outros; e,  
 sensores híbridos, que são baseados na combinação das duas primeiras 
classes, ou seja, nos conhecimentos acerca do processo e em correlações 
empíricas. 
Embora tenham bastante atenção na literatura, o desenvolvimento e implementação 
de sensores virtuais ainda configuram um grande desafio. Em grande parte, isso 
decorre da necessidade de um modelo para inferir a variável de interesse a partir 
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das informações disponíveis. A escolha do modelo, a determinação de seus 
parâmetros, a seleção de quais variáveis são relevantes, dentro do conjunto de 
observações disponíveis, possíveis atrasos de tempo e flutuações nas medições, 
entre outros fatores, influenciam no desempenho do sensor inferencial e devem ser 
considerados para cada etapa do projeto (KHATIBISEPEHR; HUANG; KHARE, 
2013; POLZER et al., 2009; LOTUFO; GARCIA, 2008). 
 
 
3.3. As ferramentas inferenciais e a estimação 
 
As ferramentas inferenciais geralmente requerem um modelo dinâmico do sistema 
que fornece a evolução temporal dos estados, um modelo de medição, que informa 
o valor das variáveis medidas disponíveis, tais como temperaturas, fluxos, etc., e um 
algoritmo que relaciona toda a informação disponível com o conhecimento sobre o 
processo, para se obter as estimativas desejadas (RINCON et al., 2013). 
O modelo estocástico discreto mostrado nas Equações 1 e 2 pode ser utilizado para 
representar um sistema não-linear.  
 
1 ( , )k k k kx f x w    (1) 
1 ( , )k k k ky h x p     (2) 
 
Nestas equações, 𝒙 ∈ ℜ𝑛𝑥 representa o vetor de estados, 𝝁 e 𝒑 os vetores de 
variáveis de entrada e parâmetros, 𝒚 ∈ ℜ𝑛𝑦 ⁡o vetor de medidas, e 𝒘 ∈ ℜ𝑛𝑣 e 𝒗 ∈ ℜ𝑛𝑣 
os vetores de ruídos aditivos dos estados e do processo. f: ℜ𝑛𝑥  →⁡ℜ𝑛𝑥 indica o 
modelo de evolução de estados: uma função não-linear de variáveis de estado e de 
entrada, corrompida pelos ruídos do processo; e h: ℜ𝑛𝑥 →⁡ℜ𝑛𝑦 ⁡uma função de 
medição (observação), que relaciona estados e parâmetros, e é corrompida por 
ruídos de medição. Supõe-se que 𝒘 e 𝒗 têm média zero e seguem uma distribuição 
normal. O subíndice 𝑘 denota o instante do tempo (SILVA, 2012; RINCON et al., 
2013). 
O problema de estimação do estado visa obter informações sobre o vetor 𝒙 com 
base nos modelos de evolução e observação, considerando as seguintes 
suposições (SILVA, 2012; RINCON et al., 2013; CALIXTO, 2014): 
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 Para o modelo de evolução dos estados, o estado atual depende apenas do 
estado anterior e não de toda a sua história. Apenas o passado mais recente 
importa. 
 As medições dependem apenas do estado atual, elas são independentes 
entre si. 
 O estado atual depende somente da sua observação passada, através de sua 
própria história. 
Métodos bayesianos são ferramentas inferenciais que permitem a estimação das 
variáveis com base no conhecimento disponível do processo e em modelos de 
evolução para as observações e para variáveis a serem estimadas. Esses métodos 
seguem as premissas apresentadas acima e, como são capazes de lidar com 
problemas lineares e não-lineares, com ruído gaussiano e não-gaussiano, e com 
amostras de dados regulares e irregulares, apresentam um leque extenso de 
aplicações, despertando forte interesse no ambiente acadêmico e industrial. 
Entretanto, nem sempre o modelo de evolução é conhecido. Nessas situações, uma 
alternativa é combinar o método bayesiano com outras estratégias, como os 
algoritmos de aprendizagem de máquinas. Essa grande flexibilidade dos métodos 
bayesianos os tornam ferramentas promissoras para integrar sensores inferenciais 
(KHATIBISEPEHR, HUANG e KHARE, 2013; LIU, 2016; SPEEKENBRINK, 2016). 
 
 
3.4. Aplicações dos sensores inferenciais em sistemas de polimerização 
 
Os sensores inferenciais surgiram como alternativa promissora para a falta de 
instrumentos de medição. No contexto de polimerização podem ser utilizados 
principalmente para a inferência de parâmetros de qualidade da resina. Vários 
sensores inferenciais foram estudados, recentemente, na literatura. Ogawa et al. 
(1999) desenvolveram um esquema de sensoriamento on line para parâmetros de 
qualidade, em um processo de produção de polietileno, baseado em modelos 
empíricos e em um filtro de Kalman. Han, Han e Chung (2005) propuseram 3 
sensores virtuais baseados nas técnicas de modelagem caixa preta, máquina de 
vetores de suporte (support vector machine - SVM), regressão por mínimos 
quadrados parciais (partial least squares - PLS), e rede neural artificial (RNA), para 
predição do índice de fluidez em processos de polimerização de estireno-acrilonitrilo 
e de polipropileno. Zhang, Jin e Xu (2006) consideraram um arranjo de redes neurais 
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artificiais agregadas, treinadas de maneira sequencial e visando minimizar o erro de 
predição e a correlação entre as redes, para a predição do índice de fluidez em um 
processo de polimerização de propeno. Gonzaga et al. (2009) propuseram um 
sensor virtual baseado em uma rede neural para monitoramento e controle da 
viscosidade em um processo de produção de tereftalato de polietileno (PET). Jiang 
et al. (2012) desenvolveram um modelo preditivo ótimo para a obtenção do índice de 
fluidez em um processo de polimerização de propeno. Esses autores empregaram 
um método de máquina de vetor de relevância (relevance vector machine - RVM) 
para construção do modelo e um algoritmo de otimização modificado baseado em 
enxames de partículas (modified particle swarm optimization - MPSO) para otimizar 
os parâmetros do RVM. Zhang, Wang e Liu (2014) utilizaram redes neurais com 
funções de ativação de base radial (RBF-NN) agregadas para prever o índice de 
fluidez em um processo de produção de polipropileno. Zhang, Liu e Zhang (2016) 
também consideraram a polimerização de propeno e apresentaram um novo sensor 
virtual baseado em máquinas de aprendizagem extrema (extreme learning machine - 
ELM) para a predição do MI. Nenhum desses autores citados considerou o emprego 
de um filtro de partículas associado com alguma outra ferramenta de estimação para 
a redução de ruídos de medição e melhora na estimação de variáveis latentes. 
 
 
3.5. Comentários finais 
 
O monitoramento adequado é um dos grandes desafios enfrentados pela indústria 
de polimerização. Mesmo com as soluções tecnológicas mais avançadas, nem 
sempre há instrumentos de medida disponíveis. Por isso, os principais parâmetros 
de qualidade da resina formada são geralmente determinados através de analises 
off-lines em laboratórios. Tais métodos são lentos e acabam prejudicando a ação de 
controle devido à baixa frequência de informação fornecida. Caso algum problema 
ocorra na planta, devido à demora da análise, até o controlador tomar conhecimento 
do ocorrido e realizar a ação de controle, haverá perda significativa com produtos 
fora de especificação, além de afetar a segurança da operação. Uma alternativa que 
vem despertando interesse do meio acadêmico e industrial é a utilização de 
sensores virtuais, que, com base em métodos inferenciais, predizem o valor de 
variáveis latentes a partir de variáveis conhecidas, como por exemplo parâmetros 
operacionais facilmente mensuráveis. Esses dispositivos têm sido bastante 
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estudados nos últimos anos e, apesar das melhorias de desempenho já obtidas, o 
desenvolvimento de ferramentas inferenciais para a estimação on line dos 
parâmetros de qualidade das resinas poliméricas continua a ser um problema 
atraente. 
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4 METODOS BAYESIANOS 
 
Este capítulo apresenta uma breve introdução aos métodos bayesianos. 
O objetivo foi explicar de maneira simples, e menos abstrata, sem se 
aprofundar nas bases estatísticas, o princípio de funcionamento. Foram 
destacados dois dos métodos mais utilizados: os filtros de Kalman e os 
filtros de partículas. O segundo, por permitir aplicação em uma gama 
maior de processos, foi mais explorado. 
 
O Teorema de Bayes propõe a utilização de toda a informação disponível (medições 
e fenômenos envolvidos no processo) como fonte de conhecimento para determinar 
a variável desconhecida. O objetivo é reduzir o grau de desconhecimento sobre essa 
variável. Quando obtidas novas informações, estas são combinadas com as 
anteriores, criando a base para os procedimentos estatísticos. Assim, como os 
dados (ou medições) 𝒚 contêm informações sobre os estados (𝒙), eles podem ser 
usados para atualizar a informação de 𝒙 pela determinação da distribuição 
condicional de 𝒙 dado 𝒚, como mostra a Equação 3 (POLZER et al., 2009; 
ORLANDE et al., 2012; LIU, 2016; SPEEKENBRINK, 2016). 
 
0
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Nesta equação 𝜋𝑝𝑜𝑠𝑡𝑒𝑟𝑖𝑜𝑟𝑖(𝑥) representa a distribuição a posteriori de 𝒙⁡ e 
𝜋(𝑥𝑘|𝑦0, … , 𝑦𝑘) a distribuição condicional de 𝒙 dado 𝒚. 𝜋(𝑦0, … , 𝑦𝑘|𝑥𝑘) é a função de 
verossimilhança, que corrige e incorpora mais informações à distribuição a priori 
(𝜋(𝑥𝑘)). Esta última é modelada a partir das informações previamente disponíveis de 
𝒙. 𝜋(𝑦0, … , 𝑦𝑘) é a distribuição de probabilidade marginal das medições. 
Assumindo que os erros de medida são variáveis aleatórias que seguem uma 
distribuição Gaussiana, com média zero e matriz de covariância conhecida W, a 
função de verossimilhança pode ser expressa pela Equação 4 (KAIPIO e 
SOMERSALO, 2004). 
 
41 
  
   
1 2
2 1
0
1
( ,..., ) (2 ) exp
2
Tn
k ky y x 

      
 
W y Y(x) W y Y(x)  (4) 
 
Nesta equação 𝒀(𝒙) representa um vetor com a solução do problema direto, 
considerando o mesmo instante de tempo dos dados experimentais disponíveis (𝒚) e 
empregando os valores dos estados (𝒙); e 𝑛 é o número de dados experimentais 
disponíveis. 
A estimativa também pode ser realizada sequencialmente, para instante de 
amostragem, por meio de um filtro recursivo. Este filtro apresenta duas etapas, uma 
de previsão e outra de atualização. A primeira fornece as variáveis de estado a partir 
do modelo do sistema entre os instantes de amostragem. A segunda modifica o 
valor predito com base nas informações de medição mais recentes 
(ARULAMPALAM et al., 2002; ORLANDE et al., 2012; SHENOY et al., 2011; 
SPEEKENBRINK, 2016). 
Diversos métodos bayesianos estão disponíveis na literatura. Dentre eles, duas 
importantes famílias de filtro, amplamente empregadas no contexto de estimação de 
estados e parâmetros, serão destacadas nessa seção: os filtros de Kalman e os 
filtros de partículas. 
 
 
4.1. Filtros de Kalman 
 
O filtro de Kalman (KF) é um dos métodos de estimação de estados e parâmetros 
mais utilizados. Esta ferramenta atua com um processo de predição-correção 
iterativo. A estimativa é feita a partir do balanço entre as informações do modelo 
dinâmico do processo com a informação do modelo de medição, os pesos são 
selecionados de modo a minimizar o erro quadrático médio da estimativa (JULIER e 
UHLMANN, 1997; WILSON, AGARWAL e RIPPIN,1998; CHEN, 2003). A Figura 6 
mostra um esquema simplificado da atualização do filtro de Kalman como preditor-
corretor. 
As equações de atualização do tempo propagam variáveis de estado e as 
covariâncias para se obter, desta forma, as estimativas a priori para o próximo 
instante. As equações de atualização das medições incorporam uma nova 
informação da variável observável nas estimativas anteriores para obter um ganho 
(ou melhoria) na estimativa a posteriori. A estimação é feita a partir do equilíbrio 
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entre as informações do modelo dinâmico do processo, com as informações do 
modelo de medição e com os pesos, selecionados de modo a minimizar o erro 
quadrático médio da estimativa (CHEN, 2003; DUARTE, 2007). 
 
Figura 6 - Esquema simplificado da atualização do filtro de Kalman como   
preditor-corretor. Fonte: DUARTE (2007). Modificado pelo autor. 
 
 
Para problemas de estimação de estados não-linear, a combinação entre as 
informações do modelo do processo e do modelo de medição resulta num conjunto 
infinito de equações acopladas que não podem ser resolvidas de maneira exata. 
Assim, a aplicação KF fica restrita a sistemas lineares (ELIÇABE e MEIRA, 1988; 
JULIER e UHLMANN, 1997). 
No cenário de polimerização, a técnica mais utilizada baseia-se no Filtro de Kalman 
Estendido (EKF), que é capaz de lidar com as não-linearidades do processo. Esta 
ferramenta começou a ser estudada em 1962, para diferentes aplicações (ELIÇABE 
e MEIRA, 1988. FONSECA, DUBÉ e PENLIDIS, 2009; HALIM e SATA, 2013). Jo e 
Bankoff (1976) foram os primeiros a relatarem o uso de EKF no contexto da 
polimerização. Estes autores utilizaram este filtro para estimar a conversão e o peso 
molecular médio para a polimerização de acetato de vinila num reator CSTR. Desde 
então, inúmeros trabalhos surgiram na literatura aplicando a ferramenta em sistema 
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de polimerização, como Schuler e Suzhen (1985) que consideraram o filtro de 
Kalman estendido para estimação de estado on-line em um processo de 
polimerização de estireno em batelada; e Ellis el al. (1988) que utilizaram o EKF 
para estimação da distribuição de peso molecular em um reator de polimerização de 
metacrilato de metilo (MMA). Mais tarde, Kozub e MacGregor (1992) avaliaram 3 
abordagens baseadas em EKF para um reator de polimerizaçao semi-batelada em 
emulsão de borracha de estireno/butadieno (SRB). Já Sriniwas, Arkun e Schork 
(1995) implementaram um esquema de estimação-controle considerando o EKF e 
um algoritmo de controle preditivo não linear (NL-MPC) para um processo de 
polimerização de 𝛼-Olefina. Em 2002, Prasad et al. (2002) também incorporaram um 
EKF em um esquema de NL-MPC aplicado a um reator de polimerização de 
estireno. Li et al. (2004) estimaram estados não medidos e parâmetros cinéticos 
para um reator contínuo de etileno-propileno-dieno (EPDM). Mais recentemente, 
Shenoy et al. (2011) e Shenoy et al. (2013) compararam o desempenho de filtros de 
Kalman, incluindo a versão estendida, com outros métodos de estimação. 
A utilização do EKF se baseia na linearização local do modelo dinâmico em torno de 
uma condição nominal e, em seguida, na aplicação do filtro Kalman. Então, quando 
o erro de linearização é significativo, o EKF apresenta um desempenho ruim de 
estimativa. Além disso, quando o sistema em estudo apresenta dimensão elevada, a 
resolução das equações de evolução do estado e das funções de medição, para 
cada passo no tempo, torna-se computacionalmente exigente (PRAKASH; 
PATWARDHAN; SHAH, 2010). Assim, para processos altamente não-lineares e com 
grandes dimensões, como no caso da polimerização, esta ferramenta não é a mais 
adequada, entretanto seu uso ainda é bastante difundido devido a sua fácil 
implementação, em comparação com outras técnicas de estimativa, sua robustez e 
também a indisponibilidade de métodos alternativos para lidar com a complexidade 
dos processos de polimerização (JULIER e UHLMANN, 1997; SHENOY et al., 2011; 
SHENOY et al., 2013). 
Para lidar com as limitações de linearidade apresentada pelo filtro de Kalman e por 
sua versão estendida, algumas outras ferramentas surgiram na literatura na década 
de 1990. Pode-se destacar duas novas versões do KF: o Ensemble Kalman Filter 
(EnKF), proposto por Evensen (1994); e o Unscented Kalman Filter (UKF), proposto 
por Julier, Uhlmann e Durrant-Whyte (1995).  
O EnKF substitui a abordagem determinística empregada nos filtros de Kalman pelo 
Método de Monte Carlo para obter um conjunto de amostras aleatórias utilizadas nas 
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etapas de predição e correção. O filtro é inicializado com a criação de N partículas 
de uma dada distribuição. A cada passo no tempo, a partir da distribuição de ruídos 
de estado e de medição, um conjunto com N amostras de ruídos de estado e de 
medição também é criado. Então, as partículas e amostras são propagadas através 
da dinâmica do sistema para calcular uma nuvem de pontos transformados. Esse 
novo conjunto é utilizado para a determinação do ganho de Kalman e atualização 
das variáveis de estado e da matriz de covariância (EVENSEN, 1994; PRAKASH; 
PATWARDHAN; SHAH, 2010). 
O UKF considera um conjunto de pontos (sigma points) escolhidos 
deterministicamente com média e covariância conhecidas e a uncented 
transformation (UT) para gerar uma nuvem de pontos transformados. A partir desse 
novo conjunto obtém-se uma estimativa média e nova covariância que são 
propagadas através da dinâmica do sistema não linear. O ganho de Kalman é então 
determinado e usado para calcular os estados e a matriz de covariância atualizados 
(JULIER; UHLMANN, 2004; PRAKASH; PATWARDHAN; SHAH, 2010; YANG; 
HUANG; PRASAD, 2014). 
Os filtros de partículas são métodos alternativos aos filtros de Kalman, não exibem 
fortes restrições de aplicação e podem ser empregados para sistemas não lineares e 
não gaussianos sem a necessidade de linearização e a imposição de que o sistema 
siga uma distribuição probabilística específica. Por serem menos rígidos, são 
aplicáveis em uma ampla gama de processos e configuram uma estratégia 
interessante para o monitoramento de sistema altamente não lineares, como 
polimerização (ARULAMPALAM et al., 2002; SHAO, HUANG e LEE, 2010; 
SPEEKENBRINK, 2016). 
 
 
4.2. Filtros de Partícula 
 
Filtros de partículas seguem a metodologia de Monte Carlo para resolver um 
problema da inferência bayesiana. Este problema está relacionado com a estimação 
de variáveis latentes em sistemas dinâmicos quando medições parciais estão 
disponíveis. Esta estimação é realizada on-line, de modo que, após cada 
observação sequencial, o estado relacionado a essa observação é estimado. Nesse 
sentido, esses filtros adotam uma abordagem de Amostragem por Importância 
Sequencial (SIS) para estimar a distribuição a posteriori (variáveis desconhecidas) a 
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partir de um conjunto de partículas representativo das variáveis do sistema (SILVA, 
2012; SILVA et al., 2016; SPEEKENBRINK, 2016). 
Os filtros de partícula operam a partir de uma distribuição a priori, que fornece as 
informações necessárias para a análise inicial:  a base para a criação das partículas 
(valores de um estado latente aleatoriamente amostrados). Essas partículas são 
propagadas ao longo do tempo para obtenção dos valores simulados. Para cada 
partícula é atribuído um peso, calculado a partir da função de verossimilhança 
(Equação 4), que compara as informações iniciais (valores simulados) com as 
medidas experimentais. Os pesos incorporam mais informações aos valores 
simulados para a determinação da distribuição posteriori. 
No entanto, ao longo da evolução do algoritmo do filtro pode ocorrer um aumento 
gradual da variação dos pesos das partículas, até o limite extremo (após algumas 
evoluções) quando todas as partículas, exceto uma, têm um peso desprezível. Isto é 
chamado degeneração e requer mais tempo computacional para atualizar amostras 
que ajudam muito pouco na aproximação da distribuição posterior. Utilizar um maior 
número de partículas pode minimizar este efeito, mas, em muitas aplicações, o 
esforço computacional torna esta opção impraticável. Outra possibilidade é usar um 
passo adicional, a reamostragem, no qual as partículas de menor peso são 
eliminadas e as partículas de maior peso são replicadas, mantendo-se o número de 
partida e originando mais partículas perto da região de maior probabilidade. 
O filtro de partículas que apresenta esta etapa adicional é chamado de filtro de 
Amostragem por Importância e Reamostragem Sequencial (SIR) (ARULAMPALAM 
et al., 2002; ORLANDE et al., 2012; SILVA, 2012; SILVA et al., 2016; 
SPEEKENBRINK, 2016) e seu mecanismo está esquematizado, de maneira 
simplificada, na Figura 7. 
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Figura 7 - Esquema simplificado do filtro de partículas SIR. 
 
 
Na literatura existem inúmeros trabalhos abordando estimação de estados e de 
parâmetros através de filtros de partículas. No entanto, poucos são encontrados 
contemplando processos mais complexos, como o caso da polimerização. Do melhor 
conhecimento da autora, os FP ainda não foram extensivamente testados neste 
contexto. 
Em um trabalho pioneiro, Chen, Morris e Martin (2005) consideraram um processo 
de polimerização de metil metacrilato (MMA) em batelada e compararam o 
desempenho de estimação do EKF com um filtro de partículas auxiliar (ASIR-PF). 
Esses autores concluíram que os FP são ferramentas atraentes para aplicações que 
exigem a estimação de estado on-line, como monitoramento de processos, controle 
preditivo e retificação de dados. 
Alguns anos mais tarde, Shenoy et al. (2011) também realizaram estudos 
considerando reatores de polimerização de metil metacrilato e compararam o 
desempenho do FP com o EKF e o Filtro de Kalman Unscented (UKF). Esses 
autores demonstraram que o FP foi superior ao EKF e UKF lidando com 
distribuições não Gaussianas em sistemas não-lineares realistas. Identificaram, 
ainda, que o FP se mostra menos robusto considerando um caso de diferença 
planta-modelo (model mismatch), mas essa limitação pode ser superada utilizando 
um método de bootstrap. Os autores propuseram uma atualização baseada nos 
filtros de Kalman para a geração da distribuição proposta que move as partículas 
para regiões de alta probabilidade. A variante do filtro de partículas resultante dessa 
modificação, quando considerado o UKF, é chamada Filtro de Partículas Unscented 
(UPF). 
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Em trabalho posterior, Shenoy et al. (2013) continuaram investigando a questão da 
incompatibilidade planta-modelo e sua influência na estimação de estado através de 
filtros baseados em atualizações de Kalman e filtros de partículas, considerando 
processos de polimerização. Investigaram também métodos de obtenção de 
estimação pontual a partir das distribuições dos FP. Eles concluíram que os filtros de 
partículas baseados em atualizações de Kalman são mais estáveis que o PF. Em 
relação aos métodos de estimação pontual, eles concluíram que é mais importante a 
robustez do estimador que o método para a extração das estimativas pontuais. 
Os filtros de partículas também podem ser usados associados a outras estratégias 
de predição, como algoritmos de aprendizagem de máquinas. O trabalho de 
Montemerlo et al. (2002) avaliou o desempenho dos filtros de partículas para 
problemas de mapeamento e detecção de posição de robôs. Eles demonstraram 
que o desempenho do novo algoritmo proposto foi superior aos já existentes, 
inclusive quando considerado um número de partículas pequeno. 
 
 
4.3. Comentários finais 
 
Os modelos inferenciais configuram uma alternativa viável para a questão da 
indisponibilidade de instrumentos de medição. Os algoritmos matemáticos 
combinam as informações disponíveis com o modelo do processo e permitem a 
estimação de variáveis e parâmetros. Com o avanço tecnológico é crescente seu 
uso em conjunto com as estruturas de controle. 
No cenário da polimerização, o filtro de Kalman estendido é a ferramenta mais 
utilizada, devido a sua simplicidade de implementação e capacidade de lidar com 
problemas não lineares. Entretanto, quanto maior a não-linearidade, maior seu erro. 
Desse modo, para sistemas complexos e altamente não lineares, como os 
processos de polimerização, esta não é a técnica mais indicada. 
Os filtros de partículas são métodos alternativos ao EKF. Na literatura existem 
incontáveis trabalhos abordando estimação de estado e de parâmetros através de 
filtro de partículas; mas, no cenário de polimerização, as pesquisas ainda não os 
exploraram extensivamente para o monitoramento do processo. No entanto, são 
ferramentas potencialmente viáveis, pois não exibem fortes restrições para sua 
aplicação, como o KF e o EKF. Por exemplo, os FP podem ser usado em sistemas 
não-lineares e não Gaussianos, sem a necessidade de linearização e sem impor a 
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consideração de que a resposta do sistema siga uma distribuição probabilística 
específica. Desse modo, por serem menos rígidos, apresentam uma gama mais 
ampla de aplicações e foram abordados neste trabalho. 
. 
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5 REDES NEURAIS ARTIFICIAIS 
 
Este capítulo apresenta uma visão geral sobre uma importante técnica de 
aprendizagem de máquinas: redes neurais (ou neuronais). Essas 
ferramentas, inspiradas no sistema nervoso biológico, apresentam uma 
estrutura não linear capaz de se adaptar a mudanças no ambiente e 
aprender por experiência. Essas e outras características impulsionam o 
seu uso para a modelagem de processos.  
 
Os algoritmos de aprendizado de máquina são iterativos e "aprendem" através do 
reconhecimento de padrões a partir de dados observados. Quando expostos a um 
novo conjunto de dados, se adaptam de maneira automática. Seu leque de 
aplicações em Engenharia Química é extenso. São muito utilizados para modelagem 
de processos, identificação de falhas, estimação de variáveis, e etc. Dentre os 
muitos algoritmos existentes, podem-se destacar as redes neurais artificiais (RNA), 
os métodos baseados em máquina de vetores de suporte (SVM), os métodos de 
regressão por mínimos quadrados parciais (PSL) e os algoritmos de lógica fuzzy, 
que têm sido extensivamente utilizados nos últimos anos (CANETE et al., 2012b; 
CRACKNELL; READING, 2014; BAS; VEDIDE; EGRIOGLU, 2016; ZHANG; LIU; 
ZHANG, 2016). 
 
 
5.1. Redes Neurais Artificiais: Conceitos fundamentais 
 
As RNA são algoritmos inspirados no sistema nervoso humano, ou seja, nas redes 
neurais biológicas - na capacidade de aprender a partir de seu ambiente e 
disponibilizar esse conhecimento para uso. São elementos processadores 
paralelamente distribuídos, constituídos por agrupamentos de unidades 
processadoras simples, os neurônios artificiais, interconectados e organizados em 
camadas (HAYKIN, 2001; PROTTES, 2009). A Figura 8 exibe um esquema 
simplificado para o neurônio artificial. 
Os sinais de entrada, provenientes do meio exterior (ou de outros neurônios 
anteriores), são multiplicados por seus respectivos pesos sinápticos, simulando a 
sinapse que ocorre no neurônio biológico. Após a multiplicação pelos pesos, as 
informações ponderadas são somadas e a resultante é modificada por uma função 
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de ativação, que gera o sinal de saída do neurônio artificial que é então transmitido a 
outro neurônio (ou para o meio exterior). O termo bias tem o efeito de aumentar ou 
diminuir a entrada líquida da função de ativação, dependendo se ele é positivo ou 
negativo, respectivamente (PROTTES, 2009; SILVA, 2014). 
 
 
 
 
Figura 8 - Esquema simplificado de um neurônio artificial. Fonte: PROTTES, 2009. 
Modificado pelo autor. 
 
 
Uma rede neural funciona com vários neurônios organizados em grupos (ou 
camadas) sequenciados. Os dados são alimentados na camada de entrada e a 
resposta da rede ao seu efeito é observada na saída. Podem existir uma ou mais 
camadas, denominadas ocultas, entre a entrada e a saída da rede. O número de 
neurônios nas camadas de entrada e saída é determinado pelo número de atributos 
do padrão de entrada e de saída. Para as camadas intermediárias, esse número é 
definido empiricamente e varia de problema a problema (HAYKIN, 2001; CANETE et 
al., 2012b; SANTANA, 2012; CRACKNELL; READING, 2014, SILVA, 2014). A Figura 
9 exibe um esquema simplificado de uma rede neural artificial. 
As informações podem ser propagadas em uma rede de duas formas: para frente – 
a partir dos neurônios de entrada, através dos neurônios escondidos (quando 
houver) para os neurônios de saída; ou para trás – a partir da saída de um neurônio 
da camada seguinte para um neurônio na camada anterior, ou mesmo para o próprio 
neurônio. 
Uma rede é classificada como feedforward quando não trabalha com laços de 
informação, e como feedback, quando envolve a retroalimentação de informação 
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(PROTTES, 2008; SILVA, 2014). As Figuras 10 e 11 mostram a estrutura 
simplificada de redes feedforward e feedback. 
 
 
Figura 9 - Diagrama simplificado de uma rede neural artificial. Fonte: PIMENTEL 
(2005). Modificado pelo autor. 
 
 
 
 
Figura 10 - Estrutura simplificada de redes feedforward. 
 
 
As redes neurais exibem estrutura não linear e interligada, porém simples, e 
capacidade de aprendizagem e de auto-organização (adaptabilidade). Além disso, 
pode-se afirmar que são tolerantes a falhas, uma vez que danos a um neurônio não 
compromete o conjunto como um todo, apenas promove uma degradação suave do 
desempenho. Em virtude dessas características atrativas, essas estruturas são 
muito empregadas para a identificação de sistemas e modelagem de processos. 
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Para isso, é necessária uma etapa de treinamento (HAYKIN, 2001; PROTTES, 
2009; SILVA, 2014). 
 
 
 
Figura 11 - Estrutura simplificada de redes feedback. 
 
 
Durante a aprendizagem, também chamada de treinamento, a rede reconhece e 
extrai padrões relevantes do conjunto de informações recebido, estabelecendo uma 
representação própria do problema. Esse passo consiste no ajuste dos pesos 
sinápticos que conectam os neurônios e dos biases, e pode ser encarado como um 
problema de otimização (NOSE FILHO; LOTUFO; LOPES,2008; PROTTES, 2009; 
CRACKNELL e READING, 2014). 
Existem duas abordagens para o treinamento de uma rede neural: supervisionada e 
não supervisionada. No primeiro caso, considera-se a presença de um “professor” 
que indica as relações entre as entradas e saídas. Para isso, são informados à rede 
conjuntos padrões de entrada e de saída para que ela identifique as relações 
relevantes e determine as saídas desejadas. Essa saída é então comparada com o 
conjunto de padrão e o erro gerado pelo cálculo da rede é minimizado com ajustes 
nos biases e pesos das conexões. Já com o aprendizado não supervisionado, a rede 
descobre os padrões nos dados de maneira autônoma e aprende a como refletir 
essa informação na sua saída (PROTTES, 2009; SILVA, 2014). 
Para essas tarefas de identificação de sistemas e modelagem de processos, as 
redes, devidamente treinadas, devem responder coerentemente diante de padrões 
desconhecidos. Vale destacar que, como qualquer modelo empírico, uma rede 
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neural não deve ser usada para condições operacionais externas a faixa utilizada 
para seu treinamento (SOARES, 2013).  
Um grande desafio para a obtenção de modelos neurais é a definição de sua 
arquitetura, ou seja, número de camadas e neurônios. Redes de grandes 
arquiteturas são complexas e podem levar a casos de overfitting, ou seja, 
conseguem explicar bem demais apenas o conjunto de dados utilizados para 
treinamento. Nesse caso, a capacidade de generalização para além desse conjunto 
é prejudicada. Um outro problema pode surgir se a arquitetura da rede for muito 
simples, levando ao underffiting, já que a rede não consegue captar todas as 
relações relevantes entre os conjuntos de dados (PROTTES, 2009; SILVA, 2014). 
Para garantir uma boa capacidade de generalização, na maioria das vezes, o 
conjunto de dados padrão da rede é dividido em três grupos. O primeiro contempla 
um volume maior de dados e é utilizado na etapa de treinamento da rede. O 
segundo avalia a capacidade de generalização, que é a etapa de validação. O 
terceiro é utilizado para testar a rede (SILVA, 2014). 
Existem diversos tipos de topologias de redes neurais, dentre as quais vale destacar 
as Redes Perceptron Multicamadas (MLP), que são as mais difundidas na literatura 
(SOARES, 2013) e são utilizadas nesse trabalho.  
 
 
5.2. Redes Perceptron Multicamadas 
 
As MLP são redes feedforward organizadas em uma camada de entrada, uma ou 
mais camadas escondidas e uma camada de saída. O algoritmo de treinamento 
geralmente utilizado é o backpropagation, que consiste em um método de 
aprendizagem pela correção do erro e envolve duas etapas: propagação e 
retropropagação (PROTTES, 2009). 
Na etapa de propagação, o padrão de entrada se propaga pela rede, sempre para 
frente, de camada a camada, e gera uma saída. Os pesos e biases da rede são 
mantidos fixos. Na segunda etapa, esses parâmetros são reajustados de acordo 
com o sinal do erro entre a saída predita pela rede e a saída padrão (PROTTES, 
2009; SANTANA, 2012; SILVA, 2014). 
A grande vantagem de uma rede MLP é que, com uma única camada oculta, já 
permite a aproximação de qualquer função contínua, e com duas camadas, de 
qualquer função (PROTTES, 2009). Além disso, com as funções de ativação dos 
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neurônios e as sucessivas camadas, são capazes de incorporar as não-linearidades 
do problema a ser modelado. 
A estrutura interconectada de uma rede neural permite que ela trate de processos 
altamente não-lineares, tornando-se uma ferramenta potencial e bastante atrativa 
para modelagem e controle de sistemas complexos, como o caso da polimerização. 
De fato, essas ferramentas foram, e ainda são, muito exploradas nesse contexto. 
Alguns exemplos de aplicações são apresentados a seguir. 
 
 
5.3. Aplicações em sistemas de polimerização 
 
Zhang et al (1998) propuseram uma rede neural artificial que prediz a trajetória das 
variáveis de qualidade em um processo em batelada de polimerização de 
metilmetacrilato com precisão, mesmo na presença de impurezas. Paralelamente, 
Meert e Rijckaer (1998) compararam diferentes tipos e arquiteturas de redes neurais 
para modelagem do comprimento da cadeia polimérica.  
Nos anos seguintes, surgiram vários estudos envolvendo diferentes tipos de redes 
neurais, tais como feedback, feedforward, fuzzy, híbrida, etc., para modelagem, 
otimização e controle de sistemas de polimerização (HOSSEN et al, 2014).  
Horn (2001) aproximou a dinâmica desconhecida de um sistema de polimerização 
em batelada a partir de uma rede neural, usando apenas as variáveis de estado 
medidas de uma batelada para o treinamento. Hanai et al. (2003) propuseram um 
modelo de rede neural fuzzy para estimar a razão de cis-polibutadieno, o índice de 
polidispersão desse polímero e a taxa de conversão. 
Atasoy et al. (2006) estudaram um esquema de controle baseado em redes neurais 
para um processo contínuo de polimerização de acrilonitrila. Zhang (2008) também 
apresentou um modelo de RNA associado a uma estratégia de controle ótimo para 
um reator simulado de polimerização em batelada, considerando a presença de 
incompatibilidade planta-modelo e perturbações desconhecidas. Hossen et al. 
(2011) utilizaram um modelo baseado em RNA em um esquema de controle 
preditivo (NN-MPC) para estimar o comportamento futuro do processo em um 
horizonte de tempo específico. Esses autores compararam o desempenho de 
controle com um arranjo PID convencional e concluíram que o desempenho NN-
MPC é superior. 
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Cunha, Souza Junior e Folly (2010) desenvolveram um sensor virtual baseado em 
RNA para a determinação do índice de fluidez e do teor de solúveis em xileno a 
partir de dados industriais de produção de polipropileno. Zhang e Liu (2013) também 
utilizaram um modelo baseado em uma rede neural tipo fuzzy para o monitoramento 
on-line do índice de fluidez em um processo de produção de polipropileno. Hosen et 
al. (2014) utilizaram um algoritmo de predição de intervalo baseado em redes 
neurais (PI-NN) para a modelagem de um reator de polimerização de estireno em 
batelada. Golzar, Amjad-Iranagh e Modarress (2016) testaram diferentes equações 
cúbicas de estado e uma rede neural artificial para predizer as propriedades 
termodinâmicas de misturas de polímeros e solvente. Entretanto, esses autores não 
consideraram estratégias de redução de incerteza de medida associadas às 
ferramentas de estimação. 
 
 
5.4. Comentários finais 
 
As redes neurais artificiais são estruturas processadoras inspiradas na capacidade 
de processamento paralelo tolerante a falhas do sistema nervoso biológico. Exibem 
características excepcionais, tais como adaptabilidade e capacidade de 
mapeamento entrada-saída, além de serem facilmente montadas a partir da 
integração entre as unidades processadoras mais simples (neurônios). Por natureza 
são multivariáveis, permitindo lidar com problemas complexos e de dimensões 
elevadas, com múltiplas entradas e saídas. Em virtude dessas características 
atrativas, essas estruturas têm sido bastante aplicadas em processos de 
polimerização ao longo dos anos. 
Entretanto, os modelos neurais “aprendem” através do reconhecimento de padrões a 
partir de dados observados e, quando esses dados são corrompidos por incertezas 
de medição, seu desempenho é prejudicado. Desse modo, sua utilização em 
conjunto com uma estratégia de redução de incerteza tem grande potencial de 
melhorar seu desempenho.  
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6 METODOLOGIA  
 
Conforme apresentado nas seções anteriores, para a indústria de 
polimerização, o monitoramento é um passo crítico. Nem sempre existem 
ferramentas disponíveis para medição da maioria dos parâmetros de 
qualidade do produto final. Na ausência de tais dispositivos, análises off-
line são realizadas em laboratórios. Entretanto, estes métodos são lentos 
e inviabilizam a ação de controle em virtude da baixa frequência das 
informações fornecidas. Uma alternativa bastante explorada ultimamente 
considera o uso de sensores inferenciais. Esses dispositivos fornecem o 
valor de variáveis latentes a partir de parâmetros operacionais com 
medição disponível. Nesse sentido, a presente seção apresenta o 
procedimento necessário para a implementação de um esquema de 
controle com um sensor virtual associado, composto por um filtro de 
partículas e uma rede neural, o qual é aplicado a um reator de 
polimerização de propeno simulado. Vale destacar que, durante a revisão 
bibliográfica para esta dissertação, não foram encontradas referências 
integrando redes neurais e filtros de partículas no contexto de 
polimerização, o que permite dizer que o procedimento aqui apresentado 
é uma contribuição inédita para a área de controle de sistemas de 
polimerização. 
 
Em sistemas complexos, como o caso da polimerização, é muito difícil obter 
modelos que expliquem todos os fenômenos envolvidos no processo. Sempre há 
uma diferença de comportamento entre a planta real e o modelo. Devido a isso, 
neste trabalho foram considerados diferentes modelos na etapa de obtenção das 
medidas simuladas e no sensor virtual. Consideraram-se a definição de um modelo 
rigoroso para obtenção das medidas simuladas, a proposta de um modelo 
simplificado para a implementação do filtro de partículas on-line e a criação de uma 
rede neural para a estimação dos parâmetros de qualidade do polímero. Desse 
modo, as incertezas das medições disponíveis, tais como temperaturas, vazões e 
volume da mistura reacional, foram reduzidas, e o MI e o XS, considerados aqui 
latentes, foram estimados a partir dessa informação melhorada. 
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6.1. Definição do modelo rigoroso 
 
O sistema estudado neste trabalho foi baseado no modelo proposto por Dutra et al. 
(2014), que considerou a polimerização em massa de propeno com alimentação de 
monômero líquido puro em CSTR operando a alta pressão - tecnologia LIPP. 
Assume-se que:  
 Propeno líquido é utilizado como meio de suspensão para as partículas de 
polímero; 
 A desativação do catalisador Ziegler-Natta ocorre;  
 Trietilalumínio (TEA) e benzoato de para-etoxi etilo (PEEB) são utilizados 
como aditivos; 
 Hidrogênio participa como agente de transferência de cadeia;  
 Como a polimerização é extremamente exotérmica, um condensador de topo 
controla a temperatura do reator. 
Dutra et al. (2014) não consideraram o reaproveitamento de propeno não reagido, 
que é uma parcela significativa da corrente de saída do processo, pois a conversão 
de reação dificilmente ultrapassa 45%. Isso serve para se evitar efeitos adversos, 
como o aumento da viscosidade do meio reacional que influencia negativamente na 
troca térmica do reator. Entretanto, a questão do reciclo material foi abordada por 
Dias, Dutra e Silva (2016b). Esses autores consideraram que a corrente de saída do 
reator (?̇?𝑠), que é uma lama composta por polímero (?̇?𝑃𝑜𝑙) e monômero não reagido, 
passa através de um separador líquido-vapor tipo flash. Depois, após a compressão, 
retorna como um líquido para o reator por uma corrente de reciclo (?̇?𝑅𝑒𝑐), combinada 
com a alimentação monômero fresco (?̇?𝑀), que é utilizada para atingir a taxa de 
produção desejada.  
É importante destacar as variáveis operacionais e de qualidade do polímero para o 
reator. Normalmente, a taxa de polimerização é controlada ajustando-se a 
temperatura do reator, e a produtividade, pela manipulação da corrente de 
alimentação de catalisador. Em relação à qualidade do polímero, a rigidez do 
polímero e o tamanho da cadeia, que estão relacionados com XS e MI, são definidos 
respectivamente pelas taxas de alimentação de aditivos (TEA e PEEB) e hidrogênio 
gasoso, no caso de se utilizarem catalisadores Ziegler-Natta. Além disso, a 
temperatura do condensador e o volume e a temperatura do reator são mantidos 
pela manipulação das taxas: de alimentação do refrigerante para o condensador, de 
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saída de lama do reator e de monômero condensado. Para evitar a instabilidade que 
a inserção da corrente de reciclo pode promover, a alimentação do monômero do 
reator (?̇?𝐶𝑜𝑚𝑏) é mantida constante, pela manipulação da corrente de alimentação 
de monômero fresco.  
Um fluxo simplificado para este processo de polimerização é mostrado na Figura 12. 
 
 
 
Figura 12 - Fluxograma simplificado do processo. 
 
 
Neste esquema, ?̇?𝑇𝐸𝐴, ?̇?𝑃𝐸𝐸𝐵, ?̇?𝐻 e ?̇?𝐶𝑎𝑡 indicam as correntes de alimentação de 
TEA, PEEB, hidrogênio e catalisador, respectivamente. ?̇?𝑀𝑐 representa a vazão de 
monômero aquecido que é enviada para o condensador e retorna arrefecida para o 
reator, ?̇?𝑊 e 𝑇𝑊, a vazão e a temperatura de líquido refrigerante, que auxilia na troca 
térmica no condensador. 
As contribuições de Dutra et al. (2014) com a proposta da integração mássica de 
Dias, Dutra e Silva (2016b) foram combinadas resultando no modelo do processo 
que é utilizado aqui para a obtenção das medidas simuladas e que está 
representado nas Equações 5 – 24. 
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Balanço de massa global: 
sPEEBTEAHcomb mmmmm
dt
dV
   
(5) 
Nesta equação, ρ representa a densidade do meio e V o volume da mistura 
reacional. 
Balanço de massa para o monômero: 
( )
( )Comb M s p tM
M
m W md V M
V M k k Cat
dt PM

 
        
(6) 
Nesta representação, M, WM e PMM são, respectivamente, a concentração, a fração 
e o peso molar do monômero no reator. 
Balanço de massa para o catalisador: 
( ) s
Cat d
md V Cat
m Cat V k Cat
dt



        
(7) 
Na expressão (7), Cat e kd indicam a concentração e a constante cinética de 
desativação do catalisador  
Balanço de massa para o hidrogênio 
2
2 2
( ) sH
tH
H
md V H m
H V H k Cat
dt PM



         
(8) 
Nesta equação, PMH e H2 representam o peso molar e a concentração de 
hidrogênio, e ktH  a constante cinética de transferência de cadeia por hidrogênio 
Balanço de massa para o polímero 
PolPol mR
dt
dPol
  
(9) 
O termo RPol indica a taxa de polimerização e Pol a massa de polímero no reator. 
Balanço de massa para os aditivos 
PolTEA m
Pol
TEA
m
dt
dTEA
   
(10) 
PolPEEB m
Pol
PEEB
m
dt
dPEEB
   
(11) 
Nesta representação, TEA e PEEB são, respectivamente, as massas de aditivos 
TEA e PEEB.  
Taxa de reação: 
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Pol m pR PM V M k Cat       (12) 
O termo kp indica a constante cinética de propagação de cadeia. 
Balanço de massa nos divisores de corrente: 
sMc mWm  Re  (13) 
sMPol mWm   )1(  (14) 
Densidade do meio reacional: 
PolPolMM WW    (15) 
Em que ρM e ρPol são, respectivamente, as densidades do monômero e do polímero. 
Balanços de momentos dos polímeros vivo e morto: 
0d dCat
dt dt

  
(16) 
1
1 2 1
( )
[ ( ) ]s p tH ts d
md V
V k M Cat k H k k
dt

 


             
(17) 
2
2 1 2 2
( )
[ ( 2 ) ( ) ]s p tH ts d
md V
V k M Cat k H k k
dt

  


               
(18) 
2
( )
( ) ]k s k tH ts d k
d V m
V k H k k
dt

 


          
(19) 
Em que λ0, λ1, λ2, e λk são, respectivamente, os momentos de ordem zero, um, dois e 
k de uma distribuição de tamanhos de cadeia de um polímero vivo. μk  é o momento 
de ordem k de uma distribuição de tamanhos de cadeia de um polímero morto. 
Balanço de energia no reator 
PolTcMVTcPM
QRHTTTcm
dt
dT
PolpMpM
PoleeMpM



)()(
)()()(
,,
1,

 
(20) 
)]()()([ ,1 TTTTcmQ McMpMc    (21) 
Em que cp,M e cp,Pol são, respectivamente, os calores específicos do monômero e do 
polímero; Te, a temperatura de alimentação do monômero; T e Tc, as temperaturas 
de saída do reator e do condensador; Q1, a quantidade de calor total retirada pelo 
condensador de topo. ∆𝐻 é o calor de reação e 𝜆𝑀 é o calor latente de vaporização 
do monômero. 
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Equação para a temperatura do condensador 
)(,,
21
WWpWc
c
TcM
QQ
dt
dT


  
(22) 
Equação para a temperatura da camisa 
)(
)()(
,,
2,,,
WWpWc
WeWeWWpWW
TcM
QTTTcm
dt
dT




 
(23) 
)(2 Wc TTUAQ   (24) 
Nas Equações (22) – (24), TW,e representa a temperaturas de entrada água na 
camisa de refrigeração; Mc e Mc,W, as massas de monômero e de água, 
respectivamente, no condensador e na camisa, admitidas constantes; cp,W, o calor 
específico da água; UA, o coeficiente global de transferência de calor; Q2, a 
quantidade de calor total retirada pela camisa de refrigeração do condensador.  
Para obter informações mais detalhadas sobre o modelo, o leitor interessado é 
encorajado a consultar as referências originais (DUTRA et al., 2014; DIAS, DUTRA e 
SILVA, 2016b). 
De modo a quantificar as propriedades finais do polímero, dadas em termos de 
médias, tais como pesos moleculares médios numérico e mássico (respectivamente, 
Mn e Mw), índice de polidispersão (PD), MI, XS, etc., devem ser tomadas 
correlações. Geralmente, estas propriedades são calculadas com base nos balanços 
de momento estatísticos das cadeias de polímeros vivos e mortos. Neste trabalho, 
foram estudadas somente o MI e o XS. 
O índice de fluidez fornece uma ideia da facilidade do polímero em fluidez quando 
fundido. Pode ser calculado a partir de correlações empíricas, conforme dado pela 
Equação 25 (LATADO et al., 2001), na qual a1 e a2 são constantes. 
21 )log()log( aMaMI W   (25) 
O teor de solúveis em xileno está relacionado com a fração de material atático na 
resina polimérica, fornecendo informação sobre a rigidez do material, e pode ser 
calculado a partir da Equação 26 (MACHADO e PINTO, 2011). A variável Rp é a taxa 
de reação do polímero vivo, e XSR e KXS são parâmetros. 












 XS
PEEB
TEA
KXS
Pol
R
dt
dXS
XS
Rp 1  (26) 
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A representação matemática desse reator resultou então em um modelo não-linear 
dinâmico rigoroso composto por 17 equações diferenciais combinadas com 48 
equações algébricas. Esse conjunto de equações foi utilizado neste trabalho para 
simular o funcionamento do reator de polimerização de propeno, no lugar da planta 
real. O modelo foi implementado no software Matlab em um computador com 
processador Intel® Core i7 ™. A rotina de integração utilizada foi a ode15s.m, que 
utiliza métodos de diferenciação numérica (NDF) adequados para problemas rígidos 
(stiff), como a polimerização de propeno, em que as mudanças dinâmicas 
associadas a algumas variáveis, como as espécies catalíticas intermediarias, são 
muito mais rápidas que àquelas referentes aos demais estados do modelo  
 
 
6.2. Simplificação do modelo 
 
Um modelo simplificado do processo foi utilizado para demonstrar a confiabilidade 
do algoritmo de filtro de partículas contra a diferença entre modelo e planta, 
conhecida como plant-model mismatch, e também para evitar o uso do mesmo 
modelo para gerar as medidas simuladas e obter os valores estimados - o que é 
bem conhecido como crime inverso (KAIPIO e SOMERSALO, 2004). Para isso, 
considerou-se rápida a dinâmica da camisa de resfriamento do reator e os balanços 
de momento estatístico de polímero vivos e mortos foram desprezados. Foi utilizada 
uma técnica de aprendizagem de máquinas com aprendizagem supervisionada, 
nomeadamente uma rede neural, para obtenção dos parâmetros de qualidade da 
resina: índice de fusão (MI) e do teor de solúveis em xileno (XS).  
Para o projeto do modelo neural, foi utilizado o Neural Network Toolbox do software 
Matlab R2011b, que fornece algoritmos e funções para a criação, treinamento e 
validação de redes neurais. As variáveis que têm efeito sobre MI e XS foram 
determinadas pelo conhecimento do processo. 
Geralmente, as propriedades finais da resina polimérica são calculadas com base 
nos balanços de momento estatístico das cadeias de polímero vivo e morto. Esta 
técnica de momentos permite o cálculo de determinadas propriedades a partir dos 
balanços de massa das espécies presentes no sistema, ou seja, monômero, 
hidrogênio, catalisadores, cocatalisadores e polímero. 
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Assim, a temperatura do reator, que influencia na atividade catalítica, a massa de 
monômero e de hidrogênio na mistura reacional e a produtividade têm efeito direto 
no peso molecular médio mássico de um polímero e, consequentemente, em seu 
índice de fluidez. Então, estas quatro variáveis foram consideradas como 
informações de entrada para rede para obtenção do MI. Mas, como as massas de 
monômero e hidrogênio geralmente não são medidas em linha, consideram-se, em 
substituição, as suas vazões de alimentação. 
Por sua vez, o teor de solúveis em xileno está relacionado com a fração de material 
atático na resina, e é influenciado diretamente pelas massas dos aditivos trietil-
alumínio e para-etoxi-etil-benzoato e do polímero. Desse modo, as vazões de 
alimentação de TEA, PEEB e de polímero produzido foram consideradas 
informações de entrada para a obtenção de XS. 
Os dados de entrada e saída utilizados no treinamento da rede neural foram 
retirados de simulações (𝑥𝑒𝑥𝑎) e corrompidos por um número aleatório que segue 
uma distribuição Gaussiana com média nula e desvio padrão de 5% do valor 
nominal da variável (𝑥𝑛𝑜𝑚), como mostra a Equação (27).  
(0,0.05 )i exa nomx x N x    (27) 
Os padrões de entrada e saída foram normalizados em relação aos seus valores 
máximos e mínimos para garantir que a diferença de magnitude entre as variáveis 
não influencie negativamente no desempenho da rede. Para a captação de dados, o 
controle MI e XS foi considerado em malha aberta e o processo foi simulado 
considerando-se o modelo rigoroso. A normalização foi realizada de acordo com a 
Equação 28, fornecida por Cunha, Souza Júnior e Folly (2010). 
min,
,
max, min,
( )
0.8 0.1
( )
i i
n i
i i
x x
N
x x

 

 (28) 
Nesta equação 𝑁𝑛,𝑖⁡ e 𝑥𝑖representam a variável normalizada e original. 𝑥min,i e 𝑥max,i 
são os valores mínimos e máximos dessa variável. 
A expressão 28 foi escolhida como forma de evitar os valores extremos, 0 e 1, no 
treinamento da rede. Desse modo, os padrões de entrada e saída ficaram 
distribuídos entre 0,1 e 0,9.  
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Uma rede neural artificial feedforward foi gerada e treinada. Várias arquiteturas com 
uma camada escondida, considerando diferentes funções de ativação e número de 
neurônios, foram testadas ao longo das simulações e avaliadas em termos do 
SDRATIO, que relaciona o desvio-padrão do erro de predição e o desvio-padrão do 
conjunto de dados original, e do coeficiente de determinação (R²). Para a etapa de 
treinamento, utilizou-se o método de otimização de Levenberg-Marquardt em uma 
estratégia de validação cruzada que treina a rede de maneira iterativa. Os 
parâmetros empregados, definidos empiricamente, estão mostrados na Tabela 1. O 
número de épocas máximo representa o número de vezes que um padrão é 
apresentado a rede e a taxa de aprendizado é utilizada para atualizar os pesos e 
biases. 
 
Tabela 1 - Parâmetros de treinamento das redes Perceptron Multicamadas. 
Número máximo de épocas  200 
Erro final desejado 0 
Taxa de aprendizado 10-3 
 
 
A Tabela 2 apresenta as funções de ativação testadas para as camadas oculta e de 
saída. As redes são identificadas em função do tipo, MLP (Perceptron milticamadas), 
do número de padrões de entrada, do número de neurônios da camada escondida e 
do número de padrões de saída. 
Os padrões da rede foram divididos em três conjuntos: treinamento (70% do volume 
de dados), validação (20%) e teste (10%). As etapas de treinamento e validação 
influenciam nos valores dos pesos da rede, já a etapa de teste avalia a capacidade 
de generalização do modelo quando considerado um novo conjunto de dados. 
A verificação da rede foi realizada pela comparação dos dados padrões simulados e 
os estimados utilizando-se dois critérios: o SDRATIO e o Coeficiente de determinação 
(R²). O SDRATIO é a razão entre o desvio padrão do erro de predição e o desvio 
padrão do conjunto original de dados. Quanto mais próximo de zero ele for, mais 
precisa será a estimativa. Segundo CUNHA, SOUZA JUNIOR e FOLLY (2010), 
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valores abaixo de 0,2 são considerados bons. O R2 indica o quão bem um modelo 
consegue explicar os valores observados e quanto mais próximo de 1, melhor o 
desempenho de estimação.  
 
Tabela 2 - Funções de ativação testadas para as camadas oculta e de saída. 
RNA Camada oculta Camada de saída 
MLP 6-2-2 Hiperbólica Linear 
MLP 6-2-2 Sigmoide Linear 
MLP 6-5-2 Hiperbólica Sigmoide 
MLP 6-8-2 Hiperbólica Sigmoide 
MLP 6-8-2 Hiperbólica Linear 
MLP 6-10-2 Sigmoide Hiperbólica 
MLP 6-10-2 Hiperbólica Sigmoide 
MLP 6-10-2 Sigmoide Linear 
MLP 6-15-2 Sigmoide Linear 
MLP 6-15-2 Sigmoide Sigmoide 
 
 
Para avaliar o desempenho do modelo simplificado, foi também considerado um 
passo de verificação baseado na comparação dos resultados obtidos com ambos os 
modelos de processo (rigoroso e simplificado). 
 
 
6.3. Implementação do filtro de partículas on-line 
 
Duas camadas hierárquicas compõem o sistema de controle PI (Proporcional-
Integral) para o processo de polimerização de propeno. A camada primária (controle 
supervisório) garante o cumprimento das especificações de qualidade da resina e 
inclui as malhas do MI e XS. A camada secundária (controle regulatório) garante a 
estabilidade da operação, atenua os efeitos das perturbações e inclui as malhas 
para o volume e temperatura do reator, temperatura do fluido refrigerante, taxa de 
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produção de polímero e de alimentação de monômero. Os tempos de amostragem 
para as camadas regulatórias e supervisórias considerados foram, respectivamente, 
1 e 10 minutos. Este sistema de controle é baseado na configuração feedback, de 
modo que o monitoramento do processo é uma etapa importante. Neste sentido, 
este trabalho considera a existência de variáveis latentes e que todas as medições 
disponíveis apresentam incertezas, como visto em sistemas de produção reais, 
sendo assim, um cenário que estimula o uso de ferramentas de estimação.  
Desse modo, para avaliar o impacto das incertezas no controle do processo,  no 
instante de tempo 𝑡 = 60ℎ, aplicou-se um degrau regularizado de magnitude 10 °C 
na temperatura de alimentação do monômero (teste regulador) e outro de magnitude 
2 no set point de XS (teste servo), considerando-se dois casos: (1) um sistema ideal 
(medições sem ruído) considerando valores exatos; e (2) um sistema mais realista, 
assumindo ruído gaussiano com média zero e desvio padrão de 5% para os dados 
exatos simulados (𝑦𝑒𝑥𝑎). 
Na maioria das aplicações práticas, as informações sobre as incertezas de medição 
não estão disponíveis. Prata (2009) faz a caracterização das variâncias dos erros de 
medição para o processo de polimerização em massa de propeno considerando a 
tecnologia LIPP. O nível de incerteza considerado (5% do valor exato) neste trabalho 
é superior ao determinado por Prata (2009) e foi intencionalmente selecionado para 
avaliar o desempenho da ferramenta proposta diante de informações com baixa 
qualidade. A Equação 29 indica como foram obtidas as medidas simuladas. Nesta 
representação, 𝑦𝑒𝑥𝑎 corresponde ao valor previsto pelo modelo rigoroso. Para esta 
primeira etapa de comparação, todas as variáveis foram consideradas medidas em 
linha. 
 
Ν(0,0.05 )m exa exay y y    (29) 
 
Avaliou-se também o desempenho do controlador na presença de um filtro 
Bayesiano SIR. Neste caso, antes do cálculo da ação de controle (𝛥𝑢𝑘), as variáveis 
de processo são estimadas - isto é, o ruído das medições deve ser reduzido e as 
variáveis latentes obtidas através do sensoriamento virtual, que fornece 𝑦𝑒𝑠𝑡, como 
mostrado na Figura 13. As ações controle são calculadas com base no algoritmo de 
velocidade PI (DUTRA et al., 2014). 
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Figura 13 - Representação esquemática do sistema de controle feedback baseado 
em sensores virtuais. 
 
 
Os filtros foram testados com diferentes números de partículas (10, 50, 100 e 200) e 
níveis de incerteza para a evolução dos estados (1%, 5% e 10%). A configuração 
que apresentou melhor desempenho foi selecionada para uso associado com a rede 
neural e as estruturas de controle. Foi considerado um intervalo de credibilidade de 
99% calculado para cada tempo de amostragem pelas Equações 30 e 31. 
 
inf 2,576est estL y     (30) 
sup 2,576est estL y     (31) 
 
Nestas equações, 𝐿inf e 𝐿sup são os limites de credibilidade inferior e superior; e 𝜎𝑒𝑠𝑡 
representa a incerteza das partículas. 
Para avaliar o desempenho do filtro, propõe-se nesta dissertação a determinação da 
largura máxima do intervalo de credibilidade (MWCI), em vez de usar o bem 
conhecido erro médio quadrático (RMSE). As métricas fornecidas pelo RMSE 
refletem o desempenho médio do filtro ao longo do tempo com base no valor real da 
variável, o que não é possível para os processos químicos em geral. Em 
contrapartida, o MWCI avalia a performance global de estimação com base nas 
68 
  
variáveis estimadas, algo mais consistente para utilização em tempo real. Além 
disso, vale a pena afirmar que quanto mais estreita é a largura do intervalo, mais 
precisa é a estimação do filtro de partículas, uma vez que as partículas têm uma 
faixa mais limitada de valores considerados aceitáveis, estando mais próximos dos 
valores reais. 
O cálculo da largura máxima foi realizado para cada variável estimada, 
nomeadamente: volume da reação, temperaturas do reator e do condensador, e a 
corrente de alimentação de monômero. Por levar em conta apenas os valores 
estimados, esse fator se apresenta promissor, mas deve ser considerado com 
cautela. Quando a degeneração das partículas acontece, a espessura do intervalo 
de credibilidade diminui drasticamente. Se esta degeneração ocorrer com 
frequência, o valor MWCI fica comprometido e pode levar a conclusões errôneas 
sobre a qualidade da estimativa. 
Uma forma de avaliar a presença deste efeito negativo é considerar o tamanho 
efetivo da amostra (𝑁𝑒𝑓𝑓), isto é, o número de partículas capazes de aproximar a 
distribuição de estado a posteriori (ARULAMPALAM et al., 2002). O 𝑁𝑒𝑓𝑓⁡ pode ser 
determinado pela Equação 32 (KONG; LIU; WONG, 2000). Se apresentar um valor 
pequeno, indica degeneração severa. Assim, este parâmetro também é avaliado, 
juntamente com o MWCI, para garantir a escolha do filtro de partículas com melhor 
desempenho. 
 
1 ( )
eff i
k
N
N
Var w


 (32) 
 
Nesta equação, 𝑁 representa o número de partículas 
Finalmente, para avaliar o desempenho do esquema de controle proposto, foram 
realizados testes servo e regulador, incluindo mudanças no set point do MI e XS e 
na temperatura de alimentação do monômero. 
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7 RESULTADOS E DISCUSSÃO 
 
Este capítulo apresentada os principais resultados de todas as etapas 
desse trabalho de pesquisa, acompanhados de uma discussão sobre 
seus significados 
 
 
7.1. Simplificação do modelo 
 
Como forma de evitar o crime inverso e avaliar o desempenho da ferramenta 
proposta diante de um caso de plant-model mismatch, o modelo rigoroso foi 
simplificado. Assim, a Equação 23 do modelo rigoroso foi substituída pela Equação 
34, obtida a partir da consideração mostrada na Equação 33. 
0W
dT
dt
  
(33) 
 
 
,
,
W p W We We c
W
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
 
 
(34) 
Para o treinamento da rede foram considerados 200 pontos simulados, corrompidos 
por uma incerteza de 5% do valor nominal de cada variável. A Figura 14 mostra a 
distribuição dos dados padrões normalizados utilizados, para o índice de fluidez e 
teor de solúveis em xileno. 
 
  
(A) (B) 
Figura 14 - Distribuição dos dados padrões normalizados: A) Índice de Fluidez; e B) 
Teor de Solúveis em Xileno. 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0
10
20
30
40
50
Índice de Fluidez
F
re
q
u
ê
n
c
ia
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0
10
20
30
40
50
Teor de Solúveis em Xileno
F
re
q
u
ê
n
c
ia
70 
  
Pode ser observado que os dados de XS estão mais distribuídos no intervalo 
considerado, enquanto para o caso do MI, os dados estão concentrados nos 
primeiros 60% da faixa considerada. Isso não é o ideal para o treinamento de uma 
rede, uma vez que uma parcela dos dados não é bem representada. Entretanto, a 
região de maior volume de dados, ou seja, melhor representada pela rede, é a 
região de operação desejada. Desse modo, o desempenho do esquema de controle 
com a rede não é prejudicado pela não uniformidade dos padrões de treinamento. 
A Tabela 3 mostra o desempenho das 10 melhores redes testadas, ordenadas e 
concordância com a Tabela 2. De acordo com o SDRATIO da estimação e o 
coeficiente de determinação para as etapas de validação e teste da rede, que 
indicam a capacidade de generalização do modelo, a rede que apresentou melhor 
desempenho (destacada em negrito nas Tabelas 2 e 3) foi a MLP 6-10-2. Sua 
arquitetura considera 10 neurônios e função de ativação hiperbólica na camada 
oculta e 2 neurônios na camada de saída com função de ativação sigmoide. 
 
 
Tabela 3 - Desempenho das melhores redes testadas. 
RNA 
𝑹𝟐 
Treinamento 
𝑹𝟐 
Validação 
𝑹𝟐 
Teste 
𝑹𝟐 
Total 
RATIOSD  
MLP 6-2-2 0,8419 0,8738 0,7791 0,8409 0,2882 
MLP 6-2-2 0,8468 0,8463 0,7812 0,8356 0,2989 
MLP 6-5-2 0,9769 0,9281 0,8153 0,9479 0,1660 
MLP 6-8-2 0,9561 0,9529 0,8259 0,9369 0,1859 
MLP 6-8-2 0,9096 0,9273 0,8733 0,9073 0,2261 
MLP 6-10-2 0,9765 0,9671 0,8969 0,9631 0,1518 
MLP 6-10-2 0,9804 0,9673 0,9718 0,9772 0,1363 
MLP 6-10-2 0,9658 0,9382 0,9642 0,98093 0,1673 
MLP 6-15-2 0,9748 0,9439 0,7820 0,9396 0,2013 
MPL 6-15-2 0,9742 0,9344 0,8356 0,9464 0,1493 
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A Figura 15 mostra os resultados obtidos para o treinamento, validação e teste 
dessa rede, comparando valores reais (conjunto padrão) e estimados. É possível 
observar que os valores estimados seguiram a tendência dos valores padrões, 
confirmando o bom desempenho indicado pelo SDRATIO e pelo coeficiente de 
determinação. Vale ressaltar que esse bom desempenho, nas três etapas: 
treinamento, validação e teste, demonstram que o modelo neural apresenta um 
bom equilíbrio na precisão e na capacidade de generalização, não sendo 
prejudicado pela não uniformidade dos dados de treinamento. Com este resultado 
promissor, a rede neural foi adicionada ao modelo de processo e substituiu as 
correlações iniciais de propriedade final. 
 
 
 
Figura 15 - Comparação entre os valores estimados e padrão para a rede de 
melhor desempenho. 
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𝑡 = 60ℎ, consideraram-se mudanças na temperatura de alimentação do monômero 
(teste regulador) e no set point de XS (teste servo). Para esta primeira análise 
dinâmica não foram considerados ruídos de medição, nem a indisponibilidade de 
instrumentos. O objetivo foi verificar a qualidade preditiva do modelo simplificado. As 
Figuras 16-19 mostram o comportamento dinâmico obtido para a temperatura e 
volume do reator, índice de fluidez e teor de solúveis em xileno com suas 
respectivas variáveis manipuladas. 
 
 
Figura 16 - Comparação da temperatura do reator e taxa de condensação para os 
modelos rigoroso e simplificado. 
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Figura 17 - Comparação do volume do reator e da vazão de saída de lama para os 
modelos rigoroso e simplificado. 
 
Figura 18 - Comparação do índice de fluidez e da vazão de alimentação de 
hidrogênio para os modelos rigoroso e simplificado 
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Figura 19 - Comparação do teor de solúveis em xileno e da razão de alimentação 
de TEA e PEEB para os modelos rigoroso e simplificado. 
 
 
Pode-se observar que o comportamento dinâmico fornecido pelo modelo 
simplificado, embora apresente um pequeno desvio em relação ao modelo rigoroso, 
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algoritmo do filtro. Ressalta-se, ainda, que, para o caso do teor em solúveis em 
xileno, o modelo rigoroso é ligeiramente mais lento do que o simplificado, mas 
ambos têm a mesma resposta estacionária. Além disso, os desvios vistos nas 
variáveis manipuladas não foram considerados significantes, uma vez que as 
incertezas de medição devem ainda ser levadas em conta. Em malha fechada, o 
efeito das incertezas é propagado para as variáveis manipuladas para regular as 
variáveis controladas.  
 
 
7.2. Efeito das incertezas de medição 
 
Para considerar um cenário mais realista, ruído gaussiano foi adicionado às saídas 
do modelo rigoroso para obtenção das medidas simuladas. As Figuras 20-22 
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testes servo e regulador. Foram avaliadas as malhas da temperatura e do volume do 
reator, e do índice de fluidez. Nestas representações, os pontos vermelhos 
correspondem aos valores medidos e os diamantes azuis, aos valores exatos. As 
linhas tracejadas e contínuas representam, respectivamente, a ação das variáveis 
manipuladas quando as estruturas de controle recebem informações com incerteza 
(tracejadas) e informações precisas (contínuas). 
 
 
Figura 20 - Comportamento dinâmico diante de um teste do regulador para a 
temperatura do reator e vazão de monômero do condensado. 
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Figura 21 - Comportamento dinâmico diante de um teste do regulador para o 
volume do reator e vazão de saída de lama. 
 
Figura 22 - Comportamento dinâmico diante de um teste do regulador para o 
índice- de fluidez e vazão de alimentação de hidrogênio. 
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Pode-se observar que, na presença de medição com ruído, a ação de controle perde 
a eficácia, não sendo capaz de manter firmemente a variável controlada no valor 
desejado. Também é observado que o ruído provoca grandes alterações no 
comportamento das variáveis manipuladas que se afastam de suas condições 
estacionárias e ficam mais oscilatórias. Por exemplo, no caso do controle da 
temperatura do reator, observa-se que, quando consideradas informações com 
incertezas, uma quantidade significativamente maior de monômero é arrefecida no 
condensador. Isso ocorre porque os controladores feedback acabam reciclando as 
flutuações de medição quando atuam nas variáveis de entrada. Isso é muito 
prejudicial para os equipamentos do processo, como as válvulas de controle, e pode 
deixar o processo em risco de falha, além de impactar na qualidade do produto final. 
Em contrapartida, ao considerar valores exatos, pode-se observar que o controle 
consegue manter a variável controlada no valor desejado com robustez, mesmo na 
presença de perturbação e mudança no set point. Estes resultados reforçam a 
necessidade de qualquer passo adicional que minimize as incertezas de medição 
antes da informação ser fornecida ao controlador. 
7.3. Esquema de controle com o sensor virtual associado  
 
Neste ponto, as variáveis que não são medidas em linha foram então estimadas por 
meio do filtro SIR e da RNA, que estão comprometidos com a redução de ruído e 
obtenção de estados latentes, incluindo MI e XS.  
Inicialmente, avaliaram-se diferentes configurações para o filtro, sendo considerados 
números de partículas (Np) e níveis de incerteza para a evolução dos estados (𝜎𝑝𝑎𝑟𝑡) 
variados. A Tabela 4 mostra o tamanho efetivo da amostra (Neff) para cada caso 
avaliado. 
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Tabela 4 - Tamanho efetivo da amostra de acordo com os números de 
partículas e níveis de incerteza do filtro SIR. 
Número de partículas 𝝈𝒑𝒂𝒓𝒕 𝑵𝒆𝒇𝒇 [%] 
10 
1% 90,26 
5% 80,84 
10% 74,46 
50 
1% 89,16 
5% 79,38 
10% 73,12 
100 
1% 88,99 
5% 79,22 
10% 73,04 
200 
1% 88,91 
5% 79,14 
10% 72,98 
 
 
De acordo com os resultados exibidos na Tabela 4, o parâmetro Neff , 
aparentemente, não indicou a ocorrência de degeneração severa de partículas. Para 
garantir que de fato este fenômeno não tenha ocorrido, avaliou-se também o 
histograma de frequência do tamanho efetivo da amostra, como evidenciado nas 
Figuras 23 e 24, para cada caso considerado. As simulações foram executadas 
considerando tempo total de 200 horas, com intervalos de amostragens de 1 minuto, 
realizando-se então 12000 amostragens. Nas Figuras 23 e 24, o eixo x indica o Neff  
e o eixo y a frequência dos valores de tamanho efetivo da amostra ao longo da 
simulação.  
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(A) – 1% de incerteza – 10 partículas (B) – 5% de incerteza – 10 partículas 
  
(C) – 10% de incerteza – 10 partículas (D) – 1% de incerteza – 50 partículas 
  
(E) – 5% de incerteza – 50 partículas (F) – 10% de incerteza – 50 partículas 
Figura 23 - Histogramas de frequência para o tamanho efetivo de amostra 
considerando 10 e 50 partículas. 
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(A) – 1% de incerteza – 100 partículas (B) – 5% de incerteza – 100 partículas 
  
(C) – 10% de incerteza – 100 partículas (D) – 1% de incerteza – 200 partículas 
  
(E) – 5% de incerteza – 200 partículas (F) – 10% de incerteza – 200 partículas 
Figura 24 - Histogramas de frequência para o tamanho efetivo de amostra 
considerando 100 e 200 partículas. 
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Observa-se que, como o indicado pelas porcentagens médias de Neff, de fato não 
ocorreu uma degeneração severa, uma vez que os histogramas apresentaram uma 
grande assimetria: a frequência de valores baixos é muito inferior à frequência de 
valores altos (próximos do número de partículas total). Desse modo, a largura 
máxima do intervalo de credibilidade pode ser utilizada como parâmetro de 
desempenho para selecionar o melhor o filtro.  
A Tabela 5 mostra os resultados obtidos para as diferentes configurações de filtro 
testadas em termos da largura máxima do intervalo de credibilidade para cada 
variável estimada e do tempo médio de computo do filtro. 
 
Tabela 5 - Largura máxima do intervalo de credibilidade. 
Número de 
partículas 
Nível de 
incerteza 
V(L) 𝑻(𝑲) 𝑻𝑾(𝑲) ?̇?𝒄𝒐𝒎𝒃(𝒌𝒈 𝒉⁄ ) 
Tempo médio 
de ação do 
filtro [s] 
10 
1% 16,2883 1,8826 1,5128 52,3151 0,10 
5% 94,0499 9,2605 7,4136 256,5094 0,11 
10% 180,0240 18,9471 15,6954 504,4836 0,12 
50 
1% 14,7388 1,7835 1,4197 50,1588 0,35 
5% 89,4847 9,0973 7,0757 253,8475 0,43 
10% 169,2089 17,0236 13,6349 475,8912 0,48 
100 
1% 14,5765 1,6602 1,3122 47,2783 0,64 
5% 85,3188 8,4673 6,4439 238,6201  0,78 
10% 166,6306 16,7718 12,5076 475,1746 0,85 
200 
1% 12,9021 1,2287 0,9976 34,3042 1,28 
5% 84,7381 8,3903 6,3108 232,8673 1,52 
10% 163,9993 16,5767 11,9821 474,5253  1,69 
 
 
Para cada número de partículas avaliado, nota-se que reduzir o nível de incerteza 
para a evolução do estado promoveu uma melhora na estimação do filtro. Esse 
parâmetro determina o campo de busca dentro do qual são geradas as partículas 
para a evolução dos estados. Quando a informação inicial do filtro é considerada 
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boa, um nível de incerteza pequeno leva a um melhor desempenho. Entretanto, se o 
conhecimento disponível não for suficiente, o recomendado é utilizar um nível de 
incerteza maior para que o campo de busca para a geração das partículas seja 
suficiente para explicar bem a dinâmica do processo. 
Com o aumento do número de partículas observa-se uma diminuição da largura 
máxima do intervalo de credibilidade para todas as variáveis consideradas, 
demonstrando melhora no desempenho do filtro.  
Já o tempo médio de computação é o tempo médio necessário para a estimativa 
(tempo de ação do filtro). Observou-se que esse tempo aumenta quando se 
considera maior número de partículas e maiores níveis de incerteza. No entanto, em 
todos os casos testados, ele foi muito menor do que o tempo de amostragem do 
processo, não sendo então um fator limitante para o uso da ferramenta em tempo 
real.  
Assim, para integrar o esquema de estimação/controle, em conjunto com a rede 
neural e as estruturas de controle, foi selecionado o filtro com 200 partículas e nível 
de incerteza de 1%, que mostrou a espessura mais estreita do intervalo de 
credibilidade. Mesmo considerando um número de partículas elevado, o tempo de 
ação do filtro é consistente com os intervalos de amostragem usuais de instrumentos 
em um sistema de produção real. 
Para testar o desempenho do controle feedback proposto, com o filtro de partículas 
SIR e a rede neural associados, foi aplicado um degrau regularizado de magnitude 2 
no set point do índice de fluidez e do teor de solúveis em xileno (testes servo), no 
instante de tempo 𝑡⁡ = ⁡60⁡ℎ. Além disso, aplicou-se também um outro degrau de 
magnitude 10 K na temperatura da corrente de alimentação de monômero (teste 
regulador). 
A Figura 25 mostra o comportamento dinâmico obtido para (A) a temperatura do 
reator com a manipulação da vazão de monômero arrefecido no condensador; e (B) 
volume do reator com manipulação da vazão de saída de lama. A Figura 26 mostra 
o comportamento dinâmico das variáveis latentes: (A) índice de fluidez com 
manipulação da vazão de alimentação de hidrogênio; e (B) teor de solúveis em 
xileno com manipulação da razão entre as vazões de alimentação de TEA e PEEB. 
Os diamantes vermelhos representam os valores medidos (com incerteza) e os 
pontos azuis os valores estimados. As linhas sólidas mais espessas indicam o ponto 
de ajuste (set-point) e a região hachurada, o intervalo de credibilidade. 
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(A) 
 
(B) 
Figura 25 - Resposta dinâmica para os testes de desempenho: (A) Temperatura 
do reator e taxa de condensação; (B) Volume do reator e vazão de saída de lama. 
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(A) 
 
(B) 
Figura 266 - Valor estimado e respectiva manipulação para o loop de controle do 
(A) índice de fluidez; e (B) teor de solúveis em xileno. 
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O nível de 1% de incerteza fornece um intervalo de credibilidade bem estreito, então, 
como a maior parte das medi 
das com incerteza estão fora dessa região e todos os valores estimados estão no 
interior, fica claro que o filtro foi capar de reduzir os efeitos de incertezas de 
medição. 
O esquema de controle proposto se mostrou eficaz, reduzindo o offset com ação de 
controle rápida. Os comportamentos observados nas Figuras 25 e 26 diferem dos 
observados nas Figura 20 e 22, devido à qualidade da ação de controle. No primeiro 
resultado, o controlador foi baseado em medições puramente ruidosas que podem 
não corresponder ao valor real dos estados do processo. Portanto, a ação de 
controle tomada nessa condição não é eficaz. No segundo caso, as ações foram 
definidas de acordo com medidas com ruído reduzido, que estão mais próximas da 
realidade do processo. Isto promoveu uma melhoria na ação de controle, 
demonstrando que o sistema de controle associado com o filtro de partículas é uma 
ferramenta promissora para situações que requerem controle fino. 
 Esse desempenho de maior qualidade também pode ser observado no 
comportamento das variáveis manipuladas mostradas nas Figuras 25 e 26. Percebe-
se que, com informações melhoradas (incerteza reduzida), essas variáveis oscilaram 
menos e se aproximaram do comportamento estacionário dos casos exatos 
(informação precisa), ajudando a preservar a integridade dos equipamentos. Vale 
ressaltar também que o índice de fluidez e o teor de solúveis em xileno são 
geralmente variáveis de medição off-line e isso dificulta a ação de controle dessas 
malhas. No entanto, com o esquema proposto foi possível a estimação on-line 
dessas duas variáveis, como mostrado na Figura 26, com base em outras variáveis 
de medição disponíveis e naquelas estimadas com o filtro. 
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8 CONCLUSÕES E SUGESTÕES  
 
Este capítulo apresenta algumas conclusões gerais e comentários sobre o 
esquema de sensoriamento virtual associados às estratégias de controle 
para estimação de variáveis latentes e redução de incertezas, as 
contribuições deste estudo e algumas sugestões para trabalhos futuros. 
 
Estratégias de controle para processos de polimerização enfrentam grandes 
desafios: a complexidade dos processos, a alta dimensão e integração das unidades 
e o alto grau de não linearidades. A existência de parâmetros desconhecidos, tais 
como constantes cinéticas e coeficientes de transferência de calor, e a presença de 
incertezas de medida também são fatores agravantes. Os sensores inferenciais são 
alternativas para lidar com essas questões. A ferramenta proposta neste trabalho, 
baseada em filtro de partículas e rede neural, permite lidar com processos 
extremamente não-lineares e complexos, muito comuns na engenharia química. Os 
resultados obtidos indicaram uma melhora significativa na ação de controle. O tempo 
de computação rápido e consistente com o intervalo de amostragem de um processo 
real, e a facilidade de implementação em processos automatizados ressaltam a 
potencialidade da ferramenta para aplicações em sistemas produtivos reais. 
As contribuições dessa dissertação incluem a abordagem inovadora de combinar um 
filtro de partículas com uma rede neural para auxiliar no controle de um reator de 
polimerização simulado, contrapondo grande parte dos trabalhos de simulação 
encontrados na literatura, que não levam em conta as incertezas de medição e a 
indisponibilidade de instrumentos de medida. A consideração de model mismatch 
evidencia a potencialidade da ferramenta, uma vez que em casos reais os modelos 
obtidos nunca explicarão 100% dos fenômenos envolvidos no processo. Por fim vale 
destacar também que, por ser a 7ª defesa de dissertação de mestrado do Programa 
de Pós-Graduação em Engenharia Química da Universidade Federal do Espírito 
Santo, este trabalho contribui para a consolidação da linha de pesquisa de 
Modelagem Otimização e Análise de Processos. 
Os resultados de simulação indicaram o bom desempenho da ferramenta proposta. 
Sugere-se aqui, como trabalhos futuros, a validação experimental com um caso mais 
simples, algo não encontrado na literatura. Além disso, o esquema de estimação-
controle envolveu a utilização de um modelo simplificado do processo de 
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polimerização. A redução de modelos sempre acarreta em alguma perda de 
informação. Parâmetros como a polidispersão e os pesos moleculares médios 
mássicos e numéricos, que são considerados no modelo rigoroso, não foram 
calculados no modelo simplificado. Mas, assim como o índice de fluidez e o teor de 
solúveis e xileno, esses parâmetros também podem ser relacionados com variáveis 
de medição disponíveis. Desse modo, também seria possível conhecer os seus 
valores por meio de sensores inferenciais, como o proposto nesse trabalho. Assim, 
sugere-se também a inclusão desses parâmetros na modelagem do processo. A 
investigação de técnicas de aproximation error model que acrescentem informações 
ao modelo simplificado, de modo a melhorar sua resposta em comparação com o 
modelo rigoroso também seria uma continuação interessante do presente estudo. 
Essa técnica permite caracterizar estatisticamente os erros de aproximação do 
modelo e incorporar essa informação no algoritmo do filtro de partículas, por 
exemplo. Consequentemente, poderá haver melhora também no sensor virtual 
proposto.  
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