Abstract-In global positioning systems (GPS), classical localization algorithms assume, when the signal is received from the satellite in line-of-sight (LOS) environment, that the pseudorange error distribution is Gaussian. Such assumption is in some way very restrictive since a random error in the pseudorange measure with an unknown distribution form is always induced in constrained environments especially in urban canyons due to multipath/masking effects. In order to ensure high accuracy positioning, a good estimation of the observation error in these cases is required. To address this, an attractive flexible Bayesian nonparametric noise model based on Dirichlet process mixtures (DPM) is introduced. Since the considered positioning problem involves elements of nonGaussianity and nonlinearity and besides, it should be processed on-line, the suitability of the proposed modeling scheme in a joint state/parameter estimation problem is handled by an efficient RaoBlackwellized particle filter (RBPF). Our approach is illustrated on a data analysis task dealing with joint estimation of vehicles positions and pseudorange errors in a global navigation satellite system (GNSS)-based localization context where the GPS information may be inaccurate because of hard reception conditions. Index Terms-Density estimation, global navigation satellite system (GNSS), global positioning systems (GPS), nonparametric Bayesian methods, pseudorange errors, Rao-Blackwellized particle filter (RBPF), sequential Monte Carlo methods, urban canyon.
I. INTRODUCTION
A global positioning system (GPS) is a radio navigation system that relies on radio-frequency signals emitted by a constellation of satellites. Consequently, it can be easily distorted by the measuring system and propagation impairments (atmospheric layers, multipath, diffraction, and mask phenomena). Today, global navigation satellite systems (GNSS) have penetrated the transport field through a variety of applications such as monitoring of containers, fleet management, or car navigation. These applications do not necessarily request high availability, integrity, and accuracy of the positioning system. However, for safety applications such as guidance of autonomous vehicles, performances require to be much more stringent.
Unfortunately, most of all these transport applications are mainly used in dense urban environments. Even with modern GPS receivers, high positioning accuracy is only achieved in LOS conditions when the signal is received directly without any reflection. Since the signals delivered by sensors are easily blurred because of hard external conditions in urban canyons, they may deliver totally erroneous measurements, especially when the signal reaches the receiver after interaction with several objects/obstacles. In urban areas, some obstacles (buildings, trees, etc.) can be modeled using a simulator and thus some of the errors can be predicted. However, some other obstacles (cars, pedestrians, etc.) can appear suddenly and can induce a random error in the measurements. Therefore, in order to ensure high accuracy positioning, a good estimation of the observation error in these cases is required. As a consequence, the incoming signal is most of the time the sum of direct signals and several delayed replica called non-LOS signals. However, non-LOS signals which are signals received after reflections on the surrounding obstacles, frequently occur in dense environments. In some of these environments considered as very constrained, it can happen that no direct signals can reach the receiver which leads to severe accuracy degradation due to the induced high propagation time delays.
In this paper, we address a very challenging issue related to the positioning degradation accuracy problem when we do not receive the direct signal but just reflected replica of it. In this case, the receiver tracks only reflected signals. Such phenomena make the observation error distribution to become a noncentered Gaussian distribution because of additional errors induced by the propagation time delays of reflected signals. As a consequence, classical localization methods assuming that observation noises are zero mean Gaussian are not efficient anymore and can severely impair positioning accuracy.
A. Previous Work
Literature focusing on techniques for localization performance enhancement in constrained environments is abundant. Most previous work such as [1] and [2] proposed to improve 1053-587X/$26.00 © 2011 IEEE the GNSS performances by adding other sensors (odometer, inertial measurement unit, etc.). However it seems that these multisensors-based methods show some drawbacks and in particular the high system cost and complexity. For that reason, we propose here solutions allowing to improve positioning accuracy where the sensor available is the GPS-based sensor. However, related to this question of positioning accuracy in hard conditions (for instance in urban canyons), there have been very few approaches proposed for improving the precision of the GPS-based framework in the presence of multipath effects.
In recent work, some solutions have been proposed for this question. Many involve model adaptation-based framework. In [2] - [4] , the proposed approaches allow to adapt the error model in the filtering process to the reception condition of each satellite signal. This modeling permits to handle the overall reception process with switches between some preselected measurement models. The switching process permits to define three reception states (LOS, non-LOS, and no reception). The principal idea of such modeling scheme is to define an indicator variable which governs the behavior of the statistical model and allows for switching from one model to another. An interesting way of defining the statistical structure of this indicator variable has been developed in [2] , [5] .
Switching state-space models, also called jump state-space models, have been widely studied in the literature. In [6] , [7] a jump Markov linear system (JMLS) has been proposed for the case where the considered state-space model is conditionally linear and Gaussian. The estimation problem was handled using finite mixture modeling [interacting multiple model (IMM) [8] , [9] and generalized pseudo-Bayes (GPB) [6] algorithms]. For nonlinear and non-Gaussian cases, efficient sequential Monte Carlo algorithms have been applied [10] - [13] .
In some recent studies, as in [3] , the proposed particle filter algorithm with observation switching models shows acceptable results in terms of accuracy and stability in the context of GPS positioning. The filtering algorithm takes into account two observation noise models depending on the reception state of each satellite. In the direct path, a Gaussian probability distribution is used. Whereas, in the non-LOS case, a Gaussian mixture (GM) model is used. In this setting, the proposed approach for error estimation uses the expectation-maximization (EM) algorithm [14] which shows some limits especially related to slow convergence of the EM algorithm and the nonability of the density estimation model to capture the right shape of the very changing distribution of observation errors. In fact, the non-LOS case is modeled by a finite Gaussian mixture and the number of Gaussian components was fixed. Consequently, the mixture model were not able to represent the true measurement error along the mobile trajectory.
In this paper, in order to limit costs, we have chosen to work only with GNSS signals, no additive sensors will be used. For a better accuracy, we have proposed a new statistical filtering method based on a better definition (and use) of the observation noise for each satellite signal. In order to ensure high accuracy positioning a good estimation of the observation error in such cases was required.
B. The Motivating Problem
In this paper, the state evolution equation governing the position of a land vehicle is a dynamic nonlinear model and the measurement equation (observation model) is nonlinear as well with additive observation errors. Within this setting, a joint estimation problem of hidden states and noise probability densities will be considered. Often, the observations which are the only GPS measurements arrive sequentially in time and one is interested in performing the joint estimation on-line.
Note that in a dynamic nonlinear model with additive observation errors, it is usual to assume that errors are normally distributed or can be approximated by a finite Gaussian mixture. This can cause problems when there are for example outlying errors leading to many modes in the density distribution form whose variability over time induces poor inference about the model parameters. As we are considering in this paper the case where multipath propagation affects severely GPS signals qualities, it is our intention therefore to model the observation errors using a highly flexible family of density functions. It is important to notice that mixture modeling is considered as a successful and widely used density estimation method, capable of representing the phenomena that underlie many real-world datasets. However, the main difficulty in mixture analysis is how to choose the number of mixture components. Model selection methods in general treat the number of components as an unknown constant and set its value based on the observed data. Such approaches lack flexibility, since in practice we often need to model the possibility that new observations come from as yet unseen components. This is a challenging research issue and all the related questions motivate the general framework we are going to develop in this paper. To the best of our knowledge, on-line estimation on a nonlinear dynamic system is a topic that has not been sufficiently addressed in navigation literature.
In this paper, we propose to use a flexible density modeling based on a Bayesian nonparametric approach involving an infinite mixture model. The Dirichlet process mixture (DPM) model, studied in Bayesian nonparametrics [15] - [17] , is the most used approach for nonparametric density estimation. It is based upon the construction of probability measures on the space of distribution functions. A rich literature exists on its theoretical properties, and it has been used in a variety of problems [18] - [25] . Despite this activity, only a few work has been conducted on how to tune the hyperparameters of nonparametric mixture models. Most of the time, in real-world application contexts, the observed data can help in defining a prior for some of the hyperparameters in the considered Bayesian model. Computing every unknown hyperparameter with pure sampling is not the most effective approach in all cases since this can be practically difficult and time consuming.
Our objective is to estimate jointly the hidden states and the error density parameters that pertain to the observation vectors . The error density parameters are the latent variables to be estimated using a nonparametric Bayesian approach. For on-line Bayesian filtering, the particle filter permits to compute the posterior distribution recursively over time. In this case, we have to take into consideration the fact that computing everything with pure sampling can be computationally expensive. One solution consists in considering the augmented hidden state vector . By the partition of the state-space into two subspaces drawn by and (for all ), improved formulations of the particle filter can be applied. Rao-Blackwellization [26] , [27] is one way of improving the efficiency of the particle filter. In the case where it is possible to evaluate some of the filtering equations analytically and the others with Monte Carlo sampling, the use of Rao-Blackwellization leads to estimators with less variance than what could be obtained with pure Monte Carlo sampling [28] . The idea is to partition the state vector so that one component of the partition is a conditionally nonlinear Gaussian state-space model; for this component one can work out the solution analytically and use for instance the extended Kalman filter (EKF) to compute . The particle filter is then used only for the nonlinear non-Gaussian portion of the state-space to compute . In this way, we can say that the hard part of the problem will be reduced into the computation of the posterior distribution .
C. Contributions and Paper Organization
This paper considers the problem of density estimation from a Bayesian nonparametric viewpoint, using a hierarchical mixture model. A typical choice is to assume the unknown density as a mixture of a parametric family with a discrete random probability as a mixing distribution. This random probability is induced by the Dirichlet process (DP) and the hierarchical model is the DPM model. By using DPM, it is important to mention that no matter what additive error distributions are involved we are confident that our family of densities will be able to capture the right shape and hence statistical inference for the parameters of interest will be improved and reliable. A drawback of using a model based on the DP is that it is infinite dimensional and therefore inference will be complicated. However, recent innovations in sampling algorithms within infinite dimensional frameworks have made considerable progress in recent years to such an extent that it is now possible to perform exact inference without the need to set up arbitrary approximations.
The flexibility of DPM models grows when we assume one more step in the hierarchy, i.e., when the DPM hyperparameters are random. Our aim using this family of densities is first to be able to capture the right shape of the noise probability density functions (pdfs) and then to improve the statistical inference for the parameters of interest. Therefore, we will show how to tune the DPM hyperparameters in a flexible way. Some hyperparameters will be estimated as part of the Gibbs sampler, and some others will be chosen carefully in a data-adaptive way for a better fitting of the data distribution shape.
To sum up, this paper proposes several contributions. The first is concerned with the modeling of the observation noises using DPMs. Then, we focus on the suitability of this family of densities in the estimation problem handled by an improved particle filter called Rao-Blackwellized particle filter (RBPF). The use of Rao-Blackwellization permits to improve the efficiency of the filtering process since we do not need to compute everything with pure sampling which reduces significantly the computational cost. An another contribution is about the application context and the interesting validation schemes. The efficiency of the proposed approaches is demonstrated by applying a validation step involving both simulated and real GNSS signals.
The remainder of this paper is organized as follows. Section II presents the observation noise modeling. Section III is dedicated to the Bayesian modeling of the problem. Section IV is about the nonparametric density estimation problem. We show how to tune the DPM hyperparameters in a flexible way for a better fitting of the data distribution shape. Section V discusses the use of an efficient particle filter to perform optimal estimation. In Section VI the efficiency of the proposed approaches is demonstrated by conducting validation experiments involving simulated and real GNSS signals. Section VII concludes this paper with a summary and discussion.
II. PSEUDORANGE ERROR MODELING
In multisensors-based systems, each sensor transmits a signal (an information) to the receiver (or antenna). In this paper, the GNSS constellation [29] is considered as a sensor network, and consequently each GNSS satellite is considered as a sensor [30] . These sensors work according to three different operation modes which are:
• normal mode (LOS case), when the information delivered by the sensor can be considered as accurate; • degraded mode (non-LOS case), when the information delivered by the sensor is not accurate due to noisy data; • failure mode (no reception case), when the sensor provides no information. The navigation signal transmitted by each satellite includes a precise time at which the signal was transmitted. The distance or range from a receiver to each satellite may be determined using this time of transmission which is included in each navigation signal. By noting the time at which the incoming signal was received at the antenna, a propagation time delay can be calculated. This time delay when multiplied by the speed of propagation of the signal yields a pseudorange from the transmitting satellite to the receiver. The range is called a pseudorange because the receiver clock may not be precisely synchronized to GPS time and because propagation through the atmosphere introduces delays into the navigation signal propagation times. These result, respectively, in a clock bias and an atmospheric bias. Clock biases may be as large as several milliseconds. Using information from at least four satellites, the position of a receiver with respect to the center of the Earth can be determined using triangulation techniques [29] , [31] . The pseudorange measure deduced from the signal propagation time is expressed as follows: (1) where
• is the pseudorange between the satellite and the receiver at time ;
• is the true satellite-receiver distance; is the three position coordinates of the vehicle in the reference system of coordinates East, North, Up (ENU) 1 and is a vector containing the position coordinates of the satellite ; • is the receiver clock offset with respect to the GPS reference time 2 and is the celerity (the speed of light); • is the satellite clock offset; • and are, respectively, the ionospheric and the tropospheric errors; • is the receiver noise considered as a white Gaussian random variable with variance in general considered to be equal to unity; • is the error due to the signal reflections in case of multipath propagations. The atmospheric propagation errors and the satellites clock bias can be modeled by incorporating some correction blocks in the receiver [29] . Consequently, after corrections, (1) can be rewritten as (2) It follows that the pseudorange error can be defined in function of two different error sources as where is the sum of the error induced by reflections between the satellite and the receiver and the receiver noise. According to the reception conditions, can switch between different observation models as following:
In the case when a signal is received in LOS, the pseudorange error distribution is considered white-Gaussian. In the other case, the pseudorange error distribution is unknown. In constrained environments, the density form can change abruptly or evolve slowly during a long period of time and this depending on the obstacle nature. Moreover, several moving obstacles (vehicles, pedestrians, etc.) can induce random errors. Therefore, to accurately estimate the pseudorange error density, a flexible model is proposed in this paper. It should be noted that our aim is to estimate at each time the position , the velocity and the observation noise density from the set of collected measurements where is the number of visible satellites at time .
III. BAYESIAN MODELING
In the previous section, a model for the observations (pseudoranges) has been introduced in the context of GPS-based positioning. These observations may be corrupted by errors with an unknown distribution. In most multisensors-based systems, 1 This Cartesian coordinate system is far more intuitive and practical than ECEF (Earth-Centered Earth-Fixed) or Geodetic coordinates [29] . The local ENU coordinates are formed from a plane tangent to the Earth's surface fixed to a specific location and hence it is sometimes known as a "Local Tangent" or "local geodetic" plane. By convention the east axis is labeled , the north and the up . 2 GPS has a reference time called GPS time maintained on the earth at the US naval observatory. The satellite clocks, though very accurate, are different pieces of equipment and so are not, in general, exactly synchronized with each other. Thus, they have different offsets with respect to GPS time.
estimating the hidden variables (states) when the related measurements (observations) involve outliers is a challenging issue. In this paper, we focus on a particular joint state/parameter estimation problem wherein data should be processed on-line.
In this section we are interested in designing a dynamic model for the parameters to be estimated. Our ultimate objective is to estimate accurately the state of a moving vehicle. The vehicle state is defined by the state vector containing vehicle positions and velocities . Since we are interested in estimating jointly the hidden state and the pseudorange noise density, we will consider an augmented hidden state vector containing both hidden state parameters and observation noise parameters. In this setting, the observation error is assumed to be distributed according to an unknown probability density function whose parameter vector denoted has to be estimated and stands for the vector containing all the parameters to be estimated. Note that our main concern in the handled problem is the estimation of nonlinear models with unknown statistic noises.
In the following, a state-space approach providing a general framework for describing the dynamic state estimation problem at hand is provided. Here, we will use the state-space formulation to introduce the filtering algorithms. Statistical Bayesian filtering aims to compute the posterior probability density function of a state vector from sequentially obtained sensor measurements (pseudoranges) . In our context, it relies on the following model:
where f is the state transition function, h is the observation function, they are assumed to be nonlinear, and are, respectively, the state and the measurement noise vectors. Note that in this paper, we will be interested in estimating and not . We will assume that is distributed according to a known density function with fixed parameters. 3 We are considering a real-world data analysis task which involves estimating unknown quantities from some given observations. In most of such applications, prior knowledge about the phenomenon being modeled is available. This knowledge allows us to formulate Bayesian models, that is prior distributions for the unknown quantities and likelihood functions relating these quantities to the observations. Within this setting, all inference on the unknown quantities are based on the posterior distribution obtained from the Bayes' theorem. Often, the observations arrive sequentially in time and one is interested in performing inference on-line. It is therefore necessary to update the posterior distribution as data become available. It is worth noting that computational simplicity in the form of not having to store all the data might be an additional motivating factor for sequential methods.
In this paper, we will focus on sequential Monte Carlo (SMC) integration methods [26] which are a set of simulation-based techniques that provide a convenient approach to computing the posterior distributions in our nonlinear and non-Gaussian case and lead most of the time to accurate filtering results.
In this paper, the inferential problem is to estimate sequentially the augmented hidden states driving the observations along with the starting value. At the same time, our focus is to model the additive observation errors using a highly flexible family of density functions based on an infinite mixture model. In the following, in order to introduce the statistical Bayesian filtering for estimating the hidden states, we first review some theoretical aspects about nonlinear dynamic state-space modeling. Then, we will provide some typical ways dealing with density estimation of errors via mixture-based models.
A. Nonlinear Dynamic State-Space Model and Statistical Bayesian Filtering
The unobserved signals are modeled as a Markov Process of initial distribution and transition equation
provided by the motion model (4). The observations , are assumed to be conditionally independent given the process and the marginal distribution is deduced from (5). To sum up, the model is described by
We denote by and , respectively, the states and the observations up to time . Our aim is to estimate recursively in time the posterior distribution and its associated features (including the marginal distribution , known as the filtering distribution). The posterior distribution can be calculated in two steps theoretically: prediction and update. In the prediction step, we integrate the state distribution from the previous state using the system model in (4)- (6) .
The update step modifies the prediction distribution making use of the latest observation. Given the initial distribution , transition distribution , and the likelihood distribution , the objective of the filtering is to estimate the state , given the observations up to time . From Bayesian perspective, when an observation becomes available at time , we can obtain the posterior distribution via the Bayes rule. The expression of this distribution requires the evaluation of complex high-dimensional integrals. Since we are in a nonlinear case, the multidimensional integrals are intractable and some approximate methods must be used. More details about the used filtering approach will be given in Section V.
B. Bayesian Computations Objectives
We will use the model formulated in (4)- (6) to estimate the hidden state given the observations . It is a very common choice to assume that the noise pdfs are Gaussian, with known parameters, as this enables the use of Kalman filtering. So far we have explained that the Gaussian assumption is inappropriate since the observation noise distribution are likely to be multimodal due to hard reception conditions especially in urban canyons. In this paper, we address the problem of optimal state estimation when the pdfs of the noise sequences are unknown and need to be estimated on-line from the data.
Although the desired probability density is unknown, we assume that it has a known functional form. 4 Let's see how the Bayesian approach can be used to obtain the desired density . The basic assumptions are summarized as follows:
1) The form of the density is assumed to be known, but the value of the parameter vector is not known exactly. 2) Our initial knowledge about is assumed to be contained in a prior density . 3) the rest of our knowledge about is contained in a set of samples drawn independently according to the unknown probability density . The basic problem is to compute the posterior density , because this is a necessary step in computing . There have been several efficient sampling algorithms in [32] - [34] which enable to sample from . However, these algorithms cannot be applied to our case since the noise sequence is not observed directly.
Generally, in density estimation problems, it is the value of the mixture likelihood at individual points that is of interest, rather than the membership of the components, which is important in clustering or discriminant analysis. In this paper, a Bayesian nonparametric framework based on a mixture model for density estimation will be introduced. Later, we will study the inference procedure when the nonparametric component is applied to the additive observation errors . More precisely, we will show that by using a Dirichlet process prior [15] , [16] , [35] , we can derive a Bayesian nonparametric mixture model. Before we discuss the Dirichlet process prior and the nonparametric Bayes' analysis, let us first consider some typical ways to deal with a mixture model in general.
C. Bayesian Analysis of Mixtures for Density Estimation 1) General Framework:
Many papers, including [15] , have shown that mixtures of normal distributions provide a simple and effective basis for nonparametric Bayesian density estimation. Such an approach is very flexible and Markov chain Monte Carlo methods make it easy to sample from the posterior. To better understand Gaussian mixtures, we will first consider these models for a fixed value of components, and later explore the properties in the limit where . The finite Gaussian mixture model with components may be written as (7) where , is the number of components, the 's are the mixture weights which must be nonnegative and sum to one, the 's denote the vector of all unknown parameters associated with th component, and is the pdf of a (normalized) Gaussian with specified mean and variance. Note that the functional form of each component is usually assumed to be known. In some cases, the number of components may not be known, and is estimated from the data. In this case, Bayesian nonparametric mixture modeling should be applied.
2) Nonparametric Bayesian Analysis of Mixture Distributions: Suppose data are distributed as , independently over . The mixture structure simply imposes the constraint that, for some positive integer , there exist distinct numbers such that, for each , for some . One way of generating such a mixture is to use a DP for the prior distribution of . An important result of the DP is that the probability of for is positive. Such Bayesian analyses have been of limited use due to the computational difficulties. However, these difficulties can now be overcome using Gibbs sampling techniques [15] . This permits the extension of standard Bayesian parametric analyses to Bayesian nonparametric analyses, by linking the Gibbs sampling computations for Dirichlet process priors to those for the standard models.
IV. NONPARAMETRIC DENSITY ESTIMATION OF PSEUDORANGE ERRORS USING DPM
In [36] it was shown that an important characteristic of pseudorange errors is the nonstationarity. In the context of dynamic models, the assumption of stationarity is wrong. In fact, when reflections occur; and by considering a long period of observation time, the pseudorange error distribution can be easily approximated by a finite Gaussian mixture model (Fig. 1) . However, by considering a short period of time, pseudorange errors can be modeled by only one Gaussian distribution whose parameters (mean and variance) evolve over time. This problem can be limited by the use of DPM. In this section, DPM models will be used to generate an infinite Gaussian mixture where the Dirichlet process prior is used to specify latent patterns of heterogeneity, particularly when the distribution of latent parameters is thought to be multimodal. It will be shown through this paper that this method is flexible and well suited for on-line applications.
DPM models [16] have become increasingly popular for modeling when conventional parametric models would impose unreasonably stiff constraints on the distributional assumptions. Recall that in the finite mixture model, each data point is drawn from one of fixed distributions. To allow the number of mixture components to grow with the data, we move to the general mixture model setting. This is best understood with the hierarchical graphical model in [15] .
In traditional application of mixture models, namely, the estimation of a (univariate) density function, the problem of density estimation arises when data are considered to be sampled from a certain distribution, but this distribution is itself assumed unknown. Nonparametric Bayesian methods are specially well suited for such kind of problem. References related to this issue can be found, among others in [17] , [37] - [39] . The focus of our work will be on mixtures of normal distributions which means that the unknown parameter is such that , where and are, respectively, the mean and the variance of normal distributions in the mixture. As it will be explained in this paper, Fig. 1 . The pseudorange errors can be approximated by a finite Gaussian mixture model where the number of components in the mixture should be specified in advance and the choice of the analysis window length should be done carefully by considering data evolution aspects.
the main motivation behind this choice is the application context.
A. Density Formulation
In mixture models the Dirichlet Process prior is used to specify latent patterns of heterogeneity, particularly when the distribution of latent parameters is thought to be clustered. However, neither the number nor the location of clusters needs to be specified a priori. Therefore, DPM models are considered very attractive because DPMs allow for uncertainty in the choice of parametric forms and in the number of mixing components. However, analyses based on DPMs are sensitive to the choice of the DP parameters; the need to treat these parameters carefully was first discussed in [15] .
Let consider a pdf and a set of vectors statistically distributed according to , for . We will consider a nonparametric model allowing to estimate as follows: (8) where is called the latent variable (also called cluster), is the mixed pdf and is the mixing distribution. Under a Bayesian framework, it is assumed that is a random probability measure (RPM) distributed according to a prior distribution which is DP prior.
B. Dirichlet Process Prior
In [35] the Dirichlet Process has been introduced as a probability measure on probability measures. It is parameterized by a base distribution on a measurable space and a positive scaling parameter . Let's suppose now that we draw a random measure from a DP, and independently draw random variables from :
where . Marginalizing out the random measure , the joint distribution of follows a Polya urn scheme [40] . In another representation of the DP called the stick-breaking scheme, is introduced explicitly as an infinite sum of atomic measures [41] . The realizations of a DP are expressed as follows: (10) with , and where denotes the Beta distribution and denotes the Dirac delta measure located in . The underlying random measure is then discrete with probability one. Using (8) , it comes that the following flexible prior model is adopted for the unknown distribution (11) More details about other important properties of DPs can be found for instance in [16] , [40] - [42] .
C. Dirichlet Process Mixture Model
The core of the DPM model can basically be thought of as a simple Bayes model given by the likelihood and prior , with added uncertainty about the prior distribution Through this hierarchy, a marginalization step is often used in actual implementations through the so-called Polya urn representation [40] . By integrating over through the Polya urn representation, the joint distribution of may be factored into a product of successive conditional distributions of the following form: (12) where is the hyperparameter vector. This factorization implies that has discrete, though infinite support. This implies that a random draw from either equals one of the previous draws or is drawn independently from the base probability measure . Note that may be represented in an equivalent way by its latent variables and cluster locations . Therefore, we introduce in the following the notion of a class label assigned to each hyperparameter . We set and we denote by the set of values taken by the labels. The location variables are denoted such that . Here, the 's give the model hyperparameters, while 's indicates their corresponding labels, such that . From the Polya urn probabilities in (12), we can claim that the draws for the indicator variables are obtained according to the following sampling scheme: (13) where , the number of 's which equal . For computational reasons, we assume for a conjugate normal inverse Wishart base distribution as it will be detailed later in Section IV-F.
D. Estimation of DP Hyperparameters
In a hierarchical model, a hyperprior can be placed on the parameters of the DP by simply putting prior distributions on the scaling (precision) parameter and the parameters of the base distribution . The data is then used to calculate the posterior distribution. By this, we can say that another layer is added in the hierarchical model. Some authors have chosen a fixed , such as a normal distribution with large variance relative to the data as in [19] or a , where and are stipulated without further discussion as in [43] . Other authors have used a parametric family of priors for , such as uniform-inverse Wishart [44] or normal-inverse Gamma [44] , [45] , with fixed hyperprior distributions. The hyperprior distributions are usually chosen by sensitivity analysis, or else they are chosen to be diffuse with respect to the observed data.
In this paper, priors on the hyperparameters will be specified using a data-adaptive way without applying a pure sampling approach. Most of the time, in real-world application contexts, the observed data can help in defining a prior for some of the hyperparameters in the considered model. Clearly, computing every unknown hyperparameter with pure sampling is not the most effective approach in all cases since this can be practically difficult and time consuming.
Concerning the scaling parameter which is an important parameter to be tuned (or chosen) carefully, one may want to put a prior on and then use the data to calculate a posterior distribution. To understand what values of to use, the relationship between and the expected number of clusters in the data might be considered. In [46] , the author shows how, with respect to a flexible class of prior distributions for parameter , the posterior may be represented in a simple conditional form that is easily simulated. As a result, for a better fitting of DPM models, inference about this parameter may be developed with classical Gibbs sampling algorithms [15] .
E. Prior and Posterior Distributions for
We have mentioned in this paper that a key feature of the Dirichlet is its discreteness, which in our context implies that the pairs , concentrate on a set of some distinct pairs. Let be the number of distinct values of . To sample the precision parameter , we first determine the prior distribution for , the number of normal components in the mixture (clusters). At each stage of the simulation analysis, a specific value of is simulated from the posterior for (together with sampled values of the means and variances of the normal components) which also depends critically on this hyperparameter . In [15] and [46] , it was shown how, based on a specific but flexible family of prior distributions for , the parameter vector may be augmented to allow for simulation of the full joint posterior now including .
In this paper, building on [46] and in the same manner as in [47] , a Gamma prior for will be used. Suppose , a Gamma prior with shape and scale . In this case, may be expressed as a mixture of two Gamma posteriors, and the conditional distribution of the mixing parameter given and is a simple Beta. (14) with weights defined by (15) where , , and . More details about this sampling can be found in [46] . It is important to mention that should be sampled at each Gibbs iteration stage in the simulation process that allow to generate the according to (12) . The current sampled values of and permit to compute a new value of . In [42] the expected number of components sampled from a Dirichlet process is given by (16) Thus, although with probability 1 as , the number of components increases approximately logarithmically with the number of observations.
F. The Parameters
DP mixtures have received a considerable interest in the Bayesian nonparametric literature. However, little has been written on choosing a centering distribution for these models. Building on a previous work [47] , the latent sources of heterogeneity to be specified through the parameters are considered using a data-adaptive way.
is a normal distribution with unknown mean and covariance . The couple are chosen to be distributed according to a normal-scaled inverse Wishart distribution, denoted as (17) such that where is the mean of the Normal distribution, is a scale parameter, and are, respectively, the inverse scale matrix and the degree of freedom for the inverse Wishart distribution (see [16] for more details about these distributions). In the sequel, we denote by the base distribution hyperparameter vector. The same base distribution should not be applied in all navigation situations (LOS, non-LOS, and no reception). Here, we propose to adapt the priors on the parameters at each time . More precisely, we propose to use an additional parameter defined at each time for each satellite . This parameter adds one more step in the DPM hierarchical model as shown in Fig. 2 . The parameter is an indicator of the propagation state for each satellite at each time . It will be used to update the parameters of . In practice, when a LOS reception state is detected the hyperparameters of the base distribution will be sampled from the normal-scaled inverse Wishart distribution whose parameters , , , and should be chosen carefully. However, when a non-LOS reception state is detected, it will be interesting to adapt the distribution of the hyperparameters as follows:
with , , , and . The additive term is the estimation of the pseudorange error computed at each time as (19) where is the corrected pseudorange measurement and is the predicted position and is the predicted receiver clock bias computed at time .
V. RBPF FOR DYNAMIC BAYESIAN MODELS
The main concern of this section is to estimate , the hyperparameter vector , the latent variables and state variables and this conditional on the observations . is the hyperparameter vector containing the precision hyperparameter and the hyperparameters of the base distribution . In practice, only the state variable is of interest. We have seen in Section IV-C that through the Polya urn representation, we integrate out analytically from the posterior. The parameters and remain and the inference is based upon where is the augmented hidden state vector. Note that the on-line estimation of is necessary for a good estimation of which implies a better fitting of the DPM model and hence the estimation accuracy of the state vector could be enhanced.
In Section V-A, a filtering approach for estimating sequentially the augmented hidden state using a particle filter (PF) is provided. In this setting, a first solution based on computing everything with pure sampling is proposed. Then, to improve the efficiency of this filtering approach, some of the variables will be marginalized out and an efficient Rao-Blackwellized PF is provided in Section V-B.
A. Particle Filtering
Unscented Kalman filters (UKF) and EKF which are widely used as suboptimal solution in case of white Gaussian systems are not suitable for treating the models which exhibit noncentered and non-Gaussian distributions. Except in a few simple cases, there is no closed-form solution to this problem. It is therefore necessary to adopt numerical techniques in order to compute reasonable approximations. SMC methods (particle filters) are powerful tools that allow us to accomplish this goal. This filtering method is able to cope with noises of any distribution and provides a convenient and attractive approach to computing the posterior distributions.
The PF approximates the posterior probability density function via the discrete weighted sum (20) The individual weights , are computed by applying the principle of importance sampling. Since it is difficult or impossible to directly sample , particles are simulated according to a proposal distribution Then, to correct for the discrepancy between the proposal and the target distribution, importance weights will be assigned to the generated particles where (21) According to (21) , the set of particles is updated and reweighted using a recursive version of importance sampling. The most likely particles yield high importance weights. An additional resampling procedure is used for replacing particles with large weights and removing those with small weights. The variance introduced by the resampling procedure can be reduced by proper choice of the resampling method [26] .
B. Improving the Particle Filtering by Rao-Blackwellization
A method to increase the efficiency of sampling techniques is to reduce the size of the state space by marginalizing out if possible some of the variables analytically; this is called RaoBlackwellization [28] . In the following, this approach will be introduced in order to improve filtering. As shown previously, we can compute the posterior distribution on-line by applying Bayes' rule sequentially. However, in general, the required integrals cannot be computed in closed form. Particle filtering therefore approximates the posterior using sequential importance sampling. Now, if we partition the state-space into two subspaces, drawn by and (for all ). Then, by the chain rule of probability, we can write (22) where . We will need to compute the posterior distribution using the conditional distributions and . Recall that details for the computation of these conditional distributions were given in Sections IV-D, -E, and -F. Based on these details, note that we can sample from the posterior distribution by simulating a Markov chain that has the posterior as its equilibrium distribution. The simplest such methods are based on Gibbs sampling. Then, the hyperparameters distribution can be included in the Markov chain simulation. On the other hand, if we can update analytically and efficiently, then we only need to sample using the PF. Since we are now sampling in a smaller space, in general we will need far fewer particles to reach the same accuracy as standard PF. This is the key idea behind RBPF.
The following is a generalization of the RBPF to DPM-based framework as presented in [26] and applied in [5] , [48] . At time , we use the following empirical distribution to approximate through a set of particles (23) with (24) By using an EKF or an UKF, for each particle we can compute recursively the terms and . For more details about how to build the sampling algorithm refer to [2] , [5] , and [48] . In RBPF, each particle maintains not just a sample from but also a parametric representation of the distribution (the parametric representation in our case are a mean vector and a covariance matrix). For our tracking application, the samples are updated as in standard PF, and then the distributions are updated using an EKF, conditional on . The overall algorithm is shown in Algorithm 1. Therefore, the optimal importance distribution can be written as . Without deriving approximations of this importance distribution, no efficient importance distributions can be used directly since the associated importance weights will be computationally intractable. In this paper, for the sake of simplicity, the importance distribution is chosen to be equal to the Polya urn distribution as in (12) . This approximation yields to the simplification of the weight expression (21) . Finally, the minimum mean squared error (MMSE) estimate and posterior covariance matrix of are given by
Note that in this subsection and in Algorithm 1 the estimation of the hyperparameter is not explicitly shown, more details about this will be discussed later in Section IV-A.
Algorithm 1: Computing the posterior distribution using a Rao-Blackwellized Particle Filter
At time ,
Step 0: initialization • For , sample and set
• At time ,
Step 1: Importance Sampling step • For -Sample -Sample -Evaluate the importance weights
Step 2: Selection step • Multiply/Discard particles with respect to high/low normalized importance weights to obtain equally weighted particles.
Step 3: Apply an EKF to compute
• Compute
VI. APPLICATIONS TO GNSS POSITIONING IN URBAN CANYON

A. Error Density Modeling Using DPM
For density estimation, the heterogeneity in the distribution of the latent parameters is a problematic issue in Bayesian nonparametric modeling. We know that in real applications, the sources of this heterogeneity cannot be completely known. We will prove through some experiments that the Dirichlet process prior may provide a satisfactory model in case where the sources of heterogeneity in the observation errors density are unobserved. The DP prior is robust to errors in model specification and allows heterogeneity in the patterns distributions to be specified in a data-adaptive way.
For example, the predictive distribution of densities based on our Dirichlet process prior can be multimodal (non-LOS case) owing to its natural potential for identifying clusters. In contrast, standard parametric prior distributions of densities, such as the normal distribution, cannot capture multimodality because of their shape restrictions. But, if the actual distribution of density can be approximated by a unimodal distribution (LOS case), the Dirichlet process prior also adapts to this situation. In fact, the parametric model based on finite Gaussian mixtures is a limiting case of our modeling scheme when applying Dirichlet process prior with . Therefore, we can say that the Dirichlet process prior is a natural extension of fully parametric models.
In our application of on-line pseudorange error density estimation, the latent variables are the mean and the variance of each Gaussian distribution included in the infinite mixture, i.e., , for . To compute a vehicle position at each step of the filtering process, particles are computed. The problem with GNSS applications is that signal propagation can be considered in different reception modes. In LOS reception, the pseudorange error noise follows a zero-mean Gaussian distribution with a standard deviation inferior or equal to 1 (actually it depends on the used receiver). In non-LOS reception, the pseudorange error can be higher than 100 m. In the proposed DPM model, the will be estimated by sampling as detailed in Section IV-D. The same base distribution will not be applied in all navigation situations. Here, we propose to adapt and each time using the proposed approaches in Section IV-D.
B. About Computational Complexity
The computational complexity for particle filters is independent of the dimension of the state-space: it grows linearly in the number of particles, with the error decreasing as the square root of the number of particles . We can say that it is evidently of at each iteration, i.e., at each time (see Algorithm 1). For further discussions on the relation between dimensionality and Monte Carlo error the reader is referred to [49] . In Fig. 3 , we depicted the evolution of the state estimation error when the number of particles grows. As can be seen, a reasonable number of particles (about 500) can be sufficient to lead to a good estimation accuracy.
In sequential filtering, we know that the complexity of the posterior distribution increases when the dimension of the hidden state vector is large. However, by applying a Rao-Blackwellization in the proposed scheme, we reduce significantly the computational cost since we do not need to compute all the parameters with pure sampling, but just some of them. (14) It may be instructive to compare the computational complexity of the proposed scheme (RBPF with adapted parameters) with that of a corresponding standard PF implementation. One way to achieve this is to quantify the additive complexity induced by the parameter estimation using DPM. However, since the DPMbased estimation step consists in computing at each time by applying a Gibbs sampler, its computational complexity at each iteration depends only on the dimension of the vector containing the couple of parameters . Note that the adaptation of the precision parameter and the base distribution parameters (as shown in Algorithms 2 and 3) is simply conducted at each iteration of the Gibbs sampler. However, comparing algorithms exclusively in terms of complexity may be misleading, since a scheme with low complexity may in fact be useless because it mixes very badly; that means we get stuck in one point of the parameter space. In particular, this remark applies when comparing the DPM model with a finite mixture model (e.g., GM) and, hence, the use of the DPM model instead of a finite mixture model to estimate the error density was completely justified in this paper.
C. Experiments With Simulated Data
The software Ergospace developed by the company Ergospace 5 simulates the propagation of electromagnetic signals in 3D realistic constrained environments. It uses the Ray Tracing method to deterministically calculate direct paths as well as multipaths between transmitters and a receiver. This software describes and analyzes with a good precision the performances of a satellite navigation system. It is a powerful simulation tool that can replace long-term and expensive measurement campaigns. In this work, very representative 3D models of two cities in France (Rouen and Toulouse) have been used for the simulations. They have been produced by the Urbanism Departments of both cities for their proper use. For all the simulation modes (static and dynamic), Ergospace outputs the characteristics of all the direct and reflected paths, the pseudorange between the satellites and the receiver, the evolution of geometrical and performance indicators, and the visible satellites. In addition to the possible severe conditions (no direct visibility, multipath, and no visibility), the motion of the user in this environment may produce fast variation of the signal configuration and has also to be taken into account.
Two typical geographical areas have been chosen for the simulations with Ergospace:
• a trajectory containing both residential and suburban environments (Trajectory 1); the 3D model and the simulated trajectory are displayed on Figs. 4 and 5.
• a city center area (urban center) in Toulouse (Trajectory 2); the simulated trajectory is displayed on Fig. 13 .
1) Rouen City (Trajectory 1):
In this section, simulations have been performed with a 3D scene of the town of Rouen. The simulated route corresponds to an existing bus line. In these simulations, the mobile ran at a constant speed of 30 km/h, during 10 min and is covering a distance of 8236 meters. GNSS signals from the GPS constellation can be received with a maximum of Fig. 4 . An example illustrating the vehicle trajectory on a 3D realistic constrained environment (city of Rouen, France) using the Ergospace software simulator. Here, we will present some results that pertain to the choosing of the DPM model for density estimation. Moreover, we designed experiments involving some comparison with some commonly used estimation and filtering methods to show the robustness, flexibility, and merits of our approach. Note that in the following, the DPM simulations are based on the implementation of the DP mixture model described in the previous subsection, applied to the case of conjugate models with normal structure. The precision parameter is calibrated automatically following the procedure proposed in Algorithm 3. The parameters of the centering distribution are simply adapted to the data characteristics as shown in Algorithm 2. We set the initial arbitrary value of the precision parameter , and the values of the hyperparameter vector are: , , , In order to highlight the effectiveness of the proposed positioning framework, we have conducted preliminary experiments using EKF, PF, and RBPF algorithms. Using these methods, localization performances were compared along the same trajectory during the same period of time. In the EKF-based algorithm, pseudorange error distributions are assumed to be centered Gaussian. In the PF algorithm, we considered a finite Gaussian mixture (GM) with two components. About 500 particles are used in the above algorithms. Accuracy has been calculated with reference to an exact position given by the simulator (Fig. 5) .
The use of RBPF algorithm is fully justified by the results presented in Figs. 6, 7, and 8, as it yields consistently lower error rates and a high localization accuracy. It appears that using DPM models within a RBPF can improve the accuracy and the availability of the localization even in very constrained environments. Fig. 8 shows the evolution over time of the positioning error. We see clearly that the proposed algorithm has proven to be more accurate than the other algorithms. Besides, another key point permitting to conclude that those methods are more suitable than the others is the algorithm stability when abrupt propagation changes occur during mobile dynamic evolution (Fig. 7) . Fig. 7 shows zooms into Fig. 6 which illustrates the behavior of the proposed algorithm with comparison to the other approaches. These results bring evidence regarding the performances of the proposed approach, the proposed density estimation algorithm and parameter adaptation schemes have shown interesting results for the proposed tracking application. The reference route is composed of a set of bends with different curvature radii. Note that there are consecutive bend segments with Fig. 7 depicts the positions values when the vehicle dynamic changes suddenly. In this segment of the route, there is a first turning on the left on a long radius bend and a second turning on the right. In these situations, the simulated positions using the proposed approach are the nearest ones to the actual positions throughout the entire segment. This demonstrates that the proposed positioning approach still robust when abrupt changes occur in the dynamic of the vehicle. The same remarks are also applicable for the top right graph of Fig. 7 . The bottom graph in Fig. 7 shows the behavior of the tested tracking algorithms at the beginning of the trajectory. At the beginning, the vehicle run about 200 m near obstacles (high building and trees) and being not completely in the middle of the road. The proposed approach behaves well compared to the other approaches since it does not need a long initialization period of time.
To model the observation errors density, both GM and DPMbased models have been used in a sequential Monte Carlo filtering approach. Table I shows the localization performances for the two models in terms of mean positioning error. The average error between the actual and estimated trajectories drops below 3 m. We have considered three scenarios, each scenario corresponds to a different satellite configuration at a specific time of the day.
In most applications of DPM models, the precision parameter is not known and must be well chosen. In this paper, some empirical tests were conducted to understand the influence of values on the estimation performance. In [16] for example, it was shown that in problems where is unknown, estimation results can be extremely sensitive to the choice of prior assumed for . In fact, a random draw from either equals one of the previous draws or is drawn independently from the base probability measure . The parameter obviously plays an important role in the distribution of . In (18) , note that the probability that the new draw of the parameter differs from all previously drawn parameter values is proportional to ; therefore, higher values of lead to a higher probability of many unique values (i.e., a higher number of classes relative to the sample size ). Conversely, lower values of lead to a greater chance of clustered distributions with fewer unique values in .
In preliminary experiments, we considered a range of values in order to explore the extend to which our results are sensitive to different choices of . While the overall shape of the distribution remains the same across values of , higher values of appear to produce an increased number of localized features and even indicate additional modes for a subset of the observations. The estimated means and variances of the model parameters are, however, quantitatively very similar. Furthermore, we find little gain from using large values of . In our DPM model, we used a Gamma distribution as a prior for the . The major advantage of this choice is that with this prior the conditional distributions are easy to sample by applying the approach in Section IV-E.
The resulting posterior distribution over based on a Gamma prior shown in Fig. 11 is considerably variable. Fig. 10 illustrates the posterior distribution of . The posterior clearly indicates that , which suggests that the distribution of the latent variables is clustered. Practically, in most situations a considerable uncertainty exists about the probable value of the number of model clusters . In our context, nor the prior mean neither the prior variance of the are known. As shown in (16) , the number of clusters increases approximately logarithmically with the number of observations. This is illustrated in Fig. 10 which shows how the prior over the number of components changes as a function of . Fig. 12 shows clusters and theirs locations for two satellites (signals from satellite 18 are mostly received in LOS and those of satellite 13 are both in LOS and non-LOS). It seems to be extremely hard to have such informations on data in a real-world application. Therefore, the parameters and of the Gamma prior have to be adjusted carefully. For example, we noticed that small values of and lead to nearly similar values of the probability density, which means a lack of variability in the distribution of . Finally, in Fig. 9 we show that estimating the leads to a good positionning accuracy compared to the result obtained when we use a fixed .
2) Toulouse City (Trajectory 2): To capture different dynamics, the vehicle was driven on a second trajectory different from the one used in Section VI-C-1. In this part, a second scenario was considered using the same simulator with the same settings. In this scenario, we intentionally choose to drive inside the city of Toulouse (south of France). Many simulations have been conducted to illustrate the performance of the proposed positioning framework. In Fig. 13 , the trajectory used in Ergospace simulations is shown. Note that the considered environment is an urban environment characterized by severe masking angles and the presence of a great number of obstacles (smaller streets and higher buildings). The masking problem results in the lack of visible satellites, whereas obstacles lead to a high level of multipath with measurement errors at receiver level. In these conditions, tracking is possible when at least 4 transmitters are visible from the receiver.
Figs. 14 and 15 show the behavior of the proposed algorithm with comparison to the other approaches. These results illustrate the performances of the proposed approaches in dense environments and even when the dynamic of the vehicle change suddenly. The same remarks as previously concerning the robustness of the proposed RBPF are applicable here. Fig. 16 shows the localization performances for different algorithms in terms of mean error. The error between the actual and estimated trajectories is obtained by averaging the results from three different scenarios. As in Table I , we considered again three satellite configurations corresponding to different times of the day.
D. Experiments With Real Data
Besides experiments using simulated data, we have conducted additional experiments using real-world data, in the city of Belfort (in France). We have considered a trajectory containing urban, residential and suburban environments. The reference trajectory (Figs. 17 and 18 ) was obtained using a modern real time kinematic (RTK) receiver. This is a high-quality GPS receiver in terms of reliability, speed and accuracy. A modern RTK receiver can offer greater than 99.9% reliability and provide up to centimeter-level accuracy. Then, based on this reference trajectory, the positions delivered by a second receiver (Safedrive), a low-cost one, are collected to be used to conduct tracking experiments. The antennas of both receivers have been placed on a the roof of a van at about 2 m above the ground.
In Fig. 19 , as can be seen, the satellite visibility is low in some segments of the trajectory. This implies that the pseudorange delivered by Safedrive is clearly corrupted by errors in some areas. In order to highlight the performance of the proposed framework, we have reported in Table II positioning errors obtained when using PF (GM) and RBPF (DPM with adapted parameters)-based algorithms. The assumptions concerning the model parameters and the algorithms setting are the same as in the previous experiments.
VII. CONCLUSION Our paper deals with the problem of improving localization accuracy in dense environments when signals delivered by the GNSS system are received most of the time after many reflections. The errors induced in the pseudorange measurements have an unknown density form. Thus, in this paper we have discussed a Bayesian nonparametric model based on a DPM that permits robust adaptive inference to be carried out on data with some unknown specifications. The DP prior is extremely flexible, it allows to model a huge variety of distributional forms. In the considered application, its effectiveness was proved, since in our case little is known about priors to be considered for the errors distribution. We illustrated through experiments that a good choice of the DPM hyperparameters leads to a better density estimation. Since the proposed density estimation solution was strongly motivated by the complexity of the considered data, we proved that the proposed approaches outperform standard sequential methods, especially in a nonlinear dynamic context in which joint estimation of states and observation noise distributions is needed.
Many interesting questions remains to be addressed. One of these is whether nonstationarity can be involved in the nonparametric model by considering time-varying Dirichlet process mixtures. At each time step it can be interesting to consider that the unknown distribution follows a DPM model. Some interesting and simple approaches, such as utilized in [51] , need to be investigated. A second is to develop more accurate and efficient approximations of the importance distribution in the proposed RBPF.
