Brain aging is characterized by changes in both hemodynamic and neuronal responses, which may be influenced by the cardiorespiratory fitness of the individual. To investigate the relationship between neuronal and hemodynamic changes, we studied the brain activity elicited by visual stimulation (checkerboard reversals at different frequencies) in younger adults and in older adults varying in physical fitness. Four functional brain measures were used to compare neuronal and hemodynamic responses obtained from BA17: two reflecting neuronal activity (the event-related optical signal, EROS, and the C1 response of the ERP), and two reflecting functional hemodynamic changes (functional magnetic resonance imaging, fMRI, and near-infrared spectroscopy, NIRS). The results indicated that both younger and older adults exhibited a quadratic relationship between neuronal and hemodynamic effects, with reduced increases of the hemodynamic response at high levels of neuronal activity. Although older adults showed reduced activation, similar neurovascular coupling functions were observed in the two age groups when fMRI and deoxy-hemoglobin measures were used. However, the coupling between oxy-and deoxy-hemoglobin changes decreased with age and increased with increasing fitness. These data indicate that departures from linearity in neurovascular coupling may be present when using hemodynamic measures to study neuronal function.
Introduction
The most commonly used methods for functional neuroimaging, such as functional magnetic resonance imaging (fMRI) and in particular the blood-oxygen-level dependent (BOLD) response, are based on imaging some of the hemodynamic consequences of neuronal activity. One area of research for which hemodynamic imaging methods have proven to be particularly useful is the study of cognitive agingwhere phenomena such as increased (often bilateral) brain activation under high task-load conditions have been shown to characterize older compared to younger adults (e.g., Reuter-Lorenz et al., 2000; Cabeza, 2002 ; see also Schneider-Garces et al., 2010) . However, a correct interpretation of these data, as well as of other hemodynamic neuroimaging data requires an understanding of the relationship between hemodynamic responses and the underlying neuronal activity across individuals and age groups.
Currently the most accepted view is that the increased blood flow measured with hemodynamic methods is correlated with post-synaptic activity (Logothetis et al., 2001) , which is typically measured invasively using field potentials or electrocorticogram (ECoG), and non-invasively with electroencephalography (EEG), event-related brain potentials (ERPs), and magnetoencephalography (MEG). However, the quantitative relationship between neuronal activity (including post-synaptic activity) and blood flow -which we refer to here as neurovascular coupling -is complex (e.g., Buxton et al., 2004) and still not completely understood.
One of the problems in this comparison is that the time courses of neuronal and hemodynamic measures are very different -with the latter lagging the former by several seconds. Because of its slow time course, hemodynamic activity is often considered as the summation over time of separate but partially overlapping individual hemodynamic responses, each reflecting a particular neuronal response. The way in which these responses summate is very important in determining the relationship between neuronal and vascular responses. Most methods for the analysis of fMRI data (such as GLM-based methods or fast event-related fMRI methodologies; Dale and Buckner, 1997; Friston et al., 1995 Friston et al., , 1998 Menon and Kim, 1999; Rosen et al., 1998) are based on linear decomposition. This approach assumes that the individual responses add to each other in a linear fashion -that is, without ceiling effects, or other temporal interactions (but see Buxton et al., 2004; Lin et al., 2003; Rosa et al., 2010 , for suggestions about more complex approaches to decomposition).
Because of the importance of this assumption, a number of investigators have addressed the question of whether linear additivity of NeuroImage 85 (2014) [592] [593] [594] [595] [596] [597] [598] [599] [600] [601] [602] [603] [604] [605] [606] [607] hemodynamic responses does in fact occur. A typical strategy (first employed by Fox and Raichle, 1985) has been to increment parametrically the number of stimuli presented over a relatively small interval (shorter than the duration of the hemodynamic responseeffectively varying stimulation frequency) to determine whether the hemodynamic response does in fact grow linearly with stimulation frequency. This approach has suggested that the hemodynamic response increases linearly with stimulation frequency, at least in occipital areas for visual stimulation (Arthurs et al., 2000; Buckner et al., 2000; Dale and Buckner, 1997; D'Esposito et al., 1999; Huettel et al., 2001; Huttunen et al., 2008; Miezin et al., 2000; Pollmann et al., 2000; Wan et al., 2006; Wobst et al., 2001) , although non-linear effects have also been reported when examining activity in different brain areas or with different stimulation conditions in visual areas (Arthurs et al., 2007; Binder et al., 1994; Birn et al., 2001; Friston et al., 1998; Hewson-Stoate et al., 2005; Jones et al., 2004; Liu and Gao, 2000; Rees et al., 1997; Sloan et al., 2010; Vazquez and Noll, 1998) .
A problem with this approach is that it is assumed that neuronal activity would also increase linearly with stimulation frequency, even when the frequency is relatively high (e.g., greater than 0.5 Hz). For this to be true, the neuronal responses to each of the stimuli should be independent from each other. This assumption is inconsistent with data based on methods with high temporal resolution, which measure individual neuronal responses to each stimulus rather than the cumulated hemodynamic response to multiple stimuli. These data suggest the existence of strong interactions between the neuronal responses to stimuli presented at less than a couple of second separations from each other, with these responses typically decreasing in amplitude with the number of stimulations per unit time (e.g., Adachi Usami, 1981; Gratton et al., 2001; Obrig et al., 2002; Van der Tweel and Verduyn Lunel, 1965; Wan et al., 2006 ). It appears therefore that a direct comparison of neuronal and hemodynamic measures obtained concurrently (or at least in identical conditions) is required to actually test whether the two are linearly related. So far relatively few studies have in fact reported such a comparison. Typically, these studies have used electrophysiological measures (ECoG, EEG, ERPs, or MEG) to assess neuronal activity, and BOLD fMRI (e.g., Arthurs et al., 2000; Huettel et al., 2004; Wan et al., 2006) or other blood flow measures (e.g., Zaletel et al., 2005) to assess neurovascular effects. Because of the difficulty of recording electrophysiological data within a high-field MR scanner, these measures are typically obtained in separate sessions (but see Franceschini et al., 2008; Huttunen et al., 2008; Mackert et al., 2004 Mackert et al., , 2008 Ou et al., 2009 , for concurrent recording of EEG or MEG data for neuronal measures and optical imaging or fMRI activity for obtaining hemodynamic data). Further, a significant problem with this approach is that the relatively low spatial resolution of some of the electrophysiological measures makes it difficult to determine whether the sources of neuronal activity are co-localized with the fMRI activation areas.
In this study we examined neurovascular coupling in primary visual cortex (BA17) using stimuli varying in frequency and a multimodal measurement approach to study neuronal and hemodynamic activities. We included ERPs and fMRI methods as gold-standard reference points, but focused on diffuse optical imaging methods as a central tool for the analysis. These methods are unique in that they allow for the concurrent measurement of both neuronal (the event-related optical signal, EROS, Chiarelli et al., 2012; Franceschini and Boas, 2004; Kubota et al., 2008; Medvedev et al., 2008; Steinbrink et al., 2000; Tse et al., 2006; Wolf et al., 2002; Zhang et al., 2005 ; for reviews see Fabiani, 2009, 2010) and hemodynamic activity (near-infrared spectroscopy, NIRS, Cope and Delpy, 1988; Kato et al., 1993; Villringer and Chance, 1997) . Animal work (Foust and Rector, 2007; Rector et al., 1997 Rector et al., , 2005 has shown that fast optical signals, characterized by a reduction in near-infrared light scattering, can be observed in active cortical areas. 1 A growing number of studies indicate that EROS can be used to measure mass post-synaptic activity in the brain, providing results that are consistent with electrophysiological data with respect to timing (e.g., DeSoto et al., 2001; Fabiani et al., 2006; Gratton et al., 1997 Gratton et al., , 2001 Kubota et al., 2008; Medvedev et al., 2008; Rinne et al., 1999; Tse and Penney, 2006; Tse et al., 2007 Tse et al., , 2008 , and with fMRI with respect to spatial localization (e.g., Gratton et al., 1997 Gratton et al., , 2000 Zhang et al., 2005) . However, Steinbrink et al. (2005) reported failure to observe fast optical effects, and considered the possibility that at least some of the optical effects reported in previous papers might have reflected "non-brain" phenomena (such as generalized circulatory changes or movement artifacts). It is therefore important to eliminate the possibility that non-brain effects (such as circulatory changes and/or movements) might be responsible for the putative fast effects. In our previous work we controlled for non-brain effects by demonstrating that the signal is specific to the brain area that are supposed to be stimulated and does not extend to other areas, and by eliminating other possible confounds through experimental control. Another procedure used to control for possible spurious effects (see Medvedev et al., 2008 ; see also Parks et al., 2012) is to add recordings from channels with such a short source-detector distance (5-17.5 mm) to be unlikely to reach the brain. If the fast optical effects reflect brain activity, they should be visible at long (> 20 mm) but not at short source-detector distance channels; if instead they are due to non-brain phenomena they should be equally visible at both distances.
As fast optical signals are relatively novel in the study of neurovascular coupling (having only been reported by Gratton et al., 2001) , to provide an additional control condition we also recorded, concurrently with the optical imaging data, event-related potential (ERP) measures of the C1 component of the visual evoked potential, which is supposed to be generated in BA17 (Martínez et al., 1999) . Specifically, we expect the latency of the peaks and response to experimental manipulations (stimulation frequency) for the C1 response to correspond to that of the EROS response in BA17.
There is also a substantial amount of evidence showing that NIRS can provide measures of hemodynamic activity that are strongly correlated with the BOLD fMRI response (see Villringer and Chance, 1997) . Because the fast (EROS) and slow (NIRS) optical signals are measured using the same sources and detectors, not only can they be measured concurrently, but they can also be taken to reflect activity occurring in approximately the same segments of cortex. Although several previous studies have already used hemodynamic optical measures in the study of neurovascular coupling (e.g., Franceschini et al., 2008; Mackert et al., 2004 Mackert et al., , 2008 Ou et al., 2009) , they have typically not capitalized on the possibility of measuring optical imaging to study both neuronal and vascular responses (with the exception of Gratton et al., 2001) , and instead have used electrophysiological measures (ERPs or MEG) to estimate neural activity. This still leaves the problem of how to make sure that the two types of measures are taken from the same brain volume.
Simultaneous recording of neuronal and hemodynamic responses with optical imaging (using the very same optical channels to measure both) was accomplished in a previous study from our group , in which we compared neuronal and hemodynamic activities in young adults in response to visual stimuli varying in frequency in a block design. The data showed that, as predicted, neuronal activity decreased with increasing stimulation frequency. Also as predicted, the hemodynamic response increased with stimulation frequency, although this effect was markedly non-linear. At first glance these data may appear to be incompatible with a linear relationship between the two. However, it should be noted that, because of the use of a block design with relatively high stimulation frequencies, the hemodynamic response should be considered as the summation of the responses to each individual stimulus, integrated over time. Therefore, an appropriate comparison also requires integrating the neuronal response over time, by multiplying its amplitude by the number of stimuli per unit time. When this was done the neuronal and hemodynamic measures were found to be roughly proportional to each other. In other words, any increment in neuronal activity as a function of additional stimulation per unit time corresponded to a proportional increase in the hemodynamic response, providing support for a linear relationship between the two. However, the sample size (N = 8) was too small to exclude that a more complex, non-linear relationship would better describe the neurovascular relationship. In the current study we used a larger sample size (N = 63), and we evaluated two different models, a linear model and a quadratic model whereby the size of the hemodynamic response is proportional to the square root of the response predicted on the basis of the neuronal response integrated over time, so as to account for possible ceiling effects in the hemodynamic response as a function of increased stimulation.
An additional limitation of the Gratton et al.'s (2001) study was that the instrumentation used was based on a single light wavelength (690 nm). This did not allow for the separate computation of oxy-and deoxy-hemoglobin concentration changes (hereafter indicated by [HbO 2 ] and [HbR], respectively), which can only be achieved when at least two wavelengths are used. Thus, the hemodynamic measure obtained was a "composite" of changes in the concentration of the two hemoglobin species -only one of which ([HbR] ) is likely to refer to the BOLD fMRI signal (Rees et al., 1997) . Further, the [HbR] signal is typically much smaller than the [HbO 2 ] signal in most NIRS studies. In the study presented here we used a more advanced instrument capable of producing separate estimates of changes in [HbO 2 ] and [HbR] . In addition to the optical measures we also obtained electrophysiological measures of neuronal activity (ERPs, measured concurrently with the optical measures) and BOLD fMRI data (recorded in a separate session from the same participants and with the same paradigm) to determine the extent to which the relationships observed with optical methods could be generalized to more commonly used neuroimaging techniques.
Another goal of the current research was to investigate the effects of aging on neurovascular coupling. As mentioned above, functional imaging data have been particularly important in characterizing the effects of cognitive aging within the brain (for a review, see Kramer et al., 2006) . However, aging is also associated with significant changes in the cerebrovascular system. For example, cardiorespiratory fitness has been shown to attenuate the effects of aging leading to reductions in gray and white matter volumes (e.g., Colcombe et al., , 2006 Erickson et al., 2011; Gordon et al., 2008) and in cognitive functions such as executive function and working memory (e.g., Emery et al., 1998; Kharti et al., 2001; Kramer et al., 1999 Kramer et al., , 2001 . Research has also shown that aerobic exercise is particularly useful to delay (or perhaps even reverse) some of the effects of aging on cognitive function Dustman et al., 1984) . Although the mechanisms through which these phenomena take place are not completely understood, there is substantial evidence that angiogenesis and changes in neurovasculature may play a significant role (Black et al., 1990; Isaacs et al., 1992 ; see also Cotman et al., 2007) . It is therefore important to determine whether aging and cardiorespiratory fitness may have an effect on neurovascular coupling.
Within this context it is important to consider that, even if a linear relationship between neuronal and hemodynamic brain measures is observed for healthy young adults, departures from linearity may be observed when the cardiovascular system is deteriorating, as may be the case for low-fit older adults. A number of studies have examined the effects of aging on neurovascular coupling (e.g., Buckner et al., 2000; D'Esposito et al., 1999; Huettel et al., 2001; Niehaus et al., 2001; Rosengarten et al., 2006; Zaletel et al., 2005 ; for a review see D'Esposito et al., 2003) , and have typically reported a diminution of the BOLD response in older adults. However, most of these studies have not involved the simultaneous measurement of neuronal and hemodynamic measures (with the exception of Zaletel et al., 2005) and none has assessed cardiorespiratory fitness in older adults. Therefore in the current study we investigated not only younger adults (as in Gratton et al., 2001 ), but also older adults varying in fitness levels. Because brain anatomy is known to change with aging (e.g., Raz et al., 2010; Raz et al., 2007) we decided to investigate neurovascular coupling within visual areas, which are reported to vary less than other areas in normal aging (e.g., Raz et al., 2005 ; but see Salat et al., 2004 ). Thus we tried to minimize the possibility of interactions between changes in neuroanatomy and functional changes in neuronal and hemodynamic responses. These data should provide a benchmark for extending this analytic approach to other brain areas and may aid the interpretation of aging data within the context of cognitive neuroscience.
Methods

Participants
Nineteen young adults (9 females, ages 20 − 28) and forty-four older adults (24 females, ages 65-81) participated in a five-session experiment. The older sample was larger to allow us to study the effects of physical fitness in this group (we did not expect physical fitness to play a central role in neurovascular coupling in younger adults). The oversampling of the older group also helped counteract the expected increase in variability in responses for this group. Participants were recruited using newspaper advertisements, posted flyers, and by word-of-mouth. All participants provided informed consent in accordance with the Institutional Review Board of the University of Illinois at Urbana-Champaign.
Screening procedures and inclusion/exclusion criteria
All participants were fluent English speakers and educated in English from the primary school years. No participants reported a history of head trauma, drug abuse, visual impairment, or of neurological or psychiatric disease. None of the participants was taking beta-blockers or any drugs known to affect the central nervous system (such as neuroleptic, antidepressant, and anxiolytic agents). Only participants who scored within normal limits on the modified Mini-Mental Status exam (mMMS; Mayeux et al., 1981) , showed no evidence of depression based on the Beck's Depression Scale (BDI, Beck et al., 1996) , displayed visual contrast sensitivity within normal ranges on the VCTS 6500 test (VisTech Consultants Inc., Dayton, Ohio), and scored above or within one standard deviation of the average score for their age group on the Vocabulary subtest of the Wechsler Adult Intelligence Scale-Revised (WAIS-R; Wechsler, 1981) were included in the study. Finally, older participants were required to have medical clearance from their personal physician to participate in the fitness assessment. Table 1 reports statistics for the main demographic and neuropsychological variables for the younger adults and the two older adult groups.
Biometric variables
For the older adults only, physical fitness was evaluated using the VO 2max index, using a modified Balke protocol (American College of Sports Medicine, 1991). The high-and low-fitness groups were selected to be within the upper and lower third of published norms, respectively. The younger adults were considered to be relatively fit when compared to the older adults, and reported moderate to high levels of physical activity.
A number of physiological measures were collected to characterize the different groups of subjects. Height, weight, and body mass index (BMI) were assessed for the older sample only. Arterial blood pressure (systolic, diastolic) and heart rate were assessed for both the younger and older samples. The mean values and t-statistics for each of these variables are presented in Table 2 .
Sessions
The data presented in this study were collected during five sessions. The first was dedicated to the assessment of cardiorespiratory fitness (only for the older adults). The second was an MR session, for the recording of structural and functional MRI. Digitization of the locations to be used for optical recordings was performed during the third session. Both the fourth and fifth sessions were used for the simultaneous recording of optical (EROS and NIRS) and electrophysiological (ERP) data. Brain imaging data were recorded during the second, fourth and fifth sessions, while the participants were engaged in the task described below.
Task and stimuli
During the optical/ERP recording sessions, participants sat in front of a computer monitor centered at eye-level at a distance of approximately 80 cm. The optical data were recorded over two sessions, with data from a different set of 80 overlaid optical channels (defined by a particular source-detector pair) collected from each, and their order counterbalanced across subjects. A set of 80 channels is referred to as a "montage."
A session consisted of 60 blocks, each lasting 60 s. Each block started with 20 s of fixation (a fixation cross was presented at the center of the screen), followed by a stimulation period lasting 19.2 s, and then followed by a 20.8 second fixation-only period. During the stimulation period, a black and white checkerboard appeared and the cells reversed color (i.e., black to white and vice-versa), with a frequency that varied in different blocks. Each reversal was considered as a stimulus. The total amount of light generated by the computer screen was identical during all phases of the stimulation, and did not vary when a reversal occurred, as the color reversal of each square leads to an isoluminant condition. The participants' task was to fixate at the center of the checkerboard. Brief rest periods were given every 5 blocks.
The checkerboard subtended a visual angle of 15°horizontally and 17°vertically, and had a spatial frequency of 0.4 cycles/°both vertically and horizontally. The reversal frequencies used were 1.0417 Hz (1-Hz condition), 2.0833 Hz (2-Hz condition), 4.1667 Hz (4-Hz condition), 6.25 Hz (6-Hz condition), and 8.3333 Hz (8-Hz condition). These stimulation frequencies (apart from 8.33 Hz) are factors of the optical recording sampling rate (62.5 Hz), allowing for an integer number of sampling points to occur between stimuli. The reversal frequency conditions were presented with the following order (twice for each montage): 1-Hz, 2-Hz, 4-Hz, 6-Hz, 8-Hz, 1-Hz, 2-Hz, 4-Hz, 2-Hz, 1-Hz, 8-Hz, 6-Hz, 4-Hz, 2-Hz, and 1-Hz. Unequal numbers of blocks were used for the different reversal frequencies to reduce the variability in the number of reversals (stimulations) across conditions, by increasing the number of blocks at the lowest frequencies.
The stimulation conditions during the fMRI session were identical with respect to stimulation timing. However, only one repetition of the 15-block order cycle described above was used and stimuli were presented using LED goggles. Within the limitations of the goggle system, the visual angles and spatial frequencies were as close as possible to those used in the optical/ERP sessions.
Structural MRI
All subjects included in this study underwent a high-resolution structural MRI scan in a Siemens 3-Tesla Magnetom Allegra MR Headscanner. Using an MPRAGE sequence, a 144-slice scan with a 1.2 mm slice thickness was obtained either in the sagittal or axial plane. The pulse parameters used in the MR recording included a repetition time of 800 ms, an echo time of 4.38 ms, and a flip angle of 8°. Whalen et al., 2008) .
Functional MRI
The fMRI data were collected using an echoplanar imaging (EPI) sequence, based on 16 3-mm slices, with in-plane resolution of 3.75 × 3.75 mm (64 × 64 voxels/slice), centered on the calcarine fissure. The echo time was set at 26 ms, the flip angle at 60°, and the repetition time at 2000 ms. A total of 460 scans were obtained, covering the entire period of stimulation (15 blocks of fMRI data were obtained for each subject) with an additional 20 s before the first block.
MRI analyses
The MRI data were analyzed using a combination of routines from the AFNI (Cox, 1996) and FSL (Smith et al., 2004) packages. AFNI was used to perform motion correction, BOLD response estimation, generating the vein masks, and Talairach transformation. FSL was used for co-registration of structural and functional images, and for generating the brain masks. In order to exclude the superior sagittal sinus a 'vein mask' was derived from the T1 scans by manually setting a threshold at the lowest level that defined the vein without including any brain tissue. The MPRAGE images were inspected manually to identify the posterior extreme of the calcarine fissure in each hemisphere, and the point halfway between these points was used as the origin for the region of interest (ROI). The ROI started as a sphere with a radius of 14 mm. The ROI was then masked to include only points within the FSL-defined brain region, and to exclude points in the vein mask. Any points within this ROI that exceeded 15% change from baseline were set to 15%. Finally, the average of the percent change across the voxels in the ROI was computed. Because of recording artifacts (mostly large movements), fMRI data were only available from 48 subjects (16 younger adults, 19 high-fit, and 13 low-fit older adults).
ERP recording
ERPs were recorded as an additional control for the EROS responses. The analysis focused on the C1 peak (a negative peak with a latency between 80 and 100 ms), which is supposed to be generated in area 17 (i.e., the ROI on which all the brain measures focused). ERPs were recorded concurrently with the optical imaging data. For this reason only a sparse montage was used, including the following recording positions (labeled according to the 10/20 system): Fz, Cz, Pz, T5, T6, P3, P4, left and right mastoid and vertical and horizontal EOG. Individual silver/silver chloride electrodes affixed with a conductive electrode paste were used for the recording. Impedance was kept below 10 kΩ. The left mastoid electrode was used as an on-line reference, but an average mastoid reference was computed off-line and used for all the analyses. The data were filtered on-line using a 1-100 Hz bandpass, and digitized at 250 Hz. Because the stimulation frequency varied widely (between 1 and 8 Hz), to make different frequencies comparable with each other, the data were segmented into recording epochs of the duration of 160 ms, and an interval between − 16 and 60 ms after stimulation was used as a baseline. This unusual choice was determined by the need to minimize the effect of the response to the previous stimulus during the baseline period, especially for the higher stimulation frequencies (4 Hz and greater).
ERP analysis
Ocular artifacts were corrected using a procedure described in Gratton et al. (1983) . Trials with large voltage changes (exceeding 200 μV) after eye-movement correction were discarded. The EEG responses to the first 5 stimuli for each block were also discarded, to obtain stable recording conditions. The remaining trials were averaged separately for each stimulation frequency, recording electrode, and subject. As the response varied significantly between subjects in terms of which electrode showed the largest effect, we quantified the data using the same procedure reported by Gratton et al. (2001) : for each time point, stimulation frequency and subject we computed the standard deviation across electrodes, which was used as a dependent measure for all subsequent analyses. ERP data were analyzed with repeated measures ANOVAs. Corrections for lack of sphericity (correlated error terms) were performed using the Greenhouse-Geisser method (with ε values and corrected degrees of freedom reported when the conditions apply). Note that ERP data were not useable for two subjects (1 younger and one older high-fit subject).
Optical recording
Optical data were recorded using an Imagent device (ISS Inc., Champaign, IL), based on 64 laser-diode sources (32 emitting light at 690 nm and 32 emitting light at 830 nm) and 8 photomultiplier tubes (PMTs) as detectors. Only a subset of the source laser-diodes were used at one time, using the montage described in Fig. 1 . The light sources were 0.4 mm optic fibers, whereas 3 mm fiber-optic bundles were used for conveying exiting light to the PMTs. Source and detector fibers were held in place using modified motorcycle helmets. Hair was combed away from under the detector fibers before they were put into place; the source fibers, being much smaller, could be placed through the hair. Source fibers were paired, so that each location was illuminated by two fibers, one connected to a 690-nm laser and the other to an 830-nm laser; the two fibers were never on at the same time. The light sources were timemultiplexed in cycles of 16 ms divided into ten 1.6-ms periods (1.6 ms "on" periods, and 14.4 ms "off" periods for each source), so that at any given time each detector could only receive light from one source closer than 6 cm distance. The amount of light transmitted between a source and a detector at distances exceeding 6 cm is negligible (Gratton and Fabiani, 2003) .
The light sources were modulated in intensity at 110 MHz. The average intensity during the "on" periods was less than 10 mW per source; considering the off periods, each source emitted an average of less than 1 mW light power. Because of the low absorption and high scattering of tissue at the wavelengths used (690 and 830 nm), the resulting irradiation is several orders of magnitude below OSHA safety standards. The detector amplifiers were modulated at a frequency of 110.00625 MHz. This created a cross-correlation (or heterodyning or beating) frequency of 6.25 kHz. This frequency was used for the recording of frequency-domain data. The optical data from each detector were sampled continuously at a frequency of 50 kHz. Eight points were collected for each oscillation of the cross-correlation frequency. As each source was "on" for 1.6 ms, there were 10 oscillations per source during each multiplex period. To eliminate the possibility of cross-talk between sources, the first two cycles (.32 ms) of recording from each channel were discarded. The remaining eight oscillations (for a total of 64 digitized points) were used to compute a fast Fourier transform (FFT) yielding estimates of DC intensity (zero-frequency or average effects), AC intensity (amplitude of oscillations at the 6.25 kHz cross-correlation frequency), and phase delay for each source/detector combination (80 per montage, 160 in total) with an effective sampling period of 16 ms (62.5 Hz).
Co-registration of optical and MR anatomical data
This procedure comprised the following steps. First, the location of each source and detector was digitized in 3D with respect to three fiducial points (located on the nasion and left and right pre-auricular points) on each individual subject using a Polhemus "3Space"® 3D digitizer. Second, the structural MR obtained for each participant allowed us to co-register the source and detector positions on the MR anatomical image where the same fiducial points were marked using Beekley Spots® (Whalen et al., 2008) . Third, for each participant the MR and optical source and detector points were Talairachtransformed to place them in a common space. Fourth, to further reduce the influence of anatomical variability across participants, the individual anatomical images were centered on the midpoint between the most posterior points of the left and right calcarine fissures as identified in the structural MR images. This allowed for a more accurate between-subjects co-registration of visual cortex. Fifth, surface projections of optical effects at various latencies from stimulation were obtained using a 2.5-mm grid.
EROS analysis
The optical data from each participant and channel were first corrected for phase wrapping around the 360 degree mark, converted to 'phase change' by subtracting the mean phase, and transformed into picoseconds. Slow drifts in the phase data were then corrected using a polynomial regression method (effectively eliminating frequencies below 0.01 Hz). A pulse correction algorithm developed by was then applied. DC and AC intensities were normalized by dividing them by the average value across each block. Following our previous work, for the analysis of EROS we employed the phase data for both 690-nm and 830-nm channels. For each channel (i.e., source-detector combination) an estimate of the standard deviation (SD) of the phase was obtained, and used to discard channels with excessive variability (SD > 220 ps), usually due to insufficient amount of light reaching the detectors to provide valid estimates. Also, channels with DC light varying by more than 20% were not included in the analyses, as were source-detector distances smaller than 20 mm or greater than 50 mm; however channels with source-detector distances below 17.5 mm (which were expected to be minimally affected by brain activity) were analyzed separately as a control condition to verify that optical effects were in fact generated in the brain, and not in the skin or the result of movements. This procedure led to discarding approximately 20-30% of the channels, mostly because the montage comprised a large range of source-detector distances (including very short and very long ones). Although we accepted channels with SDs up to 220 ps (i.e., 7.64°of phase), these channels are very rare, with the majority of the channels having SDs b 50 ps (i.e., 1.77°of phase). The data were then segmented into 240 ms epochs, time-locked to each checkerboard reversal (i.e., stimulus), beginning 16 ms before each reversal. The first five stimulations from each block were discarded to generate stable stimulation conditions. The remaining epochs were used to compute average waveforms for each measurement type (DC intensity, AC intensity, and phase delay 2 ). The data were then filtered to eliminate frequencies above 10 Hz, and a baseline (estimated as the average of a 32-ms peri-stimulus period) was subtracted from the data. This baseline was selected to reduce the impact of the previous trial while maintaining sufficient baseline duration. Note that this impact was less severe than for the ERP data because the greater spatial resolution of EROS results in a smaller overlap between the brain responses elicited by consecutive stimulations.
To generate surface-projected maps of functional brain activity, we took advantage of the high spatial density afforded by our recording montage by using "pi detectors" (Wolf et al., 2000) , which is a way of combining data from multiple channels traversing the same voxel, in order to increase spatial specificity and decrease noise. For intensity data, a "pi detector" is obtained by multiplying the values of different channels and computing the n-root (or by computing the average of the log transforms of the intensity data). For phase data, channels are averaged (a product would not make sense since some of the values are positive and some are negative). For each participant a 2.5 mm-grid was established over the surface of the occipital scalp (centered on the mid-calcarine point, as described above). For each location of the grid, the channels whose recording volumes encompassed the location were then determined (independently for each participant). For DC intensity, AC intensity, and modulation, the logarithms of the values were averaged. For phase data, the original value (rather than the logarithm) was used because only relative values are obtained. For phase data, the different channels were then averaged together. We did not weight the channels differently depending on their intensity because this procedure would give more weight to channels with short sourcedetector distances, which are unlikely to probe the brain. Most points in the central grid region were within the path of several (up to 20) channels.
For each measurement type, the previous methods yielded a grid (map) of activity for each time point (15 time points; sampling rate: 16 ms), stimulation condition, and participant. These maps were spatially filtered using an 8-mm Gaussian filter (2 cm kernel), and used for statistical analysis. This analysis was conducted by computing t-score maps related to the difference between each value and the baseline. Each of these t-score maps was then converted into a Z-score map.
For statistical analysis and quantification we used a ROI-approach to reduce multiple comparisons (as is typically done for neuroimaging data). A ROI was established, which corresponded to the surface projection of BA17, as defined by the Talairach Daemon (http://www.
2 Averaging phase measures is appropriate when phase variations are very small, and, as in our approach, phase wrapping is eliminated before averaging. Phase delay is a circular (periodic) variable. Therefore the average of values that are at the two sides of the wrapping point (360°) is misleading. For example, the average of 359 and 1 should be 360 or 0, and not 180. However, when the variability of the phase is small (less than 30°) the probability of two points of the distribution to be on opposite sides of the wrapping point is negligible, unless the mean value is already close to 360 (or 0). In our data we eliminated this last possibility by applying a phase wrapping correction before averaging. The combination of phase wrapping correction and elimination of channels for which large SD of the phase exceeds a relatively small criterion makes averaging phase data a safe procedure to estimate the central tendency of the phase value. talairach.org/daemon.html).
3 Only the data within this ROI were included in the subsequent statistical analyses and quantification. First, we examined whether a significant response was obtained in area 17 at the predicted latency of activation (96 ms), when averaged across subjects and conditions, both with respect to the baseline level and with respect to the short-distance channel control condition. Following the methodology commonly used to correct for the problem of multiple comparisons, the significance of a response was estimated by comparing the Z-score value observed at the peak point with a criterion value estimated using the random-field theory (see Friston et al., 1995) . Then, for each subject and condition we quantified the amplitude of the neural response in BA17 by averaging the time course of the EROS response for all voxels within the preset ROI, and selecting the point in the waveform with the largest response amplitude in an interval between 64 and 128 ms from stimulation. An identifiable peak (defined as a positive peak value with respect to baseline) was obtained in approximately 78% of the waveforms (245 out 315 -5 frequency conditions for 63 subjects), and all subjects had identifiable peaks in at least two of the five conditions. These peak values were used for the comparisons across stimulation conditions and for the neurovascular coupling analysis. Only one value per condition per subject was entered in the analyses. Thus, averaging across optode pairs and frequency and spatial filtering (which were carried out separately for each subject and condition) do not lead to correlated error terms for the statistical analyses and hypothesis testing, since the error terms and degrees of freedom were always computed across subjects (apart from the lack-of-sphericity issue described below). Data across subjects were analyzed using t-tests (transformed into Z scores) or using repeated-measures ANOVAs when appropriate, with age as a between-subject factor and frequency of stimulation as a within-subject factor. When more than one contrast was considered within the same ANOVA, corrections for lack of sphericity were performed using the Greenhouse-Geisser method (with corrected degrees of freedom and ε values reported).
NIRS analysis
The analysis of the NIRS signal was conducted in a manner similar to that used for analyzing EROS data. The major differences were as follows. First, AC intensity data were used instead of phase data. This is because the formulae used to derive the concentration of [HbO 2 ] and [HbR] have been developed for intensity but not for phase data (Boas et al., 2001) . Second, the data were averaged across blocks (rather than across trials) separately for each subject, condition and channel, using a baseline determined by the last 10 s before stimulation (note that, as the data were divided by the baseline value, they hovered around 1). Third, for each grid location (within the same grid used for the analysis of EROS), the data were transformed into [HbO 2 ] and [HbR] changes using the formulae described by Boas et al. (2001) . As several channels with 690 and 830 nm were included for each location, the data were pooled together across channels using the "pi detector" logic described above (Wolf et al., 2000) . This yielded average estimates (across blocks) of the time courses of [HbO 2 ] and [HbR] changes for each location, starting 10 s before the beginning of the stimulation period, and lasting throughout the 19.2 s of stimulation (checkerboard reversals), computed separately for each subject and stimulation conditions. These waveforms were down-sampled at one value every 1.60 s. Fourth, the average change from baseline during the period between 5 and 19.2 s after the onset of stimulation was used to estimate the amplitude of the response. These data were submitted to the same type of ROI analyses used for EROS.
Results
ERPs
The ERP data (see Fig. 2A ) revealed several peaks, including a C1, a P1 and an N1 component. Of these, only the C1 component, which has a peak latency between 80 and 100 ms, is supposed to be generated in area 17 (Martínez et al., 1999) , and therefore is relevant to the current study, whereas the P1 and N1 components (although in fact larger than the C1) are presumed to be generated in extrastriate areas. The amplitude of the C1 component was quantified as the maximum standard deviation across electrodes (for each frequency) between 64 and 92 ms for the younger adults and between 84 and 112 ms for the older adults (see Gratton et al., 2001 , for a similar approach). The amplitude of C1, reported in Fig. 3A , varied with stimulation frequency and age. Specifically, C1 amplitude decreased as stimulation frequency increased, F(3.32, 192.64) = 22.36, p b .0001, Greenhouse-Geisser ε = 0.83. This may be due to some form of "refractoriness" of the visual system in the case in which stimuli are presented very close to each other. The C1 was also larger in the older adults than in the younger adults, F(1, 58) = 11.21, p b .005. This variation in amplitude of the C1 as a function of age may reflect small but consistent anatomical variations in the shape of BA17 in different age groups, perhaps as a consequence of shrinking or displacement of the occipital cortex in the older relative to the younger adults as reported by Salat et al. (2004) , which may direct the dipole towards the surface in the older group. Fig. 4A shows grand average maps of the EROS response at a latency of 96 ms, collapsed across all stimulation frequencies (back view of the brain). These data are plotted so that only voxels with Z scores greater than 2.00 (corresponding to an uncorrected p b .05) are colored. These maps indicate the presence of robust and consistent responses within the BA17 ROI, which were absent when short source-detector distances were examined (middle panel).
EROS
The location of the peak of the response (Z score = 4.063; critical Z corrected for multiple comparisons at p b .05 = 2.86) was at pixel x = −21, z = −8 (in Talairach coordinates). For the short-distance channels, the peak Z value was equal to 1.331. The subtraction map, obtained considering the difference between the maps obtained with long (20-50 mm) and short (b 17.5 mm) source-detector distance channels, also showed a clear and significant peak in area 17 (x = −21, z = −8, peak Z = 3.468, critical Z = 2.69).
Young and old subjects showed similar localization of the response (x = −21, z = −8 for the young subjects, and x = −16, z = −11 for the old subjects). The time course of the average EROS response across the entire BA17 ROI in the young and old subjects is presented in Fig. 2C . This figure indicates that the peak of EROS activation in BA17 occurred at 80 ms in the young subjects and 96 ms in the old subjects, very close to the predicted values, and to the latencies of the C1 response in ERPs presented in Fig. 2A . Note that the BA17 responses in EROS are more evident than in the ERPs, presumably because the greater spatial resolution afforded by EROS allows for a better separation of the responses originating from different cortical regions. Additional data are also included in Fig. 2 for reference purposes. First, Fig. 2B includes data from the peak voxel across subjects in the BA17 ROI. 4 It can be noted that the peak EROS amplitude is an order of magnitude greater than the EROS values presented in Fig. 2C , which are the average of all the voxels within the ROI. This is because within the ROI individual subject peaks across conditions do not precisely overlap either in location or latency, and individual subjects' effects (presented in Fig. 2D using standard units) do not extend to the entire ROI. However, the average waveforms presented in Fig. 2C include, for each subject, a very large number of channels (typically >10 per voxel) and trials (on average 772 per condition), so that the error is also an order of magnitude smaller. We chose this analytic approach (average of the ROI) because we expect it to be more stable and less likely to capitalize on chance. As mentioned, the amplitude of the EROS response was quantified as the maximum value for the average across the entire BA17 ROI in the interval between 64 and 128 ms for each subject and frequency Fig. 2. (A) Time courses of the ERP response at the Pz electrode averaged across subjects (separately for each age group) and stimulation frequency conditions. (B) Grand average time courses across stimulation conditions of the EROS response at the peak voxel across subjects (same location across age groups) in the BA17 ROI; (C) grand average time courses of the EROS response for the BA17 ROI, averaged across subjects (separately for each age group), stimulation conditions, and ROI voxels. (D) Time course of the standardized EROS response for each subject (averaged across stimulation conditions) at each individual subject's peak location within the BA17 ROI. condition. Only waveforms with an identifiable peak were used for this analysis (see Methods section). The mean values across subjects for the young and old groups are presented in Fig. 3B . As for the C1 ERP component, these data show a response that decreases as a function of frequency of stimulation (F(2.68, 163.43) = 4.20, p b .01; Greenhouse-Geisser ε = .67). A function expressing the EROS peak decrement as proportional to the logarithm of the stimulation frequency provided a good fit for the overall average (r = − .940), as well as for the averages of the young subjects (r = − .982) and of the old subjects (r = − .885) separately. Thus, the EROS response in BA17 resembled the C1 ERP component in terms of latency and sensitivity to experimental manipulations: the correlation between the mean values for each imaging modality (C1 ERP and BA17 EROS) was r = 0.922 for the average of all subjects, r = 0.931 for the young subjects and r = 0.841 for the old subjects. However, differently from the ERP response, the EROS response was larger in the younger than in the older adults, F(1,61) = 7.12, p b .01. This discrepancy probably reflects the fact that, differently from the ERP, EROS is not influenced by the orientation of dipoles with respect to the surface of the head.
NIRS
Figs. 5 and 6 report Z-score maps (across all subjects) of the change in [HbO 2 ] (Fig. 5) and [HbR] (Fig. 6 ) during the interval between 5 and 19.2 s after the beginning of the stimulation period. The data were averaged across all stimulation frequencies. In the top rows are the data for all subjects together, both for long-and short-distance channels, as well as their difference. In the middle row are separate maps for young and old subjects. In the bottom rows are average time courses for [HbO 2 ] and [HbR] , averaged across all pixels within the BA17 ROI. The maps indicate a diffuse hemodynamic response encompassing several areas and spreading much further than the EROS response. This probably reflects the fact that different regions of the visual cortex are activated at different latencies from stimulation, and therefore are visualized together by the hemodynamic maps (which reflect slow phenomena) but not by the EROS maps (which reflect the activation at 96 ms latency only). For [HbO 2 ], the peak Z score for BA17 was 3.789 (x = −21, z = 12, critical Z = 2.20). No clear response was visible in the shortdistance control channels. Also, the subtraction map between the long and short distance channels showed clear activation of visual areas, including all of BA17 (Z peak = 3.559, x = 9, z = −3, critical Z = 1.97). Separate maps for the different age groups, however, revealed a clear activation in the younger adults, but no significant activation in the older adults. This latter finding was probably due to a large variability in the [HbO 2 ] activation patterns of the older adults, as a t-test on the difference between younger and older adults was not significant (t(61) = 1.22, n.s.). This variability in the [HbO 2 ] activation level reflects, at least in part, variability in physical fitness: the correlation between the [HbO 2 ] response and VO 2max in older adults was significant (r(42) = .339, p b .05). These data suggest that the amplitude of the [HbO 2 ] response is influenced by both age and fitness level.
We expected that neural activity would induce a reduction in [HbR] , as a function of the increase in blood flow. The results presented in Fig. 6 show a widespread reduction in [HbR] as a function of stimulation. The peak Z score for the BA17 ROI was −5.443 (x = 9, z = 12, critical Z = −2.72). Although a small effect was visible in the short-distance control condition, it did not reach significance (peak Z = −2.73, critical Z = −3.07), and the subtraction maps between long-and shortdistance channel data showed a significant activation in BA17 (peak Z = −4.868, x = −3, z = 7, critical Z = −2.59). There was a difference in the amplitude of the [HbR] changes in the two age groups, reflected in a significant correlation between age and [HbR] change (r(61) = .249, p b .05). However, the correlation between [HbR] change and VO 2max in the older adults was not significant, suggesting that the age difference was probably not due to changes in physical fitness, and generally dissociating the [HbO 2 ] and [HbR] responses, with one showing significant effects of age and the other showing significant effects of fitness. Interestingly, whereas in the younger adults the two responses were strongly anti-correlated (r(17) = −.615, p b .005), this correlation was not observed in the older adults (r(42) = −.020, n.s.). A similar variation in coupling was observed when analyzing the correlations between [HbO 2 ] and [HbR] changes in individual subjects across stimulation frequency conditions (the statistical tests of Fig. 4 . A: Z-score maps of the EROS data at a latency of 96 ms after stimulation, averaged across all subjects and stimulation conditions. The surface projection of BA17 is outlined in green on each of the maps. Left: Average map across all subjects for source-detector distances between 20 and 50 mm. Middle: Average map across all subjects for source-detector distances between 0 and 17.5 mm (control condition). Right: Difference between the other two maps. B: Average Z-score maps of the EROS data for younger (left) and older (middle) adults. these correlations were based on their Fisher transforms). The average correlations were equal to r = −0.52 for the younger adults, and r = −0.26 for the older adults (t(61) = −2.34, p b .05). Thus the data indicate an age-related variability in coupling of different components of the neurovascular response (see also Safonova et al., 2004 , for a similar finding). Finally, the magnitude of the [HbR] response was negatively correlated across subjects with that of the EROS response in the 1-Hz (r = −.280, t(46) = −1.978, p b .05), 2-Hz (r = −.400, t(44) = −2.895, p b .005), and 6-Hz conditions (r = −.306, t(50) = −2.273, p b .05, all one-directional). For [HbO 2 ], a significant correlation across subjects with the magnitude of the EROS response was only evident in the 2-Hz condition, r = .318, t(44) = 2.225, p b .05. This is also consistent with the idea that, across subjects differing in age and level of fitness, the coupling between deoxy-and oxy-hemoglobin, as well as between oxy-hemoglobin and neuronal activity, are somewhat degraded.
The effects of stimulation frequency on the [HbO 2 ] and [HbR] responses are presented in Fig. 7 . The relationship between these responses and stimulation frequency was clearly not linear. The lack of linearity is not surprising, as the neuronal measures (both EROS and ERPs) showed a marked reduction of the amplitude of the response as a function of stimulation. As such, we should not expect the amplitude of the hemodynamic response (which accrues over an extended period of time) to linearly increase with the stimulation frequency. In fact, the actual increase of the hemodynamic response as a function of stimulation frequency was overall quite modest.
fMRI
The average amplitude of the BOLD response in BA17 as a function of frequency is also presented in Fig. 7 (bottom panel) . The BOLD response changed as a function of age (t(46) = 1.89, p b .05, one-directional), with a reduced response in the older with respect to the younger adults. The difference between high-and low-fit older adults, however, was not significant (t(30) = 1.17, n.s.).
Relationship between neuronal and hemodynamic measures
As a reminder, to evaluate the quantitative relationship between neuronal and hemodynamic measures as a function of age and fitness, we compared the way in which the two sets of measures respond to visual stimulation frequency. Hemodynamic measures relate to phenomena that accumulate over time. As a consequence, the responses elicited by each single stimulus (checkerboard reversal) should summate (note that in our paradigm, similarly to Fox and Raichle, 1985 , the number of stimulations and the stimulation frequency are perfectly correlated, since the duration of the stimulation period is constant -therefore these two labels are interchangeable). Hence, the effect of each individual stimulus on the hemodynamic response can be estimated by dividing the actual response by the stimulation frequency. If the relationship between neuronal and vascular responses is linear, these derived measures should correlate linearly with the fast measures integrated over time. An alternative model assumes that this relationship is not linear, but likely saturates at high levels of neuronal activity. In this case we might assume that a decelerating function, such as the square root of the integrated fast signal, would be a better predictor of the hemodynamic response. Since the quadratic model does not include a linear predictor, both models have the same number of free parameters, and therefore they are directly comparable to each other.
We computed the integrated fast response (EROS and ERPs) over time for each stimulation frequency condition (by multiplying the fast response by the stimulation frequency) and, for each subject separately, correlated it with the amplitude of the changes in hemodynamic measures for the same conditions. In the linear model, we used the actual values of the integrated fast response as predictors. In the quadratic model, we used the square roots of these values. Note that this model was chosen as an example of decelerated function, indicating saturation of the hemodynamic response at high levels of neural activation. A logarithmic or exponential model would likely produce very similar results, but these models cannot be effectively separated from the quadratic model tested here with the small number of available points per subject. As we assume that the absence of stimulation would not generate a response, we added an additional point to the computation of the correlation coefficients in which both the neuronal and the hemodynamic responses are equal to 0. For all statistical analyses of the correlation coefficients across subjects we used their Fisher transforms. The average Fisher-transformed data were then reversed to correlation coefficients for display purposes.
Scatter plots between the average predicted values according to the linear and quadratic models and the various neurovascular effects for each stimulation frequency condition are shown in Fig. 8 . The correlations between the predicted and actual neurovascular responses for both the linear and the quadratic models, computed separately for each subject and then averaged across subjects, are presented in Fig. 9 . When EROS was used to estimate the neuronal response, for the three hemodynamic measures correlations were significantly different from 0 (all |t|'s (61) Essentially identical results were obtained when using the ERP measures to estimate the neuronal response. As for the EROS-based prediction, the quadratic model performed significantly better than the linear model (all |t| (62) Similarly to the EROS-based estimates, no difference between the correlations for younger and older adults was obtained with the BOLD response (mean r = .77 for the younger and r = .82 for the older adults). These data indicate that the hemodynamic response is better correlated with the square root of the integrated neuronal response than with the untransformed value. This suggests that, at least in visual cortex, the neurovascular relationship departs markedly from linearity and tends to generate a decelerated function with reduced increases in hemodynamic responses as a function of additional equal increases in the neuronal response. This was the case independently of the modality used to estimate the neuronal (EROS or ERPs) or the vascular response (NIRS or fMRI). In addition, the coupling between oxy-and deoxy-hemoglobin response decreases with aging at least in occipital regions, and there is some hint to a break-down of the neurovascular coupling in general in older adults, although this appears to depend on the hemodynamic variable used for the estimates.
Discussion
The data reported in this paper indicate that the relationship between neuronal (EROS, ERPs) and vascular (NIRS and BOLD) measures of brain function in the case of visual stimulation departs substantially from linearity in younger and older adults. In this respect, the data differ from previous reports obtained with optical methods ) and other techniques (e.g., Buckner et al., 2000; Dale and Buckner, 1997; D'Esposito et al., 1999; Huettel et al., 2001; Miezin et al., 2000; Pollmann et al., 2000; Wobst et al., 2001) , but are consistent with others suggesting a non-linear relationship (Arthurs et al., 2007; Binder et al., 1994; Birn et al., 2001; Friston et al., 1998; HewsonStoate et al., 2005; Jones et al., 2004; Liu and Gao, 2000; Rees et al., 1997; Sloan et al., 2010; Vazquez and Noll, 1998) . Older adults also show, in general, a similar relationship to younger adults between neuronal and vascular measures when the BOLD fMRI and [HbR] responses are considered, although the amplitude of the component responses (both neuronal and hemodynamic) is somewhat depressed relative to that of the younger subjects. This confirms previous findings for visual areas (e.g., Buckner et al., 2000) . However, for older adults a different picture emerges when [HbO 2 ] changes are taken into consideration. In this case, the neurovascular coupling is somewhat disrupted in the low-fit older adults, as demonstrated by the very reduced [HbO 2 ] response in this group -even though the neuronal response is equally large in the high-and low-fit subjects.
These age-related changes in neurovascular coupling are likely to reflect problems within the vascular system, which may emerge in aging. In fact, these changes appear particularly evident in subjects with low cardiorespiratory fitness. It should be noted that the older sample in our study was screened for a number of possible health problems. Specifically, no severe hypertension cases were included in our sample, and subjects were in sufficient good health to be able to complete the maximal graded exercise test. Nevertheless, the low-fit subjects in our study had, on average, higher blood pressure and higher body-mass index (BMI). Thus, it is likely that the reactivity of the vascular system in low-fit older adults was somewhat poorer than in those older adults with higher fitness levels and in the younger adults. A possible explanation for this phenomenon is that the vascular system of low-fit older adults may have lost some of its ability to adapt to increased task demands, with blood vessels already being dilated even during the rest conditions. Another possibility (which is not inconsistent with the previous account) is that low-fit older adults may have lost some of their brain capillary bed. This is consistent with the notion that aerobic exercise (which increases cardiorespiratory fitness) leads to an increase in angiogenesis (Isaacs et al., 1992) and thus increased perfusion.
The data presented here have important implications for functional imaging studies and for the interpretation of functional aging data. First, at least for visual cortex, they indicate that some caution should be taken when using linear decomposition methods, such as SPM or fast event-related fMRI, in the analysis of hemodynamic imaging data, in particular from older adults, because the neurovascular coupling function shows signs of saturation at higher levels of neuronal activation. This non-linearity may be mediated in part by the different spatial extent of the neuronal and hemodynamic responses. In any case, these data indicate that caution should be taken when inferring neuronal activity from hemodynamic signals. Second, this is likely to be even more problematic in low-fit older adults, who show a depressed neurovascular response at least for measures of [HbO 2 ]. Third, the data indicate that fitness level is important for neuroimaging studies of aging. Specifically, they show that age-related reductions in Fig. 8 . Scatter plots depicting the relationships between the predicted and observed hemodynamic responses for each stimulation condition (averaged across subjects). Several previous studies have compared hemodynamic responses in older adults with those of younger adults. Some of these studies have focused on the amplitude of the hemodynamic responses and typically suggest a depression of neurovascular coupling in older adults (D'Esposito et al., 1999; Hesselmann et al., 2001; Huettel et al., 2001 ). However, some of these studies involved only hemodynamic measures. In this case, it is difficult to determine whether the observed differences had to be attributed to changes in neuronal function or changes in neurovascular coupling. Further, for the most part, the effects reported in these studies were quite variable across individuals, perhaps because fitness was not controlled for, and subjects could vary significantly with respect to this variable. The current experiment confirms the presence of a depression of neurovascular coupling in low-fit older adults and indicates that fitness may be an important source of individual differences, especially among the elderly.
The data indicate variability in the coupling of the [HbO] and [HbR] responses to stimulation as a function of aging. This finding is in line with that reported by Safonova et al. (2004) . Specifically, older adults showed a low correlation between the two responses. This may in part be due to the fact that both responses were smaller in older than in younger adults, and therefore more difficult to measure on individual subjects. However, Fig. 7C also indicates that the compensatory vasodilation indexed by the BOLD response was reduced in older adults. In other words, the increase in blood flow may have been too small to lead to an increase in [HbO] in at least some of the older adults, as all the incoming oxygen may have been used up by the activated tissue.
This study also highlights the potential utility of optical imaging as a tool for studying neurovascular coupling. An advantage of optical imaging is that measurement of neuronal and hemodynamic parameters could be taken simultaneously. A further advantage is that these measures can be referred to specific brain regions, and that, in principle, given the appropriate paradigm and recording methods more than one region could be studied in parallel. This could be used to evaluate whether neurovascular coupling changes significantly with location within or across individuals or groups.
Although our study focused on optical measures, we also recorded ERP activity. The two modalities responded similarly to the frequency manipulation. They also showed a good correspondence in terms of latency of the response, and between the patterns of activities at different latencies in different age groups. However, the EROS measures were more highly correlated across groups with the hemodynamic measures than the ERPs. Two factors may account for this finding. First, the EROS response is more precisely localized than the ERP response, and therefore less susceptible to cross-talk from different brain regions. Second, just like the hemodynamic measures (BOLD fMRI and NIRS signals) the EROS response is related to scalar properties (scattering changes) of the activated area, whereas the ERP response is related to vectorial properties of the brain, and specifically to the orientation in space of the cortical region involved in its generation. If the orientation differs systematically across subject populations, the relationship between ERPs and the hemodynamic measures may also vary. As a consequence, the slopes of the neurovascular function for different subject groups may not align.
The current study also had several limitations, which should lead to further investigation. First, only visual stimulation and occipital cortex were investigated. Further studies will need to be carried out to determine whether the finding of a non-linear relationship between neuronal and hemodynamic measures is generalizable to other cortical regions. Indeed, some investigators suggest that the relationship between neuronal and vascular measures might vary in different cortical regions (e.g., Huettel et al., 2004) . Second, fitness was evaluated across individuals, in a correlational rather than experimental fashion. Recent work shows that aerobic exercise may result in changes in several functional parameters (Emery et al., 1998; Kharti et al., 2001; Kramer et al., 1999 Kramer et al., , 2001 . It is likely that it may also lead to changes in neurovascular coupling. It is however also possible that fitness per se may not be the critical variable, but only a correlate of some other factors (e.g., genetic variations, nutrition) which may be more directly related to vascular health and neurovascular coupling. These variables may be studied independently and in combination to determine their relative influence on neurovascular coupling. Third, it is not clear from the current data whether the reduction in neurovascular coupling observed in the low-fit older adults has any functional counterpart. This is because the task used in the current study (passive viewing of a reversing checkerboard) did not result in any behavioral measure. To evaluate the functional impact of reduced neurovascular coupling it will be necessary to employ more informative behavioral manipulations, perhaps including tasks varying in difficulty. Fourth, we only used one way of manipulating the amplitude of the hemodynamic response in the current study (i.e., through variations in the stimulation frequency). It is possible that different rules would regulate neurovascular coupling when other manipulations are used, such as the duration of the stimulation or its intensity. This remains a subject for future investigation.
In conclusion, this study presents an investigation of neurovascular coupling in younger and older adults differing in fitness levels, based on optical imaging as well as electrophysiological and fMRI measures. The results indicate the presence of a non-linear relationship between neuronal and hemodynamic effects in younger adults and in older adults with higher fitness levels, and an alteration of the hemodynamic response in older adults with lower fitness levels. The study also illustrates an approach to the investigation of neurovascular coupling based on the use of hemodynamic and neuronal optical measures, which in the future could be extended to other cortical regions and help inform the interpretation of cognitive neuroscience data.
