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Abstract
The aim of this paper is to introduce some operators induced by the Jacobi differential operator and
associated with the Jacobi semigroup, where the Jacobi measure is considered in the multidimensional
case.
In this context, we introduce potential operators, fractional integrals, fractional derivates, Bessel
potentials and give a version of Carleson measures.
We establish a version of Meyer’s multiplier theorem and by means of this theorem, we study fractional
integrals and fractional derivates.
Potential spaces related to Jacobi expansions are introduced and using fractional derivates, we give
a characterization of these spaces. A version of Calderon’s Reproduction Formula and a version of
Fefferman’s theorem are given.
Finally, we present a definition of Triebel–Lizorkin spaces and Besov spaces in the Jacobi setting.
c© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
In the classical case, where λd denotes the Lebesgue measure on Rd , the study of Lebesgue
spaces L p(λd) with 1 < p < ∞, Sobolev spaces L ps (λd) with s > 0 and 1 < p < ∞, BMO
spaces and Carleson measures, constitutes crucial points in the development of the harmonic
analysis theory.
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Littlewood–Paley theory, Calderon’s formula, fractional derivates, Riesz transforms, and
Carleson measures, allow us to get a unifying perspective of these spaces and motivate the
definition of general functions spaces which are called Triebel–Lizorkin spaces and Besov spaces
(see [4,15,23]).
Fractional powers of the laplacean (−∆)s/2 and their variants (I − ∆)s/2, are important
devices to study differentiability properties of functions and these properties are described in
the context of potential L ps (λd) spaces. Negative powers of (−∆)−s/2 with 0 < s < d ,
are called fractional integrals and positive powers of (−∆)s/2 with 0 < s < 2, are called
fractional derivates. Riesz transforms are defined formally by Rλk = ∂kx (−∆)−|k|/2, k ∈ Nd
and Littlewood–Paley theory allows us to show the L p(λd)-boundedness of Riesz transforms for
1 < p <∞ (see [18]).
When we consider the Ornstein–Uhlenbeck differential operator L , the gaussian
multidimensional measure γd and take Hermite expansions, the fractional integrals (−L)−s/2
were studied and L p(γd) estimates were obtained, for 1 < p < ∞ and s > 0 (see [16]). On
the other hand, in [10] fractional derivates (−L)s/2 were introduced and using these operators a
characterization of potential gaussian spaces was given. Applications of Riesz transforms were
considered in this context and also, a version of Calderon’s reproduction formula was given.
In a similar way, associated with multidimensional Laguerre expansions, fractional integrals
(−Lα)−s/2, fractional derivates (−Lα)s/2 and Riesz transforms, have been introduced in [6].
These operators are induced by the Laguerre differential operator Lα , for α ∈ (−1,∞)d with
respect to the probabilistic gamma measure µαd . A similar characterization of the potential
Laguerre spaces, an analogue version of Meyer’s multiplier theorem and a version of Calderon’s
reproduction formula were obtained in this case. All these results were obtained during the
development of our doctoral thesis (see [9]). Afterwards, the definition of Triebel–Lizorkin
spaces and Besov spaces were considered in [8], where we adjust the definition of these spaces
in the Hermite and Laguerre setting.
The aim of this paper is to introduce and extend the study of potential operators, fractional
integrals, fractional derivates and Carleson measures in the Jacobi setting. This way, we consider
the Jacobi differential operator Lα,β , the Jacobi measure µα,βd and the Jacobi polynomials.
In [12,13], very important results related to transplantation theorems for Jacobi series have been
obtained. In the present paper, we study potential Jacobi spaces and we obtain an analogue
version of Meyer’s multiplier theorem for Jacobi expansions. Also, we give very simple
applications of Riesz–Jacobi transforms defined in [14]. Some similar results were obtained
in [3], by use of a modified Wiener decomposition. However, we get our results in a direct way,
using the classical Jacobi–Wiener decomposition.
The paper is organized as follows. Section 2 contains some basic facts notation. In Section 3,
we show that the orthogonal projection Jα,βn is a continuous operator. In Section 4, we
introduce the potential operators and show their L p(µα,βd ) continuity. Then, we get a version
of Meyer’s multipliers theorem. Fractional integrals and fractional derivates are introduced and
a characterization of Jacobi potential spaces is given in Section 5. In Section 6, a version of
Calderon’s reproduction formula is showed. Finally, we introduce Triebel–Lizorkin spaces and
Besov spaces; we define Carleson measures and we show a version of Fefferman’s inequality.
2. Preliminary definitions
Let us consider the Jacobi measure µα,βd (dx) =
∏d
i=1(1 − xi )αi (1 + xi )βi dxi where
x ∈ (−1, 1)d , with α, β ∈ (−1,∞)d .
I.A. Lo´pez P / Journal of Approximation Theory 161 (2009) 385–410 387
Let us consider the Jacobi differential operator
Lα,β =
d∑
i=1
[
(1− x2i )∂2xi + (βi − αi − (αi + βi + 2) xi )∂xi
]
.
The normalized Jacobi polynomials of type α, β, of degree ν in d variables are given by the
tensor product
pα,βν (x) = (h(α,β)ν )−1/2
d∏
i=1
(1− xi )−αi (1+ xi )−βi
× (−1)
νi
2νi νi !
∂νi
∂xνii
{
(1− xi )αi+νi (1+ xi )βi+νi
}
,
where h(α,β)ν =∏di=1 h(αi ,βi )νi , with
h(αi ,βi )νi =
2αi+βi+1
(2νi + αi + βi + 1)
Γ (νi + αi + 1)Γ (νi + βi + 1)
Γ (νi + 1)Γ (νi + αi + βi + 1) .
It is well known that the Jacobi polynomials are eigenfunctions of Lα,β ;
Lα,β pα,βν = −〈ν, ν + α + β + 1〉 pα,βν , (1)
where 〈ν, ν + α + β + 1〉 =∑di=1 νi (νi + αi + βi + 1) and given a function f ∈ L1(µα,βd ), its
ν Fourier–Jacobi coefficient is defined by
fˆα,β(ν) =
〈
f, pα,βν
〉
µ
α,β
d
=
∫
(−1,1)d
f (x)pα,βν (x)µ
α,β
d (dx)
(see [22]). The system {pα,βν }ν of the Jacobi polynomials is a complete orthonormal system
with respect to µα,βd . If we denote by C
α,β
n the closed subspace of L2(µ
α,β
d ) generated by
{pα,βν : |ν| = n}, it is easy to see that {Cα,βn }n≥0 is an orthogonal decomposition of L2(µα,βd ).
This way,
L2(µα,βd ) =
∞⊕
n=0
Cα,βn ,
which is called the Wiener-Jacobi chaos decomposition.
The orthogonal projection Jα,βn of L2(µ
α,β
d ) onto C
α,β
n is given by
Jα,βn f =
∑
|ν|=n
fˆα,β(ν)p
α,β
ν , (2)
and for a given f ∈ L2(µα,βd ), its Jacobi expansion is then given by
f =
∞∑
n=0
Jα,βn f.
Therefore
{
Jα,βn
}
n≥0 is a complete orthogonal projections in L
2(µ
α,β
d ).
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Then, we can obtain the following spectral decomposition of the operator Lα,β
Lα,β f =
∞∑
n=0
∑
|ν|=n
−〈ν, ν + α + β + 1〉 fˆα,β(ν)pα,βν ,
when f ∈ L2(µα,βd ) and its domain D(Lα,β) is given by
D(Lα,β) =
{
f ∈ L2(µα,βd ) :
∑
n≥0
∑
|ν|=n
∣∣∣〈ν, ν + α + β + 1〉 fˆα,β(ν)∣∣∣2 <∞} .
Lα,β is a positive and symmetric operator in L2(µα,βd ). Moreover, Lα,β has a closure which is
self-adjoint in L2(µα,βd ) and which also will be denoted by Lα,β .
On other hand, the semigroup T α,βt of operators defined by T
α,β
t = etLα,β is called the Jacobi
semigroup. By (1) and (2) it is immediate that
T α,βt p
α,β
ν = e−〈ν,ν+α+β+1〉t pα,βν (3)
and
T α,βt (J
α,β
n f ) =
∑
|ν|=n
e−〈ν,ν+α+β+1〉t fˆα,β(ν)pα,βν ,
then,
T α,βt f =
∑
n≥0
∑
|ν|=n
e−〈ν,ν+α+β+1〉t fˆα,β(ν)pα,βν ,
if f ∈ L2(µα,βd ). Also, we can write
T α,βt f (x) =
∫
(−1,1)d
T α,βt (x, y) f (y)µ
α,β
d (dy),
where
T α,βt (x, y) =
∑
n≥0
∑
|ν|=n
e−〈ν,ν+α+β+1〉t pα,βν (x)pα,βν (y)
is called the Jacobi–Weierstrass kernel. It is known that {T α,βt }t≥0 is a symmetric diffusion
semigroup (see [11,19]). In particular, we have that T α,βt 1 = 1, T α,βt is a positive semigroup
and
‖T α,βt f ‖p,µα,βd ≤ ‖ f ‖p,µα,βd , 1 ≤ p ≤ ∞. (4)
Also,
lim
t→∞ T
α,β
t f (x) = fˆα,β(0) =
∫
(−1,1)d
f (y)µα,βd (dy) a.e x ∈ (−1, 1)d (5)
if f ∈ L1(µα,βd ).
From the probabilistic point of view, (5) reflects stationariness and ergodicity of the Jacobi
semigroup. Now by using Bochner’s subordination formula, let us consider the Poisson-Jacobi
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semigroup {Pα,βt }t≥0 defined as
Pα,βt f (x) =
1√
pi
∫ ∞
0
e−u√
u
T α,β
t2/4u
f (x)du =
∫
(−1,1)d
f (y)Pα,βt (x, y)µ
α,β
d (dy),
where the kernel Pα,βt (x, y) is defined as
Pα,βt (x, y) =
1√
pi
∫ ∞
0
e−u√
u
T α,β
t2/4u
(x, y)du.
{Pα,βt }t≥0 is a symmetric diffusion semigroup, Pα,βt 1 = 1, Pα,βt f ≥ 0 if f ≥ 0, and satisfies
similar properties as (4) and (5). Again, using (1) we have
Pα,βt p
α,β
ν = e−t
√〈ν,ν+α+β+1〉 pα,βν ,
thus, formally we write Pα,βt = e−t (−Lα,β )1/2 .
Moreover, let us consider 0 < s < 1 and the semigroup {Qs,α,βt }t≥0, defined as
Qs,α,βt f (x) =
∫ ∞
0
T α,βu f (x)η
s
t (du),
where ηst is a Borel measure on [0,∞), such that, its Laplace transform satisfies∫ ∞
0
e−wuηst (du) = e−w
s t . (6)
In particular, when s = 1/2, we have that Qs,α,βt = Pα,βt . Also, {Qs,α,βt }t≥0 is a symmetric
diffusion semigroup and satisfies the same properties as the {Pα,βt }t≥0 semigroup. By using (1)
we can see that
Qs,α,βt p
α,β
ν = e−t〈ν,ν+α+β+1〉
s
pα,βν
and (−Lα,β)s/2 is the respective infinitesimal generator.
It is known that the semigroups corresponding to Jacobi orthogonal expansions are
hypercontractive. Then, for all t > 0, 1 < p <∞, and α, β ∈ (−1/2,∞)d , we have that
‖T α,βt f ‖q(t),µα,βd ≤ ‖ f ‖p,µα,βd , (7)
where e4t/C = q(t)−1p−1 with C = 2(2β+1)β(β+3α+2) .
This is true because the hypercontractivity property is equivalent to the tight logarithmic
Sobolev inequality S(p,C);
‖ f ‖22p
p−2 ,µ
p,q
d
≤ ‖ f ‖2
2,µp,qd
+ C p,q
∫
Γ ( f )µp,qd (dx),
where Γ ( f ) =∑di=1(1− x2i )(∂xi f )2, by means of Gross’ theorem (see [7]).
This way, when we consider αi = p−22 and βi = q−22 with p, q > 1, we have that the Jacobi
semigroup {T α,βt }t≥0 satisfies the Sobolev inequality and the spectral gap inequality; hence the
tight logaritmic Sobolev inequality also (see [1,2]).
By using subordination formula, we get the same result to the semigroups {Pα,βt }t≥0 and
{Qs,α,βt }t≥0.
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Now in this setting, we are ready to present the results of this paper in the following sections.
3. The L p-boundedness of orthogonal projections
As a consequence of the hypercontractivity property of T α,βt f semigroup, we show the
following lemmas in the Jacobi setting (see [21]). First, we consider the unidimensional
Jacobi expansions and after, we consider multidimensional Jacobi expansions. We do these two
considerations, because the eigenvalues 〈ν, ν + α + β + 1〉 are not linear. This is an important
condition in the Hermite and Laguerre setting, owing to in both cases, we have that
T γt (J
γ
n f ) = e−nt J γn f and Mαt (Jµαn f ) = e−nt Jµαn f, (8)
where T γt denote the Ornstein–Uhlenbeck semigroup and M
α
t the Laguerre semigroup (see [21,
6]).
The identities (8) are crucial in the proof of the L p(γd)-continuity of J
γ
n and the L p(µαd )-
continuity of Jµαn f , respectively.
It should be emphasized, that polynomials are dense in L p(µα,βd ), 1 < p < ∞ and
α, β ∈ (−1,∞)d .
Lemma 3.1. For every 1 < p < ∞ and n = 0, 1, 2, . . ., there exists a constant C p,n,α,β > 0
such that
‖Jα,βn f ‖p,µα,β1 ≤ C p,n,α,β‖ f ‖p,µα,β1 if f is a polynomial,
therefore Jα,βn can be considered as a bounded operator on L p(µ
α,β
1 ).
Proof. If p = 2 the result is clear. When p > 2 and f is a polynomial function, we choose t > 0
such that p = e2t + 1. Then using (3) and (7) and Ho¨lder’s inequality,
e−n(n+α+β+1)t‖Jα,βn f ‖p,µα,β1 = ‖T
α,β
t (J
α,β
n f )‖p,µα,β1
≤ ‖Jα,βn f ‖2,µα,β1
≤ ‖ f ‖2,µα,β1
≤ ‖ f ‖
p,µα,β1
.
When 1 < p < 2, the dual operator (Jα,βn )∗ is a bounded operator on L p(µα,β1 ) because J
α,β
n is
bounded in Lq(µα,β1 ) with q > 2. Since (J
α,β
n )
∗ f = Jα,βn f for f a polynomial, we get the same
result. 
Now we study the multidimensional case. First, we give the following pointwise estimates for
T α,βt
(
Jα,βn f
)
.
Lemma 3.2. For every α, β ∈ (−1/2,∞)d , t > 0 and n = 0, 1, 2 . . . there are positive
constants Aα,β,n,t and Bα,β,n,t such that
Bα,β,n,t J
α,β
n f (x) ≤ T α,βt
(
Jα,βn f
)
(x) ≤ Aα,β,n,t Jα,βn f (x),
for each x ∈ (−1, 1)d and f ∈ L2(µα,βd ).
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Proof. Let us consider the normed spaces (Nd , ‖..‖1) and (Nd , ‖..‖2) where we denote ‖ν‖1 :=∑d
i=1 νi = |ν| and ‖ν‖2 :=
(∑d
i=1 ν2i
)1/2 = √〈ν, ν〉. Due to dim(Nd) = d < ∞, then
‖..‖1 ' ‖..‖2. So, there exists two positive constants A, B such that A‖ν‖1 ≤ ‖ν‖2 ≤ B‖ν‖1
and this way, we obtain that
e−B2|ν|2t ≤ e−〈ν,ν〉t ≤ e−A2|ν|2t . (9)
Also for each ν ∈ Nd ,
min
i=1..d{αi + βi + 1}|ν| ≤ 〈ν, α + β + 1〉 ≤ maxi=1..d{αi + βi + 1}|ν| (10)
and then, let us choose ν such that |ν| = n. Denoting
σα,β = max{B2, max
i=1..d
(αi + βi + 1)},
ρα,β = min{A2, min
i=1..d(αi + βi + 1)}, (11)
the inequalities (9) and (10), lets us obtain that
e−σα,βn(n+1)t ≤ e−〈ν,ν+α+β+1〉t ≤ e−ρα,βn(n+1)t .
Now we consider x ∈ (−1, 1)d fix and arbitrary. So,
Bα,β,n,t fˆα,β(ν)p
α,β
ν (x) ≤ e−〈ν,ν+α+β+1〉t fˆα,β(ν)pα,βν (x) ≤ Aα,β,n,t fˆα,β(ν)pα,βν (x)
where
Bα,β,n,t = min{e−σα,βn(n+1)t , e−ρα,βn(n+1)t },
Aα,β,n,t = max{e−σα,βn(n+1)t , e−ρα,βn(n+1)t }
and taking the sum with respect to ν ∈ Nd , such that |ν| = n with n = 0, 1, 2, . . ., we obtain the
result of the Lemma. 
Then, we are able to prove the L p(µα,βd ) continuity of the J
α,β
n operators in the
multidimensional case.
Lemma 3.3. Let α, β ∈ (−1/2,∞)d . For every 1 < p < ∞ and n = 0, 1, 2, . . ., there exists a
constant C p,n,α,β > 0 such that
‖Jα,βn f ‖p,µα,βd ≤ C p,n,α,β‖ f ‖p,µα,βd
if f is a polynomial.
Proof. When p = 2 the result is similar to the unidimensional case. Now let us consider p > 2
and f a polynomial function. Again, we choose t > 0 such that p = e2t + 1. Then by using (7)
and Ho¨lder’s inequality, we get that
‖T α,βt (Jα,βn f )‖p,µα,βd ≤ ‖J
α,β
n f ‖2,µα,βd ≤ ‖ f ‖2,µα,βd ≤ ‖ f ‖p,µα,βd .
Also, Lemma 3.2 allows us to obtain that
C ′α,β,n,p‖Jα,βn f ‖p,µα,βd ≤ ‖T
α,β
t (J
α,β
n f )‖p,µα,βd ≤ C
′′
α,β,n,p‖Jα,βn f ‖p,µα,βd ,
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where we denote
C ′α,β,n,p = min{Aα,β,n,p, Bα,β,n,p} and C ′′α,β,n,p = max{Aα,β,n,p, Bα,β,n,p}.
This way in the case p > 2, we conclude
‖Jα,βn f ‖p,µα,βd ≤
1
C ′α,β,n,p
‖ f ‖
p,µα,βd
.
The rest of the proof is similar to Lemma 3.1. 
Following [21], we obtain a similar result in the Jacobi setting for the unidimensional case.
We show here the details, adjusted to the Jacobi case.
Lemma 3.4. For 1 < p <∞, and ν ∈ N, there exists a constant C p,ν,α,β > 0 such that, for all
f ∈ L p(µα,β1 ), we have
‖T α,βt (I − · · · − Jα,βν−1) f ‖p,µα,β1 ≤ C p,α,β,νe
−ν(ν+α+β+1)t‖ f ‖
p,µα,β1
.
Proof. If p = 2 by using orthogonality, it is clear that
‖T α,βt (I − · · · − Jα,βν−1) f ‖2,µα,β1 ≤ e
−ν(ν+α+β+1)t
√∑
k≥ν
‖Jα,βk f ‖22,µα,β1
≤ e−ν(ν+α+β+1)t‖ f ‖2,µα,β1 .
In the case p > 2, choose t0 > 0 such that p = e2t0 + 1. Then using the estimate above and (7),
we get from the semigroup properties that
‖T α,βt+t0(I − · · · − Jα,βν−1) f ‖p,µα,β1 ≤ ‖T
α,β
t (I − · · · − Jα,βν−1) f ‖2,µα,β1
≤ e−ν(ν+α+β+1)t‖ f ‖2,µα,β1 .
Now using Ho¨lder inequality, we obtain that
‖T α,βt (I − · · · − Jα,βν−1) f ‖p,µα,β1 ≤ e
−ν(ν+α+β+1)(t−t0)‖ f ‖
p,µα,β1
, for t ≥ t0
and by contractivity of T α,βt ,
‖T α,βt (I − · · · − Jα,βν−1) f ‖p,µα,β1 ≤ ‖(I − · · · − J
α,β
ν−1) f ‖p,µα,β1 for 0 ≤ t < t0.
Hence, the result follows considering
C p,ν,α,β = eν(ν+α+β+1)t0 max{1, ‖(I − · · · − Jα,βν−1)‖p,µα,β1 }.
In the case 1 < p < 2 using duality, the proof is the same as Lemma 3.1. 
Now we extend the same result to multidimensional case.
Lemma 3.5. Let α, β ∈ (−1/2,∞)d . For 1 < p < ∞ and ν ∈ Nd with |ν| = n, there exists a
constant C p,α,β,n > 0 such that,
‖T α,βt (I − · · · − Jα,βn−1) f ‖p,µα,βd ≤ C p,α,β,ne
−ρα,βn(n+1)t‖ f ‖
p,µα,βd
,
for all f ∈ L p(µα,βd ), where ρα,β was defined in (11).
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Proof. Considering the definition (11) we can observe that
e−〈ν,ν+α+β+1〉t ≤ e−ρα,βn(n+1)t
∀ν ∈ Nd , such that |ν| = k with k ≥ n. Then,
‖T α,βt (I − · · · − Jα,βn−1) f ‖2,µα,βd ≤ e
−ρα,βn(n+1)t
√∑
k≥n
‖Jα,βk f ‖22,µα,βd
≤ e−ρα,βn(n+1)t‖ f ‖2,µα,βd ,
and this way, the proof is a straightforward exercise and follows from Lemma 3.4, considering
C p,n,α,β = eρα,βn(n+1)t0 max{1, ‖(I − · · · − Jα,βn−1)‖p,µα,βd }. 
Similar results to {Pα,βt }t≥0 and {Qs,α,βt }t≥0 semigroups are obtained by using subordination
formula.
Lemma 3.6. Let α, β ∈ (−1/2,∞)d . For 1 < p < ∞, 0 < s < 1 and ν ∈ N, there exists a
constant C p,ν,α,β > 0 such that,
‖Qs,α,βt (I − · · · − Jα,βν−1) f ‖p,µα,β1 ≤ C p,α,β,νe
−(ν(ν+α+β+1))s t‖ f ‖
p,µα,β1
and in the multidimensional case, if ν ∈ Nd such that |ν| = n, then there exists a constant
C p,α,β,n > 0 such that,
‖Qs,α,βt (I − · · · − Jα,βn−1) f ‖p,µα,βd ≤ C p,α,β,ne
−(ρα,βn(n+1))s t‖ f ‖
p,µα,βd
,
for all f ∈ L p(µα,βd ), where ρα,β was defined in (11).
Proof. The results follows from Lemmas 3.4 and 3.5 and (6). 
4. Potential operators and Meyer’s multiplier theorem
Following [21], we define potential operators.
Definition 4.1. We define the potential operators associated to Jacobi expansions as
Uα,βk f :=
∫ ∞
0
T α,βt (I − · · · − Jα,βk−1) f dt (12)
and for 0 < s < 1,
U s,α,βk f :=
∫ ∞
0
Qs,α,βt (I − · · · − Jα,βk−1) f dt,
where f is a polynomial function. If j = 2, 3, . . ., we define(
Uα,βk
) j
f =
(
Uα,βk
) j−1 ◦Uα,βk f and (U s,α,βk ) j f = (U s,α,βk ) j−1 ◦U s,α,βk f.
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Particularly when m ≥ k, we have(
Uα,βk
) j
(Jα,βm f ) =
∑
|ν|=m
fˆα,β(ν)p
α,β
ν
〈ν, ν + α + β + 1〉 j
and (
U s,α,βk
) j
(Jα,βm f ) =
∑
|ν|=m
fˆα,β(ν)p
α,β
ν
〈ν, ν + α + β + 1〉s j .
In the unidimensional case with j = 1, by using (12) and Lemma 3.4 we get that,
‖Uα,βν f ‖p,µα,β1 ≤
∫ ∞
0
‖T α,βt (I − · · · − Jα,βν−1 f )‖p,µα,β1 dt
≤ C p,α,β,ν‖ f ‖p,µα,β1
∫ ∞
0
e−ν(ν+α+β+1)t dt
=
C p,α,β,ν‖ f ‖p,µα,β1
ν(ν + α + β + 1) .
If j = 2 we have,
‖(Uα,βν )2 f ‖p,µα,β1 ≤
∫ ∞
0
∫ ∞
0
‖T α,βt+u (I − · · · − Jα,βν−1 f )‖p,µα,β1 dtdu
≤ C p,α,β,ν‖ f ‖p,µα,β1
∫ ∞
0
∫ ∞
0
e−ν(ν+α+β+1)(t+u)dtdu
=
C p,α,β,ν‖ f ‖p,µα,β1
(ν(ν + α + β + 1))2 .
Then, by induction on j , we can see that
‖ (Uα,βν ) j f ‖p,µα,β1 ≤ C p,α,β,ν‖ f ‖p,µα,β1(ν(ν + α + β + 1)) j , ∀ f ∈ L p(µα,β1 ). (13)
Similarly, in the multidimensional case by using (12), Lemma 3.5 and induction on j , we get
‖ (Uα,βn ) j f ‖p,µα,βd ≤ C p,α,β,n‖ f ‖p,µα,βd(ρα,βn(n + 1)) j , ∀ f ∈ L p(µα,βd ). (14)
Moreover, Lemma 3.6 allows us to write
‖ (U s,α,βν ) j f ‖p,µα,β1 ≤ C p,α,β,ν‖ f ‖p,µα,β1(ν(ν + α + β + 1))s j , ∀ f ∈ L p(µα,β1 ) (15)
and
‖ (U s,α,βn ) j f ‖p,µα,βd ≤ C p,α,β,n‖ f ‖p,µα,βd(ρα,βn(n + 1))s j , ∀ f ∈ L p(µα,βd ). (16)
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Now, we are ready to extend the celebrated Meyer’s multiplier theorem to the Jacobi expansions.
The original version of this theorem was obtained in the Hermite setting (see [24]). Afterwards,
a similar version to Laguerre expansions was obtained in [6].
Theorem 4.1. Let Tφ be an operator given by
Tφ f =
∑
n≥0
∑
|ν|=n
φ(ν) fˆα,β(ν)p
α,β
ν with f =
∑
n≥0
Jα,βn f,
where {φ(ν)}ν≥0 is a sequence of real numbers. If there exists a function h analytic on some
neighborhood of the origin, n0 ∈ N and a positive constant 0 < s ≤ 1, such that
φ(ν) = h
(
1
〈ν, ν + α + β + 1〉s
)
(17)
for all ν ∈ Nd such that |ν| = n, with n ≥ n0, then, the operator Tφ defined initially in L2(µα,βd ),
has a unique continuous linear extension to each of the spaces L p(µα,βd ) for 1 < p < ∞ and
α, β ∈ (−1/2,∞)d .
Proof. First we give the proof in the unidimensional case with s = 1, by using a similar argument
to the proof in [24]. Fix n0 ∈ N such that h(z) = ∑m≥0 am zm is absolutely convergent for
|z| ≤ 1n0 . Write Tφ = T 1φ + T 2φ , where
T 1φ f =
n0−1∑
ν=0
φ(ν)Jα,βν f and T
2
φ f =
∞∑
ν=n0
φ(ν)Jα,βν f.
By using Lemma 3.1 we have that T 1φ is bounded on L
p(µ
α,β
1 ). On the other hand, (17) lets us
obtain,
φ(ν) =
∑
m≥0
am
(ν(ν + α + β + 1))m ∀ν ≥ n0.
Then we can write,
T 2φ f =
∑
m≥0
am
( ∞∑
ν=n0
Jα,βν f
(ν(ν + α + β + 1))m
)
=
∑
m≥0
am
(
Uα,βn0
)m
f
and using (13) we get
‖T 2φ f ‖p,µα,β1 ≤ C p,n0,α,β
( ∞∑
m=0
|am |
(n0(n0 + α + β + 1))m
)
‖ f ‖
p,µα,β1
.
But, ( ∞∑
m=0
|am |
(n0(n0 + α + β + 1))m
)
≤
∞∑
m=0
|am |
(n0)2m
≤
∞∑
m=0
|am |
(n0)m
<∞,
thus T 2φ is bounded on L
p(µ
α,β
1 ).
Now, we prove the argument for the multidimensional case. Considering the constant ρα,β
defined in (11), we choose n1 ∈ N such that h is absolutely convergent for |z| ≤ 1ρα,βn1 . Again
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we write Tφ = T 1φ + T 2φ , where
T 1φ f =
n1−1∑
ν=0
∑
|ν|=n
φ(ν) fˆα,β(ν)p
α,β
ν and T
2
φ f =
∞∑
ν=n1
∑
|ν|=n
φ(ν) fˆα,β(ν)p
α,β
ν .
Then from Lemma 3.3, it is clear that T 1φ f is a bounded operator.
On the other hand, we have
T 2φ f =
∑
m≥0
am
(
Uα,βn1
)m
f
and by using (14) we obtain,
‖T 2φ f ‖p,µα,βd ≤ C p,α,β,n1
( ∞∑
m=0
|am |
(ρα,βn1(n1 + 1))m
)
‖ f ‖
p,µα,βd
≤ C p,α,β,n1
( ∞∑
m=0
|am |
(ρα,βn1)m
)
‖ f ‖
p,µα,βd
.
This way, the result of the theorem is clear in both cases, unidimensional case and
multidimensional case, owing to T 1φ f and T
2
φ f are bounded operators. To get the statement of
the theorem for 0 < s < 1, one repeats the argument considering the potential operators U s,α,βν
and U s,α,βn , and the inequalities (15) and (16). 
Meyer’s multiplier theorem is an important tool to study fractional integrals and fractional
derivates in the Jacobi setting.
5. Fractional integrals and fractional derivates
Definition 5.1. We define the fractional integral of order s > 0 associated to Jacobi expansions
as
Iµ
α,β
s := (−Lα,β)−s/2Π0,
where Π0 denotes the orthogonal projection onto (C
α,β
0 )
⊥.
From (1) it is immediate that
Iµ
α,β
s p
α,β
ν =
pα,βν
〈ν, ν + α + β + 1〉s/2 ∀ν : |ν| > 0,
and following Sjo¨gren’s argument (see [16]), we can write
Iµ
α,β
s f =
1
Γ (s)
∫ ∞
0
t s−1 Pα,βt (I − Jα,β0 ) f dt. (18)
We prove that Iµ
α,β
s is a bounded operator.
Corollary 5.1. For 1 < p <∞, there exists a constant Ap,α,β > 0 such that
‖Iµα,βs f ‖p,µα,βd ≤ Ap,α,β‖ f ‖p,µα,βd ∀s > 0,
if f ∈ L p(µα,βd ) with fˆα,β(0) = 0.
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Proof. Let f be a polynomial function. Then
Iµ
α,β
s f =
∑
n>0
∑
|ν|=n
fˆα,β(ν)p
α,β
ν
〈ν, ν + α + β + 1〉s/2
and using Theorem 4.1 with h(z) = z, we obtain the result. In the general case, we can use the
density of the polynomials in L p(µα,βd ). 
Remark 1. Using the Lemmas 3.4 and 3.5 with Pα,βt instead of T
α,β
t and considering (18) we
obtain the same result;
‖Iµα,βs f ‖p,µα,βd ≤
1
Γ (s)
∫ ∞
0
t s−1‖Pα,βt (I − Jα,β0 ) f ‖p,µα,βd dt ≤ Ap,α,β‖ f ‖p,µα,βd .
Definition 5.2. We define the fractional derivate of order s > 0. It is given formally by
Dµ
α,β
s := (−Lα,β)s/2.
For Jacobi polynomials we have
Dµ
α,β
s p
α,β
ν = 〈ν, ν + α + β + 1〉s/2 pα,βν ∀ν : |ν| ≥ 0.
Moreover, for all polynomials f we have
Dµ
α,β
s (I
µα,β
s f ) = Iµ
α,β
s (D
µα,β
s f ) = Π0 f.
A similar argument developed in [10,9] or [6], allows us to write
Dµ
α,β
s f =
1
cs
∫ ∞
0
t−s−1(Pα,βt f − f )dt, 0 < s < 1, (19)
where cs =
∫∞
0 t
−s−1(e−t −1)dt . Moreover, similar to Hermite and Laguerre cases, considering
the change of variable u = √〈ν, ν + α + β + 1〉t ,
Dµ
α,β
s p
α,β
ν (x) = pα,βν (x)
{
1
cs
∫ ∞
0
t−s−1
(
e−t
√〈ν,ν+α+β+1〉 − 1
)
dt
}
= 〈ν, ν + α + β + 1〉s/2 pα,βν (x)
{
1
cs
∫ ∞
0
u−s−1
(
e−u − 1) du}
= 〈ν, ν + α + β + 1〉s/2 pα,βν (x).
Then, from (19) we can see that Dµ
α,β
s satisfies the following properties:
(1) Dµ
α,β
s is a linear operator.
(2) If f = c is a constant, then Dµα,βs f = 0.
(3) The law of exponents: Dµ
α,β
s (D
µα,β
r f ) = Dµ
α,β
s+r f , when f is a polynomial function.
(4) Dµ
α,β
s is a self adjoint operator on L2(µ
α,β
d ).
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Also, we can see that Dµ
α,β
s is the integral representation of the infinitesimal generator of the
semigroup {Qs,α,βt }t≥0 (see [19] for a similar agument in the Hermite case).
Now, we use the fractional derivate to study potential Jacobi spaces L ps (µ
α,β
d ). Following [24],
these spaces are defined as follows.
Definition 5.3. The Bessel–Jacobi potentials for f polynomials are defined as
(
I − Lα,β)−s/2 f :=∑
n≥0
∑
|ν|=n
fˆα,β(ν)p
α,β
ν
(1+ 〈ν, ν + α + β + 1〉)s/2 .
Now, we define the norm
‖ f ‖p,s := ‖
(
I − Lα,β)s/2 f ‖
p,µα,βd
, s > 0
and then the Jacobi potential spaces L ps (µ
α,β
d ), are defined as the completion of the polynomials
functions with the norm ‖.‖p,s for 1 < p <∞.
From the identity
(1+ 〈ν, ν + α + β + 1〉)−s/2 =
(
1+ 1〈ν, ν + α + β + 1〉
)−s/2
〈ν, ν + α + β + 1〉−s/2
and using Theorem 4.1 with h(z) = zs(z2 + 1)−s/2, we obtain that the Bessel–Jacobi potential
operator extends to a continuous operator on L p(µα,βd ).
Proposition 5.1. (i) If p ≤ q then Lqs (µα,βd ) ⊆ L ps (µα,βd ) for each s ≥ 0.
(ii) If 0 ≤ s ≤ r then L pr (µα,βd ) ⊆ L ps (µα,βd ) for each 1 < p <∞.
Proof. (i) It is immediate by Ho¨lder’s inequality.
(ii) Given f a polynomial and consider
ψ = (I − Lα,β)r/2 f =∑
n≥0
∑
|ν|=n
(1+ 〈ν, ν + α + β + 1〉)r/2 fˆα,β(ν)pα,βν ,
which is trivially in L pr (µ
α,β
d ), then, as
(
I − Lα,β)(s−r)/2 ψ = (I − Lα,β)s/2 f, we have
‖ f ‖p,s = ‖
(
I − Lα,β)s/2 f ‖
p,µα,βd
= ‖ (I − Lα,β)(s−r)/2 ψ‖
p,µα,βd
≤ C‖ψ‖
p,µα,βd
= C‖ f ‖p,r ,
then, by the density of the polynomials, the inclusion of L pr (µ
α,β
d ) in L
p
s (µ
α,β
d ) is continuous.

In the following theorem, we extend the fractional derivative operator Dµ
α,β
s to all Jacobi
potential spaces L ps (µ
α,β
d ), 1 < p <∞ (see [10,9,17]). The union of these spaces
Ls(µ
α,β
d ) :=
⋃
p>1
L ps (µ
α,β
d )
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is a natural domain of Dµ
α,β
s . Next we prove that if f ∈ Ls(µα,βd ) then, f ∈ L ps (µα,βd ) is
equivalent to Dµ
α,β
s f ∈ L p(µα,βd ).
Theorem 5.1. Let s ≥ 0 and 1 < p <∞.
(i) If {Pn}n is a sequence of polynomials such that limn→∞ Pn = f in L ps (µα,βd ), then
limn D
µα,β
s Pn exists in L
p
s (µ
α,β
d ) and does not depend on the choice of a sequence {Pn}n .
If f ∈ L ps (µα,βd ) ∩ Lrs(µα,βd ), then the limit does not depend on the choice of p or r . Thus,
Dµ
α,β
s f = limn→∞ D
µα,β
s Pn in L
p
s (µ
α,β
d ), limn→∞ Pn = f in L
p
s (µ
α,β
d ),
f ∈ Ls(µα,βd ), is well defined.
(ii) f ∈ L ps (µα,βd ) if and only if Dµ
α,β
s f ∈ L p(µα,βd ). Moreover,
Bp,s ‖ f ‖p,s ≤
∥∥∥Dµα,βs f ∥∥∥p,µα,βd ≤ Ap,s ‖ f ‖p,s . (20)
Proof. Let f be a polynomial and consideringψ = (I − Lα,β)s/2 f , which is also a polynomial,
then Dµ
α,β
s f can be written as
Dµ
α,β
s f =
∑
n≥0
∑
|ν|=n
〈ν, ν + α + β + 1〉s/2 fˆα,β(ν)pα,βν
=
∑
n≥0
∑
|ν|=n
( 〈ν, ν + α + β + 1〉
1+ 〈ν, ν + α + β + 1〉
)s/2
ψˆα,β(ν)p
α,β
ν ,
since ‖ f ‖p,s = ‖ψ‖p,µα,βd and by Meyer’s multipliers theorem using the multiplier h(z) =
(z + 1)−s/2, we obtain that∥∥∥Dµα,βs f ∥∥∥p,µα,βd ≤ Ap,s ‖ψ‖p,µα,βd = Ap,s ‖ f ‖p,s .
To prove the converse, suppose f a polynomial. Then Dµ
α,β
s f is also a polynomial and therefore
Dµ
α,β
s f ∈ L p(µα,βd ). Considering
ψ = (I − Lα,β)s/2 f =∑
n≥0
∑
|ν|=n
(1+ 〈ν, ν + α + β + 1〉)s/2 fˆα,β(ν)pα,βν
=
∑
n≥0
∑
|ν|=n
(
1+ 〈ν, ν + α + β + 1〉
〈ν, ν + α + β + 1〉
)s/2
Dˆµ
α,β
s fα,β(ν)p
α,β
ν ,
so, by Meyer’s multipliers theorem using the multiplier h(z) = (z + 1)s/2, we have
‖ f ‖p,s = ‖ψ‖p,µα,βd ≤ Bp,s
∥∥∥Dµα,βs f ∥∥∥p,µα,βd .
Thus we get (20) for polynomials. This way, we can prove part (i) using (20), the completeness
of L ps (µ
α,β
d ) and Proposition 5.1(ii). Finally, we get (20) for any f ∈ L p(µα,βd ). 
Particularly, we give a very simple application of Dµ
α,β
1 and I
µα,β
1 operators for the
unidimensional case. Let us consider the Riesz–Jacobi transform Rµ
α,β
1 and the adjoint operator
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(Rµ
α,β
1 )
∗ defined by
Rµ
α,β
1 = δ Iµ
α,β
1 and (R
µα,β
1 )
∗ = Iµα,β1 δ∗,
where δ = √1− x2 ddx is the derivate associated to Lα,β operator and its formal adjoint is given
by
δ∗ = −
√
1− x2 d
dx
+ (α + 1/2)
√
1+ x
1− x − (β + 1/2)
√
1− x
1+ x ,
then we have that δ∗ ◦ δ = −Lα,β and therefore (Rµα,β1 )∗ ◦ Rµ
α,β
1 = I .
Partial Riesz–Jacobi transforms of first order, have been defined in [14] and their L p(µα,βd )
continuity was proved for 1 < p <∞ and α, β ∈ [−1/2,∞)d .
Now, if we define the Sobolev–Jacobi space
W p1 (µ
α,β
1 ) := { f ∈ L p(µα,β1 ) : δ f ∈ L p(µα,β1 )}
with the norm
‖ f ‖W p1 := ‖ f ‖p,µα,β1 + ‖δ f ‖p,µα,β1 ,
then from the definitions of Dµ
α,β
1 , R
µα,β
1 and (R
µα,β
1 )
∗ operators, we have that
δ f = Rµα,β1 (Dµ
α,β
1 f ) and D
µα,β
1 f = (Rµ
α,β
1 )
∗(δ f ),
for f polynomial.
Now using the L p(µα,βd ) continuity of R
µα,β
1 operator and Theorem 5.1 we obtain that
‖δ f ‖
p,µα,β1
= ‖Rµα,β1 (Dµ
α,β
1 f )‖p,µα,β1 ≤ Bp,1‖ f ‖p,1,
and by using the L p(µα,βd ) continuity of (R
µα,β
1 )
∗ operator, we get
A′p,1‖ f ‖p,1 ≤ ‖Dµ
α,β
1 f ‖p,µα,β1 ≤ C p‖δ f ‖p,µα,β1 .
Thus, Proposition 5.1, lets us conclude that
Ap,1‖ f ‖p,1 ≤ ‖ f ‖W p1 ≤ Bp,1‖ f ‖p,1.
Remark 2. When d > 1, we consider the partial derivates δi =
√
1− x2i ∂xi , the partial
Riesz–Jacobi transform Rµ
α,β
i = δi Iµ
α,β
1 for i = 1, . . . , d , and the higher order Riesz–Jacobi
transforms defined formally by
Rµ
α,β
k = δk Iµ
α,β
|k| ,
where δk = δk11 ...δkdd , with k ∈ Nd . We define the Sobolev–Jacobi spaces,
W pk (µ
α,β
d ) = { f ∈ L p(µα,βd ) : δk f ∈ L p(µα,βd )},
equipped with the norm ‖ f ‖W pk =
∑
| j |≤|k| ‖δ j f ‖p,µα,βd . Then, the L
p(µ
α,β
d ) continuity of the
higher Riesz–Jacobi transform, is a necessary hypothesis to prove that
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L pk (µ
α,β
d ) ⊆ W pk (µα,βd ), 1 < p <∞, α, β ∈ [−1/2,∞)d .
It seems to us to be an open problem.
6. Triebel–Lizorkin spaces and Besov spaces
We start this section, by giving a version of Calderon’s reproduction formula in the Jacobi
setting. Similar versions for Hermite and Laguerre setting were obtained in [6,10,9]. The
following proofs, are simple modifications of standard arguments (see [6,10,9,14]). However,
we present it with details for the sake of completeness.
Lemma 6.1. The Poisson–Jacobi semigroup
{
Pα,βt
}
t≥0, has exponential decay on (C
α,β
0 )
⊥ ∀α,
β ∈ (−1,∞)d . More precisely if fˆα,β(0) = 0, then∣∣∣Pα,βt f (x)∣∣∣ ≤ C f,d,α,βe−t mini=1..d√αi+βi+2,
where C f,d,α,β depends on f in terms of ‖ f ‖∞ + ‖∇ f ‖∞.
Proof. Since
{
T α,βt
}
t≥0 is a strongly continuous semigroup we have that
lim
t→0+
T α,βt f (x) = f (x)
and by hypothesis,
lim
t→∞ T
α,β
t f (x) = 0.
Let us prove that∣∣∣∂t T α,βt f (x)∣∣∣ ≤ C f,d,α,βe−t mini=1..d(αi+βi+2).
We know that,
∂t T
α,β
t f (x) = Lα,βT α,βt f (x)
and the following equality was proved in [14]
∂xi T
α,β
t f (x) = e−t (αi+βi+2)T α+ei ,β+eit (∂xi f ),
for f a polynomial (specially f ∈ C2B((−1, 1)d)), and i = 1, . . . , d. Then, we get
|∂t T α,βt f (x)| ≤
d∑
i=1
|(1− x2i )∂2xi T α,βt f (x)| + |βi − αi − (αi + βi + 2)xi∂xi T α,βt f (x)|
≤ Cd,α,β, f
(
d∑
i=1
e−2t (αi+βi+2) + e−t (αi+βi+2)
)
,
this way,
|∂t T α,βt f (x)| ≤ Cd,α,β, f e
−t min
i=1..d(αi+βi+2)
and
|T α,βt f (x)| ≤
∫ ∞
t
|∂s T α,βs f (x)|ds ≤ Cd,α,β, f e
−t min
i=1..d(αi+βi+2).
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Therefore, taking f ∈ C2B((−1, 1)d) and using Bochner’s subordination formula we have that
∂t P
α,β
t f =
1√
pi
∫ ∞
0
e−u√
u
t
2u
Lα,βT α,β
t2/4u
f du
and carrying on the computations as in [14], we get∣∣∣∂t Pα,βt f (x)∣∣∣ ≤ Cd, f,α,β ∫ ∞
0
e−u√
u
t
u
(
d∑
j=1
e−t2(α j+β j+2)/2u + e−t2(α j+β j+2)/4u
)
du
≤ Cd, f,α,βe−t mini=1..d
√
(αi+βi+2)
,
then again,∣∣∣Pα,βt f (x)∣∣∣ ≤ ∫ ∞
t
∣∣∂s Pα,βs f (x)∣∣ ds ≤ Cd, f,α,βe−t mini=1..d√(αi+βi+2). 
Now, we obtain alternate representations of Dµ
α,β
s and I
µα,β
s ,
Proposition 6.1. Suppose f ∈ C2B((−1, 1)d) such that fˆα,β(0) = 0, then
Dµ
α,β
s f =
1
scs
∫ ∞
0
t−s∂t Pα,βt f dt, 0 < s < 1, (21)
Iµ
α,β
s f = −
1
sΓ (s)
∫ ∞
0
t s∂t P
α,β
t f dt, s > 0. (22)
Proof. Let us start proving (21). Integrating (19) by parts, we get
Dµ
α,β
s f (x) =
1
cs
lim
a→0+
lim
b→∞
∫ b
a
t−s−1
(
Pα,βt f (x)− f (x)
)
dt
= 1
cs
lim
a→0+
lim
b→∞
{
t−s
−s
(
Pα,βt f (x)− f (x)
)
|ba +
1
s
∫ b
a
t−s∂t Pα,βt f (x)dt
}
= 1
scs
∫ ∞
0
t−s∂t Pα,βt f (x)dt
since,
lim
t→0+
Pα,βt f (x) = f (x) and limt→∞ P
α,β
t f (x) = 0, (23)
then we have
lim
b→∞
(
Pα,βb f (x)− f (x)
bs
)
= 0
and
lim
a→0+
∣∣∣∣∣ P
α,β
a f (x)− f (x)
as
∣∣∣∣∣ ≤ lima→0+ 1as
∫ a
0
∣∣∂u Pα,βu f (x)∣∣ du
≤ Ad, f,α,β lim
a→0+
1− e−a
as
= 0.
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Now the proof of (22) is very simliar to (21), based on integration by parts again and the details
are elementary. 
Remark 3. The previous proposition is also true for f = pα,βν , the Jacobi polynomial of order
|ν| > 0 and therefore, it is true for any nonconstant polynomial f such that fˆα,β(0) = 0.
Now following [5] we introduce the family {Wα,βt }t>0.
Definition 6.1. We define the operator Wα,βt , α, β ∈ (−1,∞)d as
Wα,βt f (x) := −t∂t Pα,βt f (x) =
∫
(−1,1)d
f (y)Wα,βt (x, y)µ
α,β
d (dy), (24)
where Wα,βt (x, y) = −t∂t Pα,βt (x, y).
Then, we get immediately from (21) and (22) the following representations
−s Dµα,βs f =
1
cs
∫ ∞
0
t−s−1Wα,βt f dt, 0 < s < 1, (25)
s Iµ
α,β
s f =
1
Γ (s)
∫ ∞
0
t s−1Wα,βt f dt, s > 0. (26)
Using the family {Wα,βt }t≥0 we give a version of Calderon’s reproduction formula for the
Jacobi semigroup (see [9]).
Theorem 6.1. (i) Suppose f ∈ L1(µα,βd ) such that fˆα,β(0) = 0 then,
f =
∫ ∞
0
Wα,βt f
dt
t
.
(ii) Suppose f a polynomial such that fˆα,β(0) = 0, then we have
f = Cs
∫ ∞
0
∫ ∞
0
t−sus Wα,βt
(
Wα,βu f
) du
u
dt
t
, 0 < s < 1. (27)
Also, ∫ ∞
0
∫ ∞
0
t−sus Wα,βt
(
Wα,βu f
) du
u
dt
t
= ds
∫ ∞
0
w∂2wP
α,β
w f dw. (28)
Proof. (i) Using (23) we have,∫ ∞
0
Wα,βt f
dt
t
= lim
a→0+
lim
b→∞
(
−
∫ b
a
∂
∂t
Pα,βt f dt
)
= lim
a→0+
lim
b→∞(−P
α,β
t f )|ba = f.
Let us prove (27). Given f a polynomial such that fˆα,β(0) = 0, we have
Dµ
α,β
s
(
Iµ
α,β
s f
)
= 1
scs
∫ ∞
0
t−s−1Wα,βt
(
Iµ
α,β
s f
)
dt.
Now using the definition of Wα,βt and Fubini’s theorem, we have
Wα,βt
(
Iµ
α,β
s f
)
(x) = 1
sΓ (s)
∫
(−1,1)d
∫ ∞
0
us−1Wα,βu ( f )(y)Wα,βu (x, y)duµ
α,β
d (dy).
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Again, using the definition of Wα,βu we obtain
f = Dµα,βs
(
Iµ
α,β
s f
)
= ds
∫ ∞
0
∫ ∞
0
t−s−1us−1Wα,βt
(
Wα,βu f
)
dudt.
To prove (28) we can see that from (24)
Wα,βt
(
Wα,βu f
)
(x) = tu∂t∂u Pα,βt+u f (x).
But
∂t∂u P
α,β
t+u f (x) = ∂2wPα,βw f (x)|w=t+u,
then ∫ ∞
0
∫ ∞
0
t−s−1us−1Wα,βt
(
Wα,βu f
)
dudt =
∫ ∞
0
∫ ∞
0
t−sus∂2wPα,βw f |w=t+ududt
= ds
∫ ∞
0
w∂2wP
α,β
w f dw,
where ds = B(−s+1,s+1)Γ (s)cs , B(−s+ 1, s+ 1) being the Beta function of parameter (−s+ 1, s+ 1).
In the classical theory, Triebel–Lizorkin spaces and Besov spaces have been deeply studied
(see [23,15,4] among other authors). Now following [5], let us introduce a definition of
Triebel–Lizorkin spaces and Besov spaces in the Jacobi setting.
Definition 6.2. We consider 0 ≤ s < 1, p 6= ∞, 0 < p, q ≤ ∞ and α, β ∈ (−1,∞)d .
The homogeneous Jacobi–Triebel–Lizorkin F˙ s,qp (µ
α,β
d ) space, is the set of functions for which
‖ f ‖F˙s,qp :=
∥∥∥∥∥
(∫ ∞
0
t−2s |Wα,βt f |q
dt
t
)1/q∥∥∥∥∥
p,µα,βd
<∞
and if p = ∞ we consider f such that
‖ f ‖F˙s,q∞ := Sup
x∈(−1,1)d
(∫ ∞
0
t−2s |Wα,βt f (x)|q
dt
t
)1/q
<∞.
On the other hand, the homogeneous Jacobi-Besov B˙s,qp (µ
α,β
d ) space, can be defined as the set
of the functions, such that
‖ f ‖B˙s,qp :=
(∫ ∞
0
t−2s‖Wα,βt f ‖qp,µα,βd
dt
t
)1/q
<∞.
The inhomogeneous versions of these spaces F s,qp (µ
α,β
d ) and B
s,q
p (µ
α,β
d ), are obtained by adding
the term ‖ f ‖
p,µα,βd
. This way we have that
‖ f ‖Fs,qp = ‖ f ‖p,µα,βd + ‖ f ‖F˙s,qp and ‖ f ‖Bs,qp = ‖ f ‖p,µα,βd + ‖ f ‖B˙s,qp .
Relations between F˙ s,qp (µ
α,β
d ) and B˙
s,q
p (µ
α,β
d ) spaces, are showed in the following proposition.
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Proposition 6.2. Let α, β ∈ (−1,∞)d , 0 ≤ s < 1, p > 0, q > 0 and r > 0, such that
(i) If q ≥ p then
F˙ s,qp (µ
α,β
d ) ⊆ B˙s,qp (µα,βd ).
(ii) If p ≥ q then
B˙s,qp (µ
α,β
d ) ⊆ F˙ s,qp (µα,βd ).
(iii) If p ≤ r then
F˙ s,qr (µ
α,β
d ) ⊆ F˙ s,qp (µα,βd ) and B˙s,qr (µα,βd ) ⊆ B˙s,qp (µα,βd ).
Proof. (i) Suppose q ≥ p. By using Minkowski’s integral inequality we have that
‖ f ‖p
B˙s,qp
=
(∫ ∞
0
t−2s‖Wα,βt f ‖qp,µα,βd
dt
t
)p/q
=
(∫ ∞
0
t−2s
(∫
(−1,1)d
∣∣∣Wα,βt f (x)∣∣∣p µα,βd (dx))q/p dtt
)p/q
≤
∫
(−1,1)d
(∫ ∞
0
t−2s
∣∣∣Wα,βt f (x)∣∣∣q dtt
)p/q
µ
α,β
d (dx) = ‖ f ‖pF˙s,qp .
(ii) Analogously, we get the result using Minkowski’s integral inequality in the definition of
‖ f ‖q
F˙s,qp
.
(iii) The result follows from Ho¨lder’s inequality. 
We obtain similar results in the inhomogeneuos case. Now, we show that L p(µα,βd ) spaces
and some Jacobi-Sobolev spaces are particular cases of Jacobi–Triebel–Lizorkin spaces. Also,
we introduce Carleson measures in this context.
L p(µα,βd ) spaces.
Let us consider s = 0, 1 < p <∞, q = 2 and α, β ∈ (−1/2,∞)d . The operator defined as,
g1( f )(x) =
∫ ∞
0
t
∣∣∣∂t Pα,βt f (x)∣∣∣2 dt,
is a Littlewood–Paley function. In [14] Littlewood–Paley functions related to Jacobi expansions
were defined as
g( f )(x) =
(∫ ∞
0
t
∣∣∣∇Pα,βt f (x)∣∣∣2 dt)1/2 ,
where ∇ = (∂t , δ1...δd) with δi =
√
1− x2i ∂xi i = 1...d and they show that
‖g( f )‖
p,µα,βd
≤ C p ‖ f ‖p,µα,βd , 1 < p <∞.
It is very clear to see that
g1( f )(x) ≤ g( f )(x), ∀x ∈ (−1, 1)d
and then
‖g1( f )‖p,µα,βd ≤ C p ‖ f ‖p,µα,βd .
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Now, observing that∫
(−1,1)d
∣∣∣∂t Pα,βt f (x)∣∣∣2 µα,βd (dx) =∑
n≥0
∑
|ν|=n
〈ν, ν + α + β + 1〉e−2t
√〈ν,ν+α+β+1〉 fˆ 2α,β(ν),
it is very simple to conclude that
‖g1( f )‖2,µα,βd =
1
2
‖ f ‖2,µα,βd .
Therefore, when f ∈ L2 ∩ L p we have by using Ho¨lder’s inequality,
‖ f ‖
p,µα,βd
= Sup
‖h‖q≤1
∣∣∣∣∫
(−1,1)d
h(x) f (x)µα,βd (dx)
∣∣∣∣
= 4 Sup
‖h‖q≤1
∣∣∣∣∫ ∞
0
∫
(−1,1)d
t∂t P
α,β
t h(x)∂t P
α,β
t f (x)µ
α,β
d (dx)dt
∣∣∣∣
≤ 4 Sup
‖h‖q≤1
‖g1(h)‖q,µα,βd ‖g1( f )‖p,µα,βd
≤ C p‖g1( f )‖p,µα,βd .
This way,
‖ f ‖
p,µα,βd
≈
∥∥∥∥∥
(∫ ∞
0
t
∣∣∣∂t Pα,βt f ∣∣∣2 dt)1/2
∥∥∥∥∥
p,µα,βd
and from the definition of Jacobi–Triebel–Lizorkin spaces, we conclude that
L p(µα,βd ) ≈ F˙0,2p (µα,βd ) ≈ F0,2p (µα,βd ).
Jacobi–Sobolev spaces.
Let us consider 0 < s < 1, p = q = 2 and α, β ∈ (−1/2,∞)d .
We define the following quadratic operator, motivated by the expresions (25) and (26),
(see [17]).
Definition 6.3. Let us consider 0 < s < 1 and f a polynomial function. We define for all
α, β ∈ (−1/2,∞)d , the quadractic operator
Dα,βs f (x) :=
(∫ ∞
0
t−2s |Wα,βt f (x)|2
dt
t
)1/2
.
Similar to the fractional derivate operator, we have that
Dα,βs p
α,β
ν (x) = 〈ν, ν + α + β + 1〉|pα,βν (x)|
{∫ ∞
0
t−2s+1e−t
√〈ν,ν+α+β+1〉dt
}1/2
= Cs22(s−1)〈ν, ν + α + β + 1〉s/2|pα,βν (x)|.
Also, Dα,βs is a sublinear operator, because D
α,β
s (λ f )(x) = |λ|Dα,βs f (x) for all λ ∈ R and
denoting
H =
{
u(., t) :
∫ ∞
0
|u(., t)|2t−2s+1dt <∞
}
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with the norm ‖u‖H =
(∫∞
0 |u(., t)|2t−2s+1dt
)1/2
, if we consider f (x, t) = ∂t Pα,βt f (x) and
g(x, t) = ∂t Pα,βt g(x), then we get that
Dα,βs f (x) = ‖ f (x, .)‖H and Dα,βs g(x) = ‖g(x, .)‖H .
Then, by using of Minkowski’s inequality we obtain,
Dα,βs ( f + g)(x) ≤ Dα,βs f (x)+Dα,βs g(x) ∀x ∈ (−1, 1)d .
Theorem 6.2. Let 0 < s < 1 and α, β ∈ (−1/2,∞)d . Then f ∈ L2s (µα,βd ) if and only if
D
α,β
s f ∈ L2(µα,βd ). Moreover,
B2,s ‖ f ‖2,s ≤
∥∥∥Dµα,βs f ∥∥∥2,µα,βd ≤ A2,s ‖ f ‖2,s .
Proof. Let f be a polynomial and ψ = (I −Lα,β)s/2 f , which is also a polynomial. Then f can
be written as
f =
∑
n≥0
∑
|ν|=n
(
1
1+ 〈ν, ν + α + β + 1〉
)s/2
ψˆα,β(ν)p
α,β
ν
and trivially, f, ψ ∈ L2(µα,βd ).
By using the definition of fractional derivate we can write,
Dµ
α,β
s f =
∑
n≥0
∑
|ν|=n
( 〈ν, ν + α + β + 1〉
1+ 〈ν, ν + α + β + 1〉
)s/2
ψˆα,β(ν)p
α,β
ν ,
therefore∥∥∥Dµα,βs f ∥∥∥22,µα,βd =
∑
n≥0
∑
|ν|=n
( 〈ν, ν + α + β + 1〉
1+ 〈ν, ν + α + β + 1〉
)s
ψˆ2α,β(ν). (29)
On the other hand, by using Parserval’s identity we have that∫
(−1,1)d
∣∣∣∂t Pα,βt f (x)∣∣∣2 µα,βd (dx)
=
∑
n≥0
∑
|ν|=n
〈ν, ν + α + β + 1〉 e
−2t√〈ν,ν+α+β+1〉
(1+ 〈ν, ν + α + β + 1〉)s ψˆ
2
α,β(ν)
and by Tonelli’s theorem we obtain,∥∥Dα,βs f ∥∥22,µα,βd = Cs
∫ ∞
0
∫
(−1,1)d
t−2s+1
∣∣∣∂t Pα,βt f (x)∣∣∣2 µα,βd (dx)dt
= Cs
∑
n≥0
∑
|ν|=n
( 〈ν, ν + α + β + 1〉
1+ 〈ν, ν + α + β + 1〉
)s
ψˆ2α,β(ν).
In consequence, (29) lets us conclude that∥∥Dα,βs f ∥∥22,µα,βd = Cs ∥∥∥Dµα,βs f ∥∥∥22,µα,βd
and therefore by using Theorem 5.1 with s ∈ (0, 1), we obtain the result of the theorem. 
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Observing in this case that∥∥∥Dµα,βs f ∥∥∥2,µα,βd = ‖ f ‖F˙s,22
then we can conclude that
L2s (µ
α,β
d ) ≈ F˙ s,22 (µα,βd ), 0 < s < 1.
Remark 4. It is natural to formulate the following conjecture.
Conjecture 6.1. Let 0 < s < 1, 1 < p <∞, q = 2 and α, β ∈ (−1/2,∞)d . Then,
L ps (µ
α,β
d ) ≈ F˙ s,2p (µα,βd ).
It seems to us to be an open problem.
Carleson measures
Let us consider s = 0, p = ∞, q = 2 and α, β ∈ (−1/2,∞)d . We consider the
Jacobi–Triebel Lizorkin space F˙0,2∞ (µα,βd ). Particularly, if f ∈ C2B((−1, 1)d) and following a
similar argument to Lemma 6.1, it is very simple to get that
|∂t Pα,β f (x)| ≤ Cα,β, f
(
d∑
i=1
|1− x2i | + |β − α − (β + α + 2)xi |
)
e
−t min
i=1..d
√
αi+βi+2
and therefore f ∈ F˙0,2∞ (µα,βd ).
Similar to the Hermite case and the Laguerre case, we present a version of Carleson’s
measures (see [8,20]).
Definition 6.4. Let x ∈ (−1, 1)d be fix an arbitrary, 0 < r < 1 − |x | and B = B(x, r) an open
ball. The tent T (B), is the closed set in (−1, 1)d × (0,∞) defined by
T (B) := {(y, t) : |x − y| ≤ r − t}.
Given a Borel measure dη on (−1, 1)d × (0,∞) we define the maximal function
C(dη)(x) := Sup
{B:x∈B}
1
µ
α,β
d (B)
∫
T (B)
|dη(y, t)|
and we define C the set of measures dη, for which C(dη) is a bounded function. We consider the
norm defined by
‖dη‖C := Sup
x∈(−1,1)d
|C(dη)(x)|.
Then, dη is called Carleson measure and ‖dη‖C is the Carleson norm.
Now, considering dη(x, t) = t
∣∣∣∂t Pα,βt f (x)∣∣∣2 µα,βd (dx)dt , we present a version of Fefferman’s
theorem related to the Jacobi measure. The proof is similar to Hermite and Laguerre cases
developed in [8]. However in the Hermite case, we consider r > 0 in the definition of T (B)
and the Carleson norm is defined by taking the supremum on x ∈ Rd . In the Laguerre case, we
need to choose 0 < r < |x | for the definition of T (B) and the Carleson norm is defined by taking
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the supremum on x ∈ (0,∞)d . Again in the Jacobi case, we present it with details for the sake
of completeness.
Theorem 6.3. Suppose f ∈ F˙0,2∞ (µα,βd ) and dη(x, t) = t |∂t Pα,βt f (x)|2µα,βd (dx)dt.
Then, dη is a Carleson measure, with ‖dη‖C ≤ ‖ f ‖2F˙0,2∞ .
Proof. Let us consider B = B(x0, r) ⊂ (−1, 1)d with 0 < r < 1 − |x0|, fix and arbitrary. We
have that
1
µ
α,β
d (B)
∫ ∫
T (B)
∣∣∣t∂t Pα,βt f (x)∣∣∣2 µα,βd (dx)dtt
≤ 1
µ
α,β
d (B)
∫
B
∫ r
0
∣∣∣t∂t Pα,βt f (x)∣∣∣2 µα,βd (dx)dtt
≤ 1
µ
α,β
d (B)
∫
B
∫ ∞
0
∣∣∣t∂t Pα,βt f (x)∣∣∣2 µα,βd (dx)dtt
≤ ‖ f ‖2
F˙0,2∞
.
Then,
1
µ
α,β
d (B)
∫ ∫
T (B)
∣∣∣t∂t Pα,βt f (x)∣∣∣2 µα,βd (dx)dtt ≤ ‖ f ‖2F˙0,2∞ , ∀B ⊂ (−1, 1)d
and we conclude the theorem. 
Finally, we give the following version of Carleson’s problem.
Theorem 6.4. Suppose g ∈ F˙0,2∞ (µα,βd ) and let us consider
dη(x, t) = t
∣∣∣∂t Pα,βt g(x)∣∣∣2 µα,βd (dx)dt.
Then for all f ∈ L2(µα,βd ), we have that∫ ∞
0
∫
(−1,1)d
|Pα,βt f (x)|2dη(x, t) ≤ C2 ‖g‖F˙0,2∞
∫
(−1,1)d
| f (x)|2µα,βd (dx).
Proof. The definition of dη allows us to obtain that,∫ ∞
0
∫
(−1,1)d
|Pα,βt f (x)|2dη(x, t) ≤
∫
(−1,1)d
(Pα,β f (x))2
∫ ∞
0
t |∂t Pt g(x)|2 dtµα,βd (dx),
where
Pα,β f (x) = Sup
t>0
|Pα,βt f (x)|,
and using the definition of ‖g‖F˙0,2∞ , and the inequality,
‖Pα,β f ‖p,γd ≤ C p‖ f ‖p,γd for 1 < p <∞,
(see [19]), we can conclude the theorem. 
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