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ABSTRACT
The Engine Combustion Network (ECN) Spray A under diesel engine conditions is
investigated with a non-adiabatic 5D Flamelet Generated Manifold (FGM) model
with the consideration of detailed chemical kinetic mechanisms. The enthalpy deficit
due to droplet vaporization is considered by employing an additional controlling pa-
rameter in the FGM library. In this FGM model, β-PDF is used for the PDF inte-
gration over the control variable space. Validation results in non-reacting conditions
indicate relatively good agreement between the predicted and experimental data in
terms of liquid and vapor penetrations and mixture fraction spatial distribution. In
reacting conditions, the effects of variance of mixture fraction and progress variable
were examined. The ignition delay time and the quasi-steady flame structure are
both affected by the variances. The variance of mixture fraction delays the ignition
process and the variance of progress variable accelerates it. For mixture fraction,
the ignition process is quicker at any stage in the case of neglecting variance. While
things are more complex for progress variable, the ignition process is advanced in
the case of neglecting variance at early times, but surpassed by the case of β-PDF
later and until auto-ignition. When variance of mixture fraction is considered, the
OH mass fraction shows a wide spatial distribution. While if not, a very thin flame
is observed with a higher peak in OH, and a very large lift-off length. The variance
of progress variable has little impact on the global flame structure, but makes the
flame lift-off length much shorter. This study confirms the general observation, that
the variance of mixture fraction is of higher importance in high temperature non-
premixed combustion, however we found that the variance of progress variable is far
from negligible.
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1. Introduction
Spray combustion is an important and challenging topic in internal combustion engine
research. The focus of this work is diesel spray combustion which is characterized by
high temperature non-premixed combustion[1]. In contrast to conventional diesel com-
bustion, modern compression-ignition engines are characterized by low temperature
combustion (LTC), with the purpose of reducing soot and NOx emissions. In this sce-
nario, determining the global combustion phasing, auto-ignition is a strong function of
the chemical kinetics and turbulence-chemistry interaction (TCI) [2]. To improve the
understanding and design of internal combustion engines, it is essential to account for
detailed chemistry mechanisms along with TCI effects, for the reasons discussed be-
low. Accounting for detailed chemistry is crucial to accurately model the non-premixed
spray auto-ignition and oxidation processes and also the pollutant emissions, in par-
ticular the evolution of PAH species [3]. On the other hand, as the Arrhenius chemical
reaction rates are highly non-linear, the averaged reaction rate cannot be expressed
as a function of the cell-averaged temperature, pressure, and species concentration [3].
Dahms et al. [4] reported that neglect of TCI fails to capture the key features of spray
combustion ignition process. So in addition to detailed chemistry mechanisms, it is
necessary to account for the effect of TCI to improve the accuracy of calculations in
combustion models.
Many TCI models have been applied for the modeling of spray flames. Such as, the
transported probability density function (TPDF) method [5, 6], the Representative In-
teractive Flamelet (RIF) [7, 8], the Flamelet/Progress Variable model (FPV) [9], the
Flamelet-Generated Manifolds (FGM) [10, 11, 12] and the Tabulated Flamelet Model
(TFM) [2, 13, 14]. Dahms et al. [4] solved the 1D flamelet equations coupled with a
detailed 2755 species n-dodecane mechanism [15] at the standard Spray A condition
of the Engine Combustion Network (ECN) [16]. Compared to homogeneous reactor
model, increase in scalar dissipation rate decreases the ignition delay and shifts the
ignition location to richer regions. At higher scalar dissipation rate, however, the ig-
nition delay retards. Pei et al. [5] carried out RANS simulations on spray A using the
transported PDF method. It was found that the first stage ignition is initiated on the
lean side and extremely resilient to turbulence. The second stage of ignition occurs
first in rich mixtures and appears to be influenced strongly by turbulence. Relative to
a homogeneous reactor, it is delayed on the lean side but advanced on the rich side,
suggesting entrainment and mixing from the early igniting lean regions into richer
mixtures is an important moderator of the ignition process. Another transported PDF
simulation of spray A by Bolla et al. [6] shows that neglecting turbulent fluctuations
results in an increase of the NO mass by a factor of two. Well-mixed model and mul-
tiple Representative Interactive Flamelets (mRIF) adopted on spray A are compared
in [8]. Neglecting the turbulencechemistry interaction makes the flame very thin and
causes a higher peak mean value of temperature and OH mass fraction. These findings
are similar to those obtained with other non-premixed turbulent combustion mod-
els in which the turbulencechemistry interaction is taken into account [10, 17, 7, 18].
Wehrfritz et al. [11] implemented the FGM combustion modeling approach to model
the ECN spray A over a range of oxygen concentrations. Two different n-dodecane
detailed chemistry mechanisms were compared with respect to auto-ignition, flame
stabilization and species formation. Qualitative results showed good agreement be-
tween simulation and experiments with respect to formation of CH2O.
Among these turbulent combustion models, flamelet based model is characterized by
high computational efficiency, yet it can take detailed chemical kinetics into account.
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Wehrfritz et al. [11] used two n-dodecane mechanisms by Ranzi et al. [19] (130 species)
and Narayanaswamy et al. [20] (257 species) with a LES-FGM framework. Kundu et
al. [14] developed a new framework with the LSODES (Livermore Solver for ODEs in
Sparse form) [21] chemistry solver and an analytical Jacobian to calculate 1D flamelets
with detailed 2755 species n-dodecane mechanism [15], and adopted them into TFM
simulation with LES. According to Kundu’s study, the detailed mechanism performs
better at the lower temperature conditions where low temperature reactions play im-
portant roles, compared to a reduced mechanism with 103 species [22]. The basic idea
of flamelet approaches [23] is that a multi-dimensional turbulent flame may be con-
sidered as an ensemble of stretched one-dimensional laminar flames, called flamelets,
embedded within the turbulent flow field. Mixture fraction Z is introduced to elim-
inate the need for non-linear chemical source term. Consequently, the chemistry can
be solved in the mixture fraction coordinate and then mapped back to the flow field.
Flamelet based models combined with tabulated chemistry methods reduce the com-
putational cost by decoupling 3D-CFD and laminar flamelet calculations. This has
enabled the flamelet models to use large chemistry mechanisms with relatively lower
computational cost. Additionally, flamelet based models are able to account for the
turbulence-chemistry interaction (TCI) efficiently by means of presumed probability
density functions. Flamelet assumption is valid only when the characteristic chemical
time scales remain short in comparison to the mixing time scales [24, 3], as is the
case for diesel-like combustion events in most of the relevant conditions [25]. Dahms
[4] investigated auto-ignition process of spray A in 1D flamelets, which reveals that
the high Damkhler number limit, a key requirement for the validity of the flamelet
assumption, applies during the entire non-equilibrium ignition process of the Spray A
conditions. Actually, the validity of flamelet model adopted on 3D non-premixed spray
combustion modelling has already been verified [2, 7, 8, 9, 10, 11, 12, 13, 14, 26].
Although many researches have been done about TCI in computational modeling of
the ECN Spray A, there are several unexplored questions, which are the main topics
of the present paper. In the present paper, RANS modelling of ECN spray A with
the fuel of n-Dodecane is carried out using FGM [27] combustion model to account
for the turbulence-chemistry interaction along with complex chemical reactions. The
effect of variance of mixture fraction has already been investigated [10, 8, 7, 18],
with the conclusion of maximum temperature will be suppressed and OH becomes
broader with the introduction of Z ′′2, while lacking detailed explanation, which is one
of topics in this study. In addition, variance of progress variable is neglected because
of conventional wisdom that high temperature non-premixed combustion is mixing
limited and it significantly relies on the rate of mixture formation, as reported in the
previous literature [10, 11, 12]. However, it is well-known that a reactive scalar, such
as Yc, depends on a combination of solutions of laminar flamelet equation for each
chemical state and therefore its PDF cannot be accurately approximated by a Dirac
delta distribution [28]. Furthermore, since the trend of LTC, importance of chemistry
should be taken into account in the combustion model. For these reasons, variance of
progress variable was considered in the present work, similar treatment with progress
variable in premixed systems [3].
The objectives of this study are to improve the understanding of the auto-ignition
process, and to delineate the effect of variance of mixture fraction and progress on
the auto-ignition process and the flame structure. The paper is organized as follows.
The first part of this study describes the model formulation (Section 2). Then the
experimental and simulation details are briefly described in Section 3. The results of
the non-reacting cases are analyzed in Section 4.1. The pre-processing of FGM tables
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procedure is shown in Section 4.2. Then Section 4.3 gives the global view of ignition
process. This is followed by the analysis the effects of variances of mixture fraction
and progress variable on the ignition process and flame structure. A summary and
conclusions are given in Section 5.
2. Numerical methods
2.1. Gas phase models
In the current study, the FGM model is adopted for the Turbulence-Chemistry In-
teraction (TCI), which was at first developed for premixed flames by van Oijen and
Goey [27] and applied to non-premixed flames later [29]. The first application of the
FGM model to the simulation of an igniting diesel spray was conducted by Bekdemir
et al. [30]. The FGM model shares the idea with flamelet approaches that a multi-
dimensional flame may be considered as an ensemble of one-dimensional flames. Al-
though the interaction between diffusive layers such as in MILD (moderate or intense
low-oxygen dilution) conditions will shorten the ignition delay [31], the igniting spray
in the present paper can be seen as isolated flamelet structures. The FGM model is
also characterized by the storage and retrieval procedure. Except for mixture fraction,
another control variable the reaction progress variable is introduced to consider the
unsteady process, which makes it possible to cover auto-ignition phenomenon in spray
combustion. The FGM model used in this study can be summarized in the following
steps:
(1) Calculation of the representative 1D flamelets.
(2) Transformation of 1D flamelets solutions to the control variable space.
(3) PDF integration by means of presumed PDF method.
(4) Storage of FGM tables as function of mean and variance values of the control
variables.
(5) Retrieval of thermo-chemical variables from the FGM tables according to FGM
control variables and their variances solved by 3D governing equations.
The Favre-filtered transport equations for turbulent spray combustion using FGM
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method can be expressed as follows:
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where ρ¯, u˜i, p¯, h˜, Z˜, Y˜c, Z˜ ′′2, Y˜ ′′2c , denote the filtered density, velocity, pressure,
absolute enthalpy, mixture fraction, reaction progress variable, variance of mixture
fraction, and variance of reaction progress variable respectively. Sρ, Sui , Sh, SZ are
respectively the source term for density, momentum, absolute enthalpy and mixture
fraction due to droplet evaporation. The tilde φ˜ denotes Favre average of variable φ
while bar φ¯ denotes Reynolds average. These 9 transport equations are closed by the
equation of state of ideal gas: p = ρRu/WT (Ru = 8.314 J/(mol ·K), W is molecular
weight of mixture). The other variables in the transport equations can be expressed as
function of the unknowns. Viscous and pressure tensors are often combined into the
σij tensor defined by:
σij = τij − pδij = 2µ(Sij − 1
3
Skkδij)− pδij , (8)
where the strain rate is Sij =
1
2(
∂ui
∂xj
+ ∂uj∂xi ). Rij = −ρ¯u˜′iu′j is Reynolds stress, according
to Boussinesqs hypothesis [32]: Rij − 13Rkkδij = 2µt(S˜ij − 13 S˜kkδij). µt in the k − 
model is calculated as µt = ρCµk
2/, where Cµ is model constant. The effective thermal
diffusivity of mixture is calculated as: αeff = α+αt, α is interpolated from FGM tables
and αt = µt/Prt. Sc and Sct are laminar and turbulent Schmidt number respectively.
Cg, Cd,Zv, Cd,Ycv are modeling constants for the generation and dissipation terms
of mixture fraction and progress variable variances respectively, with the theoretical
value of 2. Model constant value αZv = 0.5 is used in the current study. The turbulent
scalar dissipation rate of mixture fraction and progress variable are modeled assuming
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the time scale of dissipation of the scalar variances is the same as the time scale of
turbulence (τt = k/):
ρ¯S˜χZ = ρ¯χ˜Z − ρ¯D˜( ∂Z˜
∂xj
)2 = ρ¯

k
Z˜ ′′2 (9)
ρ¯S˜χYc = ρ¯χ˜Yc − ρ¯D˜(
∂Y˜c
∂xj
)2 = ρ¯

k
Y˜ ′′2c (10)
Table 1. Source terms from Lagrangian
source term Expression
Sρ − 1Vc
∑
p m˙pNp
Sui − 1Vc
∑
p m˙pNp[(U
tn+∆t
p,i − Utnp,i)/∆t− gi]− 1Vc
∑
p m˙pNpU
tn
p,i
Sh
1
Vc
∑
pNp(Tp − Tc)piDpλmNum − 1Vc
∑
p m˙pNph(Tp)
SZ − 1Vc
∑
p m˙pNp
The source terms of gas phase governing equations from Lagrangian droplets are
presented in Table 1, where the number of droplets represented by a parcel is Np,
the volume of the computational cell containing the parcel is Vc , the tn and tn + ∆t
superscripts mark the old and new time steps, and h(Tp) is the absolute enthalpy of
the evaporated fuel.
2.2. Turbulence chemistry interaction
In this work Bilger’s formula [33] is used to calculate the mixture fraction.
Z =
2YC−YC,2WC + 0.5
YH−YH,2
WH
− YO−YO,2WO
2YC,1−YC,2WC + 0.5
YH,1−YH,2
WH
− YO,1−YO,2WO
(11)
Above, Y and W are the mass fraction and molecular mass, respectively. Subscripts
C, H, O refer to the carbon, hydrogen and oxygen elements and subscripts 1, 2 refer
the pure fuel and pure oxidizer, respectively.
The reaction progress variable Yc is commonly defined from a combination of re-
active scalars such as chemical species or temperature. Although its definition is not
unique, suggested by Ihme et al. [34], the prerequisite for the definition of a suitable
reaction progress variable is that the set of parameters from which the manifold is
formed should uniquely characterize each point in the thermo-chemical state-space.
That is to say, the reaction progress variable should be injective from unburnt con-
ditions to equilibrium. The present reaction progress variable definition is chosen to
represent the first onset of ignition via HO2 contribution and to progress towards the
steady flame via CO and CO2, the same definition is chosen by Bekdemir et al. [35, 36]
and Egu¨z et al. [10], for the modelling of n-heptane spray auto-ignition and steady
diffusion flame.
Yc =
YCO2
MCO2
+
YCO
MCO
+
YHO2
MHO2
(12)
The choice for a combination of CO, CO2 and HO2 mass fractions stems from the
fact that the ignition in low temperature oxidation starts with HO2, being the first
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species formed from fuel and oxygen, experiment evidence by Blocquet et al. [37]. Soon
thereafter, CO starts to take over and finally converts to CO2. The monotonicity of the
progress variable is ensured when constructing the manifold, leading to a consistent
FGM tables. Since in non-premixed combustion Yc is dependent on mixture fraction
Z, a normalized progress variable C is defined as:
C(Yc, Z) =
Yc − Y uc (Z)
Y bc (Z)− Y uc (Z)
, (13)
where Y uc (Z) and Y
b
c (Z) denote the minimum and maximum values of Yc at a given
mixture fraction.
The influence of turbulence fluctuations on the local flame structure is accounted
through the joint PDF of the independent variables. The Favre-averaged/filtered
scalars φ (e.g. T , Yi, etc), are expressed as:
φ˜ =
∫ 1
0
∫ 1
0
φ(Z,C)P˜ (Z,C)dZdC (14)
The Reynolds-averaged/filtered mean of scalar φ¯ and density ρ¯ can be computed as
follows:
φ¯ = ρ¯
∫ 1
0
φ(Z,C)
ρ(Z,C)
P˜ (Z,C)dZdC (15)
ρ¯ =
[∫ 1
0
P˜ (Z,C)
ρ(Z,C)
]−1
(16)
It is a common practice to assume that Z and C are statistically independent of each
other, then the joint PDF can be computed as the product of marginal PDFs:
P˜ (Z,C) = P˜ (Z)P˜ (C) (17)
A posteriori analysis of DNS of spray combustion [38] found that β-function PDF is
a good representation for the mixture fraction distribution. They investigated three
cases at three different timings, and found all the predictions by presumed β-PDF are
in excellent agreement with the statistics results of DNS. And β-PDF is also a widely
employed choice in the related studies [2, 7, 8, 9, 10, 11, 12, 13, 14, 18]. Mukhopadhyay
et al. [39] assessed the accuracy of such model in predicting autoignition and flame
development in compositionally stratified n-heptane/air mixtures using direct numer-
ical simulations (DNS). They found that β-PDF are able to reasonably approximate
the actual PDF. The β-function PDF of scalar φ is expressed as:
P˜ (φ) =
φα−1(1− φ)β−1Γ(α+ β)
Γ(α)Γ(β)
, (18)
where the shape parameters α and β are determined by mean and variance of scalar
φ:
α = φ˜
[
φ˜(1− φ˜)
φ˜′′2
]
, β = (1− φ˜)α
φ˜
(19)
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In this study, control variables are Z and C, and are both integrated by β-function
PDF, which means that their mean values Z˜, C˜ and variances Z˜ ′′2, C˜ ′′2 are all in-
cluded. Z˜ and Z˜ ′′2 are solved in transport equations, which also solve Y˜c and Y˜ ′′2c .
Normalization of Y˜c leads to C˜ :
C˜(Y˜c, Z˜, Z˜ ′′2) =
Y˜c − Y˜ uc (Z˜, Z˜ ′′2)
Y˜ bc (Z˜, Z˜
′′2)− Y˜ uc (Z˜, Z˜ ′′2)
, (20)
where Y˜ uc and Y˜
b
c are the minimum and maximum progress variable values respectively,
and stored in the 2D-FGM tables which the dimensions are mixture fraction and its
variance. Conversion of Y˜ ′′2c to C˜ ′′2 can be done using:
C˜ ′′2 =
Y˜ ′′2c + Y˜c
2 − (˜Y uc )2 − 2C˜(Y˜ bc Y uc − (˜Y uc )2)
(˜Y bc )
2 − 2Y˜ bc Y uc + (˜Y uc )2
− C˜2, (21)
where (˜Y uc )
2 = (˜Y uc )
2(Z˜, Z˜ ′′2), (˜Y bc )2 = (˜Y bc )2(Z˜, Z˜ ′′2) and Y˜ bc Y uc = Y˜ bc Y uc (Z˜, Z˜ ′′2) are
stored in the 2D-FGM tables with the same dimensions of Y˜ uc and Y˜
b
c .
The range of variance depends on the mean value, therefore to simplify the table
construction, the scaled variances of mixture fraction and progress variable ζ˜Z and ζ˜C
are used as controlling parameters in the lookup table.
ζ˜Z =
Z˜ ′′2
Z˜(1− Z˜) (22)
ζ˜C =
C˜ ′′2
C˜(1− C˜) (23)
2.3. Enthalpy deficit in FGM
To use FGM model in spray combustion modeling, the cooling effect due to spray
evaporation and consequent reduction effect of the lower temperature on the chemistry
reaction rate must be considered. In order to take into account the enthalpy deficit
effect, an additional control variable was added to the FGM libraries in the present
paper. The implementation of the enthalpy deficit effect procedure consists of two
steps: 1. creating the FGM libraries with different levels of heat loss (different air
side temperature in the current study), and parameterizing these libraries with the
additional parameter. 2. obtaining this parameter during the turbulent combustion
simulation, and using it for table lookup. In the current study, the normalized enthalpy
deficit ηh [40] is introduced to indicate the thermo-chemical space from the adiabatic
state (ηh = 0) to the one with maximum heat loss (ηh = 1). The filtered normalized
enthalpy deficit η˜h is calculated as: η˜h = d˜h/d˜hmax , where d˜h and d˜hmax are the
enthalpy difference between the adiabatic state and current state and the one with
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maximum enthalpy loss, under a given mixture fraction Z˜.
d˜h = h˜− h˜ad(Z˜) (24)
d˜hmax(Z˜) = (1− Z˜)(hmin|Z=0 − had|Z=0) (25)
h˜ad(Z˜) = had|Z=0 + Z˜(had|Z=1 − had|Z=0) (26)
With the additional dimension ηh, the FGM tables now depend on Z, C and ηh:
φ˜ =
∫ 1
0
∫ 1
0
∫ 1
0
φ(Z,C, ηh)P˜ (Z,C, ηh)dZdCdηh (27)
Statistical independence of the three controlling parameters is assumed:
P˜ (Z,C, ηh) = P˜ (Z)P˜ (C)P˜ (ηh) (28)
β-function is employed for PDF of Z and C, and δ-function is used for PDF of ηh,
such that the tabulated properties are:
φ˜ = φ˜(Z˜, ζ˜Z , C˜, ζ˜C , η˜h), (29)
Once the new FGM tables are generated, the CFD solver can evaluate normalized
enthalpy deficit η˜h to indicate the fifth dimension of FGM tables. However, η˜h may
be sometimes out of range [0–1], which requires additional consideration. η˜h > 1
indicates that current enthalpy is below the lower bound of the state with maximum
heat loss, which implys extra cooling effect. On the other hand, although it’s usual for
the case d˜h > 0 (h˜ > h˜ad), η˜h < 0 should be considered. On this occasion, enthalpy is
been transferred from droplet to the gas environment. Given all of this, the thermo-
chemical variables are interpolated from FGM tables by these five control parameters
(Z˜, ζ˜Z , C˜, ζ˜C , η˜h), and extra enthalpy due to η˜h beyond 0–1 is calculated as:
dhExtra =

d˜h− d˜hmax η˜h > 1
d˜h η˜h < 0
0 else
(30)
which is used to correct the temperature with dT = dhExtra/Cp.
2.4. Memory reduction
The traditional FGM model retrieves species mass fraction from FGM tables, and
then calculates mass-fraction-weighted average dynamic viscosity µ and diffusivity
of enthalpy α. Therefore, it is required to include all species in the FGM tables,
which limits the adoption of detailed chemical mechanism, since it will consume an
unsustainable amount of Random Access Memory (RAM). Wehrfritz et al. [11] and
Kahila et al. [12] calculate µ with only several representative species to decrease the
number of FGM tables. In the present study, µ and α are stored in the FGM tables
and then retrieved by the CFD solver, so there is no need to include any species mass
fraction in the FGM tables except the species used for post-processing. This method
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not only reduces the memory consumption in the CFD solver, but it also mitigates the
computational load of the FGM table generation, which is often used by researchers
whose interest lies in gas phase fuel combustion [41, 42].
However, in spray combustion modeling, species mass fractions are still required
by the widely used heat and mass transfer models of the Lagrangian droplets. The
properties at the mean conditions in the boundary layer ρm, µm, Prm and κm are
used to evaluated mass and heat transfer between droplet phase and gas phase in
the OpenFOAM Lagrangian library. At first, mean values Tm and Yk,m between the
particle surface state and the cell state are calculated by ”1/3 rule”.
Tm = (2Tp + Tc)/3 (31)
Yk,m = (2Yk,s + Yk,c)/3, (32)
where Tp and Tc are temperature of particle and cell respectively, and Yk,s and Yk,c are
mass fraction of species k on the droplet surface and in the cell. Then ρm, µm, Prm
and κm are evaluated using the material property functions of the gas mixture at the
state given by (Tm, Yk,m, p). The method introduced by Both [43] and used in this work
omits the storage of species mass fractions in order to use arbitrarily large chemical
mechanisms. The transport properties representative to the droplet boundary layer are
directly retrieved from the FGM tables, instead of being calculated as a function of the
mass fractions. The procedure is explained below. Yk,nf,s and Yk,nf,c are mass fraction
of species k excluding the fuel on the droplet surface and in the cell respectively.
Yk,nf,s =
Yk,s
1− Yf,s (33)
Yk,nf,c =
Yk,c
1− Yf,c , (34)
where Yk,s and Yk,c denote mass fraction of species k (any species other than fuel), Yf,s
and Yf,c are mass fraction of fuel, subscripts s and c refer to the value on the droplet
surface and in the cell respectively. The evaporation is driven by the concentration
gradient of fuel in the boundary layer, thus in the presence of mass transfer the fuel
mass fraction is different on the droplet surface and in the surrounding gas. In this
work, we assume frozen chemistry in the droplet boundary layer, thus the constitution
of the other species are identical on the droplet surface and in the surrounding cell,
namely Yk,nf,s = Yk,nf,c, which yields the surface mass fraction of species other than
fuel: Yk,s = Yk,nf,c(1 − Yf,s). Since Yc is the combination of several mass fraction of
species, the progress variable on the droplet surface can also be calculated in this way:
Yc,s = Yc,nf,c(1 − Yf,s), where Yc,nf,c is the progress variable of mixture in the cell
excluding fuel, latter property is tabulated during the FGM generation.
The surface mixture fraction consists of the fuel mass fraction on the droplet surface,
and the mixture fraction contribution of the non-fuel components, which is calculated
as: Zs = Yf,s + (1− Yf,s)Znf,c, where Znf,c is the mixture fraction of the surrounding
gas mixture excluding the fuel, according to Bilger’s definition, calculated as: Znf,c =
(Zc− 64.7139Yf,c)/(1− Yf,c). The mixture fraction and progress variable variances on
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the droplet surface are calculated similarly with Yc,s:
Z˜ ′′2s = (1− Yf,s)Z˜ ′′2c (35)
Y˜ ′′2c,s = (1− Yf,s)Y˜ ′′2c,c (36)
The enthalpy on the particle surface h˜s are calculated using Newton-Raphson method
keeping the other control variables constant, such that the surface temperature is equal
to the droplet temperature (Tp):
T (Z˜s, Y˜c,s, Z˜ ′′2s , Y˜ ′′c,s, h˜s) = Tp (37)
The ”1/3 rule” is applied to the control variables instead of the species:
Zm = (2Zs + Zc)/3 (38)
Cm = (2Cs + Cc)/3 (39)
Z ′′2m = (2Z
′′2
s + Z
′′2
c )/3 (40)
C ′′2m = (2C
′′2
s + C
′′2
c )/3 (41)
hm = (2hs + hc)/3 (42)
Using Z˜m, C˜m, Z˜ ′′2m , C˜ ′′2m , and h˜m we retrieve material properties from the FGM
tables: µm, αm, ψm, and Cp,m, and calculate other properties: ρm = pcψm, Prm =
µm
αm
,
κm = αmCp,m.
Mass fraction of species are required in another place. The rate of evaporation for
a single particle m˙p is given by the expression:
m˙p =
dmp
dt
= −piDpDShρmln(1 +BM ), (43)
where Dp is particle diameter, D is mass diffusion coefficient of selected fuel, Sh is
Sherwood number, calculated according to the Ranz and Marshall correlation [44, 45]:
Sh = 2 + 0.552Re
1/2
p Sc
1/3
m , ρm is the density of the fuel vapor in the droplet boundary
layer. BM is Spalding number: BM =
Yf,s − Yf,c
1− Yf,s , which requires mass fraction of
fuel on the particle surface and in the cell too. The fuel mass fraction in the cell is
tabulated, while the fuel mass fraction on the droplet surface is calculated using the
mole fractions: Yf,s =
Xf,sWf
Xf,sWf + (1−Xf,s)/Wnf,c , where Xf,s is mole fraction of fuel
on the surface Xf,s = psat/pc, Wf is molar mass of fuel, Wnf,c is the average molar mass
of the mixture excluding the fuel in the cell Wnf,c = (1 − Yf,c)/
∑Ns
k=1,k 6=kf Yk,c/Wk,
tabulated during the FGM tables generation.
3. Configuration and computational setup
3.1. ECN spray A
The investigated spray combustion cases are experiments in ECN Spray A baseline
conditions as listed in Table 2. The detailed experimental data are from Sandia [46]
11
and CMT [47] for non-reacting and reacting cases respectively. The injection profile
was adopted from a ”Virtual Injection Rate Generator” [48], as suggested by the ECN.
Table 2. ECN Spray-A operating conditions [16].
Parameter Quantity
Injector number 210677 & 210675
Institution Sandia & CMT
Fuel n-dodecane
Nozzle diameter (mm) 0.09
Discharge coefficient 0.89 & 0.91
Fuel temperature (K) 363
Injection pressure (MPa) 150
Injection duration (ms) 6
Ambient pressure (MPa) 6
Ambient temperature (K) 900
Ambient mixture (%)a
N2–89.71; CO2–6.52; H2O–3.77
N2–84.9; O2–15.1
aMole fraction.
3.2. Computational setup
In the current study, a new solver based on a standard spray solver from the open-
source CFD framework OpenFOAM [49] was developed. New libraries have been cre-
ated for the FGM storage and retrieval algorithms and are dynamically linked to a cus-
tomized solver for spray combustion. The gas phase is described in Eulerian framework
with the Unsteady Reynolds-averaged NavierStokes (URANS) formulation. Pressure
and velocity equations are coupled by the PIMPLE algorithm, which is a combina-
tion of the well-known PISO (Pressure Implicit with Splitting of Operator) [50] and
SIMPLE (Semi-Implicit Method for Pressure-Linked Equations) [51] algorithms and
ensures both stability and accuracy. The liquid phase is presumed to be a discrete
phase consisting of individual parcels and treated using Lagrangian particle track-
ing (LPT). A validation of the flow and combustion models of this new solver with
spray combustion flame is reported in [40]. And the FGM solver with memory reduc-
tion method predicts similar results with former FGM model while requires much less
RAM [43]. This new method enables the usage of detailed mechanisms, such as the one
(255 species and 1509 reactions) proposed by Narayanaswamy et al. [20], which is used
in the current study. A non-uniform 3D mesh (Fig. 1) refined locally along the spray
is created to define the computational domain for a cubical shaped constant volume
chamber, with the size of 108 mm on each side. The time step was set to 5× 10−7 s,
as recommended for RANS simulation by the ECN. The simulation end time was set
to 1.5 ms, when the quasi-steady flame is formed. The details of the turbulence and
spray sub-models are summarized in Table 3.
Table 3. Related sub-models applied in
the simulations.
Phenomenon Model
Turbulence k −  [52]
Injection Blob [53]
Breakup KH-RT [54, 55]
Dispersion Stochastic [56]
Particle forces Spherical Drag [57]
Evaporation Spalding [58]
Heat Transfer Ranz-Marshall [44, 45]
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(a) (b)
Figure 1. (a) Computational mesh (0.25 mm) and (b) local zoom.
4. Results
4.1. Validation for the non-reacting spray case
Lagrangian particle tracking (LPT) method have been extensively adopted to high-
pressure spray simulations due to their relative ease of implementation and low com-
putational load. However, many reports pointed out that the accuracy of the Eulerian-
Lagrangian spray simulations have a strong dependency on grid size [59, 60, 61]. It’s
believed that coarse meshes are not able to correctly describe the interaction between
the liquid and gas phase causing an underestimation of the spray penetration [59]. To
guarantee mesh independence, five mesh resolutions are applied in the current study
with minimum cell sizes of 0.125, 0.25, 0.5, 1 and 2 mm and respective cell counts
of 9081414, 1444631, 321376, 172962 and 157464. These five resolutions are obtained
through 5 different levels of local refinement along the spray evolution applied to the
base grids (2 mm) in order to properly resolve the flow details. A visualization of the
computational mesh (0.25 mm) is given in Fig. 1, showing the refinement levels and
local details. Fig. 2 gives the predicted spray liquid and vapor penetrations with the
five grid resolutions. As observed in this figure, longer liquid penetrations are pre-
dicted by finer meshes, and the last two refinement levels have similar performance
with only little discrepancy at the beginning of spray evolution. Vapor penetration
behaves similarly. In consideration of both accuracy and efficiency, the 0.25 mm mesh
was chosen in the current study.
In order to evaluate the present turbulence and spray model setups, the non-reacting
Spray A baseline case(0% O2) is validated against the experimental liquid and vapor
penetration as well as fuel mass distribution data. Fig. 3 shows the computed and
experimental results of liquid and vapor penetration lengths versus time after the
start of injection (ASI). The recommended definitions from ECN are employed to
calculate the liquid and vapor penetration lengths. As proposed by the ECN, liquid and
vapor penetration are defined as the maximum distance from the nozzle outlet to the
farthest axial locations where the liquid volume and vapor mass fraction reach 0.1%. As
shown in Fig. 3, liquid and vapor penetration lengths are well predicted compared to
experimental trends, with only minor deviations for the vapor penetration at the early
stage of injection. Fig. 4 shows the axial and radial distributions of mixture fraction, in
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Figure 2. Computed spray liquid (a) and vapor (b) penetrations for the five tested grid resolutions.
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Figure 3. Predictions of the liquid and vapor penetrations under non-reacting condition.
which the radial profiles are sampled at 20 and 40 mm downstream the injector. In Fig.
4, the shaded area around the mean profiles corresponds to the standard deviation of
the measured mixture fraction. The figure shows the predicted profiles of mean mixture
fraction in fairly good agreement with the measured value in the experiment. The
difference between the predicted and measured mean mixture fraction is well within
the uncertainty range of the experimental results, except for the radial periphery of
the spray 40 mm away from the injector exit, where the mixture fraction is slightly
under-predicted.
4.2. Pre-processing for FGM tables
The FGM method shares the idea with flamelet approaches [23] that a multi-
dimensional turbulent flame may be considered as an ensemble of stretched one-
dimensional laminar flames, called flamelets, embedded within the turbulent flow field.
It is well-known that there is a diffusion flame surrounding the spray in the conven-
tional diesel engine combustion [1]. Locally the structure of this diffusion flame can
be identified as a one-dimensional non-premixed flame. Based on this, 1D counterflow
non-premixed laminar flames were solved using FlameMaster [62] according to the
unity Lewis number assumption (equal diffusivities for all species and temperature).
To build the FGM database, unsteady diffusion flames at a single stoichiometric To
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Figure 4. (a)Axial- and (b)radial-profiles of experimental and computed mixture fraction distributions
evaluate the scalar dissipation rate for unsteady ignition process, a series of unsteady
flamelets at different scalar dissipation rates are calculated for the spray A baseline
case, as shown in Fig. 5a. In Fig. 5b, the ignition delay time (IDT) τig as function
of scalar dissipation rate χZ,st is presented. Here, τig is evaluated at stoichiometric
condition, and is defined as:
τig = {t
∣∣Tst(t) = (T 0st + T∞st )/2} (44)
It is seen that the IDT is quite insensitive to the stoichiometric scalar dissipation
rates when χZ,st < 1 s
−1. Finally, a single stoichiometric scalar dissipation rate
(χZ,st = 1 s
−1) is chosen for unsteady ignition process to account for the influence
of diffusion and transport processes during auto-ignition process, which was validated
by Bekdemir [63]. Laminar diffusion flame solutions are dependent on strain rate [64],
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Figure 5. The effect of scalar dissipation rate on ignition delay in 1D simulation.
therefore a series of steady flamelets (0.000001...1 s−1) is included in the FGM pro-
cedure. This approach to generate the FGM tables has also been found to yield good
results in several previous researches [10, 11, 12, 35, 63, 65]. The unsteady and steady
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solutions together make up the laminar flamelet database φ(Z, χZ,st). Unfortunately,
the maximum of progress variable from unsteady flamelet slightly exceeds the steady
state value under some mixture fractions. To ensure monotonicity of the progress vari-
able from pure mixing to chemical equilibrium state, the part of unsteady flamelet
solution is omitted following Wehrfritz et al. [11, 12]. Another treatment was also
tested, that is, deleting the overlapping part of steady flamelet solution, which causes
same results like the former method. After the normalization of progress variable ac-
cording the Eq. 13 and space transformation we get φ(Z,C). After integration over
the presumed PDFs for Z and C, we get the turbulent FGM database φ˜(Z˜, C˜, ζ˜Z , ζ˜C).
The enthalpy loss effect is imposed by decreasing boundary temperature (enthalpy)
at the oxidizer side [40]. In the current study, 900, 850, 800, 750 and 700 K are used
for the temperature boundary condition of air side. In Fig 6, progress variable source
Figure 6. The distribution of progress variable source term in the Z-C space. The five rows data denote
results under 700, 750, 800, 850 and 900 K respectively.
term on the Z − C space under different air side temperature are presented. It is
observed that with air side temperature increasing, the main reaction zone expands
to richer region in mixture fraction coordinate and to smaller C in progress variable
coordinate. Furthermore, the fastest production rate of reaction progress variable is
also inclined to occur in richer mixture fraction regions, and the peak of ω˙Yc increased,
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under higher air side temperature. There are no direct information of ignition delay
time, instead, it depends on the value of progress variable source term. This suggests
that reaction will be depressed and occurs in leaner regions under low temperature
due to evaporation heat loss, which is neglected in most researches related to spray
combustion [10, 11, 12, 35, 63, 65].
After calculation of these five cases under different air side temperature, we get
five layers for η˜h, the last dimension of FGM tables φ˜(Z˜, C˜, ζ˜Z , ζ˜C , η˜h). In the CFD
solver, transport equations are solved to get these control variables Z˜, Y˜c, Z˜ ′′2, Y˜ ′′2c ,
h˜. Using Eq. 20, 21 and 22, we get Z˜, C˜, ζ˜Z , ζ˜C , η˜h. 141 data points are used for the
discretization of mixture fraction, refined around the stoichiometric mixture fraction
value. The progress variable has 161 data points and a quadratic spacing is applied
(refined towards the mixing limit). 41 uniform levels are considered for ζ˜Z and 21 for
ζ˜C . 5 levels are considered for the last coordinate η˜h.
4.3. Global view of ignition
To display the global ignition process, the scatter points colored by the progress vari-
able source term ω˙Yc and colored by the mass fraction of CH2O and OH are pre-
sented in the mixture fraction and temperature space at different ignition stages. As
shown in Fig. 7, at the early stage of spray evolution (t=0.2 ms), temper-
atures distribute almost along the adiabatic mixing line due to evapora-
tion and fuel-air mixing. No significant temperature increase was found.
But still progress variable source term are found to arise in the fuel-lean
zone, which indicates the occurrence of early reactions. This period prior
to auto-ignition is the ignition delay period, and its duration is affected
by the local fuel-air mixture and scalar dissipation rate [66]. The second
row shows that at t=0.3 ms, temperatures near the stoichiometric mixture
fraction line (Zst=0.0463242) begin to exceed local adiabatic temperature
significantly. CH2O appears near Zst, and progress variable source term is
two orders of magnitude more than that at t=0.2 ms. In the third row of
Fig. 7b, it is observed that CH2O is transported into richer mixture fraction
regions, which is the so-called cool flame propagation [4]. And temperatures
increase all over the whole reaction zone, reaching its maximum near Z = 0.1 at 0.45
ms (row 4), which is the so-called second-stage ignition. It is also observed that the OH
concentration is significantly increased near the stoichiometric conditions. The high
temperature zone moves towards Zst line, and even leaner mixture fraction regions.
Finally, a quasi-steady high temperature diffusion flame is formed, in which CH2O
appears mostly in rich regions and OH concentrates near Zst line, maintaining the
stabilization of the lifted flame. By this stage there are many scatter particles close to
the equilibrium line (not shown in the figure), particularly around Zst line.
4.4. Effect of TCI on ignition process
To elucidate the influence of β-PDF of Z and C, two additional cases were conducted,
in which δ-PDF is used for Z and C respectively. The ignition delay time (IDT) of
these three cases are in Table 4, where βZ-βC is the baseline case, meaning β-PDF is
used for Z and C and δZ-βC means δ-PDF is used for Z, and βZ-δC means δ-PDF is
used for C. The ignition delay time investigated is defined as the time of maximum
gradient in temperature. Applying β-PDF means that variance should be included
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(a) (b)
Figure 7. Scatter point representation in ZT-plane, (a) colored by ω˙Yc , (b) colored by CH2O and superim-
posed by OH>2%. The red line marks the adiabatic mixing line. The black line marks Zst line.
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Table 4. Ignition delay times of the three investigated
cases and experimental data.
case βZ -βC δZ -βC βZ -δC experiment
IDT 0.4525 ms 0.412 ms 0.464 ms 0.435 ms
in order to calculate PDF, while variance is not considered in δ-PDF. Table 4 shows
that ignition delay changes under the existence of variances of mixture fraction and
reaction progress variable. Compared to the baseline case, when δ-PDF is used for Z,
IDT become shorter; on the contrast, when δ-PDF is used for C, IDT will be slightly
longer. That is to say, ignition is retarded by the consideration of Z variance, while it
is promoted by C variance.
In 3D solver, the most important variable interpolated from FGM tables is the
progress variable source term ω˙Yc , which determines the reaction progress and ignition
delay time.
ω˙Yc =
ω˙CO2
MCO2
+
ω˙CO
MCO
+
ω˙HO2
MHO2
(45)
Hence, in order to explain the influence of these variances, the temporal evolution of
ω˙Yc changes over Z˜ in the cases of βZ-βC , δZ-βC and βZ-δC is presented in Fig. 8. It
is observed that when δ-PDF is applied for Z (case δZ-βC), ω˙Yc is much larger than
that in the baseline case at any moment and its distribution along the mixture fraction
coordinate gets narrower. And ω˙Yc in the βZ-δC case is smaller than that in the baseline
case at early times (0.4 ms) while much larger at steady states (1.5 ms). Despite the
small difference in global ignition characteristics (ignition delay time) between the case
βZ-βC and βZ-δC , the discrepancies are more pronounced in the temporal evolution
of reaction progress variable source term. The distinction is more clear in the figure of
progress variable source term maximum over time (Fig. 9a). It is obvious that, before
auto-ignition, progress variable source term in the case δZ-βC is higher, and that in
the case βZ-δC is lower, compared with the baseline case. So it is not strange that the
case δZ-βC ignites earlier and the case βZ-δC ignites later by comparison with baseline
case. The mixture fraction in the cell where progress variable source term peaks are
extracted, and its temporal evolution is presented in Fig. 9b. As shown in Fig 9b, at
the beginning of reaction progress, ω˙Yc peaks at fuel-lean regions, and then transfers to
richer zones, finally reaches the steady maximum. This is inline with the global ignition
process described in the section 4.3. According to the 1D flamelets results (distribution
of progress variable source term in Z-C space) shown in Fig. 6, ω˙Yc peaks at leaner
regions under lower air side temperature. So it’s not strange that early emergence
of progress variable source term occurs at lean regions since evaporation heat loss is
considered in the current study. From Fig. 9b, it is also observed that the mixture
fraction where progress variable source term peaks increases with time and becomes
stable at approximately Z˜ = 0.11 when the flame gets steady in the three cases. In
addition, the figure shows the mixture fraction of case δZ-βC is 0.02 higher than that
of baseline case at any time during the initial transient phase, which could be caused
by the shorter ignition delay. From Fig 6, it is clear that the progress variable source
term is monotonically increasing at Z˜ < 0.11. Since Z˜ in the case δZ-βC is higher,
its progress variable source term will also higher. So this is the reason why neglecting
variance of mixture fraction will shorten the ignition delay time.
As for variance of progress variable, it is shown in Fig 9a that neglect of variance of
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(a) βZ -βC (b) δZ -βC (c) βZ -δC
Figure 8. The evolution of progress variable source term as a function of Z for the three cases.
(a) (b)
Figure 9. The time history of reaction progress variable source term maximum (a) and the corresponding Z˜
for the three cases (b). (neglect of early times when ω˙Yc are smaller than 1)
progress variable will cause that temporal evolution of progress variable source term
shows three stages, that is, slightly higher and then lower and finally at quasi-steady
state much higher than that of baseline case. At early times (around 0.3 ms), in the cell
where progress variable source term peaks, the mixture fraction and progress variable
are the same for the βZ-δC and βZ-βC cases. So it is the existence of variance of
progress variable that causes the different ω˙Yc . We extract Z˜, C˜, ζ˜Z , ζ˜C and η˜h in the
cell where progress variable source term reaches its maximum at 0.3 ms, 0.36 ms and
1.5 ms, corresponding the three stages above. Since the variance of progress variable
is investigated here, ζ˜Z and η˜h are assumed to be zero. Fig. 10 gives progress variable
source term as a function of progress variable under the three stages, the black line is
the turbulent value of ω˙Yc using δ-PDF for progress variable and the red line is that
of using β-PDF under the ζ˜C in the cell where progress variable source term peaks.
It is seen from Fig. 10 that ω˙Yc has a bimodal distribution along the C coordinate.
When C˜ is near the peak value, ω˙Yc of δ-PDF is bigger than that of β-PDF, as shown
in Fig 10a and 10c when t=0.3 ms and t=1.5 ms. And when C˜ is in the valley of the
distribution of ω˙Yc , the turbulent value of β-PDF is bigger than that of δ-PDF (see
Fig. 10b).
The reason of these different results considering variance or not is analyzed below.
Taking distribution of progress variable source term when C˜ = 0.1 (see Fig. 11) as
an example. Especially, the black line (ζ˜Z = 0) denotes the case of δ-PDF, and also
denotes the laminar distribution on Z. Let the mixture fraction where ω˙Yc peaks be
Zmax from the laminar solution. Then the δ-PDF turbulent value peaks at Zmax too.
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(a) t=0.3 ms, Z˜ = 0.05 (b) t=0.36 ms, Z˜ = 0.077 (c) t=1.5 ms, Z˜ = 0.1
Figure 10. ω˙Yc profiles from FGM lookup tables under three key moments. The black line marks δC . The
red line marks βC .
While the β-PDF turbulent value will be depressed near the peak since the presence of
variance. However, in the regions of Z˜ > 0.2, the δ-PDF turbulent value is very small.
Unlike δ-PDF, in the β-PDF integration process, the turbulent value will be supple-
mented from where progress variable source term is relatively larger. This explains the
distribution of ω˙Yc along mixture fraction under different shapes of PDF distribution.
Figure 11. The distribution of progress variable source term over mixture fraction under different ζ˜Z .
To analysis the effect of variance to heat release in the ignition process, heat release
rate (HRR) is included into the FGM table. In FlameMaster, HRR is calculated as:∑
i ω˙i · hi, where ωi is the reaction rate of specie i, and hi is the absolute enthalpy
of specie i. In CFD solver, heat release rate is integrated over the whole domain in
each time step. As shown in Fig. 12, the HRR in the case of baseline and βZ − δC
is similar with the experimental data. The case δZ − βC severely underestimates the
HRR, although there is little discrepancy in the ignition delay. That is to say, β-PDF is
quite necessary for the integration of mixture fraction to get a reasonable heat release
rate. On the other hand, the case βZ−δC predicts highest HRR in the ignition process
which is closest to the experiment. But the baseline case predicts best result in the
subsequent process.
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Figure 12. Time evolution of the heat release rate in the combustion chamber.
4.5. Effect of TCI on flame structure
Furthermore, it is found that the variance of mixture fraction and progress variable
will also change the flame structure in the steady state condition. Fig. 13 shows the
computed OH mass fraction distributions at 1.5 ms ASI from the results obtained
by the cases βZ-βC , δZ-βC and βZ-δC . At first, we talk about the effect of variance
of mixture fraction. As shown in Fig. 13, there is a significant discrepancy in OH
mass fraction distribution between βZ-βC and δZ-βC cases. Peak values of OH mass
fraction are much lower in the case of β-PDF for Z, compared to those from δ-PDF.
On the other hand, β-PDF, which takes variance of mixture fraction into account,
predicts more distributed OH mass fraction in space. While the flame for the δ-PDF
is relatively thinner. The same findings were reported in other ECN spray(n-heptane
or n-dodecane) combustion modelings using mRIF, FGM, TFM and TPDF models
[10, 17, 8, 7, 18], attributing to turbulent fluctuations in these researches. As for the
influence of variance of progress variable, the distribution of OH mass fraction in Fig.
13 shows that the flame structures and the OH mass fraction maximums are similar
between the case βZ-βC and the case βZ-δC . That is to say, variance of progress
variable has little influence over flame structure. Nevertheless, it makes flame lift-
off length shorter, obviously seen from Fig. 13c. The similar impact of variance of
progress variable was found in a lifted methane/air auto-ignition flame simulation
using an unsteady flamelet/progress variable model [67].
In what follows, above phenomena are also found to be caused by the characteristic
of β-PDF. As seen from the OH mass fraction contour in Fig. 13, OH is distributed
mainly around the Zst contour line. To investigate the distribution of integrated value
of OH mass fraction in the FGM tables at steady state, the turbulent values of OH
mass fraction from FGM tables under different ζ˜Z when C˜ = 1 is presented in Fig.
14a. As we know, the PDF becomes Dirac δ shape when ζ˜Z is zero, so the black solid
line denotes the turbulent Y˜OH integrated using δ-PDF. When δ-PDF is used for Z,
it is shown that Y˜OH near Zst is much higher than that of β-PDF, but the span of
Y˜OH in mixture fraction direction is very narrow. While for β-PDF, the maximum
of Y˜OH is largely suppressed due to the introduction of variance of mixture fraction
and the distribution along Z˜ coordinate is more dispersing, also more suppression and
broader range for higher ζ˜Z . So if β-PDF is used to generate the FGM tables, in CFD
solver, the maximum will be much less than that of δ-PDF, while the range in mixture
22
fraction is broader.
(a) βZ -βC
(b) δZ -βC
(c) βZ -δC
Figure 13. The OH mass fraction contours under the three cases at t = 1.5 ms.
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Figure 14. The mass fraction of OH in FGM tables under different ζ˜Z when C˜ = 1 (a) and the mass fraction
of OH in FGM tables under different ζ˜C when Z˜ = 0.01 (b).
To find out the reason of variance of progress variable shortens the lift-off length,
the turbulent value of OH mass fraction over progress variable under Z˜ = 0.01 is
plotted in Fig. 14b. Since at lift-off position, OH is distributed near the spray core
radial periphery where mixture fraction is quite small. As can be seen in Fig. 14b,
the black line indicates the OH value under δ-PDF, which is higher than the β-PDF
values under small progress variables. This phenomenon is also attributed to the effect
of β-PDF as discussed above.
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5. Conclusions
RANS modelling of ECN spray A baseline condition have been carried out using
a recently developed FGM combustion model, which allows application of detailed
chemical mechanisms in spray combustion simulations. The non-reacting case was
initially investigated to validate the mesh resolution and the spray sub-models. A mesh
resolution with minimum cell size of 0.25 mm is found to obtain a good agreement with
experiments respect to liquid and vapor penetrations and mixture fraction distribution.
During preparation of FGM tables with enthalpy deficit, we found that source term
of reaction progress variable decreases with decline of temperature due to evaporation
heat loss. In addition, the maximum region of progress variable source term moves to
leaner condition when temperature of air side decreases. The global ignition process
shows that early reaction happens on the lean side, and the first-stage ignition initiates
close to the stoichiometric conditions and propagates to a richer mixture and promotes
the ignition there, which featured cool flame propagation. Then second stage ignition
occurs on the rich side. Finally, a steady diffusion flame formed, and the steady flame
structure was investigated further.
The variance of mixture fraction has already been highlighted by many researchers.
In the current study, we found that neglect of variance of mixture fraction will shorten
ignition delay time and cause a very thin flame structure. Furthermore, peak value of
OH mass fraction is largely depressed with including of variance of mixture fraction.
We found that it is β-PDF that cause the broad distribution of OH mass fraction. The
distribution of progress variable source term along the mixture fraction coordinate is
unimodal under different progress variable, and so is that of OH mass fraction. After
applying β-PDF for mixture fraction, the maximum will be distributed into other
regions and the whole distribution becomes broader. Furthermore, it is found that
variance of progress variable, which is often neglected in spray combustion modelling
due to the mixing controlled feature, has also an impact on auto-ignition and the
flame structure. We found that neglect of variance of progress variable will retard
auto-ignition and shorten flame lift-off length.
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