BFGS is one of the Hessian update formula in the well known Quasi-Newton method. In this paper, we introduced a parametric hybrid search direction for BFGS algorithm using the conjugate gradient minimization technique. Under suitable conditions/ suitable parameter, we proved that the proposed parametric hybrid search direction is globally converge by using the exact line search. At the end of this paper, we showed the numerical results of proposed BFGS algorithm based on number of iteration, number of function evaluation and CPU time computing of the several of unconstrained optimization problems tested.
In unconstrained optimization, we need to ( )
where f is twice continuously differentiable function from n ℜ into ℜ and there several of methods that can be used to solve (1.1) and one of pioneer method is the Newton method. However, in Newton method, the cost to calculate the exact Hessian is quite high [17] and highly time computing and it happen worse in the case of larger scale and higher dimension of the objective functions. Therefore, the Quasi-Newton method developed for solving (1.1).
By not considering the exact Hessian, Quasi-Newton method was developed using the Hessian approximation formula at every of iteration and we call it as update Hessian approximation formula at ( ) iteration. There are several of update Hessian formulas in Quasi-Newton method such as BFGS, DFP, PSB, SR1, Broyden Family update and other updates by [2] , [26] , [8] , [10] , [11] and self scaling technique for the update such as [21] , [6] and many others. However, the most popular and most effective update is BFGS update Hessian formula founded in 1970 and it is supported by [1, 2] , [16] , [23] [24] [25] and proven by [5] .
The BFGS method is an iterative method, whereby at the ( ) where k d denotes the search direction and k α is its step length. The search direction, k d is calculated using 
when the scalar 0 φ = and
This update satisfied the quasi-Newton equation (1.4 . When 0 φ = , BFGS update Hessian formula will be derived and DFP update Hessian can be derived when 1 φ = .
k α in (1.2) is the step length obtained by line search procedure and there are various of procedures can be used. For all the line search procedures, it was divided into two types that are using the exact line search and another one is without exact line search as proposed by [4] , [19] , [20] and others. However, this paper only considered BFGS algorithm using the exact line search as suggested by [7] , [22] , [12] and [9] that is
The exact line search in (1.6) must satisfy both Wolfe's conditions 
Parametric Hybrid Search Direction for BFGS Algorithm
Hybrid search direction in Quasi-Newton for BFGS update Hessian is the newborn in the optimization area and it was proposed by [13] [14] [15] using the QuasiNewton search direction and standard steepest descent gradient then continued by [22] using the same technique with exact line search procedures and they were proven to be super linear and globally converge with Wolfe conditions (1.8) and (1.9) is satisfied. Then, the research using hybrid search direction on QuasiNewton for solving unconstrained optimization problems was continued by [9] using the inexact line search in Broyden family update Hessian and they were proven to converge efficiently for the unconstrained optimization problems tested. However, all the hybrid search direction in [13] [14] [15] , [22] and [9] do not have the parameter boundary and this stuation will lead to the possibility of failure to the method for solving some of the unconstrained optimization. Hence, proposed in this paper is the new hybrid search direction using the conjugate gradient idea this method can be consider one of continuum of the method that written in [18] . The Definition 3.1 is the convergence definition for the iteration type method.
Assumption 3.1
The level set ξ is bounded
Assumption 3.2
The function f is Lipschitz continuous and differentiable in the neighborhood Ω of ξ , there exist a positive constant ,
for all , x x * ∈ Ω and c R ∈ .
Lemma 3.1
If Assumption 3.1 and Assumption 3.2 hold and suppose that{ }
Lemma 3.2
Suppose that Lemma 3.1 holds and
α obtain the exact line search (1.6) and satisfy the Wolfe conditions (1.7) and (1.8).
Theorem 3.1
Suppose that Lemma 3.1 holds together Lemma 3.2, then the search direction
Proof:
By taking the search direction at ( 1) k + iteration, the search direction
Then, let it be multiplied at the both sided with
and by and assuming
we will obtain and Wolfe conditions, we obtain
Therefore by Lipschitz condition, we obtain
Straightforward from both inequalities above, we obtain
.
and it is obvious here that when k → ∞ , then Proof: By contradiction, consider the right side value of the interval, [1, ) ∞ , we obtain Here, clearly it can be proven that the selection of 
are bounded and (3.6) will implies ( ) ( ) ( )
It can be seen in [22] 
Numerical Results
We start this section with the proposed BFGS algorithm then followed by the numerical results.
Algorithm 3.1: HBFGS
Step 1 :
Initialization of data
Step 2 : Set 0 k = and 0 : n B I = .
Step 3 :
For the search direction
Step 4 :
Calculate exact line search * k α using (1.6) and set
. Exact line search * k α forced to satisfy (1.8) and (1.9).
Step 5 :
Set the stopping criteria Table 3 .1 shows several of unconstrained optimization tested problems. Others of unconstrained optimization tested functions can be found in [3] . For each of the problem tested, 4 random points were selected to start the algorithm. 
No. Tested Problems

No
Discussion
In Table 3 Based on Table 3 .2, HBFGS outperformed BFGS with 87.5% with 91 of the total outcomes and had another 12.5% of equivalent results. We can see in Table  3 .2 that HBFGS was outperformed BFGS based on number of iterations, number of function evaluation and CPU time computing to solve the problems.
