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ABSTRACT
We study the clustering of galaxies as function of luminosity and redshift in the range
0.35 < z < 1.25 using data from the Advanced Large Homogeneous Area Medium
Band Redshift Astronomical (ALHAMBRA) survey. The ALHAMBRA data used in
this work cover 2.38 deg2 in 7 independent fields, after applying a detailed angu-
lar selection mask, with accurate photometric redshifts, σz . 0.014(1 + z), down to
IAB < 24. Given the depth of the survey, we select samples in B-band luminosity
down to Lth ' 0.16L∗ at z = 0.9. We measure the real-space clustering using the
projected correlation function, accounting for photometric redshifts uncertainties. We
infer the galaxy bias, and study its evolution with luminosity. We study the effect
of sample variance, and confirm earlier results that the COSMOS and ELAIS-N1
fields are dominated by the presence of large structures. For the intermediate and
bright samples, Lmed & 0.6L∗, we obtain a strong dependence of bias on luminos-
ity, in agreement with previous results at similar redshift. We are able to extend this
study to fainter luminosities, where we obtain an almost flat relation, similar to that
observed at low redshift. Regarding the evolution of bias with redshift, our results
suggest that the different galaxy populations studied reside in haloes covering a range
in mass between log10[Mh/(h
−1 M)] & 11.5 for samples with Lmed ' 0.3L∗ and
log10[Mh/(h
−1 M)] & 13.0 for samples with Lmed ' 2L∗, with typical occupation
numbers in the range of ∼ 1− 3 galaxies per halo.
Key words: methods: data analysis – methods: statistical – galaxies: distances and
redshifts – cosmology: observations – large-scale structure of Universe
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1 INTRODUCTION
The large-scale structure (LSS) of the Universe is one of
the main observables that we can use to obtain information
about the nature of dark matter and cosmic acceleration.
The simplest way to study the LSS is to study the spa-
tial distribution of galaxies in surveys covering cosmologi-
cally significant volumes. Although the galaxy distribution
is closely related to the global matter distribution, they are
not equal. The relation between both distributions is known
as galaxy bias, and it depends on the processes of galaxy for-
mation and evolution. In the simplest case, one can consider
the galaxy contrast to be proportional to the matter con-
trast. Then, the bias is simply the constant of proportional-
ity, which is independent of scale. Being able to understand
and model this bias is crucial for the correct interpretation
of the cosmological information that can be obtained from
the analysis of galaxy clustering.
As the bias encodes information about the galaxy for-
mation and evolution process, it is logical to expect that it
will be different for different galaxy populations. In other
words, the clustering properties of galaxies should depend
on some of their intrinsic properties, such as stellar mass,
star formation rate or age, and should evolve with time.
This phenomenon, known as galaxy segregation, is observed
when studying the dependence of clustering on different ob-
servables such as luminosity, colour, or morphology. In gen-
eral, it is observed that bright, red, elliptical galaxies are
more strongly clustered (i.e., they have a larger bias) than
faint, blue, spiral ones (see e.g. Davis & Geller 1976; Hamil-
ton 1988; Madgwick et al. 2003; Skibba et al. 2009; Mart´ınez
et al. 2010; Zehavi et al. 2011).
In this work, we focus on the dependence of the galaxy
bias on luminosity, and the evolution of this relation with
redshift. This dependence has been studied extensively in
the local Universe using both the Two-degree Field Galaxy
Redshift Survey (2dFGRS, Norberg et al. 2001, 2002) and
Sloan Digital Sky Survey (SDSS, Tegmark et al. 2004; Ze-
havi et al. 2005, 2011). Guo et al. (2013) also studied this re-
lationship at z ∼ 0.5 using data from the Baryon Oscillation
Spectroscopic Survey (BOSS). The bias shows a weak depen-
dence on luminosity L for galaxies with L < L∗, where L∗
is the characteristic luminosity parameter of the Schechter
function. For L & L∗, however, this relation steepens, and
the bias clearly increases with luminosity.
These studies of galaxy clustering and luminosity seg-
regation have been extended to redshifts in the range z ∼
0.5− 1, using state-of-the-art spectroscopic surveys, such as
the VIMOS-VLT Deep Survey (VVDS, Pollo et al. 2006; Ab-
bas et al. 2010), the Deep Extragalactic Evolutionary Probe
survey (DEEP2, Coil et al. 2006, 2008), the zCOSMOS sur-
vey (Meneux et al. 2009) or the VIMOS Public Extragalactic
Redshift Survey (VIPERS, Marulli et al. 2013), or photo-
metric surveys such as the Canada-France-Hawaii Legacy
Survey (CFHTLS) Wide survey (McCracken et al. 2008;
Coupon et al. 2012). Recently, Skibba et al. (2014) used
an intermediate method, somehow similar to the one pre-
sented in this work. They used low-resolution spectroscopy
data (with a typical redshift precision of σz/(1+z) = 0.005)
from the PRIsm Multi-object Survey (PRIMUS) to study
galaxy clustering in the range 0.2 < z < 1. Overall, these
studies show strong evidence for luminosity segregation at
these redshifts, with the relation between bias and luminos-
ity being slightly steeper in this case than in local studies.
However, the luminosity range covered by these surveys is
more limited in these cases, and is restricted typically to
Lth & 0.3L∗.
The presence of this bias parameter can be understood
in a natural way in the context of the halo model (e.g. Seljak
2000; Peacock & Smith 2000; Cooray & Sheth 2002). In this
model, the matter distribution is decomposed into a popu-
lation of massive virialised dark matter haloes that form at
the peaks of the density field, and galaxies form within these
haloes. The bias parameter for dark matter haloes can be
modelled, and depends on the properties of the halo such as
its mass (e.g. Sheth et al. 2001; Mo & White 2002). Study-
ing the clustering of a certain population of galaxies gives
therefore information on the characteristics of the haloes
that host them. In this context, luminosity segregation in-
dicates that more luminous galaxies form preferentially in
more massive haloes than fainter ones.
In this work, we use data from the Advanced Large Ho-
mogeneous Area Medium-Band Redshift Astronomical (AL-
HAMBRA) survey (Moles et al. 2008; Molino et al. 2014) to
study galaxy clustering and luminosity segregation for red-
shifts in the range 0.35 < z < 1.25, using the two-point cor-
relation function. ALHAMBRA is a deep photometric sur-
vey, which uses a total of 23 optical and near-infrared (NIR)
bands in order to obtain accurate and reliable photometric
redshifts (photo-z) for a large number of objects, in a nom-
inal area of 4 deg2 over 8 independent fields. It is therefore
well suited to study the large-scale distribution of galaxies in
significant volumes over this redshift range, providing an op-
portunity to explore the clustering of fainter galaxies than it
is possible using spectroscopic surveys. Moreover, the use of
several independent fields allows us to use ALHAMBRA to
study the effect of sample variance in the clustering measure-
ments, and in particular the effect of large structures present
in the samples. Lo´pez-Sanjuan et al. (2014) also exploited
this independence of the ALHAMBRA fields to study the
effect of sample variance on merger fraction studies.
In Section 2 we present the ALHAMBRA data used in
this work (characterised in more detail in Molino et al. 2014),
and our selection of samples. We also present here the mock
catalogues created to test our clustering methods. In Sec-
tion 3 we explain how we model the selection function of the
survey, and in particular the masks created to reproduce the
angular selection. Section 4 presents our method to estimate
the projected correlation function (a real space quantity)
taking into account the effect of the photometric redshifts,
following Arnalte-Mur et al. (2009). We also present our
error estimation method, and leave for Appendix A the de-
tailed justification of our line-of-sight integration limit. Our
results are presented in Section 5. We show the correlation
functions obtained for our different samples, including the
modelling in terms of a simple power law model (Sect. 5.1),
and of a Λ cold dark matter (ΛCDM) model in order to
derive the bias parameter (Sect. 5.2). We also make use of
the independence of the surveyed fields to study the effect of
sample variance on our measurements (Sect. 5.3), and com-
pare our results with those of previous surveys in a similar
redshift range (Sect. 5.4). In Appendix B we present the
tests done using the mock catalogues to test the reliability
of the results, and Appendix C contains numerical tables
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of our results. Finally, in Sect. 6 we discuss our results and
summarise our conclusions.
Unless noted otherwise, we use a fiducial flat ΛCDM
cosmological model with parameters ΩM = 0.27, ΩΛ = 0.73,
Ωb = 0.0458, and σ8 = 0.816 based on the WMAP7 re-
sults (Komatsu et al. 2011). All the distances used are co-
moving, and are expressed in terms of the Hubble parameter
h ≡ H0/100 km s−1 Mpc−1. Absolute magnitudes are given
as M − 5 log10(h), even when not explicitly indicated.
2 DATA USED: THE ALHAMBRA SURVEY
The ALHAMBRA survey (Moles et al. 2008) is a photomet-
ric survey which covers a total of 4 deg2 in the sky, using
20 medium-band filters in the optical range, and three stan-
dard broad-band filters (J , H, and Ks) in the NIR. The sur-
vey was carried out using the 3.5-m telescope at the Cen-
tro Astrono´mico Hispano-Alema´n (CAHA)1 in Calar Alto
(Almer´ıa, Spain). The camera used for the optical observa-
tions was the Large Area Imager for Calar Alto (LAICA)2,
and Omega-20003 was used for the NIR observations.
The optical filter system for the ALHAMBRA survey
was specifically designed to optimise the output of the sur-
vey in terms of photo-z accuracy and number of objects with
reliable z determination (Ben´ıtez et al. 2009b). It consists
of a set of 20 contiguous, equal-width, medium-band filters
of width FWHM ' 310 A˚ covering the full optical range,
between 3500 and 9700 A˚ (Aparicio Villegas et al. 2010).
The survey is complemented by observations in the stan-
dard NIR filters J , H and Ks. The homogeneous spectral
coverage of this system minimises the variations in the se-
lection functions of the different objects with redshift. The
NIR observations help eliminate some degeneracies in the
photo-z determination while at the same time improving
the determination of important galaxy properties such as
stellar mass.
2.1 ALHAMBRA imaging data
The data used in this work correspond to the photometric
catalogue described in Molino et al. (2014)4. It contains data
for a nominal area of 3 deg2 distributed over 7 fields in the
sky, in order to minimise the effects of sample variance (see
Table 1). The minimum distance between fields is 17◦, so
we can safely consider them as independent. The fields were
primarily chosen because of their low extinction, and trying
to have significant overlap with other surveys (Moles et al.
2008). Each field is typically composed of 8 frames form-
ing two strips of ∼ 15′ × 1◦, separated by a ∼ 15′ gap. We
discuss in detail the geometry of the different fields in Sec-
tion 3.1. We developed our own pipelines for the reduction
of the imaging data, including bias, flatfield and fringing
corrections. The details of the data reduction can be found
in Cristo´bal-Hornillos et al. (2009, in prep.) for both the
optical and NIR data.
1 http://www.caha.es
2 http://www.caha.es/CAHA/Instruments/LAICA
3 http://www.caha.es/CAHA/Instruments/O2000
4 This ALHAMBRA catalogue is publicly available at
http://www.alhambrasurvey.com/
Table 1. Properties of the seven ALHAMBRA fields used in this
work. We list the number of frames Nf included in the current
catalogue in each case (where a completed field corresponds to
8 frames), the area Aeff covered by the survey according to our
angular selection mask, the number of galaxies Ng included in
the catalogue used (at I < 24), and the resulting surface number
density Ng/Aeff . We also list other surveys which have overlap
with each of the fields, see Moles et al. (2008) for details.
Field Nf Aeff Ng Ng/Aeff
(deg2) (deg−2)
ALH-2/DEEP2 8 0.377 26759 70979
ALH-3/SDSS 8 0.404 28331 70126
ALH-4/COSMOS 4 0.203 16877 83138
ALH-5/HDF-N 4 0.216 16629 76986
ALH-6/GROTH 8 0.400 28892 72230
ALH-7/ELAIS-N1 8 0.406 29530 72734
ALH-8/SDSS 8 0.375 27615 73640
Total 48 2.381 174633 73344
The detection of objects for inclusion in the catalogue is
performed in synthetic images built using a combination of
the ALHAMBRA filters in the range 7000 < λ < 9700 A˚ to
match the Hubble Space Telescope F814W filter (hereafter
denoted as our I band). Matched photometry is then ob-
tained for these detected objects in the 23 ALHAMBRA fil-
ters. We restrict our analysis to the magnitude range I < 24,
where the catalogue is photometrically complete and we do
not expect any significant field-to-field variation in the depth
(see section 3.8 in Molino et al. 2014).
We eliminate stars from the catalogue using the star-
galaxy separation method described in Molino et al. (2014),
which uses information on both the geometry and colours
of the sources. In particular, we use the stellar flag given in
the catalogue, and select only objects with Stellar Flag <
0.7. This method is only reliable for I < 22.5. However, at
I = 22.5 the fraction of stars in the sample is ∼ 1%, and
we expect it to decrease at fainter magnitudes. Therefore
the possible effect of stellar contamination at I > 22.5 is
negligible. The final catalogue used contains a total of NT =
174, 633 galaxies.
2.2 Photometric redshifts
Photometric redshifts were estimated for this catalogue us-
ing an updated version of the Bayesian Photometric Red-
shift (BPZ) code (Ben´ıtez 2000), including a new prior and
spectral template library (Ben´ıtez et al., in prep.), and a
new technique for the re-calibration of the photometric zero
points. Molino et al. (2014) discussed in detail the methods
used for the redshift estimation and the characteristics of
the photo-z obtained. They performed a comparison for the
∼ 7000 galaxies with measured spectroscopic redshift (see
their figure 25) and showed that the global accuracy in the
photo-z is σz . 0.014(1 + z) for I < 24.5. We show the dis-
tribution of photo-z for this catalogue in Fig. 1. The median
redshift of the catalogue is zmed = 0.75, with the bulk of the
redshift distribution in the range 0.35 < z < 1.25 that we
study in this work.
As an additional test of the reliability of the photomet-
ric redshifts used, we made a comparison with the Cosmic
c© 2014 RAS, MNRAS 000, 1–20
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Figure 1. Redshift distribution of the 174, 633 galaxies in the
ALHAMBRA catalogue used in this work. The distribution shown
corresponds directly to a histogram of the ‘best’ photo-z for each
galaxy, in bins of width 0.08.
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Figure 2. Distribution of the relative differences between the
ALHAMBRA photometric redshift (zp) and the COSMOS pho-
tometric redshift (zc) for the objects matched between the two
catalogues. We show this distribution for different I-band magni-
tude selections, as shown in the label. We quote in each case the
dispersion σ estimated using the NMAD method.
Evolution Survey (COSMOS) photo-z catalogue described
in Ilbert et al. (2009). This catalogue contains photomet-
ric redshift determinations with comparable accuracy and
depth to those in the ALHAMBRA catalogue, and over-
laps with the field ALH-4 (see Table 1). We matched both
catalogues using a separation radius of 1′′ in the angular
position, and obtained a sample of 12832 objects common
to both catalogues. We show the distribution of the rela-
tive redshift differences for this sample in Fig. 2, where we
also quote the dispersion in the results measured using the
normalised median absolute deviation (NMAD) method (see
e.g. Brammer et al. 2008).
We compare the dispersion obtained in this way to a
simple estimate based on the redshift errors quoted in both
catalogues. In each case, we estimate the typical redshift un-
certainty (in both ALHAMBRA and COSMOS) as the mean
of the 1σ errors quoted for each object in the sample. Our
estimate for the dispersion in the difference shown in Fig. 2
is then σdiff =
√
σ2ALH + σ
2
COS. We obtain that this value
of the dispersion obtained from the quoted errors is a good
estimate of that observed. However, for our faintest sam-
ples (I > 23), we need to increase this estimate by a factor
of ∼ 1.3, suggesting that the photo-z uncertainty could be
slightly underestimated for these galaxies in both ALHAM-
BRA and COSMOS. Hereafter, we quote the error estimates
for our samples (e.g. in Table 2) as the mean of the quoted
BPZ error for the objects in the sample. For consistency,
we correct this value by the factor of 1.3 for all samples,
although we only see an indication for the underestimation
of the errors at the faintest ones.
2.3 Selection of samples in redshift and luminosity
To study the dependence of clustering properties on both
luminosity and cosmic time, we build a series of subsamples
splitting the catalogue in redshift and absolute magnitude.
The size of the redshift bins has to be larger than the
distance we will integrate over the radial direction, pimax. As
shown in Arnalte-Mur et al. (2009), using smaller bins may
introduce systematic effects in the correlation functions we
want to measure. Taking this fact into account, and the lim-
itations in volume covered and galaxy density, we decided to
use the four redshift bins 0.35 < zp < 0.65, 0.55 < zp < 0.85,
0.75 < zp < 1.05, 0.95 < zp < 1.25. We allow for overlap be-
tween consecutive bins in order to better trace the redshift
evolution in our analysis, but one should bear in mind that
results for different bins will be therefore correlated. Our
low redshift limit zp = 0.35 was set in order for the scales
of interest to be well sampled given the angular size of the
fields. At this redshift, the typical size of a field, 1◦, corre-
sponds to a projected comoving separation of 17h−1 Mpc.
We fixed our high redshift limit at zp = 1.25 as, for higher
redshifts, the quality of the photo-z and the number density
of objects are significantly reduced.
In addition to the redshift selection, we also apply a set
of cuts in the rest-frame B-band absolute magnitude MB .
We use this band for the selection as the region of the spec-
trum corresponding to it is well sampled by the ALHAM-
BRA filters (including the NIR filters) for the whole red-
shift range studied. Moreover, as this same band (or similar
ones as g) is used for luminosity selection by other surveys
at these redshifts, this will allow for more direct compar-
isons. The MB for each object is obtained as a by-product
of the photo-z estimation, and includes the appropriate K-
correction at the best value of zp. We use ‘threshold sam-
ples’, meaning that we will impose a faint luminosity thresh-
old, but not a bright limit. In this way, we obtain approx-
imately volume-limited samples, but also we can study the
luminosity dependence of clustering, and its evolution. Fol-
lowing Meneux et al. (2009) and Abbas et al. (2010), we
apply an absolute magnitude threshold depending linearly
on redshift as
M thB (z) = M
th
B (0) +Azp , (1)
in order to follow the evolution of samples corresponding
approximately to the same galaxy population. The value of
c© 2014 RAS, MNRAS 000, 1–20
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Figure 3. Selection of samples in the absolute B-band magnitude
MB vs. photometric redshift diagram. The different coloured dots
show the eight magnitude cuts, while the lines mark the bound-
aries of our redshift bins. See the main text and Table 2 for the
details of the sample selection.
the constant A characterises the typical luminosity evolu-
tion of the galaxies in the catalogue. We use here a value of
A = −0.6, which we selected to produce samples with sim-
ilar number density across the whole redshift range. This
value is also similar to the observed evolution of the typical
luminosity parameter M∗ derived from luminosity function
studies at similar redshifts (Ilbert et al. 2005; Zucca et al.
2009).
We show in Fig. 3 the actual cuts made in the redshift –
absolute magnitude plane to define our samples, and list the
properties of all the samples used in Table 2. We estimate
the error in the mean number density n¯ of each sample using
a block bootstrap method based on the 7 independent fields.
For each sample, we compute the typical zp error σz/(1 +
z) as described in Sect. 2.2, and the line-of-sight distance
that corresponds to this uncertainty, r(σz), measured at the
median redshift zmed of the sample. We also measure the
median absolute luminosity, MmedB , and express it in terms
of the typical luminosity parameter L∗ at zmed. We compute
L∗(z) from a linear fit to the results of Ilbert et al. (2005).
2.4 Mock catalogues
To test our methods for clustering and error estimation,
and to provide a test bench for future ALHAMBRA stud-
ies, we use a set of mock catalogues, based on the Millen-
nium dark matter simulation (Springel et al. 2005). We pop-
ulate the dark matter haloes with galaxies using the Lagos
et al. (2011) version of the semi-analytic galaxy formation
model Galform (Cole et al. 2000). In addition to other
physical parameters, we compute the photometry for each
of the galaxies in the model using the 24 ALHAMBRA fil-
ters, including the synthetic I band and, for completeness,
also using the five SDSS broad-band filters ugriz. A light-
cone is built from the simulation’s snapshots up to z = 2,
reproducing the photometric depth of the survey. In order
to properly model the evolution of structures along the line
of sight, the galaxy positions are interpolated between snap-
shots. The procedure used to generate the light-cone mocks
is presented in detail in Merson et al. (2013). The cosmo-
logical model used for the mocks is set by that of the Mil-
lennium simulation, which uses the parameters ΩM = 0.25,
ΩΛ = 0.75, σ8 = 0.9. We will use these parameters when
doing tests with the mocks in Appendices A1 and B.
We generate a 200 deg2 light-cone, which is divided in
50 non-overlapping mock ALHAMBRA realisations. Each
of these realisations reproduces the ideal geometry of the
full survey, containing 8 fields covering 0.5 deg2 each, for a
total of 4 deg2 per realisation. The fields in each realisation
are as separated as possible within our light-cone geometry.
Each field is formed by two strips of 15′ × 1◦, separated by
a 15′ gap, approximately reproducing the geometry of the
ALHAMBRA fields, as described in Sect. 3.1.
To simulate the photometric redshifts for the galaxies
in the mock we proceeded as follows. We first use the origi-
nal rest-frame photometry and spectroscopic redshifts in the
mock to assign to each galaxy a spectral type from the same
BPZ template library used to estimate photo-z in the real
data5. Then, we measure consistent ALHAMBRA photome-
try for these spectral types by using the ALHAMBRA filter
curve response. Finally, we estimate the photometric red-
shifts, together with the spectral types and absolute mag-
nitudes associated with the previous photometry, by run-
ning BPZ in normal mode. These photometric redshifts are
found to be very realistic as their performance is very similar
to those obtained for real data, although with a somewhat
larger uncertainty (∼ 30%). All the details can be found in
Ascaso et. al (in prep.).
3 MODELLING THE SELECTION FUNCTION
To study the clustering of the galaxies in a survey, it is cru-
cial to understand and to model its selection function. In
this work, we separate the angular and radial parts of the
selection function, with our angular selection function (or
‘mask’) defining the geometry of the survey on the sky. We
assume a uniform depth inside the mask, as the catalogue
considered does not reach the photometric limit of the sur-
vey.
3.1 Angular selection mask
The angular selection mask is defined in the first instance
by the coverage of the ALHAMBRA survey. It consists of
independent fields of ∼ 0.5 deg2 each, with a specific geom-
etry set by the configuration of the detectors in the optical
camera used, LAICA. The camera has four 15.5′ × 15.5′
detectors, distributed in a square leaving a space of 13.6′
between them. Each of the ALHAMBRA fields consists of
two pointings made with this configuration, resulting in two
strips of 15.5′ × 58.5′ with a gap of 13.6′ between them (see
bottom panel of Fig. 4). For this work, fields ALH-4 and
ALH-5 correspond to only one pointing each, and thus are
formed by four disjoint 15.5′ × 15.5′ frames.
5 We do this assignment running BPZ with the Only Type op-
tion
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Table 2. Characteristics of the different samples selected in redshift and luminosity. For each sample we quote the redshift range,
B-band absolute magnitude threshold at z = 0 MthB (0) (see equation 1), number of galaxies N , mean number density n¯, median redshift
zmed, median absolute magnitude M
med
B , median luminosity L
med as function of L∗(zmed), typical redshift error σz/(1 + z), and typical
line-of-sight distance error r(σz) (see the text for details).
Sample Redshift range MthB (0) N n¯ zmed M
med
B L
med/L∗(zmed) σz/(1 + z) r(σz)
(10−3 h3 Mpc−3) (h−1 Mpc)
Z05M0 0.35− 0.65 −16.8 29496 32.4± 0.5 0.521 -18.32 0.16 0.0197 69.2
Z05M1 0.35− 0.65 −17.6 19096 21.0± 0.4 0.523 -18.91 0.27 0.0143 50.4
Z05M2 0.35− 0.65 −18.1 13837 15.2± 0.3 0.524 -19.27 0.37 0.0133 46.5
Z05M3 0.35− 0.65 −18.6 9530 10.46± 0.22 0.522 -19.60 0.50 0.0135 47.4
Z05M4 0.35− 0.65 −19.1 6012 6.60± 0.17 0.522 -19.99 0.73 0.0131 46.1
Z05M5 0.35− 0.65 −19.6 3295 3.62± 0.12 0.528 -20.41 1.06 0.0086 30.2
Z05M6 0.35− 0.65 −20.1 1627 1.79± 0.08 0.523 -20.80 1.52 0.0075 26.3
Z05M7 0.35− 0.65 −20.6 657 0.72± 0.05 0.519 -21.29 2.40 0.0068 23.8
Z07M1 0.55− 0.85 −17.6 33146 23.1± 0.6 0.739 -19.06 0.26 0.0172 61.1
Z07M2 0.55− 0.85 −18.1 24664 17.2± 0.5 0.740 -19.39 0.35 0.0139 49.3
Z07M3 0.55− 0.85 −18.6 16979 11.8± 0.4 0.740 -19.75 0.49 0.0115 40.9
Z07M4 0.55− 0.85 −19.1 10713 7.5± 0.3 0.741 -20.13 0.69 0.0101 35.8
Z07M5 0.55− 0.85 −19.6 6031 4.20± 0.20 0.740 -20.49 0.97 0.0090 32.0
Z07M6 0.55− 0.85 −20.1 2811 1.96± 0.13 0.740 -20.92 1.44 0.0079 27.9
Z07M7 0.55− 0.85 −20.6 1130 0.79± 0.06 0.738 -21.35 2.13 0.0069 24.4
Z09M2 0.75− 1.05 −18.1 34712 18.2± 0.5 0.910 -19.51 0.34 0.0170 60.0
Z09M3 0.75− 1.05 −18.6 24248 12.7± 0.4 0.916 -19.85 0.46 0.0137 48.5
Z09M4 0.75− 1.05 −19.1 15178 7.94± 0.23 0.916 -20.22 0.66 0.0115 40.6
Z09M5 0.75− 1.05 −19.6 8413 4.40± 0.15 0.917 -20.59 0.93 0.0103 36.3
Z09M6 0.75− 1.05 −20.1 3830 2.00± 0.09 0.916 -21.00 1.35 0.0089 31.5
Z09M7 0.75− 1.05 −20.6 1387 0.73± 0.04 0.901 -21.39 1.95 0.0083 29.5
Z11M3 0.95− 1.25 −18.6 23773 10.29± 0.19 1.100 -20.02 0.47 0.0186 65.3
Z11M4 0.95− 1.25 −19.1 15745 6.82± 0.12 1.108 -20.34 0.63 0.0152 53.1
Z11M5 0.95− 1.25 −19.6 8677 3.76± 0.07 1.110 -20.70 0.88 0.0130 45.5
Z11M6 0.95− 1.25 −20.1 3868 1.67± 0.05 1.111 -21.10 1.26 0.0114 40.0
Z11M7 0.95− 1.25 −20.6 1285 0.56± 0.02 1.114 -21.52 1.85 0.0103 36.0
Based on that geometry, we define a set of masks de-
scribing the sky area which has been reliably observed. We
start with the flag images described in Molino et al. (2014),
that give information on the areas in which the detection of
the objects in the synthetic I-band images was performed.
They exclude areas with low exposure time (less than 60%
of the maximum in each frame), which mainly correspond to
regions next to the borders of each frame, or corresponding
to large saturated stars.
To avoid possible variations in depth, which could po-
tentially introduce a spurious clustering pattern, we remove
some additional regions from the survey area, taking a con-
servative approach. We mask out regions around bright
stars, using the Tycho-2 catalogue (Høg et al. 2000). The
masked regions are circles of radius 33 arcsec centred on each
star. For the brightest stars (V < 11), we extend this radius
to 111 arcsec. We define these radii by observing the typi-
cal maximum extension of the stellar haloes in the I-band
detection images. Furthermore, we select objects showing
saturated detections in the ALHAMBRA catalogues (using
the Satur Flag parameter, see Molino et al. 2014 for de-
tails), and mask a region around each of them with a radius
twice that of the object itself.
Finally, we mask by hand some obvious defects in the
image (typically extended stellar spikes), and some small
overlap between contiguous frames. The latter is needed
to avoid double-counting objects from the overlap regions
when computing the clustering for the combined field. To
avoid position-dependent differences in the photo-z quality
we mask by hand regions which present bad photometric
quality in at least 3 of the ALHAMBRA bands (but not
necessarily in the I band used for detection). This uses the
irms opt flag and irms nir flag parameters in the cata-
logue (see Molino et al. 2014, for details).
We defined and combined the different masks using the
Mangle6 software (Hamilton & Tegmark 2004; Swanson
et al. 2008), which allows for an easy manipulation of angu-
lar masks, and for some additional routines like generating
random catalogues. These angular masks will be publicly
available from http://www.alhambrasurvey.com/. Fig. 4 il-
lustrates the resulting mask for ALH-7.
The total effective area after applying this mask is
Aeff = 2.381 deg
2, distributed over the different fields as
shown in Table 1. Overall, this procedure masks an addi-
tional ∼ 15% of the area not yet masked by the original flag
images. This explains the difference in area between this
work and Molino et al. (2014).
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Figure 4. Illustration of the ALHAMBRA angular mask for field
ALH-7. Top: synthetic I-band image for one of the 8 frames in the
field, showing an area of ∼ 16′×16′. Green dots mark the position
of the objects included in the catalogue, and the blue lines show
the limits of the angular selection mask. Bottom: angular mask
for the ALH-7 field. The shaded area corresponds to the regions of
the survey that are included in the calculations. The red rectangle
marks the area shown in the top image.
3.2 Radial selection function
We model the radial selection function for our different sam-
ples directly using the observed number density of galaxies
as function of comoving distance (or, equivalently, redshift),
n(d). We show in Fig. 5 the number density of our different
6 http://space.mit.edu/∼molly/mangle/
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Figure 5. Number density as function of comoving distance (or,
equivalently, redshift) for our different cuts in absolute magni-
tude. We show the function directly measured from the data with
a smoothing length of 200h−1 Mpc (continuous lines) and our
third-order polynomial fit (dashed lines) in each case. Lines from
top to bottom correspond to samples with fainter to brighter lu-
minosity cuts.
samples selected in luminosity (solid lines), measured us-
ing a smoothing length of 200h−1 Mpc. Given our redshift-
dependent luminosity cut, the number density for each of the
samples is approximately constant over the redshift range
considered, as expected for nearly volume-limited samples.
However, apart from the small-scale variations due to
the presence of structures, we observe some long-range vari-
ations in n(d). We assume the latter are part of our selection
function, and model them by fitting a third-order polyno-
mial to n(d) over the full range spanned by each of the sam-
ples. This model is smooth enough not to include possible
variations in n(d) due to large-scale structures, to prevent a
systematic underestimation of the clustering signal.
We use this smooth model for our clustering measure-
ments as described below. However, we performed some tests
assuming either a model with constant n(d), or using di-
rectly the measured n(d) as our radial selection. Our results
do not change significantly in either case.
One particularity of the radial density of ALHAMBRA
as measured here is the presence of a series of regularly
spaced ‘peaks’. They can be seen more clearly in Fig. 5
for the fainter samples (higher n), or as a series of vertical
‘strips’ in the distribution of galaxies in Fig. 3. The pres-
ence of these peaks is the consequence of using only the
best value zp of the photometric redshift estimate for each
galaxy, instead of the full probability density function p(z)
(Ben´ıtez 2000). We tested whether this issue could introduce
any systematic bias in our measurements by creating a new
‘realisation’ of the photometric redshifts: we assigned to each
galaxy a new value of zp drawn from a Gaussian distribu-
tion centred at the original value, and with a width given by
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the quoted error. Additionally, we randomly selected 5% of
galaxies to be ‘outliers’, and assigned them a random value
of zp within the studied range. We computed the projected
correlation function for our samples using this new ‘realisa-
tion’, and obtained only small changes contained within the
quoted errors. We therefore conclude that the presence of
these peaks in n(d) does not significantly bias our results.
4 THE PROJECTED CORRELATION
FUNCTION CALCULATION IN
PHOTOMETRIC REDSHIFT CATALOGUES
The two-point correlation function ξ(r) measures the ex-
cess probability of finding two points separated by a vec-
tor r compared to that probability in a homogeneous Poisson
sample (Peebles 1980; Mart´ınez & Saar 2002). If the point
process considered is homogeneous and isotropic, the corre-
lation function can be expressed simply in terms of the dis-
tance between the points, i.e. r ≡ |r|. However, this is not the
case when studying a sample from a redshift galaxy survey.
Although the galaxy distribution is intrinsically isotropic,
the way in which it is measured is not, as the line-of-sight
component of each position is derived from the observed
redshift.
A way around this issue is the use of the projected cor-
relation function wp(rp), first introduced by Davis & Pee-
bles (1983) to deal with the redshift-space effects present
in spectroscopic samples (Kaiser 1987; Hamilton 1998). As
shown in Arnalte-Mur et al. (2009), this same approach can
be used to deal with samples of photometric redshifts, and
we use it in this paper. In this approach, we first separate
the redshift-space distance between any pair of galaxies in
two components: parallel (pi) and perpendicular (rp) to the
line of sight.7 We compute the correlation function as func-
tion of these components, ξ(rp, pi), and define the projected
correlation function wp(rp) as
wp(rp) ≡ 2
∫ +∞
0
ξs(rp, pi)dpi . (2)
We estimate ξ(rp, pi) following Landy & Szalay (1993). We
first generate an auxiliary random Poisson process follow-
ing the same selection function as our sample, as defined in
Section 3. We compute, for a given bin in the distance com-
ponents (rp, pi), the number of pairs in our galaxy catalogue
(DD), in our random catalogue (RR), and the number of
crossed pairs between both catalogues (DR). The correla-
tion function is estimated as
ξ(rp, pi) = 1 +
(
NR
ND
)2
DD(rp, pi)
RR(rp, pi)
− 2NR
ND
DR(rp, pi)
RR(rp, pi)
, (3)
where ND is the number of galaxies in our sample, and NR
is the number of points in the auxiliary random catalogue.
In this work, we always fix NR = 20ND. We tested that our
results do not change if we increase the number of random
points used to NR = 50ND.
The projected correlation function defined in equa-
tion (2) does not depend on the line-of-sight component of
7 Taking s1 and s2 to be the position vectors of the two galax-
ies, these components are defined as pi ≡ |s · l| / |l| and rp ≡√
s · s− pi2, where s ≡ s2 − s1, and l ≡ s2 + s1.
the separation pi and thus, to first order, is not affected by
the uncertainty on the photometric redshift determination.
However, in a real survey, we can not use this definition,
as we can not calculate the integral in equation (2) up to
infinity. We calculate instead
wp(rp, pimax) ≡ 2
∫ pimax
0
ξs(rp, pi)dpi , (4)
which introduces a bias in the result, which is now dependent
on the redshift-space effects. The upper limit pimax has to
be chosen in each case with the aim of minimising this bias,
but also of avoiding the introduction of too much additional
noise in the calculation.
In Appendix A we explore this issue in detail for the
case of photometric redshift surveys like ALHAMBRA, us-
ing both an analytical model including Gaussian photo-z
errors and the full mock catalogues described in Sect. 2.4.
We study the bias introduced by the finite integration limit,
and calculate the minimum value of pimax needed given
the statistical uncertainty in our measurements. Account-
ing for this study, we use throughout pimax = 200h
−1 Mpc,
which is appropriate for the ALHAMBRA samples consid-
ered here. As a further test, we study the change of our
results with pimax in Appendix A2. Hereafter, we omit the
explicit dependence of wp on the value of pimax, and just
write wp(rp) ≡ wp(rp, pimax = 200h−1 Mpc).
4.1 Integral constraint
The integral constraint (Peebles 1980) is a bias in the esti-
mation of the correlation function due to the use of a finite
volume. It is related to the fact that the correlations are
measured with respect to the mean density of the sample
considered (the particular survey) instead of with respect
to the global mean (that of the parent population). We can
derive the effect of this constraint on wp based on that of
the three-dimensional correlation function ξ. When ξ is mea-
sured using an estimator such as that of equation (3), it can
be shown that the bias introduced by the integral constraint
is given, at first order, by (Bernardeau et al. 2002; Labatie
et al. 2012)
ξ(r) = ξtrue(r)−K , (5)
where
K ≡ 1
V 2
∫
V
∫
V
d3r1d
3r2ξ
true(r2 − r1) , (6)
and V is the volume of the survey. Using equation (4) this
translates into a bias on the estimated projected correlation
function wp(rp, pimax) which depends also on pimax,
wp(rp, pimax) = w
true
p (rp, pimax)− 2Kpimax . (7)
To correct the measured values of wp for the integral
constraint using equation (7), one needs to know the true
underlying correlation function. Here we choose an alterna-
tive approach, by including the integral constraint correction
in the models we fit to the data. In practice, we follow Roche
et al. (1999) and make use of the auxiliary Poisson catalogue
to compute numerically the double integral in equation (6)
as
K '
∑
iRR(ri)ξ
model(ri)∑
iRR(ri)
=
∑
iRR(ri)ξ
model(ri)
NR(NR − 1) , (8)
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where we use the same notation as in equation (3), and
where the sum is over bins in distance extending up to the
largest separations in the survey. In all cases, however, we
check that the value of the integral constraint correction is
small compared with the errors on wp (as can be seen in
Fig. 6), so our results are not sensitive to the details of the
estimation of K.
4.2 Error estimation
To estimate the statistical error on our wp(rp) measure-
ments, we use the standard block bootstrap method (see
e.g. Norberg et al. 2009), making use of the fact that the
survey consists of 7 totally independent fields. We generate
Nb = 1000 bootstrap realisations for each calculation, using
the fields as bootstrap regions. Each of these realisations is
created by selecting 7 fields at random, allowing for repe-
tition. We then compute the projected correlation function
for each bootstrap realisation using equations (3) and (4).
We obtain the error of wp at each bin in rp as the standard
deviation of the measurements from the Nb bootstrap real-
isations. To account for the covariance between bins in rp
when fitting a model to our data, we repeat the χ2 fitting for
the Nb realisations, using only the derived diagonal errors.
Our estimate of the error on each model parameter is then
the standard deviation of the best values obtained for the
Nb realisations.
We test in Appendix B this error estimation and model
fitting procedure for the case of ALHAMBRA using the
mock galaxy catalogues described in Sect. 2.4. We show that
it produces an unbiased estimate of the galaxy bias and of
its uncertainty.
We also compared our bootstrap error estimate with
the standard jackknife method (see e.g. Norberg et al.
2009). We obtained that the error on wp(rp) estimated us-
ing both methods is consistent for rp & 1h−1 Mpc. For
rp . 1h−1 Mpc the jackknife method slightly underesti-
mates the error with respect to the bootstrap estimate.
5 CORRELATION FUNCTIONS FOR
ALHAMBRA SAMPLES
We show the resulting projected correlation functions wp(rp)
for the different samples selected in redshift and luminosity
in Fig. 6. When comparing the results for samples at a given
redshift bin we see clearly the effect of segregation by lu-
minosity: bright galaxies are systematically more clustered
than faint ones. This effect can be readily seen in all four
redshift bins. Moreover, we see that all results show approx-
imately a power-law behaviour for scales rp & 0.2h−1 Mpc.
We focus here on these scales, and leave the study of smaller
scales for a later work.
5.1 Power-law modelling of the correlation
functions
In order to study the change of the clustering properties
with luminosity and redshift, we fit the obtained projected
correlation function wp(rp) of each sample using a power
law model. Following the standard practice, we assume the
real-space correlation function ξ(r), is given by
ξpl(r) =
(
r
r0
)−γ
. (9)
When transforming this model, using equation (2), to a
model for wp(rp), we also obtain a power law which, ex-
pressed in terms of the parameters r0 and γ above is given
by
wplp (rp) = rp
(
r0
rp
)γ
Γ(1/2)Γ [(γ − 1)/2]
Γ(γ/2)
, (10)
where Γ(·) is Euler’s Gamma function. Fitting the power-law
model of equation (10) to our observed data, we can study
the change of both the slope γ and the correlation length r0
with the properties of each sample.
In practice, we modify this power-law model by adding
the effect of the integral constraint described in Sect. 4.1.
Following equation (7) and leaving explicit the dependence
on the model parameters (r0, γ), the model projected corre-
lation function is
wmodelp (rp|r0, γ) = wplp (rp|r0, γ)− 2K(r0, γ)pimax , (11)
where wplp (rp|r0, γ) is given by equation (10), and the inte-
gral constraint term K(r0, γ) is obtained from equation (8)
using the power-law model for the three-dimensional corre-
lation function of equation (9). We fit the model of equa-
tion (11) to the projected correlation function measured for
our different samples in the range 0.2 < rp < 17h
−1 Mpc.
We obtain the best-fit parameters γ, r0 in each case using a
standard χ2 minimisation method, and their error using the
method described in Sect. 4.2.
The best-fit models obtained are shown as solid lines in
Fig. 6. The effect of the integral constrain produces a slight
deviation from a straight line (in the log-log plot) at larger
scales, very small compared with the errors. We plot in Fig. 7
the resulting parameters γ, r0 for each of our redshift bins,
as function of the median B-band luminosity expressed as
function of L∗(z).
From the bottom panel of Fig. 7 we conclude that the
slope γ is approximately constant, with a value γ ∼ 1.75.
This is in agreement with previous studies at similar red-
shifts (Coil et al. 2006; Marulli et al. 2013), although Pollo
et al. (2006) found significantly steeper slopes for the bright-
est samples. The results for r0 shown in the top panel of
Fig. 7, however, show clear evidence of luminosity segrega-
tion, as already observed qualitatively in Fig. 6. In all cases,
luminous galaxies are more clustered than faint ones. How-
ever, the change of r0 with redshift is not monotonic. While
the results at z = 0.5 and z = 0.9 are very similar, the bin
at z = 0.7 shows a stronger clustering.
The bin at z = 1.1 shows a behaviour clearly different
to the other three redshift bins. On one side, the r0 values
for this bin are consistently smaller than those of the lower
redshift bins. On the other side, its dependence on luminos-
ity is much weaker. However, it is difficult to interpret the
results for this last bin, as there is a possible selection bias
affecting it. The reason for this bias is that, for this redshift
range, the rest-frame 4000 A˚ break is crossing the observer-
frame I band used for the selection of our catalogue. This
means that the selection function is changing inside the red-
shift bin, and in particular this will affect the selection of
c© 2014 RAS, MNRAS 000, 1–20
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Figure 6. Projected correlation functions for the samples selected in absolute magnitude MB , and redshift (see Table 2). We omit some
of the samples for clarity. The solid lines show the corresponding best-fit power laws, according to equation (11), in the range in which
the fit was done. Dashed lines show the extrapolation of these models to larger or smaller scales.
red passive galaxies (which we expect to show a stronger
clustering). We do not study further this redshift bin in this
work, but will study it in more detail in Hurtado-Gil et al.
(in prep.), where we focus on the clustering as function of
spectral type.
For the three bins at z 6 1, we analyse the clustering
properties in detail in the next sections. First, we separate
the evolution of the clustering of the underlying matter den-
sity field from that of the bias of our different samples in
Sect. 5.2. Then, we study the effect sample variance has on
our results, and develop a more robust clustering measure-
ment in Sect. 5.3.
5.2 Dependence of bias on luminosity and redshift
We study the bias b of our samples by comparing the ob-
served projected correlation function wp for each sample to
that of the matter distribution at the corresponding median
redshift wmp . We assume a simple linear model, in which bias
is constant and independent of scale,
wp(rp) = b
2wmp (rp) . (12)
We restrict our study to the bias in the range 1 < rp <
10h−1 Mpc, corresponding mainly to the two-halo term of
the correlation function. We leave a more detailed study
using the full halo occupation distribution (HOD) formalism
(Scoccimarro et al. 2001; Berlind & Weinberg 2002) for a
future work. We note however, that previous works have
shown that the value of the bias obtained using our method
is consistent to that using the HOD modelling (Zehavi et al.
2011).
We use a model for wmp based on ΛCDM and using
values of the cosmological parameters consistent with the
WMAP7 results (Komatsu et al. 2011). In particular, we
use a normalisation of the power spectrum σ8 = 0.816. We
obtain the matter power spectrum at each redshift using
the Camb software (Lewis et al. 2000), including the non-
linear corrections of Halofit (Smith et al. 2003). We then
Fourier-transform the power spectrum to obtain the real-
space correlation function ξ(r) of matter, and finally obtain
the projected correlation function using equation (2). We
perform a χ2 fit to the model in equation (12) as described
in Sect. 4.2, keeping our model wmp (rp) fixed and with b as
the only free parameter. In this case, we use for each sample
the value of the integral constraint K obtained from the
best-fit power-law model, and correct the observed wp(rp)
according to equation (7).
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Figure 7. Parameters r0 and γ obtained from the power-law fits
for the different samples, as a function of the rest-frame B-band
median luminosity, for each of the redshift bins.
The top panel of Fig. 8 shows the value of the bias ob-
tained as function of the median luminosity of the sample for
each of the three redshift bins considered. Not surprisingly
we see again the effect of luminosity segregation for all red-
shift bins, like for r0 (Fig. 7). In the bottom panel of Fig. 8,
we show the bias as function of redshift for a few of our
luminosity-selected samples. For comparison, we show the
bias of haloes of different masses according to the model of
Mo & White (2002). For the samples with faintest luminosi-
ties, the evolution of bias with redshift is not significant. For
the brightest samples, however, the bias does change with
redshift. This evolution is not monotonic, as it seems to have
at maximum at z ∼ 0.7. Given our uncertainties, this result
is not very significant. However, we study in the next section
whether this behaviour is due to the effects of sample vari-
ance, and in particular to the contribution of any particular
ALHAMBRA field.
5.3 Analysis of the impact of sample variance on
the clustering results
The use of 7 independent fields in the ALHAMBRA survey
is an opportunity to study the effect of sample variance. Re-
garding our clustering measurements, we have already used
 0.5
 1
 1.5
 2
 2.5
 3
 3.5
 4
 0.1  1
Bi
as
Lmed/L∗(z)
z = 0.5
z = 0.7
z = 0.9
 0.5
 1
 1.5
 2
 2.5
 3
 3.5
 4
 0.3  0.4  0.5  0.6  0.7  0.8  0.9  1  1.1  1.2
Bi
as
Redshift
MB(z=0) < -17.6MB(z=0) < -18.6MB(z=0) < -19.6MB(z=0) < -20.6
11.0
11.5
12.0
12.5
13.5
13.0
10.5
Figure 8. Top: galaxy bias for the different samples from the
fit to equation (12), as a function of the median luminosity. Bot-
tom: galaxy bias as function of median redshift for the different
luminosity cuts. We omit some of the samples for clarity. The
horizontal error bars indicate the full extent of each redshift bin.
The solid lines correspond to the bias of haloes above a given
mass according to the model of Mo & White (2002). The label
for each of these lines indicates the minimum halo mass in terms
of log10[Mh/(h
−1 M)].
the fact that we have data in several independent fields to
estimate the errors in our results, as explained in Sect. 4.2.
However, this is based only on a global measure of the vari-
ance of the measurements (through the use of the bootstrap
technique).
We can go one step further and study the impact of indi-
vidual fields on our final measurements. Given the relatively
small volume of the survey and, especially, the typical size
of the fields, the presence of a large structure in one of the
fields could significantly affect our clustering measurement
in a given redshift bin. Similar studies have been performed
with other surveys. For example, when using data from the
SDSS, Zehavi et al. (2011) studied the effect on their results
of including or avoiding the SDSS ‘Great Wall’ (Gott et al.
2005). Wolk et al. (2013) performed a similar study for the
case of higher-order statistics.
To study the impact of these large structures in our
measurements we use the jackknife ensemble fluctuation
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statistic introduced by Norberg et al. (2011). This statis-
tic is designed as an objective way of identifying ‘outlier
regions’: those that, due to the presence of a superstructure,
dominate the clustering signal of the whole survey. In the
case of ALHAMBRA, it seems natural to take as jackknife
regions our 7 independent fields. We present here a basic
description of this statistic as used in our case for the pro-
jected correlation function, but a more detailed description
can be found in Norberg et al. (2011).
For a given sample, we start by computing the projected
correlation function removing from the survey a given field
i, wip(rp), and the corresponding rescaled quantity
∆i(rp) =
wip(rp)− wfullp (rp)
wfullp (rp)
, (13)
where wfullp (rp) refers to the projected correlation function
measured from the full sample. This jackknife re-sampling
fluctuation ∆i(rp) therefore quantifies the relative change
in wp due to the exclusion of a given field. To assess the
significance of this change, we define the quantity σ2tot−i(rp)
as the rms error of this resampling fluctuations, omitting
field i,
σ2tot−i(rp) =
1
Nfields − 1
Nfields−1∑
j 6=i
∆2j (rp) . (14)
In the case of the ALHAMBRA catalogue used here,
Nfields = 7. We finally define the jackknife ensemble fluc-
tuation δi as the re-sampling fluctuation normalised to its
error
δi(rp) =
∆i(rp)
σtot−i(rp)
. (15)
This is a direct measure of how significant the change in the
clustering result for a given sample is when a given field i is
either included or excluded. Norberg et al. (2011) define an
‘outlier region’ as that for which |δi| > 2.5, where δi is aver-
aged over the range of scales of interest. We adopt this same
limit to define ‘outlier fields’ in the case of ALHAMBRA.
This choice is somehow arbitrary, as full N -body simula-
tions would be needed to test the needed value in this case,
as done in Norberg et al. (2011).
We computed the jackknife ensemble fluctuation δi, av-
eraged over the range 1 < rp < 10h
−1 Mpc (the same
range used to estimate the bias) for the samples selected
by MB(z = 0) < −19.6 in our three redshift bins, corre-
sponding to Lmed ' L∗(z). However, as the effects we mea-
sure here are due to sample variance, we obtain consistent
results when using a different luminosity cut. We show the
results, for the different ALHAMBRA fields, in Fig. 9. As
expected, in most cases we obtain values |δi| . 1 corre-
sponding to the expected variance. However, we can use the
criterion explained above to identify outliers in an iterative
way.
The first outlier we identify is the ALH-4 field, for which
we obtain the largest value of |δi|, δi = −5.01 for the redshift
bin centred at z = 0.9. Once this outlier field is identified,
we exclude it from the calculation, and repeat the measure-
ment of δi. Using these new values, we identify an additional
outlier: the ALH-7 field, for which we now obtain δi = −3.45
for the redshift bin centred at z = 0.7. The original value
for this field and redshift bin, when we included also ALH-4
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Figure 9. Ensemble fluctuation δi averaged over the range rp ∈
[1, 10]h−1 Mpc for the different redshift bins, as function of the
excluded field. These results correspond to the samples selected
with MB(z = 0) < −19.6, for which Lmed ∼ L∗. The dashed
lines denote our limits |δi| = 2.5 to identify a field as an ‘outlier’.
in the calculation, was δi = −2.74. We repeat the process
again, excluding both the ALH-4 and ALH-7 fields from the
calculation, and find now in all cases values of |δi| 6 1.73,
which we interpret as all fields being equally consistent with
each other.
The most obvious outlier is the ALH-4/COSMOS field.
The large negative value of δi obtained means that the in-
clusion of this field in the survey produces a very signifi-
cant increase in the measured clustering for this bin. This is
consistent with the fact that previous studies of clustering
in the COSMOS survey at similar redshifts have obtained
values significantly larger than other similar surveys (Mc-
Cracken et al. 2007; Meneux et al. 2009; de la Torre et al.
2010; Skibba et al. 2014). The excess clustering can be ex-
plained by the presence of large over-dense structures in this
field (Guzzo et al. 2007; Scoville et al. 2007; Kovacˇ et al.
2010). In fact, taking into account the particular area cov-
ered by the ALH-4 field, we obtain that the four largest
structures found by Scoville et al. (2007, see their table 3)
are partially included in our sample. The central redshifts
estimated for these structures are z = 0.73, 0.88, 0.93, 0.71,
so all of them have substantial overlap with the redshift bin
0.75 < z < 1.05 where we identify this field as an outlier.
The particularly large over-density of this field is also ob-
served in ALHAMBRA. The surface density of galaxies is
significantly larger in this field than in the rest, as shown
in Table 1. Moreover, the redshift distribution N(z) of this
field shows a broad peak centred at z ∼ 0.8 when compared
to the global ALHAMBRA N(z) (see figure 32 in Molino
et al. 2014).
The second ‘outlier’ is the ALH-7/European Large Area
ISO Survey North 1 (ELAIS-N1) field. Unfortunately, this
field is not as well studied as COSMOS and, to the best of
our knowledge, there are no previous studies of clustering or
identification of large structures at these redshifts. However,
we also find a peak in the density of clusters and groups in
this field at z ∼ 0.7 using the same ALHAMBRA data set
(see Ascaso et al., in prep., for details), indicating the pres-
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Figure 10. Both panels are identical to these in Fig. 8, for the
case in which we totally omit from the calculation the ‘outlier’
fields ALH-4/COSMOS and ALH-7/ELAIS-N1.
ence of a large structure at this particular redshift, which
could explain the particularly large clustering observed here.
Figure 10 shows the bias of our samples (measured as
described in Sect. 5.2) as function of their median luminosity
and redshift, when we completely omit from the calculation
the ‘outlier fields’ ALH-4 and ALH-7. We can compare this
figure directly to Fig. 8, where we considered the whole sur-
vey. We obtain results very similar to the whole survey for
the bin centred at z = 0.5. This was expected from the re-
sults in Fig. 9: the low values of |δi| for the fields ALH-4 and
ALH-7 in this case indicated that removing them would not
significantly change the result. However, we see significant
differences for the bins where the removed fields were ‘out-
liers’, at z = 0.7 and z = 0.9. In this case, the bias obtained
is smaller now. The dependence of the bias on luminosity,
however, does not change significantly except for the overall
normalisation. This is due to the fact that, for a given red-
shift bin, we expect sample variance to affect in the same
way all the samples regardless of the luminosity selection.
The error on the bias computed using the bootstrap
method has also been greatly reduced. This was also ex-
pected: as we eliminated the greatest outliers, the variance
of the remaining measurements is reduced. However, we note
that the original error estimate for the full survey was also
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Figure 11. Galaxy bias as a function of the number density
of galaxies for our different samples (points). Galaxy bias is ob-
tained from the fit to equation (12), for the case in which we omit
the ‘outlier’ fields ALH-4/COSMOS and ALH-7/ELAIS-N1. The
lines show the prediction of the model of Mo & White (2002) for
haloes above a given mass. Continuous lines show the prediction
for fixed values of the redshift (indicated by the labels in the left).
Dashed lines correspond to the prediction for fixed values of the
minimum halo mass (indicated by the labels in the bottom, in
terms of log10[Mh/(h
−1 M)]). Comparing these predictions for
haloes to the observed values, we obtain that the typical mean oc-
cupation numbers for the ALHAMBRA galaxies are in the range
∼ 1− 3.
affected by the presence of the ‘outlier’ fields, as these imply
a very non-Gaussian error distribution.
From the bottom panel of Fig. 10 we can analyse the
evolution of the bias in this case. For the faintest samples
we obtain now an even weaker evolution of the bias. For the
brightest ones we see again a clear variation of bias with
redshift, but the observed trend is somewhat different to
that seen in Fig. 8. Now, for our three bins at z < 1, we
see a roughly monotonic trend, with bias increasing with
increasing redshift.
Overall, the evolution observed in Fig. 10 is similar to
the bias evolution for haloes above a given mass, accord-
ing to the model of Mo & White (2002). According to that
model, the bias we obtain for our different samples corre-
spond to populations of haloes with minimum masses in
the range 11.5 . log10[Mh/(h−1 M)] . 13.0. The bias of
galaxies with Lmed ' L∗ roughly corresponds to that of a
halo population with log10[Mh/(h
−1 M)] & 12.2.
To further investigate the relationship between our
galaxy samples and the halo populations, we show in Fig. 11
the bias of our samples as a function of their number density.
We compare our results to the prediction for populations of
haloes above a given minimum mass from the model of Mo
& White (2002), shown as the continuous (for fixed redshift)
and dashed (for fixed minimum mass) lines in the plot. We
can estimate roughly the halo occupation number (i.e. the
mean number of galaxies per halo) for a given sample by
comparing its number density to that of the halo population
at the same redshift and with similar bias. For the different
ALHAMBRA samples, we obtain that the occupation num-
c© 2014 RAS, MNRAS 000, 1–20
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bers are typically in the range ∼ 1−3, although with a large
uncertainty due to our uncertainty in the bias measurement.
5.4 Comparison to previous results from other
surveys
We compared our results with previous studies using the
largest galaxy surveys to date covering similar redshifts.
Coupon et al. (2012) studied galaxy clustering in the range
0.2 < z < 1.2 using data from CFHTLS-Wide8, a broad-
band photometric survey covering ∼ 155 deg2. The bias was
derived in each case by fitting a HOD model to the an-
gular correlation function of each sample. Marulli et al.
(2013) measured the clustering using spectroscopic data
from VIPERS9 covering ∼ 15 deg2, in the range 0.5 < z <
1.1. They measured the bias from the measured projected
correlation function in the same way as we do here (equa-
tion 12), and showed that their results were in rough agree-
ment with other (smaller) spectroscopic surveys at similar
redshifts such as DEEP2 (Coil et al. 2006) and VVDS (Pollo
et al. 2006). In both cases, the depth of the data used was
i < 22.5. We note that the area covered by VIPERS is a
subset of that covered by CFHTLS Wide. The ALH-6 field
also overlaps with CFHTLS-Wide.
We also included in this comparison the results in the
range 0.5 < z < 1.0 of Skibba et al. (2014) using data from
PRIMUS. PRIMUS (Coil et al. 2011) is a survey which uses
a low-resolution spectrograph resulting in a typical redshift
precision of σz/(1 + z) = 0.005 to a depth of i < 23. The
data covers five independent fields (including the COSMOS
field) covering a total10 of 7.80 deg2. Skibba et al. measured
the bias of different samples selected in redshift, luminosity
and colour using the projected correlation function in the
same way as we describe above (equation 12).
In Fig. 12 we plot the bias obtained in our different red-
shift bins as a function of the threshold luminosity Lth used
to select the different samples in ALHAMBRA, CFHTLS
Wide, VIPERS and PRIMUS. Lth/L∗ is measured at the
median redshift of the sample, taking into account the use
of different selection parameters A in equation (1). We note
that Lth refers to the B band in the case of ALHAMBRA
and VIPERS, and to the g band in the case of CFHTLS-
Wide and PRIMUS. In each case, we compare the ALHAM-
BRA results with the CFHTLS Wide results for the bin cen-
tred at the same redshift. As Marulli et al. (2013) used bins
centred at different redshifts, we plot in each case the one
or two closest bins to the ALHAMBRA one. In the case of
PRIMUS, the actual redshift range of each sample is slightly
different with mean redshifts in the range 0.60− 0.74, so we
plot their results in the central panel. In each case, we re-
normalise the bias by the value of σ8 considered. Changes in
bias due to other differences in the cosmology used are much
smaller than our errors. For reference, we also plot as a con-
tinuous line the relation derived for low redshifts by Zehavi
et al. (2011) from the SDSS data, which is very similar to
8 http://www.cfht.hawaii.edu/Science/CFHLS/
9 http://vipers.inaf.it/
10 This corresponds to the study at z > 0.5, where they excluded
two additional fields from their analysis. The total area covered
by the survey is 9.05 deg2.
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Figure 12. Galaxy bias comparison between ALHAMBRA (this
work), VIPERS (Marulli et al. 2013), CFHTLS-Wide (Coupon
et al. 2012) and PRIMUS (Skibba et al. 2014). The solid line in
each panel corresponds to the low redshift SDSS results of Zehavi
et al. (2011). The bias measurements have been re-normalised to
the fiducial value σfid8 = 0.816 used in this work.
that obtained by Norberg et al. (2001) from the 2dFGRS.
We plot the ALHAMBRA results both for the full survey
(dashed lines) and for the case in which we have removed
the two ‘outlier fields’ ALH-4 and ALH-7 (solid lines).
We obtain a good agreement between our results and
both the CFHTLS-Wide and VIPERS ones, especially con-
sidering the significantly smaller area surveyed by ALHAM-
BRA. When looking at the z = 0.7 and z = 0.9 bins, we
see how the result obtained after omitting the outlier fields
is in better agreement with the other data than the origi-
nal results. This confirms the idea that using the jackknife
ensemble fluctuation to identify outlier regions results in a
good measurement of the typical clustering properties (bias
in this case) of the samples. We point out that the compari-
c© 2014 RAS, MNRAS 000, 1–20
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son presented here was performed only after the full analysis
of ALHAMBRA data was finished, so it did not influence the
design of the method described in Sect. 5.3.
Our results are also in very good agreement with the
PRIMUS results. We note that PRIMUS obtained slightly
larger values of the bias than CFHTLS-Wide or VIPERS,
and they attributed this fact to the presence of the COSMOS
field in their sample. This is compatible with their results
lying between our results with and without the outliers fields
included.
We note, however, that the dependence of bias on lumi-
nosity appears to be slightly steeper in ALHAMBRA than
in previous works. This is noticeable at the bright end of the
z = 0.9 bin. It is difficult to assess the significance of this
discrepancy, as our bias error estimate is affected by the re-
moval of the ‘outlier’ fields, and the different measurements
are highly correlated. With these caveats in mind, we esti-
mate that the discrepancy for the most extreme case is at
the . 2σ level. Given its small area, the ALHAMBRA sur-
vey is not designed to provide an accurate measurement of
low number density samples, nor is the error analysis neces-
sarily adequate for them either. The lowest number density
samples (i.e. bright galaxies) require large survey areas to
be properly estimated.
Fig. 12 shows the complementarity between the differ-
ent surveys covering this redshift range to study the de-
pendence of galaxy bias on luminosity and redshift. Large
area surveys such as CFHTLS-Wide and VIPERS can mea-
sure very accurately the bias of relatively bright samples,
L & 0.3L∗(z), thus setting the overall normalisation of
the b(L) relation at each redshift. Despite its smaller vol-
ume, ALHAMBRA can extend this relation to luminosities
' 1.5mag fainter, with our study of the outliers showing that
the result is robust to sample variance, except for the overall
normalisation. This larger luminosity range in ALHAMBRA
allows us to see clearly the transition from a nearly flat re-
lation at the faint end to a steep one at the bright end.
6 DISCUSSION AND CONCLUSIONS
In this work, we have studied the clustering of galaxies in
the ALHAMBRA survey and its dependence on luminosity
and redshift, in the range 0.35 < z < 1.25. To this end, we
have used the projected correlation function wp(rp), tak-
ing into account the uncertainties associated with the use
of photometric redshifts, following the method described in
Arnalte-Mur et al. (2009). We have compared the measured
wp(rp) to the prediction from our fiducial ΛCDM model to
estimate the bias for the different samples selected in red-
shift and luminosity. We also used the method introduced
in Norberg et al. (2011) to study the effect on the cluster-
ing measurements of superstructures located in particular
ALHAMBRA fields.
The use of the projected correlation function for the
case of high-quality photometric redshifts was tested in
Arnalte-Mur et al. (2009) using a simulated halo catalogue.
Here, we have tested the method using more realistic galaxy
mock catalogues (Appendix B), and have applied it to real
data from the ALHAMBRA survey. We obtain results that
are consistent with larger-area surveys (Sect. 5.4), and in
particular the VIPERS spectroscopic survey, while reaching
1.5 mag deeper. This confirms the reliability of the method,
and shows that surveys using a large number of medium-
band filters can provide very useful data sets for the study
of galaxy clustering. In addition to further results from AL-
HAMBRA, this indicates good prospects for the planned
Javalambre-Physics of the Accelerating Universe Astrophys-
ical Survey11 (J-PAS, Ben´ıtez et al. 2009a) and Physics of
the Accelerating Universe12 (PAU, Castander et al. 2012)
surveys, which will use a similar technique covering larger
cosmological volumes.
One of the main characteristics of the ALHAMBRA
survey is the mapping of 8 independent fields in the sky (al-
though only 7 are available in the current data set), which
provide a useful tool to study the effect of sample variance.
We have studied this issue in two complementary ways. On
one side, we have used the independence of the fields to
obtain a global measure of the clustering uncertainty us-
ing the block bootstrap technique described in Sect. 4.2. On
the other side, we used the jackknife ensemble fluctuation
statistic δi (Norberg et al. 2011) to assess the impact of
particular superstructures in the clustering measurements.
This method is based on measuring the clustering omitting
one region (field in our case) at a time and comparing it to
the global result. In this way, we have identified the fields
ALH-4/COSMOS (at z ∼ 0.9) and ALH-7/ELAIS-N1 (at
z ∼ 0.7) as ‘outliers’, as the inclusion or omission of each of
them changes our results significantly. We therefore provide
also the results for the bias of our samples when we omit
these two fields from the calculation, which give a better
description of the ‘typical’ clustering properties of the sam-
ples, as evidenced by the comparison with the VIPERS and
CFHTLS-Wide surveys.
One may want to discuss which is the ‘correct’ result for
the bias from this work: that obtained using the full sample
(Fig. 8) or that obtained omitting the outlier fields (Fig. 10).
However, it is the combination of both approaches what
gives a more complete view of the information about cluster-
ing contained in the survey. On one side, the results obtained
after removing the outliers provide information about the
typical dependence of galaxy bias on redshift and luminos-
ity. This is confirmed by the comparison to surveys covering
larger volumes, discussed in Section 5.4. On the other side,
the results for the global sample show how this typical be-
haviour can be affected by the inclusion or omission of par-
ticular fields containing extreme super-structures. However,
the relatively small number of fields covered by ALHAM-
BRA, and the fact that we only identify either none or one
field as an outlier in each of the redshift bins, does not allow
us to assess how rare these super-structures are.
Our clustering results give a detailed picture of the de-
pendence of galaxy bias on both luminosity and redshift,
summarised in Figs. 10 and 12. The depth and photomet-
ric redshift reliability of the ALHAMBRA survey allow us
to extend the study of the bias to fainter luminosities than
previous surveys at similar redshifts. In this way, the full de-
pendence of bias with luminosity is more clearly seen. More-
over, our results in Sect. 5.3 show that this dependence is
reliable, and not significantly affected by sample variance.
11 http://j-pas.org/
12 http://www.pausurvey.org/
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At the faint end this relation is nearly flat, up to Lmed ' L∗
for z = 0.5, and up to Lmed ' 0.5L∗ for higher redshifts. At
brighter luminosities, the bias increases, following a depen-
dence on L which, for z = 0.7 and z = 0.9, is significantly
steeper than the relation found at low redshift by the SDSS
and 2dFGRS surveys.
Regarding the evolution of bias, we see very little de-
pendence of bias with redshift for the faint samples (Lmed .
0.8L∗), while the evolution is strong for the brighter sam-
ples. In the latter case, for samples with a approximately
fixed number density, bias decreases with cosmic time. This
behaviour is consistent with that expected from the halo
model, where the bias of the more massive haloes shows
much stronger evolution than that of the less massive ones,
as illustrated in Figs. 8 and 10.
The comparison of our results with the predicted bias
of haloes according to the model of Mo & White (2002)
suggests that the galaxies studied reside in haloes cover-
ing a range in mass between log10[Mh/(h
−1 M)] & 11.5
(for the samples selected with MB(z = 0) < −17.6) and
log10[Mh/(h
−1 M)] & 13.0 (for the samples selected with
MB(z = 0) < −20.6). The samples with Lmed ' L∗
(MB(z = 0) < −19.6) are found to correspond to haloes
with mass log10[Mh/(h
−1 M)] & 12.2. From the joint com-
parison of the bias and number density of our samples to the
theoretical prediction for haloes, we obtain that the mean
number of galaxies per halo is in the range ∼ 1− 3.
We excluded from this detailed study of the luminosity
dependence of the galaxy bias the redshift bin centred at
z = 1.1. As explained in Sect. 5.1, this is due to the fact
that our I-band selection could be biasing the sample in
that redshift range, affecting in a different way active and
passive galaxies.
In this paper, we have focused the study of galaxy clus-
tering in ALHAMBRA on the effect of luminosity segre-
gation and evolution up to z ∼ 1. In a companion paper
(Hurtado-Gil et al., in prep.) we use this same data set to
study the segregation by spectral type in a similar redshift
range. We also plan to extend this work to further redshifts
by the use of a NIR-selected catalogue, which will allow us to
study the clustering of extremely red objects (EROs, Nieves-
Seoane et al., in prep.).
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APPENDIX A: OPTIMAL VALUE OF piMAX FOR
THE ESTIMATION OF THE PROJECTED
CORRELATION FUNCTION
A1 Theoretical determination of the minimum
pimax needed
As explained in Sect. 4, it is not possible to estimate the in-
tegral of equation (2) without choosing a finite upper limit
pimax, and computing instead wp(rp, pimax), as defined in
equation (4). This introduces a bias that has to be accounted
for in the modelling. At the same time, if we extend the mea-
surement to large values of pi where the signal-to-noise ratio
of ξ(rp, pi) is small, we would be introducing additional noise
in the measurement. In this appendix, we study the relation
of this bias with the photo-z errors of the catalogue used,
and what is the minimum value of pimax needed in the case
of ALHAMBRA. To this end, we use the mock catalogues
described in Sect. 2.4, which include photo-z for the galax-
ies with similar properties to the real data, and a simple
analytic model. In this appendix, we use the cosmological
parameters used in the creation of the mocks, ΩM = 0.25,
ΩΛ = 0.75, σ8 = 0.9.
From equations (2) and (4), the bias introduced by the
finite integration is given by
∆w(rp, pimax) ≡ wp(rp)−wp(rp, pimax) = 2
∫ +∞
pimax
ξ(rp, pi)dpi .
(A1)
In principle, given a model for ξ(rp, pi), one could do the
same finite integration in the model, and obtain a prediction
directly for wp(rp, pimax). However, in this case wp(rp, pimax)
is not a real space quantity any longer, and it depends on
the way in which redshift space distortions (due to peculiar
velocities and photo-z) are included in the model. If we want
to avoid this and keep the statistic used as a real space
quantity, we should choose a value of pimax such that the bias
∆w(rp, pimax) is negligible. Given the difficulties to model in
detail the effect of the photo-z distribution in ξ(rp, pi), we
follow here the latter approach.
We use a galaxy sample selected in redshift and absolute
magnitude from the mock catalogues with the limits 0.5 <
zp < 0.8, MB − 5 log10 h < −17.95, which is similar to our
sample ‘Z07M1’. Following the same method described in
Sect. 4, we obtain the correlation function ξ(rp, pi) for the
50 realisations, and for the combined 200 deg2 mock.
We compare the mock results with a simple analytic
model obtained using the following steps. First, we obtain
the matter power spectrum Pm(k) at the median redshift of
the sample using Camb (Lewis et al. 2000). We then obtain
the real-space galaxy power spectrum Pg(k) using a simple
HOD model, as described in Abbas et al. (2010). We include
the large-scale redshift-space effects following Kaiser (1987)
to obtain the redshift-space correlation function ξs(rp, pi).
Finally, we include the effect of the photometric redshifts
assuming a simple model in which the redshift errors follow
a Gaussian distribution. In this model, the observed corre-
lation function is given by the convolution
ξphot(rp, pi) =
∫ +∞
−∞
ξs(rp, pi
′)fσpw (pi − pi′)dpi′ , (A2)
where fσ(x) is the Gaussian distribution of width σ. In this
case, the width of the distribution is given by the pair-
wise photometric redshift uncertainty σpw =
√
2r(σz). As
explained in Sect. 2.3, r(σz) is the comoving separation cor-
responding to a given photometric redshift uncertainty σz
at the median redshift of the sample. We choose the HOD
parameters of this model (including the bias) to reproduce
the observed wp(rp) of the mock.
We use both the results from the mock and the
analytical model to compute the finite integration bias
∆w(rp, pimax) defined in equation (A1), and find the min-
imum value of pimax for which this bias is sufficiently small.
We express this requirement in terms of the statistical error
on wp(rp), by requiring the bias to be smaller than 20% of
the estimated statistical uncertainty,
∆w(rp, pimax)
wp(rp)
6 0.2σrwp(rp) , (A3)
c© 2014 RAS, MNRAS 000, 1–20
18 P. Arnalte-Mur et al.
 0
 0.5
 1
 1.5
 2
 2.5
 3
 3.5
 4
 0.1  1  10
pi
m
a
x/r
(σ z
)
rp (h-1 Mpc)
Analytic model, σz = 0.010 (1 + z)Analytic model, σz = 0.015 (1 + z)Analytic model, σz = 0.020 (1 + z)Analytic model, σz = 0.025 (1 + z)
Mock catalogue
Figure A1. Minimum value of pimax needed to fulfil our condi-
tion (A3), as function of transverse separation rp, for our different
models. The pimax in each case is expressed in terms of r(σz), the
comoving separation corresponding to the photometric redshift
error σz of the model, at the median redshift of the bin consid-
ered (in this case, zmed ' 0.65). The dashed lines correspond
to the theoretical model described in the text, which include the
effect of the photometric redshifts using a Gaussian distribution
as shown in equation (A2). The solid line and points correspond
to the measurement in the mock catalogue (combining the 50
ALHAMBRA realisations). For the selected mock sample, we es-
timate σz = 0.025(1+z), using the method described in Sect. 2.2.
where σrwp(rp) is the relative uncertainty in the measure-
ment of wp(rp) in a single mock ALHAMBRA realisation
obtained from the dispersion of the measurements in the 50
mocks.
In Fig. A1 we plot the minimum value of pimax needed
to fulfil condition (A3), as function of rp, for our different
models: the computation from the combined 200 deg2 mock,
and the analytic Gaussian model with different values of
the photometric redshift error between σz/(1 + z) = 0.010
and σz/(1 + z) = 0.025. In the case of the mock catalogue
we estimate ∆w(rp, pimax) using as the reference wp(rp) in
equation (A1) the projected correlation function obtained
in real space. We estimate the typical redshift uncertainty
in the mock sample using the BPZ confidence limits in the
same way as explained in Sect. 2.2, in particular including
the correction factor of 1.3, and obtain σz/(1 + z) = 0.025.
In all cases, we plot the value of pimax in terms of r(σz) for
each particular model.
From Fig. A1 we see that overall the required value of
pimax decreases with rp. This is a consequence of our condi-
tion (equation A3), given by the fact that the relative error
of wp increases with rp. Comparing the different analytical
models we see that the different lines are almost coincident
for rp . 1h−1 Mpc, meaning that the required value of pimax
scales linearly with r(σz). At larger scales, there is a slight
deviation from this proportionality. Regarding the result
obtained from the mock, we see how the non-Gaussianity
of the photo-z error distribution has an impact on the ob-
served correlation function ξ(rp, pi). This is clearly seen at
the smaller scales, rp . 2h−1 Mpc, where the needed value
of pimax is significantly larger than that predicted by the
analytical Gaussian models. Here, the value of the relative
error σrwp is small, so our condition (equation A3) is more
stringent and the extended wings of the photo-z distribu-
tion have the effect of slowing down the convergence of the
integral in equation (A1). At larger scales, rp & 2h−1 Mpc,
our condition (equation A3) is much weaker (because σrwp
is large), so the details of the wings of the photo-z distribu-
tion are less relevant. Actually, as the mock photo-z distri-
bution is slightly more peaked at the centre than the equiva-
lent Gaussian distribution, we obtain values of pimax slightly
lower than in the analytic case.
Overall, we see that, to fulfil our condition (equa-
tion A3) over the full range of scales of interest 0.2 <
rp < 20h
−1 Mpc, the minimum value of pimax needed is
pimax ' 3.5− 4r(σz). This result is in agreement with previ-
ous, less detailed estimates (Arnalte-Mur et al. 2009). The
particular value of pimax needed for each ALHAMBRA sam-
ple will depend on the details of the correlation function and
its error, with the most significant effect being the change
in the correlation function error σrwp(rp) appearing in equa-
tion (A3). As this error depends, at first order, on the sample
volume, we repeated the calculation re-scaling it according
to the volumes of the actual ALHAMBRA samples used. We
obtained only minor changes in the required value of pimax in
all cases. We can therefore estimate the minimum value of
pimax needed for each ALHAMBRA sample from the value
of r(σz) in each case (see Table 2). Taking pimax = 4r(σz),
we obtain values in the range pimax ∼ 100 − 280h−1 Mpc.
As increasing the value of pimax also introduces additional
noise in the measurement, a compromise should be made in
deciding the actual value of pimax to use. For simplicity, we
decided to use a constant value of pimax for all our samples,
fixing it at pimax = 200h
−1 Mpc. According to the criterion
described here, this value of pimax is adequate for all our
samples, except for the faintest samples of each redshift bin.
However, as shown below in Appendix A2, we find the bias
introduced in these cases to be still acceptable.
A2 Test of the robustness of our results with
respect to changes in pimax
We performed an additional test of the effect of our choice
of pimax in our results. We repeated the calculation of
wp(rp) for all our samples using a substantially larger value,
pimax = 350h
−1 Mpc, in the integration of equation (4). We
did not observe any significant difference in our results but
obtained, as expected, larger uncertainties due to the ad-
ditional noise included in the integration. As an example
of the results obtained in this case, we plot in Fig. A2 the
bias as function of luminosity for our samples obtained using
different values of pimax. The solid lines and filled symbols
correspond to the results when using pimax = 200h
−1 Mpc,
and match the results presented in the top panel of Fig. 8.
The dashed lines and open symbols are our results when we
use pimax = 350h
−1 Mpc. The results in both cases are con-
sistent, especially noting that the errors in the case of using
pimax = 350h
−1 Mpc (not shown in the figure) are consis-
tently larger than those shown for our main results.
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Figure A2. Bias parameter obtained for the different samples
from the fit to equation (12), using different values of pimax in the
estimation of the projected correlation function wp(rp) (equa-
tion 4). The solid lines and filled symbols with errorbars corre-
spond to the calculation using pimax = 200h−1 Mpc and are the
same as shown in the top panel of Fig. 8. The dashed lines and
empty symbols (slightly displaced in the horizontal direction for
clarity) correspond to the calculation using pimax = 350h−1 Mpc.
We do not show the errorbars in this case, but they are consis-
tently larger than those shown for pimax = 200h−1 Mpc.
APPENDIX B: ANALYSIS OF THE
RELIABILITY OF THE RECOVERED BIAS
We used the mock catalogues to test the full process used
to estimate the bias of a given galaxy sample and its un-
certainty. We perform this test using the same mock galaxy
sample used in Appendix A1, selected in redshift and abso-
lute magnitude as 0.5 < zp < 0.8, MB − 5 log10 h < −17.95.
We estimated the projected correlation function wp(rp) and
its error for this sample in each of the 50 mock ALHAMBRA
realisations available, following the method described in
Sect. 4. In the calculation, we used a value of pimax = 3r(σz),
as discussed in Appendix A. Given that the redshift uncer-
tainty in this mock sample, σz/(1 + z) = 0.025, is somewhat
larger than that in the data (see Table 2), this results in a
value of pimax = 270h
−1 Mpc, larger than the value used for
the data. However, as we have shown in Appendix A1, the
optimal value of pimax scales with σz, so this value provides
an adequate comparison with the calculation done with the
data.
We then estimated the bias b and its uncertainty for
each realisation using the method described in Sect. 5.2, us-
ing a model for the matter correlation function matching the
Millennium cosmology used in the mocks. The obtained val-
ues are shown in Fig. B1. The mean value obtained for the
bias is 〈b〉 = 1.230, and the standard deviation of the values
from the 50 realisations is σreal(b) = 0.162. These values are
shown as the dashed line and shaded area in Fig. B1. The
values of the uncertainty estimated show a broad distribu-
tion, with a mean value of 〈σ(b)〉 = 0.159±0.007. This shows
that the block bootstrap method used provides an unbiased
estimation of the galaxy bias uncertainty.
Finally, we compare these values obtained for the mock
catalogues to the real-space result. To this end, we compute
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Figure B1. Bias parameter obtained for the galaxy sample de-
fined by 0.5 < zp < 0.8, MB − 5 log h < −17.95 in each of the 50
mock ALHAMBRA realisations. The bias and its uncertainty in
each case are estimated using the projected correlation function
in the same way as is done for the real data in Sects. 4 and 5.2.
The dashed line shows the mean value obtained from the 50 real-
isations, 〈b〉 = 1.230, and the shaded area corresponds to a region
of ±1σreal around it, where σreal = 0.162 is the standard devia-
tion of the 50 values. The blue solid line corresponds to the mean
bias parameter obtained from the spherically averaged correlation
function ξ(r) of the 50 realisations.
the spherically-averaged real-space correlation function ξ(r)
for each of the 50 realisations, using the real position of each
galaxy, instead of that estimated from its photometric red-
shift. We then obtain the real-space bias using a method
analogous to that described in Sect. 5.2, using ξ(r) instead
of wp(rp). The mean value of the bias obtained in this way
is 〈br〉 = 1.244± 0.012 (shown as the continuous blue line in
Fig. B1). Therefore, we can estimate the bias in our mea-
surement as ∆b = 〈b〉 − 〈br〉 = −0.014. This corresponds to
0.09σreal(b), and is therefore consistent with the condition
imposed in Appendix A1 to determine the value of pimax
used (equation A3). We therefore conclude that the method
used to recover the real-space clustering (and in particular
the galaxy bias) from the ALHAMBRA photometric red-
shift catalogues using the projected correlation function is
reliable, as we recover the direct real-space result within the
expected accuracy.
APPENDIX C: TABLES OF NUMERICAL
RESULTS
We present in Table C1 the parameters obtained from the
fits of different models to the projected correlation function
of our different samples. The parameters listed are the corre-
lation length r0 and exponent γ obtained from the fit to the
power-law model in equation (11), and the bias b obtained
from the fit to the model in equation (12). We list both
the results obtained using the full survey (with 7 fields) and
those obtained when we exclude the ‘outlier fields’ ALH-
4/COSMOS and ALH-7/ELAIS-N1 (see Sect. 5.3 for de-
tails).
For completeness, we show in Fig. C1 the parameters
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Figure C1. Parameters r0 and γ obtained from the power law fits
(Sect. 5.1) for the different samples, as a function of the rest-frame
B-band median luminosity, for the case in which we omit from
the calculation the ‘outlier’ fields ALH-4/COSMOS and ALH-
7/ELAIS-N1 (see Sect. 5.3).
r0 and γ obtained from the power-law fits when we exclude
the ‘outlier’ fields’ from the calculation. This figure can be
directly compared to Fig. 7.
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Table C1. Parameters obtained from the fits of different models to the projected correlation function of our different samples. The
correlation length r0 and exponent γ are obtained from the fit to the power-law model in equation (11) (see Sect. 5.1 for details). The
bias is obtained from the fit to the model in equation (12) (see Sect. 5.2 for details). Results are listed both for the full survey and when
excluding the ‘outlier fields’ ALH-4/COSMOS and ALH-7/ELAIS-N1. The sample name listed matches that in Table 2. The results
shown in this table correspond to those shown in Figs. 7, 8, 10 and C1.
Fit to the full survey Fit omitting the ‘outlier’ fields ALH-4 and ALH-7
Sample r0(h−1 Mpc) γ Bias r0(h−1 Mpc) γ Bias
Z05M0 3.4± 0.3 1.82± 0.09 1.00± 0.09 3.45± 0.25 1.82± 0.09 1.01± 0.07
Z05M1 4.0± 0.4 1.79± 0.10 1.16± 0.11 3.9± 0.4 1.80± 0.10 1.14± 0.11
Z05M2 4.2± 0.5 1.80± 0.14 1.23± 0.13 4.1± 0.5 1.82± 0.14 1.20± 0.13
Z05M3 4.4± 0.5 1.82± 0.10 1.27± 0.12 4.5± 0.4 1.79± 0.09 1.31± 0.09
Z05M4 4.8± 0.7 1.82± 0.12 1.35± 0.17 4.7± 0.6 1.85± 0.11 1.36± 0.14
Z05M5 5.5± 0.6 1.79± 0.12 1.50± 0.16 4.9± 0.4 1.89± 0.11 1.41± 0.16
Z05M6 6.6± 0.8 1.72± 0.10 1.79± 0.17 5.37± 0.24 1.89± 0.05 1.56± 0.13
Z05M7 9.3± 2.3 1.73± 0.25 2.4± 0.5 7.1± 1.1 1.89± 0.12 2.0± 0.3
Z07M1 3.8± 0.5 1.72± 0.10 1.22± 0.17 3.3± 0.3 1.82± 0.08 1.09± 0.11
Z07M2 4.2± 0.7 1.68± 0.11 1.34± 0.21 3.5± 0.3 1.81± 0.08 1.13± 0.11
Z07M3 4.9± 0.8 1.66± 0.12 1.52± 0.24 3.9± 0.4 1.85± 0.10 1.24± 0.13
Z07M4 5.7± 1.1 1.64± 0.13 1.74± 0.29 4.4± 0.3 1.80± 0.08 1.41± 0.07
Z07M5 6.7± 1.4 1.63± 0.15 2.0± 0.3 4.9± 0.6 1.81± 0.13 1.56± 0.16
Z07M6 8.2± 1.7 1.60± 0.15 2.3± 0.4 6.0± 0.4 1.71± 0.11 1.83± 0.09
Z07M7 11.7± 3.0 1.68± 0.15 3.2± 0.6 6.8± 1.3 1.78± 0.22 2.3± 0.3
Z09M2 3.7± 0.4 1.65± 0.09 1.37± 0.15 3.4± 0.3 1.79± 0.04 1.20± 0.07
Z09M3 4.1± 0.5 1.71± 0.07 1.47± 0.15 3.7± 0.4 1.83± 0.05 1.26± 0.10
Z09M4 4.6± 0.6 1.72± 0.08 1.62± 0.17 4.2± 0.3 1.80± 0.05 1.43± 0.06
Z09M5 5.4± 0.9 1.72± 0.10 1.9± 0.3 4.8± 0.3 1.80± 0.04 1.59± 0.08
Z09M6 6.6± 0.9 1.69± 0.12 2.21± 0.23 5.91± 0.22 1.77± 0.10 1.96± 0.07
Z09M7 8.9± 1.2 1.58± 0.15 2.9± 0.3 7.8± 1.0 1.74± 0.09 2.61± 0.23
Z11M3 3.36± 0.22 1.73± 0.06 — 3.29± 0.23 1.79± 0.05 —
Z11M4 3.58± 0.24 1.73± 0.08 — 3.44± 0.24 1.80± 0.07 —
Z11M5 3.9± 0.3 1.76± 0.11 — 3.52± 0.24 1.81± 0.11 —
Z11M6 4.6± 0.5 1.67± 0.15 — 3.9± 0.4 1.55± 0.08 —
Z11M7 5.0± 0.7 1.7± 0.3 — 4.3± 0.5 1.9± 0.3 —
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