Adv. Calc. Var.
for any c p -concave function in the domain of the q-Laplacian.
In the appendix, we develop the theory of Orlicz-Wasserstein spaces and show how to adapt the proofs of the interpolations inequality.
Preliminaries
In this section we will introduce the main concepts used in this work. For a general introduction to the theory of optimal transport and curvature via -Wasserstein spaces see [ ], especially its Chapter on Wasserstein spaces. We follow Ohta's notation [ , ] for Finsler manifolds and otherwise refer to [ , ] .
As a convention we will always assume that (M, d, μ) is a locally compact metric space equipped with a locally finite Borel measure μ and if not otherwise stated it is assumed to be geodesic (see below). Since we will also deal with spaces which are not locally compact (e.g. (P p (M), w p ) with M non-compact), the sections below do not assume that (X, d) is locally compact. And as an abbreviation define ℝ := ℝ ∪ {−∞}.
. Metric spaces
Let (X, d) be a (complete) metric space and for simplicity we assume that X has no isolated points.
. . Absolutely continuous curves and geodesics
If I ⊂ ℝ is an open interval, then we say that a curve : I → X is in AC p (I, X) (we drop the metric d for simplicity) for some p ∈ [ , ∞] if d( s , t ) ≤ t s g(r) dr for all s, t ∈ J, s < t,
for some g ∈ L p (J). In case p = , we just say that is absolutely continuous. It can be shown [ , Theorem . . ] that in this case the metric derivative
with lim for a.e. t ∈ I, is a minimal representative of such a g. We will say has constant (unit) speed if |̇ t | is constant (resp. ) almost everywhere in I. It is not di cult to see that AC p (I, X) ⊂ C(Ī , X) where C(Ī , X) is equipped with the sup distance d * d * ( , ὔ ) := sup t∈Ī d( t , ὔ t ).
For each t ∈Ī we can define the evaluation map e t : C(Ī , X) → X by e t ( ) = t .
We say that (X, d) is a geodesic space if for each x , x ∈ X there is a constant speed curve : [ , ] → X with i = x i and d( s , t ) = |t − s|d ( , ) .
In this case, is called constant speed geodesic. The space of all constant speed geodesics : [ , ] → X will be donated by Geo(X). Using the triangle inequality it is not di cult to show the following: Lemma . . Assume : [ , ] → X is a curve such that d( s , t ) ≤ |t − s|d ( , ) .
Then is a geodesic from to .
A weaker concept is the concept of a length space: In such spaces the distance between point x and x ∈ X is given by
where the infimum is taken over all absolutely continuous curves connecting x and x . In case X is complete and locally compact, the two concepts agree. Furthermore, Arzela-Ascoli also implies: Lemma . . If (X, d) is locally compact, then so is (Geo(X), d * ), where d * is the sup-distance on C(Ī , X).
Theorem . ([ , Theorem . ] ). Assume c is non-negative and continuous. Then it holds C(μ , μ ) = C (μ , μ ) and the dual problem is attained by a pair (ϕ, ψ) of c-concave/c -concave functions with ϕ = ψc and ψ = ϕ c . The optimal transport measure π opt is supported on the graph of the c-subdi erential which is c-cyclically monotone, i.e. given n couples (x i , y i ) ∈ ∂ c ϕ, i = , . . . , n, one has n i= c(x i , y i ) ≤ n i= c(x i , y σ(i) ), where σ is a permutation of , . . . , n. Furthermore, if ∂ c ϕ( ⋅ ) is single-valued μ -almost everywhere, then π opt is concentrated on the graph of a measurable function T, where T is a measurable selection of x → ∂ c ϕ(x) which is uniquely defined μ -a.e.
. . p-Wasserstein spaces
The p-Wasserstein space for < p < ∞ is the space of all probability measures with finite p-moments
where the cost function is given by c p (x, y) = d p (x, y)/p. For convenience we will use below also the scaled metric W p p = pw p p , i.e. using the cost function d p ( ⋅ , ⋅ ) instead of d p ( ⋅ , ⋅ )/p.
Remark. In the literature there are two convention to define the metric w p . In case of metric spaces, the choice is usually c p = d p (compare [ , ] and also the paper of the author [ ]) whereas in the smooth setting the additional factor p cancels nicely when c p (x, ⋅ ) is di erentiated (compare [ , ] ). As the two Wasserstein metric only di er by a constant all results easily translate.
It is well known that (P p (M), w p ) is a complete metric space if (M, d) is, and it is compact if and only if M is (see [ , Chapter ] ). However, it is not locally compact if M is just locally compact. Nevertheless, in case M is a proper metric space there is a su ciently nice weak topology induced by the subspace topology of P(M) with its weak topology. Lemma . (see e.g. [ , Theorem ] ). Let (M, d) be a proper metric space. Then every bounded set in P p (M) is precompact with respect to the weak topology induced by P p (M) ⊂ P(M).
Furthermore, if M is a geodesic space than so is P p (M) (see [ ]) .
In the appendix, we introduce more general Wasserstein spaces, called Orlicz-Wasserstein space. For those the distance is not given by a single optimization problem and so far there is no nicely defined dual problem.
. Finsler manifolds
In this subsection we recall some notation and facts from Finsler geometry. We will mainly follow the notation of [ , ] and otherwise refer to [ , ] .
. . Finsler structures
Let M be a connected, n-dimensional C ∞ -manifold.
Definition . (Finsler structure) . A C ∞ -Finsler structure on M is a function F : TM → [ , ∞) such that the following holds: (i) (Regularity) F is C ∞ on TM\{ } where stands for the zero section. (ii) (Positive homogeneity) For any v ∈ TM and any λ > , it holds F(λv) = λF (v) . (iii) (Strong convexity) In local coordinates (x i ) n i= on U ⊂ M the matrix
is positive-definite at every v ∈ π − (U)\ , where π : TM → M is the natural projection of the tangent bundle.
Strictly speaking, this is nothing more than defining a Minkowski norm F| T x M on each T x M with some regularity requirements depending on x. We do not require F to be absolutely homogeneous, i.e. F(v) ̸ = F (−v) is possible. In such a case the "induced" distance (see below) is not symmetric. As an abbreviation we letF denote the reverse Finsler structure, i.e.F (v) = F(−v).
On any C ∞ -manifold one can define the di erential df of a C -function f . In order to define the gradient of f one needs the following: let L : T * M → TM be the Legendre transform associating to each co-vector α ∈ T * x M the unique vector v = L x (α) ∈ T x M such that F(v) = F * (α) and α(v) = F(v) , where F * is the dual norm of F on T * M. This transform is C ∞ from T * M\{ } to TM\{ } and is C ∞ in case F is a Riemannian structure, i.e. the parallelogram identity holds on each T x M. The gradient ∇f at x of f is now defined by ∇f(x) = L x (df x ) ∈ T x M. Then we have for every unit speed C -curve η :
Thus one can define an intrinsic metric of the Finsler manifold by d(x, y) = sup
which is symmetric if and only if F =F . Similar to the gradient, there is no notion of (Finsler) Hessian of a C -function f , so that we will use the well-defined di erential of df : M → T * M which can be written in local coordinates as
Note, however, that this expression is not coordinate free.
. . Chern connection, covariant derivatives and curvature
In contrast to Riemannian manifolds there is no "unique" canonical connection defined on a Finsler manifold. As in [ ] we will only use the Chern connection in this article which is the same as the Levi-Civita connection in the Riemannian case. In order to reduce the notation denote the Chern connection by ∇ without stating its exact property ([ , Definition . ] ). For a thorough introduction see [ , , ] .
Recall that by strong convexity of F the matrix (g ij (v)) is positive definite for every v ∈ T x M\{ } and hence defines a scalar product on T x M which will be denoted by g v ( ⋅ , ⋅ ), i.e.
Using the definition of Legendre transform one sees that L − x (v)(w) = g v (v, w) for all points w ∈ T x M and thus g v (v, v) = F(v) . Di erent from Riemannian metrics, g v is non-constant and the following tensor, called Cartan tensor is non-zero (at least for some v ∈ TM\{ }):
Further, we can define the formal Christo el symbol by
for v ∈ TM\ and also N i
where (g ij ) is the inverse of (g ij ) and
Given the Chern connection ∇ let ω i j be its connection one-forms which are defined by
and by torsion-freeness can be written as
where Γ i jk can be given explicitly by
Given two non-zero vector v, w ∈ T x M\{ }, a C ∞ -vector field X and the connection one-forms, one can define the covariant derivative D w v X with reference vector w as
In the Riemannian case, the covariant derivative does not depend on the vector w and is just the usual covariant derivative.
From the Chern connection one can also define its connection two-forms
where we require R i jkl = −R i jlk and δv k = dv k + ∑ l N k l dx l . With the help of R i jkl one can define the Riemannian tensor with reference vector v ∈ TM
which enjoys the following:
Given all those definition we finally have the flag curvature (v, w) and the Ricci curvature
where e , e , . . . , e n− , v/F(v) form an orthonormal basis of T x M with respect to g v .
On unweighted Finsler manifolds we say that (M, F) has Ricci curvature bounded from below if Ric(v) ≥ K for every unit vector v ∈ TM. For weighted manifolds we need the following: Let μ be the reference measure and vol g v be the Lebesgue measure on T
, where B + T x M ( , ) denotes the (forward) unit ball of radius with respect to the norm F| T x M . Further, let
Definition . (Weighted Ricci curvature). Define the following objects:
which are respectively called the (weighted) n-Ricci curvature, N-Ricci curvature and ∞-Ricci curvature of the weighted Finsler manifold (M, F, μ). Remark. By a recent paper of Ohta [ ] it also makes sense to define the N-Ricci curvature for negative N.
Now a lower curvature bound K on the N-Ricci curvature (resp. nand ∞-Ricci curvature) is nothing but
for all unit vector v ∈ TM.
. . Geodesics and first and second variation formula
Given a C -curve η : [ , r] → M its arclength is defined by r) . Note, however, that the reverse curveη t = η (r−t) may not be a geodesic.
The exponential map is given by exp
Note, however, that the exponential map is only C at the zero section. We say that (M, F) is forward geodesically complete if the exponential map is define on all of TM, i.e. if we can extend any constant speed geodesic η :
In such a case, we can connect any two points of M by a minimal geodesic, i.e. for every x, y ∈ M there is a geodesic η from x to y such that L(η) = d (x, y) .
Given a unit vector v ∈ T x M, let r(v) ∈ ( , ∞] be the supremum of all r > such that t → exp x tv is a minimal geodesic for t ∈ [ , r(v) ]. If r(v) < ∞, then we say that exp x (r(v)v) is a cut-point of x and denote by Cut(x) the set of all cut points of x, also called the cut locus of x. One can show that the exponential map
. This also shows that the distance d(x, ⋅ ) is C ∞ away from x and the cut locus of x. In particular, if L :
away from x and the cut locus of x.
. We abbreviate the derivatives as T(t, s) = ∂ t σ(t, s), U(t, s) = ∂ s σ(t, s).
The first variation of the arclength is given by
where we dropped the dependency on t and s. In case η is a geodesic, the second term is zero. Furthermore, the second variation along a geodesic has the form
Since the tensor Rη enjoys some symmetry, we easily see that I(V, W) = I(W, V). And if V is a Jacobi field, then the second term is zero and one can show
where we say that V is a Jacobi field along a geodesic η :
Any Jacobi field can be represented as a variational vector field of some geodesic variation σ (each σ s is a geodesic) and vice versa.
c p -concave functions
Assume throughout M is a proper geodesic space.
We say that a function ϕ : X → ℝ is proper if it is not identically -∞. Remark. Almost all results about c p -concave functions also hold for c L -concave functions by exchanging c p with c L , where L is a strictly convex, increasing, function di erentiable in ( , ∞) and (d(x, y) ).
If L is fixed, then c t will be an abbreviation for c L t , where L t (r) = L(r/t).
The definition of c p -transform can be localized. This has the advantage to give properness of the function and Lipschitz regularity on the domain also in the non-compact setting. Definition . (c p -transform and the subset I c p (X, Y)). Let X and Y be two subsets of M. The c p -transform relative to (X, Y) of a function ϕ : X → ℝ is defined as
In case X = Y = M we just write c p -transform. Similarly, we define thec p -transform relative to (Y, X) of a function ψ : Y → ℝ as ψc p (x) = inf y∈Y c p (x, y) − ψ(y).
We say that a proper function ϕ : X → ℝ is c p -concave (relative to (X, Y)) if there is a function ψ : Y → ℝ such that ϕ = ψc p . Similarly, we definec p -concave functions relative to (Y, X) as those proper functions ψ such that ψ = ϕ c p for some function ϕ : X → ℝ. Let I c p (X, Y) (resp. Ic p (Y, X)) denote the set of all c p -concave functions relative to (X, Y) (resp. the set of allc p -concave functions relative to (Y, X)).
Then obviously ϕ = (ψ ὔ )c p = ψc p and thus ϕ ∈ I c p (X, Y). Similarly, if X ὔ ⊂ X, we can extend any function
The following is easy to show: Lemma . . Let ϕ : M → ℝ ∪ {−∞} and let all statement be relative to some pair (X, Y) of compact subsets. Then the following holds: Since X and Y are compact, the inf in the definition of c p /c p -transform is actually achieved and the following sets are non-empty for each c p /c p -concave functions. Definition . (c p -subdi erential). Let X, Y be two compact subsets of M and let ϕ : X → ℝ be a c p -concave function relative to (X, Y). Then the c p -subdi erential of ϕ at x ∈ X is the non-empty set
Similarly, we definec p -subdi erential of ac p -concave function ψ : Y → ℝ as the non-empty set
It is not di cult to see that
Lemma . (Semicontinuity of the c p -subdi erential). Let X, Y be two compact subsets of M and let ϕ be a c p -concave function relative to (X, Y). Then, whenever y n ∈ ∂ c p ϕ(x n ) for some sequence (x n , y n ) ∈ X × Y such that (x n , y n ) → (x, y), we have y ∈ ∂ c p ϕ(x). In particular, if ∂ c p ϕ(x) = {y} is single-valued, then for every neighborhood V of y, the set (∂ c p ϕ) − (V) contains a neighborhood U of x (relative to X), in particular, for any
Proof. Note that ϕ and ϕ c p are Lipschitz continuous on X, resp. Y. Since X and Y are closed, we have (x, y) ∈ X × Y and hence
The second statement directly follows from the set-wise continuity of
In case M is non-compact and X = Y = M we can show the following. Lemma . . Let ϕ be a c p -concave function and Ω ⊂ X the interior of {ϕ > −∞}. Then ϕ is locally bounded and locally Lipschitz on Ω and for every compact set K ⊂ Ω the set ⋃ x∈K ∂ c p ϕ(x) is bounded and not empty.
Remark. This lemma extends [ , Lemma . ] to all cases p ̸ = . The same result also holds for c L -concave functions if we assume that L is strictly increasing and convex and satisfies
as R → ∞ for any ϵ > , i.e. if L(R) = ∫ R l(r) dr with l increasing and unbounded.
Proof. By definition, ϕ = (ϕ c p )c p and thus ϕ is the infimum of a family of continuous functions and therefore upper semicontinuous and locally bounded from above.
As in [ ], we prove that ϕ is locally bounded from below by contradiction. Assuming ϕ is not locally bounded near a point
Furthermore, for every n ∈ ℕ we can find y n ∈ M such that
we must have c p (x ∞ , y n ) → ∞, i.e. y n is an unbounded sequence. In addition, also note c p (x n , y n ) → ∞. So without loss of generality we can assume c p (x n , y n ) ≥ . Now let n : [ , d(x n , y n )] → M be a unit speed minimal geodesic between x n and y n . We will show that
In order to prove this, note that for x ∈B ( n ) we have d(x, n ) ≤ = d(x n , n ) and thus
Because ϕ(x n ) → −∞, we proved our claim.
Since M is proper, we can assume n → z such that d(x ∞ , z) = . In addition, the claim implies that ϕ is identically −∞ in the interior of B (z). But this contradicts x ∞ ∈ Ω. Therefore, ϕ is locally bounded in Ω.
It remains to show that ϕ is locally Lipschitz. Choosex ∈ Ω and r > such that B r (x ) ⊂ Ω and let x ∈ B r (x ) and (y n ) n∈ℕ be a sequence such that
We will show that y n ∈ B C (x ) for some C only depending onx , r and ϕ. We may assume d(x, y n ) > r otherwise we are done. Let n : [ , d(x, y n )] → M be a minimal unit speed geodesic from x to y n . We have
and we know already that the left-hand side is bounded. If R n := d(y n , x) → ∞, then for l(r) = r p− ,
which is a contradiction. Hence y n is bounded and by properness has accumulation points which all belong to ∂ c p ϕ(x). Similarly, we can show that ⋃ x∈K ∂ c ϕ(x) is bounded for any compact K.
Since for y ∈ B C (x ), the functions x → c p (x, y) − ϕ c p (y) are uniformly Lipschitz on B r (x), ϕ is locally Lipschitz as well.
If there is a unique geodesic between x and y, then obviously Z t (x, y) = { (t)}. Furthermore, for general set
The following three results are crucial ingredients to show absolute continuity of the interpolation measures in the smooth setting (see Lemma . below). It generalizes [ , Claim . ] and will be used in Lemma . (see [ , ( . ) , p.
] for the case p = ). Lemma . will also help to prove "almost everywhere" twice di erentiability of c p -concave functions. This proof is much easier than the original one given in [ , ] . There is also a counterpart in the Orlicz-Wasserstein case which is stated and proved in the appendix (see
Furthermore, choosing x = m this becomes an equality.
Proof. Using the triangle inequality, the fact that d(z, y) = ( − t)d(x, y), and that r → r p is convex for p > , we get
Furthermore, choosing m = x we see that each inequality is actually an equality. Lemma . . Let η : [ , ] → M be a geodesic between two distinct points x and y. For t ∈ ( , ] define
Then
The following lemma will be useful to describe the interpolation potential of the optimal transport map. It generalizes [ , Lemma . ] to the cases p ̸ = .
Lemma . (c p -concave functions form a star-shaped set). Let X, Y be compact subsets of M and let t ∈ [ , ] .
Proof. Note that the cases t = and t = are trivial since ∈ I c p (X, X). For the rest we follow the strategy of [ , Lemma . ] . Let t ∈ [ , ] and y ∈ Y and define
We claim that the following representation holds:
Indeed, by Lemma . the left-hand side is less than or equal to the right-hand side for any z ∈ Z t (X, y). Furthermore, choosing x = m we get an equality and thus showing the representation. Now note that the claim implies that t p− ϕ is thec p -transform of the function
It remains to show that for an arbitrary c p -concave function ϕ and t ∈ [ , ], the function t p− ϕ is
Finally, assuming the space is non-branching, e.g. a Riemannian or Finsler manifold, we want to show the well-known result that the optimal transport rays cannot intersect at intermediate times. The proof is easily adaptable to Orlicz-Wasserstein spaces and will give positivity of the Jacobian for the interpolation measures.
. Assume M is non-branching and μ and μ two measures in P p (M) and let π be an optimal transport plan between μ and μ . Then there is a subset U of M × M of π-measure such that whenever there are two geodesics i being a geodesic connecting the tuple (x i , y i ) ∈ U, i = , , then (t) = (t) for some t ∈ ( , ) implies (x , y ) = (x , y ).
Remark. Exactly the same results for the optimal transport plan with cost function L(d( ⋅ , ⋅ )). In particular, it holds for Orlicz-Wasserstein spaces using [ , Proposition . ] and c λ -cyclicity of the support where λ = w L (μ , μ ) (see appendix for definition of w L ).
Proof. According to [ , Theorem . ] 
this property is called c p -cyclically monotone (of order ) (see [ , Definition . ] ). Now assume for some (
Because U is c p -cyclically monotone, we see that the inequality actually must be an equality. Since p > , we
Because z is the common t : ( − t) fraction point and there are no branching geodesics, we must have x = x and y = y .
Interpolation in the smooth setting
In this section we will assume throughout that M is a C ∞ -Finsler manifold. We are going to show that the interpolation inequality can be proven along p-Wasserstein geodesics. From this inequality and a lower Ricci curvature bound, one can easily derive the curvature dimension condition as defined in the next section. Furthermore, it turns out to be equivalent to the lower Ricci curvature bound. As Ohta [ ] noted, in the Finsler setting one needs additional assumptions on the background measure to get a lower (weighted) Ricci curvature bound from the curvature dimension condition.
. Notation and technical ingredients
Let q be the Hölder conjugate of < p < ∞, i.e. q + p = or equivalently (p − )(q − ) = .
In order to get a nice description of the interpolation maps one defines the following q-gradient:
Also note that ∇ϕ = if and only if ∇ q ϕ = , and
In addition, we use the abbreviation Kdϕ = ∇ q ϕ (note that Ldϕ = ∇ϕ). This is indeed invertible, continuous from T * M → TM and C ∞ away from the zero section. Furthermore,
Remark. Note that K x can actually be seen as the Legendre transform from T * x M → T x M that associates to each cotangent vector α ∈ T * M the unique tangent vector
In order to show that optimal transport is almost everywhere away from the cut locus we need to the following result. Its proof is based on [ , Lemma . ] .
Proof. First recall that y is a cut point of x if either there are two minimal geodesics from x to y, or y is the first conjugate point along a unique geodesic η from x to y, i.e. there is a Jacobi field along η vanishing only at x and y (see [ , Corollary . . ] ). So let us first assume there are two distinct unit speed geodesics η, ζ : [ , d(x, y) ] → M from x to y and let v =ζ ( ) and w =η ( ). For fixed small ϵ > set y ϵ = η(d(x, y) − ϵ) then y ϵ ∉ Cut(x) ∪ {x} and using the first variation formula we get for t > ,
The term O(t ) is ensured by smoothness of ξ v and by the fact that x ̸ = y ϵ . We also get by Taylor formula
Combining these two facts with g w (v, w) < (η and ξ are distinct), we get
Next we will treat the case that y is the first conjugate point of x along a unique minimal geodesic η : [ , ] → M from x to y. By definition, there is a Jacobi field J along η vanishing only at x and y.
We define a variation σ :
By the definition of tangent curvature
where the last equality follows from the fact that σ = ξ J ϵ ( ) is a geodesic. Combining these we get
Furthermore, note by the first variations formula and the fact that σ is a geodesic
Letting ϵ tend to zero completes the proof.
. The Brenier-McCann-Ohta solution
The first step to prove the interpolation inequality is showing the existence of a transport map. d(x, y) ] → M be a minimal unit speed geodesic from x to y. Given ϵ > , set
and note that η| [ ,d(x,y) −ϵ] does not cross the cut locus of x. By the first variation formula, we have
In addition, note that
Lemma . . Let μ and μ be two probability measures on M. Then there exists a c p -concave function ϕ that solves the Monge-Kantorovich problem with cost function c p . Moreover, if μ is absolutely continuous, then the vector field ∇ q (−ϕ) is unique among such minimizers.
and ϕ c p ≥ ψ and ϕ c pc p ≥ ϕ. Now fix some x ∈ X and let {(ϕ n , ψ n )} n∈ℕ ⊂ Lip c p (X, Y) be a maximizing sequence of the Kantorovich problem. By the remark just stated, it is easy to see that also
is maximizing and in addition ϕ c pc p n is c p -concave. Since the sequence has uniform bound on the Lipschitz constant andφ n (x ) = , the sequence is precompact and thus we can assume without loss of generality that (φ n ) n∈ℕ converges to a Lipschitz function ϕ : X → ℝ. By similar arguments, we can also assume that (ψ n ) n∈ℕ converges to a function ψ : Y → ℝ. In addition, note that ϕ c p = ψ and that because eachφ i is c p -concave also ϕ is, in particular, a solution of the Monge-Kantorovich problem exists and each solution is a pair
It remains to show that this solution is unique:
and hence, by maximality, ϕ c p = (ϕ
. Thus, using Lemma . above and the absolute continuity of μ we see that
Theorem . . Let μ and μ be two probability measures on M and assume μ is absolutely continuous with respect to μ. Then there is a c p -concave function ϕ such that π = (Id × F) * μ is the unique optimal coupling of (μ , μ ), where F(x) = exp x (∇ q (−ϕ)). Moreover, F is the unique optimal transport map from μ to μ .
Remark. The proof follows line to line from [ , Theorem . ] . For convenience, we include the whole proof.
Proof. Let ϕ be given by the lemma above. Define F(x) = exp x (∇ q (−ϕ)) for all points where ϕ is di erentiable.
Since μ is absolutely continuous, F is well-defined and continuous on some Ω with μ (Ω) = , in particular, it is measurable. Now let h be a continuous function and put ψ ϵ = ϕ c p + ϵh for ϵ ∈ ℝ close to . Let x ∈ M be arbitrary; then we can find
Furthermore, whenever ϕ is di erentiable at x, then y ϵ converges to y = F(x). In addition, we have
and by maximality of (ϕ, ϕ c p ) we have
which implies that π ϕ is optimal. Conversely, if π is an optimal coupling of (μ , μ ), then
holds π-almost everywhere, therefore π(⋃ x∈M (x, F(x))) = which implies π = π ϕ . Corollary . . If μ is absolutely continuous and ϕ is c p -concave, then the map F(x) := exp x (∇ q (−ϕ)) is the unique optimal transport map from μ to F * μ .
Furthermore, we will see in Lemma . below that the interpolation measures are absolutely continuous if μ and F * μ are. Corollary . . If ϕ is c p -concave and μ is absolutely continuous, then the map F t (x) := exp x (∇ q (−t p− ϕ)) is the unique optimal transport map from μ to μ t = (F t ) * μ and t → μ t is a constant speed geodesic from μ to μ in P p (M).
Proof. We only need to show that w p (μ s , μ t ) ≤ |s − t|w p (μ , μ ).
Let π be the plan on Geo(M) = { : [ , ] → M | is a geodesic in M} given by μ , the map F and the unique geodesic connecting μ-almost every x ∈ M to a point F (x) (see e.g. [ , Theorem . ] and [ , Chapter ]), in particular, μ t = (F t ) * μ . Since (e s , e t ) * π is a plan between μ s and μ t for s, t ∈ [ , ], we have
. Almost semiconcavity of c p -concave functions
This subsection will be one of the main ingredients to show Theorem . Even though for general < p < ∞ we cannot show that every c p -concave function is semiconcave, we show that almost all points x of di erentiability of a c p -concave function ϕ with dϕ x ̸ = are twice di erentiable.
Instead of following the arguments in [ ] (which was done in the author's thesis), we give a new, shorter proof using star-shapedness of the c p -concave functions (Lemma . ).
For the proof, note the following: If the Finsler metric F is C ∞ , then the function d p y (z) = d(z, y) p is C ∞ in U y \{y} for some su ciently small neighborhood U y of y. This follows from smoothness of the exponential map exp y in V\{ } ⊂ T y M for some neighborhood V of x ∈ T x M, see [ , p. ] . In particular, for x ∈ U y \{y} we can choose a small neighborhood U ⊂ U y of x and an open set V ⊂ U y disjoint from U such that {d p y ὔ : U → ℝ} y ὔ ∈V are uniformly bounded in C . In particular, the functions are uniformly semiconcave in U . In addition, U y can be chosen to contain a ball B r min (y), where r min > can be chosen locally uniformly on M, in case M is compact even uniformly. Remark. Note that we only need C -bounds so that F only needs to be locally C . Also note that the same argument holds for any convex function of the distance which is smooth enough away from the origin. Furthermore, the theorem below holds for any c L -concave function if Lemma A. is used instead of Lemma . . 
Further, because y t ∈ V , we also have
Therefore, taking the ( − t), t convex combination of the first two inequality we obtain
This concludes the proof of the theorem.
. Volume distortion
In order to describe the interpolation density, one needs to have a proper definition of determinant of the di erential of the transport map. We follow Ohta's idea to describe the volume distortion as a proper replacement.
If 
.
Remark.
In the symmetric setting one has
Theorem . (Volume distortion for d , [ , Lemma . ] ). For two points x, y ∈ M with x ̸ = y and y ∉ Cut(x), let η : [ , ] → M be the unique minimal geodesic from x to y. For t ∈ 
Proof. The first equation follows from the fact that η(t) ) .
For the second part note that
Note that
and thus
which immediately implies dL = .
Interpolation inequality in the p-Wasserstein space
The following proposition is a generalization of [ , Theorem . ] to the case p ̸ = . The proof is up to some changes in notation and changes of powers the same as Ohta's. Proposition . . Let ϕ : M → ℝ be a c p -concave function and define F(z) := exp z (∇ q (−ϕ)(z)) at all point of di erentiability of ϕ. Fix some x ∈ M such that ϕ is twice di erentiable at x and dϕ x ̸ = . Then the following holds:
Proof. As ϕ is di erentiable at x, we have ∂ c p ϕ(x) = {y}. Hence for any vector v ∈ T x M with F(v) = and su ciently small t > , we have by c p -concavity of ϕ
where g y = c p ( ⋅ , y). Since ϕ is twice di erentiable at x, we have
and hence y is not a cut point of x (Lemma . ). Now the second statement follows immediately from the inequality above and the fact that y ∉ Cut(x)∪{x} implies that f y is C ∞ at x and ∇ q f y (x) = ∇ q (−ϕ)(x), i.e. h takes its minimum at x. The last part follows from the fact that dh x = implies
and thus the di erence d(d(−ϕ)) x − d(df) x makes sense. Putting x t = exp x tv for some v ∈ T x M and small t ≥ we can find u t ∈ T y M such that y t := exp y u t ∈ ∂ c p ϕ(x t ) and d(y, y t ) = F(u t ). In addition, we have
Moreover, we have exp ∘ K(d(f y ) x t ) ≡ y and thus d(exp
Note that, because d(d(−ϕ) x ) − d(df y ) contains only vertical terms (see also [ , proof of Theorem . ]), we regard it as living in T d(−ϕ) x (T * x M) and thus replace d(exp
The last part follows immediately by noticing that ϕ is twice di erentiable and thus y t = exp y u t with u t = dF x (tv) + o(t), where o(t) can be chosen uniformly in v.
Proposition . . Let μ and μ be absolutely continuous measures with respective densities f and f , and assume that there are open set U i with compact closure X =Ū and Y =Ū such that supp μ i ⊂ U i . Let ϕ be the unique c p -concave Kantorovich potential and define F(z) := exp z (∇ q (−ϕ)(z)). Then F is injective μ -almost everywhere, and for μ -almost every x ∈ M\Ω id the following hold:
Remark.
Defining dF x = Id for points x of di erentiability of ϕ with dϕ x = , we see that the second statement above holds μ -almost everywhere.
Proof. The proof follows without any change from [ , Theorem . ] , see also [ , Chapter ].
Theorem . . Let ϕ : M → ℝ be a c p -concave function and let x ∈ M be a point such that ϕ is twice di er
Then for any t ∈ ( , ),
The proof is based on the proof of [ , Proposition . ] .
Proof. Note first that
Combing this with Lemma . and Lemma . below we get similar to [ , Theorem . ]: Lemma . . Given two absolutely continuous measures μ i = ρ i μ on M, let ϕ be the unique c p -concave optimal Kantorovich potential.
. Then μ t = (F t ) * μ is absolutely continuous for any t ∈ [ , ].
Proof. By Lemma . the map F t is injective μ -almost everywhere. Let Ω id be the points x ∈ M of di erentiability of ϕ with dϕ x = . Then Proof. This follows directly from Lemma . .
Abstract curvature condition
In this section we define a curvature condition à la Lott- Villani-Sturm ([ , ] and [ , ] ) with respect to geodesics in P p (M) with p ∈ ( , ∞). For simplicity, throughout this section, we assume that M is a proper geodesic space.
In the following we will use a rescaled distance W p = p p w p for P p (M), i.e. using d p instead of d p p as a cost function. However, the Kantorovich potentials will be still with respect to c p = d p p . This is out of convenience as the Hamilton-Jacobi equation does not require additional multiplication by p (cf. [ , equation ( . )]).
. Curvature dimension
In [ , ] (see also [ , Parts II-III]) McCann introduced the following set of real-valued functions.
to be convex on (−∞, ∞).
Example . . Note the following examples.
where ν = ρμ + μ s is the Lebesgue decomposition of ν with respect to μ. Remark. In the following we usually fix a metric measure space (M, d, μ) and drop the subscript μ from the functional U μ . In addition, we use U m , U α etc. to denote the functional generated by U m , U α , etc.
In [ , Section ] Lott and Villani defined for each K ∈ ℝ and N ∈ ( , ∞] the functions β t : M × M → ℝ ∪ {∞} and t ∈ [ , ] as follows:
if N < ∞ and K = ,
Note that β and α depend implicitly on an a priori chosen K and N which will be suppressed to keep the notation simple. Remark. In [ ] Bacher and Sturm defined a reduced curvature dimension condition with a di erent weight function σ t instead of β t . Because of the localization and tensorization property this weight function turned out to be powerful ([ , , -, , , ] ). Using the inequalities of the proof of Lemma . most of the things proven in [ ] will also hold for localized version CD * p (K, N).
Definition . ((strong) CD p (K, N) ). We say (M, d, μ) satisfies the strong CD p (K, N) condition if the following holds: Given two measures μ , μ ∈ P(M) with Lebesgue decomposition μ i = ρ i μ + μ i,s . Then there exists some optimal dynamical transference plan Π ∈ P(Geo) such that μ t = (e t ) * Π is a geodesic from μ to μ in P p (M) such that for all U ∈ DC N and t ∈ [ , ],
where π = (e , e ) * Π is the optimal transference plan of (μ , μ ) with respect to c p associated to Π. Furthermore, in case β s (
In addition, we say that the very strong CD p (K, N) condition holds if the inequality holds for all optimal dynamical transference plans (and thus all geodesics).
Note that this definition is Lott- Villani's [ , Defnition . ] by just requiring the geodesic t → μ t to be in P p (M) instead of P (M). And, in case both μ i are absolutely continuous, it has the following form:
An immediate consequence of the curvature condition is the following: Lemma . . Assume (M, d, μ) satisfies the strong CD p (K, N) and μ and μ are absolutely continuous. If t → μ t satisfies the functional inequality, then μ t is absolutely continuous.
Proof. The proof follows from [ , Theorem . ] (see also [ , Theorem . ] ) by noting that [ , Lemma . ] does not need μ i to be in P ac (M).
Furthermore, we will also define a variant of Sturm's curvature condition [ , ] : Definition . ((weak) CD p (K, N) ). We say (M, d, μ) satisfies the weak CD p (K, N) condition if for N ∈ ( , ∞) the above inequality holds only for the functionals generated by
In case N ὔ = ∞ the functional U ∞ is generated by U ∞ (r) = r log r and has to be K-convex along a geodesic t → μ t in P p (M), i.e.
The following follows immediately from Theorem . by similar statements to the case CD (K, N) (see e.g. [ , ] ). Corollary . . Any n-dimensional Finsler manifold with N-Ricci curvature bounded from below by K and N ≥ n satisfies the very strong CD p (K, N) condition for all p ∈ ( , ∞).
Note¹ that in contrast to the case p = the strong CD p (K, ∞)-condition does not imply the weak one. Indeed, the strong CD p (K, ∞)-condition [ , Lemma . ] only gives
where π opt is the d p -optimal coupling between μ and μ . However, using Hölder inequality we get for p > ,
We thank Shin-ichi Ohta for making this remark on an early version of the paper. and for p < ,
Thus we get K ὔ -convexity for some K ὔ depending only on p and K follows if either λ(U) > and p < or λ(U) < and p > .
In the negatively curved case with bounded diameter one can also do the following: the function
is convex and non-increasing. This means, if we take some β ὔ t ( ⋅ , ⋅ ) ≤ β t ( ⋅ , ⋅ ) , then we still have
assuming μ and μ are absolutely continuous. Now choose for r < and D r = (diam M) −r then
and define the function β ὔ t (x, y) = e D r K( −t )d r (x,y) .
If K < , then obviously β ὔ t ≤ β t and the interpolation inequality above holds. As above we conclude that the functional is K ὔ -convex for some K ὔ depending on D r K and p > r. In [ ] Ohta defined a general curvature dimension of Hamiltonians in the spirit of the Bochner inequality, resp. Bakry-Émery condition. If we assume Ric F
is the dual norm of F and H(α) = h(F * (α)) is the Hamiltonian on T * M (see [ ] for precise definitions). In case h(r) = r q /q a formal calculation shows
In combination with the metric Brenier theorem (Proposition . ) one gets the term ∫ d (x, y)π opt (x, y) in the convexity inequality, i.e. the situation exactly matches the situation above.
From this point of view it might be possible to show (at least for compact setting) that the CD p (K, N) theory developed here is equivalent to a (non-linear) p-version of the Bochner inequality, resp. Bakry-Émery condition.
. Positive curvature and global Poincaré inequality
In this subsection we will show a Poincaré inequality for positively curved spaces first proven by Lott and Villani in [ ] for the case p = .
For that fix a metric measure space (M, d, μ) and let q be the Hölder conjugate of p. Then for a given U ∈ C (ℝ) we define the q-Fisher information (associated to (U, μ))
where ν is an absolutely continuous measure with respect to μ.
In case CD p (K, N) holds for K > and N ∈ ( , ∞) the following directly follows from [ , Theorem . ] without changing the proofs. Lemma . . Let (M, d, μ) be a metric measure space satisfying CD p (K, N) for K > and N ∈ ( , ∞). Then for any Lipschitz function f on M with ∫ fdμ = it holds
However in case N = ∞ we need to adjust the proof using the Lemma below.
Lemma . . Let (M, d, μ) be a compact geodesic metric measure space with μ(M) = and let U be a continuous convex function on [ , ∞) with U( ) = . Let ν ∈ P p (M) and assume t → μ t is a geodesic in P p (M) from μ = ν to μ = μ such that the functional U (associated to (U, μ)) is K convex along μ t , i.e.
If U is C -regular on ( , ∞), ν = ρμ for some positive Lipschitz function ρ on M with U(ν) < ∞ and μ t is absolutely continuous for each t ∈ [ , ], then
Proof. The proof follows from [ , Proposition . ] by making some minor adjustments. We will include the whole proof, since it can also be used to generalize [ , Theorem . ] (note that U with U ∈ DC N is not necessarily K-convex).
The first part follows directly from the K-convexity: Let ϕ(t) = U(μ t ); then
If the inequality does not hold, then ϕ( ) − ϕ( ) < K W p (ν, μ) and hence
which implies that ϕ(t) − ϕ( ) is negative for t close to . But this contradicts [ , Lemma . ], i.e. U(μ) ≥ U(ν) = U( ). Therefore, the first inequality holds.
To prove the second part, let ρ t be the density of μ t . Then ϕ(t) = ∫ U(ρ t ) dμ and from the above we have
So to prove the second inequality we just need to show
Since U is convex, we have
Integrating with respect to μ and dividing by −t < we get
where Π is the optimal transference plan in P(Geo) associated to t → μ t . Since U ὔ is non-decreasing and d( t , ) = td( , ), we obtain
Applying the Hölder inequality we get
where the second factor is just W p (ν, μ). Taking continuity of ρ and the definition of |D − ρ | into account we conclude as in the proof of [ , Proposition . ] that the first factor equals q U ὔὔ (ρ ) q |D − ρ | q dν = q I q (ν).
Corollary . . Assume (M, d, μ) is a compact metric measure space with μ(M) = and that the (weak)
CD p (K, ∞) condition holds for K > and some N ∈ [ , ∞]. Then for all ν ∈ P p (M),
If ν is absolutely continuous with positive Lipschitz density ρ, then
Proof. Just note that if U ∞ is K-convex along a geodesic t → μ t between absolutely continuous measures, then each μ t is absolutely continuous.
Note that in this case
Similar to [ , Section . ] we will show that the ( , q)-log-Sobolev inequality
implies a global ( , q)-Poincaré inequality. Note that the ( , q)-log-Sobolev inequality is di erent from the one defined in [ ].
Corollary . . Assume for K > and all positive Lipschitz functions
Then the ( , q)-Poincaré inequality holds with factor independent of q, i.e.
(h −h ) dμ ≤ K |D − h| q dμ q for h ∈ Lip(M). In particular, this holds if (M, d, μ) satisfies the weak CD p (K, ∞) condition.
Proof. We will first prove:
Proof of the claim. For any ϵ > let ρ ϵ = f q +ϵ +ϵ ; then from the previous corollary
By the chain rule we have
as ϵ → , which implies the claim. Combining this we get
Metric Brenier
Lemma . ([ , Theorem . ] ). Let (M, d, μ) be a metric measure space, let (μ n ) n∈ℕ be a sequence in P(M) and let μ ∈ P(M) be such that μ ≪ μ . Assume for some bounded closed set B ⊂ M with μ(B) < ∞ we have supp μ n ∪ supp μ ⊂ B, μ n converges weakly to μ and U N (μ n ) → U N (μ ) as n → ∞.
Then for every bounded Borel function f : B → ℝ it holds lim n→∞ f dμ n = f dμ.
Proposition . . Let (M, d, μ) be a metric measure space and let B be a bounded closed subset of M with μ(B) < ∞. Assume μ and μ are two probability measure in P p (M) such that μ ≪ μ and there is an optimal coupling π ∈ OptGeo p (μ , μ ) such that
and supp(μ t ) ⊂ B, where μ t = (e t ) * π. If ϕ is the associated Kantorovich potential of the pair (μ , μ ) and ϕ is Lipschitz on bounded subsets of X, then for everyπ ∈ OptGeo p (μ , μ ), d( , ) p = |D + ϕ|( ) qπ -a.e. .
Remark.
The proof follows by similar arguments as in [ , Theorem . ] and [ , Theorem . ] .
Proof. Let x ∈ M be arbitrary and choose any y ∈ ∂ c p ϕ(x), then for all z ∈ M,
Thus
where h : ℝ → ℝ is such that h (r) = o(r) as r → depending only on p > . Therefore, dividing by d(x, z) and letting z → x we see that
In particular, since for an arbitraryπ ∈ OptGeo p (μ , μ ) we have ∈ ∂ c p ϕ( ) forπ -almost every , we also have |D + ϕ|( ) ≤ d( , ) p− π -a.e. .
Note that q ⋅ (p − ) = p and thus |D + ϕ| q dμ ≤ W p p (μ , μ ).
So it su ces to show the opposite inequality. For that let π ∈ OptGeo(μ , μ ) be as in the hypothesis. Because ϕ is a Kantorovich potential we have for t ∈ ( , ], o(t) ).
Thus dividing by d( , t ) = td( , ) and integrating to the q-th power we get
Because ϕ is locally Lipschitz, |D + ϕ| is an upper gradient for ϕ, we also have (because q p = p− = q − )
Now our assumptions imply that |D + ϕ| q is a bounded Borel functions thus we can apply the previous lemma to get (see also [ , Theorem . ] )
In order to avoid the introduction of complicated notation, we just remark that one can also prove [ , Corollary . ] and show that the plan π above weakly q-represents ∇(−ϕ) (for definition see [ , Definition . ] ).
. Laplacian comparison
As an application to the metric Brenier theorem we get the following. Since we do not prove the theorem, we refer to [ ] for a precise definition of infinitesimal strictly convex spaces. Theorem . (Comparison estimates). Let K ∈ ℝ and N ∈ ( , ∞), and let (M, d, μ) be an infinitesimal strictly convex CD p (K, N)-space. If ϕ : X → ℝ is a c p -concave function, then ϕ ∈ D(∆ q ) and ∆ q ϕ ≤ Nσ K,N (|∇ϕ|
where ∆ q is the q-Laplacian, formally ∆ q ϕ = div μ (|∇ϕ| q− w ∇ϕ), and
c p -concavity of Busemann functions
In [ ] Gigli used, beside many other things, c -concavity of Busemann functions and linearity of the Laplacian to prove the splitting theorem for RCD(K, N)-spaces, i.e. CD(K, N)-spaces with a linear Laplacian. We will show that Busemann functions are c p -concave for any p ∈ ( , ∞), even more general they are c L -concave. In the non-linear setting and the case p = , Ohta [ ] used a comparison principle to show that Busemann functions on Finsler manifolds are harmonic. If such a principle holds in a more general non-linear setting and even for the case p ̸ = , one could also conclude harmonicity (resp. p-harmonicity) of Busemann functions. A function : [ , ∞) → M is called geodesic ray if for any T > the restriction to [ , T] is a minimal geodesic. Furthermore, we will always assume that geodesic rays are parametrized by arc length. We can define the Busemann function b associated to by
Note that the function t → b t (x) is non-increasing. Lemma . . Let (M, d) be a geodesic space and let b be the Busemann function associated to some geodesic ray : [ , ∞) → X. Then b is c p -concave.
Furthermore, for allx ∈ M and t ≥ t x such that d(x, t ) ≥ r we get
where we used Young's inequality to get the last inequality. Therefore,
A Curvature conditions using Orlicz-Wasserstein spaces
In this appendix we show that the interpolation inequality can be proven also for Orlicz-Wasserstein spaces using similar arguments. Before that we will define and investigate Orlicz-Wasserstein spaces. The main difference between a general convex and increasing function L and a homogeneous function is that there is no well-defined dual problem. However, one can use a c L -concave function and the geodesic structure to determine the interpolation potentials. We denote by c L the cost function given by c L (x, y) = L (d(x, y) ) and as an abbreviation c λ = c L λ . The c L -transform of a function ϕ :
A. Orlicz-Wasserstein spaces
and similarly thec L -transform. According to Sturm [ , Proposition . ] , w L is a complete metric on
where x is some fixed point.
Even though the following lemma is not needed, it makes many proofs below easier. Lemma A. ([ , Proposition . ] ). For every μ i ∈ P L (M) there is an optimal coupling π opt of (μ , μ ) such that
Actually, the lemma shows that the whole theory of Kantorovich potentials will depend on the distance. Furthermore, the c L -concave functions are not necessarily star-shaped. Nevertheless, we will show that P L (M) is a geodesic space if and only if M is and that a similar property to the star-shapedness holds.
Proposition A. . Let Φ be a convex increasing function with Φ( ) = . Then
Remark. This just uses Sturm's idea to show the same inequality for Luxemburg norm of Orlicz spaces.
Compare this also to [ , Remark . ] .
Proof. This follows easily from Jensen's inequality. Let μ , μ be two measures and λ > and π be a coupling such that ∫(Φ ∘ L) λ (d(x, y) 
Since Φ( ) ≤ and Φ is increasing, we see that
If μ n , μ ∞ ∈ P L (M) and μ n converges weakly to μ ∞ , then
Remark. This generalizes [ , Theorem . ] . The other equivalences in Villani's theorem can be proven similarly. However, only the stated condition is needed below.
Proof. Fix some x ∈ M. It is not di cult to see that for any λ > and any μ ὔ ∈ P L (M),
First assume w L (μ n , μ ∞ ) → and let π n be the optimal plans with l n = w L (μ n , μ ∞ ) and L l n (d(x, y) ) dπ n (x, y) = .
For n large, for any λ > choose a sequence r n ≤ such that l n = r n λ. Then using the triangle inequality and convexity of L we get
≤ r n L r n λ (d(x, y) ) dπ n (x, y) + ( − r n ) L ( −r n )λ (d(y, x )) dπ n (x, y)
Now assume that lim
for any < λ < λ and μ n converges weakly to μ ∞ . This bound ensures that μ ∞ is in P L (M). Take any λ > and an optimal coupling π n of (μ n , μ ∞ ) with respect to L λ . For R > and A ∧ B = min{A, B} we have
and thus by convexity of L and L( ) = L λ (d(x, y) 
Thus integrating over π n we get
We first take the lim sup with n → ∞ and then R → ∞ and conclude that the last two terms converges to zero by our assumption and since L λ (d(x, y) ∧ R) is a bounded continuous function and π n converges weakly to the trivial coupling (Id × id) * μ ∞ , the first term converges to zero as well. In particular, for n ≥ N(λ) we have
Since λ was arbitrary, we conclude w L (μ n , μ ∞ ) → . Proposition A. . Assume M is a proper metric space and Φ is convex, increasing, Φ( ) = and r Φ(r) → as r → ∞. In addition, assume for all λ > ,
Suppose A is closed subset of P L (M) such that wL is bounded, whereL = Φ ∘ L. Then A is precompact in P L (M).
Remark. Compare this to [ , Theorem ] for the case L(t) = t p , Φ(t) = t r for p ≥ and r > .
Proof. It su ces to show that each wL-ball is compact in P L (M). So for some r > and μ ∈ PL(M) ⊂ P L (M)
and let (μ n ) n∈ℕ be a sequence inB. Then there are (optimal) couplings π n such that L r (d(x, y) ) dπ n (x, y) ≤ .
Using the proposition above, we see
Because of the stability of optimal couplings and lower semicontinuity of the cost [ , Theorem . , Lemma . ], we only need to show that (μ n ) n∈ℕ is weakly precompact and lim R→∞ lim sup
i.e. it is precompact in P L (M) by the lemma above.
SinceB is bounded with respect to wL, we can assume that for some R > , wL(μ n , δ x ) ≤ λ for some λ > . For cλ = λ and c ∈ ( , ) we have
for some C > depending only on λ , c and L. Hence by the fact that L(R),
In order to show weak precompactness notice that L(R) ≥ for R ≥ r = r (L) implies tightness, which is equivalent to precompactness by the classical Prokhorov theorem. Indeed, B R (x ) is compact and for r ≤ R → ∞,
→ uniformly in n. Proposition A. . Assume M is a geodesic space. Let π opt be the optimal coupling of (μ , μ ). Then there is a Π supported on the geodesics such that
Furthermore, let μ t = (e t ) * Π. Then w L (μ s , μ t ) = |s − t|w L (μ , μ ).
In particular, P L (M) is a geodesic space.
Proof. The first part follows from using the measurable selection theorem for (x, y) → { : [ , ] → M | is a geodesic from x to y} similar to [ ] in case of p-Wasserstein spaces.
For the second part note for λ
Hence w L (μ t , μ s ) ≤ |s − t|λ min .
So t → μ t is absolutely continuous in P L (M) and |μ t | ≤ λ min . But we also have
Therefore, |μ t | = λ min and
It is also possible to define a dual problem by sup λ > : sup
However, we will not go into this dual problem and directly deal with the c λ -transform whenever Kantorovich potentials are needed. Main "problem": the restriction property does not hold for w L and many results depend on (the number) w L (μ , μ ).
The following inequality will help to show that c L -concave functionals enjoy a similar property to starshapedness. It will also show that the Jacobians of the interpolation measures are positive semidefinite. Lemma A. . If x, y ∈ M and z ∈ Z t (x, y) for some t ∈ [ , ] , then for all m ∈ M, t − L(d(m, y) ) ≤ L t (d(m, z) ) + t − ( − t)L (d(x, y) ).
Furthermore, choosing x = m, this becomes an equality.
Remark. This extends Lemma . .
Proof.
Since L is convex and increasing, d(x, y) ).
Dividing by t we get the inequality, and choosing x = m we see that all inequalities are actually equalities. Proof. Using Lemma . above for t ∈ ( , ) we have for z = η t ∈ Z t (x, y),
Lemma A. . Let X, Y be compact subsets of M and let t ∈ ( , ]. If ϕ ∈ I c L (X, Y), then t − ϕ ∈ I c t (X, Z t (X, Y)).
Proof. For t = there is nothing to prove. For the rest we follow the strategy of [ , Lemma . ] .
Set L y (x) := L (d(x, y) ), let t ∈ ( , ] and y ∈ Y, and define ϕ(x) := c L (x, y) = L y (x). We claim that the following representation holds:
Indeed, by Lemma A. the left-hand side is less than or equal to the right-hand side for any z ∈ Z t (X, y). Furthermore, choosing x = m we get an equality and thus showing the representation. Now note that the claim implies that t − ϕ is thec t -transform of the function
and therefore t − ϕ is c t -concave relative to (X, Z t (X, y) ). Since Y) ). It remains to show that for an arbitrary c L -concave function ϕ and t ∈ ( , ] the function t − ϕ is c t -concave relative to (X, Z t (X, Y)). Since ϕ = ϕ c Lc L , we have (d(x, y) ) − t − ϕ c L (y).
But each function
is c t -concave relative to (X, Z t (X, Y)) and ϕ is proper, thus also the infimum is c t -concave relative to (X, Z t (X, Y)), i.e. t − ϕ ∈ I c t (X, Z t (X, Y)).
A. Orlicz-Wasserstein spaces on Finsler manifolds A. . Technical ingredients
For simplicity, assume throughout the section that L is smooth away from .
For L x := L (d(x, ⋅ ) ) and x ̸ = y, ∇L x (y) = l (d(x, y) )∇d x (y).
Define
Note that for v ∈ T x M with |v| = and r ≥ ,
We also use the abbreviation
It is easy to see that under our assumptions that ϕ → ∇ L ϕ is continuous and (as) smooth (as L) wherever ∇ϕ(x) ̸ = .
Similar to the c p -case, we will use the abbreviation K L x dϕ x (resp. K λ x dϕ x ) for ∇ L ϕ(x) (resp. ∇ λ ϕ(x)). As mentioned above, this can also be seen as a Legendre transform from T * M to TM. Lemma A. (Cut locus characterization). If y ̸ = x is a cut point of x, then f(z) := L (d(z, y) ) satisfies
Proof. The proof follows in the same fashion as Lemma . . We will show the necessary adjustments.
As above, let us first assume there are two distinct unit speed geodesics η, ζ : [ , d(x, y) ] → M from x to y and let v =ζ ( ) and w =η ( ). For fixed small ϵ > set y ϵ := η(d(x, y) − ϵ). Then y ϵ ∉ Cut(x) ∪ {x} and using the first variation formula we get for t > ,
The term O(t ) is ensured by smoothness of ξ v and by the facts that x ̸ = y ϵ and that L (d( ⋅ , ⋅ ) ) is bounded in a neighborhood of (x, y). We also get by the Taylor formula
For the conjugate point case, we use the same construction and notation as in the proof of Lemma . . Note that
Using the fact that f(ξ v (ϵs)) ≤ L(L(σ s )) we obtain
Letting ϵ tend to zero completes the proof. 
Moreover, the curve η(t) := exp x (t∇ L (−ϕ)(x)) is a unique minimal geodesic from x to exp x (∇ L (−ϕ)(x)).
Remark. See also [ , Theorem ] for the Riemannian case.
Proof. Let y ∈ ∂ c L ϕ(x) be arbitrary and define f(z) := c L (z, y) = L (d(z, y) ). By the definition of ∂ c L ϕ(x) we
Let η : [ , d(x, y) ] → M be a minimal unit speed geodesic from x to y. Given ϵ > , set y ϵ := η(d(x, y) − ϵ) and note that η| [ ,d(x, In addition, note that η(t) = exp x (t∇ L (−ϕ)(x)/d(x, y)) which is uniquely defined. Lemma A. . Let t → μ t be a geodesic between μ and μ , i.e. w L (μ , μ t ) = tλ. Then ϕ t = t − ϕ is a Kantorovich potential of (μ , μ t ) with respect to L tλ .
Proof. For x ̸ = y ∈ ∂ c λ ϕ (x) define x t := exp x (t∇ L (−ϕ)(x)). Since x t ∈ ∂ c tλ ϕ t (x), we have for t ∈ ( , ],
Since t − ϕ is c t -concave and t − ϕ(x ) = , uniqueness implies ϕ t = t − ϕ. Remark. Note that this agrees with the cases L(r) = r p /p: Assume for simplicity that w p (μ , μ ) = . Then ϕ L = ϕ c p and L t = t −p d p /p. Hence Thus up to a factor the interpolation potentials are the same (recall that t p− ϕ gives the potential of (μ , μ t ) with respect to c p ).
The next results follow using exactly the same arguments as for c p .
Lemma A. . Let μ and μ be two probability measures on M. Then there exists a c L -concave function ϕ that solves the Monge-Kantorovich problem with respect to L. Moreover, if μ is absolutely continuous, then the vector field ∇ L (−ϕ) is unique among such minimizers.
Remark. At this point we do not work with P L (M) directly. However, all statements make sense also for L λ and any λ > and we will see later that Lemma A. can be used to show that the interpolation inequality in Theorem A. is actually an interpolation inequality with respect to the geodesic t → μ t in P L (M) if the function L λ is used with λ = w L (μ , μ ). Theorem A. . Let μ and μ be two probability measures on M and assume μ is absolutely continuous with respect to μ. Then there is a c L -concave function ϕ such that π = (Id × F) * μ is the unique optimal coupling of (μ , μ ) with respect to L, where F(x) := exp x (∇ L (−ϕ)). Moreover, F is the unique optimal transport map from μ to μ .
Corollary A. . If ϕ is c L -concave and μ is absolutely continuous, then the map F(x) := exp x (∇ L (−ϕ)) is the unique optimal transport map from μ to F * μ with respect to the cost function c L (x, y) = L (d(x, y) ).
Corollary A. . Assume μ is absolutely continuous and ϕ is c λ -concave with λ = w L (μ , (F ) * μ ), where F t (x) := exp x (∇ tλ (−t − ϕ)). Then F t is the unique optimal transport map from μ to μ t = (F t ) * μ with respect to L λ and t → μ t is a constant speed geodesic from μ to μ in P L (M).
Remark. We will see in Lemma A. below that the interpolation measures are absolutely continuous if μ and (F) t * μ are.
Proof. We only need to show that w L (μ s , μ t ) ≤ |s − t|w L (μ , μ ).
Let π be the plan on Geo(M) = { : [ , ] → M | is a geodesic in M} given by μ , the map F and the unique geodesic connecting μ-almost every x ∈ M to a point F (x) (existence follows from [ , proof of Proposition . ], see also [ , Chapter ]); in particular, μ t = (F t ) * μ . We also have L d( , λ dπ( ) = for λ = w L (μ , μ ) by definition w L . Since (e s , e t ) * π is a plan between μ s and μ t for s, t ∈ [ , ], we have Therefore, w L (μ s , μ t ) ≤ |t − s|λ.
A. . Almost semiconcavity of Orlicz-concave functions
The proof of almost semiconcavity of c L -concave functions follows along the lines of the proof of Theorem . by noticing that ϕ s = s − ϕ will be c s -concave instead of c L -concave, i.e. the type of concavity changes since the "distance changes". Theorem A. . Let ϕ be a c L -concave function. Let Ω id be the points x ∈ M where ϕ is di erentiable and dϕ x = , or equivalently ∂ c L ϕ(x) = {x}. Then ϕ is locally semiconcave on an open subset U ⊂ M\Ω id of full measure (relative to M\Ω id ). In particular, it is twice di erentiable almost everywhere in U.
A. Proof of the interpolation inequality in the Orlicz case
Theorem A. (Volume distortion for L). Let x ̸ = y with y ∉ Cut(x) and let η be the unique minimal geodesic from x to y. For t ∈ ( , ] define f t (z) := −L t (d(z, η(t) ). Then we have
Because D is concave, we get
Combing this with Lemma . (see the remark after that lemma) and Lemma A. below we get similar to Lemma . and [ , Theorem . ]: Lemma A. . Given two absolutely continuous measures μ i = ρ i μ on M, let ϕ be the unique c λ -concave optimal Kantorovich potential with λ = w L (μ , μ ). Define F t (x) := exp x (∇ tλ (−t − ϕ)) for t ∈ ( , ]. Then μ t = ρ t dμ is absolutely continuous for any t ∈ [ , ].
Proof. By Lemma . the map F t is injective μ -almost everywhere. Let Ω id be the points x ∈ M of di erentiability of ϕ with dϕ x = . Then
By Theorem A. the potential ϕ is twice di erentiable in a subset Ω ⊂ M\Ω id of full measure. In addition, D[d(F ) x ] > for all x ∈ Ω (see Proposition A. ) and F t is continuous in Ω for any t ∈ [ , ]. The map d(F t ) x : T x M → T F t (x) M is defined in Proposition A. as
where f t (z) := −c tλ (z, F t (x)) for t ∈ ( , ]. Also note that for x ∈ Ω, Proof. This follows directly from Lemma A. .
Using this interpolation inequality, one can show that a curvature dimension condition CD L (K, N) holds on any n-dimensional (n < N) Finsler manifold M with (weighted) Ricci curvature bounded from below by K. The condition CD L (K, N) is nothing but a convexity property of functionals in DC N along geodesics in P L (M). Most geometric properties (Brunn-Minkowski, Bishop-Gromov, local Poincaré and doubling) also hold under such a condition. However, the lack of an "easy-to-understand" dual theory makes it di cult to prove statements involving (weak) upper gradients. Corollary A. . Any n-dimensional Finsler manifold with N-Ricci curvature bounded from below by K and N > n satisfies the very strong CD L (K, N) condition for any strictly convex, increasing functional L : [ , ∞) → [ , ∞) which is smooth away from zero.
