A general framework for parameterized proof complexity was introduced by Dantchev et al. [2007]. There, the authors show important results on tree-like Parameterized Resolution-a parameterized version of classical Resolution-and their gap complexity theorem implies lower bounds for that system.
INTRODUCTION
Recently, Dantchev et al. [2007] introduced the framework of parameterized proof complexity, an extension of the proof complexity approach of Cook and Reckhow [1979] to parameterized complexity. One motivation for this is the quest for efficient algorithms Dantchev et al. [2007] prove an extension of Riis' gap theorem [Riis 2001 ] and obtain a model theoretic classification for the complexity of tree-like Parameterized Resolution refutations for parameterized contradictions originating as propositional encodings of first-order formulas. In particular, their main result implies that tree-like Parameterized Resolution is not fpt-bounded. A similar question for dag-like Parameterized Resolution was left open in Dantchev et al. [2007] . More specifically, they asked if (the parameterized version of) the pigeonhole principle is hard for dag-like Parameterized Resolution.
Our Contributions
We answer this question by proving that PHP n+1 n requires proofs of size n (k) not only in Parameterized Resolution but in the much stronger system of bounded-depth Frege. Our result is in sharp contrast with Dantchev et al. [2007, Proposition 17 ] that gives efficient proofs of PHP n+1 n in Parameterized Resolution using a more sophisticated encoding with auxiliary variables. We discuss these augmented proof systems in the final Section 5.
As our second contribution, we investigate classes of parameterized contradictions that have short refutations in tree-like Parameterized Resolution. The notion of kernelization plays an important role in the theory of parameterized complexity to design fpt-algorithms. Here we propose a notion of core for parameterized proof complexity: the core of a parameterized contradiction (F, k) is a subset of clauses F ⊆ F whose size is bounded by a function of k only, and such that (F , k) is still a parameterized contradiction. We observe that if a formula has a core, then it can be efficiently refuted in tree-like Parameterized Resolution with a refutation of size independent of the size of F. As an immediate consequence, several examples of formulas hard for tree-like Resolution are instead efficiently refutable in the parameterized case: pebbling contradictions, linear ordering principles, graph pigeonhole principles, and colorability principles. But sometimes a core of a formula is not explicit or immediate to find. In Theorem 4.2 we prove that contradictions of bounded width have a core and thus very efficient tree-like Parameterized Resolution refutations.
Is the existence of a core a necessary condition for a parameterized contradiction to have an fpt-bounded refutation in tree-like Parameterized Resolution? A trivial counterexample to this conjecture is made by the CNF (x 1 ∨ x 2 ∨· · ·∨x n )∧¬x 1 ∧ · · ·∧¬x n , but this is a bit of a cheating since the CNF itself has a poly-size tree-like refutation. We include a much more interesting example (Proposition 4.5) of a parameterized contradiction, a version of the linear ordering principle, that has fpt-refutations in tree-like Parameterized Resolution without having a core.
Techniques and Proof Methods
Our lower bound for the pigeonhole principle is a rather simple application of the method of random restrictions introduced in proof complexity by Haken [1985] in his seminal paper. But our choice of parameters is totally different and allows us to kill with the restriction any small prescribed set of parameterized axioms. While the technique is routine, it nonetheless seems to be its first application in the context of parameterized complexity, be it computational or proof complexity.
Gao [2009] suggested to use a standard DPLL algorithm to find refutations of certain random parameterized d-CNFs. Here we prove that bounded width CNFs have a core and hence are efficiently refutable in tree-like Parameterized Resolution (Theorem 4.2). The core of our argument is the interpretation of a classical parameterized algorithm for vertex cover as a DPLL procedure. This results in a very simple algorithm. 
Organization of the Article
The remaining part of the article is organized as follows. Section 2 contains all preliminary notions and definitions concerning fixed-parameter tractability, parameterized proof systems, and Parameterized Resolution. In Section 3, we show that Parameterized Bounded-depth Frege has no fpt-bounded refutations for the pigeonhole principle. Section 4 concentrates on upper bounds: we introduce the notion of a core and prove that parameterized contradictions of bounded width have efficient tree-like refutations. We also present a variant of the linear ordering principle that possesses an efficient tree-like refutation but does not have a core. We conclude in Section 5 with a brief discussion, an outline of future directions and some open problems.
PARAMETERIZED PROOF COMPLEXITY

Fixed-Parameter Tractability
A parameterized language is a language L ⊆ * × N, where is a finite alphabet. For an instance (x, k), we call k the parameter of (x, k). A parameterized language L is fixed-parameter tractable if L has a deterministic decision algorithm running in time f (k)|x| O(1) for some computable function f . The class of all fixed-parameter tractable languages is denoted by FPT.
Besides FPT there is a wealth of complexity classes containing problems which are not believed to be fixed-parameter tractable. The most prominent classes lie in the weft hierarchy forming a chain
The classes of the weft hierarchy are usually defined as the closure of a canonical problem under fpt-reductions. For W[2] this canonical problem is WEIGHTED CNF SAT containing instances (F, k) with a propositional formula F in CNF and a parameter k ∈ N. WEIGHTED CNF SAT asks whether F has a satisfying assignment of weight exactly k, where the weight of an assignment α, denoted as w(α), is the number of variables that α assigns to 1. Instead of asking for an assignment α with w(α) = k we can also ask for α with w(α) ≤ k and still get the W[2]-complete problem BOUNDED CNF SAT (cf. Dantchev et al. [2007] Like in the classical duality between tautologies and satisfiability, the complement of BOUNDED CNF SAT is a complete problem for coW[2]: Definition 2.2 [Dantchev et al. 2007] . A parameterized contradiction is a pair (F, k) consisting of a propositional formula F, given as a CNF, and k ∈ N such that F has no satisfying assignment of weight ≤ k. We denote the set of all parameterized contradictions by PCon.
For an in-depth treatment of notions from parameterized complexity we refer to the monographs [Downey and Fellows 1999; Flum and Grohe 2006; Niedermeier 2006] .
Parameterized Proof Systems
We start with discussing the general definition of a parameterized proof system given by Dantchev et al. [2007] .
Definition 2.3 [Dantchev et al. 2007] . A parameterized proof system for a parameterized language L ⊆ * × N is a function P :
The purpose of the second argument in P remains a little bit unclear to us since all natural proof systems we can think of do not have this feature. Thus, we propose the following simplification. Definition 2.4. A proof system for a parameterized language L ⊆ * × N is a polynomial-time computable function P :
Now we would like to show that both versions are even formally equivalent in the sense that a parameterized language has a proof system in which all strings possess "short" proofs if and only if it has a parameterized proof system with this property. First we have to formalize the notion of "short". In the framework of Dantchev et al. [2007] it goes as follows.
Definition 2.5 [Dantchev et al. 2007] . A parameterized proof system P for a parameterized language L is fpt-bounded if there exist computable functions f and g such that every
Again, our analogue is simpler.
Recall that by the theorem of Cook and Reckhow [1979] , the class of all languages with polynomially bounded proof systems coincides with NP. To obtain a similar result in the parameterized world, we use the following parameterized version of NP.
Definition 2.7 [Flum and Grohe 2003] . The class para-NP contains all parameterized languages that can be decided by a nondeterministic Turing machine in time f (k)|x| O(1) for a computable function f . PROOF. For the implication 1 ⇒ 2, let P be an fpt-bounded proof system for L. Then, the system P defined by P (y, k) = P(y) is an fpt-bounded parameterized proof system for L.
For the implication 2 ⇒ 3, let P be an fpt-bounded parameterized proof system for L such that every (x, k) ∈ L has a P-proof (y, k ) with |y| ≤ f (k) p(|x|) and k ≤ g(k) for some computable functions f, g and some polynomial p. Let M be a Turing machine computing P in time h(k)q(n) with computable h and a polynomial q. Then L ∈ para-NP by the following algorithm: on input (x, k) we guess a proof (y, k ) with |y| ≤ f (k) p(|x|) and k ≤ g(k). Then, we verify that P(y, k ) = (x, k) in time h(k )q(|y|) which by the choice of (y, k ) yields an fpt running time. If the test is true, then we accept the input (x, k), otherwise, we reject.
For the implication 3 ⇒ 1, let L ∈ para-NP and let M be a nondeterministic Turing machine for L running in time f (k) p(n) where f is computable and p is a polynomial. Then, we define the following proof system P for L:
where (x 0 , k 0 ) ∈ L is some fixed instance. Clearly, P can be computed in polynomial time. Moreover, P is fpt-bounded as every
We remark that the resulting transformation of an fpt-bounded parameterized proof system into an fpt-bounded proof system for the same language is constructive.
Parameterized Versions of Ordinary Proof Systems
A literal is a propositional variable or a negated variable; a clause is a set of literals. The width of a clause is the number of its literals. A clause is interpreted as the disjunction of its literals and a set of clauses as the conjunction of the clauses. Hence clause sets correspond to formulas in CNF.
The system of Parameterized Resolution was introduced by Dantchev et al. [2007] . Parameterized Resolution is a refutation system for the set PCon of parameterized contradictions (cf. Definition 2.2). Given a set of clauses F in variables x 1 , . . . , x n with (F, k) ∈ PCon, a Parameterized Resolution refutation of (F, k) is a Resolution refutation of
Thus, in Parameterized Resolution, we have built-in access to all clauses of the form ¬x i 1 ∨ · · ·∨¬x i k+1 . We call these clauses parameterized axioms. All parameterized axioms are available in the system, but when measuring the size of a derivation we only count those which appear in the derivation. Note that Parameterized Resolution is actually a proof system for PCon in the sense of Definition 2.4, that is, verification proceeds in polynomial time. This definition allows the following straightforward generalization.
Definition 2.9. Let P : * → Con be an ordinary proof system for the language Con of all (ordinary) CNF contradictions. We define the parameterized version P of P by letting P(F, k, x) = (F, k) whenever P(x) is an arbitrary subset of the set of axioms (1). If P(x) does not have this form, P(F, k, x) outputs something trivial.
The only specific proof system we would like to comment on is tree-like Parameterized Resolution (as it will be needed in Section 4). As explained in Dantchev et al. [2007] , a tree-like Parameterized refutation of (F, k) can equivalently be described as a Boolean decision tree. A Boolean decision tree for (F, k) is a binary tree where inner nodes are labeled with variables from F and leafs are labeled with clauses from F or parameterized clauses ¬x i 1 ∨ · · · ∨ ¬x i k+1 . Each path in the tree corresponds to a partial assignment where a variable x gets value 0 or 1 according to whether the path branches left or right at the node labeled with x. The condition on the decision tree is that each path α must lead to a clause which is falsified by the assignment corresponding to α. Therefore, a Boolean decision tree solves the search problem for (F, k) which, given an assignment α, asks for a clause falsified by α. It is easy to verify that each tree-like Parameterized Resolution refutation of (F, k) yields a Boolean decision tree for (F, k) and vice-versa, where the size of the Resolution proof equals the number of nodes in the decision tree.
An embarrassing fact about Parameterized Proof Complexity (brought to our attention by an anonymous referee of a previous version of this article) is that, as defined in Definition 2.9, P is never bounded for some dull reasons.
Example 2.10. Let (F, k) be the parameterized contradiction in which F is the set of positive clauses {x 1,1 ∨ . . . ∨ x 1,n , . . . , x k+1,1 ∨ · · · ∨ x k+1,n }. Then in order to make this set even semantically invalid, one has to append to it all n k+1 parameterized axioms of the form ¬x 1,
Obviously, this is not the kind of phenomena we want to study (and not the kind of methods we want to develop) so we have to try to somehow isolate such pathological examples. One approach (borrowed from circuit complexity) would be simply to declare some parameterized contradictions "natural", "interesting" or "explicit" without giving precise definitions or even revealing exact reasons for this classification. Another possibility (that we adopt in this article) is to formally restrict the set of contradictions we are interested in. Definition 2.11. A parameterized contradiction (F, k) is strong if F itself is a contradiction. A proof system P for the set PCon is weakly fpt-bounded if there exists a computable function f such that every strong (F, k) ∈ PCon has a P-proof of size at most f (k)|F| O(1) .
One reason to introduce this restriction is that many "interesting" contradictions are strong. In fact, the only exception we are aware of (even if it is the one that inspired almost all material in Section 4) is the vertex cover problem.
On a more philosophical level, the concept of a strong parameterized contradiction intends to capture the idea that the new knowledge provided by parameterized axioms should be rather thought of as a helper or an additional feature made available to already existing DPLL algorithms rather than being the prime source of the validity of the statement.
Finally, we are not aware of any analogue of Example 2.10 for strong parameterized contradictions.
Yet another possibility to get rid of this example is to try to encode parameterized axioms in (1) in a more economical way (so that their number stays small), possibly using some auxiliary variables. For Parameterized Resolution, this possibility was discussed Note that d does not appear in the final bound at all (although it implicitly appears in the bound assumed in the "sufficiently large" premise).
PROOF. Choose uniformly at random a set I of n − √ n pigeons and match them with a set J of n− √ n uniformly chosen holes. Such partial matching f induces the following natural partial assignment of the variables of PHP n+1 n : x i, j = 1 whenever i ∈ I and f (i) = j, x i, j = 0 whenever i ∈ I and f (i) = j, x i, j = 0 whenever j ∈ J and there exist i = i such that f (i ) = j, and x i, j = otherwise.
We claim that with nonzero probability such partial assignment satisfies all parameterized axioms used in the refutation, as long as there are at most n k/5 of them. (Notice that we do not care if such assignment falsifies unused parameterized axioms.) Before proving this claim, we show how the theorem follows.
The refutation, restricted with such assignment, does not contain parameterized axioms anymore. Thus it is a classical F d -refutation for the restricted formula, which in turn is equivalent (up to a re-indexing of pigeons and holes) to PHP
. Such refutation must be of size at least 2 n c d [Krajíček et al. 1995; Pitassi et al. 1993 ] for some c d > 0, thus bigger than n k/5 if n is sufficiently large. This concludes the proof. The missing part is to show that the probabilistic choice of the partial matching realizes the desired properties with positive probability. Consider a parameterized axiom ¬x i 1 , j 1 ∨ . . . ∨ ¬x i k+1 , j k+1 . If there are two equal indexes j a and j b for a = b , then such axiom is just a weakening of a standard clause of the pigeonhole principle and does not need any special treatment.
We can now focus on a parameterized axiom in which exactly k + 1 holes are represented: the probability that such axiom fails to be satisfied is the probability that all x i l , j l are either true or unassigned for 1 ≤ l ≤ k + 1. Let J 0 = { j 1 , . . . , j k+1 } be the set of all holes represented in our axiom. The probability that the support J of our random restriction contains at most k/2 of them (and hence the complement to J that has size √ n contains at least k/2 of them) is bounded by
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And, conditioned by the event |J∩ J 0 | ≥ k/2, the probability that every hole j a ∈ J∩ J 0 is sent by the matching f to the right pigeon i a (so that x i a , j a is not set to 0) is at most (n − k/2) −k/2 . Thus, the overall probability that our random partial assignment does not satisfy an individual parameterized axiom is bounded by
for sufficiently large n. By the union bound, if our refutation has size ≤ n k/5 , then for at least one particular choice of f the corresponding assignment satisfies all parameterized axioms actually used in the refutation. As we already observed, this concludes the proof.
The same proof works for weaker versions of the pigeonhole principle, like functional or onto, and it works for nonconstant depth d up to (log log n) (cf. Pitassi et al. [1993, Corollary 11] ). If we consider Parameterized Resolution instead of parameterized bounded-depth Frege, our proof applies also to the pigeonhole principle with arbitrarily many pigeons. [Raz 2004; Razborov 2004] , which is asymptotically bigger than n k/5 . The rest of the proof is identical to that of Theorem 3.1, with the only difference that now the bound (2) becomes
It is remarkable that this lower bound does not depend on the number of pigeons. This contrasts with classical Resolution, where we have the following antimonotonicity: for n + 1 pigeons there is a lower bound of 2 (n) , as shown in Haken [1985] , while for the case of infinitely many pigeons 1 the smallest Resolution refutation has length between 2 ( 3 √ n) and 2
O(
√ n log n) (see Buss and Pitassi [1997] , Razborov et al. [2002] , Raz [2004], and Razborov [2004] ).
CORES AND SMALL REFUTATIONS
The notion of kernelization plays an important role in the theory of parameterized complexity. A kernelization for a parameterized language L is a polynomial-time procedure A :
It is clear that if a parameterized language admits a kernelization then it is fixedparameter tractable. The converse is also true for decidable languages (cf. Flum and Grohe [2006] ). For parameterized proof complexity, we suggest a similar notion of core for parameterized contradictions. Definition 4.1. A core for a set ⊆ PCon of parameterized contradictions is a mapping which maps every (F, k) ∈ to a subset F ⊆ F of clauses satisfying the following conditions:
(1) F contains at most f (k) variables and (2) (F , k) is a parameterized contradiction, where f is a computable function depending only on the mapping.
Note that we do not impose any a priori restrictions on the complexity of the mapping itself.
We will sometimes abuse terminology by saying that a set of clauses F ⊆ F is a core of F when it is clear from the context that F is a member of a family of parameterized contradictions and that F can be chosen for any k and any F in that family.
Clearly, any k + 1 positive clauses of width f (k) and with pairwise disjoint sets of variables make a core that we will call a trivial core (cf. Example 2.10). It is very easy to come up with many parameterized contradictions (pebbling contradictions, colorability, sparse pigeonhole principle etc.) that possess trivial cores.
The interesting questions here seem to be the following.
(1) Do there exist "natural" parameterized contradictions that possess only non-trivial cores? And do we have a "parameterized automatizability", that is, is it easy to find a core once we know that it exists? (2) Do there exist "natural" parameterized contradictions that, contrary to the situation in computational complexity, have fpt-bounded refutations despite the fact that they do not have any core at all?
In the following, we are trying to address both questions. For Question (1), our motivating example is the vertex cover problem. A vertex cover for a graph G is a set C ⊆ V(G) such that for any {u, v} ∈ E(G) either u ∈ C or v ∈ C or both. To determine whether G has a vertex cover of size at most k there is a well-known [Downey and Fellows 1999, Chapter 3] fixed parameter tractable algorithm (here the parameter is k). This algorithm is based on the following observation: if a vertex is not in C, then all its neighbors must be in C. The algorithm is a simple recursive procedure which focuses on an arbitrary vertex u, and on its neighbors v 1 , . . . , v l : if neither G \ {u} has a vertex cover of size k − 1 nor G \ {u, v 1 , . . . , v l } has a vertex cover of size k − l, then G has no vertex cover of size k. This is interpretable as a parameterized DPLL procedure on the 2-CNF F G = {u,v}∈E(G) (x u ∨ x v ) where x u indicates whether u ∈ C. The DPLL procedure fixes an arbitrary variable x u and branches on it. When x u = 1, then the DPLL algorithm proceeds with analyzing F G x u =1 which is equal to F G\{u} . When x u = 0, then x v 1 = 1, . . . , x v l = 1 by unit propagation. Thus, the DPLL proceeds on formula
If at any point the DPLL has more than k variables set to one, it stops and backtracks.
And now we establish a far-reaching generalization of this example.
THEOREM 4.2. If F is a CNF of width d and (F, k) is a parameterized contradiction, then (F, k) has a tree-like Parameterized Resolution refutation of size O(d k+1 ). Moreover, there is an algorithm that for any (F, k) either finds such tree-like refutation or finds a satisfying assignment for F of weight ≤ k. The algorithm runs in time O(|F|
PROOF. Assume (F, k) is a parameterized contradiction. We want to find a refutation for F with parameter k (i.e. , at most k variables can be set to true). We first consider a clause C = x 1 ∨ x 2 ∨ . . . ∨ x l where l ≤ d with all positive literals. Such clause exists because otherwise the full zero assignment would satisfy F.
By induction on k, we will prove that (F, k) has a parameterized tree-like refutation of size at most 2 · i − 1. By inspection of the proof, it is clear that the refutation can be computed by a simple procedure which at each step looks for a clause C with only positive literals, and builds a refutation of (F, k) recursively by: building l refutations of (F i , k − 1); turning them in l derivations (F, k) ¬x i ; and resolving against C. This procedure can be easily implemented in the claimed running time.
So far, we considered (F, k) to be a parameterized contradiction. If that is not the case, then the algorithm fails. It can fail in two ways: (a) it does not find a clause with only positive literals; (b) one of (F i , k − 1) is not a parameterized contradiction. The algorithm will output the full zero assignment in case (a) and {x i = 1} ∪ α in case (b), where α is an assignment witnessing (F i , k − 1) ∈ PCon. By induction, we can show that on input (F, k) this procedure returns a satisfying assignment of weight ≤ k.
A related result was obtained by Chen and Flum [2008, Theorem 12] The following corollary expresses some restricted form of automatizability (cf. also the discussion in Section 5).
COROLLARY 4.4. If ⊆ PCon has a core, then there exists an fpt-algorithm that on input (F, k) ∈ returns both a core and a refutation of (F, k).
PROOF. Let have a core of size f (k). Then the core only contains clauses of width ≤ f (k). On input (F, k), we run the algorithm of Theorem 4.2 on the CNF formula consisting of all clauses of F with width ≤ f (k). This yields a core together with its refutation.
The Linear Ordering Principle
Let us now turn to Question (2), that is whether the existence of a core is a necessary condition for a parameterized contradiction to have an fpt-bounded refutation in treelike Parameterized Resolution. A trivial counterexample to this conjecture is made by the CNF (x 1 ∨ x 2 ∨ · · · ∨ x n ) ∧ ¬x 1 ∧ · · · ∧ ¬x n . A more interesting example-a version of the linear ordering principle-is discussed here.
The linear ordering principle L O P claims that any linearly ordered set has a minimal element. Its propositional formulation can be described as follows. It has the variables (x i, j | i, j ∈ [n], i = j) with the intended meaning that x i, j is false if i precedes j in the ordering and is true if j precedes i. The axioms are given by: LOP:
Totality axioms provide a trivial core: take two disjoint sets A , B ⊆ [n], |A| = |B| = k+1. Then the totality axioms x i, j ∨ x j,i for i ∈ A, j ∈ B form a core over 2k+2 variables. Thus, this principle is not good for our purposes.
We, however, can modify it to the following version LOP * by restricting to the variables x i, j for i < j. In particular, the full true assignment represents the linear order (n, n − 1, n − 2, . . . , 2, 1) while the full false assignment represents (1, 2, . . . , n − 2, n − 1, n). This representation will help in the proof of Proposition 4.5. LOP * n is obtained by substituting in LOP n any occurrence of x j,i for j > i with ¬x i, j . In this way all totality and antisymmetry clauses vanish, and transitivity translates according to relative ranks of the involved indexes. Thus, we obtain the clauses
The alternative formulation LOP * does not have a core because all clauses of bounded width are satisfiable by the all zero assignment which represents a total order. Also, neither LOP n nor LOP * n have a poly-size tree-like resolution refutation (that can be seen, e.g., by inspecting the proof of Bonet and Galesi [2001] that established this in the absence of totality axioms). Nevertheless, LOP * admits fpt-bounded tree-like refutations. PROOF. The idea of the refutation is that for any total order either the least element is among 1, . . . , k + 1 or there is an element less than all of them. In the latter case, there are at least k+1 inversions with respect to the canonical order (i.e., k+1 variables are set to 1). In the language of decision trees the proof boils down to querying all the variables which deal with the first k + 1 elements, and then to compare any other element with the smallest among the first k + 1.
Let (LOP * n , k) be the given instance and assume, without loss of generality, that k ≤ n. We are going to derive LOP * k+1 from (LOP * n , k) in polynomial length. This concludes the proof of the theorem because LOP * k+1 has O(k 2 ) variables and consequently has a tree-like refutation of length 2 x i, j for any 1 ≤ i ≤ k + 1. Without loss of generality, we discuss the case i = 1, which requires simpler notation, the other k cases are analogous.
Our goal then is to derive 1< j≤k+1 x 1, j . For any l > k + 1 consider the following clauses: the first is an axiom of Parameterized Resolution, the others are transitivity axioms.
¬x 1,l ∨ ¬x 2,l ∨ . . . ∨ ¬x k+1,l (3) x 1,2 ∨ x 2,l ∨ ¬x 1,l (4) x 1,3 ∨ x 3,l ∨ ¬x 1,l (5) . . .
By applying Resolution between clause (3) and the transitivity clauses, we obtain x 1,2 ∨ x 1,3 ∨ · · · ∨ x 1,k+1 ∨ ¬x 1,l .
We just proved that if 1 is the least index among the first k + 1, then no index above k + 1 can be less than 1, otherwise there would be at least k + 1 true variables. The predecessor constraint for 1 contains the literal x 1,l for every l; thus applying Resolution between that and clause (7) for every l > k + 1 yields 1< j≤k+1 x 1, j . We obtained the predecessor axiom for index 1 in LOP * k+1 by a derivation of size O(kn). With k + 1 such deductions we obtain LOP * k+1 . As the whole refutation of LOP * n has length O(k 2 n) + 2 O(k 2 ) , it is fpt-bounded.
DISCUSSION AND OPEN PROBLEMS
Is the parameterized proof system P from Definition 2.9 the most natural way to define the parameterized analogue of P? The answer depends on the original proof system P, of course. The main (unspoken) reason why Dantchev et al. [2007] defined it in this way is simply because weak proof systems cannot directly talk about the weight of the input. Let us first discuss two familiar systems that are strong enough to overcome this limitation: Frege and Cutting Planes. The problem of getting super-polynomial lower bounds for the Frege proof system F is one of the biggest open problems in Logic and Theoretical Computer Science. Lower bounds for its parameterized version F seem even harder to achieve for strong contradictions (as we just add new axioms). A similar conclusion remains true if we combine all parameterized axioms into one (using, e.g., Buss [1987] ) but allow arbitrary parameterized contradictions, not necessarily strong.
The case of Cutting Planes (CP) is way more interesting. First of all, we do not seem to know lower bounds even for the "canonical" version CP:
Question 5.1. Is CP weakly fpt-bounded?
This, of course, is yet another reflection of the mysterious status of this proof system: the only known lower bounds for it are based on very indirect methods (interpolation, see Bonet et al. [1997] and Pudlák [1997] ) and no direct, combinatorial proof is currently known. And if we try to generalize the methods from Bonet et al. [1997] and Pudlák [1997] (at least in a straightforward way), then we immediately arrive at a
