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1 Introduction
Exceptional field theory is a framework that simultaneously makes manifest the duality
symmetries of M-theory and type IIB prior to toroidal compactification. The theory is
formulated on an extended generalized spacetime, with fields depending on coordinates
transforming in a fundamental representation of the duality group, subject to a ‘section
constraint’ or ‘strong constraint’ that effectively reduces the generalized spacetime to a
‘physical slice’. Extending the geometrical concepts of double field theory (DFT) [1–6],
exceptional field theory (EFT) was constructed in [7–12], based on important earlier work
in [13–30].
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While DFT encodes the fully doubled spacetime coordinates in an O(10, 10) vector,
the formulation of EFT is based on a split of the coordinates into ‘external’ and ‘inter-
nal’ directions and a corresponding decomposition of the tensor fields, as in Kaluza-Klein
compactifications. We stress, however, that this does not entail any truncation nor an
assumption on the topology of a background. After solving the section constraint, the co-
ordinate dependence of the fields is not further constrained, and therefore these theories still
encode, in particular, the complete D = 11 supergravity. Focusing on the ‘purely internal’
components of the metric and 3-form of D = 11 supergravity, it was shown in [21–27] how
to combine these fields into generalized metrics or vielbeins that are covariant tensors under
the corresponding duality group and how to construct actions for this subsector that are
invariant under suitably generalized gauge transformations. Going beyond this truncation,
the full EFT encodes also external and off-diagonal field components, as Kaluza-Klein vec-
tors, etc., which together with their on-shell dual fields play an important role in describing
the full dynamics in a duality covariant way. The appropriate mathematical framework is a
generalization of the so-called ‘tensor hierarchy’ developed in gauged supergravity [31, 32].
It provides a generalization of Yang-Mills theory in which the gauge algebra is not gov-
erned by proper Lie brackets. It is based on brackets that violate the Jacobi identity in a
certain ‘exact’ way. In order to construct gauge covariant curvatures for the gauge fields
it is then necessary to introduce higher p-form potentials in a hierarchical manner. So far,
EFTs with duality groups Ed(d) have been constructed explicitly for d = 6, 7, 8, in which
case the tensor hierarchy needed for constructing an action is rather short: it ends with
the 2-forms for d = 6, 7 and with 1-forms for d = 8.1 In this paper, we investigate the case
of a smaller duality groups Ed(d) (which reduce to classical Lie groups). This forces us to
go much higher in the hierarchy and provides therefore an opportunity to investigate the
geometrical structure of tensor hierarchies in EFT.
The smallest U-duality group is SL(2,R)×R+ appearing for reductions to D = 9, but
here we investigate the D = 8 case, for which the duality group is
G = SL(3,R)× SL(2,R) . (1.1)
(In the following we will usually mean the real continuous form of these groups, unless
indicated otherwise.) The EFT fields in this case depend on 8 external coordinates xµ and
extended internal coordinates YM , whereM,N, . . . = 1, . . . , 6 label the (3, 2) representation
of SL(3)×SL(2). The theory is thus defined in 8 + 6 = 14 dimensions, but all fields
are subject to a section constraint implying that they depend only on a subset of these
coordinates. Denoting fundamental SL(3) indices by i, j, . . . ,= 1, 2, 3 and fundamentla
SL(2) indices by α, β, . . . = 1, 2, the coordinates are YM = Y iα, with conjugate derivatives
∂M = ∂iα. The section constraint then reads
ǫijkǫαβ∂iα ⊗ ∂jβ = 0 , (1.2)
with the SL(3) and SL(2) invariant epsilon symbols ǫijk and ǫαβ , respectively. This con-
straint projects out the (3, 1) sub-representation in the tensor product (3, 2)⊗ (3, 2) given
1Moreover, for the O(d, d) group of DFT the tensor hierarchy ending with 2-forms is exact [30].
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by ∂iα⊗∂jβ. This means that quadratic derivatives as in (1.2), acting on arbitrary objects,
are consistently set to zero, in particular ǫijkǫαβ∂iαA∂jβB = 0 for any fields and gauge
parameters A,B. While somewhat unconventional, the use of fields depending on extended
coordinates subject to a section constraint in this way is well motivated by string theory:
in string field theory on toroidal backgrounds, the string field depends both on momentum
and winding coordinates, transforming covariantly under the T-duality group, subject to
the level-matching constraint. The section constraint above is a natural extension of this
constraint. In fact, the duality group G in (1.1) contains the subgroup
G ⊃ SL(2,R)× SL(2,R) ∼= SO(2, 2) , (1.3)
which is the T-duality group of string theory on a 2-torus. It is easy to see (and will be
displayed in the main text) that reducing the duality group accordingly by eliminating
the dependence on two of the six coordinates, the constraint (1.2) reduces to ∂˜ · ∂ = 0,
with momentum derivatives ∂ and winding derivatives ∂˜, which is the strong form of the
level-matching constraint for the massless string fields.
The SL(3)×SL(2) covariant section constraint (1.2) can be naturally solved in order to
obtain D = 11 supergravity. If we pick a particular SL(2) direction, say 1, the constraint
is solved by fields depending only on the three coordinates yi ≡ Y i1. This gives rise
to a theory with eleven coordinates (xµ, yi) that is on-shell fully equivalent to D = 11
supergravity. Intriguingly, as pointed out in [7] and in analogy to type II DFT [33, 34],
this constraint allows for a second, inequivalent solution. Picking now a particular SL(3)
direction, say 1, the constraint is also solved by fields depending only on the two coordinates
yα ≡ Y 1α. This leads to a theory in 10 = 8 + 2 dimensions that is on-shell equivalent to
type IIB supergravity. It has an unbroken SL(2) × SL(2) symmetry, whose first factor is
the S-duality group of type IIB and the second factor is the surviving subgroup of the
internal diffeomorphisms. In this sense the EFT unifies M-theory and type IIB, thereby
geometrizing the S-duality group of type IIB. It is thus tempting to interpret EFT as an
implementation of F-theory. We will comment on such an interpretation in the main text.
Summary of results: as the results of this paper are somewhat technical, for the
reader’s convenience we summarize here the main results and our notation. The general-
ized diffeomorphisms of the internal space (coordinatized by the six YM ) are infinitesimally
given by generalized Lie derivatives LΛ w.r.t. a parameter Λ
M (x, Y ), acting on a generic
SL(3)×SL(2) tensor V ,
δΛV = LΛV . (1.4)
The explicit action of LΛ will be given in section 2. Let us stress that generally V carries
a non-trivial density weight, denoted by λ(V ), entering the Lie derivative via the term
λ∂NΛ
NV . The crucial property of the generalized Lie derivative is that it preserves the
structure of the U-duality group. For instance, the internal (generalized) metric encodes a
fieldMij ∈ SL(3), satisfying detM = 1, which constraint is invariant under generalized Lie
derivatives forM carrying density weight zero. This is in contrast to conventional geometry,
where the determinant (the volume) necessarily enters as an independent degree of freedom.
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The Lie derivative is defined on arbitrary SL(3)×SL(2) representations, in such a way
that it is compatible with the natural algebraic tensor operations that relate different
representations. For instance, denoting the space of (3,2) tensors Amα with weight λ as
A(λ) and the corresponding space of (3,1) tensors Bm as B(λ), we can define
• : A(λ1)× A(λ2) → B(λ1 + λ2) : (A1 •A2)m ≡ ǫijmǫαβAiα1 Ajβ2 , (1.5)
and similarly for other representations. The Lie derivative then satisfies the Leibniz prop-
erty
LΛ(V •W ) = (LΛV ) •W + V • (LΛW ) , (1.6)
for arbitrary tensors V,W .
Most importantly, we will also develop a differential calculus that makes the construc-
tion of the tensor hierarchy feasible. Given a generalized tensor that transforms as (1.4),
in general its partial derivative will not transform covariantly (i.e. with the Lie derivative).
For tensors in specific representations and with specific density weights, however, there are
certain projections of the derivative that do transform covariantly. For instance, we define
a differential operator acting between the following spaces
∂̂ : B
(
1
3
)
−→ A
(
1
6
)
, (∂̂B)iα ≡ ǫijkǫαβ∂jβBk . (1.7)
We will prove that ∂̂B indeed transforms covariantly as a tensor of weight 16 . This proof
uses in an essential way the section constraint (1.2) and the precise weight of Bm. More
generally, we will define the action of ∂̂ on an entire chain of representation spaces with
definite weights, acting as
A
(
1
6
)
∂̂←− B
(
1
3
)
∂̂←− C
(
1
2
)
∂̂←− D
(
2
3
)
∂̂←− E
(
5
6
)
, (1.8)
where the definition of the additional tensor spaces will be given in section 2.3. Note that
the arrows indicate descending density weights: the action of ∂̂ decreases the weight by 16 .
A crucial property of ∂̂ is that it squares to zero,
∂̂ 2 ≡ ∂̂ ◦ ∂̂ = 0 , (1.9)
again as a consequence of the section constraint (1.2). An intriguing feature of this calculus
is that the generalized Lie derivative, acting on tensors in the above spaces, can be expressed
in terms of • and ∂̂ as follows
LΛV = Λ • ∂̂V + ∂̂(Λ • V ) , (1.10)
where the gauge parameter Λ takes values in A
(
1
6
)
. We will see that a gauge parameter
that is ∂̂ exact, i.e., Λ = ∂̂χ, is trivial in the sense that the corresponding Lie derivative
acts trivially on fields, L
∂̂χ
= 0. This is important because although the generalized Lie
derivatives close on fields satisfying the section constraint according to an antisymmetric
bracket (‘the E-bracket’),
[
LΛ1 ,LΛ2
]
= L[Λ1,Λ2]E , this bracket does not define a Lie algebra
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in that the Jacobi identity is violated. The non-vanishing ‘Jacobiator’, however, is ∂̂ exact:
for U, V,W ∈ A (16) one finds[[
U, V
]
E
,W
]
E
+ cycl. =
1
6
∂̂
([
U, V
]
E
•W + cycl.
)
. (1.11)
Hence the Jacobiator does not act on fields and so the symmetry variations δΛ do satisfy
the Jacobi identity, as it should be.
The striking similarity between the above calculus and the conventional Cartan calculus
of differential forms should be evident:2 The operator ∂̂ is the analogue of the differential d
acting (covariantly) on forms, which maps spaces ΛpT ∗ into Λp+1T ∗ (the form degree is the
analogue of the density weight) and also squares to zero, d2 = 0. It should be noted that
this property of d (as well as its covariance) are consequences of ∂[m ∂n] = 0 satisfied by
conventional partial derivatives acting on sufficiently smooth functions. Thus, ∂[m ∂n] = 0
is the analogue of the section constraint (1.2). The latter is much stronger, of course, in
that it is symmetric in the derivatives and hence needs to be imposed on products by hand.
Finally, the formula (1.10) is the analogue of Cartan’s ‘magic formula’ LΛ = iΛd + d iΛ,
with LΛ the conventional Lie derivative and iΛ the contraction of a form with the vector
Λ, which is the analogue of the action by Λ • .
With the above calculus the tensor hierarchy enters very naturally as follows. We
introduce gauge fields A(1) ∈ A (16), which are one-forms w.r.t. the external 8-dimensional
space, in order to define external covariant derivatives D ≡ d− LA(1) . These are covariant
under generalized Lie derivatives with parameters Λ = Λ(x, Y ). Next we define a covariant
2-form curvature F (2) ∈ A (16) for the gauge vectors,3
F (2) ≡ dA(1) −A(1) ∧E A(1) + ∂̂B(2) . (1.12)
Here we introduced a 2-form B(2) ∈ B (13), which is needed in order to make this curvature
gauge covariant. Indeed, the first part looks formally like the curvature of a Yang-Mills
connection, but since the underlying E-bracket leads to a non-vanishing Jacobiator (that is
∂̂ exact) we have to add the 2-form potential and assign to it suitable gauge transformations.
Moreover, there is an additional redundancy in the above definition, corresponding to the
new (one-form) gauge symmetry associated with B(2). This scheme can be continued,
defining next a curvature H(3) ∈ B (13) for B(2),
H(3) ≡ DB(2) − ω(3)CS(A) + ∂̂C(3) , (1.13)
with a newly introduced 3-form C(3) that according to (1.8) takes values in C
(
1
2
)
, and ω
(3)
CS
denotes the non-abelian Chern-Simons 3-form of A(1) (but based on the E-bracket rather
than the Lie bracket). These curvatures satisfy the non-trivial Bianchi identity
DF (2) = ∂̂H(3) . (1.14)
2‘Cartan calculus’ denotes the formalism in differential geometry with exterior derivative d, Lie
derivative LX and contraction operator iX , see http://planetmath.org/cartancalculus, which here all
have direct analogs.
3In the introduction we employ differential form notation in order not to clutter the equations. More
explicit formulas will be given in the main text. Here, for instance, A(1) ∧E A
(1) ≡ 1
2
[
Aµ, Aν
]
E
dxµ ∧ dxν .
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This identity determines the form of H(3) in (1.13), but only up to ∂̂ closed terms. Next
we may introduce curvatures J (4) ∈ C (12) for the 3-form, which in turn requires the
introduction of a 4-form, whose curvature we denote by K(5) ∈ D (23). They satisfy Bianchi
identities
DH(3) + 1
2
F (2) ∧ •F (2) = ∂̂J (4) ,
DJ (4) + F (2) ∧ •H(3) = ∂̂K(5) .
(1.15)
It should be evident from these relations that the consistency of the full theory hinges on
the precise interplay between the exterior derivative d of the external space, which raises
the form degree, and the derivative ∂̂ of the internal generalized space, which lowers the
density weight. We could continue the construction of the hierarchy further but for the
purposes of the SL(3)× SL(2) EFT it is sufficient to stop here.
We can now give the full EFT in a form that is manifestly invariant under the inter-
nal generalized diffeomorphisms and the higher p-form gauge symmetries emerging in the
hierarchy. The bosonic fields are the 8-dimensional metric gµν , the internal 6-dimensional
generalized metricMMN ≡MijMαβ , and p-forms with p = 1, . . . , 5 in the representation
spaces (1.8) (although, as we shall discuss below, the 5-form is not strictly needed). The
dynamics is then encoded in the (pseudo-)action
S =
∫
d6Y
[
d8x
√
g
(
R̂+R(M, g) + 1
4
MMN∇Mgµν∇Ngµν
)
− 1
4
DMij ∧ ⋆DMij − 1
4
DMαβ ∧ ⋆DMαβ
+
1
2
MMN F (2)M ∧ ⋆F (2)N + 1
2
MmnH(3)m ∧ ⋆H(3)n
+
1
4
Mαβ J (4)α ∧ ⋆J (4)β + Ltop
]
.
(1.16)
In the first line, R̂ denotes the covariantized Ricci scalar for gµν , R is a generalized Ricci
scalar for the generalized metric MMN , which necessarily also depends on det g, and ∇M
denotes a covariant internal derivative. In the last line, Ltop denotes a topological Chern-
Simons-like action, whose precise form is defined in (4.18) below. This term is needed for
consistency with the self-duality constraint on the 3-form
MαβJ (4)β = −ǫαβ ⋆ J (4)β , (1.17)
which has to be imposed by hand after varying the action. In the above action every term
is manifestly gauge invariant under the internal generalized diffeomorphisms and their
higher-form descendants in the tensor hierarchy, being written in terms of the covariant
derivatives and curvatures discussed above. Importantly, the theory is also invariant under
external 8-dimensional diffeomorphisms generated by a parameter ξµ(x, Y ). Unless ξµ is
independent of Y this symmetry is not manifest but rather relates all terms in the action.
In fact, the bosonic theory is completely fixed by the invariance under combined (in total
– 6 –
J
H
E
P
0
4
(
2
0
1
5
)
0
5
0
14-dimensional) external and internal generalized diffeomorphisms. The above theory takes
the structural form of 8-dimensional gauged supergravity, but we stress again that the non-
abelian gauge structure encodes the additional coordinate dependence. Upon picking one
of the solutions of the section constraint discussed above, this reduces to a theory that is
on-shell fully equivalent to D = 11 or type IIB supergravity without any compactification
and/or truncation.
This rest of this paper is organized as follows. In section 2 we develop the generalized
Lie derivatives acting on fields living in some tensor product power of the fundamental
representation (3, 2). Due to the product structure of the duality group, we also need Lie
derivatives acting on pure SL(3) or pure SL(2) tensors. In particular, we develop the tensor
or Cartan calculus that relates tensor fields in different representations in a covariant man-
ner. In section 3 we apply these results by developing the tensor hierarchy including forms
up to degree 5. With these results we are ready in section 4 to define the EFT dynamics
and to prove gauge invariance under generalized internal diffeomorphisms. In section 5
we will discuss the gauge structure and invariance under the external diffeomorphisms in
somewhat more detail than in previous papers. In particular, we will discuss the gauge
algebra which becomes field-dependent. In section 6 we outline the explicit embedding of
D = 11 supergravity and type IIB. We conclude with an outlook in section 7.
2 Generalized Lie derivatives and gauge algebra
In this section we define the generalized Lie derivatives governing generalized (internal)
diffeomorphisms and their ‘E-bracket’ gauge algebra. In the first subsection this will be
done for fields in the fundamental (3, 2) representation, while in the second subsection we
specialize to tensors in smaller representations, which is a novelty possible due the product
structure of the duality group. In the third subsection, we develop a new tensor calculus.
2.1 Tensors in fundamental representation
We begin by summarizing some aspects of the section constraint (1.2). In general, the
second-order derivatives ∂iα⊗∂jβ, where the tensor product sign indicates that the partial
derivatives may act on different arbitrary objects, lives in the tensor product
(3, 2)⊗ (3, 2) = [ (3, 3)⊕ (6, 1) ]
anti
⊕ [ (6, 3) + (3, 1) ]
sym
, (2.1)
where we indicated the symmetric and anti-symmetric parts. Here 6 denotes the symmet-
ric SL(3) representation labeled by (ij), and 3 denotes the symmetric SL(2) representation
labeled by (αβ). The underlined representation (3, 1) is set to zero by the section con-
straint (1.2). Explicitly, the section constraint simply amounts to
∂iα ⊗ ∂jβ − ∂jα ⊗ ∂iβ − ∂iβ ⊗ ∂jα + ∂jβ ⊗ ∂iα = 0 , (2.2)
setting to zero the projection antisymmetric both in i, j and α, β. Note that when acting
on a single object the constraint simplifies,
ǫαβ∂iα∂jβA = 0 , ǫ
kij∂iα∂jβA = 0 , (2.3)
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because by the commutativity of partial derivatives antisymmetry in one index type implies
antisymmetry in the other.
For completeness let us show that the section constraint (1.2) reduces to the strong
constraint (i.e. the stronger version of the level-matching constraint in DFT) upon reduc-
ing the U-duality group to the corresponding T-duality group. To this end we split the
SL(3) index as i = (i′, 3) and then drop the dependence on the two coordinates Y 3α. The
remaining four coordinates YM
′ ≡ Y i′α then live in the vector representation of the sur-
viving group SO(2, 2) = SL(2) × SL(2), which is the T-duality group for compactification
on a 2-torus. The SO(2, 2) invariant metric is given by
ηM
′N ′ ≡ ηi′α,j′β ≡ ǫi′j′ǫαβ , (2.4)
so that the section constraint (1.2) reduces to
ηM
′N ′∂M ′ ⊗ ∂N ′ = 0 , (2.5)
which indeed is the strong constraint in DFT, as we wanted to show.
We now turn to the definition of generalized Lie derivatives LΛ that govern internal
generalized diffeomorphisms generated by a gauge parameter ΛM = Λiα in the (3, 2) rep-
resentation. Generalized Lie derivatives are defined in analogy to standard Lie derivatives,
with the crucial difference that they preserve the group structure, say of the generalized
metric M∈ G to be used below. This is achieved by defining the Lie derivative so that it
contains a projector onto the adjoint representation [25, 27]
g ∼= (8,1)⊕ (1,3) . (2.6)
A novel feature here is that due to the product structure of the duality group the adjoint
decomposes into two sub-representations, whose contributions a priory could appear with
independent coefficients. Acting on a vector, i.e., a tensor in the (3, 2) representation, the
generalized Lie derivative is given by
LΛV
M = ΛN∂NV
M − 2(P(8,1))MNPQ∂PΛQV N − 3(P(1,3))MNPQ∂PΛQV N + λ∂PΛPVM ,
(2.7)
where P(8,1) and P(1,3) are the projectors corresponding to (2.6). Moreover, we included an
arbitrary density weight term proportional to λ. The projectors are given by4
(P(8,1))
M
N
K
L = (P(8,1))
iα
lδ
jβ
kγ =
1
2
δikδ
j
l δ
α
δ δ
β
γ −
1
6
δjkδ
i
lδ
α
δ δ
β
γ ,
(P(1,3))
M
N
K
L = (P(1,3))
iα
lδ
jβ
kγ =
1
3
δilδ
j
kδ
α
γ δ
β
δ −
1
6
δjkδ
i
lδ
α
δ δ
β
γ .
(2.9)
4In order to verify this explicitly, write the SL(3) and SL(2) generators in the (3, 2) representation as
(ti
j)M
N = (ti
j)kα
lβ = δβα
(
δliδ
j
k −
1
3
δji δ
l
k
)
, (tα
β)M
N = (tα
β)iγ
jδ = δji
(
δδαδ
β
γ −
1
2
δβαδ
δ
γ
)
. (2.8)
The Cartan-Killing form κAB ≡ tr(tAtB), where A,B label the total Lie algebra sl(3) ⊕ sl(2), can be
computed explicitly and shown to take a block-diagonal form. The projectors are then given by PMN
K
L =
κab(ta)N
M (tb)L
K , where a, b label the indices either of the (8, 1) or the (1, 3) block.
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The coefficients in (2.7) are determined by closure, as we will discuss momentarily. Using
the projectors inside the generalized Lie derivative (2.7) one obtains
LΛV
iα = Λjβ∂jβV
iα − V jα∂jβΛiβ − V iβ∂jβΛjα +
(
λ+
5
6
)
∂jβΛ
jβ V iα . (2.10)
A generalized Lie derivative can also be defined for a tensor Wiα in the representation
(3¯, 2¯),
LΛWiα = Λ
jβ∂jβWiα + ∂iβΛ
jβWjα + ∂jαΛ
jβWiβ +
(
λ− 5
6
)
∂jβΛ
jβWiα . (2.11)
This definition is such that the singlet V iαWiα transforms as a scalar density whose weight
is the sum of the weights of V andW . The generalized Lie derivative, say in the form (2.10),
can also be written in terms of epsilon tensors as follows
LΛV
iα = Λjβ∂jβV
iα−V jβ∂jβΛiα+ ǫijnǫklnǫαβǫγδ∂jβΛkγV lδ+
(
λ− 1
6
)
∂jβΛ
jβV iα , (2.12)
as can be verified straightforwardly using standard epsilon tensor identities.5 A useful alter-
native form of the generalized Lie derivative can then be obtained by introducing the tensor
ZMNKL = Z
iα,jβ
kγ,lδ ≡ ǫijmǫklmǫαβǫγδ
= δikδ
j
l δ
α
γ δ
β
δ − δikδjl δαδ δβγ − δilδjkδαγ δβδ + δilδjkδαδ δβγ ,
(2.13)
so that (2.12) becomes in somewhat more covariant notation
LΛV
M = ΛN∂NV
M − V N∂NΛM + ZMNPQ∂NΛPV Q +
(
λ− 1
6
)
∂NΛ
NVM . (2.14)
This form is instructive, because it shows that Z measures the deviation from the standard
Lie derivative of a vector(-density), and it also shows that vectors of weight 16 are special,
which will be important below. Similarly, the generalized Lie derivative on a vector with
lower index reads
LΛVM = Λ
N∂NVM + ∂MΛ
NVN − ZPQMN∂PΛNVQ +
(
λ+
1
6
)
∂NΛ
NVM . (2.15)
The tensor Z defined above has the useful property that due to the section constraint (1.2)
ZKLMN ∂K ⊗ ∂L = 0 , (2.16)
as is manifest from the definition in the first line of (2.13). Let us note the following
consequence of the constraint in the form (2.16). First note that we can also define a
‘generalized’ scalar (of weight zero) transforming as δΛS = Λ
N∂NS. Its partial derivative
then transforms covariantly,
δΛ(∂MS) = Λ
N∂N (∂MS) + ∂MΛ
N∂NS = LΛ(∂MS) , (2.17)
5Our conventions are as follows: the SL(2) tensors ǫαβ and ǫ
αβ are related by ǫαβǫγδ = 2δ
α
[γδ
β
δ] and
therefore ǫαγǫβγ = δ
α
β . Similarly, the SL(3) tensors ǫ
ijk and ǫijk are related by ǫ
ijmǫklm = 2δ
i
[kδ
j
l].
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which, thanks to (2.16), equals the generalized Lie derivative (2.15) for λ = −16 . Thus,
∂MS is a generalized (co-)vector of weight −16 .
We now turn to the closure of the gauge transformations governed by the generalized
Lie derivatives (2.7). An explicit computation shows that, up to the section constraint (1.2),
particularly used in the form (2.16), the generalized Lie derivatives close,[
LΛ1 ,LΛ2
]
= L[Λ1,Λ2]E , (2.18)
according to the ‘E-bracket’
[
Λ1,Λ2
]M
E
= ΛN1 ∂NΛ
M
2 +
1
2
ZMNPQ∂NΛ
P
1 Λ
Q
2 − (1↔ 2) . (2.19)
As is common in EFT, the E-bracket does not define a Lie bracket in that the Jacobi
identity is violated. The resulting Jacobiator is, however, of a certain ‘trivial’ form. This
means that the generalized Lie derivative w.r.t. the corresponding gauge parameter does
not act on fields as a consequence of the section constraint (1.2). The non-trivial Jacobiator
is therefore consistent with the Jacobi identity satisfied by the gauge variations on fields,
[δΛ1 , [δΛ2 , δΛ3 ]] + · · · = 0.
Let us pause and discuss the form of gauge parameters that are trivial in this sense.
Specifically, we claim that a gauge parameter of the form
ΛM ≡ ZMNPQ ∂NχPQ , (2.20)
for arbitrary symmetric χPQ, does not generate a generalized Lie derivative. In order to
verify this we compute with (2.14) for this parameter
δΛV
M = LΛV
M = −V LZMNPQ∂L∂NχPQ + ZMLRSZRNPQ∂L∂NχPQV S . (2.21)
Here we used that the transport and density terms (i.e. the first and last terms in (2.14))
vanish due to the section constraint in the form (2.16). The remaining two terms in here
cancel due to the identity
ZM(LPQ Z
N)P
RS ∂L ⊗ ∂N = ZM(LRS δN)Q ∂L ⊗ ∂N , (2.22)
which can be confirmed with the explicit form (2.13) and use of the section constraint (1.2).
Let us determine the number of independent trivial parameters according to (2.20). The
tensor χPQ has 126 · 7 independent components, but many of them are projected out, as
can be seen by inserting the Z tensor,
Λiα = ǫijmǫklmǫ
αβǫγδ∂jβχ
kγ,lδ . (2.23)
In fact, in χkγ,lδ both the SL(2) and SL(3) indices are contracted with their respective
epsilon tensors, reducing the number of independent components to 3. Parametrizing χ in
terms of such a vector,
χm = ǫijmǫαβχ
iα,jβ , χiα,jβ =
1
4
ǫijmǫαβχm , (2.24)
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we obtain for the trivial gauge parameter
Λiα = ǫijmǫαβ∂jβχm . (2.25)
We now return to the Jacobiator and show that it is of the trivial form (2.20). As we
will discuss below, the gauge parameters ΛM have to be thought of as generalized vectors
of weight 16 and so we generally define the Jacobiator for generalized vectors of weight
1
6 .
One finds [[
U, V
]
E
,W
]
E
+ cycl. =
1
3
([
U, V
]
E
,W
)
+ cycl. , (2.26)
with the symmetric pairing
(U, V )M ≡ 1
2
(LUV
M + LV U
M )
=
1
2
ZMNPQ∂NU
PV Q +
1
2
ZMNPQ∂NV
PUQ =
1
2
ZMNPQ∂N
(
UPV Q
)
.
(2.27)
This follows in complete analogy to the discussions in [8] and so we conclude that the
Jacobiator is indeed of the trivial form (2.20). This symmetric pairing also encodes the
difference between the E-bracket (2.19) and the generalized Lie derivative of a vector of
weight 16 , cf. (2.14):
LUV =
[
U, V
]
E
+
(
U, V
)
. (2.28)
Put differently, the generalized Lie derivative differs from the E-bracket by a term that
does not generate Lie derivatives. As the pairing is symmetric we can also conclude that
the E-bracket equals the antisymmetrized generalized Lie derivative,
[
U, V
]
E
=
1
2
(
LUV − LV U
)
. (2.29)
Both these relations will be instrumental below. Using (2.29) and the algebra (2.18) it is
a straightforward computation to show that
LΛ
[
U, V
]
E
− [LΛU, V ]E − [U,LΛV ]E = 12 (LLUΛV + LLΛUV )− (U ↔ V ) = 0 , (2.30)
where we last step follows from the triviality of the symmetric pairing (2.27). We thus
proved
LΛ
[
U, V
]
E
=
[
LΛU, V
]
E
+
[
U,LΛV
]
E
, (2.31)
which means that the E-bracket is covariant under the generalized diffeomorphisms gener-
ated by generalized Lie derivatives.
2.2 Tensors in general representations of the duality group
We now define the action of generalized Lie derivatives on tensors living in more general
representations than the fundamental (3, 2) and its higher tensor powers. We start with
a fundamental SL(3) vector, more specifically a field in the (3¯, 1) representation of the
duality group, where the bar indicates that the index is a lower, covariant index. There is
a natural way to relate such a vector Bm to two vectors A1,2 in the (3, 2):
Bm = ǫijmǫαβA
iα
1 A
jβ
2 . (2.32)
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We now require that an SL(3) vector such as Bm transforms under generalized Lie deriva-
tives so as to be compatible with this equation assuming a Leibniz property, i.e.,
LΛBm = ǫijmǫαβ
(
LΛA
iα
1 A
jβ
2 +A
iα
1 LΛA
jβ
2
)
. (2.33)
Evaluating this with (2.12), it amounts to
LΛBm = ǫijmǫαβ
[
Aiα1 (Λ
kγ∂kγA
jβ
2 −Akγ2 ∂kγΛjβ + ǫjksǫpqsǫβγǫσφ∂kγΛpσAqφ2
+
(
λ1 − 1
6
)
∂kγΛ
kγAjβ2 ) + (1↔ 2)
]
.
(2.34)
Using standard identities for the epsilon symbols it is straightforward to rewrite the right-
hand side in terms of Bm as defined in (2.32). This yields
LΛBm = Λ
kγ∂kγBm + ∂mγΛ
kγBk +
(
λ− 1
3
)
∂kγΛ
kγBm , (2.35)
where λ = λ1+ λ2 for the weights λ1,2 of the vectors A1,2. An alternative form is given by
LΛBm = Λ
kγ∂kγBm + ǫmnk ǫ
pqk∂pγΛ
nγ Bq +
(
λ+
2
3
)
∂kγΛ
kγBm . (2.36)
Generally, we take this, or equivalently (2.35), as the definition of the Lie derivative on
a (3¯, 1) vector of weight λ. We define the generalized Lie derivative on tensors with an
arbitrary number of (lower) fundamental SL(3) indices analogously. Note that writing the
generalized Lie derivative as in (2.35) each index contributes an extra −13 . For instance,
on a 2-tensor Bmn of weight λ it reads
LΛBmn = Λ
kγ∂kγBmn + ∂mγΛ
kγBkn + ∂nγΛ
kγBmk +
(
λ− 2
3
)
∂kγΛ
kγBmn . (2.37)
Specializing to Mmn ∈ SL(3) the gauge transformations then preserve detM = 1 for
λ = 0, as will be instrumental below.
Given the action of the generalized Lie derivative on a vector Bm, we can determine
the action on a vector Dm in the dual (3, 1) representation from the requirement that the
resulting singlet DmBm transforms as a scalar if both D and B have weight zero (and
otherwise as a scalar density whose weight is the sum of the weights of D and B). This
yields the form of the generalized Lie derivative on a vector Dm of weight λ,
LΛD
m = Λkγ∂kγD
m −Dk∂kγΛmγ +
(
λ+
1
3
)
∂kγΛ
kγ Dm . (2.38)
As before, the generalized Lie derivative acts analogously on tensors with an arbitrary
number of upper SL(3) indices, with each index adding +13 to the density term.
Next we discuss tensors in the fundamental of SL(2), i.e., transforming as (1, 2) under
the full duality group. Such a tensor Cα can be constructed from a (3¯, 1) vector Bm and
a fundamental (3, 2) vector Amα as follows
Cα ≡ BmAmα . (2.39)
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The action of the generalized Lie derivative on Cα is then determined by postulating the
Leibniz property
LΛC
α = LΛBmA
mα +Bm LΛA
mα . (2.40)
Using the form of the generalized Lie derivatives in (2.12), (2.35) and employing epsilon
tensor relations, it is straightforward to show that the right-hand side can be written in
terms of Cα,
LΛC
α = Λnβ∂nβC
α − ∂nβΛnαCβ +
(
λ+
1
2
)
∂nβΛ
nβ Cα , (2.41)
where λ = λ(A) + λ(B) is the sum of the density weights of Amα and Bm. This equation
can equivalently be written as
LΛC
α = Λnβ∂nβC
α − ǫαβǫγδ ∂nβΛnγ Cδ +
(
λ− 1
2
)
∂nβΛ
nβ Cα . (2.42)
We take (2.41), or equivalently (2.42), to be the definition of the generalized Lie derivative
on a vector Cα of weight λ. Its action on a higher tensor power is defined analogously. When
written in the form analogous to (2.41) this adds a 12 to the weight term for each index.
This definition is then such that for a 2-tensor Mαβ ∈ SL(2) the condition detM = 1 is
gauge invariant for λ = 0. Moreover, one may verify that ǫαβ is a gauge invariant tensor
of weight λ = 0, LΛǫ
αβ = 0.6 Given this SL(2) and gauge invariant tensor ǫαβ the 2
representation is equivalent to the contragredient or dual 2¯ representation. Thus, we can
define the generalized Lie derivative on a vector Cα by using
Cα = C
βǫβα , C
α = ǫαβCβ . (2.43)
We obtain
LΛCα = Λ
kβ∂kβCα + ∂kαΛ
kβCβ +
(
λ− 1
2
)
∂kβΛ
kβCα . (2.44)
Again, this definition extends straightforwardly to tensors with an arbitrary number of
lower SL(2) indices, each index adding −12 to the density term.
We close this subsection by noting that the transformation behavior of the various
tensors introduced here is mutually compatible and defined in such a way that the weights
add up naturally. For instance, given tensors Amα and Cα in the (3, 2) and (1, 2¯) represen-
tations, respectively, the vector
Dm ≡ AmαCα , (2.45)
transforms as (2.38) with the weight λ that is the sum of the weights of A and C. Similarly,
any SL(3)×SL(2) invariant contraction of fields will transform according to the respective
generalized Lie derivatives with a total weight that is given by the sum of the ‘component’
weights. This will be instrumental in the next subsection.
6Note that this is different from conventional differential geometry, where the epsilon tensor is invariant
under Lie derivatives as a tensor of weight one.
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space A
(
1
6
)
B
(
1
3
)
C
(
1
2
)
D
(
2
3
)
E
(
5
6
)
representation Aiα Bm C
α Dm Emα
Table 1. SL(3)× SL(2) representations with density weights as appearing in the tensor hierarchy.
2.3 Generalized Cartan calculus
So far we discussed the covariant transformation of tensors in various representations of
the duality group SL(3)× SL(2) and how to construct new covariant tensors algebraically,
i.e., by means of various contractions of indices. In this subsection we now introduce a
differential or Cartan-like calculus that allows us to take certain projected derivatives of
tensor fields (of specific density weights) that lead to new covariant tensors. This is closely
analogous to the calculus of differential forms, in which the exterior derivative d maps a
covariant p-form to a covariant (p+1)-form and satisfies d2 = 0. In fact, we will introduce
a differential operator ∂̂ that is also nilpotent, so that ∂̂ 2 = 0, and which satisfies relations
very analogous to those of the standard Cartan calculus.
To begin, we introduce a useful notation for various algebraic operations mapping ten-
sor representations into each other. We start with tensors Amα in the (3, 2) representation,
carrying an arbitrary weight λ, and denote the space of such tensors as
A(λ) : space of vectors Amα of weight λ . (2.46)
Similarly, we denote the space of vectors Bm in the (3¯, 1) representation as
B(λ) : space of vectors Bm of weight λ . (2.47)
Then there is a natural operation (or contraction), in the following denoted by •, that
maps
• : A(λ1)× A(λ2) −→ B(λ1 + λ2) , (2.48)
defined by
(A1 •A2)m ≡ ǫijmǫαβAiα1 Ajβ2 . (2.49)
As this is the operation used in (2.32) to define the generalized Lie derivative on B, this
operation indeed maps tensors of the indicated weights into each other.
More generally, we define spaces C(λ), D(λ) and E(λ) of tensors Cα, Dm and Emα,
respectively. Fields taking values in these spaces (of specific density weights) are appearing
in the tensor hierarchy to be developed in the next section, and for the reader’s convenience
we collected them in the above table. For completeness, we also introduce the notation
S(λ) for scalar densities, although there will be no p-form potentials in this representation.
For the reader’s convenience, we summarize the action of generalized Lie derivatives
on the objects listed in table 1, with the specific weights indicated:
LΛA
iα = Λjβ∂jβA
iα −Ajβ∂jβΛiα + ǫijnǫklnǫαβǫγδ∂jβΛkγAlδ , (2.50)
LΛBm = Λ
kα∂kαBm + ∂mαΛ
kαBk , (2.51)
LΛC
α = Λkβ∂kβC
α − ǫαβǫγδ ∂kβΛkγ Cδ , (2.52)
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LΛD
m = Λkγ∂kγD
m −Dk∂kγΛmγ + ∂kγΛkγ Dm , (2.53)
LΛEmα = Λ
kβ∂kβEmα + Ekα∂mβΛ
kβ + Emβ∂kαΛ
kβ . (2.54)
The contraction operation (2.48) can be extended naturally to maps between various
of the spaces introduced. For instance,
• : A(λ1)× C(λ2) −→ D(λ1 + λ2) : (A • C)m ≡ ǫαβCαAmβ ,
• : B(λ1)×B(λ2) −→ D(λ1 + λ2) : (B1 •B2)m ≡ ǫijmB1iB2j ,
• : A(λ1)×B(λ2) −→ C(λ1 + λ2) : (A •B)α ≡ AmαBm ,
• : A(λ1)×D(λ2) −→ E(λ1 + λ2) : (A •D)mα ≡ ǫmnkǫαβAnβDk ,
• : B(λ1)× C(λ2) −→ E(λ1 + λ2) : (B • C)mα ≡ ǫαβBmCβ
• : C(λ1)× C(λ2) −→ S(λ1 + λ2) : (C1 • C2) ≡ ǫαβCα1 Cβ2
• : D(λ1)×B(λ2) −→ S(λ1 + λ2) : (D •B) ≡ DmBm .
(2.55)
We will use the notation • universally, as it is always clear from the context which projection
is applied. As most • operations involve tensors in two different spaces, there is in general
no symmetry or antisymmetry property. For the following special cases, however, we have
the symmetry property
A1, A2 ∈ A : A1 •A2 = A2 •A1 , (2.56)
and the antisymmetry properties for B1, B2 ∈ B and C1, C2 ∈ C
B1 •B2 = −B2 •B1 , (2.57)
C1 • C2 = −C2 • C1 . (2.58)
It is also convenient to define the • operator to be always commutative when acting on two
different spaces, for instance,
A ∈ A, B ∈ B : A •B ≡ B •A . (2.59)
We have summarized the results of the tensor operations denoted by • in table 2.
It follows from the discussion in the previous subsection that the operation • is covari-
ant in the sense that
LΛ(X • Y ) = (LΛX) • Y +X • (LΛY ) , (2.60)
for any tensors X and Y belonging to the spaces listed above.
We are now ready to introduce the covariant differential operator ∂̂ mapping between
the spaces of the specific weights indicated. More specifically, the operator ∂̂ acts on the
spaces in the above table in descending order,
A
(
1
6
)
∂̂←− B
(
1
3
)
∂̂←− C
(
1
2
)
∂̂←− D
(
2
3
)
∂̂←− E
(
5
6
)
. (2.61)
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• S(0) A (16) B (13) C (12) D (23) E (56)
S(0) S(0) A
(
1
6
)
B
(
1
3
)
C
(
1
2
)
D
(
2
3
)
E
(
5
6
)
A
(
1
6
)
A
(
1
6
)
B
(
1
3
)
C
(
1
2
)
D
(
2
3
)
E
(
5
6
)
S(1)
B
(
1
3
)
B
(
1
3
)
C
(
1
2
)
D
(
2
3
)
E
(
5
6
)
S(1)
C
(
1
2
)
C
(
1
2
)
D
(
2
3
)
E
(
5
6
)
S(1)
D
(
2
3
)
D
(
2
3
)
E
(
5
6
)
S(1)
E
(
5
6
)
E
(
5
6
)
S(1)
Table 2. The result of the binary operation •.
We see that ∂̂ in each step lowers the density weight by −16 (as did the partial derivative
on a scalar, cf. (2.17) above). Let us now define the action of ∂̂ on the various tensors. We
start with the highest space in the above sequence and work our way down, starting with
∂̂ : E
(
5
6
)
−→ D
(
2
3
)
, (2.62)
which is defined by
(∂̂E)m ≡ ǫmnkǫαβ∂nαEkβ . (2.63)
Our task is to prove that ∂̂E so defined transforms covariantly, i.e., with the generalized
Lie derivative (2.38) of weight λ = 23 , or (2.53). To this end we first compute the general
gauge transformation of the un-projected partial derivative of Emα, using (2.54),
δΛ
(
∂nαEkβ
)
= Λlγ∂lγ
(
∂nαEkβ
)
+ ∂nγΛ
lγ∂lαEkβ + ∂lαΛ
lγ∂nγEkβ + ∂kγΛ
lγ∂nαElβ
+ ∂lβΛ
lγ∂nαEkγ − ∂lγΛlγ∂nαEkβ + ∂nα∂kγΛlγElβ + ∂nα∂lβΛlγEkγ .
(2.64)
Here we used the section constraint in the form (2.2) in order to rewrite the term
∂nαΛ
lγ∂lγEkβ that arises in this computation in terms of three other terms. Next, we
have to compare this result with the expected generalized Lie derivative of a tensor with
the index structure of ∂nαEkβ. Comparing, say, with (2.35) and (2.44), we infer that all
expected ∂Λ∂E terms rotating the indices are present. According to the rules spelled out
in the previous subsection, for the density term we have to add −13 for every SL(3) index
and −12 for every SL(2) index, for which here there are two each, implying that the density
term contains the factor (λ− 53). The density term in (2.64) has coefficient −1 and so we
learn that λ = 23 . The last two terms in the second line of (2.64) are non-covariant terms,
and so we finally conclude that ∂nαEkβ transforms with the generalized Lie derivative of
weight λ = 23 , up to anomalous terms given by
∆ncΛ
(
∂nαEkβ
) ≡ (δΛ − LΛ)(∂nαEkβ) = ∂nα∂kγΛlγElβ + ∂nα∂lβΛlγEkγ . (2.65)
(Here and in the following we use the notation ∆ncΛ for the non-covariant variation of any
term.) Thus, as expected, the partial derivative does not transform covariantly. However,
once we project it as in (2.63) and use that the epsilon tensors are gauge invariant, we obtain
∆ncΛ
(
∂̂E
)m
= ǫmnkǫαβ
(
∂nα∂kγΛ
lγElβ + ∂nα∂lβΛ
lγEkγ
)
= 0 , (2.66)
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where in the last step we used the section constraint in the form (2.3). Thus, ∂̂E
transforms covariantly, as we wanted to prove.
In the next step of the sequence the operator ∂̂,
∂̂ : D
(
2
3
)
−→ C
(
1
2
)
, (2.67)
is defined by
(∂̂D)α ≡ ǫαβ∂mβDm . (2.68)
Let us confirm that with this definition ∂̂ is nilpotent in that
∂̂ ◦ ∂̂ : E
(
5
6
)
−→ C
(
1
2
)
(2.69)
acts trivially. Indeed, with (2.68) and (2.63) we compute its action on a tensor E ∈ E (56),
(∂̂ ∂̂ E)α = ǫαβ∂mβ
(
ǫmnkǫγδ∂nγEkδ
)
= 0 , (2.70)
which vanishes as a consequence of the section constraint in the form (2.3). It remains to
show that the derivative operation defined in (2.68) is covariant. Analogously to our proof
around (2.64) this can be verified by an explicit computation. One uses the generalized
Lie derivative (2.53) compute the gauge variation of (2.68) and then verifies that, upon
using the section constraint, it agrees with the generalized Lie derivative (2.52) acting on
the tensor (∂̂D)α of weight 12 . Let us stress again that this covariance property crucially
hinges on the precise weights indicated here.
Next we define the action
∂̂ : C
(
1
2
)
−→ B
(
1
3
)
, (2.71)
given by
(∂̂C)m = ∂mαC
α . (2.72)
In combination with (2.68) it is again easy to see that ∂̂2 = 0,
(∂̂ ∂̂ D)m = ∂mα
(
ǫαβ∂nβD
n
)
= 0 , (2.73)
using the section constraint (2.3). The proof of covariance is again straightforward.
The final map
∂̂ : B
(
1
3
)
−→ A
(
1
6
)
, (2.74)
acts as
(∂̂B)iα = ǫijkǫαβ∂jβBk . (2.75)
It is again straightforward to verify that it leads to a nilpotent operator, satisfying ∂̂2 = 0,
and that this differential operator is gauge covariant.
This concludes our definition of the action of the covariant differentials. An obvious
question is whether we can extend (2.61) even further, for instance: can we define a covari-
ant action of ∂̂ on A
(
1
6
)
? One may convince oneself that this is not possible. In fact, we are
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supposed to find a projection or contraction of ∂mαA
nβ that transforms covariantly. The
only possibilities are to take the trace either over the SL(2) or the SL(3) indices, but if any
of these is covariant then certainly the full trace ∂mαA
mα is covariant. Writing the latter
as ∂MA
M it is easy to see with (2.14), however, that is does not transform covariantly for
λ = 16 . Thus, there is no covariant extension of ∂̂ to A
(
1
6
)
. Because of this, let us note as
a cautionary remark that in general
∂̂(A •B) 6= ∂̂A •B +A • ∂̂B , (2.76)
because the ∂̂ in some terms may not even be defined. However, for special cases there are
relations of this type: for B1, B2 ∈ B
(
1
3
)
one may verify
∂̂B1 •B2 − ∂̂B2 •B1 = ∂̂(B1 •B2) . (2.77)
Also, for B ∈ B (13) , C ∈ C (12),
∂̂B • C +B • ∂̂C = ∂̂(B • C) . (2.78)
It is also important to point out that if we view the operation • as a product this
product is not associative in general. We have, however, the following relations for any
A,B,C ∈ A,
A • (B • C) +B • (A • C) + C • (A •B) = 0 , (2.79)
and for any A1, A2 ∈ A, B ∈ B,
A1 • (A2 •B) +A2 • (A1 •B) +B • (A1 •A2) = 0 . (2.80)
Moreover, if A1, A2 ∈ A, B1, B2, B3 ∈ B, C ∈ C, D ∈ D, the following associativity proper-
ties hold:
A1 • (A2 •D) = (A1 •A2) •D
A1 • (B1 • C) = (A1 •B1) • C = −B1 • (A1 • C) = −C • (A1 •B1)
B1 • (B2 •B3) = B2 • (B3 •B1) = B3 • (B1 •B2)
= (B1 •B2) •B3 = (B2 •B3) •B1 = (B3 •B1) •B2 .
(2.81)
They can be easily verified by explicitly writing out the index based defintions.
Let us next discuss a curious interplay between the derivative operator ∂̂ and the
generalized Lie derivative that is very reminiscent to the Cartan calculus of differential
forms. Of course, the operator ∂̂ commutes with the Lie derivative LΛ in the sense that it
is gauge covariant. Put differently, the following diagram is commutative:
A
(
1
6
) ∂̂←− B (13) ∂̂←− C (12) ∂̂←− D (23) ∂̂←− E (56)yLΛ yLΛ yLΛ yLΛ yLΛ
A
(
1
6
) ∂̂←− B (13) ∂̂←− C (12) ∂̂←− D (23) ∂̂←− E (56)
(2.82)
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In addition, one can express the generalized Lie derivative acting on tensors in B, C and D
in terms of ∂̂ and the contraction operation •. Specifically, for any tensor X taking values
in these spaces we have
LΛX = Λ • ∂̂X + ∂̂(Λ •X) . (2.83)
Equivalently, if we denote the operation of acting with Λ • on a tensor by iΛ this relation
becomes
LΛ = iΛ ◦ ∂̂ + ∂̂ ◦ iΛ , (2.84)
which is completely analogous to the familiar LX = iX d+d iX that holds for Lie derivative
and exterior derivative d acting on differential forms (sometimes denoted Cartan’s ‘magic
formula’). The relation (2.83) can be verified by an explicit computation, which we briefly
illustrate for a tensor X = Bm ∈ B
(
1
3
)
. We compute for the two terms on the right-hand
side
(Λ • ∂̂B)m = ǫmnkǫαβΛnα(∂̂B)kβ = ǫmnkǫαβΛnαǫkpqǫβγ∂pγBq
= Λnα∂nαBm − Λnα∂mαBn ,
(2.85)
where we used (2.49) and (2.75), and
∂̂(Λ •B)m = ∂mα(Λ •B)α = ∂mα(ΛnαBn) = ∂mαΛnαBn + Λnα∂mαBn , (2.86)
where we used (2.72) and the third definition in (2.55). Combing these two results we
obtain
(Λ • ∂̂B)m + ∂̂(Λ •B)m = Λnα∂nαBm + ∂mαΛnαBn , (2.87)
which agrees with the generalized Lie derivative (2.51) acting on a vector Bm of weight
λ = 13 . The validity of (2.83) for tensors in C and D is verified analogously. Let us note
that for V,W ∈ A (16) (
V,W
) ≡ 1
2
(LVW + LWV ) =
1
2
∂̂(V •W ) , (2.88)
which follows by using (2.27), (2.49) and (2.75). This implies an alternative writing for the
relation (2.28) between the Lie derivative and the E-bracket,
LVW =
[
V,W
]
E
+
1
2
∂̂(V •W ) . (2.89)
Given the analogies between the differential ∂̂ and the exterior derivative of differential
forms, one may wonder whether there is an analogue of de Rham cohomology. In particular,
one may wonder whether there is a version of the Poincare´ lemma according to which locally
a ∂̂ closed form is ∂̂ exact,
ψ ∈ B
(
1
3
)
, C
(
1
2
)
or D
(
2
3
)
: ∂̂ψ = 0 ⇒ ψ = ∂̂χ ? (2.90)
In fact, one may give a straightforward argument for this statement, reducing it to the
conventional Poincare´ lemma. For instance, let B ∈ B (13) with ∂̂B = 0, i.e.,
(∂̂B)iα = ǫijkǫαβ∂jβBk = 0 . (2.91)
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We split the derivatives as ∂i ≡ ∂i1 and ∂′i ≡ ∂i2, after which this equation gives two
relations,
(∂̂B)i1 = ǫijk∂′jBk = 0 ⇒ Bk = ∂′kχ′ ,
(∂̂B)i2 = −ǫijk∂jBk = 0 ⇒ Bk = ∂kχ .
(2.92)
Together these two equations imply Bk(y, y
′) = ∂kχ(y) + ∂
′
kχ
′(y′), so that setting Cα ≡
(χ, χ′) this becomes, upon restoring SL(3)× SL(2) covariant notation,
Bk = ∂kαC
α ⇔ B = ∂̂C , (2.93)
showing that B is exact. This argument proceeds analogously for the other two spaces
in (2.90). However, there is a subtlety with the above alleged proof. It is only valid if
we keep all six coordinates, i.e., before restricting to a particular solution of the section
constraint. For instance, in the example discussed the proof goes through for the M-theory
solution but not for the IIB solution. Similarly, for each of the three spaces in (2.90) for
precisely one of the M-theory or type IIB solutions does the proof go through. Thus, the
Poincare´ lemma is not generally true in the strongly constrained theory, but for a given
representation space it is only true for a particular solution of the section constraint. We
return to this issue in section 5.
We close this section by briefly discussing invariant integration over the Y -space and
the notion of integration by parts with the differentials ∂̂. There is an invariant integral
of the • product of two tensors if and only if it results in a scalar whose weight is 1. For
instance, for C1, C2 ∈ C
(
1
2
)
we have C1 • C2 ∈ S(1), see (2.55), and hence
δΛ
(
C1 • C2
)
= ΛN∂N
(
C1 • C2
)
+ ∂NΛ
N
(
C1 • C2
)
= ∂N
(
ΛN (C1 • C2)
)
. (2.94)
Since C1 • C2 thus varies into a total derivative it follows that7∫
d6Y C1 • C2 ≡
∫
d6Y ǫαβ C
α
1 C
β
2 (2.95)
is gauge invariant. Note that this invariance does not require an explicit volume density
because the involved tensors already carry non-trivial weights. Let us now consider the
special case that C1 is ∂̂ exact,
C1 = ∂̂D ⇔ Cα1 = ǫαβ∂mβDm . (2.96)
We then compute∫
d6Y ∂̂D • C2 =
∫
d6Y ǫαβ ǫ
αγ ∂mγD
mCβ2 =
∫
d6Y ∂mβD
mCβ2
= −
∫
d6Y Dm∂mβC
β
2 ≡ −
∫
d6Y D • ∂̂C2 ,
(2.97)
7It should be stressed that, given the section constraint, this integration over the 6-dimensional Y -space
is somewhat formal. For the M-theory or type IIB solution, fields depend either only on three or two of these
coordinates, and we assume that the redundant integrals
∫
d3y or
∫
d4y simply give an overall constant
(which may be absorbed into a rescaling of the Newton constant multiplying the action).
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where we integrated by parts, employed • : D
(
2
3
)
×B
(
1
3
)
→ S(1) defined in (2.55) and
used (2.72). We thus have ∫
d6Y ∂̂D • C = −
∫
d6Y D • ∂̂C , (2.98)
showing that we can integrate by parts with ∂̂. It should be emphasized, however, that
in contrast to the standard Cartan calculus of differential forms the operation • has two
different interpretations on both sides of this equation. As a particular corollary we have∫
d6Y ∂̂D1 • ∂̂D2 = −
∫
d6Y D1 • ∂̂ 2D2 = 0 , (2.99)
by ∂̂ 2 = 0. This will be instrumental below when checking properties of invariant actions.
3 The tensor hierarchy
We have now developed enough technology in order to construct the tensor hierarchy ef-
ficiently. We start by introducing covariant derivatives Dµ that covariantize the gauge
symmetries given by generalized internal diffeomorphisms spanned by ΛM . This is neces-
sary because the gauge parameter will be a function of the internal YM and the external
xµ, ΛM = ΛM (x, Y ). We introduce gauge connection one-forms Aµ
M , which then, by
consistency, requires the introduction of an entire hierarchy of forms.
3.1 Covariant derivatives, gauge connections and 2-forms
We introduce gauge connection one-forms Aµ
M ∈ A (16) and define the covariant derivative
by
Dµ = ∂µ − LAµ , (3.1)
where the generalized Lie derivative acts in the appropriate representation of the object on
which Dµ acts. Here AµM carries density weight λ = 16 , the same as the gauge parameter.
The covariant derivative transforms covariantly if the gauge field transforms as
δΛAµ
M = DµΛM . (3.2)
This follows by a straightforward calculation of the gauge transformations of the covariant
derivative of a generic tensor V ,
δΛ(DµV ) = δΛ
(
∂µV − LAµV
)
= ∂µ(LΛV )− LAµLΛV − L∂µΛ−LAµΛV
= L∂µΛV + LΛ(∂µV )− LAµLΛV − L∂µΛV + LLAµΛV
= LΛ
(
∂µV − LAµV
)
+
[
LΛ,LAµ
]
V + L[Aµ,Λ]E+(Aµ,Λ)V
= LΛ(DµV ) .
(3.3)
Here we used the relation (2.28) implying that the difference between Lie derivative and
E-bracket is of a trivial form that is immaterial in the argument of a Lie derivative, and
we used the E-bracket algebra (2.18).
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Our next task is to construct a gauge covariant field strength for the connections Aµ
M .
The naive field strength as in Yang-Mills theory, based on the E-bracket, reads
Fµν
M = 2 ∂[µAν]
M − [Aµ, Aν]ME . (3.4)
However, since the E-bracket, having a non-trivial Jacobiator, does not define a Lie algebra,
this does not define a gauge covariant object. More generally, the variation of Fµν under
an arbitrary variation δAµ does not take the expected covariant form 2D[µ δAν]. Let us
compute the anomalous part. Thanks to the calculus introduced in the previous section,
this can be done in a completely index-free fashion:
δFµν = 2
(
∂[µ δAν] −
[
A[µ, δAν]
]
E
)
= 2
(
∂[µ δAν] − LA[µδAν] +
(
A[µ, δAν]
))
= 2D[µ δAν] + ∂̂
(
A[µ • δAν]
)
.
(3.5)
Here we used (2.28) in the second line and (2.88) in the last line. We infer that the variation
differs from the expected covariant result by a ∂̂ exact term. In the spirit of the tensor
hierarchy this can now be repaired by introducing 2-form potentials Bµν ∈ B
(
1
3
)
and
defining the improved field strength
Fµν ≡ Fµν + ∂̂Bµν , (3.6)
or, restoring explicit index notation,
Fµνiα = 2 ∂[µAν]iα −
[
Aµ, Aν
]iα
E
+ ǫijkǫαβ∂jβBµν k . (3.7)
Defining the covariant variation ∆Bµν of the 2-forms by
∆Bµν ≡ δBµν +A[µ • δAν] , (3.8)
we see with (3.5) that the improved field strength then varies as
δFµν = 2D[µ δAν] + ∂̂(∆Bµν) . (3.9)
Next we turn to the Λ gauge variation of Fµν . We first note that, as usual, the commutator
of covariant derivatives yields the field strength,[Dµ,Dν] = −LFµν = −LFµν , (3.10)
which follows by a straightforward explicit computation. Note that in this relation the
difference between the naive and the improved field strength is immaterial, as they differ
by a trivial exact term that does not generate a Lie derivative. We then compute the Λ
gauge variation with (3.9),
δΛFµν =
[Dµ,Dν]Λ + ∂̂(∆ΛBµν) = −LFµνΛ + ∂̂(∆ΛBµν)
= LΛFµν − ∂̂(Λ • Fµν) + ∂̂(∆ΛBµν) ,
(3.11)
– 22 –
J
H
E
P
0
4
(
2
0
1
5
)
0
5
0
using (2.88) in the second line. Thus, the field strength transforms covariantly,
δΛFµν = LΛFµν , (3.12)
provided we assign the following gauge transformation to the 2-form:
∆ΛBµν = Λ • Fµν . (3.13)
Note that there is no contribution of the naive covariant form LΛBµν . The 2-form also
comes with its own gauge symmetry with 1-form parameter Ξµ ∈ B
(
1
3
)
,
∆ΞBµν = 2D[µΞν] . (3.14)
In order for this transformation to leave the field strength Fµν invariant, we need to assign
an extra gauge transformation to the 1-forms Aµ. Using the triviality of generalized Lie
derivatives w.r.t ∂̂ exact arguments it is easy to see that Dµ commutes with ∂̂. It then fol-
lows with (3.9) that Fµν is invariant under (3.14), provided the gauge vectors transform as
δAµ = −∂̂ Ξµ . (3.15)
We have to verify that this assignment is consistent with the earlier determination of the
gauge transformation of Aµ so that the covariant derivative transforms covariantly. This
follows because in the definition (3.1) the shift of Aµ by a ∂̂ exact term drops out of the
covariant derivative.
So far we have determined the gauge transformation of Bµν so that the improved field
strength Fµν is gauge covariant, but this requirement actually does not uniquely determine
the gauge transformation of Bµν . In fact, from the definition (3.6) of Fµν we see that we
may shift Bµν by an arbitrary ∂̂ exact term, which will drop out by ∂̂
2 = 0. Thus, there is
an additional redundancy, or gauge invariance, that in fact turns out to be gauged by the
next higher form in the hierarchy, the 3-form, to which we turn now.
3.2 3-form potentials
The most direct way to introduce the 3-form is via the field strength of the 2-form. In
turn, this field strength can be conveniently introduced by requiring a Bianchi identity for
the field strength Fµν . The conventional Bianchi identity DF = 0 does not hold because
the gauge algebra is not a Lie algebra. Rather, we compute
D[µFνρ] = ∂[µFνρ] − LA[µFνρ]
= −∂[µ
[
Aν , Aρ]
]
E
− 2LA[µ∂νAρ] + LA[µ
[
Aν , Aρ]
]
E
= −∂[µ
(
LAνAρ]
)− 2LA[µ∂νAρ] + [A[µ, [Aν , Aρ]]E + 12 ∂̂(A[µ • [Aν , Aρ]]E)
= −L∂[µAνAρ] − LA[ρ∂µAν] +
[
A[µ,
[
Aν , Aρ]
]
E
+
1
2
∂̂
(
A[µ •
[
Aν , Aρ]
]
E
)
= ∂̂
(
− ∂[µAν •Aρ] +
1
3
A[µ •
[
Aν , Aρ]
]
E
)
.
(3.16)
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Here we used (2.29) and (2.89) in the step from the second to the third line and the form
of the Jacobiator (2.26) in the last line. Since the exterior derivative of the full curvature
can be written as
D[µFνρ] = D[µFνρ] + ∂̂(D[µBνρ]) , (3.17)
we have shown that it is ∂̂ exact. Therefore, if we define the field strength of the 2-form as
Hµνρ = 3
(
D[µBνρ] −A[µ • ∂νAρ] +
1
3
A[µ •
[
Aν , Aρ]
]
E
+ · · ·
)
, (3.18)
we obtain the modified Bianchi identity
3D[µFνρ] = ∂̂Hµνρ . (3.19)
Since the left-hand side is manifestly gauge covariant, this relation shows that Hµνρ is
gauge covariant up to possibly ∂̂ closed terms, which are indicated by dots in (3.18). A
fully gauge covariant 3-form curvature can be constructed by adding a 3-form potential
Cµνρ ∈ C
(
1
2
)
as follows
Hµνρ = 3
(
D[µBνρ] −A[µ • ∂νAρ] +
1
3
A[µ •
[
Aν , Aρ]
]
E
)
+ ∂̂Cµνρ , (3.20)
or, restoring explicit SL(3)×SL(2) index notation,
Hµνρm = 3
(
D[µBνρ]m − ǫijmǫαβA[µiα∂νAρ]jβ +
1
3
ǫijmǫαβA[µ
iα
[
Aν , Aρ]
]jβ
E
)
+ ∂mαCµνρ
α .
(3.21)
As before, we will also write
Hµνρ = Hµνρ + ∂̂Cµνρ , (3.22)
denoting by H the naive but not gauge covariant field strength.
Let us now determine the gauge variation of Cµνρ that makes this curvature gauge
covariant. To this end it is again convenient to first compute the transformation of Hµνρ
under arbitrary variations δAµ, δBµν and δCµνρ and write it covariantly. The direct vari-
ation yields
δHµνρ = 3
(
D[µδBνρ] − LδA[µBνρ] − δA[µ • ∂νAρ] −A[µ • ∂νδAρ]
+
1
3
δA[µ •
[
Aν , Aρ]
]
E
+
2
3
A[µ •
[
δAν , Aρ]
]
E
)
+ ∂̂ δCµνρ .
(3.23)
Our task is now to rewrite this in terms of covariant objects. In order to organize this
computation in a transparent form let us first note that the variation of Hµνρ is already
determined by the Bianchi identity (3.19) up to ∂̂ exact terms. Indeed, writing the variation
of the right-hand side of this equation in terms of the variation of the left-hand side,
using (3.9), we compute
∂̂(δHµνρ) = 3D[µ δFνρ] − 3LδA[µFνρ] = 3D[µ
(
2DνδAρ] + ∂̂(∆Bνρ])
)− 3LδA[µFνρ]
= −3LF[µνδAρ] − 3LδA[µFνρ] + 3 ∂̂(D[µ∆Bνρ])
= ∂̂
(
3D[µ∆Bνρ] − 3 δA[µ • Fνρ]
)
,
(3.24)
– 24 –
J
H
E
P
0
4
(
2
0
1
5
)
0
5
0
where we used the commutator of covariant derivatives (3.10) and the relation (2.88) for
the symmetrized generalized Lie derivative. Thus, we infer
δHµνρ = 3D[µ∆Bνρ] − 3 δA[µ • Fνρ] + · · · , (3.25)
up to ∂̂ closed terms. Next, we determine these terms, which are ∂̂ exact, explicitly by
comparing with (3.23). To this end we insert ∆B defined in (3.8) into (3.25), which yields
after a quick computation
3D[µ∆Bνρ] − 3 δA[µ • Fνρ] = 3D[µ(δBνρ])− 3 δA[µ • ∂νAρ] − 3A[µ • ∂ν δAρ]
+ 3A[µ • LAνδAρ] − 3 δA[µ • ∂̂Bνρ] .
(3.26)
Comparing now to (3.23), with the E-bracket in the second line written out according
to (2.29), one finds
δHµνρ = 3D[µ∆Bνρ] − 3 δA[µ • Fνρ] (3.27)
− 3LδA[µBνρ] + 3 δA[µ • ∂̂Bνρ] + δA[µ • [Aν , Aρ]]E +A[µ • LδAνAρ] − 2A[µ • LAνδAρ] .
The first term in the second line can be rewritten by means of the magic identity (2.83),
LδAµBνρ = δAµ • ∂̂Bνρ + ∂̂
(
δAµ •Bνρ
)
, (3.28)
which yields
δHµνρ = 3D[µ∆Bνρ] − 3 δA[µ • Fνρ]
− 3 ∂̂(δAµ •Bνρ)+ δA[µ • [Aν , Aρ]]E +A[µ • LδAνAρ] − 2A[µ • LAνδAρ] . (3.29)
Finally, we can write all terms in the second line in a ∂̂ exact form, using the following
lemma for any Aµ, Aν , C ∈ A
(
1
6
)
:
[Aµ, Aν ] • C−A[µ • LCAν]−2A[µ • LAν]C=LA[µ(Aν] • C)−A[µ • LCAν]−A[µ • LAν]C
= LA[µ(Aν] • C)−A[µ • ∂̂(Aν] • C)
= ∂̂(A[µ • (Aν] • C)) . (3.30)
Here we used the distributivity (2.60), the relation (2.88) for the symmetrized generalized
Lie derivative and, in the last step, the magic identity (2.83). Specializing now to C = δAρ
we infer that the last line in (3.29) takes the form of a total ∂̂ derivative. We have shown
δHµνρ = 3D[µ∆Bνρ] − 3 δA[µ • Fνρ] + ∂̂(∆Cµνρ) , (3.31)
with the covariant variation of the 3-form
∆Cµνρ ≡ δCµνρ − 3 δA[µ •Bνρ] +A[µ • (Aν • δAρ]) . (3.32)
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We are now ready to determine the explicit gauge transformations of the 3-form. Spe-
cializing (3.31) to the gauge variation under the Λ transformations given in (3.13) and (3.2)
we compute
δΛHµνρ = 3D[µ
(
Λ • Fνρ]
)− 3D[µΛ • Fνρ] + ∂̂(∆ΛCµνρ)
= 3Λ • D[µFνρ] + ∂̂(∆ΛCµνρ)
= Λ • ∂̂Hµνρ + ∂̂(∆ΛCµνρ) ,
(3.33)
where we used the Bianchi identity (3.19). Defining the covariant Λ variation of C to be
∆ΛCµνρ ≡ Λ • Hµνρ , (3.34)
it follows with the magic identity (2.83) for the generalized Lie derivative that the gauge
variation takes the covariant form
δΛHµνρ = LΛHµνρ , (3.35)
as required. Next, we turn to the gauge symmetry (3.14), (3.15) parametrized by Ξµ, which
leaves H invariant provided the 3-form transforms as
∆ΞCµνρ = 3F[µν • Ξρ] . (3.36)
Indeed, we then find with (3.31)
δΞHµνρ = 3
[D[µ,Dν]Ξρ] + 3 ∂̂Ξ[µ • Fνρ] + ∂̂(3F[µν • Ξρ])
= −3LF[µνΞρ] + 3 ∂̂Ξ[µ • Fνρ] + ∂̂
(
3F[µν • Ξρ]
)
= 0 ,
(3.37)
using again the magic identity (2.83) in the last step. Finally, the 3-form potential Cµνρ
has its own associated gauge symmetry with 2-form parameter Θµν , which acts on the
fields as
∆ΘCµνρ = 3D[µΘνρ] , ∆ΘBµν = −∂̂Θµν , δΘAµ = 0 . (3.38)
Gauge invariance of the 3-form curvature then follows immediately with (3.31) and the
commutativity of Dµ and ∂̂.
Up to now we have presented all technical details of the proofs, which make repeatedly
use of the identities of the Cartan-like calculus developed in section 2. In the next and the
following subsections we will not give all proofs in similar technical detail as they largely
follow the same scheme.
3.3 4-form potentials
We now define a covariant field strength for the 3-form introduced above, which in turn
forces us to introduce 4-form potentials. In complete parallel to the above discussion we do
so by requiring a Bianchi identity for the 3-form field strength of the 2-form. An additional
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subtlety is that, as one can quickly see, D[µHνρσ] is not even zero up to ∂̂ exact terms. This
is due to the Chern-Simons terms in Hµνρ. Rather, we have a Bianchi identity of the form8
4D[µHνρσ] + 3F[µν • Fρσ] = ∂̂Jµνρσ , (3.39)
for some 4-form field strength Jµνρσ ∈ C
(
1
2
)
to be determined, for which we also write
Jµνρσ ≡ Jµνρσ + ∂̂Dµνρσ , (3.40)
with the newly introduced 4-form potential Dµνρσ ∈ C
(
1
2
)
. Inserting the definition of
H and F we obtain, after a somewhat tedious computation using in particular (3.30)
specialized to C = ∂A,
Jµνρσ = 4D[µCνρσ] + 3 ∂̂B[µν •Bρσ] − 6F[µν •Bρσ]
+ 4A[µ • (Aν • ∂ρAσ])−A[µ • (Aν • [Aρ, Aσ]]E) .
(3.41)
Again, this form is only determined by (3.39) up to ∂̂ closed terms, but we will see
that any such ambiguity can be absorbed into Dµνρσ. Since the left-hand side of the
Bianchi identity is manifestly gauge covariant, it follows that J is gauge covariant up to
∂̂ exact terms and hence that J is fully gauge covariant upon assigning a suitable gauge
transformation to the 4-form Dµνρσ.
In order to determine the gauge transformations that make J fully gauge covariant,
again we first give its general variation under arbitrary δAµ, δBµν , δCµνρ and δDµνρσ,
which can be written as
δJµνρσ = 4D[µ∆Cνρσ] − 4 δA[µ • Hνρσ] − 6F[µν •∆Bρσ] + ∂̂∆Dµνρσ , (3.42)
upon defining the covariant variation of Dµνρσ as follows
∆Dµνρσ ≡ δDµνρσ−4 δA[µ •Cνρσ]+3B[µν • (δBρσ]+2Aρ •δAσ])+A[µ • (Aν • (Aρ •δAσ])) .
(3.43)
We can now use this relation in order to show that Jµνρσ is gauge covariant under Λ
transformations provided we set
∆ΛDµνρσ = Λ • Jµνρσ . (3.44)
Indeed, inserting this, (3.2), (3.13) and (3.35) into (3.42) we obtain
δΛJµνρσ = 4D[µ(Λ • Hνρσ])− 4D[µΛ • Hνρσ] − 6F[µν • (Λ • Fρσ]) + ∂̂(Λ • Jµνρσ)
= Λ • (4D[µHνρσ])− 6F[µν • (Λ • Fρσ]) + ∂̂(Λ • Jµνρσ)
= Λ • ∂̂Jµνρσ + ∂̂(Λ • Jµνρσ)− 3Λ • (F[µν • Fρσ])− 6F[µν • (Λ • Fρσ]) ,
(3.45)
where we used the Bianchi identity (3.39) in the last line. With the associativity-type
relation (2.79) we infer that the last two terms in here are zero. The first two terms in the
8This is analogous to the Chern-Simons modification familiar in string theory, leading to the modified
Bianchi identity dH = −tr(F ∧ F ) in presence of Yang-Mills gauge fields.
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last line combine into the generalized Lie derivative by the magic identity (2.83), hence we
have shown that J transforms covariantly,
δΛJµνρσ = LΛJµνρσ . (3.46)
Similarly, it is straightforward to verify that Jµνρσ is also gauge invariant under the gauge
transformations parametrized by Ξ and Θ, which act on the 4-form as
∆ΞDµνρσ = −4Ξ[µ • Hνρσ] ,
∆ΘDµνρσ = 6F[µν •Θρσ] .
(3.47)
To show the invariance one has to use in particular the property (2.77).
Finally, the 4-form Dµνρσ has an associated gauge symmetry parametrized by a 3-form
parameter Ωµνρ ∈ D
(
2
3
)
,
∆ΩDµνρσ = 4D[µΩνρσ] . (3.48)
This leaves the field strength Jµνρσ invariant provided this symmetry acts on the lower-form
potentials as
δΩAµ = 0 , ∆ΩBµν = 0 , ∆ΩCµνρ = −∂̂Ωµνρ , (3.49)
which follows immediately with (3.42).
3.4 5-form potentials
We complete the tensor hierarchy (needed for the SL(3)× SL(2) EFT) by introducing the
5-form potentials, starting again from the non-trivial Bianchi identity, which here reads
5D[µJνρστ ] + 10F[µν • Hρστ ] = ∂̂Kµνρστ , (3.50)
with the field strengths Kµνρστ for the 4-form to be determined. As before we also write
Kµνρστ = Kµνρστ + ∂̂Eµνρστ . (3.51)
with a 5-form potential Eµνρστ,mα ∈ E
(
5
6
)
that drops out of the Bianchi identity but is
needed for the 5-form curvature to be fully gauge covariant. Inserting the above definitions
of the field strengths on the left-hand side of (3.50) one computes for K (up to ∂̂ exact
terms)
Kµνρστ = 5D[µDνρστ ] + 15B[µν • DρBστ ] − 10F[µν • Cρστ ]
+ 30B[µν •
(
−Aρ • ∂σAτ ] +
1
3
Aρ • [Aσ, Aτ ]]E)
− 5A[µ • (Aν • (Aρ • ∂σAτ ])) +A[µ • (Aν • (Aρ • [Aσ, Aτ ]]E)
)
.
(3.52)
The general variation takes the covariant form
δKµνρστ = 5D[µ∆Dνρστ ] − 5 δA[µ • Jνρστ ] − 10F[µν •∆Cρστ ]
− 10H[µνρ •∆Bστ ] + ∂̂(∆Eµνρστ ) ,
(3.53)
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where
∆Eµνρστ = δEµνρστ − 5 δA[µ •Dνρστ ] − 10 δB[µν • Cρστ ]
− 15B[µν • (δAρ •Bστ ])− 10 (A[µ • δAν) • Cρστ ]
+ 10B[µν • (Aρ • (Aσ • δAτ ])) +A[µ • (Aν • (Aρ • (Aσ • δAτ ]))) ,
(3.54)
The 5-form field strength then transforms covariantly under Λ by setting
∆ΛEµνρστ = Λ • Kµνρστ . (3.55)
Similarly, it is invariant under the previously discussed gauge symmetries parametrized by
Ξ, Θ, Ω, acting on the 5-form as
∆Eµνρστ = −5J[µνρσ • Ξτ ] − 10H[µνρ •Θστ ] + 10F[µν • Ωρστ ] . (3.56)
Finally, the 5-form is associated to a new gauge symmetry, with 4-form parameter
Υµνρσmα ∈ E
(
5
6
)
,
∆ΥEµνρστ = 5D[µΥνρστ ] . (3.57)
It leaves all field strengths invariant provided it acts on the lower-form potentials as
δΥAµ = δΥBµν = δΥCµνρ = 0 , δΥDµνρσ = −∂̂Υµνρσ . (3.58)
For the convenience of the reader we summarize this section on the tensor hierarchy
by giving the action of all gauge symmetries and the form of the Bianchi identities. The
form potentials A, B, C, D and E transform as
δAµ = DµΛ− ∂̂ Ξµ ,
∆Bµν = 2D[µΞν] + Λ • Fµν − ∂̂Θµν ,
∆Cµνρ = 3D[µΘνρ] + Λ • Hµνρ + 3F[µν • Ξρ] − ∂̂Ωµνρ
∆Dµνρσ = 4D[µΩνρσ] + Λ • Jµνρσ − 4H[µνρ • Ξσ] + 6F[µν • Θρσ] − ∂̂Υµνρσ ,
∆Eµνρστ = 5D[µΥνρστ ] + Λ • Kµνρστ − 5J[µνρσ • Ξτ ]
− 10H[µνρ •Θστ ] + 10F[µν • Ωρστ ] + · · · .
(3.59)
Here, in the last equation, we indicated by dots a term that is immaterial in all relations
discussed so far, but would appear as the gauge parameter of the 6-form if we continued
the construction of the hierarchy. For our present purposes it is, however, sufficient to stop
here. The field strengths of these potentials, defined in (3.6), (3.20), (3.40) and (3.51) are
fully covariant under these symmetries and satisfy the following Bianchi identities
3D[µFνρ] = ∂̂Hµνρ ,
4D[µHνρσ] + 3F[µν • Fρσ] = ∂̂Jµνρσ ,
5D[µJνρστ ] + 10F[µν • Hρστ ] = ∂̂Kµνρστ .
(3.60)
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4 The exceptional field theory action
In this section we define the complete dynamics of the SL(3) × SL(2) exceptional field
theory. We first define the various terms of the (pseudo-)action: the kinetic terms, the
potential terms (i.e. carrying only internal derivatives) and finally a topological Chern-
Simons like action that is needed for compatibility with the first-order duality relations to
be imposed at the level of the field equations.
4.1 Kinetic terms
We start by giving the total bosonic field content, which consists of
{ gµν ,MMN , Aµiα, Bµν m, Cµνρα , Dµνρσm } . (4.1)
Formally, we may also keep the 5-forms Eµνρστ mα in order to make gauge covariance of all
curvatures manifest, although we will see that the 5-forms and their variations drop out
of the action. In here, all first five fields enter with a kinetic term, while the 4-form D is
topological in that it only enters via topological terms and as modifications of curvatures.
The action reads
S =
∫
d8x d6Y e
(
R̂+ Lkin + e−1Ltop − V (M, g)
)
, (4.2)
whose various terms we will define in the following.
We begin with the Einstein-Hilbert term, which can be defined in terms of the ‘acht-
bein’ eµ
a that carries density weight λ(eµ
a) = 16 ,
SEH ≡
∫
d8x d6Y e ea
µeb
ν R̂µν
ab . (4.3)
Here the Riemann tensor is computed in the standard fashion, except that all partial deriva-
tives are replaced by Aµ-covariant derivatives and its definition contains an improvement
term,
R̂µν
ab ≡ Rµνab + FµνMeρ[a∂Meρb] , (4.4)
which is necessary for local Lorentz invariance. With eµ
a carrying weight 16 its determinant
e carries weight 43 , while R̂ has weight zero, so that the total Einstein-Hilbert Lagrangian
has weight one. This is the right weight needed for gauge invariance, as in this case the
Lagrangian varies into a total derivative under ΛM transformations, cf. the discussion
around (2.94).
Next we turn to the kinetic term of the scalar matrix (or ‘generalized metric’) M,
which lives in the coset space
SL(3)
SO(3)
× SL(2)
SO(2)
, (4.5)
encoding 7 physical degrees of freedom. Because of this product structure of the duality
group we have two generalized metrics, the SL(3) and SL(2) valued matrices Mij and
Mαβ , respectively. Often it is convenient to represent them as a matrix in the (3, 2)
representation,
MMN ≡ Miα,jβ =MijMαβ . (4.6)
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The matrices here all satisfy detM = 1, which is compatible with the gauge symmetries
for density weight λ = 0. The manifestly gauge invariant kinetic term is then given by
Lkin,M = 1
4
(DµMij DµMij +DµMαβ DµMαβ) , (4.7)
where the coefficients will be determined below. It is again straightforward to see that the
Lagrangian has the correct total weight: the inverse metric gµν implicit in the contraction
of indices has weight −13 which combines with the weight 43 of e to a total weight of one
needed for gauge invariance.
The kinetic terms for the remaining three (tensor-)fields in (4.1) can similarly be
written in a manifestly gauge invariant fashion,
Lkin,tensor = −1
4
MMNFµνMFµνN − 1
12
MmnHµνρmHµνρn − 1
96
MαβJ µνρσ,αJµνρσβ ,
(4.8)
in terms of the covariant curvatures defined in (3.7), (3.21) and (3.40). It is again straight-
forward to verify that the density weights determined in the previous section from the
consistency of the tensor hierarchy are precisely the correct ones that make the action
corresponding to this Lagrangian gauge invariant.
4.2 Potential terms
We now turn to the potential terms that are characterized by using only ‘internal’ deriva-
tives ∂M . Its form is determined by Λ
M gauge invariance (up to one free coefficient that,
however, is universal in all EFTs) and reads in the present case
V = −1
4
MMN∂MMkl∂NMkl − 1
4
MMN∂MMαβ∂NMαβ + 1
2
MMN∂MMKL∂KMLN
− 1
2
∂MMMNg−1∂Ng − 1
4
MMNg−1∂Mgg−1∂Ng − 1
4
MMN∂Mgµν∂Ngµν , (4.9)
where we used the decomposition (4.6) of MMN into SL(3) and SL(2) matrices, with the
standard notationM−1 ij ≡Mij , etc. Note that, in contrast to the EFT of simple duality
groups, the first two terms cannot be written in the formMMN∂MMKL∂NMKL, but this
is consistent since the form given is SL(3)×SL(2) invariant. In order to bring the potential
into a more geometric form we may introduce internal curvatures and covariant derivatives
and define
∇Mgµν = ∂Mgµν − 1
4
(e−1∂Me)gµν , (4.10)
which transforms covariantly. Up to total derivatives, the potential terms may then be
written in the form given in the first line of (1.16), where the generalized Ricci scalar R
can be computed by taking the variational derivative w.r.t. the vielbein determinant,
R = δ
δe
(
− eV − 1
4
eMMN∇Mgµν∇Ngµν
)
, (4.11)
where we note that, despite appearance, the expression in parenthesis depends only on
e, not the full metric, and so the variation is well-defined. One may also construct R
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geometrically, defining connections and curvatures, in analogy to DFT [1, 6], but we will
not do so here.
Let us now return to the expression (4.9) and confirm the ΛM gauge invariance directly
by computing the ‘non-covariant’ variation of each term. More precisely, this variation is
defined as ∆nc = δΛ − LΛ, and we have to verify that the total variation of the potential
combines into a total ∂M derivative. The density weight of the action of LΛ is determined by
the requirement that ∆nc contains only second derivatives of the gauge parameter (i.e. ∂∂Λ
terms). Let us illustrate this for Mkl, whose gauge variation can be read off from (2.38),
δΛMkl = ΛN∂NMkl − 2Mp(k ∂pγΛl)γ + 2
3
∂NΛ
NMkl , (4.12)
where we recalled that the density weight is λ = 0 for Mij ∈ SL(3). This determines the
gauge variation of ∂MMkl, which has to be compared with its Lie derivative,
LΛ
(
∂MMkl) ≡ ΛN∂N
(
∂MMkl) + ∂MΛN∂NMkl − 2 ∂MMp(k ∂pγΛl)γ
+
(
λ(∂M) + 1
6
+
2
3
)
∂NΛ
N∂MMkl .
(4.13)
Here we used (2.15), (2.38) for the definition of the generalized Lie derivative and the
section constraint (2.16). One then finds for the non-covariant variation
∆nc(∂MMkl) ≡ ∂M (δΛMkl)− LΛ(∂MMkl)
= −2Mp(k ∂pγ∂MΛl)γ + 2
3
Mkl∂M∂jβΛjβ ,
(4.14)
where the weight is determined to be λ = −16− 23 , so that the density term in the second line
of (4.13) vanishes. A similar formula holds for ∆nc(∂MMkl), where we note that now the
density weight is λ = −16 + 23 . By a completely analogous computation one finds for Mαβ
∆nc(∂MMαβ) = −2Mγ(α ∂M∂kγΛ|k|β) +Mαβ∂M∂kγΛkγ . (4.15)
It is now easy to see that all covariant terms in the variation of the potential combine
into total derivatives. For instance, in the first term in (4.9) the weights of ∂MMkl and
∂MMkl add up to −13 , which combines with the weight 43 of the vielbein determinant e to
a total weight of 1, exactly as needed for gauge invariance, see (2.94). Thus, it remains to
verify the cancellation of all non-covariant variations ∆nc. To this end one has to use that
the current (JK)L
M ≡MMN∂KMLN , which decomposes as
Mkα,lδ∂Mjβ,lδ =Mkl∂Mjl δαβ +Mαδ∂Mβδ δkj , (4.16)
takes values in the Lie algebra sl(3) ⊕ sl(2). Consequently, the invariance of the Z ten-
sor (2.13) implies identities like
ZL(MPQJL
R) − ZMR(P |LJ|Q)L = 0 . (4.17)
The invariance of the potential now follows by direct computation. (For more details see,
for instance, the E6(6) case discussed in [8].)
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4.3 Topological terms
Finally, the action requires terms that are topological (or of Chern-Simons type) in the
sense that they can be defined using only the form fields, not the external metric gµν nor
the internal generalized metric MMN . Most conveniently, this term is defined by viewing
the 8-dimensional ‘external’ space as the boundary of a 9-dimensional space, on which
the topological term takes the form of a manifestly gauge invariant total derivative term.
As such, it effectively reduces to an 8-dimensional action that is gauge invariant (albeit
not manifestly) up to boundary terms. We find for the 9-dimensional form of the action,
written in terms of the gauge covariant curvatures F , H and J ,
Stop = κ
∫
d9x d6Y ǫµ1···µ9
[
Jµ1···µ4 • Dµ5Jµ6...µ9 + 4Jµ1···µ4 •
(Fµ5µ6 • Hµ7···µ9)
− 8
9
Hµ1···µ3 •
(Hµ4···µ6 • Hµ7···µ9)
]
,
(4.18)
where by slight abuse of notation we momentarily denote by µ, ν, . . . 9-dimensional indices,
and the overall normalization κ will be determined below. Restoring explicit index notation
and writing out the tensor operations • the action reads
Stop = κ
∫
d9x d6Y ǫµ1···µ9
[
ǫαβ
(Jµ1···µ4αDµ5Jµ6...µ9β + 4Jµ1···µ4αFµ5µ6mβHµ7···µ9m)
− 8
9
ǫmnkHµ1···µ3mHµ4···µ6 nHµ7···µ9 k
]
. (4.19)
Let us note that the action is indeed manifestly ΛM gauge invariant. Since the curvatures
employed here are gauge covariant by construction it only remains to verify that the •
operations above lead to scalar densities of weight 1, as needed for gauge invariance of the
action. This is indeed the case, as can be inferred from table 2. For instance, in the leading
term we have J ∈ C
(
1
2
)
and so • maps C
(
1
2
)
× C
(
1
2
)
into S(1).
Our task is now to verify that this topological action is a total derivative. We prove
this by showing that it varies into a total derivative under arbitrary variations of the tensor
fields. This proof requires a subtle interplay of the covariant variations of field strengths
and the Bianchi identities of the tensor hierarchy. We illustrate this by first considering
the variation only under ∆Dµνρσ = δDµνρσ, setting δA = δB = δC = 0, under which
δJµνρσ = ∂̂(∆Dµνρσ), see (3.42), while all other curvatures are inert. We then compute for
the variation of the Lagrangian corresponding to (4.18)
δLtop = ǫµ1···µ9
[
δJµ1...µ4 • Dµ5Jµ6···µ9 + Jµ1...µ4 • Dµ5(δJµ6...µ9)
+ 4 δJµ1···µ4 • (Fµ5µ6 • Hµ7···µ9)
]
= ǫµ1···µ9
[
Dµ5(Jµ1...µ4 • δJµ6...µ9) + 2 δJµ1...µ4 • (Dµ5Jµ6...µ9 + 2Fµ5µ6 • Hµ7···µ9)
]
= ǫµ1···µ9
[
Dµ5(Jµ1...µ4 • ∂̂(∆Dµ6...µ9)) +
2
5
∂̂(∆Dµ1...µ4) • ∂̂Kµ5...µ9
]
, (4.20)
– 33 –
J
H
E
P
0
4
(
2
0
1
5
)
0
5
0
where we collected a total derivative term (recalling that the • operation is antisymmetric
in the first term, as is manifest in (4.19) due to the contraction with ǫαβ), and we used
the Bianchi identity (3.50) in the last step. The last term in here is a total ∂M derivative,
see the discussion around (2.99), and can hence be ignored since we still assume that the
Y -space has no boundary. On the contrary, the total x-derivative given by the first term
reduces the variation to that of an 8-dimensional action, i.e.,
δStop = κ
∫
d8x d6Y ǫµ1···µ8 Jµ1...µ4 • ∂̂(∆Dµ5...µ8)
= −κ
∫
d8x d6Y ǫµ1···µ8 ∂̂(∆Dµ1...µ4) • Jµ5...µ8 ,
(4.21)
using the antisymmetry of • in the last step. Similarly, one can work out the 8-dimensional
form of the total variation using the covariant variations (3.9), (3.31) and (3.42) of F , H
and J , respectively, and employing the Bianchi identities (3.60). One finally finds for the
total variation
δStop = κ
∫
d8x d6Y ǫµ1...µ8
[
4Jµ1...µ4 • (δAµ5 • Hµ6...µ8)
+ 6∆Bµ1µ2 •
(
Fµ3µ4 • Jµ5...µ8 −
4
9
Hµ3...µ5 • Hµ6...µ8
)
+ 4∆Cµ1...µ3 • (Dµ4Jµ5...µ8 + 4Fµ4µ5 • Hµ6...µ8)
− ∂̂∆Dµ1...µ4 • Jµ5...µ8
]
. (4.22)
Note that the variation of the 5-form potential is absent, showing that it drops out of the
theory.
We close this section by explaining how, thanks to the topological terms, the field
equations are consistent with the self-duality relation present in type IIB. Specifically, the
4-form potentials Dµνρσ
m do not carry kinetic terms, but due to their presence inside
covariant field strengths and topological terms their variation yields (a projection of) the
self-duality constraints of the 3-forms Cµνρ
α. These in turn encode the degrees of freedom
of the self-dual 4-form of type IIB, as we shall discuss below. Consider the variation of the
Lagrangian, whose relevant parts consist of the kinetic terms in (4.8) and the topological
terms in (4.19), w.r.t. Dµνρσ
m,
δDL = − 1
48
eMαβJ µνρσ,α δJµνρσβ − κ ǫµνρσλ1...λ4 ǫαβ (∂̂∆Dµνρσ)αJλ1...λ4β
= δDµνρσ
m
[
1
48
ǫβγ∂mγ
(
eMαβJ µνρσ,α
)− ǫβγ∂mγ(κǫαβǫµνρσλ1...λ4Jλ1...λ4α)
]
.
(4.23)
Here we used (4.22) for the variation of the topological term, and we integrated by parts
in the second line. Thus, the field equations for Dµνρσ
m read
ǫβγ∂mγ
[
1
48
eMαβ J µνρσ,α − κ ǫαβ ǫµνρσλ1...λ4 Jλ1...λ4α
]
= 0 . (4.24)
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This is a projected self-duality relation. It is projected, because it appears only under the
differential operator ǫβγ∂mγ . The action does not imply the full set of self-duality relations,
and therefore we have to impose the complete self-duality relations by hand,
1
48
Mαβ J µνρσ,β = −κ ǫαβ e−1ǫµνρσλ1...λ4 Jλ1...λ4β , (4.25)
to be imposed at the level of the field equations after varying the (pseudo-)action. Let
us emphasize again that it is only consistent to impose the self-duality relations due to
the topological terms in the action. Note that consistency of the self-duality relations
determines κ to be
κ =
1
2(24)2
. (4.26)
5 External diffeomorphisms
So far we dealt exclusively with the ‘internal’ generalized diffeomorphisms generated by
ΛM (x, Y ) and their higher-form descendants emerging in the tensor hierarchy. These gauge
symmetries are made completely manifest thanks to the novel calculus introduced above.
Here we turn to the equally important symmetry of ‘external’ generalized diffeomorphisms
generated by the 8 parameters ξµ(x, Y ), which is a non-manifest symmetry (that, accord-
ingly, fixes all relative coefficients in the action). We first discuss the gauge algebra and
then the invariance of the action.
5.1 Gauge algebra of external diffeomorphisms
We start by defining the external diffeomorphisms and confirming their consistency by
proving closure of the gauge algebra. The external diffeomorphisms act on the external
and internal metrics as
δξMMN = ξµDµMMN ,
δξgµν = ξ
ρDρgµν +Dµξρgρν +Dνξρgρµ .
(5.1)
This takes the same form as conventional infinitesimal diffeomorphisms, except that all
derivatives are covariant w.r.t. the connection Aµ of the separate (internal) diffeomor-
phism symmetry. Here we treat the parameter ξµ as a scalar of weight zero, hence
Dµξρ = ∂µξρ − AµM∂Mξρ. For the gauge vectors the minimal covariant choice for the
gauge transformations is
δ0ξAµ
M = ξνFνµM , (5.2)
with the covariant field strength (3.6). It turns out that in the full EFT an extra term is re-
quired, but in order to streamline the proof of closure let us consider this minimal form first.
Recalling the definition (3.1) of the covariant derivative we compute for the closure onM,
[
δ0ξ1 , δ
0
ξ2
]MMN = ξµ2Dµ(ξν1DνMMN)− ξµ2 Lδ0ξ1AµMMN − (1↔ 2)
= 2 ξµ[2Dµξν1]DνMMN + ξµ2 ξν1
[Dµ,Dν]MMN + 2 ξµ[2 Lξν1]FµνMMN . (5.3)
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We now rewrite the last term in the second line, using the form (2.15) of the generalized
Lie derivative. Specifically, we pull out the ξν1 from the argument of L and collect the
extra terms to find (leaving the symmetrization in M,N implicit),
2 ξµ[2 Lξν1]FµνMMN = 2 ξ
µ
2 ξ
ν
1 LFµνMMN + 2 ∂M
(
ξµ2 ξ
ν
1
)FµνKMKN
− 2ZPQMK∂P
(
ξµ2 ξ
ν
1
)FµνKMQN + 1
6
∂K
(
ξµ2 ξ
ν
1
)FµνKMMN , (5.4)
where we employed the antisymmetry of Fµν in order to make the antisymmetrization
(1↔ 2) manifest. Using next the commutator (3.10) of covariant derivatives in the second
term of the second line of (5.3), one finds that this changes the coefficient of the term with
LFµν in (5.4) so that in total[
δ0ξ1 , δ
0
ξ2
]MMN = 2 ξµ[2Dµξν1]DνMMN + ξµ2 ξν1 LFµνMMN + 2 ∂M(ξµ2 ξν1)FµνKMKN
− 2ZPQMK∂P
(
ξµ2 ξ
ν
1
)FµνKMQN + 1
6
∂K
(
ξµ2 ξ
ν
1
)FµνKMMN . (5.5)
It is now easy to see upon inspection of the definition (2.15) of the generalized Lie
derivative that this combines into
[
δ0ξ1 , δ
0
ξ2
]MMN = 2 ξµ[2Dµξν1]DνMMN + Lξµ2 ξν1FµνMMN . (5.6)
The first term on the right-hand side takes the form of a local ξµ transformation (5.1),
while the second term is a field-dependent ΛM diffeomorphism. Thus, we proved closure,
[
δ0ξ1 , δ
0
ξ2
]MMN = δξ12MMN + δΛ(0)12 MMN , (5.7)
where
ξµ12 ≡ ξν2Dνξµ1 − ξν1Dνξµ2 , Λ(0)M12 ≡ ξµ2 ξν1FµνM . (5.8)
Next we verify closure of the vector transformations (5.2), which illustrates once more
the subtle interplay of the various identities of the tensor hierarchy. In fact, the 2-form
potential and its associated gauge parameter play a crucial role in establishing closure.
We compute, in index-free notation and using the covariant variation (3.9) of the 2-form
curvature,
[
δ0ξ1 , δ
0
ξ2
]
Aµ = ξ
ν
2
(
2D[ν
(
ξρ1F|ρ|µ]
)
+ ∂̂(∆ξ1Bνµ)
)
− (1↔ 2)
= 2 ξν[2Dνξρ1]Fρµ−2 ξν[2Dµξρ1]Fρν+3 ξν2 ξρ1D[µFνρ]+ξν2 ξρ1DµFνρ+2 ξν[2∂̂(∆ξ1]Bνµ)
= ξρ12Fρµ −Dµ
(
ξν2 ξ
ρ
1
)Fρν + ξν2 ξρ1 ∂̂Hµνρ + ξν2 ξρ1DµFνρ + 2 ξν[2∂̂(∆ξ1]Bνµ)
= ξρ12Fρµ +Dµ
(
ξν2 ξ
ρ
1Fνρ
)
+ ξν2 ξ
ρ
1 ∂̂Hµνρ + 2 ξν[2∂̂(∆ξ1]Bνµ) , (5.9)
where we implemented the antisymmetrization in (1↔ 2), inserted ξ12 and used the Bianchi
identity (3.19) in the third line. The first two terms on the right-hand side are precisely the
ξµ and ΛM gauge transformations of Aµ, defined in (5.2) and (3.2), respectively, w.r.t. the
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parameters in (5.8). It remains to manipulate the final two terms on the right-hand side.
The third term in the last line can be written as9
ξν2 ξ
ρ
1 ∂̂Hµνρ = −∂̂
(
ξν2 ξ
ρ
1 Hµνρ
)
+ 2 ξν2 ξ
ρ
1 ∂̂Hµνρ + 2 ξν[2 ∂̂ξρ1]Hµνρ
= −∂̂(ξν2 ξρ1 Hµνρ)+ 2 ξν[2 ∂̂(ξρ1]Hµνρ) . (5.11)
The first term in here can be interpreted as a field-dependent Ξµ transformation, cf. (3.15),
with parameter
Ξ12µ = ξ
ν
2 ξ
ρ
1 Hµνρ . (5.12)
The second term in (5.11) cancels against the last term in (5.9) provided we set
∆ξBµν = ξ
ρHµνρ . (5.13)
Thus we have shown [
δ0ξ1 , δ
0
ξ2
]
Aµ =
(
δξ12 + δΛ(0)12
+ δΞ12
)
Aµ , (5.14)
with effective parameters (5.8), (5.12).
Before discussing the exterior diffeomorphisms for the remaining form fields of the ten-
sor hierarchy, let us complete the vector gauge transformations (5.2). In fact, as mentioned
above, although the gauge algebra closes for this minimal covariant choice of the gauge
transformations, gauge invariance of the full EFT requires a further covariant term:
δξAµ
M = ξνFνµM +MMNgµν∂Nξν . (5.15)
The extra term is universal for all EFTs. Let us verify that with this modification the gauge
algebra still closes. For the closure on the generalized metric MMN one finds with (5.3)
the following additional contribution
− ξµ2 LM•Kgµν∂Kξν1MMN − (1↔ 2) = L−2M•Kgµνξµ[2∂Kξν1]MMN . (5.16)
Here we moved ξµ2 inside the argument of the generalized Lie derivative. In order to verify
that this does not lead to extra correction terms one may use the explicit form (2.15) of
the generalized Lie derivative to show that all such terms with derivatives of ξµ2 vanish
as a consequence of the (1 ↔ 2) antisymmetrization.10 The term on the right-hand side
of (5.16) can be interpreted as a field-dependent ΛM gauge transformation. Thus we
9Note that writing ∂̂ξρ1 is, strictly speaking, an abuse of notation. We simply mean by this the partial
derivative ∂M acting on ξ
ρ
1 , with its SL(3)×SL(2) indices contracted as if it was acting on H, i.e., the index
structure is (
ξν2 ∂̂ξ
ρ
1Hµνρ
)iα
≡ ǫijkǫαβξν2∂jβξ
ρ
1Hµνρk . (5.10)
10We note that this requires using that the tensor Z is invariant under the group action by M, which
leads to identities such as
ZPQMKM
KLMQN = Z
QL
KNM
KPMQM . (5.17)
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still have closure, with the complete effective gauge parameters of internal and external
diffeomorphisms given by
ΛM12 ≡ ξµ2 ξν1FµνM − 2MMNgµν ξµ[2∂Nξν1] ,
ξµ12 ≡ ξν2Dνξµ1 − ξν1Dνξµ2 .
(5.18)
Similarly, one may verify closure on the gauge vector Aµ according to the same parameters.
We close this subsection by giving the form of the generalized diffeomorphisms on the
higher forms, whose closure can be verified in analogy to the above discussions, making
repeated use of the Bianchi and variational identities of the tensor hierarchy. One finds in
terms of the covariant variations,
∆ξBµν = ξ
ρHρµν ,
∆ξCµνρ = ξ
σJσµνρ ,
∆ξDµνρσ = ξ
τKτµνρσ .
(5.19)
These transformations close w.r.t. the parameters (5.18) and
Ξ12,µ ≡ ξν2 ξρ1Hνρµ ,
Θ12,µν ≡ ξρ2ξσ1Jρσµν ,
Ω12,µνρ ≡ ξσ2 ξτ1Kστµνρ .
(5.20)
5.2 Gauge invariance
We now compute the gauge variation of the (pseudo-)action under external diffeomor-
phisms. To this end we have to compute the gauge variation of the field strengths, where
for the moment we will only consider the minimal gauge variation (5.2) of Aµ. Starting
with the 2-form curvature we compute:
δ0ξFµν = 2D[µ δ0ξAν] + ∂̂(∆ξBµν)
= 2D[µ
(
ξρF|ρ|ν]
)
+ ∂̂
(
ξρHµνρ
)
= 2D[µξρF|ρ|ν] + ξρDρFµν − 3 ξρD[µFνρ] + ∂̂
(
ξρHµνρ
)
.
(5.21)
The first two terms here take the form of a conventional Lie derivative w.r.t. ξµ, except
that all partial derivatives are replaced by gauge covariant derivatives. Such (generalized)
Lie derivatives can be defined for any tensor and will henceforth be denoted by Lξ. Using
the Bianchi identity in the third term we get a cancellation against one contribution of the
last term, so that in total, restoring index notation,
δ0ξFµνiα = LξFµνiα + ǫijkǫαβ∂jβξρHµνρ,k . (5.22)
Similarly, it is straightforward, using the covariant variations and the Bianchi identities, to
prove the analogous relations for the higher field strengths,
δ0ξHµνρ,m = LξHµνρ,m + ∂mαξλ Jλµνρα ,
δ0ξJµνρσα = LξJµνρσα + ǫαβ∂mβξλKλµνρσm .
(5.23)
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It is easy to see that a Lagrangian built with determinant e times a scalar (w.r.t. the
Lie derivatives Lξ) is gauge invariant. Thus it remains to collect the ‘non-invariant’ terms.
Let us illustrate how the cancellation works. Consider the variation of the Yang-Mills term
under δ0ξ , for which by the preceding discussion up to total derivatives only the second
term in (5.22) gives a non-vanishing contribution,
δ0ξ
(
− 1
4
eMiα,jβFµν iαFµνjβ
)
= −1
2
eMijMαβǫjpqǫβγ∂pγξρFµν iαHµνρ,q . (5.24)
(In order not to clutter the equations, here and in the following we suppress the integration
symbol.) In order to cancel these terms we have to complete the vector gauge transforma-
tion to the full (5.15), which leads to additional variations, denoted by δ′ in the following,
that precisely cancel the above terms. For instance, using (3.31) we infer that the variation
of Hµνρ receives the following additional contribution,
δξHµνρ,m = δ0ξHµνρ,m − 3 ǫmnkǫαβ δ′ξA[µnαFνρ]kβ
= δ0ξHµνρ,m − 3 ǫmnkǫαβMnα,lγ ∂lγξλ gλ[µFνρ]kβ .
(5.25)
The extra variation of the H2 term in (4.8) then precisely cancels (5.24), which in turn fixes
the relative coefficient between these two terms.11 Moreover, the Yang-Mills term receives
an additional variation from (5.15) in the form δFµν = 2D[µδAν], one contribution of which
is cancelled by the variation from the Einstein-Hilbert term, as explained in detail in [29],
while the remaining term is cancelled against terms in the variation of the potential.
Apart from the variation of the H2 kinetic term in (5.25), which cancelled the extra
term (5.24) in the variation of the Yang-Mills term, due to (5.23) its variation also yields
an anomalous term in complete parallel to that in (5.24),
δ0ξ
(
− 1
12
eMmnHµνρmHµνρ,n
)
= −1
6
eMmn∂mαξσHµνρnJσµνρα . (5.26)
Next, we compute the variation of the J 2 term, using the complete gauge variations of J
obtained with (3.42),
δξJµνρσα = LξJµνρσα + ǫαβ∂mβξλKλµνρσm − 4Mmα,nβ∂nβξλgλ[µHνρσ]m . (5.27)
This leads to the following variation of the kinetic term
δξ
(
− 1
96
eMαβJµνρσαJ µνρσ,β
)
= − 1
48
eMαβǫβγ∂mγξλKτµνρσmJ µνρσ,α
+
1
12
eMmn∂mαξσHµνρnJσµνρα .
(5.28)
Finally, we have to consider the variation of the topological term. Using its general varia-
tion (4.22) and inserting δξAµ,∆ξBµν ,∆ξCµνρ,∆ξDµνρσ we obtain
δξLtop = κ ǫµ1...µ8
[
4 ǫαβJµ1...µ4α ξνFνµ5mβHµ6µ7µ8,m + 6 ǫαβ ξνHνµ1µ2,mFµ3µ4mβ Jµ5...µ8α
11In order to verify this cancellation one has to use standard identities likeMilMjpMkqǫlpq = ǫ
ijk, which
is equivalent to detM = 1.
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+ 4 ǫαβ Jµ1...µ4αMmβ,kγgνµ5∂kγξνHµ6µ7µ8,m + ξνKνµ1...µ4∂mαJµ5...µ8α
+ 4 ǫαβ ξ
νJνµ1µ2µ3α
(Dµ4Jµ5...µ8β + 4Fµ4µ5mβHµ6µ7µ8,m)] (5.29)
=κ
∫
ǫµ1...µ8
[
4 ǫαβ Jµ1...µ4αMmβ,kγgνµ5∂kγξνHµ6µ7µ8,m − ∂mαξνKνµ1...µ4mJµ5...µ8α
]
.
Here we combined the JFH terms and used the last of the Bianchi identities (3.60) to
rewrite them as a ∂̂K term, after which we integrate by parts with ∂̂. In all of these
manipulations we make use of Schouten identities according to which antisymmetrization
in nine external indices gives zero.
We are now ready to collect the left-over terms from the gauge variation of the fields
of the tensor hierarchy. With (5.26), (5.28) and (5.29) the total variation is given by
δξL = − 1
48
eMαβǫβγ∂mγξτKτµνρσmJ µνρσ,α − 1
12
eMmn∂mαξσHµνρnJσµνρα (5.30)
+ κǫµ1...µ8
(
4 ǫαβ Jµ1...µ4αMmβ,kγgνµ5∂kγξνHµ6µ7µ8,m − ∂mαξνKνµ1...µ4mJµ5...µ8α
)
.
This is non-zero, but the terms cancel if we impose the self-duality relation (4.25). This is
sufficient in order to prove the gauge invariance of the second-order equations supplemented
by the self-duality constraint.
In order to complete the proof of gauge invariance it thus remains to verify the gauge
invariance of the duality constraint (4.25), which reads
Oµ1...µ4α ≡ MαβJ µ1...µ4,β + 1
4!
ǫαβe
−1ǫµ1...µ4ν1...ν4Jν1...ν4β = 0 . (5.31)
We now compute its gauge variation under external diffeomorphisms, using (5.27), to find
δξOµ1...µ4α = LξOµ1...µ4α
+Mαβǫβγ∂mγξλgλτKτµ1...µ4,m − 1
3!
ǫαβMmnMβγe−1ǫµ1...µ4ν1...ν4∂nγξλgλν1Hν2ν3ν4m
− 1
4!
e−1ǫµ1...µ4ν1...ν4∂mαξ
λKλν1...ν4m − 4Mmn∂nαξ[µ1Hµ2µ3µ4]m . (5.32)
The covariant Lie derivative term in the first line is zero for Oµ1...µ4α = 0, i.e., it is zero
on-shell. The remaining terms in each line cancel against each other upon using the duality
relation between 2-forms and 4-forms,
Hµ1µ2µ3m ≡ 1
5!
Mmne−1ǫµ1µ2µ3ν1...ν5Kν1...ν5n . (5.33)
Thus, the self-duality constraint is gauge invariant on-shell provided this duality relation
is part of the field equations. One may indeed argue that this duality relation follows
by combining the integrability condition of the self-duality constraint and the second-
order equations of the pseudo-action as follows. Acting with Dµ on (5.31) we obtain the
integrability condition
0 = Dµ1(eOµ1...µ4α)
= Dµ1
(
eMαβJ µ1...µ4,β
)
+
1
5!
ǫαβǫ
µ1...µ4ν1...ν4
(
∂̂Kµ1ν1...ν4 − 10Fµ1ν • Hν2ν3ν4
)β
,
(5.34)
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where we used the last Bianchi identity in (3.60) in order to rewrite the covariant exterior
derivative of J . On the other hand, varying the pseudo-action w.r.t. the 3-forms also yields
a second-order equation:
Dλ
(
eMαβJ λµνρ,β) + 2 ∂mα
(
eMmnHµνρn
)
+ 12 ǫµνρλ1...λ5
(
− 4κ
5
∂mαKλ1...λ5m − 8κǫαβFλ1λ2mβHλ3λ4λ5,m
)
= 0 ,
(5.35)
where the second term in the first line originates from the variation of Cµνρ inside the
3-form curvature H, cf. (3.31). Comparing (5.34) with (5.35) we observe a mismatch in
terms with K and H, both under a derivative. The combined field equations thus imply
∂mα
(
eMmnHµνρn − 1
5!
ǫµνρσ1...σ5Kσ1...σ5m
)
= 0 , (5.36)
or, bringing the constant ǫ tensor to the other side and employing an index-free notation,
∂̂
(
⋆MH(3) −K(5)) = 0 . (5.37)
The tensor in parenthesis is thus ∂̂ closed. Assuming the validity of a Poincare´ lemma we
conclude that this tensor is ∂̂ exact, so that
⋆MH(3) −K(5) = ∂̂Ω(5) , (5.38)
for some 5-form Ω(5). Recalling the definition of the 5-form curvature, K(5) = K(5)+ ∂̂E(5),
we observe that upon redefining E(5) → E(5) + Ω(5) the right-hand side of (5.38) can be
set to zero. In fact, as we saw above, the 5-form potential and its variations drop out of all
equations and play only a formal role in making gauge invariance manifest. Thus, it can
be redefined arbitrarily and so we obtain
⋆MH(3) −K(5) = 0 , (5.39)
or, equivalently, the full unprojected duality relations (5.33). However, we should recall the
subtleties involved in establishing the Poincare´ lemma just assumed. In fact, the Poincare´
lemma can only be derived before picking a particular solution of the section constraint;
more precisely, in the case at hand the Poincare´ lemma is only valid for the M-theory
solution of the section constraint. In the case that the duality relation (5.39) does not
follow from the other equations it has to be imposed by hand as part of the definition
of the theory, for which the self-duality constraint (5.31) is then gauge invariant. This
completes our discussion of gauge invariance under external diffeomorphisms.
6 Embedding of conventional supergravity
In this section we discuss the embedding of D = 11 and type IIB supergravity into the
SL(3)×SL(2) exceptional field theory, upon picking the appropriate solution of the section
constraint. This requires a Kaluza-Klein type decomposition of coordinates and tensor
indices in a 8 + 3 or 8 + 2 split, respectively, but without truncation of the coordinate
dependence. As such, the theories resulting from EFT by reducing the coordinate depen-
dence upon solving the section constraint are on-shell fully equivalent to either D = 11 or
type IIB supergravity.
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6.1 Embedding of D = 11 supergravity
We start by recalling the bosonic field content of D = 11 supergravity, which consists of
the 11-dimensional metric G and a 3-form gauge potential A(3):
D = 11 field content : GMN , AMNK , (6.1)
where (in this subsection only) we denote the D = 11 spacetime indices byM,N, . . ..12 For
the comparison with EFT it is convenient to also introduce a dual 6-form potential A(6)
that is related to the 3-form via the duality relation to the field strength F (4) = dA(3),
F (7) = ⋆F (4) , F (7) = dA(6) +A(3) ∧ dA(3) . (6.2)
Here we defined the 7-form field strength, which requires a Chern-Simons modification
by A(3) in order for the duality relation to be compatible with the D = 11 supergravity
equations. Indeed the integrability condition of the duality relation yields, by d2 = 0,
precisely the second order equation of motion for A(3).
Let us now discuss the fields originating from these upon a 8+ 3 decomposition of the
tensor indices, writing
M = (µ,m) , etc. , (6.3)
as would be appropriate for Kaluza-Klein compactification to D = 8. Let us stress again,
however, that the coordinate dependence will be untouched and so we merely reformulate
D = 11 supergravity in a manner appropriate for the comparison with EFT. Note that
this decomposition leads to a manifestly SL(3) covariant formulation, with SL(3) indices
m,n, . . ., the group being a subgroup of the internal diffeomorphism group. The D = 11
metric gives rise to
GMN : gµν , Aµ
m , Gmn , (6.4)
where gµν is the (external) 8-dimensional spacetime metric, Gmn the internal metric (en-
coding part of the scalars in D = 8) and Aµ
m are the Kaluza-Klein vectors. Next, the
3-form gives rise to
AMNK : Aµνρ , Aµνm , Aµmn ≡ A˜µkǫmnk , Amnk ≡ A˜ ǫmnk . (6.5)
Here we used the three-dimensional epsilon symbol of the internal space in order to lower
the number of SL(3) indices. Finally, the 6-form potential decomposes as
AMNKLPQ : Aµνρmnk ≡ A˜µνρ ǫmnk , Aµνρσmn ≡ A˜µνρσk ǫmnk . (6.6)
Note that, in D = 8 language, there are no lower forms than 3-forms since for such fields
the total antisymmetry in the internal SL(3) indices implies that they vanish identically.
Moreover, in principle there are also 5-forms A
(5)
m and a singlet 6-form A(6). However, the
former are on-shell dual, via (6.2), to the vectors A˜µ
m already encoded in the fields (6.5)
originating from the 3-form, which will enter with a kinetic term. Hence these fields can
12There is no danger of confusing these indices with fundamental (3, 2) indices of SL(3) × SL(2) as we
will always write out the SL(3) and SL(2) indices individually.
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be eliminated. Similarly, the singlet 6-form is on-shell dual to the scalar A˜ and can also
be eliminated. Note that also the 4-form A˜µνρσ
m is on-shell dual to a field that enters
with a kinetic term, namely the 2-forms Aµνm. It turns out to be necessary, however, to
keep the 4-forms as separate but non-propagating fields that enter without a kinetic term.
Rather, its presence in the Chern-Simons like topological couplings plays an important role
in guaranteeing the consistency with the first-order duality relations. This mechanism is a
general feature of the tensor hierarchy in gauged supergravity.
The above decomposition shows that the reformation of D = 11 supergravity based
on a 8 + 3 split of fields and coordinates exhibits a manifest SL(3) symmetry, reflecting
the internal diffeomorphism invariance. The SL(2), on the other hand, is hidden. More
precisely, this symmetry is not actually present in D = 11 supergravity, but emerges only
upon genuine torus reduction to D = 8. Indeed, in order to embed D = 11 supergravity
into EFT we have to embed the three-dimensional derivatives ∂m according to
∂m → ∂mα = (∂m1, ∂m2) ≡ (∂m, 0) , (6.7)
solving the section constraint by singling out one SL(2) direction and hence breaking this
symmetry, see the discussion in the introduction. The only way to solve the section con-
straint so that it preserves the full duality group is to set ∂mα = 0, which of course is
equivalent to dimensional reduction.
Next, we match the field content of D = 11 supergravity in the 8+3 split with that of
EFT summarized in (4.1). Although the SL(2) symmetry is broken we can still reorganize
the above fields into SL(2) multiplets. First, the SL(2) singlet external metric gµν matches
that in (6.4). The scalars from (6.4) and (6.5) encoded in EFT correspond to
Mmn , Mαβ : (Gmn , A˜ ) . (6.8)
The EFT scalar matrices encode 5 degrees of freedom in Mmn and 2 degrees of freedom
in Mαβ , both satisfying detM = 1, giving a total of 7, which precisely matches the 6 + 1
scalar degrees of freedom in supergravity. The vector components from (6.4) and (6.5) are
Aµ
mα : (Aµ
m , A˜µ
m ) , (6.9)
which perfectly matches the vector field content of EFT. The 2-forms are directly identified
with those in (6.5),
Bµνm : Aµνm . (6.10)
The 3-forms are collected from (6.5) and (6.6) to combine as
Cµνρ
α : (Aµνρ , A˜µνρ ) . (6.11)
Finally, the 4-forms are directly identified with those in (6.6),
Dµνρσ
m : A˜µνρσ
m . (6.12)
Summarizing, we see that all bosonic physical fields of D = 11 supergravity are encoded
in the EFT fields. Moreover, these also include topological fields that do not enter with
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a kinetic term, here the 4-forms. It is important to verify that we propagate the right
number of degrees of freedom and thus do not over-count. In fact, the 3-forms (6.11) are
subject to a self-duality constraint which originates from (6.2) in D = 11 upon performing
the 8+3 split. This is, however, perfectly consistent with the self-duality relation (4.25) in
EFT, and so we indeed describe the correct number of degrees of freedom. Note that the
presence of the topological Dµνρσ
m was necessary in order to obtain field equations that
are compatible with the self-duality constraint and hence with D = 11 supergravity.
In the above discussion we have shown that the fields of D = 11 supergravity match
those of EFT (subjected to the appropriate solution of the section constraint). The discus-
sion was schematic as we did not display the precise field redefinitions needed in order to
relate both sets of fields, and we did not verify the detailed match of the field equations. In
fact, there are laborious Kaluza-Klein-like field redefinitions needed that mix the various
tensor fields in order to bring the gauge symmetries into a canonical form. In the E6(6)
EFT the match with D = 11 supergravity has been verified in all detail for the bosonic
sector and the match for type IIB to a large extent [8]. In the E7(7) EFT the match with
D = 11 supergravity is largely contained in the original work of de Wit-Nicolai [13] and
the more recent work [11], including fermions in the supersymmetric form. Thus there is
little doubt that here it works out similarly, but we leave a more detailed verification for
the SL(3)× SL(2) EFT for future work.
6.2 Embedding of type IIB
Let us now turn to the embedding of type IIB supergravity, whose bosonic field content
is given by the 10-dimensional metric G, two scalar fields (the dilaton φ and the RR zero-
form C0 that may be combined into the axion-dilaton τ = C0 + ie
−φ or, equivalently, into
an SL(2)/SO(2) coset matrix Mi′j′), an SL(2) doublet A(2)i′ of two forms and a self-dual
4-form A(4),
Type IIB field content: GMN , Mi′j′ ∈ SL(2,R) , AMNi′ , AMNKL , (6.13)
where now (and in this subsection only) M,N, . . . denote D = 10 spacetime indices and
i′, j′ = 1, 2 denote SL(2) indices. The self-duality constraint of the 4-form is given by
⋆ F (5) = F (5) , F (5) ≡ dA(4) − 1
2
ǫi′j′A
(2)i′ ∧ dA(2)j′ . (6.14)
Next we perform the 8 + 2 splitting of tensor indices, writing
M = (µ , α) , α = 1, 2 . (6.15)
For the metric this yields
GMN : gµν , Aµ
α , Gαβ , (6.16)
introducing the Kaluza-Klein vector and the internal scalars. The SL(2) valued scalar
matrix Mi′j′ decomposes trivially. The 2-forms decompose as
AMN
i′ : Aµν
i′ ≡ ǫi′j′A˜µνj′ , Aµαi′ ≡ ǫαβA˜µβi′ , Aαβi′ ≡ ǫαβA˜i′ , (6.17)
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where we used again the Levi-Civita symbols ǫαβ and ǫi′j′ to reduce the number of indices.
Finally, the 4-form decomposes as
AMNKL : Aµνρσ , Aµνρα ≡ ǫαβA˜µνρβ , Aµναβ ≡ ǫαβ A˜µν . (6.18)
Note that this does not yield forms of degree lower than two as such fields are identically
zero by having more than two antisymmetrized SL(2) indices.
In order to embed type IIB into EFT we have to pick the second, inequivalent solution
of the section constraint. To this end we have to break the manifest SL(3) symmetry of EFT
to the SL(2) S-duality symmetry of type IIB by splitting the SL(3) index as i = (i′, 3). The
2-dimensional (internal) derivatives of type IIB can then be embedded into the derivatives
of EFT as
∂α → ∂mα = (∂m′α , ∂3α) ≡ (0 , ∂α) , (6.19)
which then solves the section constraint as discussed in the introduction.
We now verify that the EFT field content, upon taking this solution of the section
constraint and hence breaking SL(3) to SL(2), precisely reproduces the field content of
type IIB. First, for the scalar components we count
2 + 5 (Mαβ , Mij ) ⇔ 3 + 2 + 2 (Gαβ , Mi′j′ , A˜i′ ) , (6.20)
finding the same number of components. Indeed, in precise analogy to dimensional reduc-
tion to D = 8, the scalars reorganize into an SL(3) × SL(2)/SO(3) × SO(2) coset space
(although here the SL(3) symmetry is actually broken to SL(2)). Next, the EFT vector
fields are identified as
Aµ
iα ≡ (Aµi′α , Aµ3α ) ∼= ( A˜µi′α , Aµα ) , (6.21)
combining the vector components from (6.16) and (6.17). The 2-forms of EFT are identified
as
Bµνi ≡ (Bµνi′ , Bµν3 ) ∼= ( A˜µνi′ , A˜µν ) , (6.22)
combining the 2-forms from (6.17) and (6.18). The EFT 3-forms can be directly identified
with the 3-forms in (6.18):
Cµνρ
α ∼= A˜µνρα . (6.23)
Finally, we need to identify the 4-forms. Here there seems to be a mismatch, because
EFT features the three 4-forms Dµνρσ
m, while type IIB has only the single 4-form given
in (6.18). It turns out, however, that upon putting the type IIB solution (6.19) of the
section constraint only one of the three 4-forms in EFT survives. To see this note that
the 4-form D enters in EFT only under the differential ∂̂, as in the field strength Jµνρσ
in (3.40) or in the topological terms (as can be seen in the variation (4.22)). Using the
solution (6.19) of the section constraint we then compute with (2.68) for ∂̂D
(∂̂Dµνρσ)
α = ǫαβ∂mβDµνρσ
m = ǫαβ
(
∂m′βDµνρσ
m′ + ∂βDµνρσ
3
)
= ǫαβ∂βDµνρσ
3 . (6.24)
We thus see that only a single 4-form survives in the theory, in precise agreement with the
field content of type IIB. We finally note that in type IIB the 3-forms from (6.18) are subject
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to the self-duality constraint originating from the self-duality (6.14) of the original 4-form.
This is again precisely consistent with EFT which postulates the self-duality relation (4.25).
Above we have matched the fields of type IIB with those of EFT subjected to the second
solution of the section constraint. As for D = 11 supergravity this match is somewhat
schematic as we have not given the precise field redefinitions relating both sets of fields,
nor have we verified the match of the equations of motion on both sides. Again, there is
little doubt that this works out in complete parallel to the larger duality groups already
investigated in the literature, and we leave the detailed verification for future work.
6.3 Remarks on F-theory interpretation
Let us briefly comment on a possible relation to F-theory, which geometrizes the SL(2)
of type IIB so that one may ask whether EFT can be viewed as an implementation of
F-theory. In fact, F-theory has originally been argued for in order to explain the duality
symmetries of type II strings in a unified geometric way [35]. For instance, compactifying
type IIB and type IIA on a 2-torus to D = 8, the resulting duality group SL(3,Z)×SL(2,Z)
has seemingly different origins from the point of view of type IIB or type IIA/M-theory.
In type IIB, the SL(3,Z) is an enhancement of the SL(2,Z) S-duality present in D = 10,
while the SL(2,Z) originates from the diffeomorphisms on the 2-torus. In M-theory it is the
other way around: the SL(3,Z) originates from the diffeomorphisms on a 3-torus, which
is the original 2-torus times the M-theory circle, while the second SL(2,Z) is a ‘hidden’
symmetry that cannot be understood from the symmetries of D = 11 supergravity before
compactification. It would clearly be desirable to have a framework in which all these
symmetries have a common geometrical origin.
This suggests to think of type IIB as originating, for instance, from a 12-dimensional
theory compactified on a two-torus, where the S-duality group is the diffeomorphism group
of the torus and the axion-dilaton τ is its complex structure.13 There are many reasons
why this picture cannot be correct in any naive sense — the obvious one being that there
simply are no Lorentz invariant supersymmetric theories beyond 11 dimensions. Another
obstacle is to explain what happens to the third degree of freedom of the internal two-
dimensional metric, the overall volume, that should accompany the complex structure τ .
In fact, truncating this degree of freedom by hand, setting the volume to a constant, breaks
diffeomorphism invariance. In other respects the field content of type IIB also does not
fit a 12-dimensional interpretation in that, for instance, a 4-form in D = 12 would lead to
more fields in D = 10 than just a 4-form.
For the SL(3)×SL(2) covariant EFT constructed in this paper these obstacles are
circumvented. The SL(3)×SL(2) symmetries are all on the same footing, represented by
generalized diffeomorphisms on an extended 6-dimensional space. Because of this, the
13In order to geometrize the U-duality symmetries present below D = 10 or 9 even higher-dimensional
spacetimes are needed, as for instance the 14 dimensions discussed here.
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submatrix of the generalized metric in PSL(2)⊂ SL(3)14 can be parametrized by τ ∈ H as
Mi′j′ = 1
Im τ

 |τ |2 −Re τ
−Re τ 1

 . (6.25)
This metric has determinant 1 and so carries only two degrees of freedom, but now this
is consistent with the generalized notion of diffeomorphisms, as discussed in this paper.
Moreover, as we saw in the previous subsection, the field content matches type IIB in
general. This is possible, because the theory is not a diffeomorphism invariant theory in 14
dimensions. It does have a 14-dimensional group of generalized diffeomorphisms but these
are split as 8+6 in such a way that they do not reorganize into 14-dimensional conventional
diffeomorphisms (although they do combine either into 10- or 11-dimensional conventional
diffeomorphisms plus tensor gauge transformations for the appropriate solutions of the
section constraint). Finally, although here we discussed only the bosonic theory, there is
no doubt that it can also be made supersymmetric, as has been done for the E7(7) and
E6(6) cases [11, 12].
It should be emphasized that in the modern view of F-theory the extra two dimensions
play an auxiliary role in that no fields depend on the coordinates corresponding to this
torus. Rather, one considers compactifications on a space that is a 2-torus which is fibered
over a base manifold in the sense that τ depends on the coordinates of the base. (This
dependence is usually such that τ is only defined up to SL(2,Z) transformations. For
instance, at locations corresponding to D7 branes τ → τ +1.) This auxiliary nature of the
extra dimensions is also in line with that in EFT: although the section constraint implies
that fields never depend on more coordinates than present in supergravity it does allow for
non-standard compactification ansaetze, with a non-trivial dependence of the generalized
metric on the internal coordinates.
The interesting question therefore is whether the formalism of EFT could be useful in
analyzing certain F-theory compactifications. For instance, one often uses the M-theory/F-
theory duality, performing an M-theory compactification followed by a T-duality transfor-
mation mapping it to type IIB [40, 41]. As in EFT these dualities as well as the mapping
from M-theory to type IIB are manifest one may wonder whether EFT provides a technical
simplification. Moreover, one may speculate that the necessary SL(2,Z) transformations at
the locations of 7-branes can be captured in ‘non-geometric’ spaces of the type appearing
in DFT, see [36–38],15 possibly permitting transformations τ → − 1
τ
characteristic of non-
perturbative phenomena. It should be stressed, however, that F-theory is meant to capture
non-perturbative type IIB string theory more generally, for instance describing gauge fields
corresponding to enhanced gauge symmetries such as E8. Most likely, such effects cannot
be seen directly in the EFTs constructed so far, but it would be interesting to see whether
EFT can play a technically useful role for F-theory analogously to that of 11-dimensional
supergravity for M-theory. Clearly, this requires the construction of explicit examples.
14Here PSL(2)≡ SL(2)/{±1}, where one mods out the overall sign of Mi′j′ since Im τ > 0.
15See also [39], where it has been argued that spaces that are singular in conventional geometry become
non-singular in EFT.
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7 Conclusions
In this paper we constructed the EFT for the duality group SL(3) × SL(2), based on a
8+6 dimensional generalized spacetime. Compared to the previous constructions of EFTs
for larger duality groups, the main technical novelty of our investigation is the systematic
construction of the tensor hierarchy beyond 1- and 2-forms. To this end we developed
a novel Cartan-like tensor calculus, based on a covariant differential operator ∂̂ acting on
specific SL(3)×SL(2) representation spaces, which is intriguingly analogous to that of stan-
dard differential forms. To our knowledge such a calculus has not been investigated in the
mathematical literature and so it would be interesting to further elucidate its properties. In
particular, it should be beneficial to study the ∂̂ cohomology, whose subtleties we discussed
in the main text. There is no general Poincare´ lemma for the strongly constrained the-
ory and it would be interesting to understand the significance of this observation, perhaps
shedding some light on the geometric meaning of the section constraint. Moreover, this
calculus should have straightforward extensions to the duality groups for which the corre-
sponding EFTs so far have been constructed for the internal sector (e.g. E5(5) = SO(5, 5)
and E4(4) = SL(5) [22, 23]).
There are several potential applications of the SL(3)× SL(2) EFT. Most importantly,
it is an efficient starting point for non-trivial compactifications to D = 8. In fact, it has
recently been shown how compactifications on a large class of curved internal manifolds
can be described very efficiently in EFT in the form of generalized Scherk-Schwarz com-
pactifications [42] (extending earlier results in DFT [43–45]). For the present theory they
would be governed by SL(3) × SL(2) valued 6 × 6 ‘twist’ matrices. They may provide an
interesting playground for non-trivial (possibly non-geometric or F-theory like) compact-
ifications as toy models for more involved reductions to lower dimensions. We leave such
investigations for future work.
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