Abstract. The aim of the paper is to analyze square integrable random sequences X = (X k ) k∈Z satisfying condition
Introduction
W.Bryc in 2001 (and later other authors) considered X = (X k ) k∈Z -a square integrable random sequence satisfying the following conditions imposed on their first two conditional moments:
where F =k := σ (X j : j = k). In the series of papers [3] , [2] , [6] , [7] , the consequences of these conditions were thoroughly analyzed and as a result, an almost complete characterization of possible values of parameters assuring existence of X and almost complete characterization of finite dimensional distributions of X were given. The crucial step in the analysis was to observe that (1) implies that one sided regressions are linear:
E [X k . . . , X k−2 , X k−1 ] = ρX k−1 .
From symmetry, also E [X k X k+1 , X k+2 , . . .] = ρX k+1 . The next step was to realize that this is a part of a more general pattern: from (1) and (2) together, it
follows that
where Q n are so called q-Hermite polynomials defined by the recurrence xQ n (x) = Q n+1 (x) + (1 + q + · · · + q n−1 )Q n−1 (x), Q −1 (x) = 0, Q 0 (x) = 1.
This enabled to read the properties of the random sequence X from the properties of the q-Hermite polynomials. In particular, one could identify the one dimensional distributions of X as measures that orthogonalize q-Hermite polynomials (for q ∈ R); also, by (3) the Markov property of X was easily established. The paper is mainly devoted to processes that satisfy generalized condition (1) . Namely, throughout this paper X will denote the discrete, normalized, stochastic process satisfying the following condition:
for all k ∈ Z. Here and further it will be assumed that the series on the right hand side of the above condition converges almost surely. We will also assume that covariance matrix of any subset {X i : i ∈ J ⊂ Z} is non-singular. As an important digression we will discuss the general problem of existence of processes defined by regression coefficients, the problem discussed by Wiliams [9] and Kingman [5] . We formulate conditions under which processes defined by (4) exist and are L 2 -stationary. Finally we shall show that
for some coefficients β 1 , β 2 , . . . related to b 1 , b 2 , . . .. Furthermore, it will turn out that if there exists m ∈ N such that b j = 0 for j > m, then β j = 0 for j > m.
The investigation of the processes satisfying condition (4) involves many different tools known in analysis, including Toeplitz operators, i.e. operators defined by matrices with constant diagonals.
The paper is organized as follows. In section 2 we consider general problem of mutual relationship between covariances and linear regressions coefficients. The statement of the problem and its analysis resemble that done by Williams [9] and Kingman [5] . However, we believe that our approach is more readable and understandable. The results of this general analysis confined to specific situation defined by condition (4) supply condition for the existence of processes given by (4) . We also formulate some conditions under which an L 2 -process can be decomposed into union of mutually uncorrelated L 2 -processes. In section 3 we give conditions for the existence of L 2 -processes satisfying (4) . In section 4 main results of the paper are proved. They concern the form of one-sided regressions in both finite and infinite case.
Covariances and linear regressions
Let Y = {Y j } j∈J , J ⊂ Z, be a square integrable zero-mean random vector consisting of linearly independent random variables. Linear independence means that there do not exist c j , j ∈ J, (not all zero), such that
Equivalently, if we denote R := [Cov(Y i , Y j )] i,j∈J then linear independence means that any main submatrix of R is non-singular. Define
where closure is in L 2 . Obviously H and H =k (k ∈ Z) are closed subspaces of L 2 and therefore Hilbert spaces with inner product S, T = Cov(S, T ). By Proj (Y j |Y =j ) we denote the orthogonal projection of Y j on H =j and assume that
for some complex a j,i . (Notice that if #J < ∞ then formulas for Proj (Y j |Y =j ) are the well-known linear regression formulas.) Let us introduce matrix A with (i, j)-th entry (i, j ∈ J) defined as
Let us also define
we have Proof. The first assertion is trivial. To obtain the second, observe that if R is block diagonal, then so is its inverse. Since A = ∆R −1 and ∆ is diagonal, A must be block diagonal. The inverse implication follows from the analogous reasoning.
2.1. Complete correlation. Now consider a random vector Y such that A is symmetric and invertible. By the symmetry we have AR = ∆ = RA, so ∆ −1 R and R∆ −1 are left-hand side and right-hand side reciprocals of A (see [4] ). Since A is invertible,
Therefore let us introduce a relation ≏ on the set J: i and j from J are in relation ≏ (shortly:
Having the relation introduced, we can state the following lemma with straightforward proof.
Lemma 2.3. Assume that A is symmetric and invertible. If
Obviously ≏ is the equivalence relation, so it divides J into (disjoint) equivalence Remark 2.1. This fact is reflected in the structure of the matrix R. Namely, it can be reordered (in fact the coordinates (Y j ) j∈J can be reordered) in such a way, that R would have block diagonal structure. Each such diagonal block would consist of covariances of random variables with indices from one of the equivalence classes [i] ≏ . By Corollary 2.2, matrix A would also have block diagonal structure.
Moreover disjoint subsets of indices
under proper permutation of J. Thus relationship ≏ can be defined with the help of entries of matrix A.
In other words, Y is completely correlated if it cannot be decomposed into disjoint subsets of mutually uncorrelated random variables. In connection with the problems considered in this section, the following questions seem to be open:
(1) How to characterize those matrices R that result in symmetric matrices A? (2) How to characterize matrices R that result in matrices ∆ of the form v I?
Existence and L 2 -stationarity of non-Markov random fields with linear regressions
From now on, we analyze sequences X = (X k ) k∈Z of square integrable, linearly independent and standardized random variables, satisfying (4) for all k ∈ Z. For a given real sequence (b n ) n∈N , let B denote a doubly infinite symmetric matrix with (i, j)-th entry (i, j ∈ Z) defined as
Proof. First of all notice that for each infinite set I one can find its finite subset
. We see that in order to have complete correlation of the set Y it is enough to be able to find for each pair of indices (i, j) (for simplicity assume that i < j) a sequence of natural numbers
. . , |k m − j| ∈ I and GCD(I) = 1. (10) and such that B is symmetric, invertible and positive definite, then there exists a square integrable sequence
Proof. Since Gaussian processes have linear regression we can reduce the problem of existence of the process X to the existence of Gaussian processes satisfying (6) . On the other hand for the existence of Gaussian process it is enough to show that its covariance matrix is positive definite. We deduce (by (7)) that B/ν is equal to inverse of R. And conversely R/ν is equal to inverse of B. . Now if inverse of B is Toeplitz and positive definite, then so is R. As remarked earlier, the fact that R is positive definite, implies that Gaussian process with R as its covariance matrix exists. Moreover if R is Toeplitz it means that X is L 2 stationary.
Toeplitz matrices and their symbols. To each Toeplitz matrix
one relates a function (in fact a distribution)
This function is called symbol of Toeplitz matrix A (see e.g. [1] ). Many properties of Toeplitz matrices are reflected in the properties of their symbols. Generally one can relate symbols to a wide class of Toeplitz matrices, e.g. assuming only that
which results in the fact that the symbol of Toeplitz matrix with such entries would, in general, be a periodic distribution (see e.g. [8] ). On the other hand, having a periodic distribution we can consider sequence of its Fourier coefficients and construct a Toeplitz matrix with these coefficients as its entries. Thus we have mutual 1 − 1 correspondence between subclass of infinite Toeplitz matrices with entries satisfying (11) and the space of periodic distributions. Since product of two distributions is not always well defined, the product of two Toeplitz matrices may not be Toeplitz.
In order to avoid unnecessary complications we will confine ourselves to infinite Toeplitz matrices having continuous symbols that are continuous functions. Space of such matrices will be denoted C. We have the following simple Lemma, which we state for completeness, since all its assertions are known, but within different contexts. 
If m = i − k then for fixed i, k = i − m. We have
Thus d ij depends on (i − j) , proving that D is Toeplitz matrix. Hence we can write
Now, calculating the Fourier transform D (ω) of the sequence (d k ) k∈Z and using the well known properties of the Fourier transform and convolution we see that
where A (ω) and B (ω) are Fourier transforms of matrices respectively A and B.
To prove the third assertion, notice that for any finite nonzero sequence of complex numbers (x i ) N i=1 , we have is of a form 1 B(ω) and is also continuous. Hence the process X is L 2 stationary and moreover its covariance matrix R = r |i−j| i,j∈Z has the property that r |n| → 0 as n → ±∞. Besides since R = B −1 ν we deduce that matrix R is defined by the function ν/B (ω) . On the other hand this function is, by the definition, a spectral density of the process X. 
In the first case, B is a trigonometric polynomial and conditions for its positivity are given by the well known Fejér -Riesz Theorem that states that trigonometric polynomial of order N is positive if and only if there exists a polynomial C (z) = N i=0 c i z i with real coefficients, such that
Moreover,
and C can be chosen in such a way that it has all zeros inside the unit circle. In the second case, from the Szegö Theorem it follows that B is positive if and only if 
where
In this case, the relation between coefficients (c n ) and (b n ) is rather complicated. Notice however that if only coefficients (b n ) satisfy
then B is positive. Besides, when, as in [6] , b n = 0 for n ≥ 2, (13) reduces to |b 1 | < 1/2, (compare [6] ).
Linearity of one-sided regressions
4.1. Finite case.
Theorem 4.1. Let X = (X k ) k∈Z be L 2 -stationary sequence of random variables such that there exist n ∈ N and real numbers b 1 , . . . , b n with b n = 0
Then there exist β 1 , . . . , β n ∈ R such that
and E [X k+m−1 F ≤k−1,≥k+m ] are linear combinations of random variables
with some real coefficients that do not depend on k (coefficients at X k−n and X k+m+n−1 are nonzero).
Proof. We proceed by induction on m. For m = 1 the assertion is true for all k ∈ Z by (14). Now assume the assertion is true for all m ≤ M (M ≥ 1):
(α j,m ,α j,m , β j,m ,β j,m ∈ R and, in particular, α n,mβn,m = 0). Then The system has only one solution since otherwise 1 − β 1,Mα1,M = 0 and assumed linear independence of random variables would imply α n,M =β n,M = 0 -a contradiction. It is easy to check that coefficients at X k−n and X k+M+n in x and y are nonzero.
Proof of Theorem 4.1. By Lemma 4.2, (16) holds and multiplying both of its sides respectively by X k−n , . . . , X k−1 and X k+m , . . . , X k+m+n−1 , and taking expectations, we obtain the following system of 2n linear equations with 2n unknowns α j,m and β j,m (j = 1, . . . , n): Here and in the sequel
Since the main matrix of (17) is the covariance matrix of random vector
In particular, the last n equations imply that β j,∞ = 0 for j = 1, . . . , n. By the Levy Downward Theorem applied to (16) with m → ∞, we deduce that limit
exists almost surely and
so L = 0 a.s. Taking the conditional expectation of both sides of (18) 
and
. . .
Proof. The fact that coefficients b j define β j follows from Theorem 4.1. To obtain converse relationship, we multiply both sides of (15) by X k−m , m = 1, 2, . . ., and then take expectation to get
analogously, from (14) we get
Characteristic polynomial of (21) is
and (monic) characteristic polynomial of (22) is
Assume that x 1 , . . . , x 2n ∈ C are the roots of p 2n and that 0 < |x 1 | ≤ |x 2 | ≤ . . . ≤ |x 2n |. It is known that
where c j is a polynomial (in variable m) of degree equal to the multiplicity of the root x j . Observe that if p 2n (x) = 0 for some x = 0 then p 2n x −1 = 0. Observe also that |x j | = 1, j = 1, . . . , 2n. This is so since if y was one of the roots of p 2n with |y| = 1 then we would have where 1 ≤ n ≤ n is a number of distinct roots x j of polynomial p 2n with |x j | < 1. Since (r m ) m satisfies (21), q n (x j ) = 0 for j = 1, . . . , n. Since
is a monic polynomial (in variable x) of degree n with roots that are inverses of the roots of polynomial q n , we deduce that
We use the above equation to get relationship between coefficients b ′ s and β ′ s. Namely, comparing the appropriate coefficients at both sides of (23) yields (20) and (19).
Proof. Mimicking the proof of Lemma 4.2, one can deduce that there exist constants β 1,r , . . . , β n,r (and they do not depend on k) such that
and by the linear independence assumption, applying (24) in the above equation and comparing the respective coefficients we get
Thus β j,r = β j+1,r−1 + β 1,r−1 β j , j = 1, . . . , n − 1, β n,r = β 1,r−1 β n . 
with some real coefficients that do not depend on k. In particular,
Proof. See finite case.
Let l 1 = l 1 (Z) denote Banach space of complex sequences x = (x k ) k∈Z with x 1 := k∈Z |x k | < ∞ and let B l 1 denote Banach space of bounded linear operators acting on l 1 (with usual operator norm).
(I stands for the identity operator), B n tends to I in B l 1 . Therefore there exists N ∈ N such that I − B n l 1 →l 1 < 1 for all n > N . From now on we will consider only n > N . For such n the inverse B −1 n exists and
Notice that
Proof of Theorem 4.5. By Lemma 4.6, (26) holds and multiplying both of its sides respectively by . . . , X k−2 , X k−1 and X k+m , X k+m+1 , . . . and taking expectations, we obtain the following (infinite) system of linear equations with unknowns β j,m and γ j,m (j ∈ N): 
Here and in the sequel
Linear system (28) can be written in the matrix form
(observe that infinite submatrices A (1) and A (4) do not depend on m). Taking the conditional expectation of both sides of (29) with respect to F ≤k−1 yields (25).
5.
Convergence of n≥1 |r n | From Lusin-Denjoy theorem (see [10] ) it follows that if trigonometric series j≥1 (a j cos jω + b j sin jω)
is absolutely convergent on a set of positive measure, then j (|a j | + |b j |) < ∞.
On the other hand, we have two theorems on absolute convergence: Bernstein's theorem stating that if a function f ∈ Lip α, α > 1 2 , then Fourier series of f converges absolutely and a theorem of Zygmund stating that if f is of bounded variation and ∈ Lip α, α > 0, then Fourier series of f converges absolutely.
Thus applying these results to spectral density of process X i.e. function 
