We study the asymptotic behavior of nonlinear oscillators under an external driver with slowly changing frequency and amplitude. As a result, we obtain formulas for properties of the amplitude and frequency of the driver when the autoresonant behavior of the nonlinear oscillator is observed. Also, we find the measure of autoresonant asymptotic behaviors for such a driven nonlinear oscillator.
Introduction
An autoresonance gives an opportunity to excite a nonlinear oscillator by a small oscillating force. Phase-locking was first proposed for pumping of energy into beams of particles in a synchrotron [1, 2] . A key condition for autoresonant excitation is phase-locking, when the difference between the phase of the perturbing force and the phase of the oscillator is practically constant. Phase-locking is a well-known phenomenon for a wide class of nonlinear oscillators. A connection between autoresonance and phase-locking was mentioned, for example, in [3] . Now phase-locking and autoresonance are considered as general ways to change the energy of nonlinear oscillators in the general case, from planetary motion [4] to low-temperature techniques [5] .
From a mathematical point of view, a typical equation with autoresonant solutions is that of a nonlinear oscillator with a small oscillating perturbation: u + G(u) = εF cos(Φ(t, ε)).
(1)
Here G is a nonlinear function such that G(u) ∼ u + g 3 u 3 , as u → 0, ε is a small positive parameter, and F is a nonoscillating function of t and . Without loss of generality one can see two types of examples. The first is an equation for the pendulum with an external driver:
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Here 0 < 1, F (t, ) is the amplitude of perturbation, s(t, ) is the phase shift of the resonant frequency of perturbation. An additional condition on the shift is slow dependence on t. It is convenient to apply: s = O( 2/3 ), where s (t, ) is such that s (t, ) = o(s ).
The autoresonance condition is a thin balance between the amplitude and the phase of the perturbation force [4] . One can see energies for different trajectories in Fig. 1 . Our goal is to explain that the growing autoresonance solutions exist even for perturbations with decreasing amplitude, see trajectory 2 in Fig. 1 . Of course, one can see that this observation is in no contradiction with earlier results for Eq. (4) as s ≡ τ and F = const if one makes an attempt to widely extrapolate consequences on the class of Eq. (4) with nonconstant coefficients. In fact, there is a general theory for systems with slowly varying coefficients, see [23] . But the autoresonant growth of nonlinear oscillations in the presence of decreasing pumping does not seem to have been mentioned before in this field. (2): E(t) = (u ) 2 /2 − cos(u), for different perturbation forces. On the first curve F = 8, on the second F = 8τ −1/2 and on the third F = 8τ −4/7 . Here τ = 2/3 t, s = τ 2 /2, = 1/800. One can see the growth of energy on curves 1 and 2 and the stabilization of energy on curve 3.
A primary resonance equation defines the amplitude of a small oscillation of order O( 3 √ ε). This equation has the form
Usually this equation is considered for special values of coefficients: s ≡ τ and F(τ ) = const. In such a case the solution has two types of two-parametric solutions. The first is a bounded solution with a quadratic growth of frequency. The second is a solution growing as √ τ . This one is called an autoresonant solution.
One can connect the solutions of (4) and solutions of nonlinear oscillator (1) . The autoresonant solutions of (4) define nonlinear oscillations of (1) with growing amplitude. Numerous applications of (1) can be found, for example, in [4] . Threshold values of parameters for autoresonance were discussed in [4] and [6] . An asymptotic analysis of the threshold value for the external force for two coupled oscillators was made in [7] . Asymptotic behavior for solutions over long times was considered in the review [8] .
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The asymptotic behavior of s(τ ) and F(τ ) in (4) is important for the autoresonant growth. Below we consider the coefficients of algebraic type: s (τ ) = λ 2 τ 2a and F(τ ) = f τ b , where a > 0, b, λ, f ∈ R. Different curves for the energy of the perturbed pendulum are shown in Fig. 1 .
In this work we have found intervals for values of the amplitude and frequency of the driver which lead to autoresonant behavior of the solutions. In particular, we have found that the stable autoresonant growth exists for decreasing amplitudes of the driver. We study the stability of autoresonant behavior and show parameter values for stability, see also [9] . This result is more general than that of the earlier studies of autoresonance for the special case F ≡ const and a = 1/2 which are discussed in [10] [11] [12] .
Here we obtain results on the phase locking and dephasing of trajectories concerning the autoresonance area. We recall earlier results in this field [13, 14] and a more complete asymptotic approach in the special case [15] . In particular, Eq. (4) in the special case where s ≡ τ and F ≡ const is considered in [13] and partially in [14] and [15] . In [13] a change of action during a separatrix crossing was found. Some of the results of [14] show that the Painlevé transcendents are helpful in describing the asymptotics of the solution near a separatrix. In [15] , full asymptotic expansions for the solution which crossed the separatrix were obtained.
Since the work of Poincaré [16] a lot of approaches using Hamiltonian theory have been proposed to study nonlinear oscillators with a small parameter. But in this work we consider asymptotic behaviors of solutions at large times in the special case where the growth of the coefficients in the equations under study is more important than the dependence on a small parameter. Therefore, the asymptotic methods developed by Krylov and Bogolyubov [17] with approaches for large time asymptotic expansions in the spirit of the books [18] and [19] appear more convenient for calculations.
A review of Hamiltonian approaches for perturbation analysis of equations like (1) and averaging theory can be found in [20] [21] [22] [23] and references therein. This paper is structured as follows. In Section 1 we present a well-known approach to deriving an equation for primary autoresonance for nonlinear oscillators under the external driver. In Section 2 we find necessary conditions for parameters of Eq. (4) when growing autoresonant behavior may exist. In Section 3 we derive an equation for autoresonance and obtain a slowly varying autoresonant asymptotic expansion. In Section 4 we show an equation which defines a capture into autoresonance, calculate a gap between separatrices and get a measure for trajectories which pass through this gap. In Section 5 we obtain asymptotic behavior of a measure for autoresonant solutions of a nonlinear oscillator.
Derivation of an equation for autoresonance
The equation for primary autoresonance defines a long temporary evolution of the amplitude for fast oscillations of a nonlinear oscillator under resonant perturbation with a slow shift of the perturbation frequency. As an example, one can consider the equation for a perturbed pendulum (2) or the equation for a Duffing oscillator (3). One can find solutions to these equations for small values of u in the form of a fast oscillating function with a slow modulated amplitude:
Here A = A(τ ) and τ = 2/3 t is slow time. Substituting this formula into (2), we get
Then in primary order in one gets an equation for the slowly varying amplitude A(τ )
Let us make the change of variables: A = 2Ψ and F = 8F. Then we get equation (4) for the complex-valued function ψ.
Such an approach for derivation of the autoresonant equation follows the averaging method [17] . This approach for autoresonance is well-known, see, e.g., [24, 25] . A detailed review for autoresonance and its connection with nonlinear oscillators are presented in [9] . An asymptotic analysis of autoresonant growth for a nonlinear oscillator from small values up to O(1) is developed in [26] .
Necessary values of frequency and the amplitude for phase locking
Let us substitute coefficients into (4):
Equation (8) is in fact a nonautonomous Hamiltonian system with one degree of freedom. Let us denote Ψ = x + iy, where x(τ ) and y(τ ) are real functions. Then Eq. (8) yields
Then the Hamiltonian becomes
The equation for x and y can be written as
The amplitude of the leading-order term of autoresonant asymptotic behavior for the solution as τ → ∞ is defined from the following equation:
Therefore, for autoresonant solutions one gets the condition |Ψ| ∼ λτ a .
It is convenient to write Eq. (8) in such a form that the growing part of the solution can be singled out explicitly. Let us make the change of variable:
This yields
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Here it is convenient to use a new variable: θ = λ 2 τ 2a+1 /(2a + 1) and assume that ψ = ψ(θ). Then the equation for primary resonance has the form
Let us define:
As a result, we obtain an equation for ψ in the form
If ν > 0, then the right-hand side of the equation is small as θ → ∞. To study the asymptotic behavior of solutions for large θ, we obtain an equation for |ψ| 2 . For this we use equations for ψ and complex conjugation ψ:
Let us differentiate |ψ| 2 using these equations:
Here we define ψ = Re iφ , where R = R(θ) and φ = φ(θ) are real-valued functions. Then Eq. (11) can be rewritten in the form of a differential equation for R:
Let us find the maximum of order for the growth of R. To do so, we estimate: sin(θ + φ) = −1.
Let us define a majorantR > R. For this majorant we obtain the equation
Using the formula for q, we get 0 < q < 1/2 when a > 0. The majorant does not decrease if ν < 1. This gives 0 < ν < 1. Therefore, the parameters a and b are For the linear chirp-rate the frequency s is defined by a = 1/2. Then the necessary conditions for autoresonance for the amplitude of the driver
are some constants.
Asymptotic substitution
In this section we study the behavior of ψ which is defined in (9) . Here we assume that ψ is bounded.
To find the asymptotic behavior for solutions of (10) as θ → ∞, one can write the equation for the amplitude and phase for the function ψ. Let us make the change of variable:
where ρ, α are real-valued functions of θ. Let us substitute these formulas into (10), multiply the left-and right-hand sides of the equation by e −i(α−θ) . Then we obtain a system of equations for real and imaginary parts of (10):
Here one should find values of coefficients of this system for which the necessary conditions for the existence of autoresonant solutions are valid: 0 < ν < 1.
To construct a solution with small ρ, it is convenient to rewrite: σ(θ) = sin(α), then σ = α cos(α). The system can be written as
Here κ = sign(cos(α)) .
Slowly varying asymptotic expansions
When θ → ∞ the system of equations has two small parameters. There are θ ν−1 and θ −ν . Asymptotic expansions for formal series can be obtained using a two-scaling method, where
The system of equations can be rewritten as
The formal solution to this system as a series of negative powers of ξ and ζ has the form
The coefficients of the asymptotic expansions for σ jk and ρ jk are obtained using recurrent equations for orders ξ −j ζ −k .
The leading-order terms have the form
Using the system of equations for ρ and α and the formulas for leading-order terms, we obtain Theorem 2. The asymptotic behavior of the decreasing solution for (α * , ρ * ) as θ → ∞ has the form
α 0 = πn, n = 0, 1.
Here we obtain a pair of particular asymptotic solutions. These solutions do not contain parameters and these solutions can be considered to be slowly varying equilibria for the nonautonomous system of Eqs. (15).
Fast oscillating asymptotic expansions
In neighborhoods of slowly varying asymptotic solutions one can construct general solutions which contain arbitrary parameters. One can see such a trajectory in Fig. 2 . Such solutions depend on the fast variable as θ → ∞. We separate the dependence on the fast variable using a system of equations in the form (13) .
where S is a new fast variable and r(S) represents the function ρ in the new scale. This yields One can consider this system as a system of equations in closed form if one rewrites the variable θ in terms of the new variable S:
The formula for θ of S looks too large, therefore, we will use θ and keep in mind that it is a function on S.
We rewrite the nonautonomous system (17) as a perturbed equation for a pendulum. For this we differentiate on S the first equation using the second equation of the system. As a result, we get a differential second-order equation. Then we replace r(S) by the root of the algebraic third-order equation for r:
The asymptotic behavior of the smallest root for θ → ∞ has the form
The full form of the equation in the form of a perturbed pendulum, which is obtained from (17), is too lengthy. Therefore, we obtain an asymptotic form of this equation and keep such terms, which are important for our study as θ → ∞.
On bounded intervals of S the function α is close to a solution of the equation for an unperturbed pendulum. In particular, the slowly varying asymptotic expansions are close to equilibria of an unperturbed pendulum constructed in Section 3.1. When the phase space of Eq. (18) is projected onto the plane (α, (dα)/(dS)), the slowly varying solution near point (0, 0) looks like a saddle due to the structural stability of the saddle under perturbations.
The slowly varying solution near point (π, 0) looks like a center. But it is well-known that the center is unstable under perturbations and can be transformed into a focus. Therefore, we should study the properties of the solutions near the slowly varying equilibrium which is close to (π, 0).
Let us consider the energy of the unperturbed pendulum:
This term for the perturbed equation is a function on S. Let us derive the derivative of this function under perturbation (18) :
The change of E over one oscillation is
So the properties of E under the oscillation of α are defined by the sign of 4q − ν. In the terms of parameters for Eq. (8) we obtain the condition a + b = 0. Thus, we have the following theorem. Corollary. If a + b > 0, then the slowly varying equilibrium near (π, 0) on the plane (α, (dα)/(dS)) is stable.
Interval of validity for the asymptotic approximation
Equation (7) was derived for a small amplitude of the solution in the special form (5):
Here we give an estimate for the interval of validity for such an asymptotic approach using the behaviors of amplitude A in (5) .
The asymptotic approach in the previous subsections shows that |A| ∼ τ a . Let us substitute this formula into the asymptotic inequality (19) . This yields
This leads to an estimate for the slow time variable τ :
This estimate shows the validity of the developed asymptotic approach for τ → ∞ as → 0.
A phase locking and dephasing of trajectories
One can divide the trajectories of the system (17) into resonant trajectories and a nonresonant trajectory. Such trajectories can be obtained by numerically using the Runge -Kutta method for the Cauchy problem with different parameters for the large independent variable S. In particular, Fig. 3 shows results of such numerical solutions. There are three trajectories with close behavior far from saddle. But near the saddle the nonresonant trajectory with the largest energy goes through a loop. The nonresonant trajectory with the lowest energy makes a turn and the third trajectory is captured into the resonance area inside the loop.
Depending on the parameters for the system of equations (17), one can not only obtain trajectories captured into the resonance area, but also see trajectories which leave the resonant area. Such trajectories correspond to dephasing. One can see such a trajectory in Fig. 4 .
Let us consider the behavior of solutions to (18) near slowly varying equilibria which looks like a saddle on the plane (α, (dα)/(dS)). One can consider Eq. (18) as an equation for a pendulum with small momentum M :
Here the momentum is: M ∼ 2qθ ν−1 as θ → ∞. The theory of nonlinear resonance far from an equilibrium was developed by Chirikov in [27, 28] . In the approach developed in [28] the nonlinear resonance is defined by the equation for a pendulum with an external torque.
Since the work [29] there has been a large body of research where a pendulum-like equation with additional torque as a constant in the leading-order term and the small perturbations of different kinds is derived (see [20, 23, [30] [31] [32] ). These works are concerned with nonlinear resonances for oscillations of order O (1) .
For analysis of solutions of order O( 1/3 ) near the equilibrium there exists an older approach which leads to an equation with cubic nonlinearity like Eq. (4), see, for example, [17] . In this work we derive a pendulum-like equation from the equation for nonlinear resonance of order O( 1/3 ) as an asymptotic limit. The asymptotic relation between two of these approaches can be found in [33] . As a result, we obtain the pendulum equations with a special form of the torque which depends on time instead of the small perturbation parameter as in the cited references.
The equation with constant external momentum is integrated by quadrature. In the general case the equation with external momentum is not integrable. However, in our case the dependence on time is slow with respect to the oscillation frequency. Formally this gives an opportunity to consider the equation with slowly varying momentum as a perturbation of the equation with constant momentum.
There are three types of separatrices of an unperturbed pendulum with constant momentum. Firstly, there are homoclinic loops which begin and end in saddles. The other two types are unbounded separatrices which end or start from a saddle. According to Melnikov's theory, the centers and homoclinics are destroyed under a perturbation [34] . As a result, instead of the separatrix loops one obtains a curve emanating from a saddle and evolving to a focus or otherwise.
The trajectories which are captured into resonance pass through the gap between two separatrices close to the saddle, see [33, 35] .
An important parameter for the pendulum is the energy:
The change of the energy near the saddle point defines the separatrix gap, which appears due to the perturbation [34] . For equation (18) the value of the gap between two separatrices is asymptotically close to the change of energy over one oscillation near the separatrix loop of the unperturbed pendulum:
Here the curve L is a separatrix loop for (20) when M = 2qθ ν−1 . The integral defines an area inside of this loop. Due to a small value of the external torque this square is asymptotically close to the square of the oscillation region of phase space for the pendulum when M ≡ 0. Then we obtain
The direct calculation shows
This means that the gap between the separatrices is
If ν −4q = 0, then the trajectories are captured into the resonance when ν −4q < 0, otherwise the trajectories leave the resonance area when ν − 4q > 0. Therefore, as ν − 4q > 0, the trajectories can be seen to leave the resonance area.
If one rewrites the values of parameters q and ν using a and b from the primary equation (4), then one obtains the following theorem. Theorem 4. Let the parameters a and b of (4) be such that a + b = 0. If a + b > 0, then there exist trajectories which are captured into the resonance. If a + b < 0, then there exist trajectories which leave the resonance area.
Asymptotic behavior of measure for autoresonant solutions
One of the important questions for applications of this asymptotic theory is as follows. How many trajectories from some area of initial data will be captured into autoresonance during a certain interval of time? In other words, which is the measure of captured trajectories?
The importance of the measure in the problems of nonlinear resonance was shown in [13] , where the measure was used to obtain the probability of the capture into the resonance. The same probabilistic view on the capture was developed for a system with varying coefficients in [23] . Here we give calculations not for the resonant equation, but for the measure of the captured trajectories for the initial equation of the perturbed nonlinear oscillator.
Below we calculate the measure of trajectories of (2) which are captured into autoresonance. These calculations use the constructions of Sections 1 and 4. In particular, the constructed asymptotics are related to the nonlinear oscillator under external pumping by the following formulas:
The asymptotic behavior of the measure in the plane cross-section for a given t of the phase space (u, u t , t) is
The asymptotic behavior of the square inside the separatrix loop L is calculated in Section 4. We need to make a change of variables from τ and θ to t and :
Mes ∼ 2/3 64λ 2 τ 2a θ −ν/2 √ 2h = 64 2/3 λ 2 2f (2a + 1)
.
After some calculations we obtain a formula for the asymptotic behavior of the measure, which depends on t and ε: Mes ∼ 64 (2+a+b)/3 t (a+b)/2 2λf .
Conclusions
In this work the following results have been obtained. First of all, we have found conditions for the chirp-rate and amplitude of the driver for autoresonance. There are a> 0 and a−1 < b < 3a.
These conditions are necessary for autoresonance. Second, we have obtained conditions for the capture of the trajectory into autoresonance. There are additional conditions for the parameters of Eq. (4): a − b > 0 and a + b = 0. The third result is the dephasing condition for the trajectory which leaves the resonance area: a − b < 0 and a + b = 0. Also, one can see the measure of autoresonant asymptotics for the nonlinear oscillator (21) .
