Abstract-Improvement guarantees for semi-supervised classifiers can currently only be given under restrictive conditions on the data. We propose a general way to perform semi-supervised parameter estimation for likelihood-based classifiers for which, on the full training set, the estimates are never worse than the supervised solution in terms of the log-likelihood. We argue, moreover, that we may expect these solutions to really improve upon the supervised classifier in particular cases. In a worked-out example for LDA, we take it one step further and essentially prove that its semi-supervised version is strictly better than its supervised counterpart. The two new concepts that form the core of our estimation principle are contrast and pessimism. The former refers to the fact that our objective function takes the supervised estimates into account, enabling the semi-supervised solution to explicitly control the potential improvements over this estimate. The latter refers to the fact that our estimates are conservative and therefore resilient to whatever form the true labeling of the unlabeled data takes on. Experiments demonstrate the improvements in terms of both the log-likelihood and the classification error rate on independent test sets.
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INTRODUCTION
A CENTURY after its inception [1] , [2] , [3] , parameter estimation through maximum likelihood (ML) is still one of the most widely used statistical estimation techniques. In a more rudimentary form, maximum likelihood can even be traced back as far as the 18th century [4] . ML estimation is employed in fields as diverse as genealogy, imaging, genetics, astrophysics, physiology, and quantum communication, as is illustrated by many recent research works such as [5] , [6] , [7] , [8] , [9] , [10] , [11] , [12] , [13] , [14] , [15] , [16] , [17] . Moreover, new tools and techniques based on or related to ML are still being developed within modern statistics and related fields. Some recent examples are [18] , [19] , [20] , [21] , [22] , [23] . A satisfactory approach to ML-based estimation for semi-supervised classifiers, however, has not been developed so far.
In general, the aim of semi-supervised learning is to improve supervised classifiers by exploiting additional, typically easier to obtain, unlabeled data [24] , [25] . Up to now, however, the literature has reported mixed results when it comes to such improvements; it is not always the case that semi-supervision leads to lower expected error rates or the like. On the contrary, severely deteriorated performances have been observed in empirical studies and theory shows that improvement guarantees can often only be provided under rather stringent conditions on the data we are dealing with [26] , [27] , [28] , [29] , [30] .
In this work, we demonstrate when and how ML estimators for classification can be improved in the semi-supervised setting. We show that semi-supervised estimates can be constructed that are essentially closer to the estimates that would be obtained when also all the labels for all unlabeled data would be available in the training phase. That is, the semi-supervised estimates are closer to the estimates obtained with all labels available than the supervised estimates that rely on the same labeled instances as semi-supervision does, but that do not use the additional unlabeled data set. A crucial difference between the theory in this work and theories from, for instance, [26] , [27] , [28] , [29] , [30] is that the former can do without strict assumption on the data or the relation between the data and the classifier considered. In fact, as we will see, Theorem 2 in Section 4 especially relies on assumptions that are minimal and can be readily checked on the data at hand. Other results in semi-supervised learning resort to premises that generally cannot be conclusively tested for.
In order to show the potential improvements semi-supervised classifiers can deliver, we introduce a novel, generally applicable estimation principle that extends likelihood estimation to the semi-supervised case in a consistent way. In particular, our method is contrastive, which refers to the fact that the objective function takes into account the original supervised solution in an explicit way. This enables the semi-supervised solution to explicitly control the potential improvements over the supervised solution. In addition, our method is pessimistic, which refers to the fact that the unlabeled data is treated as if it behaves in a worst kind of way, i.e., such that the semi-supervised estimates benefit the least from it. It makes the estimates conservative, but resilient to any possible state in which the unlabeled data can be encountered. We refer to this principle as maximum contrastive pessimistic likelihood (MCPL) estimation or MCPL estimation for short.
Outline
In Section 3, the main theory is introduced, contrast and pessimism are further elucidated, and our core, general estimation principle, MCPL, is presented. In that same section, we also sketch the possibility of improved semi-supervised estimation by means of MCPL. Sections 4 and 5 provide a worked-out illustration and a further specification of our theory. The former section introduces the MCPL-based version of LDA, proves in what way the semi-supervised LDA parameters are expected to really improve over the regular supervised ones, and sketches the heuristic employed to tackle the related optimization problem. The latter section, Section 5, provides extensive results on a range of data sets, comparing regular supervised LDA and an earlier proposed semi-supervised approach to LDA [31] with the novel semisupervised LDA introduced here. Section 6 puts the results in a somewhat broader perspective and raises some open issues. Finally, Section 7 concludes. To begin with, however, we put our work in context, provide some preliminaries, introduce ML estimation and LDA, give an overview of the principal related works, and discuss related earlier findings.
BACKGROUND AND PRELIMINARIES
The log-likelihood objective function for a K-class supervised classification problem takes on the general form log pðx kj ; kjuÞ ; (1) where class k contains a total of N k samples, N ¼ P K k¼1 N k is the total number of samples,
is the set of all labeled training pairs with x i 2 R are their corresponding labels. Denoted with x kj is the jth sample from class k 2 C. Here, every model parameterspecific to a particular class or not-is absorbed in u 2 Q. The set Q contains all parameter settings possible, thus defining the full class of models under consideration. Now, the supervised ML estimate,û sup , maximizes the above criterion:
What follows is an overview of the main approaches to semi-supervised learning with a particular focus on likelihood-based methods. Specific attention will furthermore be given to semi-supervised approaches to LDA. For broader and more extensive literature reviews, we refer to [24] and [32] .
Self-Learning and Expectation Maximization
With the current work, we in essence revisit a problem in ML estimation that has already been considered as early as the late 1960s. In 1968, Hartley and Rao sketched a general way of exploiting unlabeled data
in likelihood estimation of model parameters for the analysis of variance [33] . The basic idea is to consider all possible labelings that the unlabeled data could have and choose that labeling that achieves the largest log-likelihood. As such, this procedure still relies on ML estimation, but where the fully supervised model would merely optimize the log-likelihood of the parameters of the model, here the unobserved labels
of the unlabeled data in U are considered parameters over which the likelihood is maximized as well:
Clearly, as the number of possible labelings grows exponentially with the number of unlabeled data points, even for fairly small sample sizes M this procedure is generally intractable.
A learning strategy that is often referred to as self-learning or self-teaching approaches the problem in a similar though greedy way. In its most most simple form, the classifier of choice is trained on the available labeled data in an initial step. Using this trained classifier, all unlabeled data or part of it are assigned a label. Then, in a next step, this now labeled data is added to the training set and the classifier is retrained with this enlarged set. Given the newly trained classifier, one can relabel the initially unlabeled data and retrain the classifier again with these updated labels. This process is iterated until convergence, i.e., when the labeling of the initially unlabeled data remains unchanged.
McLachlan [34] , in 1975, was probably the first to apply this procedure and indeed suggested it as a computationally more tractable alternative to the one in [33] . Similar procedures have been reintroduced throughout the last couple of decades (see, for instance, [35] , [36] , [37] ). Outside of the literature on likelihood estimation, a procedure reminiscent of McLachlan's had already been proposed. In 1966, while dealing with an issue slightly different from semi-supervised learning, Nagy and Shelton proposed a general technique similar to self-learning [38] . One of the crucial differences is that the labeled data is only used to train the initial classifier. It does not play a role in any of the subsequent self-learning iterations. Also this procedure has been reconsidered many years after it was initially suggested, e.g. in [35] .
Possibly the best known semi-supervised likelihoodbased approach treats the absence of labels as a classical missing-data problem and integrates out these nuisance parameters to come to a new, full model likelihood [39] , [40] , [41] LðujXÞ þ
As is also common in many mathematical statistics and analysis textbooks, plain italic lowercase letters may indicate vectors and not only scalars.
Its maximization over u typically relies on the classical technique of expectation maximization (EM) in which the estimates are not updated on the basis of hard labels, but rather using posterior probabilities, which can equivalently be thought of as soft labels or assignments. In 1973, [42] and [43] were possibly the first to consider this specific problem explicitly, though [44] had already employed such formulation in its applied work in 1972. A more modern overview of EM approaches to partial classification can be found in [45] .
At a first glance, self-learning and EM may seem different ways of tackling the semi-supervised classification problem, but there are clear parallels. Indeed, where EM provides soft class assignments to all unlabeled data, selflearning just assigns every such instance in a hard way to one unique class in every iteration. In fact, [35] effectively shows that self-learners optimize the same objective as EM does. Similar observations have been made in [46] and [47] .
The major problem with the aforementioned methods is that they can suffer from severely deteriorated performance with increasing numbers of unlabeled samples. This behavior, already extensively studied [31] , [48] , [49] , [50] , is often caused by model misspecification, i.e., the statistical class of models with parameters u is not able to properly fit the actual data distribution. We note that this is in contrast with the supervised setting, where most classifiers are capable of handling mismatched data assumptions rather well and adding more labeled data typically improves performance. The latter is in line with the behavior many misspecified likelihood models display [51] .
Density-Ratio Correction
A rather different approach to semi-supervised estimation for likelihood-based models is offered in [52] , in which the problem of semi-supervised learning is basically treated as one of learning under covariate shift [53] . Covariate shift is the setting in which the posterior distribution of the labels given the data, pðyjxÞ, remains the same, while the marginal pðxÞ might change when going from the training to the testing phase. Following [54] , the main idea in [52] is that the marginal distribution over the feature space can be better estimated based on all data, both labeled and unlabeled. Subsequently, the density ratio between this estimate and the marginal estimate based on labeled data only can be exploited to weight the training data by means of their importance, as generally suggested in [53] .
In their work, the authors prove that, asymptotically, this semi-supervised learning procedure works better than its regular, supervised counterpart. Next to the fact that results hold only asymptotically, the behavior of this semi-supervised learner seems to depend strongly on the way the density ratio is determined. In the finite sample setting, one may run into similar kind of problems as those sketched in the previous section: choosing the incorrect model for estimating the density ratio of the marginal feature distributions, could lead to deteriorated performance instead of performance improvements. Experimental results in both [52] and [54] seem to reflect this.
Intrinsically Constrained Estimation
In recent years, the author proposed an essentially different take on semi-supervised learning [55] , [56] . On a conceptual level, the idea is that the available unlabeled data indirectly puts restrictions on the parameters possible, i.e., it basically allows us to look at a set that is smaller than the initial set Q. A first operationalization of this idea has been studied for the simple nearest mean classifier (NMC, [55] ). It exploits constraints that are known to hold for this classifier, defining relationships between the class-specific parameters and certain statistics that are independent of the specific labeling. In particular, for the NMC the following constraint can be exploited:m
withm the estimated overall sample mean of the data,m k the sample means of the K classes, andp k ¼ N k N the estimates of the class priors. In the supervised setting this constraint is automatically fulfilled [57] . Its benefit only becomes apparent, therefore, with the arrival of unlabeled data that can be used to improve the label-independent estimatem. Using this more accurate estimate results in a violation of the constraint. Fixing it by properly adjusting them k s, these label-dependent estimates become more accurate as well.
Supervised LDA can be improved in a similar way. The same constraint in Equation (4) holds, but for LDA additional ones involving the class-conditional covariance matrix apply. Notably, we have that the covariance matrix of all the data, the total covarianceŜ T , equals the sum of the covariance between the class means, the between-class covariancê S B , and the class-conditional covariance matrixŜ (which is also referred to as the within-class covariance) [57] :
These additional constraints further restrict the possible semi-supervised solutions, allowing for more significant improvements over the regular supervised classifier [31] , [56] . The aforementioned works enforce the constraints imposed in a rather ad hoc way. A somewhat more principled constrained likelihood approach is suggested in [58] , [59] . Generally, given any constraint hðuÞ ¼ 0 that the parameters of the semi-supervised classifier should comply with, the idea is to maximize the original likelihood from Equation (1)-as in Equation (2), but subject to the constraint, i.e., we solve
LðujXÞsubject to hðuÞ ¼ 0 :
Reference [59] shows, for instance, how to formulate the constrained NMC from [55] in this way. A major shortcoming of this approach is that such constraints must have been identified in the first place. For this reason, its applicability to other classifiers is currently limited.
A second and more recent instantiation of our general idea coined in [55] does allow for broader applicability [60] , [61] . The optimization suggests to find those parameters that maximize the likelihood on the labeled data set X, but only allows solutions that can be achieved with a data set that includes labeled versions of the initially unlabeled instances as well. In terms of a likelihood formulation, what it suggests to solve is the following:
The first important ingredient is the set X V , which is the labeled data set X augmented with the unlabeled data U combined with the labels in V . So
is a fully labeled data set for all V 2 C M . The second important ingredient is the set T , which typically is a proper subset of the original parameter set Q. This set T contains all possible classifier parameters t that are obtained by training classifiers on all of the possible fully labeled data sets X V . As we need to consider all possible labelings for the unlabeled data, this brings us back to Hartley and Rao's intractable method [33] . In [60] and [61] , this problem is overcome by introducing the possibility of fractional or soft labels, resulting in a well-behaved quadratic programming problem for the case of the least squares classifier.
Putting our earlier work further in the appropriate context, we should finally mention [62] and [63] , where likelihood-based semi-supervised learning guided by particular constraints is considered as well. The crucial difference is that the constraints proposed in these works are typically derived from domain knowledge and very task specific. If these a priori constraints are correct, a learner can obviously benefit from them, even in the supervised case. If they are incorrect they may lead to severely deteriorated performance. So where these constraints are classifier-extrinsically motivated, any other method in this section relies on intrinsically motivated constraints, which are fixed as soon as the data is available and the choice of classifier is made.
Supervised and Semi-Supervised LDA
As our worked-out example in Sections 4 and 5 concerns LDA, this section turns to its associated likelihood and the specific semi-supervised solutions that have been proposed for this classical technique.
Compared to Equation (1), the log-likelihood objective function for K-class LDA takes on a more specific form. We can write [64] 
log p k gðx kj jm k ; SÞ ;
where u ¼ ðp 1 ; . . . ; p K ; m 1 ; . . . ; m K ; SÞ, p k the class priors, m k is the class means, and S the class-conditional covariance matrix. The g, on the last line, denotes the normal (or Gaussian) probability density function. Of course, to find the supervised solution, we solve the maximization already noted in Equation (2), which leads to the well-known ML estimates of the parameters of regular supervised LDA.
Semi-supervised LDA has been considered both in theoretical and methodological work. The main example in Hartley and Rao's work [33] treats univariate LDA in the semi-supervised setting. Also McLachlan [34] focusses on LDA. Following these contributions, other early studies of the use of unlabeled data in LDA can be found in [40] , [41] , [65] and [66] . Self-learned and intrinsically constrained versions of LDA have been compared in [56] and [31] .
Let us finally remark that various contributions from a large number of disciplines still employ classical, supervised LDA as their decision rule of choice. A handful of recent examples from the applied and natural sciences can be found in some of the earlier-mentioned references: [5] , [6] , [8] , [9] , [13] . Semi-supervised versions of LDA, however, have not been widely applied. The general shortcoming mentioned in Section 2.1, the fact that self-learned and EM versions can give sharply inferior performance, probably contributes to this.
CONTRASTIVE PESSIMISTIC ML
For none of the aforementioned semi-supervised learning schemes and classifiers, there are currently any generally applicable guarantees when it comes to performance improvements, unless one makes strong assumptions about the data. The learning strategy that we devise in this section does allow for such a guarantee on the training set in a strict way. This we will show in Section 4. The main, general theory is provided in the current section.
Consider the fully labeled data set
It is similar to X V considered in Section 2.3, but we now assume that V Ã contains the true labels v Ã i belonging to the feature vectors in U. Definê
which gives the classifier's parameter estimates on the full training set in which also the unlabeled data is labeled. With respect to this enlarged training set X V Ã , the estimatê u opt is optimal by construction and cannot be improved upon. As the supervised parameters inû sup are estimated merely on a subset X of X V Ã , we have
In the semi-supervised setting, both X and U are at our disposal, but V Ã has not been observed. We have more information than in the supervised setting, but less than in the optimal, fully labeled case. The principal result obtained in this section is that, for likelihood-based classifiers, semisupervised parameter estimatesû semi obtained by means of MCPL are essentially in between the corresponding supervised and the optimal estimates:
In itself, this result might not seem all too helpful as we can easily come up with a semi-supervised parameter estimate for which these inequalities are trivially fulfilled: takeû semi to equalû sup . However, we first want to clarify that the inequality holds generally for MCPL before we proceed and make the claim that strict improvements by means of MCPL over regular supervised estimation can be expected. That is, we argue, at least for particular classifiers, that
i.e., the log-likelihood on the fully labeled set X V Ã obtained by the semi-supervised estimates is strictly larger than that obtained under supervision. For LDA, this is proven in Section 4.
Contrast and Pessimism
To be able to construct a semi-supervised learner that improves upon its supervised counterpart, we take the supervised estimate into account explicitly and consider the difference in loss incurred byû semi andû sup .
Before doing so, however, we first introduce some notation. We define q ki to be the hypothetical posterior P ðkju i Þ of observing a particular label k given the feature vector u i . We may interpret the q ki as soft labels for every u i and will also refer to them as such. This respects the fact that classes may be overlapping and not every u i can be be assigned unambiguously to a single class. By definition,
Provided that these posteriors are given, we can express the log-likelihood on the complete data set for any u as LðujX; U; qÞ ¼ LðujXÞ þ
q ki log pðu i ; kjuÞ ; (8) in which the dependence on the q ki s is explicitly indicated also on the left-hand side by means of the variable q. Note that use of these soft labels in q allows more flexibility than just using a set of hard labels V 2 C M , such as was for instance done in Equations (3) and (6) .
For a given q, the relative improvement of any semisupervised estimate u over the supervised solution can now be expressed as follows:
CLðu;û sup jX; U; qÞ ¼ LðujX; U; qÞ À Lðû sup jX; U; qÞ :
This contrasts the semi-supervised solution with the regular supervised solution obtained on the data set X, enabling us to explicitly check to what extent semi-supervised improvements are possible in terms of log-likelihood. As we are dealing with a semi-supervised problem, q is unknown and we cannot use Equation (9) directly for optimization. The choice we make now is the most pessimistic one: we are going to assume that the true (soft) labeling is most adverse against any semi-supervised approach and consider the q that minimizes the gain in likelihood. That is, our objective function becomes CPLðu;û sup jX; UÞ
CLðu;û sup jX; U; qÞ ;
where
; the Cartesian product of M simplices.
MCPL Estimation
We are now ready to define MCPL estimation, which extends general likelihood estimation for supervised learners to the general semi-supervised case.
Definition 1 (MCPL).
Letû sup be the supervised ML estimate maximizing LðujXÞ and let U be a set of unlabeled data. A maximum contrastive pessimistic likelihood estimate,û semi , is an estimate that maximizes the criterion CPLðu;û sup jX; UÞ in Equation (10), i.e.,
CPLðu;û sup jX; UÞ :
Maximizing the objective function CPL for u leads to a rather conservative estimate, because of the pessimistic choice of q. But we need this choice, in combination with the contrastive nature of the objective function, to be able to guarantee that the following holds.
To see that the lemma indeed holds, consider Equation (11). Because we can take u ¼û sup , 0 is always among the minimizers in this equation. As a consequence, the maximum will never be smaller than 0:
CPLðu;û sup jX; UÞ ! 0 :
Looking at Equation (9) , this means that the difference between the semi-supervised and the supervised log-likelihood is larger than 0, but as this holds even for the worst choice of q, it must also hold for the true hard labeling considered in X V Ã . From this, the first inequality follows in Equation (12), which shows the lemma to hold.
Prospects of Improved Estimates
If we can show for a classifier that we can expect the inequalities in Lemma 1 to be strict, then we can conclude that the semi-supervised parameter estimates are essentially better than those obtained under supervision. When can we expect this to happen? There are at least two different ways.
First, a semi-supervised classifier can be better if the true underlying soft labeling is less adversarial than the worstcase that is considered in MCPL estimation. Even though we cannot give any general quantitative statement on how often this happens, we can imagine that this is quite likely. Second, we can expect improvements in case the set of feature vectors of the labeled instances, X, is an ill representation of the complete set of labeled and unlabeled data, X
In that case, MCPL estimation would just recover the supervised estimate. In the next section, we use such ill-representation argument to show that semi-supervised LDA typically outperforms its supervised counterpart.
MCPL VERSION OF LDA
Combining MCPL estimation as defined in Section 3.2 with the log-likelihood formulation of regular supervised LDA from Equation (7) leads to our proposal of a proper semisupervised version of LDA. Following the previous section, we have
Here and in what follows, the subscripted LDA makes explicit that we are specifically considering this classifier. Section 4.3 briefly presents the heuristic we used to carry out the necessary maximinimization to actually obtainû semi . But first, in the next two sections, we demonstrate that we can expect improved semi-supervised estimation.
Preliminaries
As the set of normal densities gðxjm k ; SÞ makes up an exponential family, it can be reparameterized into a so-called canonical parametrization such that it is concave in its parameters [67] , [68] . Denote this reparametrization by #. For fixed q, L LDA ð#jX; U; qÞ is also concave. Now, by definition of the MCPL estimate is compact and so we can invoke the important minimax corollary by Sion [69] that allows us to interchange the maximization and minimization, which in turn means that the solution to the above maximinimzation is a saddle point [70] . Moreover, the estimate# semi is unique if CL LDA is strictly concave in # [70] . This is ensured if S is positive definite. From Equation (14) in Section 4.2, it follows that this holds, for instance, ifŜ sup is positive definite. Equivalently, we will assume the supervised estimation problem to be well-posed.
For normal distributions, both the standard parametrization and the canonical parametrization are complete parameterizations. We have [67] :
where triuðAÞ returns the upper triangular part of the square matrix A. As we consider well-posed estimation problems, S is invertible and so the mapping between u and # is a bijection (cf. [71] ). So coming back from the canonical parametrization # to our original u, we see that the maximinimzation also leads to a unique solution forû semi . This will be important in what follows.
Semi-Supervised Improvements
We consider CL LDA ðu;û sup jX; U; qÞ, which is Equation (9) with the particular choice of the likelihood from Equation (7). Leaving q fixed, we saw that there is a unique maximizer for CL LDA . Fixing q, the supervised part of the contrastive likelihood does not play an essential role in the objective function. It merely provides an offset, and the maximizer of CL LDA is equal to the maximizer of L LDA ðujX; U; qÞ. Now, the latter is a weighted version of standard LDA-the weights are provided by q-and it is not difficult to show that, for every class k 2 C, the optimal ML parameter estimates are given byp
while the estimate of the average class-conditional covariance matrix becomeŝ
Note that the total data mean equalŝ
which is independent of the soft labels q. We now additionally note that also for weighted LDA, for any choice of q, the constraint in Equation (4) holds. The MCPL solutionû semi will have corresponding pessimistic soft labelsq semi and therefore satisfies the constraint as well:
k . Now, if semi-supervised learning does not improve over the supervised estimate,û semi should equal the initial supervised solutionû sup , because the estimate is unique (see Section 4.1). This, in turn, implies that we also havem semi ¼ P K k¼1p sup km sup k . But as the supervised solution is trained on X only, it should simultaneously fulfil the constraint in Equation (4) with the total data mean equal tom
i.e., the sample average of X. We therefore have:
If the feature vectors of our classification problem come from a continuous distribution then, unless U is empty, the probability thatm sup equalsm semi is zero. This, in turn, implies that we can expectû semi to be different fromû sup and, therefore, improve upon it. With this, we have proven our first main result concerning semi-supervised LDA.
Theorem 1. If the supervised estimation problem is well-posed, M ! 1, and if the feature vectors are continuously distributed, the strict inequality
holds almost surely.
We should note that if the feature distribution is discrete, the inequality holds with a probability smaller than one. Nonetheless, when either the number of discrete elements of the distribution, the number N of labeled points, or the number M of unlabeled feature vectors is large, the probability that the inequality is strict typically gets close to one. We dare to conjecture that Theorem 1 will be accurate for many practical purposes, even in the discrete case.
What we can say in the discrete case is that the probability thatm sup does not equalm semi is nonzero and, therefore, we at least have strict improvement in expectation.
Theorem 2. If the supervised estimation problem is well-posed
and M ! 1, we have
where the expectation is taken over U.
Hence, LDA parameter estimation by means of MCPL is, in the average, always better than classical supervised loglikelihood estimation.
Solving the Maximinimization
As was discussed in Section 4.1 already, the objective function, as provided by Equation (9) , is linear in q and strictly concave in u. As a result, we know that we are looking for a saddle point solution with a unique optimizer for u. Moreover, we know there are no other local saddle point solutions for this maximinimization problem [70] . The basis of our heuristic to come to an MCPL estimate for the parameters of semi-supervised LDA are the following two steps between which the optimization alternates. 1) Given a soft labeling q, the optimal, maximizing LDA parameters u are estimated by means of Equations (13) and (14) . 2) Given LDA parameters u, the gradient r for q is calculated, and q is changed to q À ar, with a > 0 the step size. The following should be noted: a) q À ar is not guaranteed to be in D M KÀ1 , so we project back into this set in every iteration [72] ; b) the objective function is linear in q, so the gradient r is easily obtained:
c) we want to minimize for q, so we change its value in the direction opposite of the gradient, i.e., with Àa. In our experiments in Section 5, the step size a is decreased as one over the number of iterations. Furthermore, we limit the maximum number of iterations to 1,000. In addition, if the maximin objective does not change more than 10 À6 in one iteration, the optimization is halted. With these settings, in our experiments, the maximum number of iterations is reached seldom (in less than one in every thousand cases).
Finally, we remark that care should be taken when calculating the necessary log-likelihoods or any of the related quantities. For example, the logarithm of the determinant of the average class covariance matrices can, especially for moderate-and high-dimensional problems, easily results in numerical infinities. Fairly reliable results can, in this instance, be obtained by determining the singular values of the covariance matrix through an SVD and taking the sum of the logarithm of these values.
EXPERIMENTS AND RESULTS WITH LDA
Having presented the specific theory for semi-supervised LDA and a heuristic approach to find its MCPL parameters in Section 4, there are four main issues we want to investigate experimentally. To start with, the theory states that semi-supervised LDA estimates are better on the training data at hand given the log-likelihood as the performance measure. The two questions this raises are, first, how do these estimates compare to the supervised estimates on new and previously unseen test data? And secondly, how do they perform and compare in terms of the 0-1 loss, i.e., the classification error? Concerning the second point, we remark that the relation between likelihood and error rate is not necessarily monotonic and a higher likelihood does not necessarily lead to a lower error. It is only in recent years that considerable effort has been spent on understanding the nontrivial relationship between the criterion a classifier optimizes (here the likelihood) and how that classifier performs in terms of any other criterion of interest (here the error rate). Refer, for instance, to [73] , [74] , [75] , [76] , [77] , [78] . Third, we measure the log-likelihood for the various parameter estimates also on the training set. This gives us a basic check on the performance of our optimization heuristic: we should find that the semi-supervised solutions never deteriorates the supervised solution and typically even improves upon it. The final, fourth point is to compare our theoretically underpinned method to the semi-supervised LDA technique from [31] , which enforced the constraints in Equations (4) and (5) in an ad hoc way. It puts our novel method in a broader perspective, as the earlier method has been studied extensively already. Among others, this constrained LDA has been shown to perform much better than self-learning or EM approaches to LDA and to be competitive with transductive SVM [79] and even entropy regularized logistic regression [80] , especially in the small sample setting.
Data Sets and Preprocessing
We chose 16 data sets from the UCI Machine Learning Repository [81] to perform our experiments on. The full names can be found in Table 1 . The same table contains abbreviated names that we use to refer to these sets in other tables and throughout the text.
A main criterion for choosing these particular data sets was their size. We wanted to be able to easily generate labeled and unlabeled training sets from them plus independent test sets and we wanted especially the last two sets to have a fair size. In addition, we wanted to limit the computational burden and therefore did not choose too high-dimensional sets. Moreover, in order to rid ourselves of potential problems with singular class-conditional covariance matrices (which would leave the supervised estimation problem illposed) or numerical challenges related to this, the complete data sets were preprocessed in the following way. In a first step, the variance of every individual feature was normalized to one. A feature was removed altogether if its variance was numerically zero. In a second step, PCA was applied to the full sets and 999 percent of the variance was retained in order to remove linearly dependent features. We note that reducing the dimensionality essentially changes the likelihood of a data set, but that any nonsingular linear transformation merely offsets the log-likelihood attained by LDA. Table 2 provides various statistics for the 16 data sets. It also indicates, in the last column, which 6 of the 16 data sets consist purely of discrete feature values. The fourth-to-last to second-to-last column in the table gives the different sizes of labeled (N), unlabeled (M), and test sets we used in every run of our experiments. We do not expect much gain from employing unlabeled data if the number of labeled points is large. We therefore kept the labeled set small, choosing a size of twice the dimensionality plus once the number of classes: 2d þ K. We also took care that every class has at least one labeled instance in the training set. The remainder of the data was then randomly divided in two, more or less, equally sized sets that make up the unlabeled and test sets, respectively.
Performance Criteria and Results
With the labeled, unlabeled, and test sets as described above, we determinedû sup ,û semi , andû opt . In addition, we calculatedû hoc , which are the parameters of the constrained LDA estimated by means of the more ad hoc procedure in [31] . Forû opt , we of course had to use the true labels belonging to the unlabeled data. The parameters inû hoc can be estimated in closed form. For details, we refer to the original work in [31] .
For every data set the experiments were repeated 1,000 times. Using the estimatesû sup ,û semi , andû opt , we calculated the following 12 criteria based on the log-likelihood for Table 3 : the three average log-likelihoods (denoted L sup , L semi , and L opt ) on the independent test data; the same three average log-likelihoods on the labeled plus unlabeled data, i.e., the training data X V Ã ; the percentage of times that the log-likelihood of the semi-supervised learner is strictly larger than the log-likelihood of the supervised learner ( semi sup , read: semi-supervised over supervised); the percentage that the log-likelihood of the optimal classifier is strictly larger than the semi-supervised one (this number, denoted opt semi , as well as the previously defined semi sup are calculated both on the test and the training set); and finally we expressed the relative improvement of the semi-supervised approach over the supervised approach in comparison with the optimal estimates by
Again this is done both on the test and the training set. The same quantities are also calculated for the corresponding error rates " sup , " semi , and " opt (see Table 4 ), with the only difference that we check numbers to be strictly smaller, instead of larger, to determine semi sup and opt semi . Finally, Table 5 contains averaged log-likelihoods L hoc and error rates " hoc , both on training and test sets, for the more ad hoc semi-supervised approach. Similar to those in Tables 3 and 4 , in the last four columns, comparisons to the corresponding log-likelihoods and classification errors of the supervised and our novel semi-supervised approach are made.
A permutation test on all different paired results [87] , both for the four log-likelihoods L sup , L semi , L opt , and L hoc and the four errors " sup , " semi , " opt , and " hoc , showed that for almost all cases we cannot retain the hypothesis that their averages are the same (at p ( 0:001). There are a few exceptions though. For the test error rates " sup and " semi on spectf, we cannot reject the null hypothesis of equality of expectation (at p ¼ 0:68). On optical and qsar there is no statistically significant difference between L semi and L opt for the test log-likelihoods (at p ¼ 0:01 and 0:50, respectively). Finally, L sup and L hoc are, both in training and testing, not For easy reference, the related performance numbers are underlined in the respective result tables.
DISCUSSION
Guarantees on the Training Set
The results in Table 3 show that, on the training set, MCPLbased semi-supervised LDA is in between the regular supervised and the optimal estimate. That this happens to be the case in a strict sense, in all experiments we carried out, can be most readily deduced from the values under semi sup and opt semi on the training set. These numbers equal 100:0 in all cases. This, in turn, indicates that in all of the 16,000 experiments we ran, the strict inequality from Theorem 1 was satisfied. Even for the discrete data sets this holds true, which was to be expected, given the number of different discrete vectors these data sets take on. Spectf has the smallest number, 267, implying that every feature vector in spectf is unique. With 267 distinct values, chances are indeed very small that the means from Equations (15) and (16) coincide.
Likelihood Behavior on the Test Set
The aforementioned guarantees are on the training set that includes the unlabeled samples in U, but of course we are interested in the performance on independent test data as well. We are unaware of any theoretical results for the loglikelihood that provide a precise connection between performance on the training set and the test set, though we do expect that with more training data the likelihood of the supervised model on the test set becomes better in expectation. We need to consider such improvement in expectation, simply because, for a single instantiation of a classification problem, we might be unlucky in our draw of training or test set. In contrast with the situation in the training phase, we can therefore only get improvements in the average.
Comparing the test log-likelihood in Table 3 for the supervised method with the one for the semi-supervised approach, we see the same as on the training data: for every data set, L sup is smaller than L semi . Also if we look at semi sup , we see that there are only two cases out of 16,000 in which the supervised estimate was better: we find a percentage of 99:8 instead of 100:0 on miniboone.
The story is different, however, if we compare the semisupervised and the optimal estimates. First of all, opt semi indicates that, on the independent test set, the semi-supervised estimate is better than the optimal one in about 5 percent of the cases. In itself, this does not have to be at odds with what we expect for the likelihood, as it concerns the number of wins or losses and not the average log-likelihood. Our results on gas, optical, and qsar, however, indicate that also when it comes to the expected log-likelihood,û semi may outperformû opt . Only the result on gas is statistically significant though. Moreover, the differences are anyway relatively small, as also the second-to-last column in Table 3 illustrates, where we find values basically equal to 1 for these sets.
Regarding the log-likelihood, we generally note the following. Overall, the relative improvements, as provided in the last two columns of Table 3 , are considerable, sometimes enormous even. None of them is lower than 0.9 and many are virtually 1. This shows that the semi-supervised loglikelihood is, relative to the supervised value, very close to the optimal estimate. The immense improvements are probably explained by the fact that the averaged class-conditional covariance matrix S is much more stably estimated in case of semi-supervision. The supervised estimate relies on N ¼ 2d þ K samples, while the semi-supervised estimate, as can be readily seen from Equation (14), is based on all N þ M in the training set. In our experiments N þ M is considerably larger than N. The latter is only slightly larger than twice the dimensionality, resulting in unstable covariance estimates. Clearly, the extreme difference in behavior for the various estimates will disappear with increasing numbers of labeled data.
Error Rates
Unlike the log-likelihood, the 0-1 loss is bounded and the differences and relative improvements stated in Table 4 are not that large. In almost all cases, " semi is smaller than " sup and " opt is smaller than " semi in turn. On the test set, the maximum relative improvement reported is 0.426 on optical, with a good second of 0.415 on shuttle.
There are three settings, however, in which no improvements of semi-supervised over supervised learning are attained: the first one is on the training set for low and the two others are in the training and test phase for spectf. In all cases, L semi is better than L sup . So we have the, possibly, somewhat counterintuitive behavior that the estimates improve in terms of the expected log-likelihood, but that the expected error rate still deteriorates. Similar phenomena for other classifiers have been described in [74] , [75] , where simple artificial examples are provided of how such behavior can be realized. It is a glimpse of the earlier mentioned difficult interrelationship two different performance criteria can display [73] , [76] , [77] , [78] , which we alluded to earlier on in Section 5. We checked the learning curves for low and spectf and they just showed the regular behavior: with increasing labeled sample sizes, the expected error rate of the supervised classifier decreases.
Finally, we remark that the increase in error rate going from the training to the test set is less for the semi-supervised classifier than for the supervised one. This shows that the semi-supervised classifier is less overtrained on the training set than supervised LDA.
Comparison to Constrained LDA
Looking at Table 5 , we see that also the ad hoc approach can work well. Especially when looking at the likelihood and comparing it to the supervised estimates, we see that, both on the training and the test set, the estimated likelihood is often better than the one obtained by the regular supervised parameters. The reason for the constrained approach to often be so much better than the supervised approach is probably similar to the one given in Section 6.2 to explain why the new approach comes so close to the optimal loglikelihoods. The large improvements are probably due to the fact that the averaged class-conditional covariance matrix S is much more stably estimated in case of semisupervision. The estimated covariance matrix might still not be very good, but at least it is substantially better than the volatile and not so well conditioned supervised estimate. Nonetheless, the novel approach clearly outperforms the more ad hoc technique in most of the cases where the likelihood is concerned. In fact, compared to the constrained approach, MCPL provides the best average test log-likelihood on all data sets. The only expected log-likelihood that is worse during training is the one for spectf.
Looking at the error rate, we see that the ad hoc procedure does very bad on optical and shuttle (the reason for this remains as yet unclear). Still,û hoc leads to the best error rate on the test set on seven data sets. On the other nine data setsû semi turns out to be preferred.
MCPL for Other Classifiers
MCPL is proposed as a general estimation principle, which delivers semi-supervised estimates that are at least as good as the regular supervised parameter estimates for any loglikelihood based classifier. To come to results such as Theorems 1 and 2, additional knowledge about the class-conditional distributions is needed. Because they are very similar to LDA and the same kind of mean constraints hold, classifiers for which it is almost immediate that strict or expected improvements can be obtained through semi-supervision, are the nearest mean classifier, quadratic discriminant analysis (QDA), and all kinds of kernelized or flexibilized versions of NMC, LDA, and QDA [88] . We speculate that also many classifiers constructed on the basis of exponential families [67] , [68] allow for theorems making equivalent statements. These include, for instance, the Bernoulli, multinomial, and exponential density.
Another interesting group of classifiers to study in the context of MCPL is that for which every class may consist of a mixture model. As the analysis of mixture models is in itself already rather difficult [89] -for one, the likelihood function is not concave, such classifiers may be outside the reach of any helpful theoretical analysis. We do, however, expect to benefit, if only from the regularizing effect our semi-supervised approach has, similar to the situation mentioned at the end of Section 6.2. What does seem a problem still, is to find an appropriate solution to the optimization that needs to be carried out in order to find an MCPL estimate. It seem worthwhile, though, to try to get to the nearest saddle point that can be found by means of a combined gradient ascent (in u) and descent (in q).
Finally, we could try to extend our work to classifiers that do not rely on likelihood models. One possible path may be through [90] , which presents a decision-theoretic interpretation of maximum entropy and considers generalized concepts of entropy that relate to a much broader class of loss function than merely the (negative) log-likelihood. Though the link with this work is certainly not one-to-one, it may be possible to interpret our contrastive loss as a form of relative entropy and to make use of the results in [90] .
CONCLUSION
We presented a well-founded approach to likelihood-based semi-supervised learning. Our principle of maximum contrastive pessimistic likelihood estimation is generally applicable to supervised classifiers whose parameters are estimated by means of a maximization of the likelihood. Moreover, under certain concavity assumptions, improvements of the semi-supervised estimates can be expected and, in particular cases, even be guaranteed. A worked-out illustration based on classical LDA demonstrates the significant improvements that can be obtained by our novel approach.
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