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Resumen En el presente, el ca´ncer de mama es uno de los ca´nceres
ma´s frecuentes y es la segunda causa de muerte en mujeres en todo el
mundo. Asimismo, cada vez es ma´s dif´ıcil ignorar el constante e intenso
aumento de la importancia de los enfoques de miner´ıa de datos en los
diagno´sticos me´dicos. En este sentido, central a toda la disciplina de la
miner´ıa de datos, encontramos la clasiﬁcacio´n como la tarea preponde-
rante en el proceso de toma de decisiones para los me´dicos. A d´ıa de
hoy, una gran cantidad de clasiﬁcadores se han propuesto en la literatu-
ra. Sin embargo, teniendo en cuenta la cantidad de personas afectadas
por el ca´ncer, merece la pena seguir desarrollando te´cnicas que puedan
contribuir en mejores formas de diagno´stico. En lo que a este estudio
concierne, se ha considerado introducir un ensamblado de clasiﬁcadores,
propuesto en razo´n al balance entre sus factores individuales de sesgo y
varianza. Demostrando la correctitud de la metodolog´ıa adoptada para
la conjuncio´n ad hoc de los clasiﬁcadores, los resultados emp´ıricos de este
estudio proporcionan evidencia de una mejor clasiﬁcacio´n de los tumores
como maligno o benigno, en cuanto a precisio´n se reﬁere.
Palabras Claves: Ca´ncer de mama · Clasiﬁcacio´n de tumores · Ensam-
blado de clasiﬁcadores · Sesgo · Varianza · Bagging · Boosting · Scikit-
learn
1. Introduccio´n
Durante el u´ltimo siglo, el ca´ncer ha sido una de las principales causas de
muerte donde el ca´ncer de mama es uno de los ma´s frecuentes; y de hecho, es la
segunda causante de muerte en mujeres en todo el mundo [13].
Por otra parte, entre las numerosas aplicaciones de la miner´ıa de datos y el
aprendizaje automa´tico, la tarea de clasiﬁcacio´n es un a´rea que cobra cada vez
ma´s importancia en diagno´sticos me´dicos asistidos. En la tarea de clasiﬁcacio´n
cada instancia pertenece a una clase la cual se indica mediante el valor discreto
de un atributo que llamamos la clase de la instancia.
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Hasta la fecha, una considerable cantidad de propuestas de nuevos clasiﬁcado-
res, variantes de los ya existentes y ensamblado de los mismos ha sido publicada
en la literatura cient´ıﬁca.
En este sentido, se desarrolla un creciente intere´s por el ensamblado de clasi-
ﬁcadores por ser considerado como el siguiente nivel de tendencia en la bu´squeda
de mejoras en la tarea de clasiﬁcacio´n [9]. Ba´sicamente, este enfoque consiste en
la construccio´n de un clasiﬁcador ma´s robusto y preciso, esto es, mediante la
combinacio´n de las predicciones de varios clasiﬁcadores atendiendo las fortalezas
y debilidades que cada modelo algor´ıtmico individualmente posee.
Entre tanto, el ca´ncer de mama es un tumor maligno que amenaza gravemente
la salud de la mujer a nivel mundial y constituye una prioridad debido a su
elevada incidencia1. Adicionalmente y como es bien conocido, es posible obtener
mejores resultados en el contexto de los diagno´sticos me´dicos apoyados por el
ana´lisis de los datos, ya que se equilibra el conocimiento de los expertos humanos
al describir problemas y objetivos con las capacidades de clasiﬁcacio´n de los
computadores [12].
Surge, por tanto, la constante necesidad de nuevas investigaciones a los estu-
dios previos [1,16] y que contribuyan para la toma de decisiones de los me´dicos en
el diagno´stico de ca´ncer de mama mediante la aplicacio´n de te´cnicas de miner´ıa
de datos; siendo e´ste, en efecto, el propo´sito del presente estudio.
Los resultados de esta investigacio´n demuestran que el proceso de ensambla-
do de clasiﬁcadores propuesto en razo´n al balance entre el sesgo y la varianza
de cada clasiﬁcador, permite la construccio´n de un mecanismo mejorado de cla-
siﬁcacio´n de tumores maligno o benigno, en cuanto a precisio´n se reﬁere.
De manera estructural, este trabajo primeramente sienta los fundamentos
teo´ricos respecto a los clasiﬁcadores y los factores principales, sesgo y varianza,
as´ı como las te´cnicas de ensamblado. Posteriormente, en la seccio´n de Materiales
y Me´todos, se presentan los conceptos de Bagging y Boosting seguido de los
algoritmos de clasiﬁcacio´n que se contemplan en este estudio. En la seccio´n de
experimentos se evalu´an los planteamientos iniciales para ﬁnalmente converger
las ideas en la conclusio´n.
2. Fundamentos Teo´ricos
Clasiﬁcador. Desde el punto de vista matema´tico, en [11], [4] se precisa que
un problema de clasiﬁcacio´n puede verse como una coleccio´n L de N ejemplos
etiquetados que pueden deﬁnirse de la siguiente manera:
L = {(xnyn), n = 1, 2, ..., N, y ∈ [y1, y2, ..., yy]} (1)
donde cada ejemplo (xn, yn) viene determinado por un vector de atributos xn y
una etiqueta de clase yn pertenecientes a algunas de las Y clases del problema
[y1, y2, ..., yy]. El algoritmo de clasiﬁcacio´n resultante debera´ de construir un
clasiﬁcador que prediga, dado un nuevo vector de caracter´ısticas x (no incluido
1 https://seer.cancer.gov/statfacts/html/breast.html
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en L) la clase Y a la que pertenece usando el conocimiento contenido en el
conjunto inicial de datos L. Formalmente, un clasiﬁcador es un modelo o funcio´n
M que predice la etiqueta de clase y para un ejemplo de entrada dado x, es
decir, Y = M(x), donde x = (x1, x2, ..., xd)T ∈ Rd es un punto en el espacio
d-dimensional e y =∈ {c1, c2, ..., ck} es su clase predicha.
Sesgo y Varianza. En [20] deﬁnen al sesgo y a la varianza como la pe´rdida
esperada para la funcio´n de pe´rdida al cuadrado. Ofrece informacio´n importan-
te sobre el problema de clasiﬁcacio´n, ya que puede descomponerse en te´rminos
de sesgo y varianza. Ambas son herramientas poderosas de las estad´ısticas de
la teor´ıa de muestreo para analizar escenarios de aprendizaje supervisado que
tienen funciones de pe´rdida cuadra´tica [2]. Dado un objetivo ﬁjo y el taman˜o
del conjunto de entrenamiento, sesgo2 mide hasta que´ punto la estimacio´n pro-
medio del algoritmo de aprendizaje (sobre todos los conjuntos de entrenamiento
posibles del taman˜o del conjunto de entrenamiento dado) coincide con el obje-
tivo. En tanto que la varianza, mide cua´nto ﬂuctu´a la suposicio´n del algoritmo
de aprendizaje para los diferentes conjuntos de entrenamiento del taman˜o dado.
Matema´ticamente Sesgo (Ses) y varianza (V ar) se deﬁnen:
Ses2x =
1
2
∑
y∈Y
[P (Yf = y|x)− P (YH = y|x)]2 V arx = 1
2
(1−
∑
y∈Y
P (YH = y|x)2).
En general, la pe´rdida esperada puede atribuirse a un alto sesgo o a una alta
varianza, que suele ser una compensacio´n entre estos dos te´rminos. Idealmente,
se busca un equilibrio entre estas tendencias opuestas, es decir, se preﬁere un
clasiﬁcador con un sesgo aceptable (reﬂejando suposiciones espec´ıﬁcas de dominio
o conjunto de datos) y una variacio´n tan baja como sea posible.
2.1. Te´cnicas de Ensamblado
En [20], se menciona que un clasiﬁcador se llama inestable si las pequen˜as
perturbaciones en el conjunto de entrenamiento resultan en grandes cambios en
la prediccio´n o el l´ımite de decisio´n. Los clasiﬁcadores de alta varianza son inhe-
rentemente inestables, ya que tienden a sobre ajustar los datos. Por otro lado,
los me´todos de alto sesgo suelen adecuarse a los datos y, por lo general, tienen
una varianza baja. Los me´todos de conjunto crean un clasiﬁcador combinado
utilizando la salida de mu´ltiples clasiﬁcadores ba´sicos que se entrenan en dife-
rentes conjuntos de datos. Dependiendo de co´mo se seleccionen los conjuntos de
entrenamiento y de la estabilidad de los clasiﬁcadores ba´sicos, los clasiﬁcadores
de conjunto pueden ayudar a estabilizar la varianza y el sesgo, lo que lleva a un
mejor rendimiento general del modelo.
3. Materiales y Me´todos
Dadas las pruebas realizadas en el presente art´ıculo, se describe a conti-
nuacio´n tanto los algoritmos de clasiﬁcacio´n seleccionados, como as´ı tambie´n el
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Bagging Boosting
Genera mu´ltiples conjuntos de en-
trenamiento y llama al algoritmo
de aprendizaje modelo base con ca-
da uno de ellos para producir una
conjuncio´n de modelos base [10].
M
K(x) = sign(
∑K
i=1 Mi(x))
En [2] se describe como una te´cnica que
genera un conjunto de clasiﬁcadores y los
vota. El algoritmo de aprendizaje genera
los clasiﬁcadores en paralelo.
G(X) = sign(
∑M
m=1 amGm(X))
Intenta disminuir la varianza ya que
cada modelo esta´ construido de for-
ma independiente.
Intenta disminuir el sesgo ya que los nue-
vos modelos esta´n inﬂuenciados por el ren-
dimiento de los modelos construidos pre-
viamente
Cuadro 1. Cuadro comparativo entre Bagging y Boosting.
entorno experimental utilizado, en el Cuadro 1 se puede observar la comparacio´n
entre Bagging y Boosting.
3.1. Algoritmos de Clasiﬁcacio´n
Random Forest(RF). Cada a´rbol de decisio´n que se crea se hace a partir de
una secuencia aleatoria de un subconjunto de datos del conjunto de entrena-
miento [9].
Extra Trees Forest(ETF). Construye un conjunto de a´rboles de regresio´n o
decisio´n sin aﬁnar. Sus dos diferencias principales con otros me´todos de conjunto
basados en a´rboles son que divide nodos al elegir puntos de corte completamente
al azar y que utiliza toda la muestra de aprendizaje [6] [17].
K-Neighbors(KNN). Encuentra un grupo de k objetos en el conjunto de en-
trenamiento que esta´n ma´s cerca del objeto de prueba, y basa la asignacio´n de
una etiqueta en el predominio de una clase en particular en este conjunto [19].
Linear Support Vector Machine(SVM). Te´cnica utilizada para el aprendiza-
je supervisado para resolver problemas de clasiﬁcacio´n y regresio´n basados en
hiperplanos [8].
Decision Tree(DT). Estructura en la cual los datos son divididos de acuerdo
a un criterio. Cada nodo del a´rbol denota un test sobre un atributo. Cada rama
representa un resultado del test, y las hojas del nodo representan clases [15] [3].
Redes Neuronales(RN). Las entradas xi se recopilan de las neuronas anterio-
res (o el conjunto de datos) y se combinan mediante una funcio´n de combinacio´n
como
∑
, que luego se ingresa en una funcio´n de activacio´n (generalmente no
lineal) para producir una respuesta de salida y, que luego se canaliza otras neu-
ronas. [4]:
Gaussian Naive Bayes(NB). Las Redes Bayesianas representan las dependen-
cias que existen entre los atributos a trave´s de una distribucio´n de probabilidad
condicional en un grafo dirigido ac´ıclico [15].
AdaBoost(AB). Se encarga de analizar un nu´mero de algoritmos de´biles, que
sera´n a´rboles de decisio´n pequen˜os de profundidad 1, que tienen poca precisio´n
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a trave´s del conjunto de entrenamiento modiﬁcado en cada iteracio´n. Secuen-
cialmente formara´ uno nuevo ma´s preciso con la combinacio´n de todos ellos
asignando un peso en la votacio´n ﬁnal para la eleccio´n de las mejores reglas de
cada uno [2].
Logistic Regression(LR). Procedimiento cuantitativo donde la variable de-
pendiente toma valores en un conjunto ﬁnito [9].
Gradient Boosting(GB). El modelo de conjunto construido es tambie´n una
suma ponderada de clasiﬁcadores de´biles. La conexio´n se realiza entre expansio-
nes aditivas por etapas y minimizacio´n de descenso ma´s pronunciado [5].
4. Experimentos y Ana´lisis de Resultados
Para realizar los experimentos, se ha optado por el uso del Scikit-learn, ya
que es un mo´dulo de Python2 que integra una amplia gama de algoritmos de
aprendizaje automa´tico de u´ltima generacio´n para problemas supervisados y no
supervisados de mediana escala [14], a su vez se opto por el uso del dataset de
ca´ncer de mama de Wisconsin, ya integrado en el Scikit-learn para la realiza-
cio´n de las pruebas [18]. Siguiendo con el proceso experimental, se seleccionan
los siguientes algoritmos para entender las ventajas con respecto al sesgo y la
varianza que se puede extraer. Al observar el Cuadro 2, las caracter´ısticas con
respecto al tipo de algoritmo, los modelos segu´n su tipo, se hace el ana´lisis so-
bre los mismos de manera de buscar el resultado adecuado. Se tiene en cuenta
la precisio´n del modelo,debido a que el dataset utilizado se encuentra con una
distribucio´n de clases balanceada, lo que permite obtener un resultado aceptable
para la interpretacio´n ﬁnal de los datos. La implementacio´n de estas pruebas
esta´n disponibles en un repositorio pu´blico3.
Alg. Var. Sesgo Deﬁnicio´n
RF Alta Bajo CBrf (x) = v{Cb(x)B1 }
ETF Alta Bajo ft(x) =
∑
xi,yi∈ls aikt(x
i, x)
KNN Alta Bajo cz = argv∈Lmax
∑
y∈N wixI(v = class(cy))
SVM Alta Bajo K(x, xi) = sum(x ∗ xi)
DT Alta Bajo I(P ) = −(p1 ∗ log2(p1)+ p2 ∗ log2(p2)+ ...+ pn ∗ log2(pn)
RN Alta Bajo yi = g1(
∑L
j=1 wijsj) = g1(
∑L
j=1 wij(g2(
∑N
r=1 tjrxr)))
NB Baja Alto Vnb = argmaxvjcV P (Vj)
∏
i P (ai|vj)
AB Baja Alto C ∗ (x) = argy∈Ymax∑i:Ci(x)=y log 1βi
LR Baja Alto logit(p(y = 1|x)) = w0x0 + w1x1 + ... + wmxm =∑m
i=0 wixi = w
tx
GB Baja Alto Fm = (x) = Fm−1(xi) + pmh(xi;am)
Cuadro 2. Algoritmos ordenados por varianza y sesgo.
2 https://www.python.org
3 https://github.com/andresmacielc/Stacking
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Lo primero es deﬁnir las variables a ser utilizadas y los objetivos a ser en-
contrados al realizar el ana´lisis de aprendizaje supervisado, para que el paciente
sepa si posee o no ca´ncer de mama. Una vez ﬁnalizado, se avanza al siguiente
paso, el cual implicara´ normalizar los datos [7]; con esto se busca solucio´n a dife-
rentes ruidos, que se presentan en el dataset ; luego se procede a dividir el dataset
en conjunto de entrenamiento y testeo. Se utiliza el paquete model selection(),
instalado por defecto en la biblioteca scikit-learn. Con la validacio´n cruzada se
hacen las pruebas a la precisio´n de la clasiﬁcacio´n de algoritmos en las versio-
nes bagging de cada uno, de modo de retratar las diferencias que presentan los
resultados ﬁnales de dicha estimacio´n.
clf_array = [rf, et, knn, svc, dt, nb, mlp]
for clf in clf_array:
scores = cross_val_score(clf, X_train_scaled, y_train, cv=3,
n_jobs=-1)
bagging_clf = BaggingClassifier(clf,
max_samples=0.8, max_features=1.0, random_state=seed)
bagging_scores = cross_val_score(bagging_clf, X, y, cv=3,
n_jobs=-1)
print("Media de: {1:.3f}, std: (+/-) {2:.3f}
[Bagging {0}]\n".format
(clf.__class__.__name__,
bagging_scores.mean(),bagging_scores.std()))
El co´digo muestra los resultados en las ejecuciones estudiadas, con la aclaracio´n
que los algoritmos RF, ETF y KNN poseen un balance de 100 de estimaciones
en los 2 primeros y 100 neighbors en el tercero. Los resultados en la ﬁgura 1.
Figura 1. Comparacio´n de precisio´n en la te´cnica del bagging.
Las versiones del bagging presentan mayor varianza, debido a que algunos de
los algoritmos fueron ejecutados con baja cantidad de estimadores. En determi-
nados casos el bagging es efectivo con datos limitados. El enfoque del bagging
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consiste en usar un par de sub-muestras y agruparlas, si la precisio´n del conjunto
es mayor que la de los modelos ba´sicos, funciona. No´tese que el uso de submues-
tras ma´s grandes no garantiza un mejor resultado. El bagging puede mejorar el
conjunto en gran medida cuando tiene un modelo inestable; sin embargo, cuando
sus modelos son ma´s estables, entrenados en submuestras mayores, las mejoras
de bagging se reducen.
Para el caso del boosting, se analizaa el funcionamiento de los algoritmos
AB y GB, en los cuales no se tuvieron en cuenta los algoritmos utilizados en
el bagging. Luego se realizan las comparaciones mediante la implementacio´n del
siguiente script :
boost_array = [ada_boost, grad_boost]
eclf = VotingClassifier(estimators=[(’Ada Boost’, ada_boost),
(’GradientBoost’, grad_boost)], voting=’hard’)
labels = [’Ada Boost’, ’Grad Boost’, ’Ensemble’]
for clf, label in zip([ada_boost, grad_boost, eclf],
labels):
scores = cross_val_score(clf, X_train_scaled, y_train, cv=10,
scoring=’accuracy’)
print("Media: {0:.3f}, std: (+/-) {1:.3f}
[{2}]".format(scores.mean(), scores.std(), label))
En la Figura 2, se muestra los resultados comparativos obtenidos.
Figura 2. Comparacio´n de precisio´n en la te´cnica del boosting.
En la Figura 2, las diferencias de resultados presentan una baja variacio´n
entre ellos, se observa a su vez que el sesgo es ma´s preciso en el algoritmo GB.
ya que al basarse en el descenso de gradiente, realiza bu´squedas ma´s precisas en
el conjunto de datos entrenados erro´neamente.
Realizadas las clasiﬁcaciones correspondientes, se procede a la combinacio´n
de los algoritmos que son implementados en el ensamblado, los cuales, basados
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en las caracter´ısticas que presentan los modelos descritos anteriormente, tanto
en el bagging como en el boosting, permiten encontrar la mejor combinacio´n de
los me´todos, aplicados a los clasiﬁcadores base y a los espec´ıﬁcos, de manera que
el resultante obtenga estabilidad en cuanto al sesgo y a la varianza. Para el en-
samblado se utilizaron todos los algoritmos ba´sicos implementados previamente,
sumados a estos los algoritmos RF y ETF , los cuales ya implementan el me´todo
de bagging por defecto, y los algoritmos AB y GB que realizan lo propio desde
el lado del boosting, de modo a que el ensamblado ﬁnal realice el aprendizaje
tanto de los clasiﬁcadores simples, del bagging y del boosting.
Para dicho propo´sito se utiliza la librer´ıa StackingClassiﬁer, en donde para la
implementacio´n del ensamblado, es necesaria la seleccio´n de un clasiﬁcador ﬁnal
que pueda funcionar como base de los resultados propuestos por los anteriores,
dado el hecho que la mayor´ıa de los algoritmos utilizados previamente se carac-
terizan por poseer una varianza ma´s alta, seleccionar un algoritmo de sesgo alto
funciona como un nivelador de las variaciones que presentan los clasiﬁcadores,
entonces se opta por el algoritmo de LR, resultando de la siguiente forma:
sclf = StackingClassifier(classifiers=
[rf, et, knn, svc, mlp, nb, dt, adab, gd], meta_classifier=lr)
classifier_array = [rf, et, knn, svc, mlp, nb, dt, adab, gd,
sclf]
labels = [clf.__class__.__name__ for clf in classifier_array]
for clf, label in zip(classifier_array, labels):
cv_scores = cross_val_score(clf, X, y, cv=10,
scoring=’accuracy’)
print("Media: %0.4f (+/- %0.4f) [%s]" % (cv_scores.mean(),
cv_scores.std(), label))
En la Figura 3 se muestran los resultados comparativos obtenidos.
Figura 3. Comparacio´n de precisio´n de Algoritmos Individuales vs Ensamblado.
XXV Congreso Argentino de Ciencias de la Computación Río Cuarto, 14 al 18 de Octubre de 2019
-494-
Puede observarse en la Figura 3 que la combinacio´n de los algoritmos posee
el mejor sesgo del conjunto, y una varianza estable respecto a los dema´s.
A diferencia de los ejemplos anteriores, esta vez se busco´ una mayor estabili-
dad en cuanto a la precisio´n de los algoritmos se reﬁere, como se detallo´ en [20],
el aumento de la varianza de un algoritmo implica indefectiblemente en su re-
duccio´n en el sesgo, y viceversa, esta situacio´n de por s´ı es algo inevitable, sin
embargo, para casos particulares de algunos algoritmos, como serian el KNN y
SVM o el RF , en los cuales aumentando la cantidad de neighbors, la cantidad
de estimadores o de para´metros, puede obtener un aumento en el sesgo, y al
mismo tiempo una reduccio´n de la varianza.
Dicho de otra manera, en la ﬁgura 3 se puede observar la prueba de dicha
aﬁrmacio´n al comparar las estimaciones de los algoritmos KNN y DT . En el
caso del primero se deﬁnieron los neighbors lo que permitio´ el aumento del sesgo,
por otra parte, en el segundo no se deﬁnieron mayores cantidad de para´metros,
por lo que la cantidad de varianza se mantiene alta, a su vez, el sesgo permanece
bajo. A trave´s del balance obtenido con la combinacio´n de los algoritmos se llega
a un multiclasiﬁcador con estabilidad relativa en te´rminos de sesgo y varianza
y con una exactitud en la precisio´n mejorada tomando las caracter´ısticas de su
combinacio´n.
5. Conclusio´n
En este estudio, se ha contribuido a evidenciar los resultados de la aplicacio´n
de un ensamblado de clasiﬁcadores propuesto en razo´n al balance entre el sesgo
y la varianza de cada clasiﬁcador para la deteccio´n de ca´ncer de mama mediante
el uso de herramientas de software libre. Tomados en conjunto, los resultados
obtenidos proporcionan apoyo a la premisa que el ensamblado de los clasiﬁcado-
res en bruto, no garantiza una mejora automa´tica en cuanto a la precisio´n de la
clasiﬁcacio´n, ya que al momento de realizar un apilado de algoritmos, deber´ıan
considerarse los factores identiﬁcados y referidos en esta investigacio´n.
Finalmente, basa´ndose en la presencia de un aumento en la precisio´n ob-
tenida para la clasiﬁcacio´n de tumores maligno o benigno, es posible subrayar
la necesidad de seguir trabajando para incrementar el entendimiento sobre la
conjuncio´n de clasiﬁcadores y su generalizacio´n en otros dominios de aplicacio´n.
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