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Abstract
Negative emissions technologies target the removal of carbon dioxide (CO2) from
the atmosphere as a way of combating global warming. Enhanced rock weathering (ERW)
is a vital negative emissions technology that applied globally could remove gigatons of
CO2 per year from the atmosphere. In ERW, silicate minerals exposed to the atmosphere
trap CO2 via mineral carbonation as thermodynamically stable carbonates. To obtain an
atomic scale understanding of the weathering process and to design more reactive silicates
for enhanced rock weathering, CO2 adsorption on low Miller index wollastonite (CaSiO3)
surfaces was modeled using density functional theory. Atomic scale structure of (100),
(010), and (001) surfaces of wollastonite was predicted and the thermodynamics of their
interaction with CO2 was modeled. Based on surface energy calculations, (001) and (010)
surfaces of wollastonite exhibit similar stabilities, while (100) surface is found to be least
stable. Depending on the surface structure and chemistry, different CO2 adsorption
geometries are possible. A common trend emerges, wherein CO2 adsorbs molecularly and
demonstrates proclivity to bond with surface layer calcium and oxygen binding sites.
Mechanisms for electronic charge transfer between the adsorbate and the substrate were
studied to shed light on the fundamental aspects of these interactions. The most favorable
bent CO2 geometry was bridged between calcium atoms, revealing that the enhancement
of the likelihood of this geometry and binding site could pave the way to designing reactive
silicates for efficient CO2 sequestration via ERW.
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Chapter 1 - Introduction
Atmospheric concentrations of greenhouse gases such as carbon dioxide have
increased since the start of the industrial age from 280 ppm in about 1750 to 410 ppm in
2021.1 This increase in greenhouse gases has unequivocally increased global temperatures
causing widespread climate change. There is a global commitment to reducing greenhouse
gas emissions as seen in the United Nations Framework Convention on Climate Change
Paris Agreement (UNFCCC) signed by many nations around the world in order to keep
global temperature increases in the 21st century below 1.5-2.0º C. Carbon dioxide (CO2) is
by far the largest contributor to the greenhouse effect compared to other greenhouse gases,
such as CH4, N2O, and halocarbons.
CO2 emissions come from a wide diversity of industrial, construction and
agricultural sectors at different scales, from households to cities, regions and globally.2 In
order to further prevent damage to the climate CO2 concentrations need to be stabilized by
either reducing emissions or increasing the uptake of CO2 by environmental carbon sinks.
Most CO2 emissions come from industry and energy production as such there are three
main approaches to reduction: reduction of energy consumption based on fossil fuels,
increased energy generation by methods without fossil fuels such as solar, wind, hydro and
nuclear energies along with carbon capture and storage1. In carbon capture and storage
technologies, CO2 is separated from the waste of a CO2 source, such as a fossil fuel based
power plant, and stored for long-term isolation from the atmosphere2,3. One of the

1

technologies put forward for CCS was the idea of mineral carbonation – an industrial
imitation of natural weathering processes of minerals. This technique involves the chemical
weathering of rocks that come into contact with CO2 which is then sequestered as either
thermodynamically stable bicarbonate ions in water or carbonate rock3.
Mineral carbonation as a means of carbon sequestration has since evolved from the
idea of being used for emission reduction to augmenting environmental carbon sinks in an
idea known as Enhanced Rock Weathering (ERW). Emission reductions are no longer
adequate in order to meet climate goals and enhancement of natural carbon sinks is needed
– there are two main processed through which Climate goals can be summarized by the
idea of a carbon budget wherein the net amount of CO2 that can be introduced into the
atmosphere globally over the rest of the century is on the order of 400-1100 gigatons4.
When considering the fact that the average net emission of CO2 per year is 30-40 gigatons
it can be seen that current targets will be missed in the range of 10-35 years5. Scenarios put
forth by the International Panel on Climate Change (IPCC) call for the reduction of
emissions of CO2 on the order of 5-10% along with the implementation of Negative
Emission Technologies (NETs)1. NETs are large scale projects that remove CO2 from the
atmosphere and store it on geological timescales6. These technologies are essential to
achieving climate goals even though there are ethical concerns and potential for unintended
environmental side effects7–9.
Enhanced Rock Weathering (ERW) and its related technology, Ocean Acidity
Enhancement (OAE) are NETs that have the potential to sequester gigatons of CO2 10–13.
These methods propose the idea of spreading pulverized silicate and/or carbonate minerals
onto land areas (ERW) and under the sea (OAE) enhancing the natural weathering
2

process12,14. ERW is an amenable technology for negative emissions because of its cobenefits and the fact that it enhances sequestration that already occurs in nature. Over
geological timescales weathering processes have reduced the high atmospheric CO2
concentrations present millions of years ago to the levels of today15. Today 80% of carbon
in the world is sequestered as rock and about 1.1 gigatons of CO2 are annually removed
from the atmosphere by the natural weathering natural process16,17. ERW would also not
require its own land, nutrients or water for large scale implementation18. Application of
ERW to farmland can also benefit agriculture by enhancing crop yields and preventing soil
erosion9,10,12. ERW and OAE could also buffer CO2-induced decline in seawater pH which
threatens many marine ecosystems through its weathering products8,19.
In contrast to many other NETs, ERW does not compete with other Sustainable
Development Goals like global food and water security but are potentially even beneficial
for them10,14,20. ERW also has a comparable cost to other NETs per ton of CO2 as seen in
Table 1 which along with its co-benefits gives it great potential for implementation10. From
a practical perspective, ERW could be deployed in way similar to that of liming; a process
in which the pH of soils is amended by the addition of powdered carbonate-rich rocks to
agricultural soils, or by blending such rocks with fertilizers, peat, and compost21,22. Liming
has been shown to be a net positive CO2 practice which would then requires the usage of
silicates instead of carbonates in order to meet the goals of ERW21,23,24.
Table 1 Implementation Costs of NETs10
NETs
Enhanced Rock Weathering
Direct Atmospheric Capture
Biochar
Bioenergy with Carbon Capture and Storage
3

Cost per ton of CO2 ($)
75-250
100-300
30-120
100-200

The most straightforward carbonation reaction of calcium containing compounds
is that of the oxides25:
𝐶𝑎𝑂(𝑠) + 𝐶𝑂2 (𝑔) → 𝐶𝑎𝐶𝑂3 (𝑠)

∆𝐻 = −179𝑘𝐽/𝑚𝑜𝑙

(1.1)

Carbonation of hydroxides is also possible as26,27:
𝐶𝑎(𝑂𝐻)2 (𝑠) + 𝐶𝑂2 (𝑔) → 𝐶𝑎𝐶𝑂3 (𝑠) + 𝐻2 𝑂

∆𝐻 = −69𝑘𝐽/𝑚𝑜𝑙

(1.2)

Carbonates are thermodynamically stable as they are the lowest energy state of carbon and
so these carbonation reactions are exothermic. However, calcium oxides and hydroxides
are rare in nature; calcium is normally found as silicates in the crust of the Earth.
Carbonation of silicates is also exothermic; but to a lesser extent than that of the oxides.
Silicate carbonation can be thought to occur in two steps, one in which the silicates are
weathered:
2𝐶𝑂2 + 𝐻2 𝑂 + 𝐶𝑎𝑆𝑖𝑂3 → 𝐶𝑎2+ + 2𝐻𝐶𝑂3− + 𝑆𝑖𝑂2

(1.3)

And the other where carbonate is formed from dissolved bicarbonate and calcium ions28:
𝐶𝑎2+ + 2𝐻𝐶𝑂3− → 𝐶𝑂2 + 𝐻2 𝑂 + 𝐶𝑎𝐶𝑂3

(1.4)

With an overall reaction of 25:
𝐶𝑂2 + 𝐶𝑎𝑆𝑖𝑂3 → 𝐶𝑎𝐶𝑂3 + 𝑆𝑖𝑂2

∆𝐻 = −87𝑘𝐽/𝑚𝑜𝑙

(1.5)

This shows that for every molecule of silicate weathered two molecules of CO2 are
initially sequestered which becomes one molecule of CO2 when a carbonate is formed by
precipitation or marine animals14. Carbonates weather in a similar way to silicates:
𝐶𝑂2 + 𝐻2 𝑂 + 𝐶𝑎𝐶𝑂3 → 𝐶𝑎2+ + 2𝐻𝐶𝑂3−

4

(1.6)

and are reformed with the reverse reaction. Carbonates do not play a net role in carbon
sequestration as their weathering on large enough timescales is reformed as carbonates –
silicates are then the preferred choice for ERW due to their abundance and spontaneity of
their weathering29.
At ambient temperatures, silicates weather on a geological time scale – it is thought
that the weathering of silicates accounts for 6% of the weathering carbon dioxide sink with
carbonate weathering accounting for the other 94% due to the rapid kinetics of their
weathering30. As such design of novel silicates that improve the kinetics of weathering is
imperative to the implementation of ERW. All proposals of ERW include pulverizing of
minerals in order to improve reactivity by increasing surface area31. Silicates can also be
pretreated to improve the weathering rate via mechanical, chemical, biological or thermal
means – these systems have also been extensively studied in aqueous and/or nonambient
environments32–36. But, pretreatment and nonambient conditions result in increases in both
cost and energy consumption of ERW that could bring it below net-negative CO2
emissions36,37. Natural fast weathering silicates are often not as abundant as slower
weathering silicates; additionally deposits of these fast-weathering silicates are often found
far away from the point of application38,39. This provides two choices for long-term global
adoption of ERW: (i) use naturally abundant silicates which have slow weathering rates or
(ii) design and synthesize novel silicates that are more reactive. Designing novel silicates
allows for faster weathering minerals and the ability to dope the material with plant

5

nutrients that could further increase agricultural benefits40. One material that is a good
starting point for both pathways is wollastonite (CaSiO3).
Wollastonite (CaSiO3) is a naturally occurring calcium silicate that can be
considered fast reacting compared to other naturally occurring silicates41. Wollastonite
natural occurs in three forms - triclinic wollastonite, monoclinic (or para-) wollastonite,
and pseudo- or (cyclo-) wollastonite with triclinic being the most common42–44. Triclinic
wollastonite contains chains of silicon-oxygen tetrahedrons coordinated by calcium ions.
Industrial mining of wollastonite is performed for its usage in the ceramic and metallurgic
sectors; wollastonite can also be synthesized in the lab from the mixing limestone and
silicon dioxide with sintering. Calcium silicates are preferred over their magnesium
counterparts because of increased reactivity and lesser environmental side effects of the
calcium cation14,25,45. In order to design more reactive silicates, an understanding of their
structure and reactivity at an atomistic level is required.
Atomistic simulations such as force field molecular dynamics and density
functional theory (DFT) have been used to successfully determine the surface structure of
silicates and their interaction with molecules46–49. Water activation of carbonation along
with differences between the water-free and water-assisted reaction pathways have been
investigated50. These computational studies are still in their infancy, resulting in a lack of
clarity regarding the atomic scale structure of low-index silicate surfaces and basic
atomistic mechanisms and dynamics of CO2 interaction with various facets of silicates.
Several of wollastonite low-index surfaces are Type II asymmetric according to Tasker’s
classification, which requires careful treatment for ensuring appropriate surface cleavage
so as to avoid surface energy divergence51. The same is true for other silicates surfaces
6

which also require careful examination from a theoretical and computational perspective.
Herein, first principles DFT calculations are used to predict the atomic scale structure and
stability of (100), (010), and (001) surfaces of wollastonite along with the thermodynamics
of CO2 adsorption on these surfaces. Atomic scale studies of ERW predicts that carbon
dioxide preferentially adsorbs at oxygen and calcium sites forming calcium carbonate
precursors. Overall, these results offer atomic scale insights pertaining to the
thermodynamic preferences of CO2 capture by silicate surfaces.

7

Chapter 2 - Theoretical Background
2.1 Density Functional Theory
Over the past few decades, Density Functional Theory (DFT) has become a
widespread computational method to model ground state electronic structures and
properties that arise from it52. The goal of many quantum mechanical computations is to
approximate wavefunction solutions to the Schrödinger Equation for the physical system
under study. Conversely, DFT describes a system in terms of its electron density instead
of it’s many-body wavefunction. Thomas53, Fermi54 and Dirac55 envisioned that a system
of electrons could be modeled from their uniform electron gas densities. Thomas-Fermi
theory formed the basis of DFT but was not able to predict bonding56. The first principles
of DFT were put forth in 1964 through the Hohenberg-Kohn theorems which tie properties
of a many body system to its ground state electron density57. The ideas put forth by
Hohenberg and Kohn was further developed in the Kohn-Sham (KS) equations in 1965
where the many-body problem is mapped to a fictitious system where noninteracting
particles move in an external potential58. In KS-DFT many-body effects are approximated
with an exchange-correlation functional which in principle is exact but no exact functional
is known. Since then DFT has become the dominant method for electronic structure
modeling with applications in quantum chemistry and condensed matter physics59.

8

2.2 The Many-Body Schrödinger Equation and Born-Oppenheimer
Approximation
Determining the electronic structure of a system requires the solving of interactions
between electrons and nuclei. For a non-relativistic system this is described by the timeindependent Schrödinger Equation (SE):
̂ Ψ = 𝐸𝑡𝑜𝑡 Ψ
𝐻

(2.1)

where 𝜓 is the eigenstate (wavefunction) and 𝐸𝑡𝑜𝑡 is the total energy eigenvalue
̂ is the Hamiltonian operator of the system; for a manycorresponding to the eigenstate. 𝐻
body system this is defined as60–63:
𝑁

𝑀

𝑖=1

𝐼=1

𝑀

𝑀

𝑁

𝑁

𝑍𝐼 𝑍𝐽
ħ2 2
ħ2 2
𝑒2
𝑒2
1
−∑
𝛻𝑖 − ∑
𝛻𝐼 + ∑ ∑
+ ∑∑
2𝑚𝑒
2𝑚𝐼
4𝜋𝜀0 |𝑅𝐼 − 𝑅𝐽 |
4𝜋𝜀0 |𝑟𝑖 − 𝑟𝑗 |

̂=
𝐻

𝐼=1 𝐽>𝐼
𝑁 𝑀
2

−∑∑
[

𝑖=1 𝐼=1

𝑒
𝑍𝐼
4𝜋𝜀0 |𝑟𝑖 − 𝑅𝐼 |

𝑖=1 𝑗>𝑖

(2.2)
]

Here summation indices 𝑖, 𝑗 run over 𝑁 electrons; 𝐼, 𝐽 run over 𝑀 nuclei, 𝑚𝐼 and 𝑅𝐼 are
masses and positions of the nuclei, 𝑚𝑒 and 𝑟𝑖 are masses and positions of electrons with 𝑍𝐼
the atomic number of the nuclei. It is useful to highlight the five components of the
Hamiltonian as shown:
̂ = 𝑇̂𝑒 + 𝑇̂𝑛 + 𝑉̂𝑛𝑛 + 𝑉̂𝑒𝑒 + 𝑉̂𝑛𝑒
𝐻

(2.3)

Hamiltonian components each in turn describe: kinetic energy of electrons (𝑇̂𝑒 ), kinetic
energy of nuclei (𝑇̂𝑛 ) , potential energy of nucleus-nucleus interactions (𝑉̂𝑛𝑛 ), potential
energy of electron-electron interactions (𝑉̂𝑒𝑒 ) and potential energy of nucleus-electron
9

interactions (𝑉̂𝑛𝑒 ). From the standpoint of electronic structure, the potential energy of
electron-electron interactions is commonly referred to as internal potential (𝑉̂𝑖𝑛𝑡 ) while
nucleus-electron interactions are external potential (𝑉̂𝑒𝑥𝑡 ). The full many-body Hamiltonian
is commonly expressed in Hartree Atomic Units which will be used from now on:
𝑁

𝑀

𝑖=1

𝐼=1

𝑀

𝑀

𝑁

𝑁

𝑁

𝑀

𝑍𝐼 𝑍𝐽
1
1 2
1
𝑍𝐼
̂ = [− ∑ 𝛻𝑖2 − ∑
𝐻
𝛻𝐼 + ∑ ∑
+ ∑∑
− ∑∑
] (2.4)
|𝑟𝑖 − 𝑅𝐼 |
2
2𝑚𝐼
|𝑅𝐼 − 𝑅𝐽 |
|𝑟𝑖 − 𝑟𝑗 |
𝐼=1 𝐽>𝐼

𝑖=1 𝑗>𝑖

𝑖=1 𝐼=1

Where the rest mass of the electron, reduced Planck’s constant, elementary charge and
Hartree energy unit have all been set to unity.
Solutions to the many-body SE cannot be found analytically for any system larger
than He+; approximate solutions to this also become difficult to solve for all but the most
trivial of systems due to complexity. For physical systems that are solids or molecules
adsorbed to solids the Born-Oppenheimer (BO) approximation is used64. This
approximation separates the movement of nuclei and electrons in a treatment where the
electrons move in an external potential 𝑉̂𝑒𝑥𝑡 . The BO approximation begins by recognizing
the masses of nuclei are orders of magnitude greater than that of electrons (the mass of a
proton is about 1836 times the mass of an electron) and move on longer time scales than
electrons. A clamped nuclei approximation is the first step of the BO wherein the kinetic
energy term of the nuclei is neglected and the nuclei have fixed positions creating a
constant potential. Thus, the full Hamiltonian in (2.2) and (2.4) can be reduced to an
electronic Hamiltonian and SE:
𝑁

̂𝑒𝑙𝑒𝑐
𝐻

𝑁

𝑁

𝑁

𝑀

1
1
𝑍𝐼
= [− ∑ 𝛻𝑖2 + ∑ ∑
− ∑∑
] = 𝑇̂𝑒 + 𝑉̂𝑒𝑒 + 𝑉̂𝑛𝑒
|𝑟𝑖 − 𝑅𝑖 |
2
|𝑟𝑖 − 𝑟𝑗 |
𝑖=1

𝑖=1 𝑗>𝑖

𝑖=1 𝐼=1
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(2.5)

̂𝑒𝑙𝑒𝑐 Ψ𝑒𝑙𝑒𝑐 = 𝐸𝑒𝑙𝑒𝑐 Ψ𝑒𝑙𝑒𝑐
𝐻

(2.6)

The electronic Hamiltonian and corresponding SE are the fundamental equations of
electronic structure theory and solutions to it are the goals of DFT61,62. Total energy of the
system 𝐸𝑡𝑜𝑡 can be determined from the electronic energy 𝐸𝑒𝑙𝑒𝑐 plus the constant nuclear
repulsion term 𝐸𝑛𝑢𝑐 :
𝐸𝑡𝑜𝑡 = 𝐸𝑒𝑙𝑒𝑐 + 𝐸𝑛𝑢𝑐
𝑀

𝑀

𝐸𝑛𝑢𝑐 = ∑ ∑
𝐼=1 𝐽>𝐼

𝑍𝐼 𝑍𝐽
|𝑅𝐼 − 𝑅𝐽 |

(2.7)

(2.8)

Of course, due to the Heisenberg uncertainty principle the nuclei cannot be completely
fixed at a position but in practice for most systems the approximation holds.

2.3 Variational Principle
The core method of approximating the intractable SE is the variational principle. It is a
systematic way of approaching the wavefunction (Ψ0 ) of the ground state which
corresponds to the state with the lowest energy (𝐸0 ). Assuming a normalized wavefunction,
the expectation of an observable represented by the operator 𝑂̂ is given by:
〈𝑂̂〉 = ∫ … ∫ Ψ∗ 𝑂̂Ψ 𝑑𝑟⃗1 … 𝑑𝑟⃗𝑁 = ⟨Ψ|𝑂̂|Ψ⟩

(2.9)

where Ψ ∗ is the complex conjugate of the wavefunction Ψ and Bra-ket integral notation
first developed by Dirac is introduced65. From the variational principle any Energy
̂ using a guessed
computed from the expectation of the Hamiltonian operator 𝐻
wavefunction Ψ𝑡𝑟𝑖𝑎𝑙 will be an upper bound to the ground state energy.
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̂𝑒𝑙𝑒𝑐 |Ψ𝑡𝑟𝑖𝑎𝑙 ⟩ = 𝐸𝑡𝑟𝑖𝑎𝑙 ≥ 𝐸0 = ⟨Ψ0 |𝐻
̂𝑒𝑙𝑒𝑐 |Ψ0 ⟩
⟨Ψ𝑡𝑟𝑖𝑎𝑙 |𝐻

(2.10)

The equality sign in the variational principle (2.10) holds only if Ψ𝑡𝑟𝑖𝑎𝑙 is Ψ0 . The
variational principle can be summarized as:
𝐸0 = 𝑚𝑖𝑛 𝐸0 [Ψ𝑡𝑟𝑖𝑎𝑙 ] = 𝑚𝑖𝑛⟨Ψ𝑡𝑟𝑖𝑎𝑙 |𝑇̂𝑒 + 𝑉̂𝑒𝑒 + 𝑉̂𝑛𝑒 |Ψ𝑡𝑟𝑖𝑎𝑙 ⟩

(2.11)

It is often impossible to try every Ψ𝑡𝑟𝑖𝑎𝑙 that is acceptable for an N-electron system63.
A suitable subset of Ψ𝑡𝑟𝑖𝑎𝑙 that can give physically reasonable results is given by
the Hartree-Fock (HF) approximation66,67. The HF approximation decomposes the Nelectron wavefunction into an anti-symmetrzed product of N one electron wavefunctions
known as a Slater determinant68. In this treatment, the Slater determinant is the
wavefunction of N noninteracting electrons moving in an effective HF potential. This
method explicitly includes exchange interactions due to the Pauli exclusion principle while
excluding correlation effects62. HF has become a cornerstone of molecular orbital theory
and wavefunction based computation but is still not accurate enough for a lot of systems.
Post-HF approximations are highly developed and accurate at the cost of high
computational costs. The SE is in principle a 3N spatial plus N spin variables while postHF has N4 or greater scaling.
Here one of the core concepts of DFT is first seen; the idea of a functional. In
contrast to a function which maps a number to another number a functional maps a function
to a number – this can be illustrated by the expectation equations (2.9 & 2.10) which map
a wavefunction to an observable.
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2.4 Hohenberg-Kohn (HK) Theorems
The foundations of DFT were laid by two theorems put forth and proven by
Hohenberg and Kohn in 196457. Theorem 1 proves the existence of electron density
mapping to a wavefunction while Theorem 2 recasts the variational principle in terms of
electron density.
Theorem 1: The ground state density 𝑛(𝑟⃗) of a system of interacting particles in an
external potential 𝑉𝑒𝑥𝑡 uniquely determines the potential 𝑉𝑒𝑥𝑡 up to a constant. This means
that the ground state density determines the full Hamiltonian except for a constant shift of
energy. Thus, all properties of a system can be determined from the ground state
density:
̂ → Ψ0 → 𝐸0
𝑛𝑜 → 𝐻

(2.12)

Proof of this theorem was done though contradiction by considering two different external
potentials that give rise to the same electron density. The central problem of DFT can also
be extracted from this formalism by decomposing the complete ground state energy into
its components. As the ground state energy is a functional of the ground state density so
must its components:
𝐸0 [𝑛𝑜 (𝑟)] = 𝑇𝑒 [𝑛(𝑟)] + 𝐸𝑒𝑒 [𝑛𝑜 (𝑟)] + 𝐸𝑛𝑒 [𝑛𝑜 (𝑟)]

(2.13)

The functional for the potential energy due to nucleus-electron interactions is known:

𝐸𝑛𝑒 [𝑛𝑜 (𝑟)] = ∫ 𝑛0 (𝑟) 𝑉𝑒𝑥𝑡 𝑑𝑟
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(2.14)

But neither the functional for kinetic energy of the electrons nor the potential energy due
to electron-electron repulsion are known exactly. They are commonly grouped together
and called the Hohenberg-Kohn or Universal Functional:
𝐹𝐻𝐾 [𝑛𝑜 (𝑟)] = 𝑇𝑒 [𝑛𝑜 (𝑟)] + 𝐸𝑒𝑒 [𝑛𝑜 (𝑟)]

(2.15)

finding this exact functional would allow for DFT to be exactly solvable allowing the
determination of all properties of a system just from electron density. Because the form of
𝐹𝐻𝐾 [𝑛𝑜 ] is not known approximations have to be made to solve this problem. Theorem 2
illustrates a cornerstone of these approximations.
Theorem 2: For any external potential 𝑉𝑒𝑥𝑡 there exists a functional 𝐸[𝑛]. The global
minimum of 𝐸[𝑛] is given by the ground state density 𝑛0 (𝑟⃗). This can be written as:
∫ 𝑛𝑡𝑟𝑖𝑎𝑙 (𝑟) 𝑉𝑒𝑥𝑡 𝑑𝑟 + 𝐹𝐻𝐾 [𝑛𝑡𝑟𝑖𝑎𝑙 (𝑟)] = 𝐸𝑡𝑟𝑖𝑎𝑙 ≥ 𝐸0 = ∫ 𝑛0 (𝑟) 𝑉𝑒𝑥𝑡 𝑑𝑟 + 𝐹𝐻𝐾 [𝑛0 (𝑟)](2.16)

Where the equality holds when the trial density is identical to the true ground state density.
Like the variational principle minimization of energy allows for the determination of the
true ground state density. Even with the variational principle in terms of electron density
the approximations of the Universal Functional were not known until the 1965 Kohn-Sham
Ansatz which allowed (2.16) to be solved. There are forms of DFT known as orbital-free
DFT that do not use this ansatz but these will not be considered.

2.5 Kohn-Sham (KS) Ansatz
The KS ansatz puts the HK theorems into practical usage by approximating the
Universal Functional. Due to the success of KS, Walter Kohn was awarded the Nobel prize
in Chemistry in 199869.
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The KS ansatz in the same vein as HF theory replaces the original many-body
system with a fictitious non-interacting system by assuming the two systems have the exact
same ground state density. The Hamiltonian of this KS system is:
1
̂𝐾𝑆 = − 𝛻 2 + 𝑉𝐾𝑆 (𝑟)
𝐻
2

(2.17)

For a system with 𝑁 electrons 𝑁 one-electron KS wavefuncions have to be solved:
1
(− 𝛻 2 + 𝑉𝐾𝑆 (𝑟)) 𝜓𝐾𝑆 (𝑟) = 𝜀𝑖 𝜓𝐾𝑆 (𝑟)
2

(2.18)

where there is one electron in each of the 𝑁 𝜓𝐾𝑆 Kohn-Sham orbitals with eigenvalue 𝜀𝑖 .
These molecular orbital wavefunctions satisfy the usual conditions along with:
𝑁

𝑛(𝑟) = ∑|𝜓𝐾𝑆 (𝑟)|2

∫ 𝑛(𝑟)𝑑𝑟 = 𝑁

(2.19)

𝑖=1

The HK functional is then rewritten as:
𝐹𝐻𝐾 [𝑛(𝑟)] = 𝑇𝑠 [𝑛(𝑟)] + 𝐸𝐻 [𝑛(𝑟)] + 𝐸𝑋𝐶 [𝑛(𝑟)]

(2.20)

With the total energy functional:

𝐸[𝑛(𝑟)] = ∫ 𝑛(𝑟) 𝑉𝑒𝑥𝑡 𝑑𝑟 + 𝑇𝑠 [𝑛(𝑟)] + 𝐸𝐻 [𝑛(𝑟)] + 𝐸𝑋𝐶 [𝑛(𝑟)]

(2.21)

The non-interacting kinetic energy 𝑇𝑠 [𝑛(𝑟)] is defined as:
𝑁

1
𝑇𝑠 [𝜌(𝑟)] = − ∑⟨𝜓𝑖 (𝑟)|𝛻 2 |𝜓𝑖 (𝑟)⟩
2
𝑖=1

With 𝐸𝐻 [𝑛(𝑟)] the classic coulombic energy of the electrons as:
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(2.22)

1
𝑛(𝑟)𝑛(𝑟 ′ )
𝐸𝐻 [𝜌(𝑟)] = ∫ ∫
𝑑𝑟𝑑𝑟 ′
|𝑟 − 𝑟 ′ |
2

(2.23)

Kohn and Sham then defined 𝐸𝑋𝐶 [𝜌(𝑟)], the exchange-correlation (XC) functional with
the differences between the non-interacting and interacting kinetic and potential energies.
𝐸𝑋𝐶 [𝑛(𝑟)] = (𝑇𝑒 [𝑛(𝑟)] − 𝑇𝑠 [𝑛(𝑟)]) + (𝐸𝑒𝑒 [𝑛(𝑟)] − 𝐸𝐻 [𝑛(𝑟)])

(2.24)

The exact form of the exchange-correlation functional is also unknown and have to
approximated; the most used models for it are the Local Density Approximation (LDA)
and Generalized Gradient Approximation (GGA). Using (2.21), the total energy functional
and its relation with the chemical potential 𝜇 we get:

𝜇=

𝛿𝐸[𝑛(𝑟)] 𝛿𝐸𝐻 [𝑛(𝑟)] 𝛿𝑇𝑠 [𝑛(𝑟)] 𝛿𝐸𝑋𝐶 [𝑛(𝑟)]
+
+
+
+ 𝑉𝑒𝑥𝑡
𝛿𝑛(𝑟)
𝛿𝑛(𝑟)
𝛿𝑛(𝑟)
𝛿𝑛(𝑟)

(2.25)

Comparing this to a non-interacting system allows for the definition of the Kohn-Sham
potential 𝑉𝐾𝑆 (𝑟) as:
𝑉𝐾𝑆 (𝑟) = 𝑉𝑒𝑥𝑡 (𝑟) + 𝑉𝐻 (𝑟) + 𝑉𝑋𝐶 (𝑟)

(2.26)

With Hartree potential 𝑉𝐻 (𝑟):

𝑉𝐻 (𝑟) =

𝛿𝐸𝐻 [𝑛(𝑟)]
𝑛(𝑟 ′ )
=∫
𝑑𝑟 ′
|𝑟 − 𝑟 ′ |
𝛿𝑛(𝑟)

(2.27)

And exchange-correlation potential:

𝑉𝑋𝐶 (𝑟) =

𝛿𝐸𝑋𝐶 [𝑛(𝑟)]
𝛿𝑛(𝑟)

The Kohn-Sham equation (2.18) can then be rewritten as:
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(2.28)

1
(− 𝛻 2 + 𝑉𝑒𝑥𝑡 (𝑟) + 𝑉𝐻 (𝑟) + 𝑉𝑋𝐶 (𝑟)) 𝜓𝐾𝑆 (𝑟) = 𝜀𝑖 𝜓𝐾𝑆 (𝑟)
2

(2.29)

Kohn-Sham eigenvalues obtained from solving the single-electron wavefunctions 𝜀𝑖 are
not for the original many-body system and therefore have no physical meaning. They are
not energies to add or subtract from the original many-body problem as the total energy of
the system is not equal to the sum of the energies of the occupied single-electron orbitals.
These eigenvalues have meaning just in KS theory. This means the non-interacting system
is set up and KS equations are solved iteratively in order to find the ground state density
by minimizing the eigenvalues which have no physical meaning. Here another
approximation arises – the exact form of the XC functional is also unknown and requires
further treatment.
This discussion has been limited to spin independent systems for the sake of
simplicity but the KS ansatz also holds for spin-dependent systems as the total density is
just divided into the sum of both spin densities:
𝑛(𝑟) = 𝑛(𝑟, ↑) + 𝑛(𝑟, ↓)

(2.30)

Spin densities are taken as the sum of the particle wavefunctions with the spin established
by the spin state:
𝑁

𝑛(𝑟, ↑) = ∑|𝜓𝑖 (𝑟, ↑)|

𝑁
2

𝑛(𝑟, ↓) = ∑|𝜓𝑖 (𝑟, ↓)|2

𝑖=1

(2.31)

𝑖=1

2.6 Local Density Approximation (LDA)
The KS ansatz makes the HK theorem solvable but introduced another functional
with unknown form 𝐸𝑋𝐶 [𝜌(𝑟)] the exchange-correlation functional. This is unknown
17

except for the situation of a homogenous electron gas. In LDA the exchange correlation
energy of the density at a point r is taken to be the same as if it was a homogenous electron
gas61,62. The exchange-correlation functional can then be written:
𝐿𝐷𝐴 [𝑛(𝑟)]
ℎ𝑜𝑚
𝐸𝑋𝐶
= ∫ 𝑛(𝑟)𝜖𝑋𝐶
(𝑛(𝑟))𝑑𝑟

= ∫ 𝑛(𝑟)[𝜖𝑋ℎ𝑜𝑚 (𝑛(𝑟)) + 𝜖𝐶ℎ𝑜𝑚 (𝑛(𝑟))]𝑑𝑟

(2.32)

= 𝐸𝑋𝐿𝐷𝐴 [𝑛(𝑟)] + 𝐸𝐶𝐿𝐷𝐴 [𝑛(𝑟)]
Where the 𝜖 ℎ𝑜𝑚 terms are the XC, exchange and correlation energy densities of the
homogenous electron gas. The exchange energy functional is known analytically from
Dirac as:
1

4
3 3 3
𝐸𝑋𝐿𝐷𝐴 [𝑛(𝑟)] = − ( ) ∫(𝑛(𝑟))3 𝑑𝑟
4 𝜋

(2.33)

In the LDA the correlation energy functional has many proposed functionals depending on
different analysis. The most commonly used is the Perdew-Zunger70 (PZ81) functional
which is empirically fit to data computed by Ceperley and Alder71:

𝜖𝐶ℎ𝑜𝑚

0.0311 ln(𝑟𝑠 ) − 0.0480 + 0.002𝑟𝑠 ln(𝑟𝑠 ) − 0.0116𝑟𝑠 𝑟𝑠 < 1
−0.1423
{
𝑟𝑠 ≥ 1
1 + 1.0529√𝑟𝑠 + 0.3334𝑟𝑠

(2.34)

With Seitz radius:
1

3
3
𝑟𝑠 = (
)
4𝜋𝑛(𝑟)
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(2.35)

2.7 Generalized Gradient Approximation (GGA)
To account for inaccuracies in LDA the Generalized Gradient Approximation
(GGA) accounts for inhomogenous parts of actual systems by including dependence on the
gradient of electron density62.
𝐺𝐺𝐴 [𝑛,
ℎ𝑜𝑚
𝐸𝑋𝐶
𝛻𝑛] = ∫ 𝑛(𝑟)𝜖𝑋𝐶
(𝑛(𝑟))𝐹𝑋𝐶 (𝑛(𝑟), 𝛻𝑛(𝑟))𝑑𝑟

(2.36)

There are various functionals that have been parameterized and used for GGA. One of the
most common functionals is the Perdew-Burke-Ernzherhof (PBE) proposed in 1996 used
for this thesis72,73. This functional is well liked by physicists because it does not include
any fitting to empirical data:
𝑃𝐵𝐸 [𝑛,
𝐸𝑋𝐶
𝛻𝑛] = ∫ 𝑛(𝑟)𝜖𝑋𝑃𝐵𝐸 (𝑟𝑠 (𝑟))𝐹𝑋 (𝑟𝑠 (𝑟), 𝜉(𝑟), 𝑠(𝑟))𝑑𝑟

(2.37)

With 𝜖𝑋𝑃𝐵𝐸 being energy density, 𝑟𝑠 (𝑟) the Seitz radius in (2.30), 𝜉(𝑟) is relative spin
polarization and 𝑠(𝑟) being the gradient term.
GGA methods perform better than LDA at predicting bond lengths and energies in
systems especially those with varying charge distributions. LDA has been seen to provide
better more accurate lattice constants. Both GGA and LDA methods have a self-interaction
error in which they miscalculate strongly correlated systems such as transition oxides and
rare earth metals. They are also known to underestimate bandgaps in semiconductors. Later
approximations to the XC functional include meta-GGA and hybrid functional. Meta-GGA
functionals include not only electron density and gradient but also kinetic energy density.
Hybrid functionals include an exact exchange functional from Hartree-Fock theory with
another method for the correlation term. A common hybrid functional is B3LYP which
19

stands for Becke, 3-paramter, Lee-Yang-Parr which meshes the Becke8874 exchange
functional with the correlation functional of Lee-Yang-Parr75.

2.7 Periodic Potentials
So far, all the approximations to determine electronic structure have been made to
the Hamiltonian/SE. The next approximations are made to the argument of the KS
equations namely the KS orbitals. Before that there will be a discussion of modeling
periodic systems and approximations that arise from them. These approximations only hold
when considering perfect defect free lattices but in general many solids can be modeling
as perfect crystals with minimal error61,62.
A unit cell is made up of a Bravais lattice combined with atoms – this describes a
crystal that is periodic in nature. This means a unit cell is a regular array that extends in all
directions. In the array there are symmetrically equivalent nuclear positions that have
prescribed electrons. These electrons then have the same environment as the equivalent
electron in every unit cell. Defining a potential 𝑉(𝑟) this brings the idea:
𝑉(𝑟) = 𝑉(𝑟 + 𝑅)

(2.38)

with 𝑅 a linear combination of primitive lattice vectors:
𝑅𝑚 = 𝑚1 𝑎1 + 𝑚2 𝑎2 + 𝑚3 𝑎3

(2.39)

𝑅𝑚 can also be defined as direct lattice vectors. Since the potentials felt by equivalent
electrons are the same and these electrons define the ground state wavefunction the ground
state wavefunctions of each unit cell are taken to be the same. These ground state
wavefunctions also respect the translational properties of crystals/unit cells and lead to the
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ideas of Bloch’s Theorem. A more detailed treatment of periodic potentials can be seen in
the classic Kittel textbook76.

2.8 Bloch’s Theorem
When considering an actual macroscopic solid compared to a unit cell we see that
there are many orders of magnitudes more atoms in the solid than the unit cell. Bloch’s
theorem connects properties of an in principle infinite periodic system to those of a finite
unit cell77. From before potentials can be assumed to vary periodically over an array of unit
cells. Consequently, KS wavefunctions can be written as the product of a function with
periodicity the same as the potential along with a phase factor (plane wave) to include
translational symmetry:
𝜓𝐾𝑆 (𝑟) = 𝑒 𝑖𝑘∙𝑟 𝑢𝑘 (𝑟)
𝑢𝑘 (𝑟) = (𝑟 + 𝑎𝑖 )

(2.40)

with 𝑘 being the crystal momentum vector in the first Brillouin Zone (BZ). Translation
by a vector 𝑅 (2.34) produces:
𝜓𝐾𝑆 (𝑟 + 𝑅) = 𝑒 𝑖𝑘∙𝑅 𝜓𝐾𝑆 (𝑟)

(2.41)

Periodicity under translation implies specified value for the wave vector 𝑘:
𝑒 𝑖𝑘∙𝑅 = 𝑒 𝑖2𝜋 = 1

∀𝑘

(2.42)

Thereby restricts the values of 𝑘 to the reciprocal lattice vectors 𝐺𝑛 because
𝐺𝑛 ∙ 𝑅𝑚 = 2𝜋𝑁

𝑁∈ ℤ

(2.43)

Due to the fact that the reciprocal lattice is a Fourier transform of the direct (Bravais)
lattice61,62.
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For aperiodic systems, translational symmetry is broken. This can occur when
molecules, surfaces and defects are considered. Bloch’s theorem does not hold in these
systems. To use Bloch’s theorem for these finite systems it is common to create a periodic
supercell. This supercell ensures that that the molecule or defect that breaks periodicity is
sufficiently separated from its periodic images by either pristine crystal or vacuum layers.
Supercells have to be tested for appropriate convergence of total-energy with respect to the
volume of the supercell Ω𝑐𝑒𝑙𝑙 in order to ensure there is sufficient separation of defects.

2.9 Reciprocal Lattices and Brillouin Zones (BZ)
A reciprocal lattice is the Fourier transform of the direct lattice also called kspace76. The reciprocal lattice vectors 𝐺𝑛 :
𝐺𝑛 = 𝑛1 𝑏1 + 𝑛2 𝑏2 + 𝑛3 𝑏3

(2.44)

are analogous to those of the direct lattice (2.34) with the primitive reciprocal vectors
generated from the primitive direct vectors:

𝑏1 = 2𝜋

𝑎 2 × 𝑎3
𝑎1 × 𝑎3
𝑎2 × 𝑎 3
𝑏2 = 2𝜋
𝑏3 = 2𝜋
𝑎1 ∙ (𝑎2 × 𝑎3 )
𝑎1 ∙ (𝑎2 × 𝑎3 )
𝑎1 ∙ (𝑎2 × 𝑎3 )

(2.45)

with the primitive vectors of the reciprocal lattice chosen to obtain the property:
(2.46)

𝑎𝑚 ∙ 𝑏𝑛 = 𝛿𝑚𝑛

Instead of a reciprocal unit cell k-space is normally studied in terms of a Brillouin Zone
(BZ) which has the same volume as a primitive reciprocal unit cell78:

Ω𝐵𝑍 = |𝑏1 ∙ (𝑏2 × 𝑏3 )| =
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(2𝜋)3
Ω

(2.47)

where Ω is the volume of a direct primitive unit cell. The most important of these BZ is the
first BZ which is defined as the volume containing 𝑘 vectors whose distance from 𝐺 = 0
is smaller than the distance from any other 𝐺-vector. The first Brillouin Zone is almost
always used to calculate properties as all other BZ are images of it. Other BZ are volumes
closer to other 𝐺 vectors. In principle solving the wavefunction in a given BZ requires a
numerical integration over an infinite number of 𝑘 vectors contained by the volume. But
in practice a finite number of 𝑘 vectors are sampled in the first Brillouin Zone as the
wavefunctions are smooth and continuous. The first Brillouin Zone is separated by a grid
of k-points which describe the sampling of the wavefunction. BZ are used over primitive
reciprocal cells because of the increased symmetry associated with the BZ that can further
simplify calculations by defining an Irreducible Brillouin Zone (IBZ).
Symmetrical parts of the lattice structure reduce the amount of k-points that need
to be used when sampling the first Brillouin Zone. Point symmetries such as reflections,
rotations and inversions along with translations can leave the system invariant. It can be
shown for symmetric 𝑆𝑖 and translational 𝑡𝑖 operations on the wavefunction:
𝑘 (𝑟)
𝑘 (𝑆
𝜓𝐾𝑆
= 𝜓𝐾𝑆
𝑖 ∙ 𝑟 + 𝑡𝑖 )

(2.48)

also produce the same eigenvalues 𝜖𝑖𝑘 . From this the Irreducible Brillouin Zone is defined;
this volume is the smallest portion of a BZ that contains all the necessary information
required to perform electronic structure calculations. In principle the whole of the first
Brillouin Zone can be modeled by just sampling k-points from the IBZ. An example of this
can be seen in Figure 1.
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Figure 1. A two-dimensional representation of the Irreducible Brillouin Zone of a
hexagonal lattice. Yellow is the IBZ while blue makes up the rest of the BZ. Here 𝛤, M
and K are all k-points.

From the two-dimensional representation we can see how the IBZ vastly simplifies
calculations and computational efficiency as only 1/12 of the total area has to be sampled.
In some high symmetry cubic crystal systems only 1/48 of the k-points in BZ have to be
sampled.
The choice of k-points can also vastly impact computational efficiency. One of the
most widely used schemes is the k-point point mesh proposed by Monkhorst and Pack in
197679. This is an unbiased system wherein an equally spaced grid is developed in the BZ.
The Monkhorst-Pack grid is applicable to all lattices and is well studied for a wide variety
of systems. K-points are generated using the general algorithm:
𝒌 = 𝑢1 𝑏1 + 𝑢2 𝑏2 + 𝑢3 𝑏3

𝑢𝑖 =

2𝑟−𝑞−1
2𝑞

𝑟 = 1,2 … 𝑞

(2.49)

where 𝑏𝑖 are reciprocal lattice vectors and 𝑞 as a parameter to be set that determines the
number of k-points in the direction r.
According to Bloch’s theorem, it is sufficient to determine the electronic
wavefunctions of a periodic system only within one unit cell as the wavefunctions in other
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unit cells only differ by a phase factor. Bloch’s theorem also brings about the idea of the
reciprocal lattice and Brillouin Zones from the restriction of values of the crystal
momentum vector 𝑘. This allows the mapping of an infinite solid to just the wavefunction
in one Brillouin Zone. Further reduction of the first Brillouin Zone is possible by symmetry
to the irreducible Brillouin Zone in which only certain parts are sampled which are the kpoints. This ends the discussion on approximations due to modeling a periodic solid to
approximations on the wavefunctions.

2.9 Plane-Wave Basis Set
The most computational expensive/time consuming part in the DFT iterations is
solving the many one-electron KS equations. Computational it is more efficient to change
the many differential equations into matrix equations through a basis set. Common basis
sets include localized atomic like orbitals, plane waves and atomic sphere models which
combine the two former methods62. Localized atomic like orbitals are used extensively in
molecular quantum chemistry as they describe molecules well. When dealing with a
periodic system plane waves are popular because they are not centered at nuclei and extend
throughout complete space – they implicitly imply periodic boundary conditions. Plane
waves are also a mutually orthogonal complete set, can be monotonically converged to a
solution and are easily calculated using Fourier transforms. Bloch’s theorem also highlights
how solutions to the wavefunction take the form of plane-waves with a periodic function
showing the natural extension of defining the wavefunction as a linear combination of
plane waves. KS orbitals can be written as:

𝑘 (𝑟)
𝜓𝐾𝑆
=

𝑒 𝑖𝑘∙𝑟
√Ω

∞

∑ 𝐶(𝐺)𝑒 𝑖𝐺∙𝑟
𝐺=𝑜
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(2.50)

Where the periodic function in Bloch’s Theorem (2.40) has been replaced by a linear
combination of plane waves 𝑒 𝑖𝐺∙𝑟 with coefficients 𝐶(𝐺), 𝑒 𝑖𝑘∙𝑟 is the phase factor and Ω
is the volume of the primitive cell. The plane wave basis functions are:

𝜙𝐺 (𝑟) =

1
√Ω

𝑒 𝑖𝐺∙𝑟

(2.51)

Which obey the normalization and orthogonalization property:

⟨𝜙𝐺 (𝑟)|𝜙𝐺′ (𝑟)⟩ =

1
′
∫ 𝑒 𝑖(𝐺−𝐺 )∙𝑟 𝑑𝑟 = 𝛿𝐺,𝐺′
Ω

(2.52)

The choice of plane waves brings about the idea of a pseudopotential approximation as the
number of plane waves used in the basis set increases. As wavefunctions oscillate rapidly
near nuclei the orthogonality requirement necessitates the usage of a large amount of plane
waves in the core region of atoms. A way to reduce the computational load is by the
introduction of pseudopotentials where the effect of the core electrons is added to the
potential of the nuclei 𝑉𝑒𝑥𝑡 .

2.10 Pseudopotentials
The need for pseudopotentials has been alluded to through the usage of a plane
wave basis set. The first description of modern pseudopotentials was by Phillips and
Kleinman in the 1960s in which they described electrons in a solid by restricting their
description to just valence electrons80. Two observations underlie the pseudopotential
approximation: core electrons are mostly chemically inactive and do not change greatly
from their atomic state when they are near other atoms and valence electrons only change
their state in a region of space beyond the core region. This allows for the inclusion of the
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core electron contributions with the nuclear potential 𝑉𝑒𝑥𝑡 defining a new ionic potential
′
𝑉𝑒𝑥𝑡
usually of the form:

′
𝑉𝑒𝑥𝑡
= −∑
𝑖

𝑍𝑖
|𝑟 − 𝑅𝑖 |

(2.53)

Space around nuclei can be decomposed into two regions: core region where
wavefunctions are localized with large oscillations and nodes along with a valence region
where wavefunctions are nearly plane-wave like. The core electrons are kept frozen in an
atomic reference configuration where the pseudo wavefunction is ideally identical to the
all electron wavefunction which is a KS single particle wavefunction. Pseudopotentials
drastically reduces the computational cost of calculations as they reduce the number of
plane waves required to describe the pseudopotential wavefunction as compared to the all
electron wavefunction. Pseudopotential wavefunctions are also numerically stable as they
replace complicated core nodes with a smooth function. A visual description of this process
can be seen in Figure 2. There are two main type of pseudopotentials norm-conserving81
and ultrasoft82.
In norm-conserving pseudopotentials five requirements are to be satisfied.
1. All electron valence eigenvalues, 𝜖𝑖 should agree with the pseudo valence
eigenvalues 𝜖𝑖, given an atomic reference configuration.
2. The all electron 𝜓 and pseudo electron 𝜓′ wavefunctions agree beyond a chosen
core radius 𝑅𝑐𝑢𝑡 . 𝜓 ′ are smooth and don’t have nodes in the core region.
3. The logarithmic derivatives of the pseudo wavefunction and all-electron
wavefunction agree at the point 𝑅𝑐𝑢𝑡 .
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4. The integrated charge for both wavefunctions equal each other inside 𝑅𝑐𝑢𝑡 .
5. The first energy derivative of the logarithmic derivatives of the all-electron and
pseudo wavefunctions agree at 𝑅𝑐𝑢𝑡 , and therefore for all 𝑟 ≤ 𝑅𝑐𝑢𝑡 .
These requirements produce a transferable wavefunction with an accurate electron density.
Here we introduce the idea of soft and hard pseudopotentials – norm conserving
pseudopotentials require a low cut-off radius 𝑅𝑐𝑢𝑡 for high accuracy and transferability.
This creates what is known as a hard potential where a lot of plane waves need to be used
in order to construct the wavefunction past 𝑅𝑐𝑢𝑡 .
Computationally there is a desire for the least amount of plane waves which
necessitates larger 𝑅𝑐𝑢𝑡 values with softer pseudopotentials. This brings about ultrasoft
pseudopotentials first suggested by Vanderbilt in 199082. These have a much larger 𝑅𝑐𝑢𝑡
and require less plane waves. To accomplish this requirement 4 of the norm-conserving
pseudopotentials was relaxed. This means the charge of the electrons inside the core region
do not have to match between the all electron and pseudo wavefunctions – this is
compensated for when calculating properties with additional terms. Ultrasoft
pseudopotentials are expressed with a smooth function and an auxiliary function localized
around the core to represent the rapidly varying region of the density, allowing for larger
cut-off radii.
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Figure 2. Pseudopotential approximation to all electron wave-function as a function of
radius r. The cutoff radius 𝑅𝑐𝑢𝑡 is a dividing line between the core and valence region –
after this cutoff the pseudopotential and pseudo wavefunction match their respective all
electron counterparts.

Choice of pseudopotentials affect the energy cutoff of the plane wave basis
set used to represent the wavefunctions. This energy cutoff effectively limits the amount
of plane waves used to express wavefunctions. In principle, a wavefunction can be
expressed as an infinite sum of plane waves but after a point not much accuracy is gained
by adding more plane waves. Energy cutoffs are a parameter used to only include plane
waves with energy below the cutoff. Ultrasoft pseudopotentials require less plane waves
and in general have a lower energy cutoff compared to norm-conserving pseudopotentials.
When choosing a certain pseudopotential, the energy cutoff is tested for the system in
question to ensure convergence.
While the usage of pseudopotentials does reduce the computational power needed
to perform calculations there are drawbacks62. Core electrons can be considered
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chemically inert but actually are not – for various systems/conditions core electrons have
a substantial contribution. In systems at high pressure or high temperature core electrons
are necessary to calculate various properties. Systems with rare earth or transition metals
with d and f core electrons also require careful consideration. Thus, all electron wave
functions should still be calculated where it is computationally feasible.

2.11 Projector Augmented Wave (PAW) Method
The projector augmented wave (PAW) method is a generalization of the
pseudopotential method and linear augmented plane wave method that is used to calculate
the all-electron wave function. This method was first put forth by Blöchl83 and then further
expanded by Kresse and Joubert84. Pseudopotentials change the all eletron wave function
to a pseudo wavefunction implying a one-to-one mapping 𝒯of the two:
𝜓 = 𝒯𝜓′

(2.54)

In the PAW formalism this mapping has the form:
𝒯 = 1 + ∑(|𝜙𝑖 ⟩ − ⟨𝜙𝑖 ′ |) ⟨𝑝𝑖′ |

(2.55)

𝑖

where 𝜙𝑖 are the basis functions of the all electron wavefunction, 𝜙𝑖 ′ as the basis functions
of the pseudo wavefunction and 𝑝𝑖′ is a set of projectors that obey the condition ⟨𝑝𝑖′ |𝜙𝑗 ′ ⟩ =
𝛿𝑖,𝑗 . Operators for the all electron wavefunctions can also be transformed into operators, 𝐴̃,
of the pseudo wavefunctions:
𝐴̃ = ⟨𝜓′ |𝐴̃|𝜓′ ⟩
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(2.56)

This allows for the calculation of all electron properties from the pseudo wavefunction. In
the PAW formalism the operator is transformed as:
𝐴̃ = 𝐴̂ + ∑|𝑝𝑖′ ⟩ (⟨𝜙𝑖 |𝐴̂|𝜙𝑗 ⟩ − ⟨𝜙𝑖 ′ |𝐴̂|𝜙𝑗 ′ ⟩)⟨𝑝𝑗′ |

(2.57)

𝑖,𝑗

All expectations of operators in the PAW formalism can be reduced to at most three
terms. DFT is heavily reliant on electron density and so electron density from the PAW
method is calculated as:
𝑛(𝑟) = 𝑛(𝑟)′ + 𝑛𝑐 (𝑟) − 𝑛𝑐 (𝑟)′

(2.58)

where 𝑛(𝑟)′ is the electron density of the pseudo wavefunction, 𝑛𝑐 (𝑟) is the density of
the all electron core region and 𝑛𝑐 (𝑟)′ is the density of the pseudo wavefunction core
region.
The PAW method is widely used because it does not require orthonormality of the
plane wave basis set of the pseudo wavefunction in the core region. This is because the
mapping reimposes orthonormality when calculating expectation values. Violation of
orthonormality in core states is useful to reduce the number of calculations required – just
like when the all electron wavefunction approaches the nucleus the pseudo wavefunction
can also oscillate rapidly when it approaches the ion core. Violation of orthonormality
allows for less plane waves to be used to model both the core states and those valence states
closest to the core. The PAW method reduces the number of plane waves required allowing
for harder potential while also increasing transferability as core states of the
pseudopotential are smoother. This ends the discussion on how modern DFT is calculated
which can be summarized in Figure 3.
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Input initial atomic positions and pseudopotentials.

Construct initial electron density 𝑛(𝑟).

Calculate XC potential using choice
𝛿𝐸 [𝑛(𝑟)]
of functional. 𝑉𝑋𝐶 (𝑟) = 𝑋𝐶

Calculate Hartree potential.
𝑛(𝑟 ′ )

𝑉𝐻 (𝑟) = ∫ |𝑟−𝑟 ′ | 𝑑𝑟 ′

𝛿𝑛(𝑟)

Construct Kohn-Sham Potential.
𝑉𝐾𝑆 (𝑟) = 𝑉𝑒𝑥𝑡 (𝑟) + 𝑉𝐻 (𝑟) + 𝑉𝑋𝐶 (𝑟)

Solve KS SE for one electron wavefunction.
1

(− 𝛻 2 + 𝑉𝐾𝑆 (𝑟)) 𝜓𝐾𝑆 (𝑟) = 𝜀𝑖 𝜓𝐾𝑆 (𝑟)
2

Construct new electron density.
𝑁

𝑛(𝑟) = ∑|𝜓𝐾𝑆 (𝑟)|2
𝑖=1

Is the new 𝑛(𝑟) ≈ old 𝑛(𝑟)?

No

Yes

Figure 3. Flow chart for finding self-consistent solutions of the Kohn-Sham equations.
The approximately symbol means that the electron density of the current and previous
iteration differ only by a tolerance that can be set. This signals that the correct ground
state electron density has been calculated. In practice the energy values of successive
iterations are compared instead of the electron density (2.21).
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2.12 Potential Energy Surfaces (PES)
From the previous discussion of quantum mechanics and DFT it can be seen that a
given geometric arrangement of atoms will give rise to specific energy eigenstates.
Graphing the potential energy of the same system with different nuclear arrangements
gives rise to a 3𝑚 + 1 dimensional hypersurface called the potential energy surface. This
idea was first formulated by Eyring and Polanyi to study the reaction of a proton with an
activated complex. PES are essential to the study of reactions and are a core concept of
transition state theory85.
From the Born-Oppenheimer approximation the original many-body SE was
separated into a problem of just the electrons by fixing nuclei. Returning to this
approximation we can also define a separate SE that describes the nuclei by splitting the
many body wavefunction as a product of an electronic Ψ𝑒𝑙𝑒𝑐 and a nuclear 𝜒 wavefunction:
Ψ(𝑟1 … 𝑟𝑛 , 𝑅1 … 𝑅𝑚 ) = Ψ𝑒𝑙𝑒𝑐 (𝑟1 … 𝑟𝑛 )𝜒(𝑅1 … 𝑅𝑀 )

(2.59)

The nuclear SE is analogous to the electron SE in (2.5 and 2.6) and from it and the
original many body SE (2.1) we can define the many body SE for just nuclei:
𝑀

̂𝑛𝑢𝑐 = [− ∑
𝐻
𝐼=1

𝑀

𝑀

𝑍𝐼 𝑍𝐽
1 2
𝛻𝐼 + ∑ ∑
+ 𝐸𝑒𝑙𝑒𝑐 (𝑅1 … 𝑅𝑀 )]
2𝑀𝐼
|𝑟𝑖 − 𝑟𝑗 |

(2.60)

𝐼=1 𝐽>𝐼

̂𝑛𝑢𝑐 𝜒 = 𝐸𝑡𝑜𝑡 𝜒
𝐻
Electronic effects on nuclei are included in the electronic energy term 𝐸𝑒𝑙𝑒𝑐 (𝑅1 … 𝑅𝑀 )
which acts as an effective potential for the nuclei. The potential the nuclei feel is then:
𝑀

𝑀

𝑈(𝑅1 … 𝑅𝑀 ) = ∑ ∑
𝐼=1 𝐽>𝐼

𝑍𝐼 𝑍𝐽
|𝑟𝑖 − 𝑟𝑗 |
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+ 𝐸𝑒𝑙𝑒𝑐 (𝑅1 … 𝑅𝑀 )

(2.61)

Within the Born-Oppenheimer approximation the nuclei “move” at larger time scale than
the electrons in a sea of potential in order to minimize their potential energy. The PES
defines a landscape in which the nuclei behave like ball bearings rolling over a smooth
surface looking for local minima. Chemical reactions traverse low-energy paths in the
landscape to new local minima as energy is inputted in the system.
Specific points in the PES surface are of interest particularly those with zero
gradient. Here we define a Hessian matrix60:

ℍ𝑖,𝑗 =

𝜕 2𝑈
𝜕𝑥𝑖 𝜕𝑋𝑗

(2.62)

which is a matrix of second derivatives that describes the local curvature of a scalar field.
Positions where the gradient is zero and the Hessian matrix is zero but any deviation from
the point in any direction gives rise to a positive Hessian Matrix is a local minimum. This
local minimum corresponds with the most thermodynamically stable geometry of nuclear
positions as it corresponds to a potential energy basin. Other positions of interest are saddle
points; the gradient is zero at these points and the Hessian matrix is negative in only one
direction. These saddle points trace a trajectory through the potential energy landscape that
represents the lowest energy path between two stable states.

2.13 Geometry Optimization
Minimization of potential energy of the nuclei is crucial to finding
thermodynamically stable geometries. It is often impractical to search all the configurations
possible so a typical starting point is to input a geometry close to what is believed to be a
potential energy minimum. Potential energy is then minimized in a systematic self-
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consistent fashion by moving positions of the nuclei until a critical point is reached.
Methods for minimizing potential energy commonly do so by minimizing the forces acting
on the nuclei using the Hellman-Feynman Theorem86:

𝐹𝐼 = −

̂
𝜕𝑈
𝜕𝐸𝐼𝐼
𝜕𝐻
= − ⟨𝜓|
|𝜓⟩ −
𝜕𝑅𝐼
𝜕𝑅𝐼
𝜕𝑅𝐼

(2.63)

Taking the derivative of the nuclear Hamiltonian and framing the electron-nuclei
interactions in terms of electron density allows for a more practical form of the HellmanFeynman theorem61:

𝐹𝐼 = 𝑍𝐼 [∫ 𝑑𝑟𝑛(𝑟)

𝑅𝐽− 𝑅𝐼
𝑟 − 𝑅𝐼
−
∑
𝑍
]
𝐽
|𝑟 − 𝑅𝐼 |3
|𝑅𝐽− 𝑅𝐼 |

(2.64)

𝐽≠𝐼

Methods used to minimize these forces by moving positions of nuclei include the conjugate
gradient algorithm, verlet integration or quasi-Newton Methods. These forces can also be
used in molecular dynamics giving rise to DFT-MD. A schematic diagram of this process
can be seen in Figure 4.
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Initial guess for nuclear positions.

(𝑅1 … 𝑅𝑚 )

Calculate electron density using electronic loop.
Figure 2.3

Calculate Hellman-Feynman Forces.
𝐹𝐼 = 𝑍𝐼 [∫ 𝑑𝑟𝑛(𝑟)

𝑟 − 𝑅𝐼
𝑅𝐽− 𝑅𝐼
− ∑ 𝑍𝐽
]
3
|𝑟 − 𝑅𝐼 |
|𝑅𝐽− 𝑅𝐼 |
𝐽≠𝐼

Update position of nuclei to minimize forces.
(variety of methods)

New forces ≈ Old forces ?

No

Yes

Equilibrium Geometry

Figure 4. Flow chart for finding self-consistent geometries in search of the most
thermodynamically stable. The approximately symbol between the new and old forces
means they are equal up to a tolerance that can be set. Energy is sometimes used for
convergence of geometry instead of forces.
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Chapter 3 - Computational Method
3.1 Supercells
Wollastonite (CaSiO3) most commonly crystallizes into the triclinic system
with space group P142. The unit cell contains two apex-to-apex joining tetrahedra and the
tetrahedron with one edge parallel to the chain direction in the b-axis. Unit cells were
obtained from the Materials Project and validated against experimental results42,87–89.
Experimental lattice constants of the unit cells were a = 7.94 Å, b = 7.32 Å, and c = 7.07
Å with six formula units per unit cell for a total of 30 atoms44. Supercells were constructed
from layers of wollastonite with three-dimensional periodic boundary conditions (Born–
von Karman). Supercells for (100), (010), and (001) surface slabs contained 240 atoms (48
calcium, 48 silicon and 144 oxygen) with 2 × 2 × 2 periodicity built from the unit cell. No
evidence of surface reconstructions has been reported in experiments. As a result, we model
the wollastonite surfaces with optimized truncated bulk surfaces, which is similar to
approach in literature studies45,46,48,49,90. To mimic the surface, a vacuum of 15 Å was added
along the z-axis (normal to the surface) between the supercell slabs. Essentially, for all the
slab models, the two surfaces are separated by roughly 15 Å, ensuring that the interaction
between the two surface layers is minimal. Constructed models are stoichiometric; prior to
further optimization the two surfaces of the slab have the same initial atomic structure due
to periodic boundary conditions. Electronic and Structural Analysis (VESTA) package was
utilized for creation of supercells along with the visualization of electronic and charge
density structures91,92.
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3.2 VASP
All electronic structure calculations were done using density functional theory
implemented in VASP the Vienna Ab-initio Simulation Package, a Fortran code written for
atomistic modeling from first principles93–96. VASP allows for the solving the many-body
Schrödinger equation within a HF or DFT framework in order to determine the electronic
structure of a system97. VASP can take a variety of input files and output a variety of files
based on properties that are being studied. Input files used for adsorption of CO2 on
wollastonite include the INCAR, POSCAR, POTCAR and KPOINTS. Output files used
include the CONTCAR, OUTCAR, CHGCAR, DOSCAR and OSZICAR. Further
information on usage of VASP can be found in VASP the Guide98. Parameters used
matched those that gave convergence of a similar system47.
3.2.1 INCAR
The INCAR file is the main input file and controls most of the parameters that can
be changed during a calculation. Different flags are used to set parameters:
•

ISTART= 0, Begins the calculation from the start – can be set to read
wavefunctions from WAVECAR file if restarting or rerunning a system.

•

ICHARG = 2, Constructs initial charge density from superposition of atomic
charge densities.

•

ISPIN=2, Spin polarized calculations are performed.

•

GGA=PE, Sets the approximation for the XC functional to the PBE
functional72,73.
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•

ISIF=4, Calculates stress tensor along with forces when optimizing geometry also
sets degrees of freedom when optimizing geometry to ionic positions and cell
shape while keeping cell volume constant.

•

IBRION=2, Ionic positions and cell shape are updated using a conjugate-gradient
algorithm.

•

POTIM=0.3, Scaling factor for how much the conjugate gradient algorithm
updates ionic positions.

•

NSW=200, sets geometry iterations to a maximum of 200 unless forces are less
than a default of 0.02 eV/Å on each atom.

•

LREAL=Auto, PAW projection operators are evaluated in real space.

•

ISMEAR=0, Gaussian smearing of electron occupancy in orbitals.

•

SIGMA=0.3, Width of electron smearing.

•

ENCUT=400, Plane wave cutoff in eV.

All other parameters were set to default.
3.2.2 POSCAR
The POSCAR file provides initial ionic positions for the system. The first line is a
comment line. The second line is a universal scaling factor which scales all lattice vectors
and all ionic coordinates. The third, fourth and fifth lines are the lattice vectors defining
the unit cell of the system. The sixth line provides the atomic symbols of the chemical
elements of the system. The seventh line is the corresponding numbers of atoms for element
written in the sixth line. The eighth line is an optional line that allows for selective
dynamics to be switched on, this mode allows for the control of whether the respective
coordinate(s) of each atom will be allowed to change during the ionic relaxation. In this
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work, selective dynamics was not used. The eighth/ninth line specifies whether the
coordinates of atoms are written in Cartesian or in direct (fractional) coordinates. The next
lines are the three coordinates for each atom in the unit cell, initial velocities can be
provided if performing molecular dynamics after the ionic positions.
3.2.3 POTCAR
The POTCAR file includes the pseudopotentials of all the elements in the system
seen in line six of the POSCAR; these pseudopotentials are provided by VASP. The
POTCAR also contains maximum and minimum energy values needed to approximate the
wavefunction for each element using plane waves. The ENCUT=400 flag from the INCAR
file comes from the maximum value of the oxygen atoms in the system.
3.3.4 KPOINTS
The KPOINT file indicates the coordinates and weights of k-points in the
Brillouin zone for sampling. In our case, an automatic k-mesh is generated using the
Monkhorst-Pack method. A 10 × 10 × 10 and 2 × 2 × 1 mesh was used to relax the bulk
and the surface structure, respectively – the smaller numbered mesh was used
3.3.5 CONTCAR
The CONTCAR file has the same file format as the POSCAR – it holds updated
ionic positions after each geometry optimization.
3.3.6 OUTCAR
The main output file of calculations is the OUTCAR, it details everything that
occurs in the calculation. It contains information read from the input files, symmetry
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analysis of the system, information on analyzed and detailed job information; lattice, kpoints, forces, stress and ionic positions information for each ionic step; basis set and
pseudopotential information along with detailed information of each electronic step;
eigenvalues, charge and timing information.
3.3.7 CHGCAR
The CHGCAR file has the same file format as the POSCAR – it holds updated ionic
positions after each geometry optimization while also including charge density and PAW
occupancies.
3.3.8 DOSCAR
The DOSCAR file contains the DOS or density of states and the integrated DOS of
each ion in the system. Calculated DOS can be spin-polarized and decomposed into orbitals
by setting flags in the INCAR.
3.3.9 OSZICAR
The OSZICAR file is a simplified version of OUTCAR file which includes
information about each electronic step. Iteration count, total energy and change of total
energy can be found to assess convergence.
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Chapter 4 - Results
4.1 Surface Stability
Geometrically and energetically minimized atomic scale models of (001), (010),
and (100) surfaces of wollastonite are given in Figure 5. Supercells were constructed from
the optimized bulk unit cell. Owing to the triclinic phase, wollastonite exhibits different
and complex surface layer atomic arrangement and symmetry along the (100), (010), and
(001) surfaces. The normal (Figure 5a, 5b, 5c) and side (Figure 5d, 5e, 5f) views of the
surface atomic arrangement in wollastonite display the complexity associated with
studying such systems. Surface layers can constitute calcium, oxygen, or silicon or a
combination of these atoms which can further dictate surface stability – choice of cleavage
position exposes different surfaces. Surface energy for wollastonite surfaces was calculated
using Equation 4.1:

𝛾=

1
(𝐸
− 𝐸𝑏𝑢𝑙𝑘 )
2𝐴 𝑠𝑢𝑟𝑓𝑎𝑐𝑒

(4.1)

where 𝐸𝑠𝑢𝑟𝑓𝑎𝑐𝑒 is the total energy of the surface slab structure and 𝐸𝑏𝑢𝑙𝑘 is the total energy
of the bulk structure with the same number of atoms as the surface slab. Here, 𝐴 is the
surface area, and the factor of two is included due to the fact that there are two surfaces in
the model. The surface energies calculated were 1.349 J/m2, 1.103 J/m2, and 1.104 J/m2 for
the (100), (010), and (001) respectively. Clearly, the (010) and (001) surfaces are the most
stable with almost similar stabilities, whereas (100) is found to be least stable.
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(a) (100)

(b) (010)

(d) (100)

(e) (010)

(c) (001)

(f) (001)

Figure 5. For geometrically optimized surface slabs, normal (top) views of (100), (010),
and (001) surfaces are given in (a), (b), and (c) respectively. Side views of these surfaces
are given in (d), (e), and (f). Visible in the normal view are possible adsorption sites for
CO2. Side view displays the intricate stacking of atomic planes along with the silicate
chains in the [010] direction characteristic of the wollastonite crystal. Gold, blue, and red
spheres represent calcium, silicon, and oxygen atoms, respectively.
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Clearly, the (010) and (001) surfaces are the most stable with almost similar stabilities,
whereas (100) is found to be least stable. In the case of (100) surface, the surface layer
primarily comprises calcium and oxygen atoms. On the other hand, the surface layer in the
(010) and (001) surfaces contain calcium, silicon, and oxygen atoms, which primarily
explain the difference in surface energy and stability. For the (001) surface, these results
are in reasonable agreement with the surface energy of 1.028 J/m2 reported by Sanna et al.,
who utilized DFT with the PW91 functional.47 In addition, Kundu et al. reported a value
of 1.36 J/m2 for (001) obtained using force fields.48,49 Overall, the computed (001) surface
energy value is in reasonable agreement with literature value, and since (100) and (010)
surfaces were built and minimized using similar methodology, it provides enough
confidence that the surface models predicted in this work are accurate. Importantly, they
offer a good starting point to study CO2 adsorption on wollastonite (100), (010), and (001)
surfaces.

4.2 Adsorption of CO2 and surface charge transfer
To comprehend the atomic scale interaction and adsorption mechanism of CO2 on
wollastonite surfaces, a single CO2 molecule was adsorbed onto low index (100), (010),
and (001) surfaces of clean wollastonite. This adsorption was carried out on one side of the
slab supercells. Adsorption energy (𝐸𝑎𝑑𝑠 ) of CO2 was calculated using Equation 4.2,
𝐸𝑎𝑑𝑠 = 𝐸𝑠𝑢𝑟𝑓+𝐶𝑂2 − 𝐸𝑠𝑢𝑟𝑓 − 𝐸𝐶𝑂2

(4.2)

wherein 𝐸𝑠𝑢𝑟𝑓+𝐶𝑂2 is the energy of the surface slab containing the CO2 molecule, 𝐸𝑠𝑢𝑟𝑓 is
the energy of the clean slab, and 𝐸𝐶𝑂2 is the energy of the gas phase CO2 molecule. 𝐸𝐶𝑂2
was determined by modeling an isolated gas phase CO2 molecule in a vacuum at the center
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of the same supercell used for surfaces. The same parameters described for the surfaces
were used to model the single CO2 molecule. There are three atomic surface sites, namely
calcium, silicon, oxygen or a combination that are probable candidates for adsorption.
Depending on the surface geometries, CO2 can be adsorbed directly onto the top, side or
bridged between sites in the neighborhood of these atoms. Adsorption energies for various
minimized geometries of CO2 molecule adsorbed on wollastonite are given in Table 2. A
normal view of adsorption sites in the supercells is depicted in Figure 6 for (100), (010),
and (001) surfaces. In addition, adsorption sites along with the final geometry of the CO2
molecule are also offered in Table 2 with corresponding binding sites given in Figure 6.
Examples of the CO2 and binding site geometries can be seen in Figure 7.

Figure 6. Possible surface sites for CO2 adsorption on (a) (100), (b) (010), and (c) (001)
surfaces of wollastonite. Corresponding details of the atomic geometry of CO2 and
respective surface layer adsorption sites are explained in Table 1. The atomic color
scheme is the same as in Figure 5.
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Distinct adsorption sites were chosen to ensure that they are not repeated due to symmetric
sites along the 2 × 2 periodicity of the supercells shown in Figure 5.
Table 2. Adsorption energies (eV) of CO2 on different adsorption sites for the three
surfaces considered. Adsorption energies were calculated using Equation 4.2. Site number
corresponds to the adsorption sites given in Figure 6. Parallel (||) and perpendicular (⊥)
symbols refer to CO2 orientation relative to the surface. The angle (∠) symbol denotes a
45º angle with respect to the surface. D, B, and L refer to dissociative, bent, and linear
geometries of CO2, respectively. Geometries of CO2 molecules are seen in Figure 7.

Surface

Site number

Binding site and
CO2 geometry

Adsorption
energy (eV)

(100)

1

Ca, ||, D

5.08

(100)

2

O, ||, B

-2.45

(010)

3

Ca, ⊥, L

-0.23

(010)

4

Ca, ||, L

-0.18

(010)

5

Ca, ∠, L

-0.16

(010)

6

Si, ⊥, L

-0.12

(001)

7

O, ||, B

-0.44

(001)

8

Ca, ∠, L

-0.51

(001)

9

Ca, ⊥, L

-0.42

(001)

10

Si, ||, L

-0.34

(001)

11

Si, ⊥, L

0.54
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Figure 7. Examples of Binding Site and CO2 geometries. Black spheres correspond to
carbon and orange spheres correspond to CO2 oxygens (a) CO2 linear and bent
geometries. (b) Geometries of the CO2 molecule relative to the surface.

As evident in Table 1, calcium and oxygen sites are thermodynamically preferred
for CO2 adsorption compared to silicon sites since their adsorption energies are lower for
the same surfaces considered. Moreover, for some silicon adsorption sites, we were not
able to identify a stable minimized geometry, indicating that adsorption of CO2 at silicon
sites is less likely. As seen in Table 1, one dissociative adsorption geometry of CO2 is
possible. This dissociative adsorption saw the CO2 break into a CO molecule that remained
on the surface while the oxygen atom was moved into the bulk under the surface. In
addition, two molecular geometries of CO2 that are likely to occur after adsorption are
linear and bent. In general, linear molecular CO2 configurations are more common as this
is the most stable molecular form in the gas phase. In linear configurations, one of the end
oxygen atoms of the CO2 is primarily adsorbed onto the surface but the central carbon atom
does not directly participate in the adsorption process. Bond lengths between the carbon
and oxygen in the linear CO2 molecule are between ~1.15-1.20 Å, comparable to the
equilibrium bond length. In contrast, bent CO2 molecule observed at Sites 2 and 7 have the
central carbon adsorb onto a surface oxygen ion. In this case, both the oxygen atoms of the
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adsorbed CO2 interact with nearby surface calcium ions. C – O bond length in the CO2
molecule elongate to ~1.25-1.30 Å, which would be expected in a carbonate ion. The bond
lengths between the carbon atom and surface oxygen ion are in the range of ~1.3-1.5 Å,
which reveal that there is a stronger interaction between the carbon and oxygens in the CO2
molecule than that observed between carbon and surface oxygen ion in the wollastonite
surface. There is another less probable adsorption geometry, wherein the CO2 molecule
dissociates into a CO molecule and an O atom. In this observed dissociative adsorption at
Site 1, the CO molecule is adsorbed onto a surface calcium ion whereas the O atom moved
into a pocket under the calcium ion. Site 1 is found to be the least favorable geometry with
a very high adsorption energy, indicating that adsorption of CO2 at Site 1 is extremely
unlikely to occur. To focus on likely scenarios for CO2 adsorption that are
thermodynamically favorable, we restrict our focus to molecular CO2 adsorption in linear
and bent geometries.
Optimized geometries of four favorable adsorption sites are shown in Figure 8 and
Figure 9. The lowest energy structure, Site 2, adopts a geometry wherein the CO2 molecule
forms a bent conformation on the (100) surface as shown in Figure 8a. Site 7 also converges
to a similar bent conformation on the (001) surface (Figure 9a). In these bent geometries,
adsorption of the CO2 molecule onto a surface oxygen formed a trigonal planar carbonate
ion, which further stabilizes the overall structure. In Site 2 (Figure 8a), the trigonal planar
structure is bridged between two calcium atoms and the two bent oxygens of the CO2. The
CO2 molecule in Site 7 (Figure 9a) is also adsorbed onto a surface oxygen but it only
interacts with one calcium ion rendering it less stable than Site 2.
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(a) Site 2 (100)

(b) Site 3 (010)

Figure 8. Side views of favorable adsorption and electron density difference plots
for (a) Site 2 on (100) surface and (b) Site 3 on (010) surface. Atomic color scheme for
wollastonite is same as in Figure 5. For CO2 molecule, orange and black correspond to
oxygen and carbon atoms, respectively. In the difference charge density plots, green
denotes regions of electron density accumulation and purple indicates regions of electron
density depletion.
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(a) Site 7 (001)

(b) Site 8 (001)

Figure 9. Side views of favorable adsorption and electron density difference plots for (a)
Site 7 on (001) surface and (b) Site 8 on (001) surface. Atomic color scheme is same as in
Figure 5. In the difference charge density plots, green denotes regions of electron density
accumulation and purple indicates regions of electron density depletion.
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In Site 2, a pocket forms from surface reconstruction that fits the carbonate,
wherein one of the bridging surface calcium ions breaks periodicity and moved 0.9 Å
towards the adsorbed CO2. The surface region around this pocket experiences noticeable
reconstruction leading to the shifting of SiO4 tetrahedrons to accommodate the movement
of the larger calcium ion. The most pronounced surface reconstruction observed among all
the adsorption sites is in Site 2. On the contrary, Site 7 experienced much less surface
reconstruction because CO2 interacts primarily with only one nearby calcium ion. In this
case, the bridge position between two calcium ions is not formed, since the next closest
calcium ion is ~2.0 Å apart, which makes it energetically less favorable to relax. Overall,
due to the resulting bridge position, Site 2 has an adsorption energy of -2.45 eV as
compared to Site 7, which has an adsorption energy of -0.44 eV.
To obtain a fundamental understanding of charge transfer upon adsorption and
elucidate the interaction between wollastonite surfaces and CO2, electronic charge densities
before and after the adsorption process were computed for all the cases considered. Charge
density difference (𝛥𝜌) structures were computed using Equation 4.3,
𝛥𝜌 = 𝜌𝐶𝑂2/𝑆𝑢𝑟𝑓𝑎𝑐𝑒 − 𝜌𝑆𝑢𝑟𝑓𝑎𝑐𝑒 − 𝜌𝐶𝑂2

(4.3)

wherein 𝜌𝐶𝑂2 /𝑆𝑢𝑟𝑓𝑎𝑐𝑒 corresponds to the charge density of the adsorbed (final) system.
Additionally, 𝜌𝑆𝑢𝑟𝑓𝑎𝑐𝑒 and 𝜌𝐶𝑂2 correspond to the charge density of the clean wollastonite
surface and isolated CO2 molecule, respectively. Hence, 𝛥𝜌 demonstrates the charge
density variations in wollastonite and CO2 when they are brought in contact. As shown in
the electron density difference plot for Site 2 (Figure 8a), loss of electron density in the
region of the carbon adsorption to the surface oxygen is observed, whereas the oxygens in
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the CO2 gain electron density. Loss of electron density at the adsorption site and gain of
electron density in the region of the bent oxygens in CO2 reveal the stronger interaction
with the surface in that region. This charge transfer process offers evidence that the CO2
molecule causes the surface reconstruction partly due to its proclivity to bond with the
surface calcium ion and form the carbonate. Site 7 exhibits a similar difference charge
density plot with a net loss of electron density in the vicinity of the carbon atom as well as
the adsorption site. This is compensated by the bent oxygens of the CO2 molecule, which
display an increase in their electron density. However, dissimilar to Site 2, only one of the
oxygens in CO2 interacts with calcium ion. An increase of electron density on one of the
oxygens in CO2 from being in the bent configuration without another calcium to stabilize
the increase could potentially explain why Site 7 is higher in energy as compared to Site
2.
The stable bent geometries of Site 2 and Site 7 can be contrasted with less stable
linear CO2 geometries at Site 3 (Figure 8b) on (010) surface and Site 8 (Figure 9b) on (001)
surface. For instance, at Site 3, the linear CO2 is adsorbed perpendicular to the surface
directly onto a calcium ion. Charge density difference plot for this configuration elucidates
the interaction between CO2 and surface calcium atom. At the interface between the oxygen
and wollastonite surface, there is an increase of electron density. The surface lost electron
density to oxygen atom in CO2 except for the bond between the carbon and surface
nonbonded oxygen which gained electron density. This configuration has an adsorption
energy of -0.23 eV, which is still favorable but higher in energy as compared to other sites
for CO2 adsorption. This can be explained by closely looking at the structure, which shows
that only the initially adsorbed oxygen is close enough to the surface to interact with it
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creating little orbital overlap to minimize energy. Virtually no surface reconstruction is
observed for this adsorption site reinforcing the idea that CO2 only interacts with the
calcium ion.
Similar to Site 3, at Site 8 (Figure 9b), CO2 exhibits a thermodynamic
preference to adsorb with a linear geometry. Site 8 has an adsorption energy of -0.51 eV,
which is lower as compared to Site 3. At Site 8, the linear CO2 molecule was adsorbed to
the side of a calcium atom, but at an angle of ~45º, which is in contrast with the
perpendicular orientation observed at Site 3. Evident from the charge density difference
plot in Figure 9b, similar features for the electronic charge density difference that emerged
at Site 3 are also observed at Site 8. At the interface of CO2 oxygen and surface calcium,
there was an increase of electron density. However, the wollastonite surface and CO2 lost
some electronic charge density except for the bond between the carbon and surface
nonbonded oxygen. The tilted geometry relative to the surface allowed for greater orbital
overlap between CO2 and the surface atoms further stabilizing the configuration. This is
apparent in the electron density difference plot in Figure 9b, wherein significant electron
density increase is observed between the tilted CO2 particle and the surface atoms it is
floating above. Some surface reconstruction in this neighborhood gives further evidence
that the tilted CO2 is stabilized by its interactions with the surface. Essentially, the four
difference charge density plots given in Figure 8 and 9 capture the common features
encountered across the various adsorption sites studied in this work. For brevity, we have
not included analysis for additional adsorption sites but they can be seen in the Appendix.
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4.3 Electronic structure analysis
Detailed density of states (DOS) analysis was performed to gain insights
into the electronic structure of the wollastonite surface before and after the adsorption of
CO2. By comparing the DOS before and after CO2 adsorption, modifications in the
electronic states can be visualized near the Fermi level and a fundamental understanding
of CO2 interaction with wollastonite surfaces can be obtained. DOS plots in Figure 10,
11 and 12 show the number of available states for electrons to occupy at different energy
levels. In all the DOS plots, the Fermi level has been shifted to 0 eV – this level is at the
top of the valence band because DFT calculations take place at 0 K. As a result, low lying
and valence band states are filled while conductance band states above the Fermi level
are empty (virtual). Figure 10 shows the DOS of clean (001) surface of wollastonite.
Evidently, the energy levels at top of the valence band are predominantly occupied by O
2p with some Ca 3d and Si 3s states. However, as seen in Figure 10a, silicon states are
less prominent in low-lying, valence, and conductance states as compared to oxygen and
calcium. In order to focus on the features around the Fermi level, Figure 10b offers a
magnified plot for Figure 10a. Lower amounts of silicon states explain why CO2 does
not prefer to adsorb at silicon sites – there are less sites available at the surface to
participate in bonding with CO2. On the other hand, oxygen and calcium states are
prominent in both the valence and the conductance bands, indicating their accessibility to
participate in bonding with CO2. DOS for (100) and (010) are not shown since they are
qualitatively and quantitatively almost similar to that of the (001) surface.
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Figure 10. (a) Electronic density of states (DOS) projected onto Ca, Si, and O atoms of
the (001) wollastonite surface. (b) Magnified region near the Fermi level is shown, and
low-lying states are neglected. Only spin-up channel is shown. In all cases, the Fermi
energy level is shifted to 0 eV.
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Figure 11. (a) DOS projected onto Ca, Si, and O atoms of the (100) wollastonite surface
and CO2 molecule adsorbed on Site 2. (b) DOS projected onto Ca, Si, and O atoms of the
(010) wollastonite surface and CO2 molecule adsorbed on Site 3. Only the magnified
region near the Fermi level is shown. Only spin-up channel is shown. In all cases, the
Fermi energy level is shifted to 0 eV.
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Figure 12. DOS projected onto Ca, Si, and O atoms of the (001) wollastonite surface and
CO2 molecule adsorbed on (a) Site 7 and (b) Site 8. Only the magnified region near the
Fermi level is shown. Only spin-up channel is shown. In all cases, the Fermi energy level
is shifted to 0 eV.
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It is important to note that the qualitative features of DOS for various
configurations with linear CO2 are similar. Likewise, qualitative features of DOS for the
two bent CO2 geometries are alike. As a result, to offer a concise discussion of DOS
analysis of adsorbed configurations, we focus on precisely the same four adsorption sites
that were discussed using difference charge density. Figure 11 shows DOS plots for
adsorption Site 2 on (100) surface and Site 3 on (010) surface. In addition, Figure 12
shows DOS plots for adsorption Site 7 and 8, both on (001) surface. All the DOS plots
have been shown for the same magnified region of Figure 10b. As compared to the clean
wollastonite surfaces, adsorption sites on (100), (010), and (001) surfaces have the
overall DOS of the Ca, Si and O atoms slightly shifted. As shown in Figure 11 and 12,
there is a distinct difference in CO2 states between the bent and the straight geometries of
CO2. Both the linear geometries of Site 3 (Figure 11b) and Site 8 (Figure 12b) have
three peaks in the valence band around -10.0, -8.0 and -4.8 eV with another peak below
4.0 eV in the conductance band. The bend CO2 geometries lead to CO2 peaks shifting
upwards in energy to better overlap surface states as seen in Site 2 (Figure 11a) and Site
7 (Figure 12a). Both the bent geometries have two peaks in the range -2.0 – 0.0 eV at the
edge of the valence band. Site 2 has additional peaks at -8.5, -6.5 and -6.0 eV, whereas
Site 7 has two additional peaks at around -6.0 and -5.0 eV. Changes in CO2 geometry
result in modifications in orbital structure which is visible in the DOS. Linear geometries
display peaks lower in the valence band, which have less overlap with the O 2p and Ca
3d states as wollastonite surface states are greater in the vicinity of the valence band
edge. Bent CO2 is more conducive for adsorption because the change in geometry shifts
its peaks closer to the valence band, which has better overlap with the wollastonite
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surface states. Linear CO2 has states that are lower in energy in the valence band, and as a
result, they do not overlap considerably with wollastonite surface states.
Both the electron charge density difference analysis and DOS analysis support
bent CO2 adsorption geometries being more stable as compared to the linear CO2
geometries. Charge density difference structures show that in the bent geometries, CO2
gains electron density on oxygen atoms. Electronic density gains are more stable when
they interact with surface calcium atoms in a bridge position. As shown in Figure 11a,
there is a large Ca 3d and O 2p peak present around -1.0 eV for Site 2 that is not present
in either the other surfaces or other adsorption sites. This peak has distinctly separated
itself from the rest of the valence band states and overlaps a CO2 peak in the same region
– this overlap of states at the edge of the valence band are expected to stabilize the
structure. Analogous to Site 2, the bent CO2 structure seen in Site 7 also occurred for
adsorption onto a surface oxygen atom but had a higher adsorption energy of -0.44 eV
compared to adsorption onto calcium atoms on the same (001) surface. Although this
configuration had a bent CO2 geometry, owing to the atomic positions of the surface
calcium atoms, a bridge position for the CO2 to absorb was not able to form. Site 7
(Figure 12a) did not consist a peak separating from the rest of the valence band. From
these fundamental insights, we conclude that a combination of the bent CO2 geometry
and wollastonite surface reconstruction that facilitates a bridge position is responsible for
the most thermodynamically stable adsorption configuration.
On the contrary, linear CO2 adsorption geometries uncovered at Site 3 and Site 8
are not able to form the aforementioned bridge position between two calcium ions. In this
scenario, the Ca 3d states that are needed to overlap with the states in the CO2 to form the
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bridge position are most prominent between -3.0 – -1.0 eV; the CO2 valence band peak in
linear geometries is at around -4.0 eV, which is bit too far away from the calcium states
for strong adsorption. Atomic scale structure of wollastonite surfaces impacts this
modification in CO2 geometry by rendering some adsorption sites more favorable than
the others via creation of bent CO2 geometries. Surface calcium ions with corresponding
SiO4 tetrahedra geometry close to oxygen adsorption sites allows for the creation of the
bridge structure for CO2 adsorption. Bent CO2 adsorption onto a surface oxygen ion
produces a trigonal planar geometry of the carbonate that would be the product of
weathering. Increasing the number of bent CO2 adsorption sites could enhance the
weathering rate of wollastonite and other similar silicate minerals. Fundamental insights
pertaining to the atomic scale interaction of CO2 with wollastonite offered in this work
will be instrumental for designing the next-generation synthetic silicates for CO2
sequestration via ERW. There is some additional data for the sites not explicitly
addressed in the results section in the Appendix. Additional dissociative adsorption sites
are also given in the Appendix.
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Chapter 5- Conclusions
Carbon dioxide adsorption onto wollastonite silicates for enhanced rock
weathering is thermodynamically favorable. Adsorption of bent CO2 geometries on
oxygen sites of wollastonite surfaces are most energetically stable and are needed for the
eventual production of carbonate. Density of states reveal that the bent geometries of CO2
bring electron states closer to the edge of the valence band where they can overlap better
with an increased amount of wollastonite surface calcium and oxygen states. Silicon
adsorption sites on wollastonite surfaces are not as favorable as surface calcium and
oxygen sites. Consequently, silicon could be a prime target for doping to increase the
surface reactivity or otherwise modify the surface structure for enhanced CO2 adsorption.
Surface layer chemistry of wollastonite play a vital role in influencing the formation of
bent CO2 geometries because without the two bridging calcium atoms at the surface that
stabilize the bent structure, adsorption energies of linear CO2 geometries would be
comparable to bent geometries. In general, fundamental insights of the adsorption
mechanisms of CO2 on (100), (010), and (001) surfaces of wollastonite are offered, which
is expected to assist with the design and synthesis of next-generation silicates for
enhanced rock weathering.
Although we have strictly focused on the thermodynamics of CO2 adsorption,
future studies targeting the kinetics of adsorption process would further assist with the
design of novel silicates for ERW. It is imperative to note that although the current work
studies the adsorption of a single CO2 molecule, increasing the coverage of CO2 would
assist in understanding coverage dependent adsorption. Even though understanding the
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intricate role of water (Equation 1.5) in ERW is beyond the scope of the current work,
future atomistic studies focused on elucidating the role of water in influencing CO2
adsorption would offer further details about the reactivity of silicate surfaces and their
future synthesis for ERW.
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Appendix
Figure A.1. Side and top views of favorable adsorption for (a) Site 1 on (100) surface
and (b) Site 4 on (010) surface. Atomic color scheme for wollastonite is same as in
Figure 4.1. For CO2 molecule, orange and black correspond to oxygen and carbon
atoms, respectively.

A1

Figure A.2. Side and top views of favorable adsorption for (a) Site 5 on (010) surface
and (b) Site 6 on (010) surface. Atomic color scheme for wollastonite is same as in
Figure 4.1. For CO2 molecule, orange and black correspond to oxygen and carbon
atoms, respectively.

A2

Figure A.3. Side and top views of favorable adsorption for (a) Site 9 on (001) surface
and (b) Site 10 on (001) surface. Atomic color scheme for wollastonite is same as in
Figure 4.1. For CO2 molecule, orange and black correspond to oxygen and carbon
atoms, respectively.

A3

Figure A.4. Side and top views of favorable adsorption for (a) Site 11 on (001) surface.
Atomic color scheme for wollastonite is same as in Figure 4.1. For CO2 molecule, orange
and black correspond to oxygen and carbon atoms, respectively.

A4

Figure A.5. DOS projected onto Ca, Si, and O atoms of the (001) wollastonite surface
and CO2 molecule adsorbed on (a) Site 1 and (b) Site 4. Only the magnified region near
the Fermi level is shown. Only spin-up channel is shown. In all cases, the Fermi energy
level is shifted to 0 eV.

A5

Figure A.6. DOS projected onto Ca, Si, and O atoms of the (001) wollastonite surface
and CO2 molecule adsorbed on (a) Site 5 and (b) Site 6. Only the magnified region near
the Fermi level is shown. Only spin-up channel is shown. In all cases, the Fermi energy
level is shifted to 0 eV.

A6

Figure A.7. DOS projected onto Ca, Si, and O atoms of the (001) wollastonite surface
and CO2 molecule adsorbed on (a) Site 9 and (b) Site 10. Only the magnified region near
the Fermi level is shown. Only spin-up channel is shown. In all cases, the Fermi energy
level is shifted to 0 eV.

A7

Figure A.8. DOS projected onto Ca, Si, and O atoms of the (001) wollastonite surface
and CO2 molecule adsorbed on (a) Site 11. Only the magnified region near the Fermi
level is shown. Only spin-up channel is shown. In all cases, the Fermi energy level is
shifted to 0 eV.

A8
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