In this paper we establish a complete representation theorem for G-martingales. Unlike the existing results in the literature, we provide the existence and uniqueness of the second order term, which corresponds to the second order derivative in Markovian case. The main ingredient of the paper is a new norm for that second order term, which is based on an operator introduced by Song [26] .
Introduction
The notion of G-expectation is a type of nonlinear expectation proposed by Peng [18, 19] . In Markovian case, it corresponds to a fully nonlinear PDE. We also refer to Cheridito, Soner, Touzi and Victoir [1] and Soner, Touzi and Zhang [23, 24] for the closely related theory of Second Order Backward SDEs. The theory has received very strong attention in the literature in recent years, we refer to the survey paper [20] and the references therein, as well as some more recent developments: [4] , [5] , [10] , [12] , [13] , [15] , [16] , [26] , to mention a few. Their typical applications include, among others, stochastic optimization with diffusion control and economic/financial models with volatility uncertainty (see, e.g. [3] , [6] , [14] ) and numerical methods for high dimensional fully nonlinear PDEs (see e.g. [7] , [27] , [8] ).
G-expectation is a typical nonlinear expectation. It can be regarded as a nonlinear generalization of Wiener probability space (Ω, F, P 0 ) where Ω = C([0, ∞), R d ), F = B(Ω) and P 0 is a Wiener probability measure defined on (Ω, F). Recall that the Wiener measure is defined such that the canonical process B t (ω) := ω t , t ≥ 0 is a continuous process with stable and independent increments, namely (B t ) t≥0 is a Brownian motion. G-expectation E G is a sublinear expectation on the same canonical space Ω, such that the same canonical process B is a G-Brownian motion, i.e., it is a continuous process with stable and independent increments. One important feature of this notion is its time consistency. To be precise, let ξ be a random variable and Y t := E G t [ξ] denote the conditional G-expectation, then one has E G s [ξ] = E G s [E G t (ξ)] for any s < t. For this reason, we call the conditional G-expectation a G-martingale, or a martingale under G-expectation. It is well known that a martingale under Wiener measure can be written as a stochastic integral against the Brownian motion. Then a very natural and fundamental question in this nonlinear G-framework is:
What is the structure of a G-martingale Y ?
(1.1)
Peng [18] has observed that, for Z ∈ H 2 G and η ∈ M 1 G (see (2.12) and (2.17) below), the following process Y is always a G-martingale:
Here G is the deterministic function Peng [18] used to define G-expectations and B is the quadratic variation of the G-Brownian motion B. We remark that, in a Markovian framework, we have Y t = u(t, B t ), where u is a smooth function satisfying the following fully nonlinear PDE:
Then Z t = ∂ x u(t, B t ) and η t = ∂ xx u(t, B t ). In particular, if ξ = g(B T ), then by PDE arguments we see immediately that
has a representation (1.2). Peng was even able to prove this (Z, η)-representation holds if ξ is in a dense subspace L ip of L By introducing a new norm · L 2 G (see (2.22) below), Soner, Touzi and Zhang [22] proved a more general representation theorem: for ξ ∈ L 2 G ,
where K is an increasing process such that −K is a G-martingale. It has been proved independently in [22] and Song [25] 
is the norm introduced in [18] . Moreover, [25] extended the representation (1.5) to the case p > 1. Now the questions is, when does the process K in (1.5) have the structure:
Several efforts have been made in this direction. Hu and Peng [11] and Pham and Zhang [21] made some progresses on the existence of η. However, there is no characterization of the process η, and in particular, they do not provide an appropriate norm for η. On the other hand, Song [26] proved the uniqueness of η in the space M 1 G . A clever operator was introduced in this work, which successfully isolates the term 1 2 η t d B t from dK t , and thus essentially captures the uncertainty of the underlying distributions. This idea turns out to be the building block of the present paper.
Our main contribution of this paper is to introduce a norm for the process η, based on the work [26] . We shall prove the existence and uniqueness of the component η, which provides an essentially complete answer to Peng's question (1.1). Moreover, we shall provide a priori norm estimates. In particular, given ξ 1 and ξ 2 in appropriate space, let (Y i , Z i , η i ), i = 1, 2, be the corresponding terms, we shall estimate the norms of Z 1 − Z 2 and η 1 − η 2 in terms of that of Y 1 − Y 2 , where the latter one is more tractable due to the representation formula
. Unlike [26] , we prove the estimates via PDE arguments. The rest of the paper is organized as follows. In Section 2 we introduce the G-martingales and the involved spaces. In Section 3 we propose the new norm for η and provide some estimates. Finally in Section 4 we establish the complete representation theorem for Gmartingales.
Preliminaries
In this section we introduce G-expectations and G-martingales. We shall focus on a simple setting in which we will establish the martingale representation theorem. However, these notions can be extended to much more general framework, as in many publications in the literature.
We start with some notations in multiple dimensional setting. Fix a dimension d. Let R d and S d denote the sets of d-dimensional column vectors and d × d-symmetric matrices, respectively. For σ 1 , σ 2 ∈ S d , σ 1 ≤ σ 2 (resp. σ 1 < σ 2 ) means that σ 2 − σ 1 is nonnegative (resp. positive) definite, and we denote by [
Throughout the paper, we use 0 to denote the d-dimensional zero vector or zero matrix, and 
Conditional G-expectations
We fix a finite time interval [0, T ], and two constant matrices 0 < σ < σ in S d . Define
ω 0 = 0 be the canonical space, B the canonical process, and F := F B the filtration generated by B. For ξ = ϕ(B T ), where ϕ : R d → R is a bounded and Lipschitz continuous function, following Peng [18] we define the conditional G-expectation
where u is the (unique) classical solution of the following PDE on [0, T ]:
Let L ip denote the set of random variables ξ = ϕ(B t 1 , · · · , B tn ) for some 0 ≤ t 1 < · · · < t n ≤ T and some Lipschitz continuous function ϕ. One may define E G t [ξ] in the same spirit, by defining it backwardly over each interval [t i , t i+1 ]. In particular, when t = 0 we define
, taking the quotient as in the standard literature (i.e. we do not distinguish random variables
. So one can easily extend it to all ξ ∈ L 1 G . We next provide a representation of conditional G-expectations by using the quasisure stochastic analysis, initiated by Denis and Martini [3] for superhedging problem under volatility uncertainty. Let A denote the space of F-progressively measurable processes taking values in [σ, σ]. Denoting by P 0 the Wiener measure, we define
Then B is a P-martingale for each P ∈ P. Following [3] , we say a property holds P-quasi surely, abbreviated as P-q.s., if it holds P-a.s. for all P ∈ P.(2.7)
We note that ξ L 1
On the other hand, for any ξ ∈ L ip , by Peng [19] there exist (2.19) . In particular, when ξ = ϕ(B T ), for the classical solution u of PDE (2.4), we have:
(2.20)
Our goal of this paper is to answer the following natural question proposed by Peng [19] :
The problem was partially solved by Soner, Touzi and Zhang [22] , which introduced the following norm:
G and an increasing process K with K 0 = 0 such that
It was proved independently by [22] and Song [25] 
for any 1 ≤ p < q. Moreover, the above representation was extended by [25] to the case p > 1.
Summary of notations
For readers' convenience, we collect here some notations used in the paper:
• The inner product ·, the trace operator :, and the norms |x|, |γ| are defined by (2.1).
• The function G, G α and G ε are defined by (2.3), (3.1), and (3.5), respectively.
• The class of probability measures P, the G-expectation E G , and the conditional Gexpectation E G t are defined by (2.6), (2.8), and (2.9) respectively. 
• The operator E α t 1 ,t 2 is defined by (3.2).
• The constants c 0 , C 0 are defined by (3.4).
• The function δ n is defined by (3.7).
• The new norms η M G and η M * G for η are defined by (3.11) and (3.18), respectively.
• The space M 1 G 0 and class P 0 are defined by (3.19) and (3.16), respectively.
• The new metric d G,p (ξ 1 , ξ 2 ) for ξ is defined by (4.3), and L * p G is the corresponding closure space.
• For 0 ≤ s ≤ t ≤ T , the shifted canonical process B s t is defined by:
3 A new norm for η
Our main contribution of the paper is to introduce a norm for η. For that purpose, we shall introduce two nonlinear operators, one via PDE arguments and the other via probabilistic arguments. The latter one is strongly motivated by the work Song [26] , and the connection between the two operators is established in Lemma 3.4 below.
The nonlinear operator via PDE arguments
We first introduce a new nonlinear operator E α on Lipschitz continuous functions, with a parameter α ∈ S d . Define
Given 0 ≤ t 1 < t 2 ≤ T and a Lipschitz continuous function ϕ, define E α t 1 ,t 2 (ϕ) := u α (t 1 , ·), where u α is the unique viscosity solution of the following PDE on [t 1 , t 2 ]:
Clearly G α is strictly increasing and convex in γ. In particular, the above PDE is parabolic and is wellposed. We collect below some obvious properties of G α and E α , whose proofs are omitted.
Lemma 3.1 For any α ∈ S d , (i) E α satisfies the semigroup property:
The next property will be crucial for our estimates. Let
, and
Lemma 3.2 (i) For any 0 < ε ≤ c 0 and α, γ ∈ S d , it holds that
(ii) Assume ϕ ≤ ϕ ≤ ϕ are Lipschitz continuous functions, and 0 ≤ t 1 < t 2 ≤ T . Then
Proof.
(i) We first prove the left inequality. Let α 1 , · · · , α d denote the eigenvalues of α, andα the diagonal matrix with components
, and there exists an orthogonal matrix Q such that Q T αQ =α. Letĉ ε denote a diagonal matrix whose diagonal components take values ε or −ε. Now for any σ ε ∈ [σ ε , σ ε ], by (3.5), we have
By the arbitrariness of σ ε andĉ ε , we get
We now prove the right inequality of (3.6). For any σ 1 , σ 2 ∈ [σ, σ], we have
Note that
Then, by (2.2), Since σ 1 , σ 2 are arbitrary, we prove the right inequality of (3.6), and hence (3.6).
(ii) One can easily check that
where v α , v α are the unique viscosity solution of the following PDEs on [t 1 , t 2 ]:
Then the statement follows directly from (3.6) and the comparison principle of PDEs.
The nonlinear operator via probabilistic arguments
For any n ≥ 1, denote t n i := i n T , i = 0, · · · , n, and define
This function was introduced in [26] which plays a key role for constructing a new norm for process η. According to [26] , we have
The next lemma establishes the connection between δ n and (G α , E α ).
(ii) For any x ∈ R d and any Lipschitz continuous function ϕ, we have
Similarly, for any i < j,
where the last inequality thanks to (2.2) . This proves the result.
(ii) Without loss of generality, assume t = T . Define
By the structure of G-framework it is clear that u and u are deterministic functions. Obviously u ≤ u. We claim that u and u are viscosity subsolution and viscosity supersolution of PDE (3.2) with t 1 = 0, t 2 = T . Note that PDE (3.2) satisfies the comparison principle for viscosity solutions. Then u ≤ u and thus u(t, x) = u(t, x) = E α t,T (ϕ)(x). This proves the result.
We now prove that u is a viscosity subsolution, and the viscosity supersolution property of u can be proved similarly. As usual, we start from the partial dynamic programming principle: for 0 ≤ t < t + h ≤ T ,
Indeed, by the time homogeneity of the problem, we have
Following standard arguments it is obvious that u is uniformly Lipschitz continuous in x.
Moreover, lim n→∞ (u n − u)(t + h, x) = 0 for any x ∈ R. Then (3.10) follows directly from the simple Lemma 3.5 below. We next derive the viscosity subsolution property from (3.10).
s . For any 0 < h ≤ T − t, by (3.10) and then applying Itô's formula we have
thanks to (3.8) . By standard arguments u is uniformly Lipschitz continuous in x, and note that viscosity property is a local property. Then, without loss of generality we may assume ∂ t ϕ and ∂ xx are bounded and uniformly continuous in (t, x) with a modulus of continuity function ρ. Thus,
Send h → 0 we can easily get
Clearly u(T, x) = ϕ. Therefore, u is a viscosity subsolution of PDE (3.2).
Lemma 3.5 Assume ϕ n : R d → R are uniformly Lipschitz continuous functions, uniformly in n, and
Proof. Let L denote the uniform Lipschitz constant of ϕ n . For any ε > 0 and R > 0, there exist finitely many
Thus, noting that our condition implies lim n→∞ ϕ + n (x) = 0,
Send R → ∞ and ε → 0, we prove the result.
An intermediate norm for
We now use δ n (t) to introduce the following norm for a process η.
Theorem 3.6 For any η ∈ M 1 G , the following limit exists:
We first assume η ∈ M 0 G . By otherwise considering a finer partition of [0, T ], without loss of generality we assume, for 0 = t 0 < · · · < t m = T ,
and ϕ i is uniformly Lipschitz continuous. Denote
We prove by backward induction that
where, ψ m := 0 and, for i = m − 1, · · · , 0,
Indeed, when i = m, (3.13) holds obviously. Assume (3.13) holds for i + 1. Then by (3.9) we have
By induction assumption, lim n→∞ ψ n i+1 = ψ i+1 . Moreover, one can easily check that ψ n i+1 is uniformly continuous in x i+1 , uniformly in n. Then by Lemma 3.5 we obtain
Similarly, we can show that
Thus (3.13) holds for i. This completes the induction and hence proves that the limit in (3.11) for η ∈ M 0 G . By (2.2), one can easily check that
We now consider general
This clearly leads to the existence of lim n→∞ E G T 0 δ n (t)η t : d B t . We now collect some basic properties of · M G . The left inequality of (3.15) below is crucial for our purpose. We remark that, the norm · M 1 Gε was introduced by Hu and Peng [11] and a similar estimate was obtained by Song [26] by using different arguments. Recall the c 0 defined by (3.4).
G , and for any 0 < ε ≤ c 0 , it holds that,
To prove the theorem, we introduce some additional notations. Recall (3.5) and set
We remark that the following inclusions are strict:
P 0 ⊂ {P σ : σ ∈ A, σ < σ < σ} ⊂ P, but P 0 ⊂ P is dense under the weak topology.(3.17)
(i) We first prove the estimates (3.15) . Note that
. By using standard approximation arguments, it suffices to prove the statements for η ∈ M 0 G . We now assume η takes the form (3.12) and we shall use the notations in the proof of Theorem 3.6. In particular, by (3.13) we have
Define ψ ε i and ψ ε i by: 
) + C 0 |ϕ i (x 1 , · · · , x i )|(t i+1 − t i ).
Applying Lemma 3.2 (ii) and recalling (3.14), by induction one proves (3.15) immediately.
(ii) We now prove that · M G defines a norm. Let η ∈ M 1 G . First, by (3.15) we have η M G ≥ 0 and equality holds when η = 0, P-q.s. On the other hand, assume η M G = 0, then by the left inequality of (3.15) again we see that η = 0, P 0 -q.s. Now for any P ∈ P, by (3.17) there exists P n ∈ P 0 such that P n converges to P weakly. Since η ∈ M 1 G , then |η| is P-q.s. continuous and it follows from [2] Lemma 27 that That is, η = 0, P-a.s. for all P ∈ P. Therefore, η M G = 0 if and only if η = 0, P-q.s. Next, for any λ ∈ R, noting that G −α = G α by Lemma 3.1 (ii), it follows from (3.14) that
Finally, for any η,η ∈ M 0 G , by the sublinearity of E G , we have
Send n → ∞ we obtain the triangle inequality: η +η M G ≤ η M G + η M G . That is, · M G defines a norm on M 1 G .
The new norm for η
One drawback of the above norm · M G is that we have to use different norms in the left and right sides of (3.15). Consequently, we are not able to prove the completeness of M 1 G under · M G . To be precise, given a Cauchy sequence η n ∈ M 1 G under · M G , we are not able to prove the existence of a process η such that lim Step 2. For simplicity, we assume σ = 1, and thus P = P 0 . Note that ξ := B * T is uniformly Lipschitz continuous and convex in ω. Then by adapting Step 1 to conditional G-expectations we have
