Abstract Photosynthesis is more efficient under diffuse than direct beam photosynthetically active radiation (PAR) per unit PAR, but diffuse PAR is infrequently measured at research sites. We examine four commonly used semiempirical models (Erbs et al., 1982, https .1029/1999JD901068) models performed better overall than the two older models. Using the basic form of these models, the data set was used to find both individual site and universal model coefficients that optimized predictive accuracy. A new universal form of the model is presented in section 5 that increased site median MEC to 0.73. Site-specific model coefficients increased median MEC further to 0.78, indicating usefulness of local/regional training of coefficients to capture the local distributions of aerosols and cloud types.
Introduction
Solar radiation (K) is the principal driver of the planetary energy balance and photosynthesis. In order to fully understand its role in the Earth system, it is necessary to distinguish the magnitude of global radiation (K G ) arriving in its direct beam (K S ) versus diffuse beam (K D ) forms. Different relative levels of these forms result in different irradiance patterns within plant canopies (Norman & Welles, 1983) and across heterogeneous terrain (Oliphant et al., 2003 (Oliphant et al., , 2006 ) (see Table 1 for a list of symbols). For example, global photosynthetically active radiation (PAR G )-a spectral subset of K G -is more efficient for canopy photosynthesis under conditions of diffuse beam PAR (PAR D ) than direct beam PAR (PAR S ) per unit PAR (Alton, 2008; Cheng et al., 2015 Cheng et al., , 2016 Gu et al., 1999 Gu et al., , 2002 Keppel-Aleks & Washenfelder, 2016; Mercado et al., 2009; Oliphant et al., 2011) . Furthermore, the ratio of K D to K G has been found to lower the Bowen ratio (the ratio of sensible to latent heat flux) in a number of ecosystems (Steiner et al., 2013) and is important for the spatial distribution of net radiation in complex natural and urban terrain (e.g., Lindberg et al., 2014; Oliphant et al., 2003) . Despite their importance, neither K D nor PAR D are commonly measured at standard meteorological stations or eddy covariance flux towers, making it unclear how trends in these variables have impacted the flux of trace gases and energy at the ecosystem scale. Models of PAR D and PAR S as well as K D and K S have been developed and used for studies of the surface-atmosphere exchange of mass and energy (Alton, 2008; Goudriaan & Van Laar, 2012; Gu et al., 1999; Leuning et al., 1995) but have rarely been compared against each other, leaving it unclear which model performs best across a range of atmospheric and solar conditions (Lee et al., 2018) , and which may be best for global synthesis or biophysical modeling studies.
Models for partitioning K D and K S using observations of K G use physical or semiempirical approaches, that is, those that use simple functions to model atmospheric transmissivity (τ) . Physical models such as Nunez (1980) or Alados et al. (2002) explicitly resolve wavelength-specific diffuse and direct beam irradiance that result from scattering in the atmosphere by ozone, aerosols, and clouds (McCartney, 1976) . These models require considerable information about atmospheric conditions and constituents, which can be difficult to obtain and are not widely available in the historical or even the modern data record. Liu and Jordan (1960) proposed an alternative semiempirical approach to model τ that has been widely used and modified (e.g., Alton, 2008; Erbs et al., 1982; Roderick, 1999; Spitters et al., 1986; Weiss & Norman, 1985 ; see section 2.2). The attraction of the semiempirical approach is that no a priori knowledge is required of atmospheric conditions and constituents, and the K G and/or PAR G observations required by the models are some of the more commonly measured variables in standard meteorological and micrometeorological measurement systems.
Here we report the results of a comparison of four commonly used semiempirical models for partitioning PAR G into PAR D and PAR S across a range of ecosystems, climates, and latitudes. Our objectives are to compare model performance at the 30 min timescale, assess model residuals, explore approaches to improve model performance, and to discuss implications of applying modeled PAR D to research in Biogeoscience, particularly studies of ecosystem-atmosphere CO 2 exchanges.
Materials and Methods
We first discuss the theory underlying semiempirical models for partitioning direct and diffuse radiation followed by definition of the models explored here. We then describe the PAR D and PAR G observations from the La Thuile FLUXNET database (Baldocchi et al., 2001 ) that were used to validate model performance and to train model development.
Theory
The approach taken by semiempirical models to determine the diffuse fraction of PAR (ϕ = PAR D /PAR G ) is based on its negative relation with atmospheric transmissivity of solar radiation (τ),
where A 0 and A 1 are offset and slope coefficients determined by regression and τ is a form of optical transmissivity that maintains the effect of atmospheric path length on transmission, referred to by Gu et al. (1999) and others as the "clearness index,"
where K Ex is solar radiation at the top of the atmosphere. Modeling K Ex is fairly simple and only requires knowledge of one's location on Earth's surface and time (e.g., Whiteman & Allwine, 1986) . K G and PAR G are measured using upward pointing pyranometers or quantum sensors mounted above the surface with an unobstructed sky view (see section 2.3).
Equation (1) is only valid for τ values above about 0.3. Below this value, the model inflects to a flat line representing the maximum ϕ value, usually between 0.9 and 0.95 (e.g., Roderick, 1999) . This occurs mostly under cloudy conditions, and the inflection point represents a threshold in optical transmissivity, below which almost all incident PAR arrives in diffuse form. Many previous studies have included a second inflection point at an upper threshold of τ, above which ϕ remains nears its minimum. This occurs under the clearest sky conditions and lowest zenith angles. In reality considerable variability exists at high levels of τ and the inflection point is less obvious than when ϕ saturates at low τ levels. The general relationship described above is illustrated by data shown in Figure 2a . The four models chosen for analysis are commonly cited semiempirical approaches that use some form of the relationship described in equation (1).
1. Erbs et al. (1982) presented a simple method for calculating the diffuse fraction of the full solar spectrum (ϕ K = K D /K G ) using τ. Despite modeling the diffuse fraction of the full solar spectrum rather than the photosynthetically active portion, this relation has been widely used in plant biophysical models for partitioning of PAR G (e.g., Goudriaan & Van Laar, 2012; Leuning et al., 1995) : 
2. Reindl et al. (1990) examined a variety of potential atmospheric and geometric controls on ϕ Κ . The four significant predictors in order of significance were τ, solar elevation angle (β), air temperature, and relative humidity (RH). Gu et al. (1999) simplified this to the two strongest predictors to derive the diffuse partitioning of full spectrum solar radiation based on τ and β:
for 0:3 < τ < 0:78;
for τ ≥ 0:78;
where β is the solar elevation angle. The resulting model is also constrained between the limits of 0.1 and 0.96 since even the clearest skies produce at least 10% scattered light and even the most overcast skies produce a small portion of irradiance directly from the direction of the Sun. Gu et al. (1999) combined this with a modification to derive the diffuse fraction of PAR (ϕ = PAR D /PAR G ) using the approach of Spitters et al. (1986) :
where
3. Weiss and Norman (1985) first modeled clear-sky potential PAR D , and PAR S using a simple Beer's law approach. From this, the clear-sky potential direct beam fraction of PAR (φ pot ) was derived from modeled clear-sky PAR S /PAR G. φ pot was then modified to determine the actual direct beam fraction (φ) using τ,
From this, ϕ was determined by ϕ = 1 À φ. For the Weiss and Norman (1985) model we also added upper and lower ϕ constraints of 0.96 and 0.05, respectively, following Gu et al. (1999) .
4. Roderick (1999) found a simplified linear model that could be universally applied across 25 measurement sites at a range of latitudes in Australia and Antarctica for daily and monthly time steps. This approach focused on identifying the optimal inflection points in the same simplified relationship described originally by Erbs et al. (1982) . The lower inflection point for ϕ (ϕ 0 ) was 0.05 and the upper inflection point (ϕ 1 ) was 0.96. The lower inflection point for τ (τ 0 ), was found to be 0.26, and the upper inflection point (τ 1 ) was found to correlate with latitude (γ), so
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where τ 1 ¼ 0:8 þ 0:0017γ þ 0:000044γ 2 ; and (15) forτ > τ 1 ; ϕ ¼ 0:05:
The approach of Roderick (1999) was further simplified by Alton (2008) and applied at 30 min time steps using ϕ 0 = 0.1 and ϕ 1 = 0.95, τ 0 = 0.28 and τ 1 = 0.75. By fixing all four points, the single resulting linear function for τ 0 < τ < τ 1 was ϕ = 1.45-1.81τ.
Observations of Direct and Diffuse Photosynthetically Active Radiation
Data were extracted from the La Thuile 2007 FLUXNET data set (Agarwal et al., 2010) . Annual files for each site ("site years") that recorded K G , PAR, and PAR D in 30 min increments were initially selected, and K Ex was modeled for each 30 min period using the method described in Oliphant et al. (2003) . τ was subsequently derived using equation (2). Quality assurance tests for data from each site year was then conducted using plausible bounds testing for each of the key measured variables, as well as tests on ϕ/τ to remove unrepresentative PAR D values that can arise from a misaligned shade ring or off-level sensor site years with more than 1,000 quality-assured daytime (β > 5°) 30 min periods were included in further analysis. This includes the 58 sites listed in Table 2 and mapped in Figure 1 , providing a total of 140 site years. The data span latitudes from 15°S to 69°N, an elevation range from À6 to 1,770 m above sea level, and include both continental and coastal/island locations as well as locations within and distant from urban areas.
Analytical Methods
First, ϕ and PAR D were modeled for each daytime 30 min period of each site year using each of the four models outlined above, all driven by τ which was derived independently for each period at each site. Modeled ϕ was then compared to independently observed ϕ for all available 30 min periods for each site year. Standard descriptive statistics were produced for each site year including root mean square error, coefficient of determination (r 2 ), and the slope and intercept of linear relationships. In addition, the Nash and Sutcliffe (1970) modeling efficiency coefficient (MEC) was calculated to assess the predictive power of the model:
where subscripts o and m refer to observational and modeled data respectively, t is the time period (here 30 min), T is the time period of the full record, and the overbar represents the site year average. We then explore the relationship between the residuals of the model identified as superior based on the MEC and latitude, solar zenith angle, air temperature, and humidity following Reindl et al. (1990) and use the FLUXNET data set to explore if near-surface observations can be used to further improve universal application of radiation partitioning models.
Results
Relationship Between τ and ϕ
The negative relationship between τ and ϕ that is described by the four diffuse partitioning models is evident in all 58 sites, as well as two inflection points occurring at τ values of approximately 0.25 and 0.75 (Figure 2 ). The distribution of both ϕ and τ is bimodal among the sites, with the low τ mode coupled with the high ϕ mode and vice versa. Oliphant et al. (2011) showed for a single site using ceilometer data that these modes generally reflect cloud-free and cloudy periods, respectively, with relatively little Figure 1 . A map of sites in the La Thuille database with partitioned direct and diffuse photosynthetically active radiation measurements used in the analysis presented (see Table 1 for site list). overlap. Therefore, the large range in cloud-free ϕ values is driven predominantly by variability in aerosol concentration and size distribution, as well as atmospheric path length. The largest intersite variability in both ϕ and τ occurs near the two modes, indicating differences in cloud frequency between the sites included.
The variability of ϕ for a given level of τ across sites was relatively low (standard deviation (SD) = 0.061) but tended toward higher variability under clearer skies. The intrasite variability was smaller on average (SD = 0.033) and also quite consistent but tended toward lower variability under clearer skies. In particular, a fairly wide range of low τ values (0 < ϕ < 0.4) produces a narrow range of high ϕ values (0.85 < ϕ < 1.0) and yet a narrow range of high τ (0.65 < τ < 0.75) values can produce a relatively wide range of low ϕ values (0.1 < ϕ < 0.4). This suggests that all but the most optically thin clouds tend to produce high levels of PAR scattering (ϕ = 0.9-0.95) and that under "clear" skies, aerosols have a much smaller impact on τ than ϕ. A simple empirical model derived from this relationship and applied at the 30 min timescale will therefore be more accurate at the site level under clear-sky than cloudy conditions. A universal model on the other hand will tend to be more accurate under cloudy conditions and will be more accurate when applied to cloudier locations.
Model Performance
The diffuse fraction of PAR was modeled for each 30 min period of each site year when quality-assured K G was available as a model input. Modeled ϕ values were then compared to observed ϕ for all periods when quality-assured PAR and PAR D were available. The site distributions of comparative statistics and slope coefficients of the linear fit between modeled and observed ϕ are presented in Figure 3 and their median values provided in Table 3 . All four models produce ϕ values that are similarly and closely correlated with observations. The similar goodness of fit values among models probably reflects the similarity in the models in representing the basic relationship described in Figure 2a . The differences between the slope and MEC on the other hand reflect differences in the description of this relationship by each of the models across sites. Based on MEC as the best overall descriptor of model performance, the Roderick (1999) (0.69) and Gu et al. (1999) (0.67) approaches appear to perform slightly better than the other two (both 0.62).
The model residuals were investigated with respect to basic geographic and near-surface atmospheric characteristics that might shed light on model performance: latitude, elevation, solar zenith angle, and, following Reindl et al. (1990) , near-surface temperature and RH. Latitude and elevation were not related to any goodness of fit statistic explored here, but solar zenith angle, temperature, and RH are related to model residuals for at least one of the models (Figure 4 and Table 4) . Correlation values with these variables are mostly quite weak when considering all sites (with one exception, all correlations lie within À0.046 < r < 0.084). The major exception is the Erbs et al. (1982) model, which produces errors negatively correlated with temperature and positively correlated with solar zenith angle (which themselves Frequency distributions of modeled ϕ at each site were compiled and compared to observed distributions ( Figure 5 ). All four models tended to overestimate frequency distributions of ϕ values in the region of the two modes (approximately ϕ < 0.3 and ϕ > 0.9) and to underestimate values in the range between (0.3 and 0.9). The largest underestimation tends to occur in the regions bordering the two modes. Though it generally followed the pattern of the other models, the overestimation of the frequency distributions around the modes is lower for the Roderick (1999) model, and it is the only model where the predicted distribution is fully within one standard deviation of the observed distributions. In particular, this model accurately predicted frequency distributions at intermediate levels of ϕ, with frequency differences in this range generally less than 2%.
Discussion
The quality of modeling ϕ using the relationship between τ and ϕ is reliant on the consistency of the relationship between the two atmospheric variables, both between sites and over time at a given site. Given the differences in the relationship between τ and ϕ under different sky conditions and difference in the climatology of cloud and aerosols between sites, there is a limit to the accuracy of a universally applied model to partition PAR D and PAR S from PAR. On the other hand, given the reasonable results achieved by all models, the universal applicability with no a priori knowledge of sky conditions and the widespread availability of solar radiation measurements, there is significant value in semiempirical models for partitioning PAR. Our analyses of the comparative statistics and frequency distributions of the four commonly used models suggests that the Roderick (1999) and Gu et al. (1999) models performed better in partitioning PAR than the other two overall. In the following discussion, we use the FLUXNET La Thuille data set to further explore two key features of the model: the optimization of location of the two inflection points for global application and the shape of the negative relationship between them (Figure 2a ).
Optimizing the Inflection Points and Shape of the Diffuse Fraction Model
Although all four models are driven by empirical evidence of the basic form of the relationship described in Figure 2a , much of the difference between the four models can be attributed to different locations of the two Erbs et al. (1982) Temperature 0.039 ± 0.13 À0.046 ± 0.13 0.081 ± 0.14 À0.16 ± 0.13 Relative humidity 0.001 ± 0.14 À0.011 ± 0.14 À0.084 ± 0.14 À0.037 ± 0.15 Zenith 0.16 ± 0.12 0.081 ± 0.13 0.069 ± 0.12 0.15 ± 0.12 
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inflection points and thus the slope of the negative relationship. The inflection point at the upper bound of ϕ can be defined by τ 0 , ϕ 0 and the lower inflection point by τ 1 , ϕ 1 . Based on the locations of the two inflection points given by Alton (2008) , Erbs et al. (1982) , and Roderick (1999) and confirmed by evidence in Figure 2 , a 21 × 21 array of possible inflection point locations was created. The dimensions of the inflections point arrays were (0.1-0.5(τ 0 )), (0.6-1.0(ϕ 0 )) and (0.6-1.0(τ 1 )), (0-0.4(ϕ 1 )) and the resolution in both dimensions was 0.02. Since previous models agreed more closely on the location of the first inflection point (τ 0 , ϕ 0 ) relative to the second, we first fixed the initial inflection point to the values supplied by Roderick (1999) In addition, the shape of the response between the inflection points can be modified from a straight line (equation (13)) by
where τ a is an adjustment to τ that sets the region τ 0 < τ < τ 1 to be between 0 and 1 by
and x is an exponent that can vary to produce a range of curvatures to describe the relationship between the inflection points ( Figure 6 ). A sensitivity analysis of x was conducted, and optimal x was identified by the x value that produced the highest MEC. For MMSF, optimal x was found to be 1.0 (a straight line), suggesting that the relationship between τ and ϕ is linear, at least between site-optimized inflection points.
Simulations of ϕ were then conducted for each site as described above and both optimum inflection points were calculated. Figure 7 shows the optimal inflection points from the site level analysis (for x = 1). The optimal inflection points are quite narrowly clustered, though more so in the τ than the ϕ dimensions. The outliers in each cluster are dominated by sites with MEC values less than 0.5. The inflection point dimensions are fairly normally distributed, and the median, mode, and mean were all quite close (Table 5 ). The central tendency of optimal inflection points were identified by the site median inflection points, so as to avoid the influence of outliers and slight skewness of the distribution. The resulting modified universal inflection points are different from the previous models (Gu et al., 1999; Roderick, 1999) , particularly, in that ϕ 1 is higher and τ 1 lower in the current analysis.
Each of the four model coefficients that define the two inflection points were tested against annual average temperature, RH and friction velocity, annual total precipitation, and latitude. These did not yield significant or consistent correlations (r 2 < 0.05), with one results from within the arrays tested for each inflection point (IP). The curved lines between the inflection points represent a range of curvature models applied to the optimal site inflection points, with x being the coefficient described in equation (18). The mean optimum x across different study sites calculated following the optimization of ϕ 1,2 and τ 1,2 was 1.028, with relatively little variation (SD = 0.056) (Figure 8 ). This suggests that the linear form is appropriate if effective inflection points are used. When x was tested for all sites using the new universal optimal inflection points (median values from Table 5 ), the mean optimum x did not change (1.027), but the variation between sites became larger (SD = 0.296). This suggests that site-optimized x was offsetting some of the errors associated with non-site-optimal inflection point locations but that ϕ still tends to respond linearly overall to τ between the inflection points.
The comparison of MEC between the current and previous universal models as well as site-specific variants shows that the universal inflection points found here generally perform better than previous models for this data set, with site median MEC values increasing from 0.67 to 0.73 ( Figure 9 ). Using RH to determine ϕ 1 (equation (20)) made a visible improvement to the MEC distribution, but the site median MEC only improved from 0.7265 to 0.7293. Unsurprisingly, site-specific inflection points perform better than any universal function (site median MEC = 0.78). The lack of correlation between inflection point locations and latitude, temperature, or humidity suggests that differences in inflection point locations are likely governed primarily by differences in sky conditions rather than astronomical patterns. This means using site or nearby-derived optimal inflection points where possible is recommended. The fact that optimal x was close to 1 for both site-specific and universal inflection points means universal x adjustment is not warranted. A site-specific x can improve model performance using universal inflection points, but this is just helping offset error generated by the universal function. Finding the optimum inflection points produces considerably better results and makes shape adjustments unnecessary.
Implications for Biogeoscience Studies
Semiempirical models of the diffuse fraction of PAR with limited a priori knowledge have been widely used over the past several decades to drive ecosystem photosynthesis and carbon cycle models. These are used for prognostic or diagnostic modeling objectives, as well as gap-filling observational records across space or time. Recent results by Lee et al. (2018) have reiterated the importance of improving models of PAR D for modeling gross primary productivity (GPP) at the annual scale and noted that interannual variation in PAR D was important for describing the interannual variability of eddy covariance-estimated GPP, which continues to elude ecosystem models (Niu et al., 2017) . Investigation of the residuals for an individual site indicates that errors are by far the largest in the middle range of ϕ (as evidenced in Figure 2a ). In general, we found that this led to an underestimation of the amount of time these conditions existed ( Figure 5 ).
Although this middle range of values is also relatively infrequent in occurrence at most sites compared with the two modes (Figure 2c) , ϕ values in this range have been shown to produce the highest light use efficiencies for plant photosynthesis (Alton, 2008; Oliphant et al., 2011; Pedruzo-Bagazgoitia et al., 2017) . GPP models based on diffuse beam partitioning models will therefore likely underestimate observed GPP based on errors in the diffuse partitioning, as found by Lee et al. (2018) .
Improvement in PAR D estimates will also propagate to modeling energy budgets of plant canopies or ecosystems in complex terrain, since the diffuse beam incident angle is much closer to isotropic in incident angle and therefore produces much greater spatial homogeneity of canopy irradiance. Inaccuracies in partitioning modeling will therefore tend to underestimate the midclear conditions when relatively high levels of light coincide with significant scattering. In these conditions some of the highest incident light occurs in locations normally shaded from the direct beam.
The results of this study provide a modest improvement to universal diffuse fraction models, and a method to improve accuracy further through optimization of model coefficients at the site level. These in turn should provide modest improvements to a range of biophysical models, including for annual estimates of GPP (Lee et al., 2018) . However, we found that the model could not be further improved significantly using latitude or commonly measured climate variables. Due to the variability in the relationship between τ and ϕ evident in observational records even at the individual site year level, this probably reflects an upper limit to accuracy to this approach for a model that is universal in space and time. Given the lack of latitudinal, or climate correlation with model coefficients, this variability is likely to be driven by changes over time in type and depth of clouds, and concentrations of aerosols of different size distributions and locations within the atmospheric column. Although this information is difficult to obtain, models that incorporate observations of the atmosphere from remote sensing or other measurements may lead to greater spatiotemporal accuracy in modeling PAR D . This also suggests that additional accuracy may be obtained from regional optimization of model coefficients, or from seasonal optimization at the site level. For individual sites, significant accuracy gains can be made from site optimization of model coefficients and for photosynthesis process studies, it may also improve accuracy to generate model coefficients using only growing season data. For reference, the full table of optimal model coefficients and statistics for each of the 58 sites, as well as code for implementation of the model formatted as a Matlab function, are provided in the supporting information. Ultimately, accuracy limitations of all models evaluated and the importance of diffuse light to ecosystem productivity suggest the usefulness of flux tower sites including accurate measurements of diffuse PAR.
Conclusions
We investigated a global data set of solar radiation and photosynthetically active radiation observations at 58 sites (140 site years) in the FLUXNET La Thuille database to examine and improve semiempirical models that partition PAR into diffuse and direct beam components using global solar radiation as input. We tested the ability of four existing models (Erbs et al., 1982; Gu et al., 1999; Roderick, 1999; Weiss & Norman, 1985) to predict the diffuse beam fraction of PAR (ϕ) at the 30 min timescale. The four models predicted ϕ with site median r 2 values ranging between 0.85 and 0.87 and model efficiency coefficients between 0.62 and 0.69. All models tended to overpredict the frequency of low and high ϕ values and underpredict midlevel ϕ values. Model residuals at the 30 min timescale were not strongly correlated with astronomical or standard meteorological variables, with the greatest exception being Erbs et al. (1982) , which was negatively correlated with temperature (r = À0.17). From comparative statistics as well as examination of the modeled distributions and residuals, we conclude that the Roderick (1999) and Gu et al. (1999) models performed better overall than the two older variants. The general model form described by existing models is a simple nonlinear relationship between solar transmissivity (τ) and ϕ, with two Figure 9 . Frequency distribution of model efficiency coefficient (MEC) for model ensembles using 58 sites, including results from different models derived here and those from previous models, where IPs refers to the inflection points in the model and RH-modified IP refers to the model that uses annual mean relative humidity to modify ϕ 1 . inflection points at high and low ϕ levels and a linear negative relationship between the two inflection points. We used the data set to optimize the locations of the two inflection points as well as the curvature of the relationship between the inflection points. For each site, statistically optimal (maximum MEC) inflection point locations were found and optimal curvature in the line between the points. Optimizing inflection points for each site made a significant improvement to the model as expected due to the site-specific training, with site median MECs increasing from 0.67 for the existing models to 0.78. The median optimal curvature coefficient on the other hand was found to be 1.028 with very little variability, meaning the optimal modeled relationship between the inflection points was near linear at all sites. The site median optimal inflection points, when applied as a universal function across the data set improved model performance significantly with MEC increasing from 0.67 to 0.73. The model coefficients were tested against standard site climate information and weak to no correlation was found except for site annual mean RH, which explained about 20% of the variability of one of the coefficients. However, when included in the universal model, it raised site median MEC by only 0.0028. This new universal function has four coefficients that determine the coordinates of the two inflection points and can be applied as follows (Matlab code provided in the supporting information); forτ < τ 0 ; ϕ ¼ ϕ 0 forτ 0 < τ < τ 1 ; ϕ ¼ A 0 þ A 1 τ; and forτ > τ 1 ; ϕ ¼ ϕ 1
where the model coefficients that define the optimal inflection point coordinates are τ 0 = 0.286, ϕ 0 = 0.92, τ 1 = 0.74, and ϕ 1 = 0.26.
