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Synopsis 
The widespread adoption of CAD in recent years has highlighted 
problems in both curve and surface representation. There is a need for 
algorithms to reduce the amount of data input, and for fuller understanding 
of the underlying mathematics. This thesis falls naturally into two 
parts; dealing respectively with automatic smooth curve interpolation 
and surface construction. 
Automatic smooth curve fitting is approached via an historical 
development of curve interpolation algorithms. This is complemented 
by a discussion of the mathematical and aesthetic requirements of smooth 
curve fitting. It is noted that techniques based on local procedures 
have found increasing favour, and a variety of such techniques are 
analysed. A three-part structure is identified, which serves to classify 
all local procedures and enables partial developments to be constructed 
using compatible components from different methods. 
Against this background a new 'shape-preserving' interpolation 
method is introduced, based on the parametric cubic segment. It is 
described in detail, within the structure referred to above, and then 
compared with existing techniques using a series of standard test data 
sets. It is shown that the new method compares favourably. 
Surface construction techniques are investigated via a detailed 
comparison based on four different representations:- lofting, B-spline, 
Bezier and-Coons. Using parametric polynomial generator curves, each 
technique has been implemented within a FORTRAN program CADSURF. The 
program simulates the gross features of corresponding commercial 
packages and allows comparison and interrogation. Each surface technique 
is then generalised by introducing the rational curve form, which can 
match conic sections exactly. Finally, it is outlined how the resultant 
surfaces can be controlled. 
Keywords 
Computer-aided design, interpolation, curve design, surface design, 
teaching program, parametric form, rational form. 
Contents 
Page 
CHAPTER 1 OUTLINE OF THESIS CONTENTS. 
CHAPTER 2 : SMOOTH CURVE INTERPOLATION IN CAD. 4 
2.1 Historical Development. 4 
2.2 Aesthetic Assessment of Interpolatory Curves. 16 
2.3 Classification of Local Procedures. 30 
2.3.1 Akima's method. 
2.3.2 Ellis & McLain's method. 
2.3.3 McAllister & Roulier's method. 
2.3.4 Fritsch & Carlson's method. 
2.3.5 Gregory & Delbourgo's method. 
2.3.6 Butland's method. 
2.3.7 The three-part structure. 
2.3.8 Partial developments. 
30 
34 
36 
43 
48 
51 
55 
57 
CHAPTER 3 : A NEW LOCAL PROCEDURE FOR CURVE INTERPOLATION. 59 
3.1 The Three Components Parts of tbe New Method. 59 
3.1.1 Preserved data features. 
3.1.2 Curve segment type. 
3.1.3 Slope algorithm. 
3.2 Assigning Tangent Magnitudes. 
3.2.1 Monotonicity constraints. 
3.2.2 Convexity constraints. 
3.2.3 Feasible regions for the tangent 
magnitudes. 
3.2.4 Formulae for the tangent magnitudes. 
3.3 Summary of the Features of the New Method. 
CHAPTER 4 COMPARISON OF NEW METHOD WITH EXISTING 
TECHNIQUES. 
4.1 Outline of Comparison Structure. 
4.2 Comparison with Six Existing Methods. 
59 
59 
62 
72 
72 
74 
79 
86 
93 
94 
94 
94 
CHAPTER 5 CAD SURF - A TEACHING PROGRAM FOR BASIC 
SURFACE MODELLING. 
5.1 The Black-box Approach to Surface Modelling. 
5.2 Description of CADSURF. 
5.2.1 CAD SURF philosophy. 
5.2.2 CAD SURF structure and features. 
5.3 Using CADSURF to Define a Surface. 
5.3.1 The test surface. 
5.3.2 Modelling a section curve. 
(i) Bezier. 
(ii) B-spline. 
(iii) Coons. 
(iv) Loft. 
5.3.3 Modelling the test surface. 
(i) Bezier. 
(ii) B-spline. 
(iii) Coons. 
(iv) Loft. 
5.4 Comments. 
CHAPTER 6 : RATIONAL SURFACE FORMS. 
Page 
135 
135 
136 
136 
139 
142 
143 
145 
145 
147 
150 
152 
153 
154 
156 
160 
162 
168 
169 
6.1 Motivation for Rational Forms. 169 
6.2 Rational Generalisations of the CADSURF Methods. 170 
6.2.1 Rational Bezier. 
6.2.2 Rational B-spline. 
6.2.3 Rational Coons. 
6.2.4 Rational Loft. 
APPENDIX A INTERPRETATION OF END CONDITIONS FOR SOME 
170 
173 
175 
179 
LOCAL PROCEDURES. 182 
APPENDIX B CURVE AND SURFACE MATHEMATICS FOR CAD SURF . 193 
BIBLIOGRAPHY. 206 
Chapter 1 
OutlIne of ThesIs Contents 
The recent growth in popularity of CAD has widened the 
range of shapes which need to be modelled numerically. This 
has brought to light problems in both curve and surface 
representation. In many instances there is a need to reduce 
the amount of user input; for example by automating aspects of 
the design procedure. The first part of this thesis, comprising 
Chapters 2, 3 and 4, looks in detail at the particular problem 
of automatic smooth curve interpolation. 
Chapter 2 begins with a brief historical development of 
curve interpolation in CAD, from the original spline work of 
Schoenberg [1946] and the CAD pioneer Ferguson [1964] to the 
increasingly popular local procedures initiated by Akima [1970]. 
This is followed by a discussion of mathematical and aesthetic 
shape criteria which characterise a smooth, "visually pleasing" 
curve. Some of the intuitive arguments used here are drawn from 
experience gained during a three-month visit to Austin Rover, 
observing and participating in their design procedures. In 
particular, it is expDiined that when manually 'fairing' a curve 
the designer works locally, modifying small portions of the curve 
independently. It is recognised that this process is emulated 
mathematically by interpolation algorithms based on local 
procedures, and the methods of Akima [1970], Ellis & McLain [1977], 
McAllister & Roulier [1981], Fritsch & Carlson [1980], Gregory & 
Delbourgo [1982] and Butland [1980] are analysed in detail. 
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From this analysis it is recognised that local curve interpolation 
procedures fit naturally into a three-part structure; which in 
turn suggests the possibility of partial developments, i.e. the 
construction of hybrid algorithms using components from different 
methods. 
A new local method for automatic smooth interpolation of 
planar data is introduced in Chapter 3. The new method yields 
a composite curve, made up of parametric cubic (PC) segments 
joined with Cl continuity, which preserves monotonicity, 
convexity and collinearity. The stringent shape preservation 
constraints demand a carefully constructed slope formula, which 
is developed by considering a variety of limiting cases. The 
tangent magnitudes are controlled so that the PC segments have 
similar fullness to conic sections. 
Chapter 4 presents the results of comparing the new method 
with the six existing local procedures analysed in Chapter 2. 
The comparison is based on a selection of test data sets, due 
to Akima [1970], Pruess [1979] and Fritsch & Carlson [1980]. 
The new method is found to compare favourably with the best of 
the existing methods. 
In the second part of the thesis attention is turned to the 
fundamentals of surface modelling in CAD. A teaching program 
called CAD SURF is introduced, which allows a user to construct, 
interrogate and,modify parametric surfaces using facilities 
analogous to those available in commercial surface modellers. 
The purpose of CADSURF is to familiarise the student with the 
basic features and limitations of four common CAD surface 
3 
modelling techniques - Bezier, B-spline, Coons and Loft -
within a single program. CAD SURF therefore allows easy comparison 
of the methods without the need for familiarity with several 
different packages. 
Chapter 5 describes a typical CADSURF session, following 
the steps a user would take to model the same test surface using 
each of the four methods in turn. CAD SURF graphics depicting the 
resultant surfaces is shown, and the salient features of each 
method are summarised. Ball [1983] has detailed the mathematical 
principles behind these methods with the aim of educating the 
mathematically naive designer. CADSURF is a practical extension 
of this process, and has already been used for undergraduate 
teaching. 
Finally, Chapter 6 adopts the rational form to generalise 
each of the surface modelling techniques implemented in CADSURF. 
This enables conic sections to be matched exactly, and it is 
outlined briefly how the extra freedoms could be controlled. 
4 
ChaPter 2 
Smooth Curve Interpolation in CAD 
2.1 HISTORICAL DEVELOPMENT. 
Since the advent of computers in engineering, designers have 
required numerical representations of their curves. Conventionally 
this has involved picking off a number of points which define the 
shape and interpolating them with a mathematical curve. 
The first popular curve form in CAD was the parametric spline, 
developed initially by Ferguson [1964]. The fundamental work on 
splines is, however, due to Schoenberg~ [1946]. Schoenberg chose 
to imitate mathematically the physical shape of a beam in flexure 
in a design context a draughtsmans spline - which is deformed to 
pass through a sequence of co-planar points. The elasticity of 
the beam causes it to adopt the shape which minimises the total 
internal strain energy. 
In an x-y co-ordinate system, the beam shape y(x) is found by 
minimising the integral 
(2.1) 
where a and b are the end limits of the deformed beam. The 
minimisation, subject to y(x) interpolating the data points, is 
achieved via the important simplifying assumption that IY '(x)l« 1. 
The resultant 'small deflection' spUne is the.refore the solution 
to the problem of minimising 
Ib 2 I' = y"(x) dx a 
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subject to interpolation. The solution to this approximate 
problem proves to be a piecewise cubic polynomial curve with C2 
continuity at the data points, which themselves define the 
individual segment joins. This is the basic mathematical spline. 
When splines were first utilised in the CAD context, almost 
twenty years later, it was in the parametric form given by Ferguson 
[1964]. In this form, each spline span is represented by a 
parametric cubic (PC) segment 
+ U 
2 o ~ u :;; 1 (2.2) 
where the r. = [r. 1, r. 2 , r. 3], i = 0,1, ••• ,3, are 3-d vectors. 1 1 1 1 
Using PC segments Ferguson was able to construct twisted 3-d curves 
interpolating points in space. To perform this construction only 
the data point vectors (which define the segment end-points) and 
two additional vectors are required as inputs. Ferguson suggested 
using a slope vector at each end of the spline as the two extra 
inputs, but sometimes zero end curvature is assumed instead, giving 
the so-called 'natural' spline. 
In CAD the advantages of the parametric form of representation, 
for example the ability to compute points sequentially along a curve, 
are well known. Together with ease of construction, this ensured 
the early popularity of parametric splines. However, despite these 
benefits, enthusiasm for splining was tempered by two reservations. 
To paraphrase Brodl ie [1978], "Two main obj ec tions have been 
levelled at cubic splines ..••• their tendency to produce unwanted 
points of inflection •.... their global nature". An example 
illustrating a spline with unwanted inflections is shown in Figure 
2.1. 
6 
Figure 2.1 A cubic spline showing unwanted inflections. 
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Attempts were made to overcome the problem of unwanted 
inflections, a notable example being the "spline-in-tension". 
This particular spline was introduced by Schweikert [1966], who 
proposed that a tension parameter p be introduced into the spline 
equation to simulate physical pulling on the ends of a draughtman's 
spline. Increasing p corresponds to increasing the force of the 
"pull", thereby flattening the spline shape in each segment whilst 
preserving the C2 continuity at the junction points. 
Schweikert noted that p = 0 corresponds to the standard cubic 
spline and that in the limit, as p + 00, the spline reduces to a 
piecewise linear interpolant. In this limit case C2 continuity 
is lost, but in all other cases it is retained. We can appreciate 
these facts by examining the tension spline of Cline [1974], who 
uses a tension parameter 0 (analogous to p) and constructs a 
differential equation in each segment whose solution has the 
desired properties. If we have data points (x., y.), 
1 1 
i = 1,2, ... ,n, 
Cline solves the ordinary differential equation in segment i, given 
by 
f"(x) - 02f (x) = [f"(X i ) - 02y J[(X i +1-X)/hi] 
+ ~"(xi+1) - /Yi+J [(x-xi)/h i] 
(2.3) 
where h. = x. 1 1 1+ - x. 1 and 0 " tension parameter. 
In equation (2.3) we can see that 0 = 0 results in 
f"(x) = f"(x.) LI(x. 1-x)/h.ll + 
1. 1+ 1. 
f" (x. 1) LI(x-x. ) /h .1 
1+ 1 1..J 
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which specifies linear variation of f"(x) Le. the standard 
cubic spline. As cr + 00, however, equation (2.3) reduces to 
which def ines a 1 inear segment between (x., y.) and (x. l' y. 1)' 
1 1 1+ 1+ 
A serious drawback of the "spline-in-tension" is the global 
nature of the flattening effect produced by increasing the tension. 
In part of the spline a large tension may be required to eliminate 
unwanted oscillations. Indeed, Schweikert noted that three 
successive collinear data points (traditionally hand "faired" as 
a straight line) would in general define a straight portion in a 
tension spline only if the tension parameter were infinite. In 
this instance, as described above, the rest of the spline would 
also be piecewise linear and hence unsatisfactory. 
Another disadvantage is the complicated nature of the general 
segment equation, usually involving hyperbolic function evaluations •. 
Pruess [1979] and Nielson [1974] have attempted to overcome this 
by finding piecewise.polynomial alternatives to the "spline-in-
tension". As yet, however; these methods have not been widely 
used in practice, possibly due to the iterative procedures required 
to determine suitable tension values. 
One reason for the unsatisfactory performance of splines in 
certain situations is that they are solutions of an approximate 
proble.m which, for highly curved data, is an inaccurate model of 
the physical situation. We recall that the "small deflection" 
assumption is used in deriving the splines dealt with so far, 
and may be inappropriate for certain data. To avoid this assumption, 
9 
Mehlum [1974] chose to minimise the true integral (2.1) and only 
approximate later in the solution process. Mehlum obtains two 
solutions to the unsimplified spline problem. One results in a 
curve with linear curvature variation along the chord in each 
interval, the other in linear curvature variation with respect to 
arc length. In the first of these solutions, each spline span is 
composed of a number of circular arcs joining with cl continuity. 
This spline is nearly c2 , however, since the circle radii are 
chosen such that the spline curvature (a step function) matches 
the "true" spline curvature to within a desired tolerance. These 
curves form the basis of the KURGLAl spline algorithm. The second 
set of curves is based on piecing together different sections of 
a Cornu spiral, again with cl continuity. These curves are also 
subject to the curvature tolerance and form the basis of the 
KURGLA2 spline algorithm. Both KURGLAl and KURGLA2 are components 
of the AUTOKON shipbuilding system [Mehlum.& Sorenson; 1971]. 
We note here that ad hoc procedures for piecing together 
circular arcs [Bolton; 1975] and Cornu spirals [Pal & Nutbourne; 
1977] have been developed. However, these composite curves have 
the disadvantage that, unlike Mehlum's curves, they are not necessarily 
close to the true spline shape. 
We recall that the second objection to mathematical splines 
[Brodlie; 1978] is their global nature. In practice this means 
that the movement of one data point can alter the shape of the 
entire spline. It was therefore a significant development when 
the so-called B-spline representation [Gordon & Riesenfeld; 1974] 
was introduced. With B-splines, local control over the spline 
10 
shape is possible using a polygon of control points which is 
distinct from the input data points. An example of a B-spline 
curve and control polygon is shown in Figure 2.2. 
Each B-spline span is controlled by four consecutive control 
points and is defined, for the ith span, by 
- 1 2 
u
3] 4 0 b. bi(u) =(;[1 u u 0 , u 1 
-3 0 3 0 b i +1 
3 -6 3 0 b i +2 
-1 3 -3 b i +3 
, 
(2.4) 
Adjacent spans share three common control points, and as a 
consequence any control point influences at most four adjacent 
spans. We therefore see that a spline of n segments has n+3 
associated B-spline control points, as is evident in Figure 2.2. 
The B-spline representation is useful as an interactive design 
tool rather than a one-pass automatic interpolation algorithm. If 
only one pass were allowed, a set of input data points would be 
splined conventionally and the corresponding B-spline polygon 
would be constructed. This initial spline, as outlined previously, 
1 , 
may not have a satisfactory shape. However, interactive repositioning 
of the B-spline control points allows local adjustment of the spline 
shape whilst retaining C2 continuity. In particular, a straight 
line segment can be built into a spline by repositioning four 
consecutive control points on that line. This fact highlights the 
convex hull property of B-splines - each B-spline span lies within 
the convex hull of its four defining control points. Thus the 
b 
I 
Figure 2.2 
Figure 2.3 
11 
A cubic B-spline curve and control polygon. 
p(u) 
A Bezier PC segment and control polygon. 
b 
6 
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entire B-spline curve lies within the convex hull of its polygon 
vertices. 
B-splines have computational advantages [Cox; 1972], [de Boor; 
1972] over standard splines, but the C2 continuity requirement 
still proves restrictive in certain circumstances. Work has 
therefore focussed on composite curve forms which require only Cl 
continuity. An early move in this direction was made by Bezier 
at Regie Renault. In the late sixties he developed a form of 
PC segment which has since become perhaps the most popular in 
CAD. The Bezier curve segment [Bezier; 1972, 1974], [Forrest; 
1972(b)] is defined by 
p(u) [ 1 2 u3] 0 0 0 , 0 , u , 1, = u u Po 
-3 3 0 0 Pl 
3 -6 3 0 P2 
-1 3 -3 P3 L 
(2.5) 
where the Pi' i = 0,1, •.• ,3 form a control polygon in a similar 
way to the B-spline segment. The Bezier control polygon and 
corresponding PC segment are shown in Figure 2.3. 
It is evident from Figure 2.3 that the Bezier polygon is 
closer to the curve segment than the B-spline polygon. Indeed, 
unlike the Ferguson form (2.2) and the B-spline form (2.4), the 
Bezier formulation (2.5) contains vectors, or vertices, with a 
reasonably clear geometrical significance. In Figure 2.3 we 
see that Po and P3 are the two end points of the segment. 
Moreover, P 1 - Po is the tangent direction at Po' and P3 - P2 1S 
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the tangent direction at P3. In addition to these properties, the 
convex hull property mentioned with regard to B-splines also holds 
for the Bezier segment and control polygon. 
Forrest [1972(b») noted the potential for constructing Cl 
composite Bezier curves in the spirit of splining. The essential 
difference is that Cl cubic composite Bezier curves allow direct 
specification of gradient values at the data points, whereas C2 
cubic splines afford insufficient freedom to manipulate tangents 
directly. With composite Bezier curves local shape control is 
also possible, since manipulation of a data point or slope vector 
only affects the (at most) two segments which join there. 
Another form of the PC segment which is amenable to point/ 
slope input is the Hermite segment [Faux & Pratt; 1979). A 
Hermite PC segment is defined by 
r(u) [ 1 2 u3 ) 0 0 0 r(O) , 0 ~ u , 1, = u u 
0 0 0 r(1) 
-3 3 -2 -1 r(O) 
2 -2 r(1) 
(2.6) 
where r(O) = dr(u) I 
- du O· 
u= 
For a Hermite segment the four defining vectors are thus 
the segment end ·points r(O) and r(l), and the end tangent vectors 
. 
r(O) and r(l). This configuration is depicted in Figure 2.4. 
. . 
The end slope vectors r(O) and r(l) can be written as 
I 
reo) 
11 
/ 
/ 
Figure 2.4 
14 
A Hermite PC segment and defining vectors. 
__ r-Je 1,..,)_+- ~ e 1) 
--~ 
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r(O) = A T 
o 0 
where To and Tl are the unit end slope vectors and Ao and Al are 
the corresponding tangent magnitudes. These magnitudes are the 
two extra degrees of freedom that a PC segment offers and a cubic 
polynomial segment does not. They control the interior shape of 
the segment whilst preserving the end tangent directions. For 
example, setting Ao = Al = 0 defines a straight line joining r(O) 
to r(l), whilst increasing Ao and Al produces a curve segment of 
progressively fuller shape. Care must be taken when assigning 
the tangent magnitudes, since large values can cause loops or 
even kinks. It is here that the B~zier form has an advantage 
over the Hermite form. In the B~zier form the tangent magnitudes 
are defined implicitly by the Bezier polygon. The convex hull 
property therefore ensures that a sensibly defined polygon will 
produce a PC segment with an acceptable amount of fullness. 
We now see that composite Cl curveS possess the potential 
for local shape control. One-dimensional cubic polynomial segments 
allow point/slope input at each datum, but PC segments offer the 
tangent magnitudes as additional freedoms to control the interior 
shape of the segment in a localised manner. 
Since the early 1970's local procedures for data interpolation 
have found increasing favour. One reason is that the manual 
"fairing" of smooth curves is a local procedure, a fact which needs 
to be taken into account when emulating the manual technique 
mathematically. This was first noted by Akima [1970]. who perceived 
that "When we try to fit a smooth curve manually •..•.. we draw a 
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portion of the curve based on a relatively small number of 
points, without taking into account the whole set of points". 
Since this early recognition a variety of interpolation 
algorithms based on local procedures have been developed. It is 
now a widely accepted goal in CAD to be able to produce "visually 
pleasing" interpolating curves. Some locally based techniques 
which have acknowledged this include both one-dimensional forms 
[Akima; 1970J, [Ellis & McLain; 1977J, [Fritsch & Carlson; 1980J, 
[McAllister & Roulier; 1981J, [Gregory & Delbourgo; 1982J, and 
parametric forms [Butland; 1980J, [Harada & Nakamae; 1982J. Most 
of these methods work only in terms of planar data. Whilst some 
design curves may be twisted space curves, it has been noted 
[Mehlum; 1974J, [Harada & Nakamae; 1982J that quality of shape 
is usually assessed in planar views. Again, this emulates the 
manual technique. 
In the next section we examine more closely some curve shape 
assessment techniques, and try to quantify what is meant by the 
term "visually pleasing" in the curve design context. 
2.2 AESTHETIC ASSESSMENT OF INTERPOLATORY CURVES. 
Visualising the shape of general twisted space curves is 
more difficult than for planar curves. Experience in the Austin 
Rover Body Office has shown that twisted design curves are best 
assessed using planar projections. These projections are 
traditionally the three orthogonal views x-y, x-z and y-z, where 
the Cartesian co-ordinate system is set up in sympathy with the 
geometry of the design object. 
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Even with three alternative views to consider, a twisted 
design curve may prove difficult to visualise due to apparent 
conflict between different views. An effect sometimes observed 
at Austin Rover occurs in the foreshortened view, where a 
mathematically cl design curve appears to contain a cusp. Such 
an example is shown in Figure 2.5. 
In reality, the tangent vector at the apparent cusp is normal 
to the plane of projection and consequently is of length zero in 
this particular view. There is no guarantee that the tangent 
vectors on either side of the cusp will point in the same direction, 
as is evident from Figure 2.5. The curve shown is in fact a twisted 
Mzier cubic segment with control points [0,0,0], [10,10,5], 
[5,8,5] and [5,2,10]. It is easily verified, using equation (2.5), 
1 that the tangent vector at u = 2 1S [0,0,7.5]. 
If we examine the Cartesian derivative dy(u) dx 
both sides, we find that 
lim {:~(u)} + 00 
u+!-
lim {:~(u) } = - 00 
u+!+ 
1 
as u + 2" from 
which illustrates the apparent discontinuity of 180 0 in the tangent 
direction at u = 2" Clearly this particular view of the curve is 
unsatisfactory for shape judgement purposes. 
In practice, Austin Rover designers avoid the foreshortened 
view for shape assessment, using it only to check compatibility 
between the other two views. Having identified that some views 
of a twisted curve a.re misleading, the question arises, "Given 
18 
2 
Bezier PC segment 
Figure 2.5 An apparent cusp in a smooth space curve. 
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a twisted space curve, what Views should be used to assess quality 
of shape?". As a first step in answering this question, it is 
advisable to try to isolate a view which should not be used. 
The problem is then reduced to choosing two views which are 
orthogonal to the unsatisfactory view. 
In the argument which follows we restrict our attention to 
twisted space curves which are relatively long and thin, such as 
car-body feature lines. We noted above that it was the effect of 
"looking down" the tangent which caused the apparent cusp in 
Figure 2.5. We can perhaps ask whether, for the whole curve, 
there is an "average" tangent direction. If so, the above 
reasoning suggests that this average tangent direction would be 
unsuitable for viewing the curve. 
Assume a space curve p(s) parametrized by normalised arc 
length, so that Ip(s) I = 1. Taking n+l equally spaced points 
along the curve, we defined s. = ics, i = O,I, •.. ,n, where nos = 1. 
~ 
. 
We then sum the tangent vectors p(s.), i = O,I, •.• ,n and take the 
~ 
mean to obtain 
n n • L p(s.) 
i=O ~ 
L p(s.)cs 
i=O ~ 
Taking the limit as n ~ 00 (i.e. as os ~ 0), we find that 
= fo
l 
p(s)ds = p(1) - p(O) 
.:.. 
i.e. Pav is the vector joining the two ends of the curve. 
By an alternative approach, let v = [vI' v2 ' v31 be the 
average tangent vector. The discrepancy between v and p(s), i.e. 
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the distance Iv - p(s)l, is required to be minimised in some way. 
If we evaluate this quantity for each s. (as defined above) and 
1 
then square, add and take the mean we obtain th,,' average squared 
residue 
n • 2 
Ilv-p(s.)1 
i=O 1 
n • 2 
I Iv - p(s.) I os 
i=O 1 
Again, letting n ~ 00 (os ~ 0) we obtain 
r -- fl Iv - ~(s)12 ds 
av 
o 
Since 
we can minimise rav with respect to vI' v2 and v3 ' which entails 
solving the normal equations 
fl (v. - p. (s»ds = 0 1 1 o i 
The solution of (2.7) is v. = p. (I) - p. (0) , 
1 1 1 
v = p(l) - p(O) 
.:.. 
which is identical to p obtained before. 
av 
1,2,3 (2.7) 
i=1,2,3, i.e. 
In a certain sense, then, the foreshortened view is the one 
in which the end points of the curve coincide. Accordingly, two 
views orthogonal to this direction could be considered suitable 
for shape quality assessment. In order to perform this assessment, 
however, we re.quire a set of criteria under which to judge shape 
quality. It has been suggested that an interpolating curve 
should be "shape-preserving" [HcAllister & Roulier; 1981), i.e. 
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shape information in the data should be preserved by the 
interpolating curve. With this in mind. we now describe the 
most popular criteria of shape preservation. 
Firstly. a basic assumption for shape preservation is that 
the interpolant should be Cl continuous. giving a smooth curve 
through the data. A curve is said to be Cl continuous if. and 
only if. its tangent is well defined everywhere. 
Secondly. it has been suggested [Akima; 1970]. [Schweikert; 
1966] that three successive collinear data points should define 
a straight line portion in the interpolant. This is a frequent 
requirement in certain design contexts. 
Thirdly. it is commonly expected [Fritsch & Carlson; 1980] 
that mono tonic data should produce a monotonic interpolant. 
Many objects are designed using a co-ordinate system which is ~n 
sympathy with the geometry of the object. In these cases 
monotonicity. which is axis dependent. may be an essential 
requirement. 
Finally. the criterion of convexity preservation [McAllister 
& Roulier; 1981] has more recently been added to the list of 
"shape preservation" requirements. Convexity is perhaps the most 
intuitive of the shape criteria mentioned so far. yet it is also 
the most mathematically restrictive. 
Having introduced these data features. a rigid definition 
for each is required. In these definitions we assume a set of 
distinct planar data points (x .• y.). i = 1 ••..• n in a Cartesian 
~ ~ 
co-ordinate system, where the x-values are monotonic increasing, 
1, ... ,n-l. 
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(i) Co 11 inearity. 
We.define 3 successive points (x. l' y. 1)' (x., y.) and 
1- 1- 1 1 
(x. l' y. 1) to be collinear iff J.+ 1+ 
- y. Yi - y. 1 1 1-
= 
- x. x. - x. 1 1 1 1-
or = X. 
1 
(2.8) 
Figure 2.6 depicts three collinear points. 
(ii) Monotonicity. 
The data set is said to be monotonic increasing iff 
, i 1, ... ,n-l (2.9) 
and to be monotonic decreasing iff 
i=1, ... ,n-1 (2.10) 
We say that the data set is strictly monotonic when the inequalities 
in equations (2.9) and (2.10) are strict. Note that under these 
definitions constant y-values are both monotonic increasing and 
. decreasing. Figure 2.7 illustrates both types of data. 
(iii) Convexity. 
The data set is said to be convex increasing iff 
(y i+l - y.) 1 
- x.) 
1 
(y. - Y· 1) 1 1-
>- '( -=---=---'-,-) 
x. - x. 1 1 1-
x. 1 > x. > x. 1 ' 1+ 1 1- (2.11) 
y 
o 
(x. , ,y. ,) 1- 1-
23 
x 
Figure 2.6 Three successive collinear points. 
y 
(x. , ,y. ,) 
1+ 1+ 
(x. ,y.) 
1 1 
(x. "y. ,) 1.- 1-
o x 
(a) Increasing. 
Figure 2.7 Monotonic data. 
y 
(x. ,y.) 
1 1 
o x 
(b) Decreasing. 
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or y. 1 > y. > y. 1 1+ ~ 1- x. 1 i 2, ... ,n-1, 
and to be convex decreasing iff 
- y. 1) 1-
- x. 1) 1-
(2.12) 
or y. 1 < y. < y. 1 1+ 1. 1- X. 1 i = 2, .•• ,n-1 • 
We say that the data set is strictly convex when the inequalities 
in equations (2.11) and (2.12) are strict. Note that under these 
definitions straight line segments are considered to be both 
convex increasing and decreasing. Figure 2.8 shows both 
configurations. 
Taken individually, each of the above shape features seem 
reasonable and important enough to be included in our set of shape 
preservation criteria. However, for some sets of data conflict 
occurs between different criteria. Two examples of this conflict 
are shown in Figure 2.9. 
In Figure 2.9(a), point 3 is common to two adjoining groups 
of three collinear points, where the two lines are of different 
gradients. Collinearity preservation is achieved at the expense 
f 1 .. . 3 o C cont1nu1ty at p01nt • In Figure 2.9(b), point 3 is common 
to a group of three collinear points and a horizontal segment. 
~onotonicity preservation forces the flat segment, and collinearity 
preservation thr'ough points 3 -> 5 results in a slope discontinuity 
at point 3. 
At this point we mention a shape constraint not so far 
y 
(x. l'Y. 1) ~+ 1+ 
25 
(x. l'Y· 1) 1- 1-
o x' 
(a) Increasing. 
Figure 2.8 Convex data. 
y 
o x 
(a) Collinear/collinear. 
5 
y 
y 
(x. ,y.) 
1 1 
(x. l'Y. 1) 1- 1-
o x 
(b) Decreasing. 
2 3 
o x 
(b) Horizontal/collinear. 
Figure 2.9 Cl continuity violation for two configurations. 
5 
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considered, that of rotation invariance. This constraint has 
not been included in our set of "shape preservation" constraints 
because it is too restrictive when used in conjunction with 
monotonicity preservation. Figure 2.10 demonstrates why. 
In Figure 2.10(a) the data points and the curve are both 
monotonic. In Figure 2.10(b) the same curve and data have been 
rotated slightly. The data is still monotonic increasing, but 
the curve is now multivalued, i.e. it doubles back on itself. 
This illustrates the axis dependence of monotonicity preservation. 
The only interpolant which can preserve monotonicity and still be 
rotation invariant is the piecewise linear polygon which joins 
the data points with straight lines. Unfortunately, this interpolant 
. f Cl. d' h f h h f 15 0 course not contlnuous an 18 t ere ore not smoat enoug or 
most design applications. This problem is noted by Butland [1980]. 
Our final considerations in this section concern data 
configurations where the preservation of a single data feature has 
immediate ramifications on the form of the interpolant. Consider 
first Figure 2.11(a),which shows monotonic increasing data to the 
left of point 4 and monotonic decreasing data to the right. Point 4 
is common to both regions, so to ensure that the interpolating curve 
has the appropriate monotonicity everywhere we must have a horizontal 
tangent at point 4. Moreover, rotating the data, as in Figure 2.11(b), 
does not alter this requirement as long as the data is still monotonic 
on either side. 
It seems naive to assign a horizontal slope to point 4 
irrespective of the configuration of points around it, other than 
their local monotonicity. This is, however, unavoidable if point 4 
y 
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y 
4 
4 
3 
o x o x 
(a) Data and curve monotonic. (b) Data monotonic, curve not. 
Figure 2.10 Monotonic data and interpolant under rotation. 
y 
o 
(a) 
horizontal tangent 
x 
y 
o 
(b) 
Figure 2.11 Treatment of local data extrema. 
horizontal tangent 
4 
x 
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is to be regarded as the junction of two monotonic data sets. 
If this assumption is not made, a non-zero slope (dependent on 
surrounding data points) can be assigned, producing a segment 
containing a maximum to either the right or left of point 4. 
This segment can be thought of as a transitional ''buffer'' between 
the two different data features. 
A similar argument can be applied to the merging of convex 
increasing and convex decreasing data. Such a configuration is 
shown in Figure 2.12. 
The situation differs from the monotonicity case in that the 
two convex regions merge in a segment rather than at a point. In 
Figure 2.12, points 1 + 4 are convex increasing, whereas points 
3 + 6 are convex decreasing. Clearly, the segment between points 
3 and 4 is the overlap region. If we regard this segment as part 
of the convex increasing region, the slopes we assign to points 3 
and 4 will conflict with the convex decreasing feature from points 
3 + 6. Equally, if we regard segment 3 + 4 to be part of the 
convex decreasing region, the resultant slopes are not compatible 
with the convex increasing feature from points 1 + 4. In practice 
we allow segment 3 + 4 to absorb the transition by assigning convex 
increasing slopes to points 1 + 3 and convex decreasing slopes to 
points 4 + 6. This results in an inflection segment between points 
3 and 4, which fills a similar role to the buffer segment in the 
monotonicity case. 
We have thus highlighted some data configurations which require 
extra scrutiny in order that satisfactory interpolants may be 
produced. It is clear that a set of shape preservation criteria 
29 
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4 
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Figure 2.12 Merging of convex increasing and convex 
decreasing data. 
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cannot always be obeyed totally without forfeiting the smoothness 
of curve that one naturally expects. With these considerations 
in mind, we have developed in this section means of quantifying 
the rather vague concepts of "visually pleasing" and "shape 
preserving". Using the shape criteria described above, we are 
now in a position to appraise the existing local procedures for 
curve generation. 
2.3 CLASSIFICATION OF LOCAL PROCEDURES. 
We noted in Section 2.1 that, in the area of smooth curve 
interpolation, local procedures have come to the fore in recent 
years. In Section 2.2 we found that the shape information inherent 
in curve data is meaningful only in planar views. We also decided 
that this shape information should be quantified in some way, 
and therefore established a set of shape preservation constraints 
to help us produce and assess "visually pleasing" curves. 
We now undertake a classification of local curve interpolation 
procedures, which are found to fall naturally into a common three-
part structure. We begin with a review of some well-known local 
techniques. 
2.3.1 Akima's Method. 
The current interest in local techniques was initiated by 
Akima [1970). As described in Section 2.1, this work signalled a 
departure from the spline-based methods popular at that time. 
In his method Akima uses a cubic polynomial as the basic 
curve segment, one between each pair of data points. Acknowledging 
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that a cubic polynomial segment is defined totally by its end 
points and end slopes, Akima proposes a local procedure for 
obtaining suitable slope values. Given that Akima's method can 
only treat data which is single valued, we assume x. 1 > x., 
1+ 1 
i ~ 1,2, ••• ,n-1 and adopt the following notation:-
Data set (x. ,y.) , 
1 1 
i 1,2, ... ,n 
Forward differences Ilx. = 
1. 
t,y. = y. 1 - y; , 
1. 1+ .... 
i = 1,2, ••• , n-1 
Chord slopes 
Curve slopes 
m. 
1 
t., 
1 
t,y./t,x. , 
1 1 
i=1,2, ... ,n-l 
i=1,2, ... ,n 
Akima's slope algorithm assigns a slope value t. to each 
1 
data point i based on the point itself and two points on either 
side, requiring a 5-point formula. Figure 2.13 illustrates the 
configuration. 
In Figure 2.13 the slope value t3 for point 3 is calculated 
using points + 5. Assuming the notation given above, the slope 
formula used by Akima is 
Im4 - m31 m2 + I m2 - m1 I m3 
I m4 - m3 I + I m2 - m1 I 
which gives t3 as a convex combination of m2 and m3• Note that 
if m2 and m3 are of opposite sign t3 can be zero. 
The formula (2.13) has a number of interesting properties. 
(2.13) 
Firstly, it preserves collinearity of three successive collinear 
points by assigning the correct slope, the slope of the line, 
to each of the points. This ability is only possible with at 
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5 
o x 
Figure 2.13 Data required for Akima's slope algorithm. 
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least a 5-point formula. The formula can only break down if 
Im4 - m31 = 1m2 - m1 I = 0, which geometrically corresponds to 
the situation where two sets of 3 collinear points meet at 
point 3. This configuration was described in Section 2.1 and 
depicted in Figure 2.9(a). To resolve this problem Akima 
recommends setting t3 = f (m2 + m3), but this of course will not 
preserve the col linearity on either side of point 3 unless 
m2 = m3 · 
A second property of formula (2.13) is that the slope t3 
will always be consistent with local convexity in the data since 
it is a convex combination of m2 and m3 • To be consistent with 
monotonicity, however, the formula must have the property that 
t3 + 0 as either m2 + 0 or m3 + 0 . 
It is easy to show that this is not the case, since 
as m2 + 0 , 
giving in general a non-zero t3' In short, formula (2.13) is 
only able to preserve collinearity, because without interior 
shape control consistent end slopes are not enough to ensure 
convexity or monotonicity. 
Akima uses formula (2.13) at every data point. To do this 
it is necessary to generate two extra points beyond each end of 
the data using an extrapolation technique. Akima does this by 
fitting a quadratic through the three end points (either 1,2 & 3 
or n-2, n-1, n) and reading off two extra points. The.se extra 
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points can then be regarded as an extension of the data set for 
the purposes of applying the slope algorithm, enabling every 
slope to be calculated in the same way. It is not immediately 
apparent whether such a procedure would always give acceptable 
results. Therefore, since the end conditions can affect the 
curve shape significantly, a detailed analysis of Akima's and 
the other end conditions reviewed in this section is given in 
Appendix A. 
We can summarise Akima's method in the following table:-
METHOD SEGMENT TYPE SLOPE FORMULA PRESERVED FEATURES 
Akima [1970] cubic polynomial 5-point 1 .. C contLnuLty, 
collinearity 
Table 2.1 Summary of the features of Akima's method. 
2.3.2 Ellis & McLains Method. 
In contrast to Akima, Ellis & McLain [1977] approach the 
"smooth" interpolation problem from an algebraic, rather than 
geometric, standpoint. They use the same cubic polynomial 
segment 'as Akima, viz: 
f. (x) 
L 
x.~x~x·l' L L+ 
where P2 = (3m; - 2t. - t. l)/~x. 
.... 1. 1+ 1. 
and 
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Again, only single-valued data can be processed, but the slope 
algorithm is totally different. The procedure is as follows:-
For i = 3,4, ... ,n-2 : 
A cubic polynomial s.(x) is constructed which interpolates 
1 
(x. l' y. 1)' (x., y.) and (x. l' y. 1)' The remaining degree 1.- 1- 1. 1. 1.+ 1.+ 
of freedom in s. is used to obtain a least squares fit to 
1 
(x i _2 ' Yi-2) and (x i + 2 ' Yi+2)' The squared discrepancies at 
x. 2 and x. 2 are weighted by w. 2 and w. 2 respectively, where 
1.- 1+ 1- 1+ 
-2 
w. 2 = (x. 1 - x. 2) 1- 1- 1-
in order to reflect the relative proximity of the two outer 
points to the central point. Having constructed s.(x), the 
1 
slope t. at point i is then given by 
1 
t. = s! (x.) 
1 1 1 
i = 3,4, ... ,n-2 
This is clearly a 5-point procedure. 
For i = 1,2,n-l,n : 
Cubic polynomials sl(x) and sn(x) are constructed to 
interpolate points 1 + 4 and points n-3 + n respectively. The 
slopes t., 
1 
i = 1,2,n-l,n are then given by 
t. = s l' (x. ) 
1 1 
i = 1,2 t. = s'(x.), i = n-l,n , 
1 n 1 
which are 4-p6int formulae. This approach is chosen to avoid 
having to generate two extra points at each end of the data. 
The above slope assigning procedure does not take account 
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of the geometrical configuration of the data, yet the slopes 
define the shape of the interpolant totally. One might therefore 
expect the Ellis & McLain method to give unnatural curves in 
certain situations. Indeed, their slope algorithm relies solely 
on the fitting of cubic interpolants, so some of the undulating 
behaviour associated with simple Lagrange interpolation will 
carry through to the curve itself. The advantage of the Ellis 
& McLain method appears to be the small second derivative 
discontinuities that it produces - the results quoted being much 
smaller than the corresponding Akima discontinuities. Nevertheless, 
experience with cubic splines has amply demonstrated that 
mathematical smoothness does not guarantee "visually pleasing" 
curves. 
This method is summarised as follows:-
METHOD SEGMENT TYPE SLOPE FORMULA PRESERVED FEATURES 
Ellis & McLain cubic polynomial 5-point Cl continuity 
[1977] 
Table 2.2 Summary of the features of Ellis & McLain's method. 
2.3.3 McAllister & Roulier's Method. 
McAllister & Roulier [1981] describe a technique for producing 
composite Cl interpolants which preserve both monotonicity and 
convexity. To do this, the cubic polynomial segment form is 
discarded in favour of a segment composed of two distinct quadratic 
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polynomial arcs joined together smoothly. The slope algorithm 
is entirely geometrical and can only deal with single-valued 
data. It is described, with the usual notation, as follows:-
For i ~ 2,3, .•• ,n-l 
If m. 1 m. , 0, set t. ~ 0 
1- 1. 1. (2.14) 
Otherwise, consider Figure 2.14. 
In Figure 2.14(a), (x, y. 1) is defined to be the intersect 
1+ 
point of the chord through (x. l' y. 1) and (x., y.) with the 
1- 1- 1. 1. 
horizontal line through (x i +1 ' Yi+l). We then define 
A I-
x = 2 (x + x i +1)' and finally 
(y i+l - y.) !::.y. 1 1 
t. = = 
1 (;; x. ) (;; x. ) - -
1 1 
In Figure 2.14(b), (x, y. 1) is the intersect point of the 
1-
(2.15) 
chord through (x. l' y. 1) and (x., y.) with the horizontal line 
1+ 1+ 1. 1 
1 -through (x. l' y. 1)· In this case x ~ - (x + x. 1) and so 
1- 1- 2 1-
(y. - y. 1) !::.y. 1 1 1- 1-t. = = 
1 A 
ex. - x) ex. - x) 
1 1 
However, these two cases can be combined into one expression. 
Taking equation (2.15) it can easily be shown that 
whereupon 
!::.y. 
1 
x =-- + x. 
1 
;; ~ ..!.[!::.y i + x. 
2 m. 1 1 1-
(2.16) 
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(x. l'Y' 1) 1.- 1-
o 
Y 
(x. l'Y' 1) 1- 1-
(~,y. 1) 1+ 
(~,y. 1) 
1- (X',y. 1) 1-
m. 
1 
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Figure 2.14 Data configurations for McAllister & Roulier's 
slope algorithm. 
Consequently 
t. 
1 
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l1y. 
1 
= 
(x - X. ) 
1 
2l1y. 
1 
= 
l1y. fm. 1 + 1 1-
2m. m. 1 1 1-
= --'=---=--=-
m. + m. 1 1 1-
l1X. 
1 
which defines t. as the harmonic mean of m. 1 and m .• Similar 
1. 1.- 1. 
treatment of equation (2.16) gives the same result. 
For i = 1 ,n : 
Consider point 1. There are two cases. 
If m1m2 < 0, set tl = 2m1 • 
Otherwise, let x = ± (xl + x2) and set y = t 2 (x - x2) + Y2 • 
Then, define t = 
Finally, set 
'1 • ( : 
Similarly, for point n, 
and hence ( : t = n 
if tm1 " 0 
otherwise 
t = 2m 
n-l 
if tm 1 n-
otherwise 
t 
n-l 
~ 0 
(2. 17) 
(2.18) 
(2.19) 
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The three slope formulae (2.17), (2.18) and (2.19) only 
utilise three data points at a time. Consequently, collinearity 
cannot be preserved. The slope values will always be consistent 
with monotonicity, but for convexity the distinction must be 
made between convex and strictly convex data. According to the 
definition given in Section 2.2, convex data can contain embedded 
straight line segments. Since collinearity is not always preserved, 
nor is convexity. However, strictly convex data will produce a 
convex interpolant. 
The interpolant itself is composed of quadratic polynomial 
arcs, two in each span. To generate each "bi-arc" span it is 
necessary to construct geometrically three points which characterise 
the span shape. One is the join point of the two quadratic arcs, 
whilst the other two lie on the respective end tangents. A typical 
configuration is shown in Figure 2.15. 
In Figure 2.15, the end points of the span are denoted by 
and Q respectively are extrapolated and intersect at R = (rI' r 2). 
The vertical line through R divides the "span box" PP'QQ' into 
two regions. The point V = (vI' vZ) is the intersection of the 
extrapolated tangent t. and the vertical bisector of the region 
1 
to the left of R. Similarly, W = (w1, wZ) is the intersection 
of the extrapolated tangent t. 1 and the vertical bisector of 
. 1+ 
the region to the right of R. Finally, Z = (zl' z2) is the 
intersection of the chord VW and the vertical line through R. 
V, Wand Z are the three characteristic span points. 
y 
P' 
o 
Figure 2.15 
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Construction of characteristic span points. 
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The point Z is the join point of the two quadratic arcs. 
The arc joining P to Z is defined to be the Bernstein quadratic 
polynomial on [Pl' zl] of the polygon PVZ, namely 
(2.20) 
Similarly, the arc joining Z to Q is given by 
(2.21) 
It is easily checked that the two parabolic arcs (2.20) and (2.21) 
interpolate the required end points with the required end slopes. 
The variation diminishing property of the Bernstein polynomials 
ensures that monotonicity and convexity will be preserved if 
v, Z and Ware properly constructed. 
Before summarising McAllister & Roulier's method we mention 
two points. Firstly, the slope formula (2.14) assigns a zero 
slope to a locally extreme data point. This is an example of 
the naive separation of monotonic increasing and decreasing data, 
as described in Section 2.2 and depicted in Figure 2.11. Secondly, 
we predicted earlier that the 3-point slope formulae would not 
preserve cOllinearity. This proves to be the case, since the 
effect of the slopes given by these formulae is to force Z to 
coincide with one of the end points of the span. This in turn 
causes a slope discontinuity at Z, so McAllister & Roulier redefine 
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The resultant curve is then cl but , 
convexity is sacrificed. 
McAllister & Roulier's method is summarised as follows:-
METHOD SEGMENT TYPE SLOPE FORMULA PRESERVED FEATURES 
McAllister & ttbi-arc" Bernste.in 3-point Cl continuity 
Roulier [ 1981] quadratic Monotonicity 
(Strict) convexity 
Table 2.3 Summary of the features of McAllister & Roulier's method. 
2.3.4 Fritsch & Carlson's Method. 
Fritsch & Carlson [1980] developed a technique which uses the 
popular cubic polynomial segment, but they also imposed some shape 
preservation constraints. The slope algorithm works in two stages. 
Firstly, slopes which are of the correct sign to preserve 
monotonicity are produced. Secondly, the slopes are modified so 
that the cubic polynomial segments will be monotonic when these 
refined slopes are used. As with every method examined so far, 
only single-valued data can be processed. 
Fritsch & Carlson use the Hermite form of cubic polynomial 
segment since it is conducive to direct manipulation of slope 
values. We firstly define the cubic Hermite basis functions 
- x.)/IlX}J 
1 1 
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= - 6x. Y[(X. 1 - X)/6X.] 1 1+ 1 
6x. 
1 
2 
where ~(s) = 3s2 - 2s 3 and - s • 
polynomial segment is then given by 
The cubic Hermite 
(2.22) 
It is assumed that the x-values are strictly increasing, and the 
y-values are monotonic. 
The necessary condition given by Fritsch & Carlson for 
monotonicity is 
= 0 
sgn(m.); m. # 0 
1 1 
m. = 0 ~ 
1 
i = 1,2, ... ,n-1 
To establish sufficient conditions, they define 
t. 
1 
et. =-
1 m. 
1 
ti+l B. =--
1 m. 
1 
i.e. a. and 8. are the ratios of the end slopes to the chord 
1 1 
slope. 
(2.23) 
Differentiating (2.22) it is found that a sufficient condition 
for a segment to be monotonic is 
(i) Conditions (2.23) hold and a. + 8. - 2 ~ 0 • 
1 1 
It can also be shown that monotonicity is obtained when 
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(ii) Conditions (2.23) hold and u. + S. - 2 > 0, provided 
1 1 
that either (a) 
or (b) 
or (c) 
2a. + S. - 3 ~ 0 
1 1 
u. + 28. - 3 ~ 0 
1 1 
u. -
1 
2 
1 {(2U i + Si - 3) } 
3 (u. + 8. - 2) 
1 1 
~ 0 holds. 
These constraints correspond to regions of allowable values for 
(a., S.), which are depicted in Figure 2.16(a). 
1 1 
The correspondence between the regions in Figure 2.16(a) 
and the sufficient conditions for monotonicity is as follows:-
Diagonal hatching - condition (i) 
Vertical 11 " (ii) (a) 
Horizontal " " (ii) (b) 
Unhatched Ellipse - " (ii) (c) 
The slope algorithm has two stages, as we have said, the 
first of which is to generate slopes which satisfy the necessary 
conditions for monotonicity. These initial values are found 
using the standard 3-point difference formula 
t. 
1 
o or m. 
1 
= 0 
= j( 0 
(t.x.m. 1 + t.x. 1m .)/(t.x. + t.x. 1) ; otherwise 
1. 1- 1- 1. 1. 1+ 
i = 2,3, .•• ,n-1 
with end condit'ions 
if m1 = 0 or 
otherwise 
(2.24) 
46 
S. 
1 
4 
3 
2 
o 2 3 4 
(a) Individual constraints. 
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Figure 2.16 
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Selected subregions. 
Allowable regions for (a.,S.) • 
1 1 
CI.. 
1 
CI.. 
1 
and 
t = 
n 
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m 1 + ~x 1(m 1 - m 2)/(~x 1 + ~x 2) otherwise n- n- n- n- n- n-
With these values of t., a. and S. are calculated for each 
1 1 1 
segment and tested to check that they lie within the allowable 
regions shown in Figure 2.16(a). If not, (a., S.) is modified 
1 1 
* * * * to (a., S.), where (a., S.) is a boundary point of one of the 
1 1 1 1 
subregions depicted in Figure 2.16(b). These sub regions were 
(2.25) 
chosen by Fritsch & Carlson to minimise the effect that modifying 
(a., S.) has on segments i-1 and i+1. They report that, after 
1 1 
testing each sub regions on potential users of the algorithm 
the most popular was that bounded by a. = 0, S. = 0 and 
1 1 
2 2 
a. + S. = 9, i.e. the quarter disc of radius 3 in the positive 
1 1 
quadrant. Using this regio~ if (a., S.) lies outside the circle 
1 1 
* * * * it is modified to (a., S.), where (cr., S.) is the intersection of 
1 1 1 1 
the line through the origin to (a., S.) and the circle. This gives 
1 1 
* * rise to slope values t. and t. l' where 
1 1+ 
* t. ::-
1 
3a. m. 
1 1 * 3S. m. 1 1 
ti+1 = --~2~~~2~!r 
(a. + S.) 
1 1 
This procedure is said to be fast and efficient, always 
giving monotonic curves. However, there is a slight drawback. 
As noted above, there is a certain amount of interdependence 
between neighbouring segments. If the geometry of the data is 
(2.26) 
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such that two neighbouring segments both have initial (~., s.) 
1. 1. 
values which require modification, the final slope values will 
be different depending on which way the data is scanned. Both 
sets of slopes will be allowable, but the curves will be different. 
We summarise the Fritsch & Carlson method as follows:-
METHOD SEGMENT TYPE SLOPE ALGORITHM PRESERVED FEATURES 
Fritsch & cubic polynomial 3-point Cl continuity 
Carlson [ 1980] Monotonicity 
Table 2.4 Summary of the features of Fritsch & Carlson's method. 
2.3.5 Gregory & Delbourgo's Method. 
Gregory & Delbourgo [1982], motivated by the work of Fritsch 
& Carlson, developed a method for obtaining monotonic, Cl interpolating 
curves based on the rational quadratic segment. A significant 
improvement on the Fritsch & Carlson method is that their somewhat 
ad hoc slope modification procedure is no longer required. 
The Gregory & Delbourgo segment equation on [xi' x i + 1] assumes 
single-valued data, i.e.~x. 1 0, and is given by 
1. 
where 
s.(x) 
1. 1 
p.(e)/Q.(e) 
1. 1. 
= Y i if 
if m. 1 ° 1. 
m. 0 
1. 
(2.27) 
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P. (e) 
1 
Q. (e) 
1 
m.e
2 
+ (t. 1 + t.)e(l-e) + m.(1-e)2 
1. 1+ 1. 1. 
and e = (x - x.)/6x. 
1 1 
The form of s.(x) guarantees monotonicity provided that Fritsch 
1 
& Carlson's necessary condition for monotonicity (2.23) is 
satisfied. This condition is therefore also sufficient for the 
segment form s.(x) given above. 
1 
To obtain slopes which satisfy condition (2.23), Gregory & 
Delbourgo pass over the 3-point difference formula (2.24), which 
is shown to be discontinuous in the limit as either m. or m. 1 
1 1-
approaches zero. Instead, they propose a non-linear formula 
which avoids the problem, given by 
t ~ = 
1 
o if = 0 
m.m. l;1(Y'·l -
1 1- L 1+ y. 1) / (x. 1 - x. 1)] ; otherwise 1- 1+ 1-
i = 2,3, ... ,n-1 (2.28) 
with end conditions 
o o 
otherwise 
and 
o if Y - Y 2 = 0 n n-
t 
n 
otherwise 
(2.29) 
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Formula (2.28), which is' derived from the rational linear 
fit to (x. " y. ,), (x., y.) and (x. l' y. ,), can be expressed 1- 1- 1. 1. 1+ 1+ 
as 
t. = 
1 
o if = 0 
m.m. , (,~x. + /::'x. ,)/(/::,x.m. + /::'x. ,m. ,) ; otherwise, 
1. 1- 1. 1- 1. 1. 1- 1-
i=2,3, ... ,n-1 (2.30) 
which is a weighted form of the harmonic mean formula (2.17) 
used by McAllister & Roulier. 
The Gregory & Delbourgo interpolant preserves monotonicity 
but not convexity. However, it is shown in the next chapter 
that the segment (2.27) is not the most general rational quadratic 
which preserves monotonicity, and that the extra freedom can be 
used to achieve convexity preservation as well. Nevertheless, 
the curves produced by the above procedure are "visually pleasing", 
resembling the Fritsch & Carlson curves but allowing greater 
fullness in steep regions. The method is summarised as follows:-
METHOD SEGMENT TYPE SLOPE ALGORITHM PRESERVED FEATURES 
Gregory & rational quadratic 3-point C' continuity 
Delbourgo Monotonicity ['982] 
Table 2.5 Summary of the features of Gregory & Delbourgo's Method. 
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2.3.6 Butland's Method. 
The final method which we look at in detail is that of 
Butland [1980]. As with Gregory & Delbourgo, Butland draws upon 
the work of Fritsch & Carlson to preserve mono tonicity in the 
interpolant. However, in a significant departure from the methods 
reviewed hitherto, Butland uses the parametric form of cubic 
polynomial to interpolate the data. In Section 2.1 we described 
the ability of the PC segment to define multivalued curves. 
Butland allows such curves where the data demands it, but her 
shape preservation arguments deal with planar, monotonic data. 
She does not give an explicit equation form, but we can assume 
the Hermite representation since it is amenable to point/slope 
input. 
The slope algorithm sets out to preserve monotonicity in 
the data. Butland specifies that the formula should be symmetric 
to ensure the same result whichever way the data is scanned. She 
also concludes, in agreement with Akima and others, that a suitable 
slope value at a point should be bounded by the chord slopes 
which meet there. To describe the slope algorithm we adopt 
Butland's notation which allows v to denote either x or y, since 
they are now independent functions of the parameter, say u. 
The slope algorithm works in component form, defining 
dv . ...:... 
1 
o if I1v. I1v. 1 ~ 0 1 1-
2I1v.l1v. l/ fl1v . + I1v. 1J 
1 1- L 1. 1-
i 
otherwise 
2,3, ... ,n-1 (2.31) 
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Once again we see the harmonic mean formula, together with 
the zero-derivative naive separation of increasing and decreasing 
data. Butland uses the terms 'single-valued' for monotonic x. 
~ 
and 'monotonic' for monotonic y., but we do not make that 
~ 
distinction here. 
The allowable regions depicted in Figure 2.16(b) can be 
applied to x(u) and y(u) independently. By convention u varies 
between 0 and . h h f . h . th ~n eac segment. T ere ore, 1n t e ~ segment, 
the values a. and S. in Figure 2.16(b) correspond to dv. and dv. l' 
1. 1. 1. 1+ 
allowing the Fritsch & Carlson analysis to be applied. Examining 
(2.31) we see that dv. is zero if either ~v. or ~v. 1 is zero. 
1. 1. 1.-
Also, dv. increases monotonically with increasing ~v (or ~v. 1)' 
1. i l-
and consequently 
o , \ dv. i , 2 min ( I ~v. I, I ~v. 1 'I ) • 
1. 1. 1.-
Thus dv. is always within the allowable regions derived by 
~ 
Fritsch & Carlson. It follows that if the xi v~lu~s are monotonic, 
so is x(u), and similarly if the y. values are monotonic, so is 
~ 
y(u). The composition of x(u) and y(u) will therefore always be 
monotonic. 
Having applied (2.31) to both x and y, the explicit slope 
value t. = dy./dx. is given by 
~ ~ ~ 
r if , 0 ~y. ~y. 1 ~ 0 ~ ~-
t. 
'" 
if ~x. ~x. 1 , 0 
~ ~ 1-
m.m. 1 (~x. + ~x. 1) 1. 1- 1. 1-
(~x.m. + ~x. l m. 1) 1. 1. 1- 1-
otherwise, 
i = 2,3, ... ,n-l (2.32) 
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The general t. is identical to that of Gregory & Delbourgo {see 
~ 
equation (2.30». 
For end conditions, Butland first constructs the cubic 
segment which interpolates the penultimate point with the correct 
slope {given by formula (2.32» and the end point with zero 
second derivative. The required end slope is then taken to be 
the slops of this cubic at the end point. This leads to end slope 
formulae 
and 
t1 
t 
n 
( 
= 
3m1{[,x 1 + flx2) 
(flx 1 + 3[,x2) 
m1 (3[,y 1 + fly 2) 
3 {fly 1 + fly 2) 
m1{[,x 1 + flx 2) {3flx 1m1 + flx2m2) 
([,x 1m1 + flx2m2) {311x 1 + [,x2) 
3m
n
_1{flxn_1 + [,xn_2) 
(llx
n
_1 + 311xn_2) 
mn_1{311Yn_l + llYn_2) 
3 {IlYn_1 + "Yn_2) 
otherwise , 
+ llx 2m 2) n- n-
Whereas the general slope formula (2.32) is identical to that 
of Gregory & Delbourgo, the end slopes are slightly different. 
Butland's curves preserve monotonicity but not convexity. 
otherwise. 
(2.33) 
However, as we shall demonstrate in the next chapter, the PC segment has 
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sufficient freedom to preserve both data features. Despite 
this. But land 's curves are in general "visually pleasing" and 
resemble those of Gregory & Delbourgo. This is in some measure 
due to their common root in the Fritsch & Carlson work. but also 
because both the rational quadratic of Gregory & Delbourgo and 
the PC segment of Butland allow appreciable curvature in regions 
of steep slope. unlike the popular cubic polynomial segment. 
Finally we note that vertical segments (~x. = 0) can be 
~ 
accommodated as well as horizontal ones (~y. = 0). We thus 
~ 
summarize Butland's method as follows:-
! METHOD SEGMENT TYPE SLOPE ALGORITHM PRESERVED FEATURES 
Butland [ 1980] parametric cubic 3-point Cl. . cont~nu~ty 
Monotonicity 
Table 2.6 Summary of the features of Butland's method. 
We have now examined in detail the inner workings of some 
popular local procedures for the generation of "visually pleasing" 
curves. We note here the existence of other techniques such as 
those of McLaughlin [1983]. who uses quadratic segments in convex 
regions but straight lines in inflection regions, and Harada. 
Kaneda & Nakamae [1984]. who use B~zier parametric curves of 
degree four or more to interpolate the data. Both techniques 
are local. and both address themselves to the. problem of "visually 
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pleasing" interpolation. However, the former technique is not 
yet fully developed. giving unnatural shapes in difficult regions 
and being dependent on the direction in which the data is scanned. 
The latter technique is better defined, being able to treat 
inflection regions, but it utilizes the full parametric freedoms 
to deal with closed. multi-valued and even looping data - data 
which other methods do not consider and for which the notion of 
a "visually pleasing" interpolant is considerably more vague. 
2.3.7 The Three-part Structure. 
A definite common structure emerges from the foregoing review 
of local procedures for curve interpolation. Each method has 
three component parts - a curve segment type, a slope algorithm 
and a set of shape preserving constraints - which characterise 
it. Within each component there is scope for variation. For 
example. as noted by Butland, "Local methods differ in the formulae 
used to calculate values for the first derivatives ••••• : ••• they 
differ in how many data points they consider for each calculation". 
Equally. the curve segment types vary, including cubic polynomial. 
"bi-arc" quadratic, rational quadratic and parametric cubic. 
We saw in Sections 2.3.1 + 2.3.6 that the shape preserving 
constraints adopted by the various methods also differed, each 
being a subset of the 'complete' set established in Section 2.2. 
We can now introduce a new classification of local procedures 
for curve interpolation based on this three-part structure. Table 
2.7 presents the complete classification of the methods reviewed 
in this section. 
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METHOD SEGMENT TYPE SLOPE PRESERVED : 
ALGORITHM FEATURES 
AKlMA CUBIC POLYNOMIAL 5-POINT Cl CONTINUITY, 
[ 1970) COLLINEARITY. 
ELLIS & 
Cl CONTINUITY. McLAIN CUBIC POLYNOMIAL 5-POINT 
[1977) 
McALLISTER Cl CONTINUITY, 
& ROULIER "BI-ARC" QUADRATIC 3-POINT HONOTONICITY, 
[ 1981 J (STRICT) 
CONVEXITY. 
FRITSCH & Cl CONTINUITY, 
CARLSON CUBIC POLYNOMIAL 3-POINT HONOTONICITY. 
[ 1980) 
GREGORY & Cl CONTINUITY, 
DELBOURGO RATIONAL QUADRATIC 3-POINT HONOTONICITY. 
[1982) 
BUTLAND Cl CONTINUITY, 
[ 1980) PARAMETRIC CUBIC 3-POINT HONOTONICITY. 
Table 2.7 Complete three-part classification of local procedures. 
Having classified local procedures in this way, we note 
immediately that there is some interrelation between the different 
classification categories. For example, Akima chooses to preserve 
collinearity, which in turn necessitates a 5-point (at least) 
formula. On the other hand, McAllister & Roulier preserve both 
monotonicityand strict convexity, so they require a segment more 
flexible than the simple cubic polynomial. This indicates that, 
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as a matter of course, component parts should be chosen to be 
compatible. This is best done by choosing according to the 
following priority:-
(i) Preserved features. 
(ii) Segment type. 
(iii) Slope algorithm. 
This ordering is reasonable, since a designer is unlikely to 
have any a priori ideas about the form of a curve other than 
general shape preservation requirements. Having established a 
set of constraints, a segment type can be chosen which is capable 
of accommodating them. Finally, the slope algorithm can be 
formulated to yield values which are consistent with the constraints. 
We note here that within the category' slope algorithm' we must 
include the treatment of the end points. A detailed analysis of 
the end conditions of the methods reviewed in this Section is 
given in Appendix A. 
2.3.8 Partial Developments. 
Although we have noted some interdependence between the 
different classification categories, each essentially stands 
alone as an individual component. This component structure 
suggests the possibility of partial developments, taking compatible 
components from different methods to form a new method. 
To some extent, partial developments exist already. We 
have shown in the reviews in this Section that there is a certain 
similarity between some of the slope algorithms. Also, the cubic 
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polynomial is easily the most commonly chosen segment type, 
though it may appear in different forms according to the 
applications required. 
Partial developments offer the potential to improve methods 
which are already adequate, by exchanging the weakest component 
with a stronger but compatible one. The three-part structure, 
together with the concept of partial developments, therefore 
provides the framework for an iterative process of component 
exchange. The convergence criterion for this process is that 
the interpolant produced be "visually pleasing" to the designer. 
Whilst a single set of test data may yield several candidates 
for the title "best interpolant", a wider range of tests should 
produce a more decisive result. 
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Chapter 3 
A New Local Procedure for Curve Interpolat1on 
3.1 THE THREE COMPONENT PARTS OF THE NEW METHOD. 
The new method presented in this chapter is designed to 
deal with planar data points (x .• y.). i = 1 ••••• n. and so is 
1 1 
comparable with the methods reviewed in Chapter 2. It is assumed 
that the data is mono tonic in x. avoiding the possibility of 
doubling back. but that the y values are arbitrary. allowing 
undulations. The new method falls naturally into the three-
part structure introduced in Chapter 2. and it is within this 
structure that the features of the method are described. 
3.1.1 Preserved Data Features. 
The new method preserves monotonicity. convexity and 
collinearity as defined in Section 2.2. Cases where two of these 
features conflict with Cl continuity. as described in Section 2.2. 
are detected by the slope algorithm. When this happens a CO 
curve is produced which preserves all three data features at the 
f 1 .. cost 0 C contlnulty. Although this may not always be desirable. 
it is pointed out that the ability to obtain predictable corners 
within an otherwise Cl curve has potential as a design tool. 
3.1.2 Curve Segment Type. 
The curve segment form used in the new method is the 
parametric cubic (PC) segment. The PC segment has more freedoms 
than the cubic polynomial segment. and the extra freedoms provide 
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the scope to preserve all three data features given above. The 
method of Butland [1980] described in Section 2.3.6 also uses 
the PC segment but. as mentioned there. not all the available 
freedoms are utilised. 
The PC segment has a form which is unbiased to either the 
x- or y-axis. This is particularly useful when treating the 
class of data which is monotonic in both x and y. since this 
data also shows no bias to either axis. A related feature of 
the PC segment is that it can cope with steep. or even vertical. 
slopes as easily as horizontal ones. Consequently PC segments 
possess greater fullness in steep areas than the corresponding 
cubic polynomial segments. 
In the analysis that follows we use the Bezier form of PC 
segment described in Section 2.1. We recall that the equation 
of a B~zier PC segment is given by 
~-p(u) [ 1 2 u3 ] ol u u 0 0 I Po .0';;u';;1. 
-3 3 0 0 I P1 
3 -6 3 0 P2 
-1 3 -3 
L P3 J 
where for our purposes the Pi' i = 0 •...• 3. are 2-dimensional 
vectors defining"the segment shape. 
The end derivatives are easily found to be 
(3.1) 
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which, if we define Pl - Po [X , Y ]T 
o 0 
can be written as 
1'(0) = p(1) = 
If we assign end slopes to and tl at u = 0 and u 
the relat ions 
Y = t X 
000 
T [Xl' y 1] , 
(3.2) 
1 respectively 
(3.3) 
hold provided neither slope is vertical. If (3.3) holds then 
(3.2) becomes 
p(1) = 
and the tangent magnitudes are 
(3.4) 
If either end slope is vertical we write 
i = 0 or 1 , 
and the tangent magnitude is 
. 
IpW I = i o or 1 , (3.5) 
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Equations (3.4) and (3.5) illustrate the two extra freedoms, 
X
o
' Xl and Y
o
' Y1 respectively, that the PC segment possesses 
once the end slopes t and t have been specified. Since these 
o 1 
freedoms control the interior shape of the segment they must be 
given suitable values. A procedure for doing this is described 
in Section 3.2. 
3.1.3 Slope Algorithm. 
The slope algorithm is motivated by that of Akima [1970], 
who suggests that collinearity should be preserved as a data 
feature. Like Akima's formula, the new slope algorithm is a 
5-point scheme which defines the slope value at the central 
point as a convex combination of the two chord slopes which meet 
there. However, instead of chord slopes the new algorithm works 
in terms of chord angles for reasons which will be 
discussed later. The configuration is depicted in Figure 3.1. 
In Figure 3.1 we have five consecutive data points numbered 
1 + 5. The angles e., i = 1, .•• ,4, are the chord angles, i.e. 
~ 
the angles made by each chord with the x-axis. ·The chord slopes 
m. are therefore given by m. = tan e., i = 1, .•. ,4. The angle 
~ ~ ~ 
~3 is the required slope angle at point 3, and the required 
slope is therefore t3 = tan ~3' 
The basic formula used to calculate ~3 is a convex combination 
of 82 and e3 , namely 
~3 = a, B ~ 0 
a + B I 0 (3.6) 
y 
o 
Figure 3.1 
y 
o 
(a) 6 = 0 2 
Figure 3.2 
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5 
4 
~!3 __ _ 
_ '1 ~2 ___ _ 
x 
The configuration for the slope algorithm. 
y y 
4 , 
3 2 
<1>3 
3 
; 2 43~4 , , -
x 0 x 0 x 
(b) 82 = n 12 (c) 62 - n/2 
The limiting cases for monotonicity. 
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This formula ensures that min(8Z' 83) ~ ~3 ~ max(8Z' 83), so 
the slope t3 = tan ~3 will be compatible with convexity in the 
data. To be compatible with monotonicity,however, account must 
be taken of the limiting cases where either 8Z or 83 approaches 
the horizontal or vertical. These cases are accommodated by 
varying the values of a and 6, which must therefore depend on 
the chord angles. 
Without loss of generality, consider the limiting cases for 
the chord angle 8Z' The configurations are shown in Figure 3.Z. 
It is clear that, in order to preserve monotonicity between 
points Z and 3 for the above configurations, a straight line 
segment is required. To effect this the slope angle ~3 obtained 
from the slope formula (3.6) must coincide with 8Z in each case. 
Inspecting formula (3.6) we see that these requirements are met 
if 6 = 0 when 8Z = 0, n/Z and -n/Z. With these constraints the 
formula gives slope angles, and hence slopes, which are consistent 
with both monotonicity and convexity. 
To preserve collinearity of three consecutive points, the 
slope angle yielded by formula (3.6) must coincide with the 
chord angle of the straight line through the three points. For 
example, if points 1, Z and 3 are collinear then 8Z = 81 and we 
require that formula (3.6) yield ~3 = 8Z = 81, 
The above constraints on 6 depend only on values of 81 and 
8Z' Therefore, the simplest way to accommodate these constraints 
is to regard 6 as a function of 81 and 82 only, satisfying the 
constraints 
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~(62' 61) ~ 0 
8(0, 61) = S(n/2, 61) = S(-n/2, 61) = 8(6 1, 61) = 0 
(3.7) 
There are many functions which satisfy (3.7), but a simple class 
of such functions is given by 
(3.8) 
The index p can be varied to either suppress (reduce p) or 
enhance (increase p) the disparity between the weightings a and 
S. 
When we apply the above reasoning to a, 63 and 64 we obtain 
the following requirements for a, namely 
(3.9) 
and again we can have 
(3.10) 
We note here that it would be possible to scale a and ~ by 
different positive constants, and use different indices in (3.8) 
and (3.10). However, for the formula (3.6) to be independent 
of the direction in which the data is scanned we must have the 
identical forms given in (3.8) and (3.10). We can now write 
down the general formula for ~., given by 
1 
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F(6 .• 6. 1)6. 1 + F(6. 1,6. 2)6. 1 1+ 1- 1- 1- 1 ~. = --::""(""'6 =--:;'6---=") -'--=.,-:( :-=--'--:,.::-.:::..,)-=-~ F ·'·1 +F6· 1,e· 2 
i = 3, ... ,n-2 
1 1+ 1- 1-
where 
The general slope t. is therefore given by 
~ 
t. = tan ~. 
~ ~ 
Since (3.11) is a 5-point formula we cannot use it on 
points 1, 2 or n-l,n. We thus have two alternatives - supply 
alternative formulae for the end slopes, or generate extra data 
to allow use of (3.11) at all data points. The latter approach 
is taken by Akima [1970]. and we also favour this method. 
(3.11) 
(3.12) 
Provided that we construct our extra data carefully, application 
of formula (3.11) to every data point will produce acceptable 
slopes. To do this, we need to generate two extra chord angles 
at each end of the data. In our analysis we consider the end 
conditions for points 1 and 2, the treatment at the other end 
being similar. 
In Figure 3.3 we depict the three separate end data 
configurations in which 61 ~ O. These cases will be analysed, 
the procedure for 61 < 0 being similar. 
In each of the three cases we generate two extra chord 
angles which continue the trend set by 62 and 61, These extra 
angles, denoted by 6
0 
and 6_ 1, depend only on 62 and 61, 
67 
y y 
2 
o x o x 
y 
3 
o x 
Figure 3.3 The three end configurations for data extension 
wi th e 1 ~ O. 
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The case 0 ~ e1 ~ e2 is depicted in Figure 3.3(a). As 
indicated in the Figure, a natural data extension would be of 
the form 
Such a sequence can be generated using a geometric progression, 
which leads to extra chord angles given by 
0 
e. = 2 ~ 
e. 1 ~+ 
ei +2 
otherwise, i -1,0 (3.13) 
In the other two cases a similar argument is applied, but 
to the angles y. = TI/2 - e., i = 1,0 
1 1 
This yields the following 
end conditions:-
TI 12 e1 = TI/2 
e. (TI/2 - 2 1 8i +1 ) TI/2 - (TI/2 8i +2) 
otherwise, i = -1 ,0 
(3.14) 
For 82 ~ 0 ~ e1 
TI/2 e1 = TI 12 
e. = (TI/2 - 2 1 8 i+ 1) 
TI/2 - otherwise. i -1,0 
" 12 
(3.15) 
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It should be noted that equation (3.15) does not define a 
true geometric progression - the denominator term in (3.14) is 
replaced by TI/2. This change is necessary to ensure that there 
is continuity between adjacent formulae, but a decreasing sequence 
is obtained nevertheless. 
Using similar analysis to the above when 61 is negative, we 
obtain relations which combine with (3.13), (3.14) and (3.15) to 
give the general end conditions:-
e. = 
1 
e. = 
1 
o 
TI /2 
otherwise, 
(iii) For -TI/2 , 61 ' min(O, 62) 
6. 
1 2 (TI/2 + 6i +1) 
-TI/2 + (TI/2 . (0 + mm , 
i=-1,O, (3.16) 
otherwise, i = -1 ,0, 
(3.17) 
otherwise, i=-I,O, 
(3.18) 
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It can be verified that, as 81 and 8Z vary independently on 
[-~/Z, ~/Zl, the composite 'surface' obtained by concatenating 
formulae (3.16), (3.17) and (3.18) is continuous but not differentiable. 
We are thus able to augment the set of chord slopes (6 and 8 1 
n n+ 
are generated analogously), enabling the slope formula (3.11) 
to be applied to every input data point. 
It is recognised that the new slope algorithm is unusual, 
being expressed in terms of chord angles rather than chord slopes. 
The reason is primarily to be able to achieve the zeros necessary 
for monotonicity, convexity and collinearity preservation. If a 
comparable formula in terms of chord slopes were available it 
would be preferable, since the property of scaling invariance 
would also hold. However, it is shown in the following analysis 
that such a function cannot be constructed. 
Assume the slope t3 is a function of mi , i 1 ,Z, ••• ,4, of 
the form (3.11), i.e. 
where f(p,q) has the fOllowing properties:-
(i) Scaling invariance 
f(Ap,Aq) = g(A) f(p,q) , g(A) continuous. 
(ii) Collinearity preservation 
f(p,p) = 0 
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(iii) Monotonicity preservation 
(a) f(O,q) = 0 (horizontal segment) 
(b) f(p,q) + 0 as p + 00 (vertical upwards segment) 
(c) f(p,q) + 0 as p + -00 ( " downwards segment) 
A consequence of (i) is that 
(3.19) 
since 
g(A~) f(p,q) = f(A~p,A~q) = g(A) f(~p,~q) = g(A) g(~) f(p,q) • 
In particular g(O) = 0 , g(1) = (3.20) 
by properties (iii)(a) and (i). 
Let -1 ~ = A , A .;, O. Using this in equation (3.19) we 
obtain 
(3.21) 
Now as A + 00 
Hence, equation (3.21) shows that 
g(A) + 00 as A + ~ 
Property (i) therefore tells us that 
f(Ap,Aq) = g(A) f(p,q) + ~ as A + 00 • (3.22) 
But f (Ap ;Aq) ... 0 as A'" 00 by property (Hi) (b) . 
Clearly property (iii)(b) and equation (3.22) are in conflict. 
The set of required properties of f is therefore inconsistent and 
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we conclude that such an f cannot be constructed. This result 
does not preclude the construction of formulae with all the 
required zeros. For example 
is a simple function of chord slopes p and q which has the 
required zeros, but is not scale invariant. We nevertheless 
adhere to the use of chord angles. 
3.2 ASSIGNING TANGENT MAGNITUDES. 
When suitable slope values have been assigned using formula 
(3.11) we still have two further degrees of freedom, the tangent 
magnitudes. We have already noted the superior design potential 
that these freedoms offer, but they must be ·constrained in order 
that our three data features are preserved. In the following 
sections we derive monotonicity and convexity constraints in 
terms of the tangent magnitudes. The collinearity case is a 
special case of the convexity configuration. 
3.2.1 Monotonicity Constraints. 
We begin with a definition. 
Definition: A PC lieu) [x (u) , T segment = y (u) I , 0 ~ u ~ 1 , is 
monotonic in x iff ,,(u) is of one sign on 0 ~ u ~ 1 , and is 
mono tonic in y iff y(u) is of one sign on 0 ~ u ~ 1. 
Recall the representation of the Bezier PC segment (3.1), 
which can be written 
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p(u) = 3 - 2 2 (l-u) Po + 3(1-u) uPl + 3(1-u) u 3 P2 + u 
We now derive mono tonicity constraints on the PC segment 
(3.23) based on the given definition. We adopt the following 
notation:-
p(u) = [x(u), y(u)]T 
T -[X ,Y ] = Pl - P 
o 0 0 
T [Xl' Y 1] = P3 - P2 
° ~ u ~ 1, 
(3.23) 
Differentiating the PC segment equation (3.23) with respect to u, 
we obtain the x-component derivative 
where 
x(u) = 3[(1-U)2 Xo + 2K(1-u) u + u2 Xl] , 
K=D -X-X X 0 1 
Without loss of generality we consider the case where x is 
increasing, in which instance we require x(u) ~ 0 on [0,1]. 
Substituting u 
x(O) = 
o and u = 1 in 0.24) we obtain 
3X 
o 
which in turn yield the necessary monotonicity conditions 
X ~ 0 
o Xl ~ 0 
Equation (3.24) can be rearranged to give 
The squared term in (3.26) vanishes when u 
0.24) 
0.25) 
(3.26) 
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so x(u) is non-negative if and only if 
Applying the same arguments to the y-derivative y(u), and 
assuming the y-values are increasing and the end slopes to' t, 
are non-negative, we require 
and 
y ~ 0 
o 
If neither end slope is vertical the relations (3.3) hold, 
and we can combine (3.25), (3.27), (3.28) and (3.29) to obtain 
the following conditions on X
o
' X, '-
X ~ 0 
o 
3.2.2 Convexity Constraints. 
Definition: A PC segment p(u) = [x(u), y(u)]T, 0 ~ u ~ " 
2 
. . ff d v
2 
(u) d h . 0 , LS convex L ~ oes not c ange sLgn on < u < • 
dx 
(3.27) 
(3.28) 
(3.29) 
(3.30) 
There are'two data configurations for which a convex segment 
is possible:-
(i) When the chord slope and end slopes are equal. 
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(ii) When the chord slope is sandwiched strictly between the 
end slopes. 
In case (i) a straight line segment is always defined. This 
is convex according to the definition in Chapter 2, and the 
monotonicity constraints developed above ensure that the PC 
segment will not double back on itself. Note that if DX = 0, 
i.e. a vertical chord, then the new slope algorithm described 
earlier in this chapter will also give vertical end slopes. 
Therefore the situation DX = 0 always corresponds to case (i). 
We can express case (ii) algebraically. Since DX # ° we 
have that a convex segment is possible when 
Assuming that (3.31) applies we now develop convexity 
(3.31) 
constraints on the PC segment (3.23) based on the above definition. 
d2 To satisfy the definition we must ensure that ~(u) does not 
dx 
change sign on the open interval (0,1). 
Now 
d [y(u)] 
dx x(u) (3.32) 
We assume, without loss of generality, that the x-values are 
increasing, i.e. that x(u) ~ ° for u € (0,1). 
Furthermore, we do not allow x(u ) = ° for some u € (0,1) 
o 0 
since it corres.ponds to one of the following situations:-
(i) y(u ) = ° and the segment kinks (in general). 
o 
(ii) x(u) has a double root at u and the segment inflects. 
o 
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We therefore have that x(u) > ° for u ( (0,1). 
Differentiating (3.32) we obtain 
Now x(u) > ° on the interval (0,1), so 
2 
if d Y(u) 
dx2 
is not to 
change sign on (0,1) we must have that the numerator 
x(u) y(u) - y(u) x(u) 
is of one sign on (0,1). 
If we define L = Dy - Yo - Yl and recall K = DX - Xo - Xl' 
we can expand (3.33) assuming (3.3) to obtain the requirement 
that 
is of one sign on (0,1). This is satisfied only if (L - t K) 
o 
(3.33) 
(3.34) 
and (t 1K - L) are of the same sign as tl - to' Since tl - to # 0, 
by condition (3.31), we can express this requirement as 
(3.35) 
which simplifies to give the final convexity constraints 
(3.36) 
If one or both end slopes are vertical, i.e. 
(3.3) does not apply, similar constraints can be found in terms 
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We have developed monotonicity and convexity constraints, 
but there are some data configurations which require an inflection 
segment, i.e. a segment containing just one inflection. Such a 
segment is required whenever a convex segment cannot be 
constructed, i.e. when 
and 
(3.37) 
In order to be sure of obtaining only one inflection the 
tangent magnitudes must again be constrained - Figure 3.4 illustrates 
two examples of unacceptable segments which we must avoid. 
We therefore require a definition. 
Definition: p(u) [x(u), T 0 A PC segment = y (u) 1 , ~ u ~ 1 , 
2 
contains one inflection iff d Y(u) changes sign once only on the 
dx2 
interval (0,1). 
To develop inflection constraints we consider the case where 
(3.38) 
the other case being similar. This configuration is depicted in 
Figure 3.5. 
In this situation we require that 
as £ ... 0+ (3.39) 
Using the convexity analysis we see from (3.34) that (3.39) implies 
L - t K > 0 , 
o 
(3.40) 
.y 
o 
Figure 3.4 
y 
o 
Figure 3.5 
/ 
I 
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whence, using the notation m = Dy/DX' we obtain 
Now if t, = to both inequalities are satisfied. 
If t, > to we obtain one meaningful constraint 
x, < 
D (m - t ) X 0 
t, - to 
Similarly, if t, < to we obtain 
X 
o 
(3.4') 
(3.42) 
(3.43) 
In most practical configurations the monotonicity constraints 
(3.30) would dominate either (3.42) or (3.43). Nevertheless, it 
is possible for them to overlap. However, if we take the stronger 
constraints 
(3.44). 
we find that monotonicity and a single inflection are guaranteed. 
In effect, (3.44) defines a sub-region of allowable values 
of Xo and X, which satisfy both mono tonicity and inflection 
constraints. This is perhaps best appreciated by depicting the 
feasible regions of all the algebraic shape constraints derived 
so far. 
3.l.3 Feasible Regions for the Tangent Magnitudes. 
We consider first the configuration which requires the PC 
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segment to be both monotonic increasing and convex. We recall 
that the monotonicity constraints are 
and 
x ~ 0 
o 
The convexity constraints are 
For this configuration we have that 
tl - m m - t 
o < < 1 and 0 < 0 
tl t tl - t 0 0 
right hand· sides in (3.47) are less 
0 < t 
< 1. 
than 
< m < t 1 ' and so 0 
This means that the 
DX' and consequently 
it can be shown that the convexity constraints (3.47) dominate 
(3.45) 
(3.46) 
(3.47) 
(3.46). We therefore have a feasible region for Xo and Xl defined 
by (3 .45) and (3.47), that is 
o , X 
o 
This region is shown in Figure 3.6. 
(3.48) 
In the figure the rectangle OABC is defined by the constraints 
(3.48). An allowable point (X
o
' Xl)' i.e. a point inside the 
region, can therefore be defined as 
. [t 
-:0] X A D 1 0 o X tl o ~ A ~ 1 o 
rm - t~J Xl A1DX[tl (3.49) 
A 
x =0 
o 
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o x =0 1 c x o 
Figure 3.6 
A 
x =0 
o 
o x =0 1 
Figure 3.7 
Feasible region for 0 < to < m < t
l
, 
(monotonic convex segment). 
c x 
o 
Feasible region for 0 < to,tl < m, 
(monotonic inflection segment). 
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The problem of assigning Xo and Xl is therefore equivalent to 
the problem of determining suitable fractional values of Ao' Al' 
The second case we consider is that shown in Figure 3.5. 
Here we have 0 < to < m and 0 < tl < m. The monotonicity 
constraints (3.45) and (3.46) apply as before but the inflection 
constraint is either, 
or, if t 
o 
It was noted in Section 3.2.2 that whichever of (3.50) and 
(3.50) 
(3.51) 
(3.51) applies can overlap (3.46), so we do not have a naturally 
dominant constraint. Moreover, the monotonicity constraints 
(3.46) usually dominate but are restrictions on Xo and Xl as an 
interacting pair. It would be preferable to identify a set of 
constraints, such as (3.48), where Xo and Xl are restricted 
independently; 
A set of such constraints can be obtained if one considers 
the sub-region defined by (3.44) together with the restrictions 
(3.45) that Xo and Xl be positive. It was noted that (3.44) 
satisfies both monotonicity and inflection constraints, so the 
feasible region for X and Xl is defined by 
o . 
This region is shown in Figure 3.7. 
(3.52) 
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In Figure 3.7 we note that the rectangle OABC defined by 
constraints (3.52) is the largest area in which ranges for X 
o 
and Xl can be given independently. The curved boundary represents 
the monotonicity constraint 
D - X - Xl >- - ~ X 0 0 1 
and is seen to pass through A, Band C. 
An allowable point (X
o
' Xl) can be defined as 
x ~ AoDX o ~ A ~ 1 , 0 0 
Xl ~ A1DX o ~ Al ~ 1 (3.53) 
We must again find suitable values for A and Al' 0 
It should be mentioned that if an inflection segment is 
defined by 0 < m < to,tl then 
become A ~ [0 Dy) B ~ [Dy 
't' t 1 0 
points A, 
Dy) 
,- and 
tl 
Band C in 
C ~ [:y , 
o 
Figure 3.7 
0) , and the 
curved boundary represents the constraint 
An allowable point for such a configuration would therefore be 
X = A 
Dy 
o ~ A ~ 1 0 0 t 0 , 
0 
Xl Al 
Dy 
o ~ Al ~ 1 ~ . 
t 1 
(3.54 ) 
The analysis for decreasing data is identical to the above 
for both monotonic convex and monotonic inflection segments. 
When the data is undulating configurations may arise which require 
either convex or inflection segment.s but without monotonicity. 
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The constraints derived above also apply in these cases. 
The feasible regions derived above correspond to geometrical 
constraints on the tangent defining points. In order to illustrate 
this we interpret the constraints geometrically in the following 
diagram (Figure 3.8). 
In Figure 3.8(a) the lengths [psi and [HT[ are given by 
tlDx - D ~tl :J [PS [ Y = DX tl tl - t 0 
and 
Dy - toDx rm - t J [HT[ = = D I 0 (3.55) t - t XLt 1 - to • 1 0 
The algebraic constraints for this monotonic convex configuration 
are given in (3.48). By comparison with (3.55) it is clear that 
geometrically the B~zier slope-defining points (shown as crosses) 
must lie on PH, between P and H, for u = 0, and on HQ, between 
Hand Q, for u = 1. The limiting cases in (3.48) correspond to, 
for the lower limits, placing the slope-defining points for u = 0 
and u = at P and Q respectively, and for the upper limits placing 
them both at H. In the feasible region (Figure 3.6) this is 
equivalent to choosing the origin (X
o
'X1) = (0, 0) and point B 
respectively. 
In Figure 3.8(b) the configuration is such that the feasible 
region is as shown in Figure 3.7, i.e. the point B = (DX' DX)' 
The algebraic constraints (3.52) correspond to placing the slope-
defining point for u = 0 on HPS, between P and S, and for u = 1 
on QTH, between Q and T. The limiting cases in (3.52) correspond 
y 
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to placing the slope-defining points for u = 0, u = 1 at P and 
Q respectively, for the lower limits, and at Sand T respectively 
for the upper limits. Again, in the feasible region this 
corresponds to choosing the origin for the lower limits and the 
point B for the upper limits. We reiterate that (3.52) represents 
only a subset of allowable values for Xo and Xl' but is the largest 
subset for which values can be assigned independently. 
With both algebraic and geometric interpretations of the 
shape constraints we are now in a position to assign suitable values 
to Xo and Xl via the scaling factors Ao and Al. 
3.2.4 Formulae for the Tangent Magnitudes. 
We recall that we must fix the tangent magnitudes by assigning 
values Ao' Al in (3.49), (3.53) and (3.54). For convex segments 
(3.49) applies, i.e. 
~t - m J X A D 1 
0 o XLtl - t 0 
o ~ A ~ 1 , 
o 
and 
Xl = A1DX~:1- \] 
If we set Ao = Al = 2/3 in (3.56) we obtain values of Xo and Xl 
which, when substituted 1n (3.4) give rise to a quadratic PC 
segment, i.e. a parabola. This is a useful reference value 
because parabolas are popular in manual lofting, as indeed are 
(3.56) 
conic sections in general. We thus have a quantitative guideline 
for suitable values of Aa, Al. 
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To derive a specific formula for Ao and Al we construct the 
characteristic triangle of a convex segment, as shown in Figure 3.9. 
If the segment PQ were a true circular arc then [PHI = [HQ[ 
and the ratio MS MH is defined by [Ball; 1977] 
= 
+ sec e 
1 This ratio is always less than 2 and approaches this value 
from below as e + o. A parabola, however, always l!!tl has [MH[ 
and this corresponds to values A 
o 
2 
= A =-
1 3 as we saw above. 
= 
(3.57) 
2 
Although a PC segment cannot define a circular arc exactly, 
it is possible, given the same characteristic triangle with 
[PHI = [HQ[, to construct a PC segment with the same end points, 
end tangents and mid-point as the circular arc. The formula 
which achieves this is 
A 
o 
h f 4b· f h d b t e actor 3 e~ng a consequence 0 t e correspon ence etween 
1 [MS [ / [MH [ = 2 . and A 
o 
2 
= A =-1 3 
Formula (3.58) also gives reasonable values of Ao' Al when 
[PH [ f [HQ [ , which is of course the usual case. We can regard 
these segments as 'ellipse-type' in the same way that the ratio 
above is equal they are 'circle-type'. In general a PC segment 
defined using (3.58) will have fullness between that of an 
elliptic (circular) arc and that of a parabola. We note that 
Ao = Al does not utilise all the freedom available. 
(3.58) 
y 
o 
Figure 3.9 
y 
p 
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Char,acteristic triangle. 
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Figure 3.10 Characteristic rhombus. 
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For inflection segments we draw the so-called 'characteristic 
rhombus' as shown in Figure 3.10. 
Unfortunately, for inflection segments our intuition for 
reasonable values for Ao and Al is more vague than for convex 
segments. We do not have an immediate counterpart of the conic-
type segments generated in the convex case. It is possible, however, 
to adapt the ideas behind (3.58) and develop a generalised conic-
type segment similar to that of Ball [1975]. 
Point A in Figure 3.10 is the intersect of the tangent 
direction at P, and the reflection in PQ of the tangent direction 
at Q. Similarly, point B is the intersect of the tangent direction 
at Q and the reflection in PQ of the tangent direction at P. The 
polygon PAQB thus forms the 'characteristic rhombus'. 
It to = tan~o' tl = tan91 then the x-component of the vector 
->-PA is given by 
pt 
x 
(3.59) 
and the x-component of the vector BQ is given by 
BQ 
x 
(3.60) 
where 
2 B(t) = 1 - m + 2mt (3.61) 
and 
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Defining the X
o
' Xl values to be 
X = A FA 
o 0 x 
(3.62) 
we find that 1.0 = 1.1 = i gives a ratio IMSI : IMHI of 1:2, i.e. 
1 
= 2 (see Figure 3.10). We therefore see that M, Sand H 
in Figure 3.10 are analogous to those same points in Figure 3.9. 
The logical next step appears to be to adapt formula (3.58), 
replacing 6 by y, and defining 
A 
o 
Formula (3.63) suffices when points A and B are both inside the 
box PQRT (and thus within the feasible region defined in Figure 
3.7). Unfortunately, as Figure 3.10 shows, it is possible for 
one or even both of A and B to lie outside the box. Moreover, 
(3.63) 
even with a scale factor defined by (3.63) (which is never greater 
2 than 3 ) the X
o
' Xl values produced by (3.62) are not guaranteed 
to lie within the feasible region (the box PQRT). 
To overcome this problem a final modification of (3.63) is 
employed. It is proposed that, when point A lies outside the 
box (see Figure 3.11), the point A' is adopted as the intersect 
instead of A. Since A'Q
x 
= DX' scaling by A ~ i in (3.62) ensures 
that the B~zier tangent defining point will be inside the box PQRT. 
A similar adjustment is made when point B lies outside the box. 
Figure 3.11 shows these modifications. 
If the chord angle for PQ is e, then the angle 2y subtended 
at A and B is given by 
y 
\ 
\ 
• \ 
o 
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monotonicity preservation. 
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2y = 26 - 4> - 4> 
o 1 (3.64) 
If we adopt the modified rhombus shown above, we must also adjust 
the subtended angles at A' and B' to be 28
0 
and 28 1 respectively, 
where 
28 = 'IT /2 - 4> 
o 0 
28 = 'IT /2 - 4> 1 1 (3.65) 
These modifications can be combined with the general formulae 
(3.62) and (3.63) to obtain a complete set of formulae 
-T 
X A min (PA , DX) 0 0 x 
Xl Al min 
-T 
(BQx' DX) (3.66) 
where 
A 4 (1 H [min(26 -4>1,'IT/2)- 4>o]}r = - + sec 0 3 
(3.67) 
The transitions are thus incorporated continuously by use of the 
'minimum' function, and (3.66), (3.67) can be applied to any 
inflection configuration to obtain values of Xo and Xl which lie 
inside the feasible region shown in Figure 3.7. 
It is interesting to note that formula (3.67) (which is 
virtually forced upon us by the geometry of the problem) makes 
full use of the PC segment freedoms by allowing AO' Al to adopt 
different values, unlike the convex case where AO and Al are 
equal. 
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3.3 SUHHARY OF THE FEATURES OF THE NEW HETHOD. 
In this chapter we have developed a new method for interpolating 
planar data using local procedures. The method preserves monotonicity, 
collinearity and convexity by means of a robust slope algorithm and 
suitable constraints on the tangent magnitudes of the PC segment. 
Where two data features are in conflict a corner is produced, but 
these occurrences are predictable and can be used to embed corners 
within otherwise Cl design curves. 
The curves produced by the algorithm are independent of the 
ordering of the data, but are not invariant with respect to scaling 
of one co-ordinate. Whereas this might be regarded as a drawback 
when interpolating data for which scaling is meaningless, e.g. 
scientific data, it can reasonably be argued that a design curve 
is an entity which is affected by relative scaling of length and 
breadth. This being the case, the loss of the scaling property is 
not detrimental to the results of the new method. Horeover, it was 
shown that we could not construct a slo~e formula which possesses 
the requisite zeros whilst remaining scale invariant. These facts 
influenced our eventual choice of slope formula. 
In the next chapter we apply our method to a selection of 
'standard' test data sets, and compare the results with those 
obtained using the existing local procedures reviewed in Chapter 2. 
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Chapter 4 
Co~parison of New Method with 
Existing Techniques 
4.1 OUTLINE OF COMPARISON STRUCTURE. 
In this chapter we compare the new method introduced in 
Chapter 3 with the existing techniques reviewed in Chapter 2. 
The basis of comparison is a collection of test data sets drawn 
from existing literature on the comparison of interpolation methods. 
It follows that the comparison is unbiased to the new method since 
it utilises established test data. 
The comparison is structured in three parts. Firstly, the new 
method and each of the existing methods reviewed in Chapter 2 are 
applied to three sets of test data. The resulting curves are 
analysed and compared and the two best existing methods are 
nominated. Secondly, the new method and the two best existing 
methods are applied to a further set of test data,' and the results 
are analysed and compared. Finally, an improvement to an existing 
method is suggested and the concept of partial developments is used 
to further enhance the performance. 
4.2 COMPARISON WITH SIX EXISTING METHODS. 
We choose three s~ts of test data, two due to Akima [1970] 
and one to Pruess [1979]. The first data set is given below in 
Table 4.1, and is due to Akima [1970]. 
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i 1 2 3 4 5 6 7 8 9 10 11 
y. 10.0 10.0 10.0 10.0 10.0 10.0 10.5 15.0 50.0 60.0 85.0 
~ 
x. 0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0 9.0 10.0 
~ 
Table 4.1 : Akima test data set 1. 
This data is shown graphically in Figure 4.1. 
Akimats data is monotonic increasing, so it is reasonable to 
expect a monotonic increasing interpolant. However, the data contains 
both flat and steep regions which must be accommodated, making 
monotonicity preservation more difficult to achieve. The interpolation 
methods described in Chapter 2, and the new method introduced in 
Chapter 3, were applied to this test data. The resulting curves 
are shown in Figures 4.2(i) + 4.2(vii), and each Figure is accompanied 
by a table detailing the notable features of the curve. It should be 
noted that the curves are plotted without data point symbols, in 
order to give an uninterrupted view of the total curve shape. The 
point numbers are retained, however, to allow us to refer to 
particular regions of the curve. 
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Figure 4 _ 1 Akima test data set 1. 
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Figure 4.2(i) Akima - test 1. 
Undesirable features slight bump at point 7. 
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Figure 4.2 (ii) Fritsch & Carlson - test 1. 
Undesirable features slight bump at point 7. 
99 
Figure 4.2(iii) McAllister & Roulier - test 1. 
Undesirable features slight corner at point 8. 
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Figure 4.2(iv) Ellis & McLain - test 1. 
Undesirable features bump at point 7, 
dip between points 7 & 8. 
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Figure 4.2(v) Gregory & Delbourgo - test 1. 
Undesirable features slight corner at point 8. 
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Figure 4.2 (vi) Butland - test 1. 
Undesirable features slight corner at point 8. 
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Figure 4.2 (vii) ilew method - test 1. 
Undesirable features slightly too rounded at point 8. 
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For this set of data it is clear that Ellis & McLain's 
method gives the worst curve, but in general the other methods 
cope fairly well. 
The second test data set is also due to Akima [1970], and 
is given in Table 4.2. 
i 1 2 3 4 5 6 7 8 9 10 11 
y. 10.0 10.0 10.0 10.0 10.0 10.0 10.5 15.0 50.0 60.0 85.0 
1 
x. 0.0 2.0 3.0 5.0 6.0 8.0 9.0 11.0 12.0 14.0 15.0 
1 
! 
Table 4.2 Akima test data set 2. 
The y-values in this data set are the same as in Table 4.1, 
but the x-values are now unevenly spaced. The effect of this 
uneven spacing is to accentuate the flatness and steepness of 
different regions of the data, providing a sterner test than the 
first set of data. This data is depicted in Figure 4.3. 
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Figure 4.3 Akima test data set 2. 
The same methods as before were applied to this data set, and 
the resulting curves are shown in Figures 4.4(i) + 4.4(vii). 
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Figure 4.4(i) Akima - test 2. 
Undesirable features slight bump at point 7, 
sharp corner at point 8, 
undulation between points 9 & 10. 
107 
Figure 4.4 (ii) Fritsch & Carlson - test 2. 
Undesirable features bump at point 7. 
corner at point 8. 
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Figure 4.4 (iii) McAllister ~ Roulier - test 2. 
Undesirable features sharp corner at point 8, 
slight corner at point 9, 
segment join visible between points 
9 & 10. 
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Figure 4.4(iv) Ellis & 11cLain - test 2. 
Undesirable features bump at point 7, 
dip between points 7 & 8, 
undulation between points 9 & 10. 
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Figure 4.4(v) Gregory & Delbourgo - test 2. 
Undesirable features slight bump between points 6 & 7, 
slight corner at point 8. 
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Figure 4.4 (vi) Butland - test 2. 
Undesirable features slight bump between points 6 & 7, 
slight corner at point 8. 
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Figure 4 _ 4 (vii) New method - test 2_ 
Undesirable features none. 
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As we would expect, test data set 2 causes more problems 
than test data set 1. As before, Ellis & McLain's method produces 
the worst curve, but those of Akima, Fritsch & Carlson and 
McAllister & Roulier also contain unnatural features. The new 
method and those of Gregory & Delbourgo and Butland therefore 
emerge as best for test data set 2. 
The third test data set is due to Pruess [1979], and is given 
in Table 4.3 
i 1 2 3 4 5 6 7 8 
Yi 523.0 543.0 550.0 557.0 565.0 575.0 590.0 620.0 
x. 22.0 22.5 22.6 22.7 22.8 22.9 23.0 23.1 
1 
i 9 10 11 12 13 
y. 860.0 915.0 944.0 958.0 986.0 
1 
x. 23.2 23.3 23.4 23.5 24.0 
1 
Table 4.3 Pruess test data set. 
This data contains a flattish region at each end and a very 
steep section in the middle. Also, points 2,3 and 4 are collinear 
and are part of a convex region between points 1 and 9. The data is 
depicted in Figure 4.5. 
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Figure 4,5 Pruess test data set. 
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In our third test, the chosen methods and the new method 
25.B 
were applied to the Pruess test data. The resulting curves are shown 
in Figures 4.6(i) + 4.6(vii). 
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Figure 4.6(i) Akima - test 3. 
Undesirable features rippling between points 6 & 8, 
rippling between points 9 & 12. 
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Figure 4.6(ii) Fritsch & earlson - test 3. 
Undesirable features severe rippling between points 6 & 8, 
severe rippling between points 9 & 12. 
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Figure 4.6(iii) McAllister & Roulier - test 3. 
Undesirable features slight kink at point 2. 
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Figure 4.6(iv) Ellis & McLain - test 3. 
Undesirable features severe rippling and undulations 
throughout the curve. 
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Figure 4.6(v) Gregory & Delbourgo - test 3. 
Undesirable features slight flattening between points 
11 & 12. 
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Figure 4.6(vi) Butland - test 3. 
Undesirable features slight bump at point 3. 
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Figure 4.6(vii) New method - test 3. 
Undesirable features slight flattening between points 
12 & 13. 
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The results for our third test data set show once again 
that, for difficult data, the method of Ellis & McLain produces 
totally unacceptable curves. Indeed, the spline-like behaviour 
of these curves (which was anticipated in Chapter 2) greatly 
restricts the range of data sets for which this method will give 
acceptable results. As for the other methods, both Akima and 
Fritsch & Carlson produce sub-standard interpolants to the Pruess 
data, but the remaining methods give more natural looking curves. 
At this point we nominate three methods, Gregory & Delbourgo, 
Butland and the new method, to be the best of those we have 
tested. We therefore focus attention on these methods and test 
them further, using a set of data introduced by Fritsch & Carlson 
[1980]. This data is given in Table 4.4. 
i 1 2 3 4 5 6 I 
y. 0.0 0.00276 4.37498 16.9183 46.9428 94.374 
1 
x. 7.99 8.09 8.19 8.7 9.2 10.0 
1 
, 
i 7 8 9 
y. 99.8636 99.9919 99.9994 
1 
x, 12.0 15.0 20.0 
1 
Table 4.4 Fritsch & Carlson test data set. 
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This data contains a very steep region between points 4 
and 6, a very flat region between points 6 and 9 and a difficult 
"step" feature between points 1 and 4. The data is also convex 
from point 4 onwards, and is depicted graphically in Figure 4.7. 
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40 
Figure 4.7 Fritsch & Carlson test data set. 
Out three chosen methods were applied to the above data set, and 
the resulting curves are shown in Figures 4.8(i) + 4.8(iii). 
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Figure 4.8(i) Gregory & Delbourgo - test 4. 
Undesirable features corner at point 2, 
inflection between points 5 & 6. 
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Figure 4.8(ii) Butland - test 4. 
Undesirable features corner at point 2, 
slightly bulbous between points 2 & 3, 
inflection between points 5 & 6. 
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Figure 4.8 (iii) New method - test 4. 
Undesirable features corner at point 2, 
slight corner at point 4. 
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The most striking feature of the curves in Figures 4.8(i) + 
(iii) is the sharp corner at point 2 in each case. This occurs 
because each method preserves monotonicity in the data, and 
point 2 is the junction of a very flat and a very steep segment. 
In Appendix A it is shown that methods which do not preserve 
monotonicity are likely to produce a 'hook' between points 1 and 
2 instead of the flat 'step' obtained above. This might be 
considered superior from the point of view of smoothness, but 
clearly monotonicity will be lost in the process. 
The inflections produced by Gregory & Delbourgo and Butland 
are attributable to the absence of convexity preservation as a 
shape constraint. The essential difference between these methods 
and the new method is that convexity preservation is guaranteed 
by the new method. Unfortunately, this extra shape constraint 
has the effect in Figure 4.8(iii) of forcing a harsh change through 
point 4, whereas the other methods are allowed more freedom to 
soften this feature. 
We have noted that Butland's PC segment has the scope to 
preserve convexity - this is demonstrated by the new method which 
also uses the PC segment. We may also ask whether Gregory & 
Delbourgo's rational quadratic segment can be made to accommodate 
convexity preservation. It has been suggested [Ball; 1984] that 
this can be achieved if the formulation of Gregory & Delbourgo is 
. '. 
generalised tO,allow unequal weights at either end of the segment. 
Using this more general form we are able to extend a theorem of 
Gregory & Delbourgo [1982] as follows:-
Theorem 
where 
and 
where 
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Let R(x) be a rational function of x such that 
R(x) 
11. = 
~ 
r. (e) 
~ 
p.(e)/Q.(o) 
~ ~ 
= 
f. 
~ 
(f. 1 - f.) /h. ~+ ~ ~ 
11. # 0 
~ 
11. = ° ~ 
e = (x - x.) /h. , 
~ ~ 
Q. (e) = al1.e 2 + (ad. 1 + 8d.)e(l-e) + 811. (l-e)2 
1. 1. 1+ 1. 1. 
a,8 > 0 and sgn(d.) = sgn(d. 1) = sgn(I1.) • 
1. 1+ 1. 
Denoting differentiation with respect to x by primes, and 
with respect to S by dots, we state the following properties of 
R(x) 
(i) 
(H) 
(Hi) 
(iv) 
If 11. # 0 then Q.(e) # 0 , 
~ ~ 
(Interpolation) R(x.) = f. 
~ ~ 
SE [0,1). 
R(x. 1) = f. 1 1+ 1.+ 
(Monotonicity) R(x) is monotonic on [x., x. 1) • ~ 1+ 
Lim {r.(S)/Q.(S)} = f .• 
11.-+0 ~ ~ ~ 
~ 
(v) (Convexity) If sgn(l1. (11. - d.)) = sgn(l1. (d. 1 - 11.)) 
1. 1. 1. 1. 1+ 1. 
then we can find a,S> 0 such that 
Proof : 
( i) 
we have 
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sgn(~.(~. - d.» 
~ ~ ~ 
sgn(6.(d. 1 - 6.» = 
1 1+ 1. 
i.e. we can find a,S such that R(x) is convex on [x. ,x. 1]. 
~ ~+ 
Since sgn(d.) = sgn(d. 1) = sgn(~.), a,S> 0 and ~. ~ 0, 
1. 1+ 1. 1. 
Q( 6) = a~.e2 + (ad. 1 + 8d.)e(l-e) + S~. (1-6)2 
1. 1.+ 1. 1. 
which is a convex combination of non-zero terms of the same sign 
and hence is itself non-zero. 
(ii) 
yields 
Now 
i. e. 
Putting 
Direct evaluation of Rat x. and x. l' ~ ~+ 
R(x.) = f. 
~ ~ 
R(x. 1) = f. 1 1+ 1+ 
R(x) P. (e)/Q. (e) 
~ ~ 
dR dR d6 
so dx = de dx 
R' (x) = (Q .P. 
~ ~ 
P .Q . ) / (h . Q~) 
11. 11 
e = 0 in (4.1) gives 
i.e. e = 0 and 1, 
(4.1) 
R' (x.) 
~ 
(Q.(O)P.(O) - P.(0)Q.(0»/(h.Q2(0» 
1. 1. 1. 1. 1. 
Similarly, e·· 
2 2 2 S ~.d.(f. 1 - f.)/(h.S ~.) 
= d. 
~ 
1. 1. 1+ 1. 1. 1. 
in (4.1) gives 
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(iii) We need to show that sgn(R'(x» = sgn(~.), x E [x.,x. II • 
1. 1. 1+ 
Now R' (x) = • • 2 (Q.(e)p.(e) - p.(e)Q.(e»/(h.Q.(e», so it follows 
1. 1. 1. 1. 11 
that sgn(R'(x» = sgn(Q.(e)P.(6) - p.(e)Q(e». 
1 1 1 
Expanding the numerator, we find that 
Hence 
(iv) 
Now 
Q.(e)P.(e) - p.(e)Q.(e) = h.~~{a2d. le 2 + 2aB~.e(1-6) 
1. 1. 1. 1. 1. 1. 1+ 1. 
sgn(R' (x» { 2{ 2 2 sgn h.~. a d. le + 1. 1. 1.+ 2aS~.e(1-e) 1 
R(x) is monotonic on [x.,x. l l , so it follows that 1 1+ 
min(f.,f. 1) ~ p.(e)/Q.(6) ~ max(f.,f. 1) 
1. 1+ 1. 1. 1. 1+ 
f. 1 ... f. as 
1+ 1 
~ .... 0, and consequently 
1 
p.(e)/Q.(e) ... f. as ~.'" 0 . 
1. 1. 1. 1. 
(v) We have that 
• • 2 
R'(x) = (Q.(e)P.(e) - p.(e)Q.(e»/(h.Q.(e». 
1. 1. 1. 1. 1.1. 
Differentiating again with respect to x we obtain 
R"(x) _ { ~ .. _ .. 1 _ ... ~ . _ . l} { 2 3} 
- Q. Q.P. P.Q'J 2Q. Q.P. P.Q.! / h.Q. 
1. 11 11 1. 11" 11 11 
The numerator above can be simplified to the form 
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Q. rQ•p. - P.Q.] _ ~L1.l. 11 2Q. rQ •F. -1. L 1. 1. ·l p .Q'J 1 1 
where 
2 2{ 3 2 2h. ll. c 8 + cl 8 (1-8) 
1 1 0 
c =Cl2rCld. 1 (d. 1 -11.) o L 1+ 1+ 1. 
2 
cl = 3Cl Sll. (d. 1 - ll.) 
1. 1+ 1. 
2 
c 2 = 3ClS ll.(ll. - d.) 1 1 1 
c3 = S2rSd.(Il. - d.) + Ll.l. 1. 
2 Cl(ll. 
1 
- d.d. l)J . 
1 1+ 
In order that R(x) be convex for x E [x.,x. 1] we require 
1 1+ 
that R"(x) does not change sign on [x. ,x. 1]' This is achieved 
1 1+ 
if 
The signs of cl and c 2 are the same as those of ll.(d. 1 - ll.) 1. 1+ 1. 
and ll.(ll. - d.) provided Cl and S are positive, and are thus 
1 1 1 
identical according to the statement of the theorem. We can 
therefore constrain R"(x) to be of one sign on [xi ,x i +1] by 
requiring that 
., 
sgn r6. (6. L 1 1 sgnrBd.(Il. - d.) L 1.. 1. 1. 
2 
+ Cl(6. 
1 - d.d. 1)1 1 1+ _I 
and 
(4.2) 
Sgn r6.(d. 1 - 6.)J L 1. 1+ 1. sgnr"'d. 1 (d. 1 - 6.) L 1+ 1+ 1. + S(d.d. 1 - 1l~)J . 1. 1+ 1. 
Provided that", and 8 are positive, the first term in each right-
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hand side is of the same sign as the corresponding left-hand 
side. The second terms on the right-hand sides are naturally 
of opposite sign, so it follows that only one of the two above 
equalities places constraints on the relative values of a and 
S. Consequently, we can always find non-unique, positive values 
of a and S which satisfy equations (4.2) and thus guarantee 
convexity. 
We note that the case a = S = 1 corresponds to the standard 
Gregory & Delbourgo rational quadratic as shown in Figure 4.8(i). 
As described already, this curve possesses an inflection between 
points 5 and 6, which is due to equalities (4.2) not being 
satisfied for the given data configuration. If we allow a and 
B to vary (or to be more precise the ratio a B) we can obtain 
a convex segment between points 5 and 6. This is done in 
Figure 4.9(0. 
Unfortunately, the enhanced rational quadratic gives the 
appearance of a corner at point 6. This is due to the slope 
at point 6 being too shallow. We can rectify the situation, 
however, by making use of the concept of partial developments 
described in Chapter 2. If we replace the Gregory & Delbourgo 
slopes by those obtained using the new slope algorithm described 
in Chapter 3, we obtain the curve shown in Figure 4.9(ii). 
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Figure 4.9 (i) Enhanced rational quadratic. 
Undesirable features corner at point 2, 
corner at point 6. 
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Enhanced rational quadratic with slopes 
from new method. 
Undesirable features : c,orner at point 2. 
18 
The curve obtained using the partial development concept has 
eliminated the corner at point 6 and is both smooth and visually 
pleasing. Indeed, this hybrid curve is arguably better than any 
of our three chosen methods in this instance. This demonstrates 
the potential of the partial development technique to combine, the 
best features of different methods to deal with troublesome data 
sets. 
20 
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Chapter 5 
CADSURF - A Teachlng Program for 
Baslc Surface Modelllng 
5.1 THE BLACK-BOX APPROACH TO SURFACE MODELLING. 
Nowadays most CAD systems have a surface modeller. A variety 
of mathematical surface forms have been developed, and many of 
these are now used in commercial systems. In most cases, the 
mathematical complexities of a surface modeller are hidden from 
the user. Indeed, a popular concept is that surface modellers 
are black boxes which can be used effectively without regard to 
the underlying mathematics. However, experience has shown that 
this belief leads to problems of two basic types. 
Firstly, any given surface modelling technique, such as 
B~zier or B-spline, has limitations which render it unsuitable 
for some applications. Specifically, the mathematics may not be 
sufficiently flexible to accommodate a particular shape, a 
shortcoming which cannot be attributed to the designer. Secondly, 
whilst it may be unreasonable to expect a mathematically naive 
designer to understand the subtleties of different surface 
representations, it is equally unlikely that a technique can be 
exploited fully without some knowledge of the underlying mathematics. 
Ball [1983] has recognised this fact and has presented some basic 
mathematics, typical of existing commercial systems, to help 
educate designers in industry. 
In this chapter we describe a teaching program called CADSURF, 
which has been designed to familiarise a student with the basics 
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of surface mOdelling. With a choice of four popular but 
fundamentally different techniques outlined by Ball [1983], 
namely Bezier, B-spline, Coons and Loft, the student can set up 
and modify surfaces interactively. The main aim is to give the 
student a practical insight into the essential mathematical 
differences between the four methods, which cannot be gained from 
studying texts. CAD SURF has already been used in an academic 
context for both undergraduate and postgraduate teaching, but 
would also be suitable for designers in industry who wish to 
become more familiar with the basics of surface definition. 
5.2 DESCRIPTION OF CADSURF. 
In this Section we describe the philosophy, structure and 
features of CADSURF. The program was written in FORTRAN 77 ansi77 
X3.9-1973 and was implemented on a HONEYWELL DPS8 machine under 
the MULTICS operating system. It should be noted that, whilst 
the bulk of the code is machine independent, there are a few 
subroutines which utilise the MULTICS active function facility to 
execute file listing and deleting operations from within CADSURF. 
This is, however, peripheral to the important features of the 
program, but is mentioned in the interests of completeness. 
5.2.1 CADSURF Philosophy. 
The prima~y concern when planning CAD SURF was to allow easy 
comparison of four fundamentally different surface modelling 
techniques within a single program. There were two conflicting 
priorities - to encourage the student to discover and experience 
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the different design and modification procedures, whilst at the 
same time keeping to a minimum the amount of training needed to 
use the program. 
The most important step towards simplifying the use of the 
program was to adopt a menu-driven structure rather than a 
command-driven structure, thus obviating the need to learn any 
new language or syntax. It was also decided to standardise the 
procedure for inputting surface data, so that the user need only 
learn one such technique. The traditional manual procedure for 
designing surfaces involves defining a nest of section curves and 
blending or 'lofting' them to form a surface, so it was decided 
to imitate this procedure for each surface definition technique. 
It should be pointed out that the input process is merely a means 
of arriving at an initial surface. The fact that the input 
strategy is the same for each of the four methods being compared 
does not blur the comparison. 
To help the user appreciate differences between the four 
methods, modification and visualisation is performed using the 
parameters peculiar to the particular surface modelling technique 
being used. The user is able to alter the surface shape and 
superimpose the previous version to show up the differences. 
The view of the surface can be varied, and visualisation of the 
surface shape is aided by drawing variable grids of parameter 
lines on the surface. Also it is possible to draw planar intersects 
through the surface as a further aid to visualisation. In addition 
to pictures on the screen, high resolution hard-copy plots can be 
obtained which allow direct comparison of different surfaces. 
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This is necessary because, in the current version of CADSURF, 
surfaces obtained from different modellers cannot be displayed 
simultaneously on the screen. 
" 
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5.2.2 CADSURF Structure and Features. 
The structure of CADSURF is best explained using a flowchart. 
( START 
, 
" 
MAIN HENU 
CURVE5 Q-QUIT HIELP SURFACES 
I-CURVES 4-STATUS 
2-SURFACES , v 
~ 
, 
I' 
,~ 
CURVE 
~-QUIT. [ggg I-LOFT. 
2-B-srLINE. 
3-BEzIER. 
HENU ( STOP 
4-COONS. 
S-HELP. 
6-SIATUS. 
SURFACE 
Q-QUIT. 
1-LOFT. 
2-D-SPLINE. 
3-BEZIER. 
MENU 
4-COONS. 
5-uap. 
6-STATUS. 
F B- ~PLINE BEZ ER ~NS F n,~PLlNE BE, JER , , V ~S 
LOFT B-SPLINE BEZIER COONS LOFT B-SPLINE SEZIER COONS 
CURVE CURVE CURVE CURVE SURFACE SURFACE SURFACE SURFACE 
;~L_~ ____ ---t ~L_'" _____ > ___ ( 
I CURVE INPUT MENU I I SURFACE INPUT MENU I 
r - - - - - - - - - - - - - - - -I ,- - - - - - - - - - - - - - - --1 
QUIT' Q-QUIT. 5-DISPLAY DATA. i.. _ ~ ___ T _ -l Q-QUIT. 5-DISPLAY DATA. : 
I-HELP. 6-EDIT DATA. I I I-HELP. 6-EDlT DATA. I 
I 2-L15T FILES. 7-ARCHIVE DhTA. I 2-L15T FILES. 7-ARCIIlVE DATA. I 
I 3-RECALL FILE. 8-DeLETE FILE. I r - - - - -, )-RECALL FILE. 8-oELETE FILE. I 
: 4-CREATE DATA. 9-GO DESIGN. ~-..J"j'- --'I : 4-CREATE DATA. 9-GO DESIGN. , 
I... ________________ .I , I '- _ - - - - - - .,. - - - - - - - _..J 
: : I I 
W I I ~ 
QUIT) 
, I I I 
I A I r-------..J-----'---, r ~~E- - - - ~E~l;N - - - ~r~ - -l I if\ I SURFACE DI:SICN MENU' L _________________ I I I ,------------------1 
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Figure 5.1 CAD SURF structure. 
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As is shown in Figure 5.1, CADSURF operates under a menu 
structure which allows the user to progress through the program 
via a sequence of options and prompts. The 'HELP' option is not 
detailed, but whenever it is chosen the user receives a list of 
'help' segments from which the desired information can be obtained. 
Similarly, the 'STATUS' option is not detailed, but when chosen 
gives a table showing how many times (in the current invocation 
of CADSURF) each curve and surface method has been used, together 
with details of how many hard-copy plots have been requested. 
These options, however, are supplementary to the main aims of 
the program. 
The flowchart in Figure 5.1 illustrates two important 
structural aspects of CADSURF. Firstly, there are two options 
at the 'MAIN' level - 'CURVES' and 'SURFACES' - which both stand 
alone as separate sub-programs in their own right. Whilst the 
basic aim of CAD SURF is to allow the user to set up a nest of 
sections (in 'CURVES') and then blend them into a surface (in 
'SURFACES'), the structure also allows either option to be used 
independently. The second notable feature is the two-stage 
structure shared by all four curve methods and the associated 
surface methods. It was mentioned in the preceding Section that 
the input procedure was standardised to reduce the amount of 
training needed to use CADSURF. This standardisation enables all 
the curve and surface subroutines to be structured in two stages, 
(i) Input, and (ii) Design, as follows. 
(i) Input In CAD SURF there are five basic options, or operations, 
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available to the user at the input stage. They are (in menu order) 
'RECALL', 'CREATE', 'DISPLAY', 'EDIT' and 'ARCHIVE'. A similar 
set of options is usually available in commercial packages, so 
the user of CAD SURF is being taught to manipulate data in a 
relevant manner. The options perform the following functions. 
RECALL calls up an old curve/surface from a stored file. 
CREATE allows the user to create a new curve/surface. 
DISPLAY displays the current curve/surface data on the 
EDIT 
ARCHIVE 
screen. 
allows the user to edit the current curve/surface 
data. 
allows the user to store the current curve/surface 
data in a file (to be called up at a later data 
using RECALL). 
(ii) Design: In CADSURF the design options are not identical 
for all methods, which reflects the differences between them. 
However, there is a similar design structure for every curve method, 
and likewise for every surface method. For curves, there are two 
basic design options, 'CURVE' and 'MODIFY', which operate as 
follows. 
CURVE ' 
MODIFY 
gives a sub-menu of options which may include:-
draw current curve, draw previous curve, retrieve 
previous curve, draw original data points. 
gives a sub-menu of options which may include:-
draw current polygon, draw previous polygon, 
modify polygon, modify curve parameters. 
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For surfaces there are also two basic design options, 'SURFACE' 
and 'MODIFY', which are similar to the curve options and operate as 
follows. 
SURFACE 
MODIFY 
gives a sub-menu of options which may include:-
draw current surface, draw previous surface, retrieve 
previous surface, draw sections, draw intersects. 
gives a sub-menu of options which may include:-
draw current polyhedron, draw previous polyhedron, 
modify polyhedron, modify surface parameters. 
5.3 USING CAD SURF TO DEFINE A SURFACE. 
In this section we illustrate in detail the sequence of steps 
by which a user of CADSURF constructs and modifies a surface, using 
each of the four surface modelling techniques. As described in 
Section 5.2.1, the input strategy for all four methods is to 
construct a number of section curves which characterise the surface 
shape, and then blend them to produce a surface. Modification can 
be undertaken at two stages. Firstly, individual section curves 
can be adjusted at the curve design stage until no further 
improvements can be made. Then, when the initial surface has 
been set up at the surface design stage, the surface itself can 
be modified until a satisfactory shape is obtained. 
To highlight the strengths and weaknesses of the different 
surface modelling techniques, we have chosen a simple surface 
which we shall try to model using each technique. We shall follow 
the steps taken by a user of CADSURF in trying to model the surface, 
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pointing out for each method the salient features of the resultant 
curves and surfaces from the point of view of the underlying 
mathematics. 
5.3.1 The Test Surface. 
The surface we have chosen to illustrate CADSURF is a blend 
of four section curves as shown in Figure 5.2. 
The test surface is defined by the four section curves shown 
in hard line. As indicated in Figure 5.2(a), each section shape 
is characterised by four input data points (numbered 1 + 4 in 
the Figure) which are joined by dotted fore-and-aft lines. It 
is also clear from the Figure that sections 1, 2 and 3 are planar 
and lie in parallel planes whilst section 4, though also planar, 
is canted over at an angle. The final feature to notice is the 
large flat region of the surface, which stretches between points 
2 and 4 on each section and throughout the length of the surface. 
We must try to model this feature accui"ate1y. 
We recall that the input procedure is to model the sections 
first, then blend to form a surface. To demonstrate the modelling 
of a section using CADSURF we choose section 1, and model it using 
each of the four techniques in turn. The mathematical representation 
and analysis for each technique is presented in Appendix B, but the 
following sections contain verbal explanations of the relevant 
mathematical features of each technique. 
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5.3.2 Modelling a Section Curve. 
(i) Bezier. 
The Bezier technique implemented in CADSURF is a single-
patch scheme, so the section curves are single parametric polynomial 
segments. To define a Bezier section to match section 1 in Figure 
5.2(a) we input four data points as indicated. With each point 
is associated a parameter value, which must lie between 0 and 1 and 
should reflect approximately how-far the point is along the segment. 
Since section 1 is defined by four roughly equally spaced points 
1 2 the parameter values, 0, 3 ' 3 and 1 are chosen. The section curve 
which results is shown in Figure 5.3(a). 
4 
Figure 5.3 (a) Initial Bezier approximation to section 1. 
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The first feature we notice is that the curve undulates 
between points 2 and 4, whereas the design requires a straight 
line there. However, the curve is a single span, i.e. a single 
parametric cubic (PC) segment, so it is not possible mathematically 
to embed a straight line portion within the span. Consequently the 
B~zier section will not be able to match the required design exactly. 
Nevertheless, we can improve the approximation by modifying the 
section slightly. To do this we use the B~zier polygon shown in 
Figure 5.3(a). The user of CAD SURF is able to move the polygon 
vertices numerically, which in turn deforms the curve. With 
experience the user will find that the changes in the curve caused 
by moving the polygon vertices become predictable, and Figure 5.3(b) 
shows an improved approximation to the required section shape which 
was obtained through this process. 
Figure 5.3 (b) Improved Bezier approximation to section 1. 
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The undulations are now less pronounced, but are still evident. 
This example has highlighted some features of single span 
B~zier sections, which we can summarize in the following table. 
B~zier section 
Easily set up 
Predictable polygon control 
features 
Single span curve 
Global changes 
In the above table we have listed the features in two columns. 
Those on the left are considered advantageous for the given test 
surface, with those on the right being disadvantageous. However, 
since these preferences might change in a different test we do not 
label them. 
(ii) B-spline. 
The B-spline technique implemented in CADSURF is the basic 
'floating end' formulation [Cohen et al.; 1980] which is not 
complicated by the introduction of multiple knots. The B-spline 
section is a multi-span curve, one between each pair of data points, 
and assumes a uniform parametrisation, i.e. each span is of unit 
length parametrically. The usual free end condition is also 
assumed in the case of an open section. Having entered the four 
data points defining section 1, the resultant B-spline section 
curve is shown in Figure 5.4(a). 
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6 
Figure 5.4 (a) Initial B-spline approximation to section 1. 
Again, the first feature we notice is the undulating behaviour 
between points 2 and 4, similar to the initial B~zier section. 
However, unlike the B~zier case, it is possible to embed straight 
line portions within this B-spline section since it is a multi-
span curve. In fact, each span is a PC segment in its own right 
and joins adjacent spans with C2 continuity. 
To obtain the required straight portion between points 2 and 
4 we must modify the section. This is done using the B-spline 
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polygon shown in Figure 5.4(a). The user of CAD SURF will 
immediately recognise the concept of polygon control as being 
similar to the Bezier technique, but will also appreciate the 
difference between the two polygons. The B-spline polygon is a 
somewhat coarser representation of the gross features of the 
curve than the corresponding Bezier polygon, and the curve responds 
differently when polygon vertices are adjusted. In particular, 
adjusting a vertex has only a local effect on the curve. It is 
this that allows a straight line portion to be embedded in part 
of the section. The naive CAD SURF user will find it difficult to 
work quickly with the polygon vertices to obtain the required shape. 
The local nature of the polygon/curve relationship would soon 
become apparent, but more detailed knowledge of the curve mathematics 
(see Appendix B) would speed up correct positioning of the vertices. 
The improved B-spline section is shown in Figure 5.4(b). 
6 
Figure 5.4 (b) Improved B-spline approximation to section 1. 
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Clearly the section shape is now satisfactory, but the 
controlling polygon is quite large relative to the size of the 
curve. To display both polygon and curve simultaneously one must 
therefore shrink the curve, which is inevitably a handicap when 
one is assessing the quality of the curve. We summarise the 
features of the B-spline section curves in the following table. 
B-spline section features 
Easily set up Cumbersome polygon control 
Local control Outsize polygon 
C2 .. cont~nu~ty 
(iii) Coons. 
In CADSURF the Coons section curves are composite curves 
made up of Bezier PC segments joined together with Cl continuity. 
As with the previous methods the basic input is the set of points 
defining the section shape, but for Coons sections the user can 
also input a tangent direction at any data point if required. 
If no tangent directions are input, CAD SURF automatically splines 
the data points and yields the same curve as the initial B-spline 
section. If tangent directions are supplied at some points, the 
remaining tangents are found by splining and the resultant section 
curve fits the data with these tangent directions. To define 
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section 1 we input the four data points, and at points 2, 3 and 
4 we enter tangent directions pointing along the required straight 
line. The resultant Coons section curve is shown in Figure 5.5(a). 
(a) 
(b) 
Figure 5.5 (a) Initial Coons approximation to section 1. 
(b) Bezier control points of Coons section. 
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We see that the initial Coons section is already satisfactory 
and consequently needs no modification. Figure 5.5(b) shows the 
same curve together with the corresponding control points. These 
vertices can be manipulated by the CAD SURF user (who would already 
be familiar with the modification procedure having used the Bezier 
section technique) to change the section shape. To preserve C 1 
continuity betwen adjacent spans, CAD SURF automatically compensates 
for changes made to tangent direction etc., in one span by adjusting 
the neighbouring span accordingly. However, changes made to one 
span can affect at most one neighbouring span, thus giving local 
control over the composite curve. The features of Coons sections 
are detailed as follows. 
Coons section 
Matches expected shape 
Local control 
Predictable polygon control 
(iv) Loft. 
features 
Large data input 
The Loft section curves in CAD SURF are constructed and 
modified in a similar way to the Coons sections. The differences 
are that Loft sections are restricted to be planar, whereas 
Coons sections can be twisted, and that tangent information can 
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be input in terms of angles as well as vectors. The latter 
feature is to be found in corresponding commercial packages 
[Ball; 1983]. Apart from these differences the discussion and 
arguments used for Coons sections apply equally to Loft. In 
particular, the Coons and Loft representations of section 1 are 
identical. We therefore summarize the features of Loft sections 
as follows. 
Loft section 
Hatches required shape 
Local control 
Predictable polygon control 
5.3.3 Hodelling the Test Surface. 
features 
Large data input 
Planar sections 
We showed in Section 5.3.2 how a user of CADSURF would set 
up and (if necessary) modify a section curve using each of the 
four techniques available. The curve chosen was section 1 of our 
test surface, but the other sections are created in an identical 
fashion. In this Section we show how the user of CADSURF defines 
and modifies the test surface from the four section curves, using 
each surface modelling technique in turn. The reader is reminded 
that the goal is to match the test surface features as closely 
as possible. 
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(i) Bezier. 
To set up a Bezier surface patch in CADSURF the user must 
nominate at least two section curves that the patch is to 
interpolate. To model the test surface in Figure 5.2 requires 
four sections, so the user of CAD SURF merely nominates these 
sections (in order). Before the patch can be constructed, however, 
the user must also specify the relative spacing of the sections 
so that an appropriate parameter value can be assigned to each 
one. For the test surface the sections are roughly evenly spaced, 
1 2 
so the values 0, 3 ' 3 and 1 are chosen. With this information 
CADSURF blends the four sections to yield the Bezier bicubic patch 
shown in Figure 5.6 (a) . 
Figure 5.6 (a) Initial Bezier patch approximation to 
test surface. 
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34 
24 
4 
Figure 5.6 (b) Bezier control polyhedron of test surface. 
In Figure 5.6(a) the B€zier bicubic patch has been drawn 
with a 10x10 grid of parameter lines to give an idea of the patch 
shape. It is clear that the flat area on the test surface has 
not been matched accurately enough. The user of CADSURF is tempted 
to modify the patch shape, and this is done using the control 
polyhedron shown in Figure 5.6(b). It should be noted that the 
B€zier patch formulation which the control polyhedron defines is 
symmetrical, despite the directional bias of the section input 
technique. The polyhedron itself is a straightforward extension 
of the polygon which controls the B~zier section. In particular, 
the underlying patch suffers from the global effect of moving 
vertices, so the user will quickly find that no amount of 
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adjustment will enable the flat area on the test surface to be 
matched exactly. 
Having attempted to model the test surface using the CAD SURF 
implementation of the Bezier technique, a user would summarize 
the advantages and disadvantages of the technique as follows. 
Bezier surface features 
Easily set up Single patch surface 
Predictable polyhedron control Global changes 
(ii) B-spline. 
The B-spline surface modeller in CAD SURF can model open or 
closed surfaces, and requires at least two section curves (three 
for a closed surface) which the surface is to interpolate. The 
section curves must all contain the same number of spans so that 
corresponding spans on different sections can be blended to form 
a strip of patches. Each of the four sections which define the 
test surface has three spans, so the B-spline surface which 
blends th~ sections is a 3x3 array of patches which join with C2 
continuity. This surface is depicted in Figure 5.7(a). 
(a) 
(b) 
Figure 5.7 
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(a) Initial B-spline surface approximation to 
test surface. 
(b) B-spline control polyhedron of test surface. 
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We see in Figure 5.7(a) that the B-spline surface is a 
satisfactory model of the test surface. This is not surprising 
since we modified the individual sections to obtain the correct 
section shapes before blending. The only problem could have 
arisen in the blend itself, but the fore-and-aft parameter lines 
in Figure 5.7(a) show that the blend is flat where required and 
is natural looking. Nevertheless, it was mentioned earlier that 
some knowledge of the B-spline mathematics was utilized in order 
to obtain the correct section shapes. A mathematically naive 
user of CAD SURF might well have failed to match the correct section 
shapes, especially since the control polygon is difficult to use 
effectively without practice. If this were the case, blending 
poorly designed sections could result in the type of surface 
shown in Figure 5.7(c). 
Figure 5.7 (c) The B-spline test surface blend of 
unmodified sections. 
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Confronted with such a surface the user of CAD SURF would 
inevitably want to modify it. As for the Bezier technique, 
modification of a B-spline surface is achieved via a polyhedron 
as shown in Figure 5.7(b). The polyhedron offers local shape 
control, like the B-spline curve polygon, and is unbiased to 
either the u- or v-direction. Indeed, it is clear from Figure 
5.7(b) that the objections to the size of the B-spline polygon 
raised in the previous Section also carry over to the surface 
case. The B-spline polyhedron seems to greatly exaggerate the 
variation in the underlying surface, but consequently a well-
behaved polyhedron would appear to indicate a well-behaved 
surface, as in Figure 5.7(b). 
The salient features of the B-spline surface modeller in 
CAD SURF are summarized in the following table. 
B-spline surface features 
Easily set up Cumbersome polyhedron control 
2 .. C cont~nu~ty Outsize polyhedron 
Local control 
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(iii) Coons. 
As stated in the previous Section, the Coons section curves 
in CAD SURF are composite PC segments joined with Cl continuity. 
We found that a user could easily match the correct section 
shape by making use of the facility to input tangent directions. 
The surface which results from blending these sections is shown 
in Figure 5.8(a). 
Figure 5.8 (a) Initial Coons surface approximation 
to test surface. 
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As we might expect, the Coons surface is a satisfactory 
representation of the test surface. Like the B-spline surface, 
the Coons surface is a 3x3 array of patches, but the patches are 
joined only with Cl continuity. However, whereas the patch 
boundary curves are PC segments (the fore-and-aft patch boundaries 
are of the same form as the section curves), the patch interior is 
more complex than a simple bicubic patch (see Appendix B). 
A feature of the Coons surface modeller in CADSURF is that 
the surface shape is controlled entirely by the patch boundaries. 
In other words, the Coons technique is essentially a method which 
allows total control over the patch boundary shapes, but fills in 
the gaps automatically. For the test surface shown in Figure 5.8(a) 
no modification was necessary, but if we had not entered tangent 
directions when defining the section curves CADSURF would have 
produced spline-like sections, and consequently a Coons surface 
similar to the unmodified B-spline surface in Figure 5.7(c). In 
this case we would have to modify the surface, and Figure 5.8(b) 
shows the parameters available to do so. 
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figure 5.8 (b) Coons surface modification parameters. 
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We notice again the symmetrical surface definition form, 
and also that the control polygons used to modify the Coons 
sections have been replaced in the surface representation by 
tangent vectors and scale factors. This is to bring the CADSURF 
Coons modification procedure into line with corresponding 
commercial systems such as CADCentre's POLYSURF surface modeller 
[Ball; 1982, 1984]. 
The notable features of the CADSURF Coons surface modeller 
are summarized as follows. 
Coons surface 
Matches expected surface 
Local control 
(iv) Loft. 
features 
Large data input 
Boundary control only 
The CADSURF Loft surface modeller is so named because of 
the resemblance to the manual 'lofting' procedure for defining 
surfaces. Mathematically, the Loft technique is quite different 
from the three previous techniques (see Appendix B) and this is 
reflected in the steps the CADSURF user takes to define a Loft 
surface. Using our test surface we describe the surface definition 
procedure, referring the reader to Appendix B for the mathematical 
development. 
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Firstly, we recall that we have defined four planar sections 
which are identical to the Coons sections. CAD SURF then asks the 
user to define a 'spine' curve, using data point input and, 
optionally, tangent vectors. The 'spine' curve is a parametric 
composite curve which runs through the 'core' of the surface. 
The section curves are placed on the 'spine', one at each 'spine' 
data point, such that the section plane cuts the spine at right 
angles. The spine point is deemed to be at the origin of the local 
2-d co-ordinate system in the section plane. The configuration is 
shown in Figure 5.9(a). 
z 
Figure 5.9 
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(a) Positioning of a Loft section on the 
'spine' curve. 
.... , 
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Our test surface is a blend of four sections, so CADSURF 
asks the user to supply four 'spine' points and four associated 
tangent vectors (if necessary). As defined in Figure 5.2, the 
surface blend is in the z-direction, so we choose the z-axis 
as the general spine direction. However, the final section is 
canted over at an angle, so if it is to be perpendicular to the 
spine the last spine tangent must form the same angle with the 
z-axis. Figure 5.9(b) shows the 'spine' in dashed line, and the 
four sections positioned on it. 
Figure 5.9 (b) Loft spine and sections. 
165 
The intermediate blending of corresponding spans is of 
parametric cubic form, but after this blend has been positioned 
relative to the spine the surface representation is far more 
complicated. Only if the spine is a straight line does the 
surface reduce to bicubic form. Whatever the shape of the spine, 
the resultant Loft surface will be Cl continuous across patch 
boundaries. However, this requires the spine to be C2 since the 
surface blend is offset from the spine, a procedure which in 
general lowers the continuity class by one. 2 In order to be C 
and yet allow tangent input, the spine is composed of parametric 
quintic segments (see Appendix B). 
For our test example, the Loft surface which results from 
the section spine configuration in Figure 5.9(b) is shown in 
Figure 5.9(c). 
Figure 5.9 (c) Initial Loft surface approximation 
to test surface. 
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Clearly, this surface is unsatisfactory. The naive CADSURF 
user might be baffled by the ripple between sections 3 and 4, 
especially when the surface between sections 1 and 3 is perfectly 
adequate. The explanation is that, between sections 1 and 3 the 
spine is a straight line. Offsetting from this part of the spine 
is therefore well behaved. However, between sections 3 and 4 
the spine undulates, but we still require the offset blend 
to be flat across the top of the surface. It is unlikely that 
the variable height of the blend and the curved spine will 
cancel out exactly, which is what we require if the offset blend 
is to be flat. Therefore, as in this case, a ripple will result. 
The user may try different spines with different versions 
of section 4, but the canted nature of the section always requires 
the spine to be curved in the last segment. However, the user 
may be encouraged by the well-behaved nature of the blend between 
sections 1 and 3 to look for a way of defining the test surface 
using a straight spine. This can be accomplished by placing the 
spine in the direction of the x-axis. The fore-and-aft lines 
then become the sections, and since they are all straight lines 
as shown they can be visualized as lying in parallel planes. 
This allows the spine to be straight. The CADSURF user must 
first redefine the four sections, which when placed on the spine 
as indicated give the surface shown in Figure 5.9(d). 
Figure 5.9 
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(d) Modified Loft surface approximation 
to test surface. 
We now see that a satisfactory shape has been achieved. 
However, the route by which we arrived at the surface in 
Figure 5.9(d) may not be seen by an inexperienced designer. 
Moreover, the method of definition is unnatural since we have 
obtained a curved surface from an input of a straight spine and 
four straight sections! We have entrusted the curved feature 
to the unseen mathematics over which we have no control. 
The features of the Loft surface technique are summarized 
as follows. 
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Loft surface 
Emulates manual lofting 
Local control 
5.4 COMMENTS. 
features 
Planar sections 
Magnifies spine features 
We have used a test surface to illustrate a user's view 
of CADsURF, and have discussed the sort of difficulties which 
the user might experience. On the basis of the test example, 
the Coons technique might be judged the winner. However, over 
a wider range of tests a different method might perform better. 
The more examples undertaken by a CAD SURF user the better the 
appreciation of the limitations of each technique. 
Experience has shown that CADsURF is easily used by non-
specialists, and that a feel for the surface mathematics is 
more easily gained through the visual medium of computer graphics 
rather than the written word. 
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Chapter 6 
Rational Surface Forms 
6.1 MOTIVATION FOR RATIONAL FORMS. 
In Chapter 5 it was noted that every CAD surface modeller 
has limitations which restrict its range of application. One 
such limitation is the mathematical form of the basic patch equation. 
For example, none of the parametric forms implemented in CADSURF 
is capable of defining conic sections other than the parabola, 
whereas most manual draughting includes circular arcs. The usual 
solution to this problem is to approximate the true conic with one 
or more parametric polynomial segments, increasing the number to 
improve the accuracy. Faux & Pratt [1979] have stated the degree 
of accuracy which can be obtained for the particular case of a 
circular arc. An alternative solution is to generalise the patch 
equation to rational form, which can match conic sections exactly. 
In this chapter we generalize to rational form each of the 
methods featured in CADSURF. The basis of the rational form is 
the homogeneous co-ordinate system, in which a 3-d Euclidean vector 
v = [x, y! z] is represented by the 4-d homogeneous vector 
vr = [wx, wy, wz, w], w> o. The scalar w is the homogeneous 
co-ordinate, usually referred to as the weight, and v is recovered 
from vr via division by w. It follows that scaling w does not 
alter v. 
To illustrate the rational form, consider the rational 
quadratic Bezier segment [Faux & Pratt; 1979] defined by 
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-r [ 1 u2] ~] q (u) = u 0 0 o ~ u ~ 1, -2 2 
-2 
where ~ [ ] q. = w.x., w.y., w.z., w. 
1. 1 1. L L 1 1 1. 
0 
-r 
q2 
and w. > 0, 
1 
-r The control points of q (u) are the Euclidean vectors 
i=O,1,2. 
q. = [x., y., z.], i = 0,1,2, which correspond to the standard 
1. 1. 1 1. 
(6.1) 
Bezier vertices, and the convex hull property of the Bezier form 
carries over to the rational form provided the weights are positive. 
However, the weights provide added flexibility to alter the segment 
shape without moving any of the polygon vertices. For example, if 
we set Wo = w2 = 1-p, w1 = p, the effect of increasing p is to pull 
the segment away from the chord Qoq2 towards the tangent defining 
pointq1' 
1 -r When p = 2 the weights are equal, and the segment q (u) 
reduces to the standard Bezier quadratic, i.e. a parabola. For 
1 ~ 1 p > 2 ' q (u) defines a hyperbola, and for p < 2 an ellipse. When 
the two chords QoQ1 and q2q 1 are of equal length, Ball [1977] has 
. -1 
shown that the value p = (1 + sece) defines a circular arc, 
where 2e is the angle between the two end tangents. 
6.2 RATIONAL GENERALISATIONS OF THE CADSURF METHODS. 
In the following sections we describe briefly a rational 
generalisation of each of the basic surface modelling methods 
'. 
featured in CADSURF. We begin with the Mzier technique. 
6.2.1 Rational Bezier. 
In Section 6.1 we saw the rational extension of the Bezier 
.". 
quadratic segment. 
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th In a similar way, we generalise the n 
order Bezier segment to give 
2 
u u ••• u
n
-
1] [M ] 
n 
th 
where [M ] is the n order Bezier matrix, 
n 
(6.2) 
[w.x., w.y., w.z., w.] 
1. 1. 1. 1 1. 1. 1. 
and w. > 0, 
~ 
i 0,1, ..• ,n-l. 
The Euclidean point p(u) can be written in the rational form 
n-l 
n-1 C. (l_u)n-l-i i L u w.p. 
i=O ~ ~ ~ p(u) = 
n-l (l_u)n-l-i i 
L n-l u w. C. ~ 
i=O ~ (6.3) 
where p. = [x., y., z.] 
1 1. 1. 1. 
and k! 
= 7(~k---=J;';· )"!"""'j'! 
The convex hull property of the Bezier form is maintained if 
the weights are positive, and the effect of increasing weight w. 
~ 
is to pull the curve towards vertex p .• A convenient way to 
~ 
control the segment (6.3) is to assign equal weights l-a to the 
end vertices, and equal weights a to the internal vertices. For 
example, the rational PC segment would have w = w l-a, 
o 3 
w1 = w2 = a, and the effect of increasing a from 0 to 1 would be 
to pull the curve away from the chord PoP3 towards the internal 
vertices Pl and P2· 
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Forrest [198a] and Faux & Pratt [1979] have described the 
properties of rational parametric segments in more detail, and 
Farin [1983] has developed recursive algorithms to evaluate 
these curves. 
Generalising to surface patches, Faux & Pratt [1979] describe 
a hierarchy of increasingly general forms culminating in that 
which associates a different weight w .. to each Bezier vertex 1.J 
p ..• For an nxm order patch this form is written as 
1.J 
-r p (u,v) = [1 u 2 u ••• a'u,v'l, 
where 
The Euc1 idean 
expression 
p(u,v) = 
v 
2 
v 
m-l 
v (6.4) 
-r } {p .. 1.J and 
-r p .. = [w1.'J,x1.'J" w .. y .. , w .. z .. , w .. ] 1.J 1.J 1.J 1.J 1J 1.J 
i = O,1, ... ,n-1 
j = a,l, ••• ,m-l 
point p(u,v) is obtained using the rational 
n-l m-l n-l m-l e .(l_u)n-l-i u i( l-v) m-l-j j -I I e. v w .. p .. 
i=a j =a 1 J 1.J 1J 
n-l m-l 
n-l m-le. (l_u)n-l-i u i (l-v) m-l-j j I I e. v w .. 
i=a j=a 1 J 1.J 
a,u,v':l. (6.5) 
In the particular case of a rational bicubic patch (n = m = 4) 
there are sixteen weights w .. , i = a,1, ... ,3, j = a,1, ... ,3, to 1.J 
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assign. Each boundary is a rational PC segment, but the four 
boundary curves cannot usually be defined independently due to 
the influence of the corner vertices (and hence the corner weights) 
in two separate boundary curves. If the symmetric weightings 
described above are used, however, the four boundaries can be 
controlled independently, but there is a more general rational 
bicubic patch, the conic lofting tile used in CONSURF [Ball; 1974, 
1975] which avoids this restriction by using 32 weights, 16 in 
each direction. 
6.2.2 Rational B-spline • 
In generalising B-splines to rational form the presentation 
used is in essence that of Tiller [1983]. A B-spline curve of 
order k (degree k-1) with n control points is expressed as 
n 
btu) = I 
i=l 
B. k(u) b. 
lo, 1 
th 
where the B. k(u) are the k -order B-spline basis functions 
1, 
and the b. are the control points. Tiller allows non-uniform 
1 
knot spacing, so the knot vector {u.}~+k1 associated with (6.6) 
1 1= 
is significant. The corresponding rational B-spline curve of 
order k is given by 
-r 
B. k· (u) b. 
1, 1 
(6.6) 
(6.7) 
where -r b. 
1 
[w.x., w.y., w.z., w.] and w. > 0, 
11 11 11 1 1 
i 1,2, ... ,n. 
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The Euclidean co-ordinates b(u) of a point on the curve are 
recovered using the rational equation 
n 
I B. k(u) w. b. 
i=1 1, 1 1 b(u) 
n 
I B. k(u) w. 
i=1 1, 1 
Provided that the w. are positive. the convex hull property is 
1 
(6.8) 
retained. Extending this to surfaces, the tensor product B-spline 
surface of order kx~ is given by 
n m 
b(u,v) = I L 
i=1 j =1 
B. k(u) B. ,(v) b .. 
L, 3,h 1J (6.9) 
where the b .. form an nXm array of control points. There are two 
1J 
n+k knot vectors associated with (6.9), the u-knots {ui }i=1 and the 
m+i 
v-knots {vj }j=I' both of which are non-uniform. The rational 
generalisation of (6.9) is given by 
where 
n 
br(u,v) = L 
i=1 
m 
L j =1 B. k(u) B. ,(v) b:. 1., j,N 1J 
-r b .. = [wo .x .. , w .. y ..• w .. z .. , w .. J and w .. > 0, 
1J 1J 1J 1J 1J 1J 1J 1J 1J 
i 1,2, ... ,n, 
j = 1.2 •...• m 
As before, we recover the Euclidean co-ordinates b(u,v) of a 
point on the surface (6.10) using the rational equation 
n m 
L L B. k(u) B. i(v) w .. b .. 
i=1 j =1 " J , 1J 1J b(u,v) 
n m 
L L B. k (u) B. ~(v) w .. 
i=1 j =1 1, J , 1J 
(6.10) 
(6.11) 
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{ n~ Equation (6.11), together with the two knot vectors u.}. 1 and 
L 1= 
m+£ {Vj }j=l ' defines a very general surface form. For example, if 
k = £ = 4 and all the weights w .. are unity we obtain the standard 
1J 
non-uniform cubic B-splines. If we also have that the {u.} and 
1 
{v.} knot values are equally spaced we obtain the uniform cubic 
J 
B-spline surfaces implemented in CADsURF. 
Tiller outlines the applications of the curve form (6.7) 
and surface form (6.10) in a geometric modeller called GEOMOD. 
He describes techniques for defining circular arcs which use 
the rational quadratic B-spline (k = 3). The non-uniformity of 
the knot vectors is essential to GEOMOD because knot insertion 
(subdivision) algorithms [Cohen et al.; 1980] [Bohm; 1980] are 
used extensively to split and draw curves/surfaces and compute 
intersectS. Indeed, non-uniform rational B-splines have been 
suggested as a standard form for curve and surface definition, 
since they contain as special cases rational and standard Bezier 
representations. 
6.2.3 Rational Coons. 
In the Coons patch technique implemented in CAD SURF the 
boundary curves are PC segments, which in rational Bezier form 
can be written as 
3 3 . 
u i (1_u)3-i I w. Pi C. 
i=O 1 1 ~(u) = 3 0 ~ u ~ 1 , 
I w. 3c. ui (1_u)3-i (6.12) i;O 1 1 
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where u = [1 u u 2 u3 ] and w(u) is the denominator in 
(6.12). However, within the patch equation itself (see Appendix B) 
the boundary curves are represented in Hermite form. The rational 
Hermite PC segment equivalent to (6.12) is given [Faux & Pratt; 
1979] by 
where 
and 
reo) 
F (u) = 
o 
3 2 
w
o
(1-u) + 3w1u(1-u) 
w(u) 
2 
G (u) = u(1-u)Wo 
o w(u) 
and w(u) is as above. 
. 
r(1) 
(6.13) 
3w
2 
__ 
= - (p -p ) 
w3 3 2 
2 
= -u (1-u)w3 G1 (u) w(u) 
To generalise the CADSURF Coons patch equation to rational 
form we must express the four boundaries as rational Hermite PC 
segments. To do this, we firstly rewrite the patch equation 
(see Appendix B) as 
f (v) 
o 
f 1 (v) 
V1(u)go(v) 
V2 (u)g1 (v) 
(6.14) 
where fo' f 1, go and g1 are the cubic Hermite basis functions, 
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[Cl 1-= A B lA B 
I V V 
I 
1-
C D I C D v V 
---------1-------I- Q A B 10 
U U I 
I 
I- Q C D 10 
U U I 
and 
are variable tangent magnitudes. 
Consider patch boundary p(u,O). If we restrict the weights 
in (6.13) such that Wo = w3 = 1, w1 = w2 = a, we can write the 
--w 
rational patch boundary p (u,O) as 
where 
We note that there is just one shape parameter, a, and that the 
(6.15) 
tangent magnitudes are now aUA and aUC' We can construct similar 
boundary representations for PW(u,l) (shape parameter S),pw(O,v) 
--w (shape parameter y) and p (1 ,v) (shape parameter 6). 
The cross boundary derivatives are affected by the introduction 
of the rational form. For example, the tangent magnitude on 
pw(u,O) at u = 0 is now auA, and on PW(u,l) at u = 0 is SUB' 
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The variable tangent magnitudes U1, U2 , VI and V2 must consequently 
be modified to give 
w 
aUCfo(v) + SUOf 1 (v) U2 (v) = 
w 
YVAfo(u) + OVCfl (u) VI (u) = 
w YVBfo(u) + oVOf 1(u) (6.16) V2 (u) = . 
To express the complete rational Coons patch equation we cannot 
use the tensor product form (6.14). This is due to the fact that 
opposite boundary curves are expressed in terms of different basis 
functions (dependent on the weights), which themselves are different 
from the surface blend functions. We therefore express our rational 
Coons patch in a blending form as 
-IN P (u,v) = [f (u) 
o 
f 1 (u) 
- [f (u) 
o 
f 1 (u) 
f (v) 1 f~(V) 
V1 (u)go(v) I 
V;(u)gl(v)J 
(6.17) 
where the matrix [e 1 is as in equation (6.14), and the arrays 
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(c,Cu,v)] (A: - w w T = B AV BV][Fo(Y'V) ,F,(y,v),Go (y,v)V,(u),G,(y,v)V2 (u)] 
(C- D - - w w T Cv DV][FOC6,V),F,(6,v),GO(6,v)Vl(u),G,(6,v)V2(u)] 
A F (y,v) + 8
u
F,(y,v) 
u 0 
C F (6,v) + D
u
F,(6,v) 
u 0 
and 
(CZCu,v)] [A - w w T = C A Cu][FoCa,u),F,(a,u),U,(v)Go(a,u),UZ(v)G,(a,u)] u 
[8 D - - w w T Bu D)[F
o
(S,u),F,(S,u),U,(v)G
o
(S,u),U2 (v)G,(S,u)] 
A F (a,u) + CvF, (a,u) 
v 0 
I B F (S,u) + i\F,(S,u) v 0 
L 
It can be verified that when a = a = Y = 6 = " equation (6.'7) 
reduces to the tensor product form (6.'4). 
6.Z.4 Rational Loft. 
In the CADSURF Loft procedure the section curves are planar 
composite Bezier cubics expressed in a local (U,V) co-ordinate 
system. A typical segment can therefore be generalised to rational 
form by writing 
prct) [ , Z 3 -r -r -r -r T = t t t ][M4 ][po P, Pz P3] 0 ~ t ~ , , 
C6.'8) 
where -r [w.U.,w.V.,w.] i 0,1, ... ,3. p. = 
1 1. 1. 1. 1 1 
180 
In the non-rational Loft method, intermediate sections are 
constructed using a blend of five parameters at each point j, 
the co-ordinates (U.,V.), the slope angle e. and the tangent 
J J J 
magnitudes A., ~. on either side of the point. To generalise 
J J 
this to rational form we must also be able to assign weights to 
the Bezier points of the intermediate sections. This can be 
achieved by adding three weights to the list of five parameters 
to be blended at a point, viz. the weights of the point itself 
and the tangent defining points on either side. 
The fore-and-aft blending used in CADSURF utilizes the slope 
algorithm of Akima [1970] to give sensible variation across the 
sections. Unfortunately, the blending of the weights is constrained 
by the need for the blended values to remain positive, something 
which cannot be guaranteed using Akima's method, nor indeed any 
of the interpolation methods considered in Chapter 2. A simple 
solution would be to assign zero slopes, but this could cause 
rippling in the surface. However, it should be possible to adapt 
an existing curve interpolation algorithm to preserve positivity, 
in which case a fairer surface blend would result. 
The spine in CAD SURF is composed of parametric quintic segments, 
which possess sufficient freedom to give C2 continuity whilst matching 
input tangents. Although the rational PC segment has more freedom 
2 than the standard counterpart, it cannot guarantee C continuity 
unless the spine is planar. A rational quintic spine would 
2 
accommodate C continuity with ease, but it might be more difficult 
to control the extra freedoms. 
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Appendix A 
Interpretation of End Conditions for 
some Local Procedures 
In this Appendix we analyse the end conditions for the curve 
interpolation methods reviewed in Chapter 2. To compare directly 
we interpret each set of end conditions in terms of extended chord 
slopes, which is similar to Akima's approach. For simplicity we 
assume equally spaced data and extend at the beginning of the 
data set, the treatment at the other end being similar. 
(i) Akima [1970]: 
Since Akima already uses data extension we can immediately 
analyse the extension formula. The general slope formula is a 
5-point scheme, so Akima requires two extra 'dummy' points which 
we shall call (x
o
' Yo) and (x_ 1, y-1)' These are chosen to lie 
on the unique quadratic q(x) which interpolates points 1, 2 and 
3, such that 
x - x 2 0 
and 
y. = q (x.) , 
L L 
i = 0, -1 
The two extra points in turn define extra chord slopes mo' m_ 1 , 
where 
m. = 6y. /t.x. 
L L L 
i =-1,0 
The chord slopes are just the first divided-differences of 
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the y. values, which lie on the quadratic q(x) and consequently 
1 
satisfy the second divided-difference equations 
m2 - m1 
(x
3
-x
1
) = 
For equally spaced data these equations simplify to give 
m 
o 
m = 3m 1 - 2m2 -1 
1 1 ~f 2 h . C ear y, ~ m1 < 3 m2 t en m_I 1S negative, and moreover 
1 if m1 < 2 mZ then both m_I and mo are negative. 
For example, if m1 = 0.5 and mZ = 1.5 we obtain from (A3) 
the values m 
o 
= - 0.5 and m_I = - 1. 5. This shows that the 
extended data can· exhibit the opposite trend to the real data, 
e.g. here monotonic increasing extends to monotonic decreasing. 
This does not conform to what one would intuitively expect, and 
there is the possibility of the resultant end slope being of 
the wrong sign. 
(ii) Ellis & McLain [1977]: 
In this method the interior slopes are calculated using a 
least squares cubic fit to five consecutive points, with the 
stipulation that the middle three points be interpolated. The 
end slopes at points 1 and 2 are those of the unique cubic 
polynomial c(x) which interpolates points 1 ~ 4. 
To employ our analysis technique we need to generate extra 
(A2) 
(A3) 
points (x , y ) and (x l' y 1) such that the least squares cubic 
o 0 --
fit to points -1 ~ 2 yields the cubic c(x). The simplest way to 
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do this is to extrapolate c(x) and pick off two extra points, 
i.e. 
y. = c(x.), 
1 1 
i = 1 ,0 
If we define the second divided-differences of the points 
on the cubic as 
M. = 
1 
m-m. i+l 1 
Xi+2 - Xi 
i = -1,0,1,2, .... 
then the M. satisfy the third divided-difference equations 
1 
M - M 
o -1 
= 7(x::'
2
---x-_-
l 
"") 
(A4) 
(AS) 
For evenly spaced data, and taking (A4) into account, (AS) reduces 
to 
m 
o 
It is easily shown that m2 > ml + i m3 is sufficient to send 
(A6) 
both mo and m_ l negative even when ml , m2 and m3 are all positive. 
For example, if we set ml = 0.5 and m2 = 1.5, as for Akima, and 
set m3 = 2.0, we obtain from (A6) the extra chord slopes 
mo = -1.0 and m_ l = -3.0. Again, the extended data shows the 
opposite trend to the real data, which is not what we would expect. 
(iii) McAllister & Roulier [1981]: 
This method uses a 3-point slope formula 
t. = 
1 
o 
2m. 1 m. 1- 1 
m. 1 + m. 1- 1 
if m. 1 m. ~ 0 1- 1 
otherwise (A7) 
i 2,3, ... ,n-l 
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with end conditions 
otherwise 
The 3-point formula requires one extra chord slope m to be 
o 
generated. 
Suppose that m,mZ < O. Then t, = Zm,. To obtain this 
result using the general slope formula (A7) with i = " we must 
have that 
t, = 2m, 0 
or 
t, 2m, 
2mom, 
mo + m, 
otherwise 
The former case is a contradiction since m, " O. In the latter 
case we can divide by 2m, to obtain 
m 
0 i.e. infinite. m 
m + m, 0 
0 
One would expect mo to be of the same sign as m, and larger, 
but mo infinite suggests that the end slope value t, = 2m, is 
too steep. 
The second end condition applies when m,mZ ~ 0, in which 
case 
(A8) 
(A9) 
To obtain this slope using (A7) with i = , there are three cases. 
o 
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This case always yields tl o for any m • 
o 
This case requires m to satisfy the relation 
o 
which yields m infinite. As before, this is regarded as 
o 
acceptable but extreme. 
This case requires m to satisfy the relation 
o 
which reduces to 
m 
o 
= 
(A 10) 
This defines mo' m1 and m2 to be in geometric progression, which 
is both acceptable and intuitively natural. The example data 
used for Akima and Ellis & McLain falls into this category, so 
the data extension defined by (Al0) will certainly give a better 
result than is achieved by either Akima or Ellis & McLain. We 
conclude that the end conditions of McAllister & Roulier are 
robust, producing acceptable results in all cases. 
(iv) Fritsch &, Carlson [1980]: 
The'slope defining procedure of Fritsch & Carlson is a two-
stage scheme of initialisation followed, if necessary, by 
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modification. The modification step is complicated and is 
dependent on the direction in which the data is scanned, so 
modified end slopes are difficult to analyse. However, we can 
consider the case where the initialised slopes satisfy the 
monotonicity constraints, in which instance no modification is 
necessary. The slopes are initialised using the standard 3-point 
difference formula 
t. = 
1 
with end slopes 
o 
2 (m. 1 + m.) 1- 1 
if m. 
1 
o or m. 1 = 0 1-
otherwise (All) 
otherwise (AI2) 
For a 3-point formula our interpretation requires just one extra 
chord slope m to be generated. 
o 
Consider the first end condition. 
t = 0 in (AI2), and also in (All), whatever 
1 
the value of m • 
o 
More interestingly, if (3m1 - m2)m1 < 0 then tl = 0 in (AI2). 
Applying (All) to point 1 and matching, we must have that 
i.e. m 
o 
If ml and m2 are positive this result is clearly unsatisfactory 
in terms of natural data extension. 
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The second end condition applies when (3m l - mZ) ~ 0, 
ml r 0, in which case we match (A12) and (All) to obtain 
i.e. (A13) 
For ml ,mZ > 0 one would also expect mo > O. However, it is 
easily checked that if 0 < Zml < m2 < 3m l the data extension 
defined by (A13) gives a negative m , which is clearly unnatural. 
o 
Fritsch & Carlson employ a slope modification procedure to 
ensure that end slopes of the wrong sign are set to zero. 
Nevertheless, it is still possible for end slopes which correspond 
to unnatural data extensions to escape modification. 
(v) Gregory & Delbourgo [198Z]: 
The general slope formula used by Gregory & Delbourgo is 
given by 
t. = 
~ 
o 
m. l m. (fix. 1 + fix.) 1- 1. 1.- l. 
(fly. 1 + fly.) 
~- ~ 
with end conditions 
o 
Z 
ml (flx l + flxZ) 
(fly 1 + fly 2) 
Again, we need only generate m • 
o 
if fly. 1 + fly. = 0 
~- ~ 
otherwise 
otherwise 
(A 14) 
(A 15) 
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Consider the first end condition. 
If ~Yl + ~Y2 = 0 then m1 = m2 = 0 since Gregory & Delbourgo 
only consider mono tonic data. Therefore tl = 0 in both (A15) and 
(A14) irrespective of the value of m • 
o 
The second end condition requires us to match (A15) and (A14) 
to obtain 
moml (~xo + Llx 1) 
(Llyo + ~Yl) 
which for evenly spaced data reduces to 
If m1 = 0 and m2 
'" 
0, then m = 0 which is 
0 
If m2 = 0 and m1 
'" 
0, then m is infinite. 
0 
McAllister & Roulier this is allowable but 
m2 
reasonable. 
As in the case of 
extreme. 
If m1m2 '" 0, then m 
1 
which is the geometric progression = 
0 m2 
relationship encountered in the McAllister & Roulier analysis. 
This describes a natural data extension. 
(vi) Butland [1980]: 
Butland's general slope formula is identical to that of 
Gregory & Delbourgo, but Butland allows undulating data. For 
evenly spaced data, the slope formula is given by 
t. = , 
o if ~y. 1 Lly. ( 0 ,- , 
(A16) 
2m. lm. ,- , 
otherwise, i = 2,3, ... ,n-l 
(A 17) 
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The end conditions are slightly different, however, and are 
given by 
m10m1 
+ m2) 
2(m1 + m2) 
otherwise 
Since we have 3-point slope formulae we only require the extra 
chord slope m to extend the data. 
o 
Consider the first end condition. 
3m1 Here, 6Yl 6Y2 ~ 0 so tl = --2- Equating this with the 
general slope formula (AI?) we obtain 
If m1 = 0 then tl 
i.e. 
o regardless of the value of m • 
o 
If m1 ~ 0 we find that mo = 3m1• This is both acceptable and 
natural, since mo is of the same sign as m1 and larger. 
m1 r3ml + m2~ • The second end condition sets tl -
-TT m1 + m2 If we 
equate this with the general slope formula (AI?) we require m 
o 
to satisfy 
which reduces to 
(A18) 
(A 19) 
(A20) 
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To check that m is a natural extension of the data we 
o 
examine three cases. Without loss of generality we assume that 
m1 and mZ are positive. 
In this case (AZO) reduces to mo = m1 = mZ and 
so the data extension is natural. 
In this case, formula (AZO) defines m such that 
o 
Here mo is smaller than m1, which we would expect, but larger 
than the geometric progression term obtained by Gregory & 
Delbourgo [198Z]. Ibis is quite acceptable. 
In this case we obtain m such that 
o 
which shows m to be smaller than the geometric progression 
o 
value, but larger than m1 and thus acceptable. 
We have thus analysed the end conditions of each of the 
methods reviewed in Chapter Z. We used an approach whereby the 
end slope formulae were interpreted as 'recipes' for extending 
the data set. We found that poor end conditions correspond to 
unnatural data extensions and conversely that robust end conditions 
translate into natural data extensions. Indeed, as the data 
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becomes more extreme we see that unnatural data extension occurs 
before the corresponding end slope formula fails, showing data 
extension to be more sensitive. 
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Appendix B 
Curve and Surface Mathematics 
for CADSURF 
This Appendix contains the curve and surface mathematics 
which underpins the four surface construction techniques 
implemented· in CAD SURF - Bezier. B-spline. Coons and Loft. It 
should be emphasised that the mathematics describes the specific 
CADSURF implementations of the respective methods. 
B.l B~zier method. 
(i) Section curves : In CADSURF the B~zier section curves are 
single spans. i.e. parametric polynomial segments. which 
interpolate n given data points qi' i = O.I ••.•• n-l. Associated 
. . th d . . h w~th the ~ ata po~nt qi ~s a parameter value ui • were 
o ~ u. ~ 
~ 
and u. = u. ~ i = j. 
~ J 
The B~zier segment p(u) of order n (degree n-l) can be 
written 
p(u) = [1 2 u u 
where the p .• i = O.I •••.• n-l. are the vertices of the B~zier 
~ 
polygon. matrix 
[M 1 = {m .• } 
n ~J 
i = O.n-l; j O. n-l 
(Bl) 
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1 
(-1) i+j nc. ic. i ~ j 1 J 
and m .. = 
1J 
° 
otherwise 
To define the segment p(u) in CADSVRF the user supplies n 
data points q., and specifies n parameter values u., i = 0,1, .•• ,n-1. 
1 1 
The parameter values u., i = 0,1, ••• ,n-1 are set to either uniform 
1 
or normalised chord-length spacing. If the spacing is uniform then 
U. 
1 
if (n-1) i O,l, ... ,n-1. 
If the spacing is normalized chord-length, then u = ° and 
o 
i-1 n-2 
u. = 
1 I I i 1,2, ... ,n-1. j =0 j=O 
If we define [V ] = {u~} 
n 1 
i = 0,1, ... ,n-1, j = O,l, ... ,n-l, 
then forcing the segment p(u) to interpolate each point q., at 
1 
parametric value ui ' i = 0,1, ••• ,n-1 leads to the relations 
[V J[M ] 
n n 
which can be solved to yield the polygon vertices Pi ' 
Le. 
= [M ]-1 [V ]-1 
n n I ~: 
l ~n-1 (B2) 
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(ii) Surfaces: To define a Bezier surface in CAD SURF at least 
two section curves are required. The resultant surface will be 
a single parametric polynomial patch which interpolates the 
given section curves. 
Let the number of sections be m. CAD SURF allows sections 
of different orders n. , j = O,l, ... ,m-l, but raises each section 
J 
, , 
to the order n. where n = max{n .• j = O.I •••• ,m-1}. The surface 
patch is then 
p(u.v) 
of 
[ 1 
order Ii 
2 
u u 
J 
x m, with equation 
, 
u
n
-
1 j[M, ][P][M ] T 
n m 
v 
2 
v 
(B3) 
where [P] i = 0 •.••• Ii-l; j = 0 ••••• m-l is the matrix 
of vertices forming the Bezier polyhedron. and the matrices [M,] 
n 
and [M ] are as above. 
m 
To ensure that patch equation (B3) interpolates the section 
curves. CAD SURF evaluates Ii equally spaced (parametrically) points 
on each section. giving m rows of Ii points q .. in an n x m grid. LJ 
The sectional parameter values v .• j = O.I ••••• m-l. are either 
J 
uniformly spaced. giving 
v. = j/(m-l) 
J 
j O,l, ... ,m-l , 
or spaced according to the distance between the sections. which 
is an average of chord-length spacing. 
k If we define tu,] = {u.} 
n L 
i = 0,1, ... ,n-1; k = 0,1, ... ,0.-1, 
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R-
and [V] = {v.}, j = O,l, ••• ,m-l; R- = O,l, ••. ,m-l, then forcing 
m J 
the patch p(u,v) to interpolate each point q .. at parametric 
1J 
values (u. ,v.), i = 0,1, ... ,;;-1; j = 0,1, ... ,m-l, leads to 
1 J 
the relations 
where {q .. } 
1J 
(<i] = i 0,1) ... ,0.-1; j = O,l, ••• ,m-1. Solving 
this equation yields the polyhedron vertices 
(B4) 
Having obtained the Bezier polyhedron [P], the patch shape 
is defined and controlled solely in terms of the polyhedron 
vertices p ..• It should be noted that this form of representation 
1J 
is symmetrical, i.e. unbiased to either u or v. 
B.2 B-spline method. 
(i) Section curves: In CAD SURF the B-spline section curves 
are composite curves made up of PC segments joined together with 
C2 continuity. An open B-spline section interpolating n data 
points qi' i O,l, •.• ,n-l, has n-l spans and n+2 associated 
control points b., i = 1,2, ••• ,n+2. 
1 
The x, y and z-components of the data are splined uniformly 
and independently, using standard routines, and when concatenated 
yield the Ferg~son coefficients r~ , i = 0,1, ••• ,3 for each 
1 
span j. The B-spline formulation for the jth span is written 
as 
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b. (u) = u[5] b. 
J J 
0 {. u .; 1 , 
b j+1 {. j .; n-1, 
b. 2 J+ 
bj +3 (BS) 
where [ 1 2 u3] u = u u 
and [5] = 4 0 
-3 0 3 0 
3 -6 3 0 
-1 3 -3 
The CAD5URF representation is thus the simple 'floating end' 
formulation corresponding to uniform parameter spacing. To obtain 
the B-spline control points given the Ferguson coefficients we 
match equation (BS) to the Ferguson form 
r:. (u) = u -j r 
J 0 
0 {. u .; 1 , 
-j {. j .; n-1 r 1 , 
-j 
r 2 
-j 
r3 
to yield 
b. = [5]-1 r r:j J 0 1 {. j , n-1 
bj +1 
-j 
r 1 
b. 2 
-j 
J+ r 2 
bj +3 
-j 
r3 (B6) 
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Clearly, adjacent spans share three common control points, 
and consequently any control point can influence at most four 
successive spans. 
(ii) Surfaces: In CADSURF a B-spline surface is a blend of at 
least two B-spline section curves which have the same number of 
knots, say n. An open blend of m such sections gives a surface 
consisting of an (n-1) x (m-1) array of bicubic patches joined 
. h C2 ., W1t cont1nu1ty. 
The surface shape is controlled by an (n+2) x (m+2) array 
of vertices forming the B-spline polyhedron. CAD SURF calculates 
the polyhedron from the section polygons, by splining corresponding 
polygon vertices in the fore-and-aft direction and finding the 
associated B-spline control points. The equation of patch (k,~) 
in the (n-1) x (m-1) array is given by 
o , U,v , 1 , 
(B7) 
where v = [1 2 3 v v v], [S] is as above, and 
= (h .. } 
1J 
i = k,k+1, ... ,k+3, j = ~,£+ 1 , ••• ,~+3. 
Adjacent patches share twelve control points, and any control 
point influences at most 4x4 adjacent patches. As with the Bezier 
patch, the B-spline surface form is unbiased to either parameter 
direction. 
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B.3 Coons method. 
(i) Section curves: Coons curves in CAD SURF are compositions 
of Bezier PC segments jointed with Cl continuity. An open section 
interpolating n data points q., i = O,l, ••• ,n-l, comprises n-l 
~ 
spans and is controlled by a composite Bezier polygon of 3n-2 
. . 1 2 3 2 The J' th span . 1 d vert1ces p .• 1 = , , ••• , n- . 1nterpo ates ata 
1 
points q. 1 and q., and is given by 
J- J 
Pj(u) = ~[M4] P3j-2 
P3j-l 
P3j 
o ~ u ~ 1, 1 ~ j ~ n-l , 
L P3j+l (B8) 
where u and [M4] are as before. The end points of the polygon 
and the span coincide, so 
1 ~ j ~ n-l • (B9) 
The tangent defining points P3j-l and P3j are assigned in one of 
two ways:-
If both unit end tangents t. 1 and t. are given by the user, 
J- J 
the tangent defining points are set to be 
1 , j , n-l, (Bl0) 
where D. is the segment chord length, i.e. D. = Iq. - q. 1 I . 
J J J J-
The tangent magnitudes are therefore set equal to the segment 
zoo 
chord length. If one or both of the end tangents are not specified 
by the user, CAD SURF splines the data between the points where 
tangents are specified. The Ferguson coefficients r~, 
1 
i = 0,1, ... ,3, 
of the jth spline segment are then converted into Bezier form 
via the relationship 
P3j-Z = [M ]-1 
-j 1 , j , n-l r 4 0 
P3j-l 
-j 
r 1 
P3j 
-j 
r Z 
P3j+l 
-j 
r3 (B 11) 
Having obtained the composite Bezier polygon the user is 
f b h 1 ... ree to move any vertex, ut to ensure t at C cont1nu1ty 1S 
maintained CAD SURF may adjust neighbouring vertices where necessary. 
(ii) Surfaces: A Coons surface in CADSURF is a blend of at 
least two Coons sections with the same number, n, of points. 
The basic idea behind the general Coons technique [Forrest; 197Z(a)] 
is to construct a mesh of boundary curves, which is filled in 
automatically with a smooth surface. We already have the section 
curves, and CADSURF splines corresponding data points on successive 
sections to construct fore-and-aft boundary curves. This blending 
process, for m sections of n points each, results in a surface of 
(n-l) x (m-l) patches, but unlike the B-spline surface the patches 
join only with Cl continuity. 
The basic Coons patch equation in CAD SURF is reminiscent of 
that used in POLYSURF [Ball; 198Z], and is given by 
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o ~ u,v ~ 1 (B12) 
where u and v are as before, [H] is the 4x4 Hermite basis function 
matrix 
[H] = o o o 
o o o 
-3 3 -2 -1 
2 -2 
and (C] 1 AB! A
v
V1(u) BvV2 (u) 
1 
C D I C
v
V1(u) DvV2 (u) ~------------------i------------------
AU 1(V) iiu1(v) I 0 0 u U 1 
1 
C
u
U2(v) DuU2(v)! 0 0 
where U1 (v) [U UB 0 O][H
T] -T = v A 
U2 (v) = [U C UD 0 O][HT] v
T 
V1 (v) = u[H][VA Vc 0 O]T 
V2 (v) = u[H] [VB VD 0 O]T 
Here A, B, C and D are the four patch corners corresponding to 
parametric values (0,0), (0,1), (1,0) and (1,1) respectively. 
The suffices u,v in matrix [Cl denote unit partial derivatives 
at the patch corners, and the functions U1(v), U2(v), V1(u) and 
V2(u) are variable derivative scale factors, or tangent magnitudes, 
which control the fullness of the patch. In general the tangent 
magnitudes vary cubically, but if, for example, UA = UB then 
U1(v) = UA = UB ' 0, v '1. Consequently the CAD SURF Coons 
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patch equation is in general of sixth degree in both u and v, 
but if Ul(v), U2(v), Vl(u) and V2(u) are all constant the patch 
is reduced to standard bicubic form. 
In CAD SURF the user can modify a patch using the four patch 
corners A, B, C and D, the unit tangent vectors A , A etc., and 
u v 
the boundary tangent magnitudes UA, VA etc. However, the tangent 
magnitude values are not modified directly. For example, the 
patch boundary p(u,O) is defined by end points p(O,O) = A, 
p(l,O) = C, unit tangent directions Au' C
u 
and magnitudes UA, UC' 
The tangent magnitudes are written as the products 
(BD) 
where IAcl is the chord length lA - cl and WA' Wc are scalars 
called weights. The weights define the ratio between the tangent 
magnitudes and the segment chord length, and the user modifies 
the weights directly to achieve the desired shape. 
We note that the lower right-hand quarter of the matrix [Cl 
contains null vectors. This corresponds to setting the 'twist' 
vectors A ,B ,C and D to zero. In a commercial package 
uv uv uv uv 
a user might occasionally wish to control these vectors, but their 
physical interpretation is not simple and soin CAD SURF they are 
set to zero for convenience. 
B.4 Loft method. 
(i) Section curves Loft sections in CADSURF are planar composite 
curves made up of Bezier PC segments joined with cl continuity. 
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As such they are similar to CAD SURF Coons sections, but are 
expressed in terms of a local 2-d co-ordinate system (U,V). The 
jth segment is defined by the equation 
p.(t) = [1 
J 
t P3j-2 
P3j-1 
P3j 
P3j+1 
1 ~ j ~ n-1 
where t is the segment parameter, [M4 ] is as before and 
Pk = [Uk,Vk ], k = 3j-2, ••• ,3j+1. The Loft section input and 
construction procedures are similar to those of Coons sections, 
so we do not repeat them here. 
(ii) Surface: A Loft surface in CADSURF is a blend of m 
sections. Each section must be defined by the same number of 
data points, say n, and is represented by 3n-2 Bezier vertices. 
For the purposes of blending, however, it is more convenient to 
store the section shapes in terms of the following parameters:-
Segment end points 
Slope angles 
Tangent magnitudes 
[U.,V.] , 
1 1 
S. 
1 
A • ,11. 
1 1 
~. '-.. '. 
i = 1,4 ~ ... ,3n-2. 
i = O,l, ... ,n-1. 
i 0,1, ... ,n-1. 
(B14) 
The relationship between these quantities and the Bezier polygon 
f h . th . f 11 o t e J segment 1S as 0 ows:-
204 
(B15) 
To blend the m input sections it is necessary to construct 
functions U.(s), V.(s), 6.(s), A.(S) and ~.(s) which interpolate 
~ ~ ~ 1 1 
corresponding values on successive sections. This is done by 
'splining' corresponding values, using the same chord-length 
parametrization s as the spine (see next section). The 'splining' 
utilises the slope algorithm of Akima [1970] (see Chapter 2, 
Section 2.3.1) to assign suitable gradients. An intermediate 
section shape can then be computed for any value of s, by 
evaluating the functions U.(s), V.(s) etc. and then constructing 
1 1. 
the B~zier vertices according to (B15). 
(iii) Spine curve: The Loft technique requires the definition 
of a spine curve before a surface can be constructed. The spine 
is the link between the local 2-d co-ordinate systems of the 
sections and the global 3-d co-ordinates of the surface. If 
there are m sections the spine is defined using m data points 
qi' i = 1,2, ••• ,m. Each section is positioned perpendicularly 
on the spine, one at each data point, and the local U-axis is 
fixed to lie parallel to the global x-y plane. 
2 The spine is required to be C continuous to ensure that 
the offset procedure which positions intermediate sections on 
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1 the spine always produces a C surface. It must also be able to 
match input tangents, which means that cubic splines cannot be 
used, so a piecewise Hermite parametric quintic form is used. 
The six defining vectors of each segment are able to match end 
points, tangents and curvatures. In this form, the jth spine 
segment is defined as 
0 , s , 1 , 
where q. , qj+l are the end points of the segment, J 
t. , t j+l are the input tangent directions and J 
c j , c. 1 are J+ the desired second derivatives. 
The basis functions are defined as follows:-
Cl (s) ( 1 + 3s + 6s2)(1 3 = - s) 0 
Cl l (s) = 1 - Cl (s) 0 
e (s) 
0 = 
s (1 + 3s) (1 - s)3 
81(s) 
Yo(s) = t s2(1 - s)3 
1 3 2 y l (s) = 2 s (1 - s) 
(B16) 
(B17) 
It is easily checked that these functions have the r~.guired zeros. 
In CAD SURF at present the curvature vectors c. and c. 1 are 
J J+ 
zero, but these can easily be set by splining the tangents or by 
user input. 
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