Introduction and Definition
The improper integral defined by f (x) dx exists when the limit exists. When the limit does not exist, the integral is conventionally said to not exist, or to diverge. As an example of this case, take f (x) = sin(x). Then With only the assumption that the integral does exist, however, it's easy to show (using sin(x + π) = − sin(x)) that its value would have to be cos(a). This suggests that it may be possible to define an integral that applies to improper integrals which oscillate as the limit on the upper bound is taken.
Extending the family of integrable functions to include an additional class of functions is on its own sufficient motivation for pursuing this development. As a practical motivation, consider a situation where one needs to evaluate ∂ ∂y ∞ a f (x, y) dx and would be able to obtain a greatly simplified integrand if the derivative could be brought inside the integral, as ∞ a ∂f (x, y) ∂y dx but finds that the resulting integral does not exist. The sharp termination of the finite integral at the artificial upper bound b in the conventional definition is arbitrary. Further, it is that sharp termination that is the source of the oscillations when taking the limit in the example above. In order to have a single limiting value, the oscillations that occur when taking the limit need to be removed.
To this end, we propose the following alternate definition:
where f (x) is the function to be integrated, and where z(x) is the termination function (defined below). The inclusion of the additional term inside the limit allows us to rigorously achieve convergence. To the best of the author's knowledge, the definition in (1) has never been proposed elsewhere. Throughout this paper, for clarity, we include the overstruck Z on integrals using the proposed definition and a termination function, to distinguish them from integrals that exist under conventional definitions. We will assume the Riemann definition for conventional integrals when necessary (including its extension to improper integrals with an infinite limit), but most of the development does not depend on the particular definition. We will point out where the Riemann definition is assumed.
When the integrals and the limit in (1) exist, the integral of f (x) is said to exist with respect to z(x) under our definition, and to have the value of the limit. If, for all termination functions for which the limit in (1) exists, the value of that limit is the same, then the integral of f (x) is said to exist, with that value for the integral.
We will examine the case where the upper bound is infinite. The corresponding case where the lower bound is infinite follows easily, and the case where both bounds are infinite is found as the sum of two integrals with one infinite bound each, in the obvious manner. We will not consider the case of improper integrals with finite bounds.
A termination function is required to satisfy the following restrictions:
and its derivative is required to satisfy
A termination function is any function satisfying the conditions given in (2) through (5). A termination function for f (x) is a termination function for which the limit in (1) exists.
Implicit in the requirements of (2) through (5), is that z(x) is not a function of b. If z(x) were allowed to vary with b in an arbitrary fashion, for some integrals (where conventional integration fails), one could carefully choose z(x, b) to cause the limit in (1) to be any desired value. Not all forms of variation of termination functions WRT b will necessarily be a problem, and some restricted forms of variation WRT b may allow us to expand the domain of integrable functions.
The condition (2) is likewise perhaps not necessary, but makes some of the ensuing development simpler. The condition (4) also is not strictly necessary. A less restrictive condition, z(x) → 0 as x → ∞, coupled with the integral of z ′ (x) being absolutely convergent, is sufficient for the developments here. For this paper, however, we will proceed using the conditions (2) through (5), and require termination functions have no variation WRT b. Expanding the allowable set of termination functions is a subject for future research.
The definition in (1) can be manipulated into a more useful form. Beginning with (1),
where
Using integration by parts,
(8) Now using conditions (3) and (4), we obtain
where F (a) is constant WRT b, and is pulled outside the limit. We will make extensive use of (9). Given z(x), z ′ (x) is found by differentiation. If we are instead given z ′ (x), z(x) can be found as
where ⊗ denotes convolution, and where s(x) is the unit step function. Thus,
could have been used. We will call z(x) the combined termination function of z 1 (x) and z 2 (x), and will call z 1 (x) and z 2 (x) components of the combined termination function z(x). Using (14) in (11), we can get the combined termination function as
For convenience, we will write this relation between the combined termination function and its components using the notation
Some properties of the alternate definition
We will now show that the integral with respect to a termination function z 1 (x) gives the same value as integration with respect to a combined termination function having z 1 (x) as one if its components, with an arbitrary termination function z 2 (x) as its other component. Using (17), the limit term from the RHS of (9) becomes
The limiting operation is invariant WRT x ′ , and can be pulled inside of the integration over x ′ , giving
The limit as b approaches ∞ is the same as the limit as x ′ + b approaches ∞ for any finite value of x ′ , so (22) can be written as
The limit WRT b converges uniformly, so the order of the limit WRT b and the integration WRT x ′ can be safely interchanged (See for example [Spi06] for this and subsequent interchanges of limiting operations), giving
Since x ′ ≥ 0, and since z ′ 1 (x) ≡ 0 for x ≤ 0, the lower limit of the integration over x can be changed to −x ′ . Since z ′ 1 (x) ≡ 0 for x ≥ c 1 , and c − x ′ >= c 1 , the upper limit of the integration over x can be changed to c − x ′ . Thus
We thus obtain, for z 1 (x) a termination function of f (x) and a component of the combined termination function z(x),
Equation (26) is crucial result. Given a termination function z 1 (x) for a function f (x), and given any other termination function z 2 (x), their combined termination function z(x) is also a termination function for f (x), and gives the same value. That is, for a function f (x) integrable WRT z 1 (x), and with
Given any two different termination functions z 1 (x) and z 2 (x) for f (x) (i.e. for which the integral (1) exists) their combined termination function is also a termination function for f (x), and the resulting value of the integration is equal to that of z 1 (x). Since the choice of which termination function is z 1 (x) and which is z 2 (x) is arbitrary, a function which is integrable WRT some termination function z(x) has the same value for all termination functions. Thus, if f (x) is integrable under our definition WRT any termination function z(x), we can simply say that f (x) is integrable under our definition, without further qualification. That is, our definition gives us a unique answer.
We immediately see that conventional integration with an infinite upper bound is a special case of this definition. Simply take as the termination function
and then
Thus our alternate definition of integration gives the same result as conventional integration, whenever the conventional integral exists.
Additionally, we quickly obtain that, given any two functions f (x) and g(x) integrable under our definition, any linear combination of them is also integrable. Assume
and
Using (14), define
then using (26) twice (once with z
, and once with z
Thus, our definition satisfies linearity.
Examples
The following shows some example evaluations of integrals which do not exist under the conventional definition. If conventional integration were attempted, example 1 would have constant variation as the upper limit of the conventional integral approached infinity. Examples 2 and 3 would have unbounded variation.
Example 1:
The trigonometric terms within the limit WRT b cancel, leaving
Example 3:
Working through the algebra, all the terms which vary with b cancel completely, leaving
When β = 0, the result is identical to the result from Example 1. Also, when β < 0, the result matches the result from conventional integration.
Interchange of order of integration and differentiation
We will now examine Leibniz's rule for differentiation under the integral sign. Under conventional integration, when certain conditions are met, we have that
We will show that this relation also holds when one or both integrals require our alternate definition. Assume
exists, with f (x, y) finite and continuous WRT y, over a small neighborhood of y. We will also assume that we have a termination function that satisfies
Finally, assume
exists, where
We want to show that
We can always choose a constant value c larger than the maximum of the values c x (y) needed in (37) and c x (y) needed in (38). For convenience, in the following we will simply use c for the integration limit, and will only alter the upper limit based on how many termination functions are being combined. We will make extensive use of (26).
First, looking at the LHS of (42),
Combining the limits on b,
The limit WRT b converges uniformly, and the limit WRT h exists, so we can interchange the order of the limits,
or finally
Now looking at the RHS of (42), we have
Noting that (50) and (52) are identical, we obtain (42). Since conventional integration with an infinite upper bound is a special case of our alternate integration, we also immediately obtain
when the corresponding conventional and alternative integrations exist. This allows derivative operators to be "brought inside" an integral operator in cases where it is not allowed under conventional integration. This is an important result in terms of justifying the use of this definition of integration.
We also obtain d dy
It is an open question whether the existence of the LHS of (42) implies the existence of the RHS. An affirmative answer would be an important development.
Similarly, while the existence of the integral on the RHS of (42) does not imply the existence of the integral on the LHS (consider f (x, y) equal to a constant), it is perhaps possible that there is always some function g(x) such that
Again, this is an open question.
Examples involving differentiation
The following examples show passing differentiation inside the integration. In the first example, one of the integrals can be performed conventionally, while in the second, both integrations require our alternate definition.
Example 4:
The derivative of Ci(x) is given by [Wei08] , Eq. (6)
and we see that (53) is satisfied. Example 5: f (x, y) = sin(xy)
3/4 0 < x < π/y 1/4 π/y < x < 2π/y 0 x ≥ 2π/y 2 To satisfy (39), we could combine z(x, y) with r(x, y) and s(x, y), defined by r x (x, y) = −y/π 0 < x < π/y 0 else s x (x, y) = −(3 * y max − 2y)/π 0 < x < π/(3 * y max − 2y) 0 else where y max is the maximum y in the domain of interest. The combination with r(x, y) gets us a termination function whose derivative is a rectangular pulse of width 2y/π. Combining with s(x, y) then gets us a termination function whose derivative WRT x is non-zero over a constant domain of 3 * y max /π, and continuous WRT y, satisfying (39). 
Interchange of order of integration
We will now examine iterated integration of functions of two variables with respect to both of the variables, where one of the integrals requires our new definition. The development of this section explicitly assumes Riemann integration for the other integration, and would need to be modified to remove that dependence.
Assume
exists over the domain α ≤ y ≤ β for some termination function z(x, y). Assume also that w(y) exists over the same domain, and that
exists over the domain α ≤ t ≤ β, for a ≤ x < ∞. Further, assume that
exists over the domain α ≤ y ≤ β for some termination function z(x, y). It may be that (56) and (57) imply the existence of (58), but that is not proven here. We want to show that
Analogous to (7), define
We will limit ourselves to functions f (x, y) such that
holds. We will again make extensive use of (20) and (26), and will again simply use c for the upper bound of all termination functions. Throughout this section we will assume that the integrals WRT y are Riemann integrable. This restriction is due to the proof used below, but does not appear to be a fundamental limitation of our proposed integral definition. A proof without this restriction is desirable, but unknown at this time.
The RHS of (59) becomes
where the product symbol is taken as multiple convolutions, using (26) M times. Equation (67) holds for any arbitrary M > 0 and set {τ j } subject to α ≤ τ j ≤ β. Using (62), (67) becomes
We now replace the integral using the standard Riemann integral limit definition. That is, we will require that the interval α to β be broken into N intervals of length ∆y i , that each y i fall within the corresponding interval, and that the maximum length ∆y i approach zero as N approaches infinity,
For every N and set of y i , we can choose M = N and τ i = y i . Thus, for every N and i in (69), we have that
We can then interchange the limit over i and the integration in (69) to get
Using the existence of (70) again, we can interchange the two limits to get
Using (9), the LHS of (59) becomes
Replacing the integration with the Riemann integral limit definition,
Combining the other N − 1 additional termination functions with each i using (26), we have
Equations (76) and (72) are the same, so (59) holds. Since conventional integration is a special case of this definition, we immediately get
when the corresponding conventional and alternative integrations exist. The existence of the conventional integral on the LHS of (78) may imply that using the alternate definition on the RHS is never necessary, but this has not been investigated.
An interesting question is whether the existence of the LHS of (59) implies the existence of the RHS. Intuition suggests that this is the case, but I have no proof. It is clearly not true that the existence of the RHS of (59) implies the existence of the LHS. Consider f (x, y) constant, where w(y) integrates to zero between α and β.
Change of variable of integration
There is a restriction on manipulating integrations under this definition that is not present in the conventional definition. While integration by substitution can be used in some simple cases to change the variable of integration, it can not be used in general. To see this, begin with (1), rewritten here with u as the variable of integration
Now let
subject to the restrictions that u(x) be a monotonic function of x, satisfying
and let
Substituting, the RHS of (79) becomes
(85) Using (81) and (83), we can replace the limit β → ∞ with the limit b → ∞, and using (84), we get
While (86) is equal to (85), and looks very similar to (1), we see that z(·) is an explicit function of b. Variation of termination functions WRT b is not allowed under our definition, since this can lead to non-unique values for the integrals. To maintain equality in going from (85) to (86), an explicit variation WRT b is required by (87). The converse of this is that if a change of the variable of integration is performed, and a different termination function z(x) that is not a function of b is used in (86), the value of the limit, and hence the integral, may be different. The precise restrictions on variation of z(·) WRT b that must be met is a subject for future research, and will have a bearing on when change of variable may be performed.
In the following example, a change of variable using u-substitution is performed, affecting the value of the integral.
Example 6: Consider a square wave function, with value alternating between ±1,
where ⌊x⌋ is the floor function, and choose
Using (9),
We can select c = 1 and use
and we then get
Now, attempt a change of variable. Letting
the integral becomes
If we restrict α to
and we get
We can use c = 1 and z(u) = 1 − u giving
We then get
and using u-substitution to change the variable of integration can be seen not be valid.
In the restricted case where u is linearly related to x, it can be shown that the resulting termination function is not a function of b, so a change of the variable of integration may be performed. Assume
with s > 0. Then
Then (85) 
For this restricted case, the function z(x) is not a function of b, and satisfies the criteria for a termination function.
Multiple Integration
A corresponding definition of integration applicable to multiple integrals is the next logical development. The goal of this section is to show that a multiple integral version of the 1-D definition is feasible. To that end, a 2-D definition analogous to the 1-D expression (9) will be given here, but a complete examination of the consequences of the subject will not be attempted. The extension of this definition to three or more dimensions is obvious.
Begin with a two-dimensional analogue to z ′ (x) satisfying z ′ ( r) = 0 for r external to c
for some simply closed curve c of finite length, and also satisfying
where R c is region that is the union of the curve c and its interior. These are analogous to (4) and (5). Note that z ′ ( r) is not some kind of derivative of some other function z( r). Rather, the notation was chosen simply to match that of the 1-D development.
Then, for any finite length, simply closed curve γ, define Γ to be 1 in its interior, and 0 in its exterior,
The curve γ( r, b) will be varied so that, in the limit b → ∞, Γ( r, b) will encompass the entire plane. Here, b is a parameter, not necessarily a distance. A precise definition of what "encompass the entire plane" means may be "the radius r(b) of the largest circle centered at the origin and entirely interior to γ( r, b) approaches ∞ as b → ∞". We will also require that γ( r, b) fit entirely within some circle with a finite radius R(b) for all b. Now define, analogously with (10) Finally, the alternate definition proposed for the two-dimensional integral over the entire 2-D plane is
where the same value must be obtained for all possible curve families γ( r, b). This last requirement is necessary, since the integral of f ( r) is not absolutely convergent. Particular (perhaps carefully chosen) curve families can have finite limits for a given z ′ ( r), while others converge to a different value, and still other curve families do not converge at all. Essentially, we want to choose z ′ ( r) to ensure convergence, not γ( r, b). Using this definition, 2-D integrals over unbounded domains of functions which are not absolutely convergent are possible, whereas under the conventional definition they are not [Tre78] .
While less development has been achieved for the 2-D integral, and much work remains, uniqueness and linearity can be shown. Analogous to (14), convolution of two termination functions yields a third,
The analogue to (26) can be shown to hold. Assume (99) is satisfied for z
exists with the same value for all curve families Γ( r, b). We take c 1 , c 2 , and c to be circles of the smallest radii r 1 , r 2 , and r 12 respectively, enclosing the non-zero portions of z 
Equation (99) exists for all curve families, with the same value. For each r ′′ , there is a family Γ( r − r ′ , b) that corresponds to Γ( r − r ′ + r ′′ , b), so we can add r ′′ to the argument of Γ, giving us
The limit WRT b is uniform, so we can interchange the order of the limit and the integration, giving
Continuing,
Finally, then,
Uniqueness and linearity immediately follow from (106), in essentially the same manner as they followed from (26) in the 1-D case.
Conclusion
The definition of an improper integral with infinite bounds presented here is a more general, and more powerful, alternative to the conventional definition. The range of functions which are integrable to infinite limits is greatly expanded.
The proposed definition gives the same results as the conventional definition when that applies, and preserves uniqueness and linearity. The new definition allows interchange of the order of differentiation and integration whenever the two integrals exist under the new definition. Also allowed is interchange of the order of integration of iterated integration, again when the integrations exist under this definition. The ability to rigorously interchange order of integrations, or order of integration and differentiation, in cases where integrals under the conventional definition do not converge, provides an added tool for manipulation of complicated integrals.
The definition presented here is distinct from, but compatible with, the Hadamard finite part integral [Zwi92] . It can be thought of as providing an intermediate level of convergence, less convergent than integrals which are absolutely or conditionally convergent, but more so than integrals which require finite part integration for removal of an infinite component. Divergent integrands which can be handled using the Hadamard finite part definition are also divergent under our definition. Conversely, integrands which require our definition are not integrable in the conventional Hadamard sense. The two definitions can be used together if necessary, with our definition used for the evaluation of the finite part, after the infinite term is removed.
There are several open questions remaining for this definition. It is unknown whether differentiation under the integral sign is always possible, or whether bringing another integration inside the improper integral is always possible. It is also unknown whether the restriction to Riemann integrability for interchanging the order of integration can be relaxed. Perhaps most importantly, the restrictions on termination functions may be stricter than necessary, and could be relaxed, further expanding the range of functions which are integrable under this definition. A restriction on changing the variable of integration, not present under conventional integration, was demonstrated, although the precise restrictions that must be satisfied are unknown. Answering these questions is desirable, and a subject for future research. The results presented here, however, are not dependent on these answers.
A further extension of the alternate definition to two-dimensional (and higher) multiple integrals was presented, and shown to satisfy uniqueness and linearity. While much more development is clearly needed for the multiple integral case, enough progress has been made to show that the basic approach of this definition is not limited to one-dimensional integrals.
If one desires to use a conventional definition of the improper integral for infinite limits, the development in this paper still allows more freedom to interchange order of integration and differentiation. Since the alternate definition is defined in terms of standard integrals and limits, and since integrals using the alternate definition are equal to those using the conventional definition when the latter exists, one need only begin with an integral that exists under the conventional definition. Changes of order of integration and differentiation which lead to integrands which would be nonconvergent may subsequently be performed, using the alternate definition whenever necessary. All results obtained using the alternate definition remain equal to that of the original conventional definition.
