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INTRODUCTION
A community food web describes the binary feeding relationships between the species in a community. In a series of papers collected in Cohen et al. (1990) , Joel Cohen and his coworkers identified certain regularities in the large ECOWeB collection of community food webs (Cohen 1989) . For example, the number of links in the webs increases linearly with the number of "trophic species" in the community. A trophic species is a set of one or more biological species with the same predators and prey. This relationship between the number of links and the number of trophic species is called linear link scaling. Also, with few exceptions, the webs are acyclic. A food web is acyclic if there is no chain of feeding relationships (A eats B, B eats C, etc.) that contains the same trophic species more than once. Cohen and Newman (1985) went on to propose a simple web assembly model, the cascade model, which exhibits the same regularities.
Although there is some disagreement (e.g., Schoener 1989 , Martinez 1992 , 1994 ), a recent analysis suggests that the ECOWeB webs exhibit linear link scaling (Solow 1996). However, serious questions have been raised about the quality of these data and it has been suggested that these regularities may be an artefact of the process by which these webs were observed and recorded. One obvious feature of the ECOWeB webs is their small size. This appears to be due in large part to a high level of species aggregation or lumping. For example, web 1 includes single species representing all benthic organisms, all carnivorous fish, and all other fish. Martinez (1991 Martinez ( , 1994 showed that a number of highly resolved food webs, notably one for Little Rock Lake, do not exhibit the regularities of the ECOWeB webs. He also showed that the properties of these highly resolved webs are sensitive to simulated lumping of trophic species (Martinez 1991 (Martinez , 1993 This note describes some results that arose unexpectedly from a study of the effects of lumping on the behavior of simulated webs. The original purpose of this study was to determine whether, upon lumping, webs generated from the constant connectance model exhibit linear link scaling. The results presented here suggest that the Little Rock lake web is not consistent with the constant connectance model and that selected ECOWeB webs are not consistent with the cascade model.
The remainder of this note is organized in the following way. The next section briefly reviews the cascade and constant connectance models. After that, a simple algorithm for lumping species in a food web is described. The results of applying this algorithm to real and simulated webs are presented in the fourth section. The final section contains some concluding remarks. for some constant y (0 ? y ' n). If the trophic species are labeled so that ri = i, i = 1, 2, ..., n, then the predation matrix is upper triangular. It is important to point out that for observed webs the ranking is not known. For this model, the number of links in the predation matrix is a binomial random variable with n(n -1)/2 trials and success probability yin, so that the expected number of links is y(n -1)/2 (i.e., approximately linear in n). Other properties of webs generated by the cascade model are described in Cohen et al. (1990) .
WEB ASSEMBLY MODELS
Under the constant connectance model, there is no ranking and a trophic species preys on any other trophic species (including itself) with constant probability B. Formally, under this model, the elements of A are independent with
(0 ? 8 ? 1). Under this model, which allows cycles (including cannibalism), the number of links in the predation matrix is a binomial random variable with n2 trials and success probability 8, so that the expected number of links is Bn2 (i.e., quadratic in n). Other properties of webs generated by the constant connectance model are described in Martinez (1992) .
Under both the cascade model and the constant connectance model, isolated species can arise. An isolated species is one with neither predators nor prey. Because such species play no direct role in the feeding relationships within the community, we will omit them from consideration. For economy of expression, throughout the rest of this note, the term species will refer to nonisolated trophic species.
AN ALGORITHM FOR LUMPING SPECIES
The original goal of this study was to determine the effects of lumping species on the properties of food webs simulated from the constant connectance model. In order to do this, it is necessary to specify an algorithm for lumping species. The algorithm described in this section is intended to mimic in a rough way an observer lumping species with similar, but not identical, predators and prey. This algorithm appears to be the same as that used by Martinez (1991 Martinez ( , 1993 to simulate lumping the Little Rock Lake and other webs.
The lumping algorithm consists of a measure of distance between two species and a rule for combining species into lumped species. The distance measure that we used was the Jaccard similarity measure, which in this case is defined as one minus the proportion of predators and prey that the species have in common. Formally, let 
where #(x) denotes the cardinality of the set x. Using this distance, species are progressively lumped by average link clustering (Gordon 1980 ) using the IMSL (1991) subroutine CLINK. This algorithm begins by combining the closest pair of original species into a lumped species. Here, a lumped species refers to a group of the original species that have been combined by the algorithm. The algorithm then proceeds sequentially by combining the closest pair of speciesone or both of which may already be lumped species. In doing so, the distance between a pair of lumped species tk and tj is defined as the average of the distances between all pairs of species, one of which is in tk and one of which is in tj:
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The algorithm continues until all n original species have been combined into a single lumped species. There are other ways than Eq. 5 to measure the distance between a pair of lumped species. For example, under complete link clustering, this distance is measured by the maximum distance between species in the two groups: For comparison, we also applied the lumping algorithm to 500 webs generated by randomizing the locations of n, links in an n-by-n predation matrix. We choose to generate the simulated webs in this way rather than simulating directly from the constant connectance model for two reasons: to avoid having to specify a value of 8 and to eliminate variability due to variation in the number of links. However, essentially the same results were found by simulating from the constant connectance model with reasonable values of 8. The mean value of n(d) for the 500 simulated webs is also plotted against d in Fig. 2, along We repeated the same experiment for several of the larger webs from the ECOWeB collection. Here, we present results for three of these webs: web 210 (n = 49, n, = 142), web 37 (n = 24, n, = 46), and web 71 (n = 16, n, = 32). These webs were all acyclic, so in each case we compared the lumpability of the observed web to that for webs generated by randomizing the locations of n, links above the diagonal of an n-by-n predation matrix. Again, essentially the same results were found by simulating directly from the cascade model for reasonable values of y. As an illustration, Fig. 3 shows a typical Fig. 7 . These curves were estimated from 500 randomizations of the locations of n, links in the n-by-n predation matrix. As above, for the cascade model, the locations of the links were constrained to lie above the diagonal. Fig. 7 shows that, for these values of n and n,, webs generated from the cascade model are on average more lumpable than those generated from the constant connectance model. For d < 0.85, the expected difference in the size of the lumped webs is less than -3. In qualitative terms, the same result was found for different values of n and n,: webs generated by the cascade model are on average slightly more lumpable than those generated by the constant connectance model.
DISCUSSION
The results of the previous section appear to point to a fundamental deficiency in web assembly models, such as the cascade and constant connectance models, which assume that links are distributed randomly throughout the web. All of the observed webs that we analyzed with n > 20 were significantly more lumpable than the corresponding simulated webs. This finding is consistent with that of Critchlow and Stearns (1982) on the prevalence of "cliques" within a subset of the ECOWeB webs. In contrast to the model webs, in which the species are (on average) all loosely connected, these observed webs are composed (on average) of sets of species, i.e., cliques, with relatively tight connectance among species in the same clique but relatively loose connectance among species in different cliques. It may have been this structure that allowed a (presumably overzealous) observer to lump into single species all benthic species, all carnivorous fish, and all other fish in web 1.
It remains to explain the success of the cascade model for smaller ECOWeB webs, as illustrated in Fig. 6 for web 71. We are currently pursuing two possibilities. The first is that the links are dense enough in small webs that it is difficult to detect nonrandomness. This possibility can be checked by examining the lumpability of webs simulated from a web assembly model with a nonrandom distribution of links. To do this, it is first necessary to formulate a web assembly model with a nonrandom distribution of links. The second possibility is that the size of these smaller webs reflects a higher level of lumping and that this lumping, by combining species within cliques, tends to eliminate the dependence in the unlumped web. It is possible to check this by artificially lumping observed or simulated webs that, like the Little Rock Lake, exhibit a nonrandom distribution of links and determining whether the links in the lumped web are randomly distributed. Preliminary experiments along this line suggest that this effect does occur.
