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Abstract
Materials are never perfect. In a perfect world all materials would be single sto-
ichiometric crystals but in reality they are not. In reality materials contain non
stoichiometric defects, such as Frenkel and Schottky defects, chemical defects, such
as foreign anions and cations substituted at lattice sites or free in the lattice and
structural defects, such as surfaces, grain boundaries and dislocations. Further-
more, these different types of defects can combine, giving rise to further complexity.
Predictions based upon stoichiometric materials are valid but without taking into
account the atomistic effect of defects they neglect the reality of the state of a ma-
terial. The main aim of this work is to utilise computational techniques to gain an
understanding on how defects and combinations of defects influence and define the
chemistry of UO2 and CeO2, and to ascertain methods for improving the function
these materials. This thesis investigates the structure and dynamics of three struc-
tural defects (Surfaces, Grain boundaries and Surface-Grain boundary junctions)
and how they are modified when the material is doped with foreign cations.
This thesis begins with an investigation of the surfaces of CeO2 and M3+ doped
CeO2 surfaces in the presence of water and carbon dioxide adsorbants. The results
demonstrate that M3+ dopants have a significant effect on the adsorption properties
of water and carbon dioxide and alter the particle morphology of CeO2 under certain
conditions of temperature and pressure.
Analysis of UO2 and CeO2 grain boundaries has also been conducted and when
doped with M3+ grain boundaries have significantly altered the structure, segrega-
v
vi
tion and transport properties.
Finally, grain boundary-surface junctions have been investigated and M3+ dopant
segregation explored. Dopants are predicted to segregate preferentially to the surface-
grain boundary junctions followed by the surface and grain boundary.
A combination of DFT and potential based atomistic computational modelling has
been used. Adsorption of water and carbon dioxide at the surface has been studied
with density functional theory energy minimisation calculations, while potential
based molecular dynamics simulations were used to evaluate transport properties
in grain boundaries and defect segregation has been studied with potential based
Monte Carlo simulations.
The results presented in this thesis provide insight into the effect of these different
types of defects and allows experimental and further computational work to be
carried out with a greater understanding of the effect of defects
vii
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Since the conclusion of WW2, there has been a worldwide drive for improvements
in education, healthcare and quality of life. This has been a largely successful
endeavour, with the number of children in full-time education rising by 9% and a
large increase in global healthcare spending [1]. This has been arguably due to a
sharp increase in global GDP per capita and there is an strong link between energy
consumption/generation and the development of the economy. In the distant past,
work was conducted entirely by humans, and thus there was a sharp correlation
between production and the workforce, e.g. without modern farming equipment,
the output of a farm was based on the physical output of the workers. In the
modern era, the amount of energy being produced has grown and brought with it
a huge increase in productivity and thus GDP. While economically beneficial, the
vast majority of energy has been generated from fossil fuels (figure 1.1) which release
carbon dioxide and other greenhouse gases into the atmosphere.
While it is easy to paint a damning picture on greenhouse gases, they are critical
to the survival of life on earth. The earths atmosphere helps trap radiation from
the sun which bounces off the earth and is reflected by greenhouse gases back to
the earth. These gases include ozone, nitric oxide, water vapor, methane, nitrogen
dioxide and carbon dioxide. Since the industrial revolution, mankind has increased
the concentration of these gases in the atmosphere through the burning of fossil
fuels. Carbon dioxide and methane concentrations in particular have risen sharply
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Figure 1.1: Global energy usage by sector and global energy production broken
down into contributions from coal, oil, gas, nuclear, hydroelectric and renewables
[2].
in recent times (figure 1.2).
Carbon dioxide concentration has fluctuated between 170 - 320 ppm for the last
800,000 years [4] and fluctuating concentrations of atmospheric CO2 are normal.
Since the start of the industrial revolution, atmospheric CO2 has increased from
280 ppm to 405 ppm, an unprecedented change in geological terms (figure 1.3). Sci-
entists believe that there is a 95% probability that the current warming is as a result
of human activity industrial activity[5, 6, 7, 8].
Evidence shows that the average land temperature has increased by 0.8◦C since the
beginning of the 19th century and the average ocean temperature has risen by 0.06
degrees Celsius [10]. Furthermore, the Antarctic and Greenland ice sheets have lost
127 and 286 billion tonnes of ice per year since 1993 (figure 1.5), and global sea
levels have risen by 8 inches in the 20th century. While fluctuations have occurred
over the last 800,000 years, the rate of change can not be accounted for by natural
factors [11].
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Figure 1.2: Carbon dioxide emissions and temperature change over the last 140
years. Data was taken and reproduced from Luthi et al.[3]
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Figure 1.3: (A) Historic carbon dioxide emissions measured from the EPICA Dome
C ice core in Antarctica. (B) Historic temperature change. Data was taken from
the national oceanic and atmospheric administration (NOAA) [9]
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Figure 1.4: Monthly sea ice extent (In Million square kilometres) over the last 40
years [12].
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1.2 Reduction of Greenhouse Gases
While the long-term goal is a 100% reduction in emissions, in the short term there
are strategies to remove CO2 from the atmosphere. There are various techniques
being developed to actively remove carbon dioxide from the atmosphere.
1.2.1 Catalytic Removal of CO2
A technique to remove carbon dioxide from the atmosphere is to use catalytic pro-
cesses to convert greenhouse gases to a more benign species. Furthermore in in-
dustrial processes, greenhouse gases are often a by-product and their catalytic con-
version into something useful can both offset the carbon cost of the reaction and
increase the efficiency of the reaction.
Volatile organic products are a common by-product of industrial processes. They
can be removed by thermal incineration or by eliminating solvents from the reaction.
Both of these options have flaws, such as the high temperatures required and danger-
ous by-products produced by incineration. Volatile organic compound combustion
can be achieved at lower temperatures and without the dangerous by-products (such
as NOx) with the use of a catalyst. It should be noted that the combustion of VOCs
releases CO2 into the atmosphere, but in terms of damage to the environment, VOCs
are considerable worse.
It is possible to use catalysts to convert CO2 into fuels such as methane and methanol
with the use of a catalyst [13, 14]. Gases such as NOx and N2O can be converted into
benign N2 with vanadium oxide catalysts. Catalytic converters are now universally
employed on car exhausts in order to reduce the severity of gas emissions [15]. These
devices remove carbon monoxide (CO) and nitrogen oxide (NOx) by converting them
to CO2 and N2.
Catalytic removal of gases is a valuable method for greenhouse gas removal, there
are several issues that limit their effectiveness. The obvious issue is that while
these catalysts remove gases that are incredibly damaging to the environment, they
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convert them into gases that are still damaging, e.g. a catalytic converter reduces
the emissions of deadly CO, but releases CO2.
1.2.2 Carbon Dioxide Sequestration
An obvious method for removing CO2 from the atmosphere is to directly capture
and store it. There are several different methods for carbon sequestration. Biologi-
cal processes include forestation, where atmospheric carbon dioxide is converted into
biomass [16], triggering algal blooms in the oceans by mixing ocean layers [17] and
encouraging the growth of phytoplankton through iron fertilisation in the oceans
[18]. Chemical carbon dioxide sequestration refers to the process of converting at-
mospheric CO2 into solid carbonates. Physical carbon dioxide sequestration takes
the biologically or chemically captured carbon. For example, biomass can be taken




Hydroelectric power currently accounts for 6.8% of the worlds energy, 15.8% of the
worlds electricity and countries like Brazil and Canada rely on it, generating 62.5%
and 57.2% of their electricity by hydroelectric power plants [2]. The principles be-
hind hydroelectricity are simple, the potential energy of water, stored in a reservoir,
is used to drive turbines and generate electricity. The operational costs are low,
and excluding the carbon cost associated with building the reservoir(which is con-
siderable), operational reservoirs produce virtually no emissions. Furthermore, they
have very flexible output levels which can be adjusted on demand to meet energy
demands and overall, the energy for the consumer is very cheap. However, the con-
struction of the reservoir is incredibly expensive and requires vast swathes of land
be submerged. The Three Gorges dam in China is arguably one of the greatest
engineering feats of the modern era and NASA has calculated that the sheer mass
of water that has been displaced by the dam has increased the length of the earth’s
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day by 0.06 microseconds and altered the shape of the planet [19]. The reservoir
cost $31.765 billion and displaced 1.24 million people living nearby and submerged
13 cities, 140 towns and 1350 villages [20]. Furthermore, if water levels drop below
a certain threshold, such as through the effects of global warming, the reservoir be-
comes unsuitable for electricity generation, an issue currently plaguing the Hoover
dam.
1.3.2 Solar
Solar energy is seen by many, as the future. Life on earth has depended on the sun
since its emergence 4.5 billion years ago and given the abundance of solar energy
throughout the universe, harnessing it for mankind’s needs seems to be the logical
future. There are two main ways to harness the power of the sun for energy pro-
duction, concentrated solar power [21] and photovoltaics[22]. Concentrated solar
power involves large arrays of mirrors which focus on a heat engine which drives a
steam turbine. Photovoltaics are better known than CSP and involve solar panels.
An advantage of using solar panels is that they can be applied to a wide range of
applications, e.g. the roof of a house or a vast solar plant. The cost associated with
solar panels has been steadily decreasing over the last two decades and is now at
the point where it is affordable for personal energy production. Furthermore, once
a solar farm has been constructed, there are virtually no emissions until the plant
is decommissioned.
There are several disadvantages to solar energy however, there are areas on the
planet that receive very little sunlight and nowhere receives any at night (when
electricity demand increases). The amount of solar energy received is also heavily
dependent on weather and so in certain areas, particularly outside of the tropics,
cannot be relied upon. Furthermore, the production costs associated with building
solar farms are incredibly high and some new materials are made of toxic elements
(such as cadmium telluride) which creates future decommissioning issues.
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1.3.3 Wind
Wind farms produce electricity from wind turbines that are driven by the wind. As
with solar and hydroelectric power, once erected, wind farms do not produce any
emissions and they have the added bonus of requiring very little maintenance. The
obvious issue is that wind farms are totally dependent on the weather and thus are
incredibly unreliable.
1.4 Fuel Cells
Fuel cells convert chemical energy directly into electricity and heat. There is no
mechanical stage in the generation of electricity so there is minimal noise and they
are highly efficient. Traditional combustion engines cannot directly use H2 as a fuel,
but fuel cells are capable of doing so. For example, proton exchange membrane
fuel cells are capable of operating at low temperatures and utilise H2. Solid oxide
fuel cells (SOFCs) [23, 24, 25] are among the most effective fuel cells and display
an efficiency of around 85% [24]. They are capable of taking fuel in the form of
hydrogen or carbon based fuels and thus they are seen as a viable method of power
generation in both the long and short term.
1.4.1 Operation
Typically, several cells are linked together, separated and supported by a connecting
material. A SOFC is designed to have an impermeable solid electrolyte, separating
the air and fuel sides. Oxygen containing air is injected in to the cathode side and
the molecular oxygen adsorbs at the cathode surfaces and is reduced to O2- ions.
The cathode material is designed to have both ionic and electronic conductivity, the
former allows electrons to distribute and facilitate oxygen reduction at the surface
and the latter is to allow anions to move through the cathode to the electrolyte.
The anions then adsorb into and diffuse through the electrolyte. Electrolyte ma-
terials need to be highly conductive for the anions and display minimal electrical
conductivity (or the SOFC can short circuit). The electrolyte material also needs to
be stable in different chemical environments as each side has different oxidation/re-
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duction environment. Furthermore, the thermal expansion coefficient needs to be
similar to that of the anode and cathode materials [26]. The anode material is usu-
ally porous to allow the fuel to penetrate within to aid its reduction by the anions.
The anode needs to be a good ionic and electronic conductor, to transport anions
from the electrolyte and to disperse the electrical current created by the oxidation
of the fuel. For a SOFC using hydrogen as a fuel, the redox reactions are shown
below
H2 +O2− → H2O + 2e− (1.1)
1
2O2 + 2e
− → O2− (1.2)
The oxidation of H2 leaves behind two electrons which drives the electrical current,
which flows through an external circuit and then reduces oxygen at the cathode.
Electrons should only flow from anode to cathode and thus the electrolyte must be
non conducting.
1.4.2 Materials
Traditionally the cathode material is lanthanum strontium manganite (LSM, La1-x
SrxMnO3), the electrolyte is yttria stabilised zirconia (YSZ) and the anode material
is a ceramic material such as Ni/YSZ.
LaMnO3 is an intrinsic p-type conductor with a perovskite structure. It is doped
with strontium atoms which sit on the La sites, this oxidises some of the Mn atoms
from Mn(IV) to Mn(V) in order to maintain charge neutrality [27]. This makes it
both an electronic and ionic conductor. It has a very high electrical conductivity
(485 S cm-1) and has displayed good electrochemical activity in the reduction of
oxygen with activation energies in the region of 1.866 eV [28].
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Figure 1.5: Schematic representation of a solid oxide fuel cell (SOFC). For clarity,
the blue and red spheres are hydrogen and oxygen.
The electrolyte material is zirconia, doped with 8-10 mol% Y. Zirconia is doped
with Y in order to stabilise the cubic phase, but the Y concentration is kept to a
minimum because high levels of doping are associated with decreased conductivity
due to dopant - dopant interactions and oxygen vacancy ordering [29]. However it
does display the ideal properties for an electrolyte and has sufficiently high ionic
conductivity at 1200K [30, 31].
1.4.3 Research Challenges
There are considerable issues with current materials used in SOFC devices. Firstly,
LSM and YSZ are chemically active and form layers of La2Zr2O7 and SrZrO3 which
insulate the electrolyte - cathode boundary and reduce the ionic conductivity [32].
Furthermore, the electrical conductivity of LSM is dependent on the oxygen partial
pressure and at low oxygen partial pressures the conductivity drops considerably
[33]. The anode material also suffers from issues, it is not redox stable, is prone
to Ni segregation over time and suffers from carbon deposition when carbon based
fuels are used. Collectively this combination of materials also runs into problems
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relating to the operating temperatures of the SOFC. These devices will only operate
at temperatures exceeding 1200K and there is now a drive to reduce the operating
temperature in order to reduce the impact of thermal lattice expansions and thus
increase the density that the cells can be constructed to, as well as allow cheaper
connects to be used. The high temperatures also mean that long start-up and shut-
down times are needed, so a reduction in operating temperature will improve safety,
efficiency, overall durability and the stability of the components. The issue, and thus
the drive for new materials, is that LSM cathodes suffer from polarization resistance
and YSZ electrolytes display poor conductivity in the intermediate temperature
range (500 - 1000K). This has driven research into new materials.
1.5 Cerium Oxide
1.5.1 Ceria in Catalysis
Cerium oxide (CeO2, ceria) is an important material in the field of catalysis. It can
be employed either directly in the reduction of harmful pollutants or as a support
material for other catalysts [34]. This is due to its high thermal stability[35] and
high oxygen storage capacity (OSC) [36, 37], which allows ceria to release oxygen
under reducing conditions and adsorb oxygen under oxidising conditions. The OSC
is related to the ease of oxygen vacancy formation which results in the reduction of
two cerium atoms from (IV) to (III) [38, 39]. This can be written as





where OxO is an O2− ion and CexCe is a Ce4+ ion at their lattice sites, the x indicates
that these species are charge neutral with respect to their position in the cell. The
left hand side of the equation therefore refers to the stoichiometric lattice. The V ••O
refers to an oxygen vacancy, Ce′Ce is a Ce3+ ion and O2 is oxygen gas. The vacancy
is a missing 2- charge and thus it has a net charge of 2+, which is represented by ••.
The formation of an oxygen vacancy leaves behind two electrons which reduce two
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cerium atoms from 4+ to 3+. The Ce3+ ions have a net negative charge, and this
is represented by ′. The ease with which oxygen vacancies can form or be quenched
allows both oxidation and reduction reactions to occur and this is the main reason
for its success as a catalyst.
The most well known and successful application of ceria in catalysis are three-way
catalysts (TWCs) [40, 41]. The catalyst is mounted after an internal combustion
engine and its role is to oxidise carbon monoxide and any unburnt hydrocarbons
and reduce NO2/NO to N2. A catalytic converter consists of a support material
(usually doped Al2O3) with a honeycomb structure, with the inner channels coated
by the active catalyst. The catalyst consists of an active phase, usually made of
noble metals and a CeO2 promoter. The oxidation reactions are promoted by Pt,
while Rh is needed to catalyse the reduction. The conversion efficiency of the three
pollutants is dependent on the air-to-fuel ratio and the removal of all pollutants
is only obtained in a very narrow window, thus there must be a continual control
of the oxygen pressure in the gas stream and also of the air and fuel flows within
the engine. The role of CeO2 in TWCs is to act as an oxygen buffer and extend
the window of operation. Reduced ceria is able to store oxygen during oxygen-rich
environments, promoting the reduction of NOx. Whereas, CeO2 is able to release
oxygen in oxygen-poor environments, promoting the oxidation of CO/HC.
Along with NOx, CO and HC, soot is one of the main pollutants emitted from a
diesel engine. The health risks of diesel soot have been proven and there are now
regulations governing the amount of emission [42]. Ceria is one of the best catalysts
for soot oxidation due to its efficiency, but also because it can considerably lower
the temperature of combustion, lowering the cost of process [43]. There are two
mechanisms that are generally accepted for ceria catalysed soot oxidation.
Active Oxygen Mechanism
CeO2 + C → CeO2−x + SOC, (1.4)
12
Chapter 1 1.5. CERIUM OXIDE
CeO2−x +
1
2xO2 ↔ CeO2, (1.5)
SOC → CO/CO2 + Cf , (1.6)
O − Containing − gas+ Cf → SOC, (1.7)
NO2 Assisted Mechanism
CeO2 + xNO ↔ CeO2−x + xNO2, (1.8)
CeO2−x + x2O2 ↔ CeO2, (1.9)
NO2 + C ↔ NO + SOC, (1.10)
SOC → CO/CO2 + Cf , (1.11)
O − Containinggas+ Cf → SOC, (1.12)
In these schemes SOC refers to carbon-oxygen complexes at the surface and Cf
refers to free carbon sites. The active oxygen mechanism involves a direct exchange
of oxygen between the catalyst and the gas phase, while the NO2 assisted mechanism
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involves the high temperature induced oxidation of NO to NO2.
TWCs and soot oxidation catalysts are the applications where ceria is a well estab-
lished catalyst, and are of particular relevance to the work presented in this thesis.
However, there are several emerging applications where ceria is receiving interest.
Steam, dry and autothermal reforming of hydrocarbons [44], the water gas shift reac-
tion / preferential oxidation of CO [45] and the oxidation of organic compounds [46],
dehalogenation [47], partial hydrogenation[44], photocatalysis and thermochemical
water splitting [48] are all applications that ceria is finding use in.
1.5.2 Ceria in Solid Oxide Fuel Cells
Ceria has been employed within solid oxide fuel cells in three ways
• Doped ceria is a promising electrolyte
• CeO2 is used as a barrier layer to prevent a reaction between the cathode and
electrolyte.
• CeO2 is sometimes added to both the cathode and the anode as a catalyst.
The use of ceria as an electrolyte is the most promising of the three potential uses
[34]. Ceria is doped with bi/trivalent cations in order to introduce charge com-
pensating oxygen vacancies which act as charge carriers and improve the transport
properties. The most well known example is gadolinium doped ceria (GDC) [49].
Pure ceria has poor ionic conductivity, and while this is improved with the addition
of oxygen vacancies, this is accompanied by the reduction of cerium atoms and this
has been linked to electronic conductivity, leading to short circuits. GDC does not
have this problem because the presence of trivalent Gd means there is no reduction
of Ce and thus no electronic conductivity.
A key consideration when doping ceria is the effect that the dopants have on the
lattice of ceria. Dopants that are similar in size to cerium (such as Gd) are often
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best because they cause minimum distortion to the lattice. Both experimental [50]
and theoretical [51, 52] studies have shown that minimising the lattice distortion is
key to achieving high ionic conductivities. Zha et al. have investigated the effect
of dopant concentration on the conductivity of Sm doped CeO2 and found that the
ideal concentration was 15 mol% doping [53]. Considerable efforts have been made
to understand the dynamics of oxygen vacancies, as these are the charge carriers
in the electrolyte. Gopal et al. found that oxygen vacancy concentration increased
with temperature and that vacancies tended to form clusters along the <111> and
<110> directions [54]. Dhobabhai et al. found that at high dopant concentrations
the conductivity is limited because dopant - vacancy clusters form and trap oxygen
vacancies [55]. Molecular dynamics simulations have been employed to investigate
the study oxygen diffusion in both ceria and doped ceria. It has been found that
diffusion occurs via an oxygen vacancy mechanism, where oxygen hops into a nearby
vacancy [56]. In stoichiometric ceria, oxygen vacancies form as the result of Frenkel
pairs, whereas in doped ceria there are intrinsic oxygen vacancies (CCVs) which
allow much faster diffusion. Oxygen vacancies tend to cluster along the <111>
and <110> directions [57]. While it is generally accepted that Sm and Gd are
the best dopants for increasing the conductivity of ceria SOFCs, there is still some
debate. Recently, Dy doped ceria has been tested and found to have conductivities
higher than Sm/Gd doped systems. These differences could be due to the synthesis
conditions, analytical methods or the internal microstructure [58].
The overall message of these studies is that the conductivity of ceria increases with
dopant (and thus oxygen vacancy) concentration until an upper limit is reached
where oxygen vacancy mobility decreases due to clustering. Another crucial element
that makes ceria a good candidate for electrolytes is that they have high mechanical
strength and they are relatively unreactive towards other SOFC components.
1.6 Nuclear Energy
The Manhattan Project was a research and development undertaking during World
War II that produced the first nuclear weapons through nuclear fission [59]. Nuclear
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fission is the breakdown of a nuclear isotope (U235 U233 and Pu239) into smaller nuclei
(Sr90, I129 Cs137) by absorbing a neutron [60]. Nuclear fission was first harnessed in
1938 just prior to the Second World War, sparking a surge in research culminating
in the Manhattan project [61] and the world’s first nuclear explosion in the Japanese
city of Hiroshima, changing the world forever. Between 1950 and 1989 the world’s
two superpowers, the USA and Soviet Union were locked in a nuclear arms struggle
that threatened civilisation. A number of technologies were created from this arms
race, one of which was harnessing the nuclear reaction for energy instead of destruc-
tion. In 1950 the first nuclear reactor was built in Idaho and 9 years later nuclear
energy became commercially available.
1.6.1 Nuclear Fuel Cycle
The nuclear fuel cycle is the entire process from mining of the fuel to the production
of electricity, including reprocessing and waste storage [62]. The front end of the
cycle is the mining and production of the fuel material. Uranium ore is mined and
milled into U3O8, known as yellowcake uranium [63]. There is a small amount of
waste from this process in the form of waste ore. This waste ore has to be properly
disposed of due to the high levels of radioactive material. U3O8 is then refined
into UO2 and is ready for use, although most is sent to an enrichment plant. UO2
is enriched by first converting it into UF6. The two isotopes are separated out in
centrifuges and then converted back into UO2. The final stage of this process is the
fuel rod creation. UO2 pellets are sintered at high temperatures (1400 - 1750C) in
an argon atmosphere [64, 65] and encapsulated in a fuel rod composed of zircalloy.
The second stage of the cycle involves the fission process where the heat produced
from nuclear fission is used to produce steam and drive turbines to generate electric-
ity. Nuclear fission takes place in a reactor [66] and is accelerated by the addition
of neutrons which split the nucleus. This process releases heat and another neutron
causing a chain reaction. The overall reaction is moderated by control rods which
prevent a runaway chain reaction by absorbing neutrons. These control rods are
made of cadmium or graphite. If the process is not moderated then the reactor can
go supercritical [67]. Control rods can be inserted or removed from the reactor in
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order to regulate the reaction. The fissile isotopes are contained within fuel rods
which are surrounded by water. The water is heated to steam and passes through
turbines to generate electricity.
The final stage involves the reprocessing and removal of waste materials. The spent
material typically contains 96% of the original uranium although U235 content is
usually below 1% [68]. The other 4% is comprised of 1% plutonium and 3% high
level radioactive waste. The spent material is typically reprocessed into enriched
UO2 or converted into a mixed oxide fuel, with plutonium taking up the role of U235.
Disposal of fuel with high levels of radioactive waste is as follows, the radioactive
waste is incorporated into a borosilicate glass and placed in a steel container where
it will go into long storage [69].
1.6.2 Nuclear Reactor
Nuclear reactors operate in a similar manner to traditional fossil-fuel power stations.
Heat is used to generate steam which drives turbines. Each reactor consists of fuel,
control rods, a coolant, a pressure vessel, a steam generator, a moderator and a
containment mechanism [70].Nuclear fuel is traditionally based on uranium metal or
uranium dioxide. Less common fuels include thorium dioxide [71], mixed uranium-
plutonium oxide [72] and uranium-thorium mixed oxide fuels also exist [73]. Control
rods are neutron absorbing materials e.g. cadmium and hafnium and they adsorb
neutrons, reducing the number of neutrons that can induce fission and this reduces
the reaction rate [74, 75]. The coolant and the reactor are contained within the
pressure vessel which is built to moderate and contain the high pressure that is
often reached (100-150 atm). A moderator reduces the speed of the neutrons and
converts them from fast neutrons to thermal neutrons. Moderators are typically
water or graphite [76].
The vast majority of reactors in use today are thermal reactors of which there are
four main types. A thermal reactor has a moderator that slows neutrons released
from the fission reactions in the reactor [77]. The four main thermal reactors are as
follows;
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• Pressurised water reactor (PWR) - The reactor core is completely surrounded
by water, meaning that the core is only accessible when the reactor is com-
pletely offline.
• Pressurised heavy water reactor (PHWR) - Fuel elements are kept in individual
pressure tubes. This allows them to be isolated and removed while the reactor
is running.
• Boiling water reactor (BWR) - BWRs are similar to the PWR design but the
coolant is used to directly drive the steam turbines.
• Advanced gas cooled reactor (AGR) - Rather than water, CO2 is used as a
coolant and the moderator is made from graphite. But it operates in the same
manner as the PWR reactor.
A less common type of reactor is the fast reactor [77]. A fast reactor lacks a mod-
erator and the main fuel used is mixed oxide (MOX) fuel composed of uranium and
plutonium. A moderator slows down neutrons so in its absence there are fast neu-
trons. Fission of uranium by fast neutrons is inefficient but fission of plutonium is
efficient. Fission of plutonium produces more neutrons than uranium per event and
a large portion of the non-fissile U238 is converted to Pu239 and Pu241, which can
undergo fission. These Pu isotopes undergo fission in the same manner as uranium
in fast reactors. There are three main types of fast reactor;
• Burner reactors - Consume more plutonium than produced
• Breeders - Produce more plutonium than is consumed
• Iso-breeders - Produce and consume and equal amount of plutonium.
Fast reactors have the advantage of being able to fission actinides and so they could
"burn" spent nuclear waste. These reactors can use several different sources of fuel,
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the most common of which being UO2.
1.7 Uranium Oxide - Nuclear Fuel
The main nuclear fuel material currently in use is uranium dioxide (UO2). UO2 has
good thermal stability, a high melting point, good irradiation and chemical stability
[78]. It has two main limitations, firstly it can be readily oxidised, this results
in the formation of higher oxides like U3O8 which corresponds to a 36% increase
in volume and can cause the fuel cell to crack. Secondly it has very low thermal
conductivity allowing it to build up a lot of heat and this was the cause of the
Fukishima disaster. It requires little extraction or separation from other natural
ores and it is compatible with cladding designs. This research focuses only on UO2
so this section will be limited to investigations on UO2; however there are other fuel
types in use and in development.
Pellets of UO2 are sintered together into an arrangement that allows control rods to
penetrate them. The pellets are arranged into fuel rods and then covered in cladding
of a zirconium oxide and steel alloy. This alloy has good thermal and mechanical
stability and is transparent to neutrons, so they are structurally solid and do not
affect the reaction.
There is and always will be a need to improve the fuel rod to minimise environmental
risk and improve safety. With UO2 the main issue that still needs to be addressed
is its susceptibility to oxidation from species containing oxygen e.g. water. With
increasing oxygen content (UO2 > UO2+x > UO3) UO2 changes from a fluorite
structure (CaF2) to U2O5, U3O8 and eventually UO3. U3O8 is approximately 36%
larger by cell volume than UO2 which causes the fuel pellets and thus the rods to
expand and crack - compromising the integrity and safety of the reactor. Further-
more another issue is the build-up of fission gases (Xe, He and Kr) within the lattice
and these tend to segregate together, forming bubbles which can cause cracking of
the fuel rod. Fission products (Gd, La, Fe, Ba, Sr, Cs) also form and are incredibly
toxic if allowed to enter the environment. Their role in the behaviour of the fuel is
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also poorly understood. When the fuel rod is eventually removed from the reactor,
the UO2 within the rod is far from pure and contains a vast array of impurities and
defects that are not fully understood. Research into the effect of these impurities
on the oxidation of UO2 is important for designing new processes for increasing the
fuel lifetime, reducing the amount of hazardous waste and increasing the efficiency
of the waste storage. Thus to understand the material properties of UO2 fuel rods,
we need to be able to assess the influence of a range of defects from extended defects
e.g. surfaces, grain boundaries and dislocations, to point defects such as vacancies,
interstitials and dopants/impurities.
1.8 Thesis Outline
With increasing concerns over the environment, energy security and air pollution,
replacement technologies for the now outdated fossil fuels industry are required. In
this thesis two materials, similar in structure but remarkably different in chemistry
and applications have been investigated. Uranium oxide and cerium oxide share the
same fluorite structure but find use in two vastly different fields that both aim to
reduce global emissions and clean up the environment.
Details of the computational methodology employed in this work are discussed in
Chapter 2. This chapter provides an overview of both quantum mechanical and
classical methods and the theories on which they are based.
In chapter 3, density functional theory calculations on cerium oxide and doped
cerium oxide surfaces are discussed. In chapters 4 and 5 water and carbon dioxide
adsorption on these surfaces is discussed. Surface phase diagrams as a function of
temperature and pressure have been generated and used to predict the particle mor-
phology of ceria under certain conditions. In chapter 6, phosphate anion adsorption
on the surface of ceria is discussed within the context of biomedicine.
In chapter 7, grain boundaries of uranium oxide and cerium oxide have been gener-
ated and simulated with molecular dynamics. The structure, stability and transport
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of these boundaries has been discussed within the context of fuel cells and nuclear
reactors. In chapters 8 and 9 the structure, stability and transport of doped uranium
and cerium oxide grain boundaries is discussed.
Finally in chapter 10 the distribution of dopants within uranium oxide surfaces,




There are two distinct methods for simulating systems at the atomic level: quantum
mechanical and potential based methods. Quantum mechanical methods model the
electrons explicitly and use the electron density or wave functions of the system to
predict the system properties. In contrast, potential-based methods do not model
the electrons explicitly and instead treat the atoms as point charges. Potential-
based methods use a set of parameterised equations to calculate the attraction and
repulsion between atoms.
In the context of this thesis, energy minimisation, molecular dynamics and Monte
Carlo are the main algorithms used. Energy minimisation is an algorithm that
iteratively reduces the energy of the system by updating the atom positions until a
pre-defined convergence criteria is met. Molecular dynamics is a sampling technique
that uses Newton’s laws to simulate a system through time. Monte Carlo is another
sampling technique where the system is randomly perturbed (e.g. atom moves) and
the moves are accepted or rejected based on the system energy.
In this thesis, energy minimisation with density functional theory has been used
to investigate the adsorption of atmospheric molecules (water, carbon dioxide and
phosphate) on cerium oxide surfaces. When studying the adsorption of molecules,
highly accurate energies are needed, but the problem for modelling molecules in-
teracting with inorganic surfaces is that the parameters for the atom-level or ex-
perimental descripton are not always well defined, thus DFT was used. Potential
based molecular dynamics has been used to study the transport properties of grain
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boundaries in cerium and uranium oxides. Grain boundary configurations need to be
large ( 10,000 atoms) and while DFT is highly accurate, it is very computationally
expensive and thus not suited for this problem. Potential-based Monte Carlo has
been used to study the cation distribution in doped uranium oxide. While potential
based molecular dynamics is a good tool to study the segregation behaviour of cer-
tain materials, cation diffusion is notoriously slow and the timescales required for
cation segregation to occur make these calculations very computationally expensive,
Monte Carlo allows this to be evaluated in a more efficient manner.
In this chapter the theory relating to the simulations used in this work will be
summarised, followed by the algorithms used within these methods. These methods
simply generate data, thus the approaches used to extract properties will also be
discussed.
2.1 Quantum Mechanical Methods
The quantum structure of a system can be calculated through the Schrödinger equa-
tion:
ĤΨ = EΨ (2.1)
where Ĥ is the Hamiltonian operator, Ψ is the electronic wavefunction and E is the
total energy of the system. The Hamiltonian operator [79] can be broken down into
the operators for the kinetic and potential energy of the electrons and nuclei:
Ĥ = Tn + Te + Vnn + Vee + Vne (2.2)
where Te and Vne are the kinetic and potential electronic operators, Tn and Vnn are
the kinetic and potential nuclear operators and Vne is the nuclear-electron inter-
action. The exact solution to the Schrödinger wave equation cannot be found for
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multi-electron systems because Vee prevents the wave function from being decoupled
into a set of independent equations. For many-body (electron) systems the Born
Oppenheimer approximation is used [80]. This separates the nuclear and electronic
degrees of freedom. This approximation states that although the forces acting on
the electrons and nucleus are the same, the mass of the electron is considerably less
and thus the nucleus is essentially stationary with respect to the electrons. Now
that the wavefunction can be separated into a nuclear and electronic component,
the electronic wavefunction is solved for a fixed set of nuclear positions and thus
only electronic terms need to be considered for the Hamiltonian:
Ĥe = Te + Vee + Vne (2.3)



















where I and i refer to nuclei and electrons respectively, m is the mass, e is the charge
of an electron, Z is the charge, r is the distance and 52 is the Laplacian operator).
From this point, only the electronic terms will be considered.
2.2 The Hartree-Fock method
The Hartree-Fock method [81, 82] makes two key assumptions. The first is that the
n-electron wavefunction can be approximated as a set of one-electron wavefunctions,
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where, because the Hamiltonian is comprised of single electron wavefunctions, the














where i and I denote electrons and nuclei respectively, m is the mass, e is the
electron charge, r is distance, Z is charge and 52 is the Laplacian operator. This is
known as the independent electron approximation. The Schrödinger equation can
the be calculated for each one-electron wavefunction ψi to get the eigenvalue εi and




The second assumption reintroduces some electrostatic interaction energy due to
other electrons, whilst maintaining the simplicity of the one-electron method. The
mean-field approximation is used to achieve this. It states that each electron expe-
riences an average field of the other electrons is the system. The Hartree potential

















where the electron density (ρj) is given by:
ρj = |ψj|2 (2.9)
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The electron density needs to be known in order to construct the Hamiltonian and
solve the eigenvalue for the one electron. In contradiction, the electron density itself
is calculated using the one electron wavefunction. Practically, the solution is an
iterative process, whereby a trial set of one-electron wavefunctions (ψi) are used to
construct the corresponding set of ĥi, which are used to generate the new ψi through
the Schrödinger equation. The electron density can be recalculated and the process
repeats until a solution is reached where the density generated by the wavefunction
is equal to the density they produce. This is called the self-consistent field method
and relies on the variational principle that states that the true ground-state energy
of a system is less than or equal to the value produced by any trial Hamiltonian [84].
Further constraints must be applied in order to form an acceptable set of wave-
functions and these come from the fundamental physics of fermions. Fermions are
characterised as having half-integer spin and obeying the Pauli exclusion principle,
which states that no two electrons, possessing the same spin, can occupy the same
quantum state. So the total wavefunction of the system (Ψ) must be anti-symmetric
with respect to electron exchange, i.e the sign of the wavefunction is reversed when
the position of two electrons is switched. The Pauli exclusion principle is enforced





ψ1(x1) ψ2(x1) · · · ψn(x1)
ψ1(x2) ψ2(x2) · · · ψn(x2)
... ... . . . ...
ψ1(xn) ψ2(xn) · · · ψn(xn)

(2.10)
The Slater determinant for an n-electron system must also satisfy the requirement
of normalisation. As the square of the wavefunction represents the electron density,
the probability of finding the n electrons anywhere in space must be exactly unity:
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|Ψ(x1, x2, ...xn)|2dx1dx2...dxn = 1 (2.11)
The restriction of orthogonality must also be enforced, which means that there is
no net overlap for any two wavefunctions in a system:
∫
ψiψjdr = 0(ifi 6= j) (2.12)
Both normalisation and orthogonality can be described together as orthonormality.
By approximating the exact n-electron wavefunction from Slater determinant, the
Slater determinant that yields the lowest energy is selected by individually varying
one-electron wavefunctions.





∫ ψ ∗ (r′)ψ(r′)
|r − r′|
dr′ (2.13)
This is the exchange potential and represents a quantum effect felt between elec-
trons of like spin at positions r and r′. The self-interaction occurs due to electrons
experiencing their own field (when i = j in 2.12). A corresponding effect between
electrons of different spins is not accounted for. This is the correlation energy and
must be incorporated by taking a different approach to approximating solutions to
the Schrödinger equation [79].
2.3 Density Functional Theory
Hartree-Fock neglects electron correlation and the way in which each electron con-
tributes to the field that is felt by the other electrons is not actually independent.
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Density Functional Theory (DFT) is an electronic structure method where the many
electron wavefunction is replaced by the electron density. Unlike the Hartree-Fock
method, density functional theory uses single electron wave functions to calculate
the electron density.
This relies on the principle that the ground-state energy of a system can be expressed
solely as a function of the ground-state charge density. This has the advantage
of increasing the computational efficiency by decreasing the dimensionality of the
problem. The 4N degrees of freedom of the spin orbitals is now reduced to just three
spatial coordinates. Thomas and Fermi were the first to attempt this in 1927 [86, 87],
however the exclusion of exchange and correlation effects made it inaccurate.
2.3.1 Hohenberg-Kohn Theorems
There are two theorems that DFT depends on and both come from the work of
Hohenberg and Kohn in 1964 [88]. The first is that the external potential vext is
a unique functional of the electron density (Ψ). The consequence of this of course
is that because vext is part of the Hamiltonian, the many-body ground-state wave
function is also a unique function of the electron density (ρ). Thus, all ground-state
and excited-state properties can be determined by the electron density. The second
is that the total energy can be calculated from the electron density:
E[ρ] =
∫
vext(r)ρ(r)dr + F [ρ] = Ene[ρ] + F [ρ], (2.14)
where,
F [ρ] = T [ρ] + Eee[ρ], (2.15)
where,
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Eee[ρ] = J [ρ] + Encl[ρ] (2.16)
The functional in this equation produces the lowest energy for a system, provided it
has the true ground-state electron density. The F [ρ] term is the Hohenberg-Kohn
functional and is composed of the kinetic energy term (T [ρ]) and a total energy
term for the interelectronic interactions (Eee[ρ], which contains the term for the
potential energy Vee). The inter-electronic interaction energy is defined by a classical,
Coulomb contribution (Jρ) and non classical, exchange and correlation contribution
(Enel[ρ). The classical contribution is the only contribution to the functional that is
explicitly known (if all contributions are known then the Schrödinger wave equation
can be solved in full).
2.3.2 Kohn-Sham Equations
The Hohenberg-Kohn theorems do not offer a means to a solution. The work of Kohn
and Sham in 1965 builds on the Hohenberg-Kohn theorems in order to provide a
means of arriving at a solution [89]. Equations 2.15 and 2.16 can be combined:
E[ρ] = Ene[ρ] + T [ρ] + J [ρ] + Encl[ρ] (2.17)
Ene[ρ] and J [ρ] were both defined by the Hohenberg-Kohn theorem but the other
functionals were not defined. The kinetic energy (T [ρ]) is dependent on the electron
velocities and is thus non local. This means that the kinetic energy has a complicated
relationship with the electron density wherein only the spatial distribution of the
electrons are considered. Previous methods failed to properly account for this as
they tried to consider the kinetic energy entirely as a function of the electron density
[86, 87]. The Kohn-Sham approach tries to overcome this by calculating as much of
the kinetic energy as possible in an exact manner before using an approximation to
deal with the rest.
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The approximation uses a reference system of non-interacting electrons which is






i +Vref (ri)] (2.18)
Vref is the reference potential, which is designed to have an equal ground-state
electron density to that of the true system. The ground-state energy of the non-
interacting system and the real system is equal.
The solution for the reference system can be represented by a Slater determinant
consisting of all of the single-electron functions known as Kohn-Sham orbitals. As
the reference system contains non-interacting electrons, the single-particle solutions
can be found independently of one another:
[−12 +5
2
i + Vref (ri)] = εiψi (2.19)
where ψi are the Kohn-Sham orbitals.







ψ∗i 52 ψidτ (2.20)
The reference system can now be added to the energy expression for the real system
of interacting electrons:
EKS[ρ] = Ene[ρ] + Tref [ρ] + J [ρ] + Exc[ρ] (2.21)
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The exchange-correlation functional (Exc[ρ]) contains the exchange and correlation
energies as well as the remainder of the true kinetic energy (which arises from
electron-electron interactions). All unknown parts of the system can be collectively
grouped into the exchange-correlation functional:
Exc[ρ] = (T [ρ]− Tref [ρ]) + (Eee[ρ]− J [ρ]) = Tcorr[ρ] + Encl[ρ] (2.22)
The final consideration is to find a reference potential (Vref ) that gives a non-
interacting system with the same electron density as the real system. If ρ̄ represents
a trial density and E0 is the ground-state energy of the real system, E[ρ̄] ≥ E0 is
true for both the interacting and non-interacting systems and thus E[ρ̄] = E0 is true
only when ρ̄ is the true electron density.:










The uncertainty with the Kohn-Sham equations is grouped into the exchange corre-
lation functional. Exact functionals are known only for free electron gas but there
are a number of methods to approximate it.
Local Density Approximation
This is the simplest XC functional and is derived from the uniform electron gas model
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[88]. The exchange-correlation energy is calculated locally, assuming a uniform
electron gas. The exchange-correlation energy is assumed to depend solely on the




where ELDAxc [ρ] is the energy per particle of the uniform electron gas of density ρ
The obvious assumption of LDA is that at a given position (r), the value of Exc
will be identical to that of the homogeneous electron gas. Hence, LDA has been
shown to be effective for systems with uniform electron densities but less effective
at describing systems where the electron density changes rapidly e.g. defects in
solid-state materials [90]. Furthermore LDA overbinds electrons which causes an
underestimation of bond lengths and an overestimation of atomisation and ionisation
energies.
Generalised Gradient Approximation
GGA builds on the LDA functional by considering not just the local density but the
gradient of the density at that point. In practice, GGA applies a correction to the




This is achieved by a function with a single empirical parameter, that is fitted to
experimental data for the rare gas atoms [90]. Alternatively, a correction can be
calculated computationally [91], although this can cause the structure to underbind
and this causes an overestimation of the lattice parameters. This is the method
employed by the PBE functional, which is used in this work [92]. An alternative
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version of the PBE functional was developed to correct the issues of PBE, PBEsol
[93]. PBEsol was developed to improve the accuracy of calculated equilibrium prop-
erties of densely packed solids, by compressing the lattice.
Van der Waals corrected DFT
Most local functionals fail to correctly describe the van der Waals interactions that
arise from dynamical correlations between shifting charge distributions. This is
corrected in VASP by applying a dispersion energy to the Kohn-SHam DFT energy.
This term is applied to the potential energy, stress tensor and interatomic forces.
2.3.4 The Hubbard Correction
A shortcoming of DFT is its failure to accurately describe strongly correlated systems
of d and f-electrons. This is due to the fractional numbers of electrons that are
assigned to atoms, which causes a self-interaction error that favours delocalised
states [94]. The Hubbard coefficient is introduced to overcome this problem. This
accounts for the strong on-site Coulomb interaction in a mean-field Hartree-Fock
type manner [95]. There are two parameters, the effective on site Coulomb parameter
(U ) and the effective exchange parameter (J ). In the Dudarev implementation, only
the difference between these terms is important, with the individual parameters
being insignificant [96].
2.4 The Application of DFT
2.4.1 Periodic Boundary Conditions
DFT is typically limited to simulations of 200 atoms which is clearly not on the scale
of real chemical systems which have 1023 atoms. In order to gain meaningful results
it is necessary to employ periodic boundary conditions where an infinite system is
simulated by a finite number of species, this is illustrated in figure 2.1.
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Figure 2.1: Schematic illustrating periodic boundary conditions
2.4.2 The Reciprocal Lattice
The reciprocal lattice is a representation of the crystal lattice defined in reciprocal
space. This is routinely used by x-ray crystallographers, who define 3 reciprocal
lattice vectors:
a∗ = b× c
a · b× c
; b∗ = a× c
b · a× c
; c∗ = a× b
c · a× b
(2.27)
It is possible to construct an infinite reciprocal lattice from the primitive cell in the
same manner as the real space lattice. The first primitive reciprocal lattice is known
as the first Brillouin zone. The first Brillouin zone is important for DFT calculations
because the wave function can be completely characterised within this space.
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2.4.3 Plane Waves
Periodic boundary conditions allow the simulation of an infinite crystal from a fi-
nite number of species, however there are problems. Firstly, because the crystal is
infinite, there are an infinite number of electrons and secondly, the wave functions
of these electrons are spread across the entire crystal, resulting in the need for an
infinite basis set [97].
Within Bloch’s theorem, an electrons wave function in a periodic potential, can be
expressed as a product of a wave-like term which has the same periodicity as the
unit cell (known as a Bloch wave):
ψi(r) = eik.rfi(r) (2.28)
ψi is the wave function for an electron (i), k is the wave vector, which is in the first
Brillouin zone and determines the frequency and direction of the wave-like term.
The cell dependent part of the wave function consists of a discrete set of plane







The wave function for each electron is the sum of all of the plane waves defined by






Truncating the series allows the basis set to be limited to a finite size, because plane
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waves with a higher kinetic energy contribute less to the wave function. In practical
terms a plane-wave cutoff energy is chosen and only plane waves with a kinetic
energy lower than this value are included. Convergence tests must be conducted in
order to establish an appropriate cutoff value.
As the wave function is a continuous function of k, two points close together will have
similar wave functions. Thus, ψ over a certain volume of k-space can be represented
by a single k-point. Overall, the system can be described by a certain number of
k-points, which removes the need for an infinite number of electrons. The k-points
must also be tested in order to achieve an accurate representation of the system. The
work in this thesis uses the Monkhorst-Pack scheme [98], which distributes k-points
evenly in the system, centred on the origin of the reciprocal lattice (Γ− Point):
k = x1a ∗+x2b ∗+x3c∗ (2.31)





with l = 1, ..., ni. (2.32)
The density of k-points is dictated by the material being simulated. For example,
conducting materials require dense k-points and consequently have large folding
parameters, whereas insulating materials can be represented with a coarser k-point
mesh and a smaller folding parameter is used.
2.4.4 Pseudopotentials
Plane waves are not usually appropriate for expanding electronic wave functions
because a large number of plane waves are needed to expand the tightly bound
orbitals of core electrons and accurately represent the rapid oscillations of their wave
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functions. The pseudopotential approximation assumes that the physical properties
of a system are determined by the valence electrons [99] to a far greater extent
than the core electrons. The approximation operates by replacing the core electrons
and strong ionic potential with a weaker pseudopotential that acts on pseudo wave
functions instead of the true valence electrons. The pseudo wavefunction is the same
as the true wavefunction outside of a certain cutoff and so is only representative
outside of this cutoff.
Pseudopotentials are categorised by softness, which measures both the magnitude of
the cutoff radius and the smoothness of the function. Smooth pseudopotentials have
a greater cutoff radiusand so need fewer basis functions but give a poor description of
the atoms. Ultrasoft pseudopotentials has a large cutoff, high levels of smoothness
and use an auxiliary function close to each ion to represent the rapidly varying
charge density.
This work uses the projector augmented wave (PAW) method [100], which is similar
to ultrasoft pseudopotentials as it uses localised auxiliary functions, but it treats
the full all-electron wavefunction by using mathematical operations to convert the
smooth pseudopotential back to the real wave function.
2.5 Potential-based Methods
Potential-based methods use a potential model to calculate the forces acting on
atoms. In the same way that the Born-Oppenheimer approximation is used in
quantum methods, it is applied in the reverse sense in potential-based methods. On
the timescales that nuclei move, electrons have moved so much that their effect can
be considered uniformly and thus atoms can be modelled as point charges. The
potential model used in this study is based on the Born model of solids [101]. Under
the Born model, it is assumed that the sum of all interactions gives the total lattice
energy (ET ot):
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ET ot = EBond + EAngle + EDihedral + ECoulomb, (2.33)
where, EBond, EAngle and EDihedral are the energies associated with all of the bonded
interactions, and ECoulomb is the energy associated with the electrostatic interaction








where, qi and qj are the charges on particles i and j, e is the charge of the electron,
ε is the dielectric permittivity of vacuum, and rij is the distance between the two
particles. When qi and qj are oppositely charged, the particles are attracted [104].
2.6 Short-Range Interactions
When describing the short-range interactions a number of functional forms can be
used which consider both attraction and repulsion. At very short distances electron
clouds repel one another and there is repulsion between atoms, this represents the
Pauli exclusion principle. At longer distances van der Waals interactions become
more significant and attraction occurs. A number of short-range interactions used
in this work are considered and are listed below.
2.6.1 Lennard-Jones Model
One commonly applied model is the Lennard-Jones (12-6) model, which considers





where B is some constant for the interaction, and rij is the distance between the
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Figure 2.2: The potential form of each component of the Lennard-Jones potential
for argon, using the parameters in Rahman et al. [105]






again, A is some constant for the interaction. The total Lennard-Jones interaction
is then the linear combination of these two terms:






2.6.2 Morse Potential Model
The Morse potential is well suited for modelling a typical potential energy curve for
a chemical bond:
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EMorse(rij) = Deij(1− e[−Bij(rij−r0ij)])2 −Dij, (2.38)
where rm refers to the ion separation at the energy minimum of the well, Deij is the
depth of the well and Bij is the curvature of the slope of the well.
2.6.3 Morl Potential
In this study we have used a rigid-ion potential model based upon that of Pedone
et al. [106]. The model consists of a Morse potential with the repulsive terms of
the Lennard-Jones potential to ensure that at short distances the repulsion is strong
enough:






Energy minimisation iteratively computes the forces between atoms and adjusts
their positions until a predefined convergence criterion is met. Energy minimisation
follows the same basic procedure. An initial configuration is chosen, for example a
experimental crystal structure. The forces are computed and the atomic positions
are updated and the forces are computed. If the predefined convergence criterion is
met the algorithm is terminated and if not, the process is repeated. There are two
different approaches in energy minimisation: constant-pressure minimisation, where
both the cell dimensions and the ions are allowed to relax, and constant-volume
minimisation, where only the ions are allowed to relax. When the forces are equal
to zero the system is at a minimum:
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where the δE is the change in energy and δri is the change in ion position. The
strain on the lattice is given by Hooke’s law:
ε = C−1σ (2.41)
where C−1 is the second-order derivative of the lattice energy with respect to σ is







There are several common energy minimisation techniques, two common iterative
techniques for energy minimisation, conjugate gradient and Newton-Raphson, will
be discussed in more detail:
Conjugate Gradient
The conjugate gradient minimisation uses information from the previous step [107].
This method uses an initial steepest descent minimisation step:
ri+1 = ri + αiSi (2.43)
where Si is the gradient vector, αi is the step length and ri is the starting configu-
ration:
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where gi is the gradient. The steepest descent method is limited by the fact that the
new displacement vector is orthogonal to the previous step, but not steps previous
to that. Thus it can be incredibly slow to converge. Conjugate gradient performs an
initial steepest descent step and then all subsequent steps calculate the displacement
vector using information from the previous gradients:






The transpose of the vector is represented by T :
Newton-Raphson
In Newton-Raphson, α is calculated as the inverse of the second-order derivative
matric with respect to displacement [108]:
42





α = W−1n (2.49)
This has the advantage of being able to find the minimum in a small number of
steps, in fact in a harmonic energy well it will find it in a single step. The drawback
however is that the calculation of the inverse Hessian matrix is computationally
expensive.
2.7.2 Ensemble Properties
Energy minimisation gives a low-energy configuration that sits in the base of an
energy well. In order to calculate an ensemble or "average" property the contribu-
tions from all possible structures need to be considered [109]. For example, take
the energy E, the average energy of the system will contain contributions from all
configurations. The probability of being in a given configuration needs to be con-
sidered, because unlikely configurations will contribute less to this average property
while likely configurations will contribute more. The probability of being in a con-




where Ei is the energy at configuration i, kB is the Boltzmann constant and T is
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Here, the probability is normalised relative to the partition function. To calculate













In principle, if we know the partition function, then we know everything that we can
about the system. However in reality it is practically impossible to compute. Higher-
energy structures do not contribute meaningfully to the properties of the system
and in reality systems will exist somewhere in the region surrounding the energy
minimum. The challenge then is to accurately sample this region and calculate
the properties of the system. Two common sampling techniques used for this are
molecular dynamics and Monte Carlo and these will be discussed in the following
sections.
2.7.3 Molecular Dynamics
Molecular dynamics is defined as solving Newton’s equations of motion over a finite
time period. The aim, is to probe the positions, acceleration and velocities on each
atom. The acceleration is defined by Newton’s second law of motion:
f = ma (2.55)
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where m is the mass of the particle, a is the acceleration and f is the force, which





where r is the atomic configuration. The force in equation 2.56 is a vector quantity,
whereas in 2.55 it is not. It is necessary to obtain the force vector in three dimensions
by multiplication of the unit vector in that dimension:




This must be carried out to determine the force acting on each particle in each
dimension. Once the acceleration and positions are known, the new velocities and
positions can be calculated. This is achieved by applying Newtonian equations, e.g.
in the Velocity-Verlet algorithm[110]:
x(t+ ∆t) = x(t) + v(t)∆t+ 12a(t)∆t
2, (2.58)
v(t+ ∆t) = v(t) + [a(t) + a(t+ ∆t)]∆t2 , (2.59)
where x is the position of the particle, v is its velocity, a its acceleration, t is the
current simulation time and ∆t is the timestep of the simulation.The procedure
works as follows, first the forces and accelerations on each particle are calculated,
the new positions after the timestep are determined, the new velocities, based on
the old and new positions and accelerations are calculated and the acceleration is
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updated.
After an initial equilibration period, these steps can be repeated as many times as
needed to generate sufficient statistics to make reliable predictions of some property.
It is important to consider the size of the timestep. Too small and the calculations
can be very expensive, too large and atoms can move unphysical distances.
There are two missing elements to the method so far, both relate to the initial
starting configuration, the original positions and the starting velocities. The particle
positions can be taken from an experimental crystal structure or based on prior
knowledge of the system e.g. structure and lattice parameter. The initial velocities
require more nuance, the total kinetic energy (EK) of the system is dependent on








where mi and vi are the masses and velocities of the particles, N is the number of
particles in the configuration and kB is the Boltzmann constant.
An ensemble is the name given to the conditions of a molecular dynamics simulation.
Two ensembles were used frequently within the context of this thesis. The canoni-
cal NVT ensemble keeps the number of particles, volume and temperature constant
throughout the simulation. The simulation uses a thermostat to control the temper-
ature. The isobaric-isothermal NPT ensemble is similar to the NVT ensemble but
allows the volume to vary while the overall system pressure is held constant using a
barostat.
There are several thermostats that can be used, Nose-Hoover, Anderson and Berend-
sen [111, 112, 113, 114], however the simplest thermostat is velocity rescaling [115],
where the velocities for a random subset of particles is altered:
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where ttarget is the desired temperature and T is the average simulation temperature.
Barostats are used to control the simulation pressure and they involve carrying the
simulation cell parameters and the atom distances. This is similar to the thermo-
stating methods, where the simulation dimensions are altered by some value in a
bid to control the pressure [116].
2.7.4 Property Calculations
In this work, two properties where calculated from the molecular dynamics tra-
jectories. Tracer-diffusion data can be obtained from mean squared displacements
(MSD):
〈r2i (t)〉 = 6D0t, (2.62)
where 〈r2i (t)〉 is the MSD, D0 is the diffusion coefficient for oxygen, and t is time.
Residence time τ can be used to evaluate the average length of time that atom A
spends within the coordination sphere of atom B. The τ was calculated from the
residence time correlation function:





where N is the number of atom A within a 3Å radius of atom B and Θi(t) is the
heavyside function, which is 1 if the ith atom A is in the 3Å radius at t and 0
otherwise. Atom A was only considered to have left the 3Å radius if it did so for
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at least 2 ps, which allowed molecules that temporarily left then re-entered to be
















where ρq is the total charge density perpendicular to the interface and ε0 is the
permittivity of free space.
2.7.5 Monte Carlo
Monte Carlo uses random numbers in order to propose moves to sample states.
In practice, a random change is made to the system and based upon the energy
of this change compared to the previous configuration, the move is accepted or
rejected. Unlike molecular dynamics, the system does not evolve over time however
it is useful at overcoming energy barriers by making unphysical moves. For example,
cation diffusion in solid oxides is slow and and hence it would require long timescales
for the cations to reach their equilibrium positions using molecular dynamics. In
Monte Carlo, unphysical swap moves can be employed and atoms can jump to a
new position in the configuration.
High-energy structures do not contribute in a meaningful way to the ensemble prop-
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erty of interest and so Monte Carlo is biased towards lower-energy structures. The
Metropolis algorithm is used to determine the probability of accepting a move. The







In general the probability of finding a state can be given by




where Pi(t) is the probability of being in configuration i at time (t) (note, this is
computer time and not real time), Pj(t) is the probability of being in configuration
j at time t, Wi>j is the transition probability from i to j, and Wj>i is the transition
probability from j to i.
This is restricted because Pi(t+ ∆t) is dependent only on Pi(t). At equilibrium the
transition probabilities must be such that Pi(t+ ∆t) = Pi(t) = P eqi so that,
∑
i¬j
(Wi>jPj(t)−Wj>iPi(t)) = 0, (2.69)
so the probability of being in a given configuration must be constant throughout the
simulation. Thus, at any given point, the probability of transition from configuration
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where Ei and Ej are the enegies for configurations i and j and Eji = Ej − Ei. N
cancels, and thus the ratio of transition states depends only on the energy difference
between configuration i and j
In practice Monte Carlo has the following steps. Atom coordinates are initially
assigned e.g. from an experimental crystal structure. The system is randomly
perturbed e.g. xi+1 = xi + ∆xran. The energy of the new configuration is computed
and if the energy has decreased, the move is accepted. If only the moves that
lower the energy of the system are accepted then the system will never leave an
energy well. The Metropolis method overcomes this and accepts proposed moves
with probability,
P = min(1, −Eij
kBT
) (2.71)
where Eij is the energy the energy of the new configuration. The method works by
computing the probability and comparing it to a random number between 0 and 1.
If P is less than the random number then the move will be accepted. This gives the
potential for the system to move uphill.
2.8 Model Generation
The simplest method to get a starting configuration for any of the simulation tech-
niques outlined is to take an experimental crystal structure. However these struc-
tures are not representative of the real material because they are not defective. In
this work, extended defects (surfaces, Grain boundaries and T-Interfaces) in fluorite
materials are being studied and first must be generated. In this section, the methods
for generating extended defects will be discussed
2.8.1 Surface Structures
Surface slabs were generated using the METADISE code [117] by cutting bulk CeO2
along Miller planes. By cutting the crystal along different planes, different surfaces,
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with varying stability can be produced. Tasker defined three possible types of surface
that can be generated depending on the cleavage location [118].
• Type I surfaces - Consist of neutral planes, with cations and anions existing
in the same plane. These surfaces can be terminated at any plane in the unit
cell. The {110} of CeO2 is a type I surface.
• Type II surfaces - Consist of symmetrically arranged layers of cations and
anions. The {111} of CeO2 is a type II surface.
• Type III surfaces - Consists of charged layers of cations and anions and thus
there is a dipole perpendicular to the surface. The dipole is removed by shifting
half of one charged layer to the opposite surface.
The surfaces were generated using the two region approach [118]. In this method,
the system is treated as two blocks, with two distinct regions in each, region 1 and
region 2. Atoms in region 1 are allowed to relax and atoms in region 2 represent
atoms in the bulk material and are held fixed. To simulate the bulk, the two boxes
are modelled with the two regions 1 adjacent to one another, and to simulate the
surface a single block is used with the surface being present at the top of region 1.
This method is illustrated in figure 2.3. The energy of the bulk and the surface can
be calculated from the energies of the individual blocks.
UB = (EBI−I + EBI−II) + (EBII−I + EBII−II) (2.72)
US = (ESI−I + ESI−II) + (ESII−I + ESII−II) (2.73)
where the superscripts S and B refer to the surface and bulk components. EI-I refers
to the energy of the atoms in region 1 of block 1 interacting with the atoms in region
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Figure 2.3: Schematic representation of the two region approach
1 of block 2. EI-II refers to the energy of the atoms in region 1 of block 1 interacting
with the atoms in region 2 of block 2.
The surface energy can be calculated with these energies according to




Grain boundaries were generated using the two region approach. Block 1 was mir-
rored with respect to block 2 and an offset by a displacement vector was applied so
as to create a shear plane. The grain boundary region consists of the two region 1’s
of the two blocks and these are allowed to relax while region 2 is held fixed. A scan
of displacement vectors is performed in order to find the most stable displacement
vector. A theoretical grid is constructed parallel to the surface with each grid point
corresponding to a particular displacement. A scan is performed and the energy of
all grid points is calculated in search of a low-energy structure. This is illustrated
in figure 2.4
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Figure 2.4: Schematic representation of grain boundary generation










where Egb is the energy of the grain boundary, Ebulk is the bulk energy, Esurf is the
energy of the surface and A is the surface area. The cleavage energy is the energy
to separate the two surfaces and the formation energy is the energy needed to form
the grain boundary from the bulk.
2.9 Phase Diagrams
A surface phase diagram is a graphical representation of the different physical states
of a surface under different conditions. The surfinpy code [119] was developed to
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Figure 2.5: surfinpy logo
produce surface phase diagrams from ab initio data. At its core, surfinpy is a code
that calculates the surface energy of different slabs at varying temperature and
pressure and uses these surface energies to construct a phase diagram. The physical
quantity defining stable surface compositions is the surface energy γ (Jm−2). Using
the slab method, which uses a simulation cell with two symmetric surfaces, the
surface energy of a stoichiometric slab (γStoich) can be calculated from the energy
of the systems containing the slab (EStoich,Bare), the energy of ceria stoichiometric




In this work, doped surfaces have been studied and the surface energy of the doped
surfaces (γDoped) was calculated according to
γDoped =
ESlab,M2O3 − (EBulk,CeO2 + EBulk,M2O3)
2S (2.78)
where ESlab,M2O3 is the energy of the doped slab and EBulk,M2O3 is the energy of the
bulk dopant.
This provides the surface energy neglecting temperature and hence are not rep-
resentative of real conditions. For surfaces with adsorbed molecules, the effect of
temperature can be introduced as follows,
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where γadsorbed,T,p is the surface energy of the surface with adsorbed species at tem-
perature (T ) and pressure (P), γbare is the surface energy of the bare surface, C is
the coverage of adsorbed species and,
Eads,T = Eslab+adsorbant − (Eslab,bare + nadsorbantsEadsorbant,(T ))/nadsorbant (2.80)
where Eslab,adsorbant is the energy of the surface and the adsorbed species, nadsorbant
is the number of adsorbed species and ,
Eadsorbant,(T ) = Eadsorbant,(0K,g) − TS(T ) (2.81)
where S(T ) is the experimental entropy of the gaseous adsorbant in the standard
state.
Crystal morphology
Surface energies can be used to predict the equilibrium morphology of a crystal. This
is based on the work of Gibbs which states that for a given volume, the equilibrium




where γi and A are the surface energy and surface area.
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Figure 2.6: Schematic representation of a Wulff construction
This was built upon by Wulff who proposed that the crystal morphology formed
would be a result of hi, which is a vector, normal to the face from the centre of the
crystal, being proportional to the surface energy [120]:
hi = λγi (2.83)
where λ is a constant that depends on the absolute size of the crystal. This method
is only valid for crystals where all surfaces are in equilibrium, neglecting kinetic
effects, e.g. growth rate. A 2D schematic illustration of a Wulff construction is
shown in figure 2.6.
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3 CeO2 Surfaces
Some of the contents of this chapter have been previously published by the author as
part of this PhD project and can be found at the following reference A.R.Symington,
M. Molinari, S. Moxon, J. Flitcroft, D. Sayle, S. C. Parker, Strongly Bound Surface
Water Affects the Shape Evolution of Cerium Oxide Nanoparticles. J. Phys. Chem,
124(6): 3577-3588, 2020. doi: 10.1021/acs.jpcc.9b09046
As stated by Barteau in 1996 in relation to organic reactions on metal oxide surfaces
[121], there are three key concepts in understanding the surface chemistry of metal
oxides.
1. The coordination environment of the surface atoms
2. The redox properties of the materials
3. The surface oxidation state
There are three common surfaces expressed in cerium oxide (CeO2, ceria) nanopar-
ticles and each has a unique set of properties within the context of these concepts.
Each surface subjects the surface cerium atoms to different coordination environ-
ments. It has been shown that oxygen vacancy formation at the surface is lower in
energy than formation in the bulk [39, 122, 123], but also that this energy changes
depending on the surface. Furthermore, this means that the reduction of ceria is
more favourable at the surface than in the bulk and that different surfaces have
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different redox properties.
Cerium oxide, CeO2 (Ceria), and doped derivatives, are important technological
materials. Thanks to the easily accessible redox conversion between Ce3+ and Ce4+
and the oxygen vacancy (Vo) tolerance of the fluorite structure, ceria enjoys a wide
spectrum of applications like electrochemical sensors [124, 125], solid oxide fuel cells
(SOFCs) [126, 127, 128, 129], catalytic exhaust treatment [130], hydrogen fuel gen-
eration [131] and biomedicine [132, 133]. Among its many applications, the redox
capability is essential to the performance of the materials. As the redox reactions in-
volved take place at the materials surfaces, the understanding of surface morphology
and chemistry is key to the design and engineering of ceria based materials.
In subsequent chapters, the adsorption of carbon dioxide and water on ceria and
doped ceria will be discussed, however the adsorption properties cannot be explored
without an understanding of the bare surfaces. In this chapter the stoichiometric,
reduced and doped surfaces of CeO2 will be discussed.
3.1 Background
There are three low index surfaces of CeO2 that are expressed in nanoparticles, the
{111}, {110} and {100} surfaces (figure 3.1). The {111} surface has been shown
computationally to be the most stable in terms of surface energy and is seen exper-
imentally in nanoparticles. The {110} and {100} surfaces are less stable, with the
order of stability following {111} > {110} > {100}.
The {111} surface is a Tasker type 2 surface [118]with alternating layers of cations
and anions, thus each layer is charged but the 3-layer repeat units that make up the
structure are neutral. At the {111} surface, cerium atoms are 7-fold coordinated.
The {110} is a Tasker [118] type 1 surface, consisting of CeO2 layers with a net
zero charge due to the charge of anions and cations in each layer. Cerium atoms,
are 6-fold coordinated at this surface. The {100} surface is a type 3 surface, with
alternating charged planes but only two repeat units. This gives rise to a dipole
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moment perpendicular to the surface. Cerium atoms are 6-fold coordinated at this
surface.
Computational calculations have shown that the amount of surface relaxation that
occurs is greatest on the {100} followed by the {110} and {111} surfaces [122, 134].
In order to overcome the dipole issue at the {100} surface, theorists have ex-
perimented with removing half of the oxygen on the top layer of the {100} sur-
face and adding them to the bottom of the slab in order to remove the dipole
moment[122, 135, 136, 137]. This displacement can be thought of as micro-faceting
and occurs in nature. Different arrangements have been tested with the arrange-
ment in 3.1 being the lowest in energy, although there are minimal differences in
energy between different arrangements, this indicates that this layer can be easily
altered. Experimental analysis of the {100} has not been conclusive, Norenberg et al
concluded from STM images that the surface structure was that presented in Figure
3.1 [138], however high resolution electron microscopy experiments have also shown
that the surface can be Ce, O and CeO terminated. The conclusion being that the
small energy differences between surface models mean that the surface structure is
in constant flux [139].
Due to the prevalence of CeO2 in many catalytic reactions, there is significant theo-
retical and experimental impetus to improve the operation of these processes. There
are two methods that are typically used to alter the properties of the material, and
both involve controlling the reducibility of the material.
The first method, aims to control the nanoparticle shape and thus the expression
of certain surfaces. Due to the different reduction energies, different shapes have
different reduction properties and thus the shape can control the reducibility of the
material. The ratio of surface area between the {111}, {110} and {100} surfaces de-
termines the nanoparticle shape. The effect of shape has been studied in relation to
several catalytic processes. Nanocubes (Displaying the {100} surface) or nanorods
(displaying the {110} surface) are more reactive compared to nanocrystals (display-
ing the {111} surface) [139, 140, 141, 142, 143, 144, 145, 146]. For example, CO
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Figure 3.1: Surface structures for the {111}, {110} and {100} surfaces. The
idealised morphologies for a {111}, {110} and {100} dominated nanoparticle are
shown along with a nanoparticle displaying equal surface areas of each surface, to
highlight the relationship between the three morphologies.
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oxidation catalysts displaying the {100} and {110} surfaces are much more effective
than those expressing the {111}. Morphology is also becoming a key concern in
emerging applications. Nanocubes and nanorods being more active in dry reform-
ing of methane. Furthermore, water - gas shift reaction (WGSR) catalysts, have
a morphology dependent activity that follows Nanorods > Nanocubes > Octahe-
dra, which is in parallel with the reducibility and thus the concentration of oxygen
vacancies.
The second method involves, controlling the oxygen vacancy concentration through
oxygen partial pressure (reducing ceria) or through doping the material with foreign
cations such as Gd3+, Sm3+ or Y3+. A classic example is gadolinium doped ceria
(GDC) for solid oxide fuel cells. The introduction of Gd3+ to the lattice promotes
the formation of charge compensating oxygen vacancies which increases the ionic
conductivity. Dopants are of particular note in catalysis because they can promote
the formation of oxygen vacancies, but also alter the surface area of the catalyst.
Gd3+, Y3+, and La3+ have been tested in conjunction with steam-reforming catalysts
but found to decrease the activity.
Oxygen vacancies in ceria are the most studied surface defect as it is linked to the
oxygen storage capacity. The extra electrons associated with the oxygen vacancy
localise on to two cerium atoms, reducing them to the 3 oxidation state. It has been
shown computationally that the reduction of the surfaces does not follow the order
of stability, and is easiest on the {110}, followed by the {100} and {111} surfaces[39,
136, 147]. Experimental and theoretical studies have investigated the structure of
reduced ceria and universally report, local relaxation/reconstruction around the
vacancy with the oxygen atoms that surround the vacancy being displaced [39, 134,
136, 137, 147, 148, 149, 150, 151, 152]. At high vacancy concentrations it has also
been shown that the vacancies cluster [138].
In this chapter, the low-index surfaces of ceria have been generated and analysed
within the context of stability, reducibility and doping.
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3.2 Calculation Details
The models used in this chapter and chapters 5 and 6 were generated using the
METADISE code[153]. The slab method was used, where a finite number of crystal
layers is used to generate two identical surfaces via the introduction of a vacuum gap
perpendicular to the surface. A vacuum gap of 15 Å was used to ensure no interac-
tion between the two surfaces between periodic boundary images. The {110}/{100}
slabs are a p(2x2) expansion of the surface unit cell and consist of 13 and 7 atomic
layers, which equates to 24 and 28 CeO2 units respectively. The {111} slab is a
p(2x3) expansion of the surface unit cell and consists of 12 atomic layers (24 CeO2
units).
The slabs were modelled using density functional theory (DFT) with the Vienna
Ab-Initio Simulation Package (VASP) within which projector augmented-wave pseu-
dopotentials and a 500 eV cutoff were used. The sampling of the Brillouin zone was
conducted using a 2x2x1 Monkhorst-Pack grid, with the third vector perpendicular
to the surface. The generalized gradient approximation (GGA) exchange-correlation
function of Perdew (PBE) was used along with a +U correction to account for on-
site Coulombic interactions. A value of 5 eV for the cerium f states was chosen as it
has been used successfully in other studies.





where ESlab is the energy of the slab, ECeO2,Bulk is the energy of the bulk and S
is the surface area. The heat of surface reduction was calculated for the three low
index surfaces of ceria by creating an oxygen vacancy through the removal of a
surface oxygen atom. Two electrons are left behind and localise on the cerium ions
neighbouring the vacancy. The heat of reduction is calculated according to
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ERed =
E(CeO2−x) + E(O2)− E(CeO2)
2 (3.2)
where ERed is the reduction energy, E(CeO2−x) is the DFT energy of the surface
containing an oxygen vacancy, E(O2) is the DFT energy of oxygen and E(CeO2) is
the DFT energy of the stoichiometric slab.
Gd3+, Sm3+ and Y3+ cations dopants were investigated. Due to the difference be-
tween the 3+ charge of dopants and the 4+ charge of the cerium cations, two dopants
cations were introduced and an oxygen atom was removed in order to maintain
charge neutrality. All possible configurations of the anion and cation sublattices
were generated and ranked according to the Ewald summation. The configuration
with the lowest energy was used in this and subsequent chapters.
The surface segregation energies (ESeg) of dopants have been calculated according
to
ESeg = EBulkDef − ESlabDef (3.3)
where EBulkDef is the energy of dopants in the bulk and ESlabDef is the energy of dopants
at the surface.
The surface energy of the M2O3 doped surfaces γdoped was calculated according to
γdoped =
ESlab − ECeO2,Bulk + EM2O3,Bulk
S
(3.4)
where EM2O3,Bulk is the energy of bulk M2O3.
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Figure 3.2: Equilibrium particle morphology generated from a Wulff construction.
The shape is an octahedron displaying {111} surfaces.
3.3 Surface Energy
The structure of the three low index surfaces of ceria are shown in Figure 3.1. Surface
energies follow the order {111} 0.71 > {110} 1.06 > {100} 1.44 Jm2. The stability of
the {111} can be rationalised by looking at the surface cerium coordination. Cerium
at the {111} surface is 7 fold coordinated whereas 6 fold coordinated at the {100}
and {110} surfaces.
Using a Wulff construction, the morphology of CeO2 was calculated from the surface
energies. The calculated morphology is a octahedral nanoparticle displaying the
{111} surface (figure 3.2). This is in line with other theoretical and experimental
work.
The heat of reduction of the three surfaces, which corresponds to the ease to remove
surface oxygen ions, follows the order {111}, {100} and {110} with values of 1.98
eV, 1.55 and 1.07 eV respectively which agree with those already reported in the
literature [136, 147, 154]. Literature studies have suggested oxygen vacancies are
stable in the surface layer [136, 147, 154], but there is debate with others suggesting
that vacancies prefer to exist in the sub surface [155, 156, 157]. In reality, different
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distributions of 3+ cations and Vo are accessible, [158, 159]. For example Aparicio-
Angles et al. have shown that “Gd can be placed fairly randomly in the surface"
of CeO2 {111} as there is little difference in the energetics between the different
configurations; however the o is more stable if situated in the second oxygen layer
[159]. It has been shown previously, that at the operating conditions of SOFCs,
oxygen vacancies will be mobile and hence occupy both surface and sub-surface
sites. [160] Furthermore, large scale molecular dynamics simulations have shown
that vacancies occupy both the surface and sub surface layers.[129]
3.4 Phase Diagrams
A surface phase diagram displays the most stable surface configuration as a func-
tion of temperature and pressure. Using the method outlined in the methodology,
surface phase diagrams where the surface energy of CeO2 is plotted as a function
of oxygen partial pressure and temperature were generated. This method has been
successfully implemented in other work [161, 162], as well as on CeO2 [163] (later
verified experimentally [164]) and more recently on fluorite-structured UO2 [165].
Only stoichiometric CeO2 surface and reduced CeO1.9 (CeO1.9 corresponds to one
oxygen vacancy per surface in this model) surfaces were considered. According
to these diagrams, at lower temperatures the surfaces of CeO2 are stoichiometric,
whereas at high temperatures the surfaces are reduced, i.e. high temperatures facil-
itate the formation of oxygen vacancies.
The desorption temperature (or reduction temperature in this case) under a certain
pressure is the temperature at which the surface free energy of the stoichiometric
and reduced surfaces are equal, i.e the temperature that oxygen will adsorb or desorb
from the surface. This is summarized in Figure 3.3 where the reduction temperature
(the temperature required to remove a surface oxygen atom, creating an oxygen
vacancy and reducing two cerium atoms) is plotted as a function of oxygen partial
pressure. The reduction temperatures are highest for the {111} and lowest for the
{110}. This follows the same trend as the heat of reduction.
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Figure 3.3: Oxygen partial pressure vs temperature phase diagrams for the stoi-
chiometric {100} (A), {110} (B), {100} (C) surfaces. (D) Desorption temperature
for oxygen (reduction temperature) on the bare {111}, {110}, {100} (blue, green
and purple lines). Desorption temperatures in Kelvin have been marked between
-12 and 5 log10P in increments of 1. The atmospheric oxygen pressure at 298K has
been marked with dashed black lines.
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3.5 Dopants
The segregation energies (figure 3.4) are all negative and thus it is favourable for
dopants to segregate to the surfaces of CeO2 1. At all surfaces, with the exception
of Y3+ on the {100}, the segregation energy for a dopant is more favourable than
for Ce3+. There segregation energies for the {111} and {100} surfaces are similar
( -0.2 eV per cation) and much more favourable for the {110} surface ( -0.6 eV per
dopant).
The is a decrease in surface energy on reduction of the {110}/{100} surfaces and
an increase on the {111} (figure 3.5). All surfaces see an increase in surface energy
on addition of M2O3 (M = Gd3+, Sm3+ and Y3+) dopants when compared to the
reduced system. While there is an order of stability that follows Ce(III) < Gd3+ <
Sm3+ < Y3+, there is only a difference of 0.02 J/m2 between the lowest (Gd3+) and
highest (Y3+) on each surface.
There is no change the morphology of the nanoparticles as these surface energies
give rise to octahedral nanoparticles.
1This is based purely on the energies evaluated with DFT. Defect segregation in relation to
surfaces is discussed in greater detail in Chapter 10
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Figure 3.4: Segregation energies for the reduced (blue), Gd3+ doped (orange),



























Figure 3.5: Surface energies for the Gd3+ doped, Sm3+ doped and Y3+ doped
{111}, {110} and {100} surfaces (green, red and purple) in comparison to the stoi-
chiometric (Ce(IV))and reduced (Ce(III)) surfaces (blue and orange).
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3.6 Conclusions
The aim of this chapter has been to generate realistic surface models that accurately
capture the surface properties of cerium oxide. The surfaces generated show strong
structural agreement with those predicted computationally and also experimentally.
Furthermore, the surface energies and reduction energies show good agreement with
those already reported in the literature. The results in this chapter provide infor-
mation on the conditions under which surface reduction occurs.
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4 The Influence of Water on the
Catalytic Activity of Doped CeO2
Surfaces
The contents of this chapter have been previously published by the author as part
of this PhD project and can be found at the following reference,A.R.Symington, M.
Molinari, S. Moxon, J. Flitcroft, D. Sayle, S. C. Parker, Strongly Bound Surface
Water Affects the Shape Evolution of Cerium Oxide Nanoparticles. J. Phys. Chem,
124(6): 3577-3588, 2020. doi: 10.1021/acs.jpcc.9b09046. This chapter includes
the work conducted by the author and does not include any work carried out by
collaborators. Notably, molecular dynamics simulations which aid in the conclusions
of this work, carried out by Dr Dean Sayle, have been omitted but can be found in
the referenced article.
4.1 Background
A key challenge in materials science and catalysis is understanding how to control the
expression of different surfaces as well as how the environment effects this expression.
In this chapter the adsorption of water at the surface of CeO2 and doped CeO2 is
evaluated and, using phase diagrams, the particle morphology is predicted as a
function of water partial pressure and temperature.
Despite its ubiquity in many chemical reactions as a solvent, spectator or reagent,
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Figure 4.1: Schematic illustrating the influence of dopants and water in soot
oxidation catalysts and the effect of morphology on WGSR catalysts.
water and its effect on the morphology of ceria nanoparticles is often overlooked. For
example, literature studies usually only focus on the oxygen reduction and incor-
poration at the electrolyte-cathode-gas triple phase boundary in SOFCs. However,
instead of pure oxygen, it is steam-containing, ambient air being fed at the cathode
of the SOFC. Experiments have shown that steam does have a significant impact
on the oxygen transport properties of both pure and doped ceria [166], but the
details behind these changes are largely unclear [167]. Furthermore, it has been pro-
posed that surface hydroxyl groups (OH) hinder the performance of soot oxidation
catalysts. While surface water is undesirable in soot oxidation and SOFCs, other
catalytic processes depend on water dissociation at the surface, e.g. the water gas
shift reaction. It is unclear how the morphology of the material (generally in the
form of nanoparticles) affects and is affected by the interaction with water especially
if the material is in use over a long period of time, i.e. over repeated catalytic cycles.
Significant theoretical effort has been made to predict how water adsorbs at and
alters the surface of both stoichiometric and reduced ceria [163, 168, 169, 170].
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However the interplay between water and doped ceria surfaces has not yet been fully
explored. Ceria is often aliovalently substituted with metals in the 3+ oxidation
state, such as Y3+, Sm3+ and Gd3+. These dopants promote the formation of
oxygen vacancies, enhance oxygen diffusion rate, materials stability under reducing
conditions and improve catalytic activity[34]. Compared to stoichiometric ceria,
reduced or oxygen deficient ceria interacts with humidity (water) differently[163].
Clearly, given the technological importance and the wide range of uses of doped
ceria, the effect of water adsorption warrants further study.
In this chapter, the interaction of water with the most important low-index surfaces
of CeO2 ({111}, {110} and {100}) will be discussed. To date, the study of water
on the doped surfaces has not received attention from a modelling point of view,
and adsorption on the stoichiometric, reduced and doped surfaces has not received
attention within the context of its stability as a function of temperature and pressure.
Furthermore, the influence of water on the the adsorption of water on stoichiometric
and reduced surfaces will be discussed followed by the adsorption of water on surfaces
doped with three common dopants, Sm3+, Y3+ and Gd3+.
4.2 Calculation Details
Water adsorption on the stoichiometric surface of ceria, referred to as Ce(IV) sur-
faces, reduced surfaces, where an oxygen vacancy has been introduced to the surface,
referred to as Ce(III) and doped surfaces, referred to as M3+, where M is Sm, Gd
and Y has been considered in this chapter. The distribution of M3+ cations is the
same as that discussed in chapter 3.
As the number of configurations for adsorbed water on surfaces of ceria is extremely
large, the number of structures studied has been limited to structures that have pre-
viously been suggested and that maximize the coordination between the adsorbate
and the surface [163, 165]. Several configurations for each water coverage were then
computed, but only the most stable one is reported. In order to investigate the
effect of concentration, four concentrations of H2O were investigated for the {110}
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Figure 4.2: Schematic illustrating dissociative water adsorption (A) and associative
adsorption (B)
and {100}: 0.12, 0.23, 0.35 and 0.47 H2O/nm2 on the {110} and 0.17, 0.33, 0.50
and 0.67 H2O/nm2 on the {100}. Six concentrations were studied on the {111};
0.12, 0.23, 0.35, 0.47, 0.59 and 0.67 H2O/nm2. These concentrations correspond
to one water molecule per CeO2 unit (Smallest) up to a full coverage of water per
CeO2 unit (Largest). Full coverage refers to one molecule of water per surface CeO2
unit. The slab method is employed in this chapter, so water molecules are added
symmetrically to both the top and bottom surface.
The DFT calculations, surface models and the analysis methods are the same as
those outlined in chapter 3.
Nanoparticle morphologies at varying temperature and pressure values are calcu-
lated and displayed as heatmaps in this chapter. The surface energy for the three
surfaces at varying values of temperature and pressure were calculated according to
equation 2.79. This generates a grid of surface energies as a function of temperature
and pressure. A Wulff construction was performed at each point of this grid in order
to predict the particle morphology as a function of temperature and pressure.
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Figure 4.3: Adsorption energy for water as a function of coverage on the stoichio-
metric (A) and reduced (B) {111} (Red), {110} (Green) and {100} (Blue) surfaces.
4.3 Water Adsorption At CeO2 Surfaces
4.3.1 Adsorption Energy
Both associative (water adsorbing as H2O) and dissociative (water adsorbing as hy-
drogen and an OH) water adsorption was investigated. Dissociative water adsorption
is favoured on both stoichiometric and reduced surfaces. On the {110} and {100}
surfaces the water in the associative configurations dissociated during minimisation,
indicating that the dissociation is barrierless in terms of energy. Dissociative adsorp-
tion is favoured on the {111} surface, but water can still be adsorbed as a molecular
species, in line with previous experimental [164] and computational [163, 170, 171]
literature.
Adsorption is stronger on the reduced surfaces compared to the stoichiometric sur-
faces (figure 4.3). This is because hydroxyl groups can fill the vacant oxygen lattice
site and “heal” the surface enabling the surface cerium to recover coordination. As-
sociatively adsorbed water cannot adequately enable this healing and thus surface
oxygen vacancies promote dissociation of water molecules. We find spontaneous
dissociation of water molecules in the presence of surface oxygen vacancy, implying
a barrierless process.
As expected, the water adsorption energies on stoichiometric surfaces follow the
surface energy, i.e. the least stable has a larger adsorption energy at the lowest
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coverage.
The three surfaces show remarkably different behaviour when the water coverage
increases. The strength of adsorption at the lowest coverage is stronger on the {100}
followed by the {111} and finally the {110}, however at higher coverage it follows the
order {100} > {110} > {111}. The strength of adsorption on the {111} and {100}
surfaces is less energetically favourable with increasing water coverage up to the
monolayer adsorption (i.e. a water molecule per surface Ce). On the {110} surface
there is an initial stabilization at 25% and 50% coverage followed by a destabilization
of the adsorption when monolayer coverage is reached. This is likely due to the
surface area available per surface Ce atom on the {110}, 0.21 nm2 against the 0.19
and 0.15 nm2 on the {111} and {100}, which can accommodate a greater coverage of
water before steric effects start destabilizing further adsorption of water. It is clear
that the hydrogen bonding network on the {111} and {100} surfaces can easily form
as the coverage of water increases; this is not the case for the {110}, where the water
molecules are adsorbed and isolated by direct interaction with surface Ce. Cerium
at the {111} is 7-fold coordinated, whereas 6-fold coordinated on the {100} {110}.
The stronger adsorption energies for the {110} and{100} surfaces is due to the
surface cerium regaining coordination from 6 to 7/8 depending on the concentration
of water. The Ce atoms at the {111} surface are already 7-fold coordinated and
thus there is less energetic gain in regaining coordination.
Adsorption energies are in good agreement with Molinari et al. who studied a range
of water coverages on the stoichiometric surface and the lowest coverage on the
reduced surfaces [163].
4.3.2 Phase Diagrams
To define ceria surface stability in the presence of adsorbed water molecules as a
function of water partial pressure and temperature, surface phase diagrams for the
stoichiometric and reduced {100}, {110} and {111} surfaces have been generated.
Figure 4.4 shows the water partial pressure vs temperature diagrams for each surface,
where the different regions of the phase diagrams represent the most stable surface
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Figure 4.4: Pressure vs temperature phase diagrams for the stoichiometric {111}
(A), {110} (B), {100} (C) and the reduced {111} (D), {110} (E) and {100} (F) sur-
faces. The water coverage (H2O/nm2) of each phase is added to the phase diagram.
The atmospheric water pressure at 298K has been marked with dashed black lines.
The colours represent different water concentrations at the surface.
composition.
On the stoichiometric surfaces, water will desorb from the {111} first, followed
by the {110} and then the {100} at any given pressure (Figure 4.4 A,B,C). The
reduced surface has a much greater temperature range where water is stable. This
is due to the surface healing effect, where an OH group from dissociatively adsorbed
water adsorbs at an oxygen vacancy site. This allows the surface cerium atoms to
regain their partial coordination. At low temperature (Blue regions) the surfaces are
partially covered with water molecules, whereas at high temperature (red region),
water molecules are not stable at the surface and thus the surface is bare.
The atmospheric water partial pressure at 100% humidity at 298K is marked on each
phase diagram in Figure 4.4 as a reference. Under these conditions water will not be
present at the stoichiometric {111} surface, but will be present on the stoichiometric
{110} and {100} surfaces and the three reduced surfaces. The amount of adsorbed
water on each surface at these conditions varies between the surfaces, indicating
that nanoparticles displaying different surface area ratios will have varying amounts
of water on each facet.
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4.3.3 Desorption Temperature
Based upon the pressure vs temperature phase diagrams, the desorption temper-
atures for water molecules at the three low-index surfaces of ceria have been cal-
culated. The desorption temperatures represent the transition between a bare sur-
face and a surface with adsorbed H2O. These temperatures can be directly com-
pared with experimental values determined by temperature-programmed desorption
(TPD) experiments. The calculated desorption temperatures are in good agreement
with those calculated by Molinari et al. for the stoichiometric surfaces and show
reasonable agreement with the reduced surfaces, although it should be noted that
we examined the full coverage range whereas only a single coverage was considered
previously [163]. Our work is also in agreement with the TPD experiments of Maolin
et al. who measured the desorption temperature of water from the {111} surface.
Furthermore, other theoretical work has calculated the desorption temperature on
the {111} to be between 170-185 K, which agrees with the temperature calculated
in this work (163 K) [164, 170].
4.3.4 Effect on Reduction
The reduction temperature of each surface was presented in the previous chapter. In
this section, the reduction temperature in the presence of water is presented (figure
4.6). This shows whether the presence of water at the surface affects the redox
properties. For all surfaces, water at the surface lowers the temperature at which
oxygen can desorb from the surface. This is likely due to the ability of water to
heal the coordination of the surface cerium atoms. The extra oxygen from the water
adsorbs at surface cerium sites, and this lowers the impact to the surface cerium
coordination of losing an oxygen, thus oxygen can desorb easier.
4.3.5 Particle Morphology
Using the surface energies calculated and displayed in phase diagrams, a Wulff con-
struction was used to calculate the surface area of a nanoparticle under specific
conditions of water partial pressure and temperature. This data is then displayed
in Figure 4.7 as a ratio of surface areas. Figure 4.7 shows the relative stability of
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Figure 4.5: Temperature of desorption of water for the stoichiometric (A) and
reduced (B) surfaces. The {111}, {110} and the {100} surfaces are shown in blue,
red and purple. The temperature of desorption at pressures ranging from -12 log10
(PH2O) (bar) to 5 log10 (PH2O) (bar) in increments of 1 are marked at the corre-
sponding locations on the plots.
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Figure 4.6: Desorption temperature for oxygen (Reduction temperature) on the
bare {111}, {110}, {100} (Blue, green and purple lines) and the hydrated {111},
{110}, {100} (Orange, red and brown lines)
Figure 4.7: Particle morphology phase diagram for the stoichiometric and reduced
surfaces. Wulff constructions are shown for the stoichiometric and reduced surfaces.
These correspond to a {100}:{110}:{111} ratio of 14:20:66 (a), 10:0:90 (b) and
0:0:100 (c) for the stoichiometric surface and 70:0:30 (d), 40:0:60 (e) and 0:0:100 (f)
for the reduced surface. For clarify the {111}, {110} and {100} facets are shown in
red, light blue and dark blue respectively.
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the surfaces relative to one another in the presence of water.
The particle morphology in the absence of water at 0K is shown in the previous
chapter and highlights the stability of the {111} surface relative to the {110} and
{100} surfaces. When a water molecules adsorbs at the surface, it lowers the surface
energy of that surface. Given that the three surfaces have very different desorption
temperatures, there are temperature and pressure ranges where water is stabilising
one surface but not another. This is particularly relevant for the {111} and {100}
surfaces. The {110} surface does not appear in the reduced system.
Using a pressure of -12 log10, water desorbs from the {111} surface at 146 K, whereas
it desorbs from the {100} at 357K. In this 211K region, the surface energy of the
{100} is being lowered and the {111} is not. This results in the {100} surface being
expressed in the morphology when the partial pressure of water is high and the
temperature is low.
The reason for the expression of the {100} surface on the introduction of water can
be explained by looking at the desorption temperatures. When there is water at the
surface, the surface energy is being lowered by the water, otherwise the water would
desorb. Above the desorption temperature, there is no water and no lowering if the
surface energy. The {111} and {100} surfaces have different desorption temperatures
and thus there is a range of conditions where the surface energy of the {100} is being
lowered while the {111} is not, this is illustrated in figure 4.8.
The reason for the increased expression of the {100} surface on the doped surfaces
can be explained by looking at the desorption temperatures. The desorption tem-
perature of the {111} is lowered by dopants whereas it is increased on the {100}.
Thus the temperature and pressure range where the surface energy of the {100} is
being lowered while the {111} is not in increased compared to the reduced surface.
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Figure 4.8: Desorption temperature of the {111} (Blue) and the {100} (Orange)
on the reduced surface. The shaded region is the range where the {100} surface is
being stabilised by water (surface energy lowered) while the {111} is not.
4.4 Water Adsorption on Doped Surfaces
In the previous section, the adsorption of water on cerium oxide surfaces was dis-
cussed. As ceria is often doped with foreign cations in order to improve its properties,
in this chapter the interaction between water and the doped surfaces of ceria are
discussed. As with the stoichiometric and reduced surfaces discussed in the previ-
ous section, the adsorption energies, phase diagrams, desorption temperatures and
particle morphologies have been generated and will be discussed within the context
of catalysis with cerium oxide.
4.4.1 Adsorption at the Lowest Coverage
The water adsorption energy is shown in Figure 4.9. The adsorption energy at low
water coverage is found by evaluating the energy of an isolated single water molecule
at the surfaces.
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All M3+ doped and reduced (CeIII) surfaces have a stronger affinity for water than
the corresponding stoichiometric surfaces [163]. This is due to the presence of a
vacancy, which binds 3+ cations at the surface, as shown in previous experimental
and theoretical studies [172]. Experimental observation of dissociation of water is
found for Gd3+ doped CeO2 surfaces by Perez-Coll et al. [173], and Kossoy et al.
[174].
Dopants and the reduced surfaces are comparable in the sense that they have equal
concentrations of oxygen. Comparison between M3+ and Ce(III), shows that dopants
decrease the affinity of the {111} and {110} surfaces for water but enhance the
affinity for water on the {100} surface(Figure 4.9). On all surfaces there is a clear
order of stability between the dopants and this follows the order Sm3+ > Gd3+ >
Y3+. The difference in adsorption energy is likely to arise from surface strain due to
the impurity. The order of ionic radii follows Ce(III) > Sm3+ > Gd3+ > Y3+ with
Sm3+ being the closest in size to Ce3+. The average Sm3+ - O bond length (2.36
Å ) is the longest and closest to the Ce – O bond distance (2.34 Å ), whereas the
average Y3+ - O is slightly shorter (2.30 Å ).
4.4.2 Water Coverage Dependence
The adsorption energies for the doped surfaces follow the same trend as the re-
duced surfaces. All surfaces stabilize dissociative adsorption at low coverage but a
mixture of associatively and dissociatively adsorbed water adsorption occurs at the
monolayer, to maximize hydrogen bonding at the surface. Sm3+ shows the greatest
strength of adsorption compared to Y3+ and Gd3+ at the lowest coverage (Figure
4.9), although at the monolayer coverage this relationship is lost. This suggests that
the M3+ - water interaction dominates, but at higher water coverage this is lost as
the hydrogen bonding network becomes the discriminating factor defining surface
stabilization. The hydrogen bonding network describes the hydrogen bonds that
form between the surface oxygen and the water molecules, as well as the hydrogen
bonds that form between water molecules.
The data indicates that dopants have very little impact on the water adsorption on
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the {111} surface at all coverages. The largest difference in water adsorption energies
is at the lowest coverage of 1.30 H2O/nm2 (0.4 eV); at higher coverages there is only
a minimal difference between the impurity covered and reduced surfaces. On the
{100} surface, there is a modest difference (up to 0.1 eV) in adsorption energy at all
coverages. The greatest impact is found for the {110} surface, with the exception
of 3.5 H2O/nm2 which marks the change in water behaviour (from dissociative to
a mixture of dissociative/associative) where there is virtually no difference between
the strength of adsorption of water depending on the nature of the dopant, all other
coverage see a marked influence: Ce(III) is always the cation that stabilized the
adsorption the most and Y3+ the least.
Our data support the findings of Mullins et al. who performed XRD analysis on
stoichiometric {111} and {100} surfaces and concluded that both associatively and
dissociatively adsorbed water is present at the surface [164]. They also conclude
that dissociatively adsorbed water is considerably more stable on the {100} than
the {111}. There are no data available on the {110}, however our data suggest that
this would also be the case for the {110} (Figure 4.9).
4.4.3 Phase Diagrams
Figure 4.10 shows the phase boundaries as a function of water partial pressure
and temperature for the stoichiometric, reduced and doped surfaces. Generally the
dopants moderate the interaction with water depending on the surface. In the case
of the {111} and {110} surfaces dopants reduce the surface stability of water at the
surface and thus the surface will lose water at lower temperatures. In contrast, on
the {100} surface, the dopants stabilize adsorbed water.
The introduction of oxygen vacancies alongside the dopants Ce(III), Sm3+, Gd3+,
Y3+) greatly increases the temperature range that water is stable adsorbed on the
surface. This is due to a "healing" effect that occurs whereby water, in the form of
hydroxyl groups, persists at the surface, at the vacant oxygen sites. This is illus-
trated in figure 4.4, where at low temperatures (blue region) the surfaces are fully
covered by a monolayer of water, whereas at higher temperatures (white region)
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Figure 4.9: (A) Adsorption energies for water on the low index surfaces of ceria
for a coverage of 1.66, 1.17 and 1.30 H2O/nm2 for dissociative water on the {111},
associative water on the {111} and dissociative water on the {110} and {100}.
Ce(IV), Ce(III), Sm3+, Gd3+, Y3+ are denoted by blue, orange, green, red and purple
bars, respectively. As both dissociatively and associatively adsorbed water can be
stabilized on the {111} both have been shown and are denoted by their first letters.
(B, C, D) Adsorption energy (eV) per water as a function of coverage for (B) {111};
(C) {110}; (D) {100}; for Gd3+ doped (blue squares), Sm3+ doped (orange circles),
Y3+ doped (green triangles), Ce(III) (red stars) and Ce(IV) (purple crosses) ceria.
The shaded area corresponds to the coverage range where dissociative adsorption is
favoured and the unshaded region corresponds to a coverage range where a mixture
of molecular and dissociative water occurs.
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the bare stoichiometric surface is more stable. When M2O3 doping occurs, at inter-
mediate temperatures, the healed region (green) is the pressures and temperatures
where the dissociative water “heals” and stabilizes the surface. This observation is
supported by Chen et al., who proposed that the first layer of water on the {111} re-
duced surface adsorbs dissociatively and fills the oxygen vacancies [175], and Kossoy
who proposed that oxygen vacancy sites are the first to be occupied on Gd doped
ceria {111} surfaces [174].
4.4.4 Desorption Temperature
The temperature of desorption can be evaluated from the phase diagrams. Desorp-
tion temperatures have not been previously calculated for M2O3 doped ceria surfaces.
The difference between the desorption temperature of the M3+ doped and stoichio-
metric surfaces is shown in Figure 4.11 and the difference between the desorption
temperature on the reduced surfaces and doped surfaces is shown in Figure 4.11.
These were calculated as TM3+ - surface - T stoichsurface and T doped surface- T reduced surface
respectively.
Introducing dopants and reduction of the surface (controlling oxygen partial pres-
sure) are two ways of modifying the oxygen stoichiometry of the surface. In these
models, the reduced and doped surface have an equal concentration of oxygen va-
cancies, thus the variable at the surface is the cation, e.g. Gd3+ vs Ce3+. Reduction
of the {111} / {110} surfaces increases the temperature where water is stable, com-
pared with doping the surface (Figure 4.11). In contrast, doping the {100} surface
increases the temperature range where water is stable, compared with reducing the
surface. When comparing the doped surfaces with the reduced surfaces dopants
on the {111} and {110} surfaces reduce the temperature of desorption for water
compared with reduced Ce(III) containing ceria surfaces (Figure 4.11).
This indicates that catalysts designed for applications where water is unfavourable
could employ such a combination of dopants and morphology to prevent water ad-
sorption at the surface. For example at a pressure of 1 bar p(H2O), Y3+ doping
reduces the desorption temperature of water by 134K on the {111} and 35K on
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Figure 4.10: The phase boundary between dry and wet surfaces as a function
of water partial pressure and temperature. (A) Water desorption temperatures at
different partial pressures of water on stoichiometric {111} (Blue), {110} (Orange)
and {100} (Green) surfaces (CeIV), (B) Desorption temperatures for water on the
reduced (Ce(III)), Sm3+, Gd3+ and Y3+ surfaces (Blue, orange, green and red lines)
surfaces. The desorption regions are labelled for each surface.
86
Chapter 4 4.4. WATER ADSORPTION ON DOPED SURFACES
the {110}. This effect increases with increasing pressure for the {111} surface but
remains relatively constant for the {110}(Figure 4.11). In contrast, dopants on
the {100} surface increase the temperature of desorption compared with reduced
surface, indicating that catalysts designed for applications where water is required
could employ doped nanocube morphologies. For example, at a pressure of 1 bar,
Sm3+ dopants increase the desorption temperature by 72K on the {100}. This effect
increases with increasing pressure (Figure 4.11).
4.4.5 Predicted Particle Morphology
Using the surface energies displayed in the surface phase diagrams, the relative
surface area of each surface at equilibrium as a function of temperature and pressure
via a Wulff construction can be calculated. Thus the effect of water exposure on
the particle morphology can be evaluated. These results predict the equilibrium
particle shape as a function of temperature and pressure, and hence suggest that
there could be a thermodynamic driving force for the reconstruction of nanoparticles
under conditions different from the synthesis conditions, such as those in a catalytic
cycle.
Figure 4.12 shows the ratio between the {100} and {111} surface areas as a function
of temperature and pressure. It should be noted that on reduced and doped sur-
faces within this temperature and pressure range, the {110} surface is not expressed.
There are two key features from the results. First, due to the increased stability
of water on the doped {100} surfaces, {100} surfaces will begin to form (forming
truncated octahedral) under more extreme conditions than for undoped reduced
surface-containing Ce3+. For example, our results suggest that doped octahedral
nanoparticles, used at ultra-high vacuum (-10 log10) at 200K, will truncate to ex-
press {100} surfaces, whereas undoped reduced (Ce3+ containing) surfaces will not.
Whereas in contrast, nanocubes used at high temperatures, will be driven towards
{111} bearing octahedral nanoparticles.
The reason for the increased stability of the {100} surface on the doped surfaces
compared to the reduced surfaces can be explained with the desorption tempera-
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Figure 4.11: (A) The difference in desorption temperatures for doped surfaces
compared to stoichiometric surfaces, calculated as TM3+ - surface- Tstoichsurface . The
reduced (Ce(III)), Gd3+ doped, Sm3+ doped and Y3+ doped surfaces are shown in
blue, orange, green and red, respectively. (B) The difference in desorption tem-
perature between doped surfaces and reduced surfaces, calculated as Tdoped surface-
Treduced surface. Gd3+ Sm3+ and Y3+ are denoted by the blue, orange and green lines.
The blue, orange and green shaded areas correspond to the {111}, {110} and {100}
datasets.
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Figure 4.12: Ratio between the {100}, {110} and {111} surface areas as a func-
tion of temperature and pressure for the stoichiometric system. For visual clarity,
nanoparticles corresponding to these ratios are shown. The ratio between the {100},
{110} and {111} reduced, Gd3+, Sm3+ and Y3+ doped systems as a function of tem-
perature and pressure are shown. Predicted particle morphologies across a range of
surface area rations are shown for visualization of these ratios.
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Figure 4.13: Desorption temperature of the {111} (dashed blue line) and the
{100} (dashed orange line) on the reduced surface and the {111} (solid blue line)
and {100} (solid orange line) on the Gd doped surface. The shaded region is the
range where the surface energy of the {100} is being lowered and the {111} is not
on the Gd doped surface.
tures. The dopants destabilise water on the {111} and stabilise water on the {100}
surface. Thus, the region where the {100} surface is being stabilised while the {111}
surface is not is increased or widened (figure 4.13).
4.5 Discussion
The performance of nanoceria catalysts in the form of nanoparticles is strongly
affected by the type and nature of exposed surfaces. Recent advances in the prepa-
ration of ceria nanoparticles have enabled the study of the effect of different facets on
different catalytic process [139, 141, 142, 143, 144, 145, 146]. The particle morphol-
ogy strongly affects the interaction with water and can potentially in turn impact
upon catalytic reactions.
Ceria is used in diesel engines for the oxidation of soot, which is a major air-pollutant.
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The presence of water vapor within the exhaust mixture has been shown to neg-
atively affect the catalyst behaviour [176]. Dissociatively adsorbed water at the
surface interferes with the NO2 assisted soot combustion mechanism (which exploits
the high temperature induced oxidation of NO to NO2). Surface OH groups act
as adsorption sites for NO and thus hinder the catalytic oxidation of NO to NO2.
Sm and Y doped ceria has been shown to have enhanced activity than its undoped
counterpart for soot oxidation [177]. At the operating temperatures (500 – 900K
[43]) there is likely a dominance of {111} surfaces and our results indicate that the
OH groups desorb at lower temperatures relative to their undoped counterparts.
Sm3+ doping could provide and effective strategy to reduce the impact of moisture
within the exhaust.
On reduced surfaces, water dissociates in order to recover surface cerium coordi-
nation. This represents the healing process that the surface undergoes in order to
regain surface stability. The dissociation of water is also a crucial process in the
water gas shift reaction (WGSR), which is used for the oxidation of CO to CO2 and
reduction of H2O to H2 [178, 179]. Ceria is used in conjunction with a supported
metal, usually Au or Pt. Two mechanisms have been proposed for CeO2 catalysts
in the WGSR. The first is the formate route, where water dissociates at the surface,
yielding OH groups which react with CO to form formates. H2 and CO2 form from
the decomposition of the intermediate species. The role of the metal is to allow the
adsorption of CO and to promote the cleavage of the C-H bond [180, 181]. The
second is the redox route, where reactive oxygen atoms are transferred to the metal
particles, leading to oxygen vacancies on the ceria surface. The active oxygens react
with CO producing CO2, while H2O adsorbs at the ceria surface to heal the oxygen
vacancy [182, 183]. It is clear that water adsorption is essential in both routes and
that water must dissociate. Surface selectivity has also been investigated as, it has
been shown that nanocubes expressing the {100} surface have the highest activity
compared with octahedral ({111} and nanorods ({110}) [143, 184].
These results show that on reduced surfaces, the dissociation of water is energetically
favourable and sometimes barrierless, with this being the most favourable on the
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{100}. This provides an explanation for nanocubes having the highest activity
for the WGSR, given that water dissociation is strongest on the {100} surface.
Furthermore, Sm doping would further improve the activity of nanocubes for the
WGSR for two reasons, firstly, the interaction between water and the Sm doped
{100} surfaces is stronger, and secondly, water is stable at the surface at much
higher temperatures. This is not limited to the WGSR however and any process
that requires surface water dissociation would benefit from these observations. For
example, water dissociation is a key step in water splitting catalysts and in steam
reforming of hydrocarbons.
Ab initio modelling can be linked to experimental observables, via surface phase
diagram evaluation, which allow the prediction of nanoparticle morphology and
nanoparticle evolution. Furthermore, by calculating reliable adsorption energies for
water on different surfaces of stoichiometric and doped CeO2, a thermodynamic
strategy to evaluate the nanoparticle morphology of the materials as a function of
temperature and water partial pressure can be developed.
There is a driving force towards cuboidal and octahedral morphologies at low and
high temperatures respectively, due to dopants reducing the affinity of water on
{111} and {110} surfaces, while increasing it on {100} surfaces. Enhancing our
fundamental understanding of these interactions, as well as our predictive power
and analysis, provides a valuable framework for the future optimization of energy
and catalysis applications and can be generally applicable to a range of materials.
4.6 Conclusions
Initially the work in this chapter was limited to water adsorption at stoichiometric
surfaces of CeO2 and explored how the adsorption of water affected the relative sta-
bility of the three surfaces. It was found that each surface has a different interaction
with water and adsorbed water molecules have a modest impact on the morphol-
ogy of ceria. Adsorbed water at low temperatures and high water partial pressures
promotes a change of surface stability and the more reactive, less stable {100} and
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{110} surfaces are stabilised relative to the {111} and are consequently expressed in
the particle morphology. Reducing the surface or doping the surface with trivalent
Gd3+, Sm3+ and Y3+ cations increases the affinity of the surface for water compared
to the stoichiometric surfaces. Adsorption is strongest on the {100} surface and thus
at low temperatures and high water partial pressures there is a high {100} surface
area relative to the {111}. Furthermore, comparing surfaces with equal oxygen stoi-
chiometries, Reduced and Doped surfaces shows that dopants decrease the affinity of
the {111} and {110} surfaces for water while increasing the affinity of the {100} for
water. Consequently, dopants increase the temperature and pressure range where
the {100} surface is stabilised.
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5 The Influence of Carbonates on the
Catalytic Activity of Doped CeO2
Surfaces
At the time of writing the contents of this chapter have been submitted for peer
review at the Journal of Physical Chemistry C.
5.1 Background
As the issue of global warming caused by the increase of anthropogenic CO2 lev-
els in the atmosphere is currently under worldwide scrutiny [185]. This opens the
potential to utilize CO2 within carbon recycling either contributing to reduce the
environmental impact or to useful chemicals’ production[186, 187]. Catalytically
activated CO2 conversion provides a significant avenue of research and industrial
scope. However the activation of such a stable molecule poses energy-related chal-
lenges, i.e. the use of high temperatures in the catalytic processes. The design and
engineering of catalyst based on materials is therefore of primary importance for
realizing optimal and efficient CO2 conversion.
As materials come in contact with CO2, the understanding of the interaction be-
tween surfaces and CO2 from the surrounding environment is the first step towards
addressing CO2 conversion, i.e. the adsorption of CO2 on the materials’ surfaces.
Here, the bonding of CO2 at the materials’ surfaces becomes the first process that
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requires control as it will define the activation of the molecule towards catalysis.
Nevertheless, there are challenges to overcome, such as the formation of surface –
carbonate species, alterations to the particle morphology and removal of CO2 from
the surface.
The formation of carbonates at the surface on the adsorption of CO2 is observed for
many materials, e.g. yttria stabilized zirconia (YSZ) [188], ZrO2 [188], MgO [189],
BaTiO3 [190], TiO2 [191, 192, 193, 194], Fe2O3 [195, 196, 197] and Al2O3 [198].
Of particular interest is cerium oxide (CeO2) due to the wide range of applications
that result in direct contact between its surfaces and CO2 [34, 199]. For example,
CeO2 comes into contact with CO2 when used in both three-way catalysts and soot
oxidation catalysts [43, 200], where it oxidizes unburnt hydrocarbons and oxidizes
CO to CO2. CeO2 is used in the water gas shift reaction [201, 202], where H2O +
CO→ H2 + CO2. The dry reforming process is another application [203, 204] where
the interaction between the surface and the gas is a conceivable way to provide an
oxidant for organic reactions and would yield CO as a syngas for further synthesis.
All these applications hold the key to understanding and defining a wider picture
of the interaction of CO2 with CeO2 and thus avenues to control and tune the
conversion.
Although CO2 adsorption at the surfaces of ceria has been studied, the nature of
surface intermediates has not been fully explored. In some cases it has been reported
that surface carbonates are responsible for the reduction in the activity of ceria
surfaces in several catalytic processes [205, 206, 207, 208], i.e. carbonate poisoning.
Both experimental and computational work have confirmed that carbonate species
can form [209, 210, 211, 212] at the surface [213, 214], but findings seems to be
somehow complicated by the claims of a morphology dependent effect. Furthermore,
the effect of dopants has not been considered,
In this chapter, a computational analysis of the associatively adsorbed carbon diox-
ide molecules (carbonate CO3 species) with the most important low index surfaces of
CeO2 and doped CeO2 is discussed, with the aim of defining a relationship between
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the adsorption of CO2 at CeO2 surfaces and the morphology of the nanoparticle.
5.2 Calculation Details
Carbon dioxide adsorption on the stoichiometric surface of ceria, referred to as
Ce(IV) surfaces, reduced surfaces, where an oxygen vacancy has been introduced to
the surface, referred to as Ce(III) and doped surfaces, referred to as M3+, where M
is Sm, Gd and Y has been considered in this chapter.
The number of potential configurations for adsorbed carbon dioxide on surfaces of
ceria is extremely large and many have been proposed in the literature[209]. The
associative adsorption of CO2 on the surfaces of ceria as been studied i.e. CO2
molecules adsorbed through a surface oxygen to form a carbonate (CO32-) species
(figure 5.1). We have also studied sub-stoichiometric surfaces of ceria, here, an
oxygen vacancy is introduced, which leaves two electrons that localize and reduce two
cerium atoms from Ce4+ to Ce3+; these surfaces are referred to as reduced surfaces
in this article. For reduced surfaces, configurations were constructed to ensure that
a CO3 oxygen fills the vacancy. In some configurations where a carbonate was set at
the start of the calculation, the surface oxygen-carbon bond was found to break but
the CO2 molecule remained loosely bound to the surface: these configurations are
referred to as ‘molecular CO2’ in this chapter. Several configurations for each carbon
dioxide coverage were then computed, but only the most stable one is reported.
In order to investigate the adsorption geometry, four concentrations of CO2 were
investigated: 0.13, 0.25, 0.38 and 0.51 CO2/nm2 on the {111}; 0.12, 0.23, 0.35 and
0.47 CO2/nm2 on the {110}; and 0.17, 0.33, 0.50 and 0.67 CO2/nm2 on the {100}.
These concentrations correspond to 1, 2, 3 and 4 CO2 species on each surface.
In each case, different adsorption geometries were investigated and corresponded to
monodentate, bidentate and tridentate adsorption configurations. In reality, hydrox-
yls/water will also exist at these surfaces and thus an interaction of these species
with carbon dioxide is likely. Temperature Programmed Desorption experiments
have shown that the stability of water and carbon dioxide on these surfaces is not
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Figure 5.1: Schematic illustrating associative adsorption on stoichiometric (a) and
reduced (b) ceria. For clarity, oxygen, cerium, carbon, oxygen vacancies are shown
in red, cream, orange and black respectively. The oxygen of the CO2 molecule are
shown in blue and the surface oxygen that the carbon bonds to is shown in green.
identical and that carbon dioxide adsorbed as a carbonate can persist in the absence
of water[164, 209, 212, 215]. A study on the co-sorption of water and carbon dioxide
represents a possible future avenue of research.
The DFT calculations, surface models and the analysis methods are the same as
those outlined in chapter 3.
5.3 Carbon Dioxide Adsorption at CeO2
Surfaces
5.3.1 Adsorption Geometry
At the lowest concentration of CO2, tridentate adsorption is favoured on all surfaces,
however there are slight differences between the {100} and the {110}/{111} surfaces.
On the {100} surface the carbonate ion lies “flat”, with each of the three oxygen
bridging between two surface cerium atoms. This arrangement is in agreement
with Albrecht et al. who studied carbonate at the {100} surface and found that
CO32- exists as a flat lying, tridentate species [212]. The surface oxygen rearranges
slightly to accommodate the carbonate (Figure 5.2). The rearrangement of the {100}
oxygen sub-lattice has been reported in other studies of polyanion adsorption, e.g.
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phosphates1 [132]. In contrast on the {110} and {111} surfaces a carbonate lies
at an angle with the carbonate oxygen coordinated to two surface cerium atoms
(Figure 5.2). The adsorption geometry on the {111} surface is in agreement with
Hahn et al [213].
Tridentate adsorption geometry is energetically favoured at the two lowest CO2
concentrations (Figure 5.2) whereas a mixture of adsorption geometries becomes
favoured at higher CO2 concentrations as steric effects between molecules become
important. This sheds light on the proposition that carbonates exist either as a mix-
ture of flat lying and upright, slightly tilted, or that the entire carbonate population
is lying flat [212]. Our results indicates that at high concentrations the carbonates
will exist as a mixture of tilted and flat lying carbonates, but at low concentrations
the entire population is flat lying.
On the {110} and {100} surfaces all carbonates remain intact whereas on the {111}
surface at a concentration of 0.51 CO2/nm2 there is a mixture of molecularly ad-
sorbed CO2 and carbonate species (CO32-). This is in agreement with Hahn et al.,
who predicted that at higher concentrations of CO2 there are chains of physiosorbed
CO2 molecules opposed to chemisorbed CO32- [212].
On the reduced surfaces the most stable configurations are those that maximize the
surface coordination of the cerium atoms. On stoichiometric surfaces carbonates
can be monodentate adsorbed, this is unlikely on reduced surface. It was found
that some monodentate configurations switched geometry during the minimization
to bidentate or tridentate, further indicating that the surface species will adsorb by
promoting those configurations with higher surface coordination.
The average bond length between the carbonate oxygen and surface cerium atoms
is smallest for monodentate adsorption configurations (2.17Å ) and longest for tri-
dentate configurations (2.5Å ). This shows that the surface is capable of recovering
its oxygen coordination by increasing the numbers of slightly weaker, longer bonds.
1Phosphate adsorption will be discussed in Chapter 6
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Figure 5.2: Adsorption geometry for a single carbonate molecule on the stoichio-
metric {100}, {110} and {111} (A, B, C) and reduced {100}, {110} and {111} (D,
E, F) surfaces. The {100} surface is shown from above the surface plane and the
{110} and {111} surfaces are shown from the side. For clarity, cerium, oxygen,
surface oxygen and carbon atoms are displayed in cream, red, green and orange.
Oxygen from the CO2 molecule are shown in blue and the surface oxygen bonded
to the CO2 molecule are shown in purple.
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Figure 5.3: Adsorption energies for CO2 adsorbing as a carbonate molecule on the
stoichiometric (Squares) and reduced (Circles) CeO2 surfaces. The {111}, {110}
and {100} surfaces are shown in blue, orange and green.
5.3.2 Adsorption Energy
The strength of the adsorption energy of CO2 follows the order {100} > {110} >
{111} at all concentrations for both the stoichiometric and reduced surfaces (figure
5.3). The strength of the adsorption and order of stability of the adsorption energies
can be explained by the surface cerium coordination. Cerium at the {111} is 7
fold coordinated, whereas 6 fold coordinated on the {100} {110}. The stronger
adsorption energies for the {110} and {100} surfaces is due to the surface cerium
regaining coordination from 6 – 7/8 depending on the concentration of CO2. The
Ce atoms at the {111} surface are already 7 fold coordinated and thus there is less
energetic gain in regaining coordination.
At the lowest coverage, the adsorption energy on the {111} is -0.53 eV, which is in
good agreement with that calculated by Hahn et al [213]. Cheng et al. calculated
the adsorption energy of CO2 on the {110} surface and concluded that it was phys-
iosorbed as molecularly adsorbed CO2 and did not form a carbonate. This is in
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contrast to these results which find that CO2 can form a carbonate on the {110}
[214]. The much stronger interaction between the {100} and CO2 is supported
by Albrecht et al. [212] who calculated an adsorption energy for flat lying CO3
of -1.93 eV, which is in good agreement with our calculated adsorption energy of
-1.87 eV.
The adsorption energy is more favourable on the reduced compared to the stoichio-
metric surfaces, this is because the reduction of CeO2 involves the removal of surface
oxygen, this reduces the cerium coordination. CO22- species introduce two oxygen
atoms to the surface which increase the surface coordination of the cerium atoms
and thus there is a strong bind.
5.3.3 Surface Phase Diagrams
To define ceria surface stability in the presence of adsorbed CO2, surface phase
diagrams CO2 partial pressure of CO2 as a function of temperature were generated.
Figure 5.4 shows the CO2 partial pressure vs temperature phase diagrams for each
surface, where the different regions of the diagrams represent the most stable surface
composition (i.e. those with the lowest surface energy).
On the stoichiometric surfaces, CO2 will desorb from the {111} first, followed by the
{110} and then the {100} at any given pressure (Figure 5.4). The introduction of
oxygen vacancies greatly increases the temperature range that adsorbed carbonate
is stable on the surfaces. This is due to the surface healing effect where CO32- species
at the surface allow the surface cerium to regain their partial coordination (Figure
5.3). As seen in previous section, the adsorption energies for 3 and 4 carbonate
species are quite weak compared to 1 and 2 carbonate species, as a result the 3 and
4 carbonate “phases” do not appear in the phase diagram (with the exception of the
reduced {110} surfaces). At low T (blue region) the surfaces are partially covered
with carbonate molecules, whereas at high T (red region) carbonate molecules are
not stable at the surface and thus are not present.
The atmospheric CO2 pressure at 298K is marked on each phase diagram in Fig-
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Figure 5.4: CO2 partial pressure vs temperature phase diagrams for the stoichio-
metric {100} (A), {110} (B), {100} (C) and the reduced {100} (D), {110} (E) and
{111} (F) surfaces. The CO2 coverage (CO2/nm2) of each phase is added to the
phase diagram. The atmospheric carbon dioxide pressure at 298K has been marked
with dashed black lines.
ure 5.4 in order to highlight the state of the surfaces when samples interact with
the atmosphere. Under these conditions carbonates will not form on either the
stoichiometric or reduced {111} surface, so an octahedral nanoparticle, left in the
atmosphere will remain free of carbonate species. In contrast, both the {110} and
{100} surfaces (Stoichiometric and reduced) when exposed to the atmosphere, will
suffer from carbonate deposition at the surface. Taken together this shows that
nanoparticles containing all three of these surfaces (Nanospheres) or just the {100}
and {111} (Truncated Octahedra) will have different surface compositions if exposed
to the atmosphere.
5.3.4 Desorption Temperature
Based upon the pressure vs temperature phase diagrams, the temperature of des-
orption for carbonate species at the {111}, {110} and {100} surfaces as a function
of CO2 partial pressure were calculated (Figure 5.5). The desorption temperatures
represent the transition between a bare surface and a surface with adsorbed CO2.
These can be compared to the experimental values measured via temperature pro-
grammed desorption experiments for the low index surfaces of ceria. On all surfaces,
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the carbonate is more stable on the reduced surface compared to the stoichiometric
surface and this can be attributed to the oxygen vacancy healing effect discussed in
the previous section.
Senanayake and Mullins reported weakly bound CO2 on the {111}, which start
desorbing at 150K with only a small amount of carbonate at 200 K [209]. Ultra-high
vacuum conditions ( 1.33-11 bar) are used for temperature programmed desorption
temperatures. Based upon the predicted desorption temperatures, CO2 is removed
at 127K on the {111} under these conditions. Removal of CO2 at low temperatures
on the {111} is also reported by Staudt et al who could not detect any CO2 on the
{111} surface at 300K [216]. Also, Senanayake et al determined that carbonates
were removed from the {111} surface of CeOx/Au on heating to 300K [217]. These
observations are consistent with the calculated desorption temperatures as only at
high CO2 pressures are there carbonates persisting beyond 300K.
Carbonate is bound much more strongly on the {100} and thus the desorption tem-
peratures are much higher (Figure 5.5). Albrecht et al,. found that carbonate species
on the {100} are stable up to 600K for stoichiometric ceria and 700K for partially
reduced ceria (CeO1.7) under ultra-high vacuum conditions [212]. We predict under
these conditions that CO2 will desorb by 450K on stoichiometric ceria and 550K on
reduced ceria. It is worth noting that our reduced ceria model is CeO1.916 which not
as oxygen deficient as the experimental samples. Furthermore, we have only consid-
ered CO32- species at the surface and in reality, depending on the pH, a wide range
of carbonate species can exist and the distinction is not made in the experiments.
5.3.5 Effect on Reduction
Reduction temperatures for the bare surfaces were calculate in chapter 3 and calcu-
lated in the presence of water in the previous chapter. In this section, the reduction
temperature in the presence of CO2 has been calculated (figure 5.6). For all surfaces,
carbon dioxide at the surface lowers the temperature at which oxygen can desorb
from the surface. The severity of this change is different depending on the surface,
the desorption temperature {111} surface is lowered by the smallest amount while
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Figure 5.5: Temperature of desorption for the stoichiometric (A) and reduced (B)
surfaces. The {111}, {110} and the {100} surfaces are shown in blue, orange and
green. The temperature of desorption at pressures ranging from -12 log10(PCO2)
(bar) to 5 log10(PCO2) (bar) in increments of 1 are marked at the corresponding
locations on the plots.
104
Chapter 5 5.3. CARBON DIOXIDE ADSORPTION AT CEO2 SURFACES
























Figure 5.6: Desorption temperature for oxygen (Reduction temperature) on the
bare {111}, {110}, {100} (Blue, green and purple lines) and the carbonated {111},
{110}, {100} (Orange, red and brown lines)
the {110}/{100} is lowered by a larger amount. The lowering of the reduction tem-
perature is likely due to the ability of carbon dioxide to heal the coordination of the
surface cerium atoms. The extra oxygen from the carbon dioxide adsorbs at surface
cerium sites, and this lowers the impact to the surface cerium coordination of losing
an oxygen, thus oxygen can desorb easier.
5.3.6 Predicted Particle Morphology
Based upon the surface energies calculated in section 3.3, Wulff plots have been
constructed as a function of temperature and CO2 partial pressure for the stoichio-
metric and reduced surface systems (Figure 5.7). These plots illustrate the relative
stability of the surfaces in the presence of CO2. The {111} surface is the most stable
surface and the particle morphology, based upon the surface energies at 0K from
DFT is octahedral displaying the {111} surface. When a molecule adsorbs at a sur-
face, it lowers the surface energy of that surface, thus, when carbonate is present at
the surface it lowers the surface energy. There is a significant difference between the
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Figure 5.7: Particle morphology phase diagram for the stoichiometric and reduced
surfaces. Wulff constructions are shown for the stoichiometric and reduced surfaces.
These correspond to a {100}:{110}:{111} ratio of 35:12:63 (a), 15:0:85 (b) and
0:0:100 (c) for the stoichiometric surface and 90:0:10 (d), 45:12:43 (e) and 0:0:100
(f) for the reduced surface. For clarify the {111}, {110} and {100} facets are shown
in red, light blue and dark blue respectively.
stability of carbonate on the three surfaces and the change in the surface energies
as a result can be analysed via the Wulff construction.
The desorption temperature curves for each surface has been overlaid on to each
plot. These illustrate the regions of the morphology phase diagram where each
surface is being stabilized by carbonate species. For example, on stoichiometric
surface the {111} surface has very low desorption temperatures whereas the {100}
surface has comparatively high desorption temperatures, the region of the phase
diagrams between these lines is the region where the surface energy of the {100}
is being lowered by carbonate species while the {111} is not (this means that in
this region the particle morphology the {100} is covered in carbonates whereas the
{111} is not). This lowering of one surface energy relative to another is why adsorbed
species are able to affect the morphology significantly.
Using ultra high vacuum conditions as a reference point (i.e. below 10-10 bar pCO2),
for stoichiometric ceria, there is a clear preference for octahedral nanoparticles at
temperatures above 210K. However with increasing pressure, the nanoparticle area
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is increasingly made up of {100} and {110} surfaces.
Using ultra high vacuum conditions as a reference point, for reduced surfaces octa-
hedral nanoparticles are formed above 310K. High pressures of CO2, low temper-
atures and reduced ceria are a conceivable combination to generate highly reactive
nanocubes. It is interesting to note that corners of nanocubes (Figure 5.7) are trun-
cated by {111} surfaces; this seems to be in line with the findings that there is a
minimum size of associated with this truncation.
5.4 Carbon Dioxide Adsorption at Doped
Surfaces
In this section, the associative adsorption of CO2 on doped surfaces of CeO2 will
be discussed. As with the stoichiometric and reduced surfaces discussed in the
previous section, the adsorption energies, phase diagrams, desorption temperatures
and particle morphologies have been generated and will be discussed within the
context of catalysis with cerium oxide.
5.4.1 Adsorption Energy
The associative CO2 adsorption energy is shown in Figure 5.8. The adsorption
energy at low coverage is found by evaluating the energy of an isolated carbonate
species at the surface. The CO2 adsorption energy follows the order {100} < {110}
< {111} on all surfaces, i.e the order of stability of the bare surfaces, with the least
stable surface ({100}) having the strongest adsorption energy.
The surface containing oxygen vacancies (Reduced Ce(III) or Doped M(III) surface)
have a stronger affinity for associative CO2 than the stoichiometric surfaces, which
contain no oxygen vacancies. This is due to the vacancy itself, the introduction of
a vacancy reduces the coordination of the surface cerium atoms, the introduction of
the adsorbed CO2 species allows the surface to recover its partial coordination and
as with OH groups in the previous chapter, the CO2 heals the vacancy.
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At the lowest coverage, dopants decrease the affinity of the {111} and {100} sur-
faces for CO2 whereas they increase the affinity of the {110} when compared to
the reduced surfaces which have an equal concentration of oxygen vacancies. This
difference is small for the {111} and {100} surface but significant for the {110}. On
all surfaces the Sm3+ doped surface is most similar to the reduced surfaces in terms
of energy and Ce - O - C bond lengths. This is likely due to the atomic radii of the
dopants and Ce(III). Sm3+ is the closest in radii to Ce(IV), whereas Y3+, which is
the most contrasting compared to the reduced surface and has the biggest difference
in radii.
The associative CO2 adsorption energy is shown in Figure 5.8 as a function of
coverage. The general trend is that the adsorption energy becomes less favourable
as coverage increases, with the exception of the {100} and {111} surfaces between
1.66 - 3.32 and 2.59 - 3.89 CO2/nm2 respectively. The decrease in energy on the
{100} is due to the surface coordination of cerium atoms, at a coverage of 3.32
the surface reconstructs and there is a symmetrical arrangement of oxygen and
carbonate species which allows the surface cerium to almost completely regain 8
fold coordination. Generally however, as the coverage increases, particularly at the
highest coverage, the repulsion between carbonates offsets the increase in surface
coordination.
5.4.2 Phase Diagrams
In order to infer the stability of carbonates at the surface under catalytic operating
conditions, phase diagrams for each surface as a function of CO2 partial pressure
and temperature were generated and the phase boundary between adsorbed CO2
and the bare surface is shown in figure 5.9. When compared with the stoichiometric
surfaces, the oxygen vacancy containing surfaces (CeIII and MIII) cause a large
increase in the stability of carbonate at the surface. As discussed in the previous
section, there is an increase in the pressure/temperature range where carbonate is
stable on each surface. The dopants promote a slight increase in the region on the
{100} surface and a large increase on the {110} surface. In contrast, the dopants
have a minimal effect on the {111} surface although cause a small decrease in the
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Figure 5.8: (A) Adsorption energies for carbon dioxide on the low index surfaces
of ceria for a coverage of 1.66, 1.17 and 1.30 CO2/nm2 for associative CO2 on the
{111}, {110} and {100}. Ce(IV), Ce(III), Sm3+, Gd3+, Y3+ are denoted by blue,
orange, green, red and purple bars, respectively. (B, C, D) Adsorption energy (eV)
per CO2 as a function of coverage for (B) {111}; (C) {110}; (D) {100}; for Gd3+
doped (blue squares), Sm3+ doped (orange circles), Y3+ doped (green triangles),
Ce(III) (red stars) and Ce(IV) (purple crosses) ceria.
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stability.
5.4.3 Desorption Temperature
The desorption temperature, which is defined as the point where the free energy
of the bare surface is equal to that of a carbonated surface can be evaluated from
the phase diagrams. To date there are no experimental studies on the desorption
temperature of CO2 on the doped surfaces of ceria.
The difference between the desorption temperature of the M3+ doped and stoichio-
metric surfaces is shown in Figure 5.10 and the difference between the desorption
temperature on the reduced surfaces and doped surfaces is shown in Figure 5.10.
These were calculated as TM3+ - surface- T stoichsurface and T doped surface- T reduced surface
respectively. Introducing dopants and reduction of the surface (controlled oxygen
partial pressure) are two ways of modifying the oxygen stoichiometry of the surface.
The reduced and doped surface have an equal concentration of oxygen vacancies,
thus the variable at the surface is the cation, e.g. Gd3+ vs Ce3+.
Reduction of the {111} surface increases the temperature where adsorbed CO2 is
stable and present, compared with doping the surface (Figure 5.10). In contrast,
doping the {110} {100} surfaces increases the temperature range where CO2 is
stable, compared with reducing the surface. Unlike the hydrated surfaces, dopants
have a very small impact on the desorption temperatures. On the {111} and {100}
surfaces the difference between desorption temperatures is negligible (< 10K and
< 25K at all pressures for the {111} and {100} respectively.). The difference is
slightly greater on the {110} surface (30 - 50K depending on pressure) but not to
the same extent as with hydrated surfaces.
5.4.4 Predicted Particle Morphology
As in the previous chapter, the particle morphology for each system as a function
of CO2 partial pressure and temperature has been calculated. Figure 5.11 shows
the morphology phase diagrams for each surface system. There is a driving force at
low temperature towards morphologies with a large {100} area, whereas a low ratio
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Figure 5.9: The phase boundary between bare and carbonated surfaces as a func-
tion of CO2 partial pressure and temperature. (A) CO2 desorption temperatures at
different partial pressures of CO2 on stoichiometric {111} (Blue), {110} (Orange)
and {100} (Green) surfaces (CeIV), (B) Desorption temperatures for CO2 on the
reduced (Ce(III)), Sm3+, Gd3+ and Y3+ surfaces (Blue, orange, green and red lines)
surfaces. The desorption regions are labelled for each surface.
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Figure 5.10: (A) The difference in desorption temperatures for doped surfaces
compared to stoichiometric surfaces, calculated asTM3+ - surface- Tstoichsurface. The re-
duced (Ce(III)), Gd3+ doped, Sm3+ doped and Y3+ doped surfaces are shown in
blue, orange, green and red, respectively. (B) The difference in desorption tem-
perature between doped surfaces and reduced surfaces, calculated as Tdoped surface-
Treduced surface. Gd3+, Sm3+ and Y3+ are denoted by the blue, orange and green lines.
The blue, orange and green shaded areas correspond to the {111}, {110} and {100}
datasets.
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at high temperature and low pressure. The dopants cause a small increase in the
temperature / pressure range where the {100} surface is expressed. This is greatest
on the Y3+ doped surfaces.
Due to the increased stability of CO2 on the doped {100} surfaces, {100} surfaces
are predicted to be present (Forming truncated octahedral) under more extreme con-
ditions than for undoped reduced surface containing Ce3+. For example, our results
suggest that doped octahedral nanoparticles, used at ultra-high vacuum (-10 log10)
at 360K, will truncate to express {100} surfaces, whereas undoped reduced (Ce3+
containing) surfaces thermodynamically will not. Whereas in contrast, nanocubes
used at high temperatures, will be driven towards {111} bearing octahedral nanopar-
ticles.
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Figure 5.11: Ratio between the {100}, {110} and {111} surface areas as a func-
tion of temperature and pressure for the stoichiometric system. For visual clarity,
nanoparticles corresponding to these ratios are shown. The ratio between the {100}
and {111} reduced, Gd3+, Sm3+ and Y3+ doped systems as a function of temper-
ature and pressure are shown. It should be noted that the {110} surface does not
appear under these conditions for the doped systems and has thus not been included.
Predicted particle morphologies across a range of surface area rations are shown for
visualization of these ratios.
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5.5 Discussion
The performance of nanoceria catalysts in the form of nanoparticles is influenced by
the surface morphology, composition and stoichiometry of the exposed facets [34].
This has been shown in recent times, where research has focused on the effect of the
different exposed facets on different catalytic processes [218, 219, 220]. As individual
catalytic application is optimized by a specific morphology, then it is important
to reach the nanoparticle optimal design before implementing the material in the
catalytic process.
In this chapter, it has been shown that the interaction of carbon dioxide with CeO2
strongly affects the relative surface stability and can be visualized through the calcu-
lation of the equilibrium particle morphology, however this strategy neglects kinetic
considerations. The surface stability as a function of surface composition (e.g. sto-
ichiometric, reduce and carbonated surfaces), pressure and temperature has been
predicted, and presented in simple phase diagrams. These diagrams make it easy
to forecast those surfaces that would be preferred for a specific catalytic process
either in terms of surface stoichiometry or surface carbonation. The calculations
suggest that oxidation of the surface removes / hinders the adsorption of carbonates
from/to the surface, as the reduced surfaces have considerably higher desorption
temperatures compared to stoichiometric surfaces (up to 200K). Oxygen vacancies
are reactive sites and are often desirable in catalytic reactions, however carbon diox-
ide interact so strongly with the vacancies that the catalyst may lose its efficiency.
It is clear that efficiency may be restored as the temperature increase (and CO2 des-
orbs). However, this comes at a higher cost as more energy consumption is required
to remove CO2 form reduced compared to stoichiometric surface. (Fig 5)
Ceria is used in the water gas shift reaction (WGSR). Here the redox reactions pro-
ceeds via a stable carbonate intermediate, the coverage of which was dependent on
the surface Ce3+ concentration [221]. Because the reduced surfaces have a consid-
erably stronger interaction with carbonates compared to the stoichiometric surfaces
and given that Ce3+ concentration is dependent on the concentration of oxygen va-
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cancies, it can be inferred that the experimental observations of Feng et al., is to be
attributed to the strong interaction between CO2 and the oxygen vacancies.
In industrial processes like Fischer-Tropsch synthesis, methanol synthesis or hydro-
formylation, a well defined H2/CO/CO2 ratio is needed for operation [202]. Or in
order to be used for ammonia synthesis, hydrogenation reactions or as possible en-
ergy vector in combination with PEMFC, H2 must contain very low amounts of CO
in order to minimize poisoning of the various catalysts employed [202]. The water
gas shift reaction when combined with preferential oxidation (PROX) is the most
promising way to purify H2 steam from CO poisoning. Ceria based catalysts are
employed in low temperature WGSR (500 - 600K). The reaction is dependent on the
formation of formates or carbonates at the surface, these decompose into CO2 and
H2 [34]. Pt/CeO2 catalysts suffer from deactivation by carbonate deposition when
there is CO2 within the reaction chamber [43]. It was proposed that carbonate for-
mation reduces the concentration of surface OH groups which are a key component
of the reaction. Water dissociation is considerably stronger at oxygen vacancy sites
[163], thus a possible explanation for the deactivation is that carbonate groups form
a strong complex at the oxygen vacancy sites, blocking the reactive sites for water
splitting to occur.
Using surface phase diagrams, the equilibrium morphology of nanoparticles as a
function of temperature and CO2 partial pressure have been evaluated. This strat-
egy shows not only the morphology of the nanoparticles but also the composition
of the surfaces expressed in the nanoparticle. At specific conditions of temperature
and partial pressure, surfaces behave in different ways towards carbonates, some
will be preferably carbonated and some will not. Although, this is a thermody-
namic strategy, and kinetic factors are not included, it is clear that there will be a
thermodynamic driving force for a nanoparticle to evolve into its most energetically
stable/favourable conformation and composition. Thus perhaps, optimal nanopar-
ticles shapes may be selected for specific catalytic applications beforehand using
such computationally derived morphology phase diagrams. As the exposed surfaces
have a big impact on the stability of carbonates at the nanoparticle, for example
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nanocubes, bearing the {100} surface will support carbonate molecules across a
much wider temperature range than morphologies displaying {110} or {111} sur-
faces (i.e. octahedra). This method could potentially be applied to any material
and catalytic process that see carbonates as either welcomed or unwanted adsorbed
species.
These calculations only consider the adsorption of dry CO2, i.e. CO2 in the absence
of water. In reality there is likely competition between CO2 and H2O at the surface
because there are limited adsorption sites. An avenue for future exploration would
be to consider both the adsorption of CO2 and H2O at the surface. Comparison
between this chapter and the results of the previous chapter indicates that water
is more likely to adsorb than CO2 on the {111}/{100} surfaces and CO2 is more
likely on the {110} surface, based purely on the comparison of adsorption energies.
Further study into the interaction between water and carbon dioxide at the surface
is needed.
5.6 Conclusions
Initially the work in this chapter was limited to associative adsorption of carbon
dioxide on the surfaces of CeO2 and explored how carbonates at the surface af-
fected the relative stability of the three surfaces. It was found that there were vast
differences in the adsorption behaviour between the three surfaces, with the {100}
surface being stabilised vastly more than the {111} surface. As a result of the differ-
ent adsorption energies, the {100} surface is stabilised and expressed in the particle
morphology across a much wider temperature and pressure range compared with
water in chapter 5. Reducing or doping the surface with trivalent Gd3+, SM3+ and
Y3+ cations increases the affinity of the surface for carbon dioxide compared to the
stoichiometric surface. When comparing surfaces with equal oxygen stoichiometries
(Doped and Reduced) there is very little change in the adsorption energy and thus
the morphology.
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6 The Interaction between Phosphate
Anions and CeO2 Surfaces
The contents of this chapter have been previously published by the author as part
of this PhD project and can be found at the following reference, Molinari, M.;
Symington, A. R.; Sayle, D. C.; Sakthivel, T. S.; Seal, S.; Parker, S. C., Computer-
Aided Design of Nanoceria Structures as Enzyme Mimetic Agents: The Role of
Bodily Electrolytes on Maximizing Their Activity. ACS Applied Bio Materials 2019,
2 (3), 1098-1106. This chapter includes the work conducted by the author and does
not include any work carried out by collaborators. Notably, molecular dynamics
simulations and experimental analysis which aid in the conclusions of this work,
carried out by Dr Dean Sayle and Prof Sudipta Seal, have been omitted but can be
found in the referenced article.
In the previous three chapters, the surfaces of cerium oxide have been explored
with dopants, water and carbon dioxide. The interaction between the surfaces and
phosphate anions is considered as it presents an interesting research avenue, both in
terms of the environment e.g. removal of phosphate anions from water supplies and
in a biomedicine e.g. nanozymes. Cerium oxide is part of a group of nanoparticles or
nanozymes being trialled in a biomedical context. In this chapter, DFT calculations
have been used to address the interaction between the surfaces of cerium oxide and
phosphate anions, under different oxygen and hydrogen stoichiometries.
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6.1 Background
There is correlation between the development of many diseases and oxidative stress
which evolves from the accumulation of highly reactive oxygen species (ROS) due to
an insufficient buffering by the antioxidant defence [222, 223]. ROS can oxidize cell
constituents such as lipids, proteins, and DNA, thus damaging cells structures and
compromising their functions [224]. The induced oxidative stress has been related
to chronic inflammations, cancer, neurodegenerative and immune-deficient disorders
[225, 226].
Nanotechnologies, such as the usage of metal oxide nanomaterials, are one of many
promising routes to control oxidative stress, by inducing apoptosis of damaged cells
[227]. CeO2, has high oxygen storage capacity and redox activity that arise from the
easy conversion between oxidised CeO2 and oxygen-deficient CeO2-x and in recent
years ceria has been explored in the fields of biology and medicine [199, 228, 229].
Ceria has earned the name of nanozyme, i.e. metal oxide nanomaterials that display
enzyme-mimetic activity [227, 230, 231], and perhaps its most important enzyme-
mimetic activities are indeed those related to the suppression of ROS. Ceria acts
to reduce the amount of ROS in a cell by acting as a radical scavenger through its
high oxygen storage capacity and redox chemistry. Ceria surface defects, i.e. oxygen
vacancies and Ce3+ ions, are believed to be responsible for the materials radicals
scavenging activity, including superoxide dismutase (SOD) and catalase. The lat-
ter are some of the most important enzymes to that regulate the concentration of
superoxide anion radicals, O2- [232, 233, 234, 235], and hydrogen peroxide, H2O2
[235, 236, 237, 238, 239, 240].
Possible applications of ceria span from a protective agent against radiation-induce
cellular damage [241], anti-inflammatory/antioxidant [240, 242, 243, 244] agents,
growth promoter of stem cell [245], protection agents in cardiovascular disease
[246, 247], and to a detection agent of cancer biomarkers [248, 249]. Most impor-
tantly, ceria can be exploited in therapy of oxidative stress-induced diseases, such as
retinal degeneration [250], and neuroprotection [251, 252, 253], including Alzheimer’s
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disease [254]. However the treatment of oxidative stress through antioxidant ther-
apy has drawn clinical attention. Whereas the quest is to find antioxidant agents
able to mimic enzyme activities related to radical scavenging, antioxidant therapy is
still under clinical scrutiny as ROS are required in physiological cellular functions.
For this reason the antioxidant agent should cause apoptosis of damaged cells by
inducing ROS production, or suppress ROS overproduction restoring the balance in
the cellular environment. As clinical activity is focussed more on the physiological
response of cells in the presence of ceria, the design and engineering of the material
to act selectively towards the many and competing enzyme-mimetic activities can
really benefit from atom-level information coming from modelling, particularly in
light of ceria biological role [234, 240, 255, 256], and toxicity [255, 256, 257, 258]
(e.g. non-toxic for normal (stromal) cells and cytotoxic to squamous tumour cells
[259]).
The design and engineering of ceria as nanozyme will need to take into account the
interaction of the material with the components of biological media. The cellular
environment is a complex medium, and whereas cellular cytoplasm has neutral pH,
subcellular organelles display a variety of pH. Asati showed that negatively charged
ceria localizes in lysosome (pH 4.8) [249], although as surface charge becomes more
positive it is released into the cytosol (pH 7.4) and localise in the mitochondria or
endoplasmic reticulum [254]. Targeting different organelles will therefore require
an understanding of the many factors such as particle size and morphology [236],
Ce4+/Ce3+ ratio, buffer species [237], pH conditions [260], and biomolecules and
polymers [232], that modulate the enzyme mimetic activities of ceria.
Phosphate anions have been shown to alter the ROS scavenging ability of ceria,
[232, 233, 260]. In this chapter the role of phosphate anions, a common inorganic
anion present in biological media, at the surfaces of ceria has been investigated
using DFT calculations. The interaction between phosphate and different surface
compositions has been considered and discussed within the literature to provide a
possible explanation for the alteration of the properties of ceria in the presence of
phosphate.
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6.2 Calculation Details
In the previous chapters on cerium oxide surfaces the slab method was used. In
this method, it is preferable to have that the top and bottom surfaces are iden-
tical so as to be able to characterise each bonding interaction. However, due to
the complexity of the calculations in this chapter, where phosphate anions, surface
oxygen concentration and surface hydroxylation are all varied, the surface method
has been explored. The surface method involves fixing the bottom two layers of
the configuration, allowing electronic relaxation but not ionic relaxation. Thus no
species are added to the "second" surface and the need for two identical surfaces
is removed. The issue is that only the relative energies can be compared because
it has to be assumed that the electrostatic energy contribution from the bottom,
un-relaxed surface is removed. The surfaces were modelled at a constant volume
using 6 repeat crystal layers (24 CeO2 units) with a 15 Å vacuum gap perpendicular
to the surface.
In the previous surface chapters the surface models were evaluated with DFT, using
a PBE+U approach. The models in this chapter are evaluated using the PBEsol+U
approach because this functional gave better agreement in terms of surface energy
and reduction energy when compared to other theoretical and experimental work
[136, 154, 163] (Table 6.1).
Table 6.1: Comparison of the surface and reduction energies using the PBE and
PBEsol functional.
Surface Surface Energy Jm-2 Reduction Energy eV
PBEsol PBE PBEsol PBE
{111} 0.85 0.89 2.63 2.03
{110} 1.23 1.30 1.83 1.52
{100} 1.72 1.78 1.99 2.06
Depending on the pH, phosphate can exist as PO43-/ HPO42-/ H2PO4- / H3PO4.
Under biological conditions phosphate exists either as HPO42- or H2PO4-. Both
species have been simulated in this chapter and it was found thatH2PO4- was the
most stable in most cases, and in those where it was not, a hydrogen atom dissociated
from the H2PO4- to give the HPO42- configuration. Thus, in the results section the
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Figure 6.1: Schematic of the three surface states that were modelled. Scheme 1
considers a stoichiometric surface where the level of reduction (Ce3+ concentration
increases due to the increase in surface hydrogen concentration. Scheme 2 considers
a surface where the level of reduction (Ce3+) concentration increases due to the
decrease in oxygen stoichiometry. Scheme 3 considers a surface that contains oxygen
vacancies, where the level of reduction (Ce3+) concentration increases due to the
increase in surface hydrogen concentration.)
data for H2PO4- has been presented and the data for HPO42- can be found in the
appendix. In the calculations, H3PO4 was used as a reference state for the reaction
energy calculations.
For each scheme, information on the preferential affinity of phosphates and ceria sur-
faces is provided by calculating the strength of the interaction, with more negative
energy terms indicating the strongest interaction. There are three variables which
are being controlled in these calculations, surface hydrogen coverage, oxygen cover-
age and cerium (III) coverage (which are defined as the percentage of each species
per surface CeO2 unit (figure 6.1). For each surface composition several possible
orientations of the phosphate anion and surface hydrogen were computed and the
lowest energy configuration is reported in this chapter.
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Figure 6.2: Schematic illustrating the adsorption schemes used in scheme 1. The
hydrogen concentration increases while the oxygen stoichiometry and phosphate
concentration remain constant.
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Figure 6.3: The reaction energy for phosphate adsorption on the stoichiometric
{111} (blue), {110} (orange) and {100} (green) surfaces with varying hydrogen and
Ce3+ concentration.
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Figure 6.4: Surface structure of the stoichiometric {100} surface and the {100}
surface with a surface OH group and an adsorption phosphate anion. Cerium,
oxygen, phosphorus, hydrogen and surface oxygen are shown in cream, red, purple,
white and blue
6.3 Hydroxylated CeO2 Surfaces
In this scheme the ratio Ce4+/Ce3+ in ceria is governed by the concentration of
surface hydrogen species in the form of hydroxyl groups (OH% ) and not by the
surface oxygen sub-stoichiometry (i.e. there are no surface oxygen vacancies). As
the concentration of surface OH groups increases, the surface Ce3+ concentration
(Ce3+ %) increases. The interaction energy of phosphate is presented in Figure 6.3
as a function of OH% and Ce3+%. The magnitude of the energy terms provides
the order of stability of phosphate adsorption, and more negative energy terms
contribute more towards the stabilization of the surface upon phosphate adsorption.
The adsorption of phosphate is more favourable on the {100} surface followed by the
{110} and {111} surfaces, when both the Ce3+ % and OH% are used as descriptors.
Across all three surfaces at all OH% and Ce3+%, the phosphate adsorbs with biden-
tate or tridentate geometry Figure 6.5. This allows surface Ce atoms to recover
partially on the {110} and {100}, and fully on the {111} surface, their coordina-
tion. The {111} surface consists of 7 fold coordinated surface Ce atoms, whereas the
{100} and the {110} have 6 fold coordinated surface Ce atoms. These structural fea-
tures provide a basic explanation of the different stabilization of ceria surfaces upon
adsorption of phosphates, with the most under-coordinated surfaces (i.e. {100} and
{110}) gaining the greatest stabilization compared to the {111} surface.
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Of particular note is the behaviour of the {100} surface upon phosphate adsorption.
Whereas, the surface oxygen sublattice of the {111} and {110} surfaces remains
ordered upon phosphate adsorption, there is a large reconstruction on the {100}
surface, which maximises the bonding network between surface Ce atoms and the
phosphate (Figure 6.5). This is due to the extreme flexibility of the surface oxygen
network on the {100} surface which can easily accommodate adsorbed species. This
flexibility was also noted for carbon dioxide in the previous chapter.
Although all surfaces display a favourable adsorption energy of phosphate, the {111}
surface is the only surface of ceria that shows a consistent decrease in adsorption
energy (0̃.5 eV) with increasing OH% and Ce3+ % surface coverage, compared to the
{110} and {100} surfaces where there is a decrease in favourability of about 0.4 eV
across the coverage range.
The adsorption of phosphate on the {110} surface becomes less favourable in the
middle range of OH% and Ce3+% concentrations and then plateaus at high surface
coverage. This is due to a lengthening of the bonds between the surface Ce ions
and the adsorbed phosphate (Ce-OP) from 2.31 Å at the lowest concentration to
2.43 Å at the highest concentrations. Similarly, on the {100} surface there is a
decrease in energy of adsorption at higher concentrations due to an increase in the
hydrogen bonding network amongst the surface oxygen species and the surface OH%
groups, whereas the hydrogen bonding network between the surface species and the
adsorbed phosphate remains constant. The strengthening of the hydrogen bonding
within the surface species causes a small increase in the Ce-OP bond lengths. The
longest Ce-PO bond length increases from 2.55 Å to 2.66 Å . This indicates that on
the {110} and {100} surfaces, Ce-OP bonding is a contributing factor governing the
strength of adsorption.
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Figure 6.5: Adsorption geometry for H2PO4- the {100} (a, b, c), {110} (d, e, f)
and {111} (g. h. i) surfaces with increasing hydrogen coverage. Cerium, oxygen,
phosphorus and hydrogen atoms are shown in cream, red, purple and white and
hydrogen bonds are shown with dashed blue lines. The polyhedra has been drawn
on the phosphate for clarity.
6.4 CeO2-x Surfaces
In this scheme the ratio Ce4+/Ce3+ is governed by the surface oxygen stoichiometry
(i.e. there is no hydroxylation of the surface). As the surface oxygen vacancy
concentration increases (Vo % ), the surface Ce3+ % increases.
Across all surfaces at all Vo%, the phosphate adsorbs with tridentate geometry
(Figure 6.8). During minimisation a hydrogen atom leaves the phosphate anion
and adsorbs on a nearby oxygen, suggesting that the dissociative adsorption of
H2PO4- (i.e. HPO42- and H adsorbed onto a surface oxygen) is barrier less in terms
of energy on sub stoichiometric surfaces. The phosphate adsorbs so as to fill the
Figure 6.6: Schematic illustrating the adsorption schemes used in scheme 2. The
oxygen stoichiometry decreases while the phosphate concentration remains constant.
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Figure 6.7: The reaction energy for phosphate adsorption on the {111} (blue),
{110} (orange) and {100} (green) surfaces at varying oxygen stoichiometry and
varying Ce3+ concentration.
vacant coordination sites caused by oxygen vacancies.
On each surface, at each Ce3+%, the Ce-OP bonding network remains unchanged
and so does the length of Ce-OP bonds. The decrease in adsorption energy can be
explained by the under coordinated Ce surface atoms. The average coordination of
Ce decreases as the Vo% increases. Phosphate anions allow surface Ce to partially
recover their oxygen coordination environment.
The interaction energy of phosphate adsorption is presented in Figure 6.7 as a func-
tion of Ce3+% and the concentration of oxygen vacancies at the surface. The ad-
sorption of phosphate becomes more favourable when Vo% and Ce3+% increase.
The adsorption of phosphate is more favourable on the {100} surface followed by
the {111} and {110} surfaces, when both Ce3+% and Vo% are used as descriptors.
The {100} is an intrinsically defective surface and so increasing coverage of surface
oxygen vacancies causes a large de-stabilisation of the surface. Due to the oxygen
sub-stoichiometry, the {100} surface is stabilised by phosphate anions to a much
greater extent than for the {110} and {111} surfaces.
The {111} surface is stabilised to a greater extent relative to the {110} surface.
The reduction of the {111} surface is the most energetically unfavourable, (1.98
127
Chapter 6 6.4. CEO2-X SURFACES
Figure 6.8: Adsorption geometry for H2PO4- the {100} (a, b), {110} (c, d) and
{111} (e, f) surfaces with decreasing oxygen stoichiometry. Cerium, oxygen, phos-
phorus and hydrogen atoms are shown in cream, red, purple and white and hydrogen
bonds are shown with dashed blue lines. The polyhedra has been drawn on the phos-
phate for clarity.
eV) and the reduction of the {110} surface the least energetically unfavourable,
(1.07 eV). The phosphate heals the oxygen vacancies at the surface and this is more
energetically favourable on the {111} than the {110}. This is because the {110}
surface, as evidenced by the smaller reduction energy is more energetically stable
with oxygen vacancies than the {111}. Unlike the in scheme 1, there is a relationship
between the strength of phosphate adsorption and Ce3+ concentration due to oxygen
stoichiometry. This suggests that the oxygen stoichiometry is an important factor
that controls the strength of phosphate adsorption.
The oxygen sub-lattice of the {110} and {111} surfaces remains ordered however the
{100} surface undergoes a small reconstruction to maximise the bonding network
between the surface cerium and the phosphate anion (figure 6.8).
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Figure 6.9: Schematic illustrating the adsorption schemes used in scheme 3.
The hydrogen concentration increases while the oxygen stoichiometry, while sub-
stoichiometric and phosphate concentration remain constant.
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Figure 6.10: The reaction energy for phosphate adsorption on the {111} (blue),
{110} (orange) and {100} (green) surfaces at constant, but sub-stoichiometric oxy-
gen stoichiometry, varying hydrogen concentration and varying Ce3+ concentration.
6.5 Hydroxylated CeO2-x Surfaces
In scheme 3 the ratio Ce4+/Ce3+ is governed by the concentration of surface hydroxyl
groups and the surface oxygen stoichiometry, i.e. there are both surface oxygen
vacancies Vo% and surface hydroxylation OH%. However the Vo% and thus the
oxygen stoichiometry of the surface is constant, and thus this scheme demonstrates
the effect of increasing surface hydroxylation upon phosphate adsorption on oxygen
deficient surfaces. The Ce3+ % changes due to increasing surface hydroxyl groups
OH%.
The adsorption of phosphate is more favourable on the {100} surface followed by the
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{111} and {110} surfaces, when both the Ce3+% and OH% are used as descriptors.
On the {110} surface, an increase in OH% groups and thus Ce3+% results in a
net decrease of 0.1 eV between the lowest and highest concentrations. There is no
change in Ce-OP bonding but there is a more developed hydrogen bonding network
between the surface and adsorbed phosphate, which accounts for this small decrease
in adsorption energy.
On both the {111} and {100} surfaces there is a similar trend. An increase in OH%
results in a decrease in interaction energy of 0.3 eV for both surfaces between 0 and
0.25 OH/CeO2 unit. In both cases there is no change in cerium phosphate bonding
but there is an increase in hydrogen bonding concentration which can account for
this decrease. However a further increase in OH% from 0.25 to 0.5 OH/CeO2 unit is
accompanied by an increase in adsorption energy (0.05 eV for the {111} and 0.5 eV
for the {100}). This is due to a reduction in cerium phosphate bonding as well as a
general lengthening of Ce-OP bonds. This can be attributed as in scheme 1 to the
increase in hydrogen concentration which causes an increase in hydrogen bonds at
the expense of Ce-OP bonding. Crucially however there is clear separation between
the 3 surfaces, demonstrating a clear order of stability.
Across all surfaces at all OH%, the phosphate adsorbs in an oxygen vacancy (Figure
6.11). H2PO4- adsorbs dissociatively as H2PO4- and OH. This allows for the surface
cerium atoms to partially recover the oxygen coordination environment on the {111},
{110} and {100} surfaces. The order of stability presented in scheme 2 is also
seen in scheme 3 and can be rationalised in the same manner. The intrinsically
defective {100} surface is stabilised to a greater extent by phosphate anions, while
the {111} surface is easier to oxidise than the {110} surface. As seen in sections
3.2 and 3.3, the oxygen sub lattice of the {100} surface undergoes reconstruction
upon phosphate adsorption with the {111} and {110} surfaces remain ordered. This
reconstruction maximises the coordination of surface cerium cations which partially
regain coordination (7/8 fold coordinated) and surface hydrogen bonding between
the phosphate anion and the surface as well as between surface hydroxyl groups and
surface oxygens.
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Figure 6.11: Adsorption geometry for H2PO4- the {100} (a, b, c), {110} (d, e, f)
and {111} (g. h. i) surfaces with increasing hydrogen coverage. Cerium, oxygen,
phosphorus and hydrogen atoms are shown in cream, red, purple and white and
hydrogen bonds are shown with dashed blue lines. The polyhedra has been drawn
on the phosphate for clarity.
6.6 Discussion
In this chapter, three different surface variables were studied in relation to the
strength of interaction between the phosphate and the surface.
1. Surface OH concentration - The concentration of OH groups at the surface
had a small effect on the interaction between phosphate and thus surface. The
hydrogen bonding network therefore plays an important role in the interaction
energy.
2. Surface oxygens stoichiometry - The surface oxygen stoichiometry has a sig-
nificant impact on the interaction energy. Specifically, the surfaces without
oxygen vacancies have a smaller interaction when compared to the surfaces
with vacancies.
3. Surface Ce3+ concentration - Does not influence the interaction in a meaning-
ful way. The scheme involving oxygen vacancies shows that the interaction
does increase with increase Ce3+ concentration, however on surfaces without
vacancies there is no change in adsorption with increasing Ce3+ (Scheme 1).
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The catalytic activity of ceria is strongly dependent on the morphology and thus
control over morphology becomes an important aspect of materials engineering. This
will include control of surface composition, surface charge (i.e. oxidation state of
surface Ce atoms), hydroxylation, defect chemistry (i.e. oxygen deficiency) and ad-
sorbed species. The interaction of ceria with electrolyte species present in biological
media is still largely overlooked and given the abundance of inorganic anions in
biological systems, it is likely that cytoplasmic and nucleoplasmic concentration of
these inorganic species will affect the exploitation of ceria catalysis. In recent years,
modelling has been largely used to capture the atomistic details of the structure and
properties of ceria, and linked to experimentation. [261, 262, 263].
Ceria can prevent cellular damage due to oxidative stress, i.e. an uncontrolled in-
crease in reactive oxygen species (ROS). Both the superoxide and hydrogen peroxide
are within such species. Whereas in the cellular environment, ROS are controlled by
enzymes superoxide dismutase (SOD) and catalase, it is not the case when degen-
erative diseases prevail. SOD enables the dismutation of superoxide anion radicals,
O2-., (equations 6.1/6.2) [232, 233, 234, 235] and catalase the degradation of hy-
drogen peroxide, H2O2 (equations 6.3/6.4)[235, 236, 237, 238, 239]. Despite of O2-.
being highly reactive, excess H2O2 is believed to have a more toxic potential as it
is the substrate for the Fenton reaction that generates hydroxyl radicals, the most
destructive reactive oxygen species [264]. Ceria has also been suggested to act as
oxidase [248, 249], and as hydroxyl radical scavenger [250, 251] although there is
still some controversy [234]. Peroxo radicals have been predicted to be abundant
both on oxidized and reduced surfaces showing the oxygen buffering activity of ceria
[219] and hydroxyl radical scavenging has been shown to be dependent on the Ce3+
content at the surface [265].
O∗−2 + SOD − Ce4+ → O2 + SOD − Ce3+ (6.1)
O∗−2 + 2H+SOD − Ce3+ → H2O2 + SOD − Ce4+ (6.2)
132
Chapter 6 6.6. DISCUSSION
H2O2 + Catalase− Ce3+ → H2O2 + Catalase− (O − Ce4+) (6.3)
H2O2 + Catalase− (O − Ce4+)→ H2O2 +O2 + Catalase− Ce3+ (6.4)
Scheme 1. Physiological reactions of ROS in the presence of ceria. (1) Superoxide
dismutase. It is a disproportionation reaction where Ce active sites react with two
superoxide ions: one is oxidized to molecular oxygen and the other is reduced to
hydrogen peroxide (equation 6.1). 6.2 Catalase. It is a disproportionation reaction
where Ce active sites react with two hydrogen peroxide molecules: one is reduced
to water (equation 6.3) and the other is oxidized to water and molecular oxygen
(equation 6.4).
The most efficient superoxide scavenging (SOD) is exhibited by ceria with high level
of Ce3+ [232, 233, 260]. On the other hand, Ce4+ rich ceria has stronger catalase
activity and appears to be independent of morphology, i.e. nanorods and nanocubes
[236]. Exposure to phosphates has been shown to poison the SOD activity [265],
but it does not seems to affect catalase activity [237]. It has been shown that at
high concentration of phosphates, there is no driving force to form cerium phosphate
on Ce4+ compared to Ce3+ rich ceria [237, 238]. This suggests a strong affinity of
phosphates to Ce3+, which may block the inter-conversion Ce3+ < − > Ce4+. Upon
transformation (CeO2 to CePO4), unlike catalase activity, SOD activity is inhibited.
This implies that there may be alternative mechanisms for catalase, triggered when
phosphates are adsorbed[235], or CePO4 can catalyse catalase.
Modelling results show that, phosphates bind strongly at oxygen vacancy / Ce3+
sites. The consequence here is that any enzyme mimetic activity that is more likely
catalysed by Ce3+, like SOD, will be inhibited by the presence of phosphates as these
anions will directly sequestrate the reactive site. This is supported by experiments
which say that unlike Ce3+ rich ceria, Ce4+ rich ceria does not have strong affinity
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for phosphate [237, 238]. They showed that at equimolar amounts (i.e. high con-
centration) of phosphate buffer, Ce3+ rich ceria also transforms in cerium phosphate
(CePO4) unlike Ce4+ rich ceria [237]. The precipitation of CePO4 has been see in
vitro test [237, 238, 266] and in roots cell of cucumber plants, where Ce accumu-
lated both as CeO2 and CePO4. These results cannot comment on the formation of
CePO4 as this will require modelling techniques that can capture the evolution of
the surface in time, and higher concentration of phosphates. These calculations only
shed light on the early stage of phosphate adsorption. These calculations indicate
that there is a strong affinity of ceria with phosphates, in particular on the {100}
surface. It has been shown that this surface strongly reconstructs its outer layer
to accommodate the phosphate anion. Nanocubes will therefore see their enzyme
mimetic activity shot down in the presence of phosphates independently from the
surface composition. On the other hand nano-octahedra with a high concentration
of OH groups will offer greater resistance to phosphate adsorption; the interaction
energy is the weakest and thus a small energy would be needed to remove the phos-
phate (Scheme 1).
The exploitation of the enzyme mimetic activity of ceria depends strongly on the
nanoscale structure and chemistry of its surfaces. DFT modelling has provided
atomistic insights into the strength of phosphate adsorption, a constituent part of
biological media that can hinder the biological exploitation of ceria based enzymes
mimetics.Oxygen deficient ceria interacts strongly with phosphate anions compared
to hydroxylated ceria. However this interaction depends strongly on surface struc-
ture. Specially, whether nanoceria consist of {111}, {110} or {100} surfaces.
As the strongest interaction occurs between {100} surfaces and phosphate due to a
large surface reconstruction, the data suggests that ceria nanocubes bind phosphate
strongly, which will inhibit Ce4+/Ce3+ redox and nanozyme activity to a greater
extent compared to ceria nano-octahedra comprising {111} surfaces, as these display
much weaker interactions with phosphate. The simulations provide a prescription
for high phosphatase mimetic activity - the nanomaterial should have polyhedral or
cuboidal morphology to maximise exposure of CeO2 {100} surfaces and comprise
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a high concentration of Ce3+ and oxygen vacancies; the pH should be adjusted in
preparation of the nanotheraputic, or encapsulated to maintain a local environment
(in vivo), to provide a high HO- concentration.
6.7 Conclusions
This chapter focussed on how cerium oxide surfaces, with differing surface composi-
tions affected the adsorption of phosphate anions. Oxygen deficient ceria interacts
strongly with phosphate anions compared to hydroxylated ceria. However this inter-
action depends strongly on surface structure. Specially, whether nanoceria consist
of {111}, {110} or {100} surfaces. The strongest interaction occurs between {100}
surfaces and phosphate due to a large surface reconstruction, which suggests that
ceria nanocubes bind phosphate strongly, which will inhibit Ce4+/Ce3+ redox and
nanozyme activity to a greater extent compared to ceria nano-octahedra comprising
{111} surfaces, as these display much weaker interactions with phosphate.
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The contents of this chapter have been previously published by the author as part
of this PhD project and can be found at the following references, A.R.Symington,
M. M., N.A.Brincat, N.R.Williams and S.C.Parker Defect Segregation Facilitates
Oxygen Transport at Fluorite UO2 Grain Boundaries. Philosophical Transactions
of the Royal Society of London. Series A: 2019 and A.R. Symington, S.; Marco, M.;
Joel, S.; Ji, W.; Stephen Charles, P., The role of dopant segregation on the oxygen
vacancy distribution and oxygen diffusion in CeO2 grain boundaries. Journal of
Physics: Energy 2019.
Fluorite structured ceramic materials, such as ceria (CeO2) and UO2, have attracted
considerable attention for energy applications in the last three decades. CeO2 has
high ionic conductivity and is being investigated as a SOFC electrolyte material.
Whereas UO2 has been at the forefront of the nuclear industry for the last century.
Ionic transport in polycrystalline materials is a common research question for both
materials. In SOFCs the electrolyte must have high ionic conductivity so the oxygen
conductivity of CeO2 is of crucial importance to the operation of the device. UO2
is the main fuel used in nuclear reactors and the oxygen conductivity is linked to
the corrosion of the fuel. Both materials are polycrystalline and thus the transport
properties within grain boundaries must be considered.
In this chapter, the grain boundaries of these two fluorite materials, uranium ox-
ide (UO2) and cerium oxide (CeO2) will be discussed. While they share a parent
structure, they have vast differences in their underlying chemistry, redox chemistry
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and uses. Despite these differences, previous modelling and experimental work sug-
gests that these materials have very similar grain boundary structures. Thus, in
this chapter the grain boundary structures of each material have been generated,
and their properties analysed. Molecular mechanics calculations have been used to
evaluate the structure of the grain boundaries and molecular dynamics simulations
have been applied in order to determine how the structure evolves with time and
temperature. Furthermore, as oxygen transport is crucial for their respective ap-
plications, molecular dynamics simulations have been used to evaluate the oxygen
transport at the grain boundary. A short literature review of grain boundaries in
uranium oxide and cerium oxide will be presented first, followed by the calculation
details and the results.
7.1 Background
Uranium oxide (UO2) is a common polycrystalline material used in nuclear energy
but it is challenging to work with due to its propensity for oxidation [267]. In UO2
understanding oxygen transport is key to understanding the corrosion of the fuel.
The fluorite lattice of UO2 accommodates additional oxygen with little expansion
up to around UO2.5 stoichiometry but then undergoes a transition to a layered
structure which is associated with a 36% volume increase [268, 269]. In a nuclear
power plant this can cause swelling and eventually cracking of fuel rods, which
can in turn release harmful contaminants into the environment [270]. Developing
a fundamental understanding of oxygen transport properties in UO2 can therefore
be used to improve the efficiency, lifespan and, most importantly, safety of nuclear
power plants. Furthermore, given the polycrystalline nature of UO2, understanding
how grain boundaries affects oxygen transport is also crucial.
The transport properties of grain boundaries have received some attention in recent
years but the results have been contradictory. Using experimental techniques, Marin
et al,. and Sabioni et al,. both reported no change in the oxygen transport properties
at grain boundaries [271, 272]. Whereas, using molecular dynamics studies, Verwerft
et al,. [273] and Arima et al,. [274] both report enhanced oxygen transport at grain
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boundaries. The latter suggested that this effect was due to the misorientation angle
of the grain boundaries. Further molecular dynamics studies by Vincent-Aublant et
al,. and Williams el al,. have found enhanced diffusion within the grain boundary
region at the atomic scale [275, 276].
Cerium oxide and other cerium oxide based compounds are promising electrolyte ma-
terials, capable of operating in the intermediate temperature range ( 770 - 1070K).
Cerium oxide is both thermally stable and exhibits appreciable ionic conductivity
however this ionic conductivity is not high enough for effective usage in a SOFC
device. Cerium oxide is consequently dependent on oxygen vacancies which act
as charge carriers and improve ionic conductivity, however are linked with elec-
tronic conductivity and can contribute to short circuiting in the fuel cell. The most
common way to increase the conductivity is to dope the material with di/trivalent
cations which creates a charge compensating oxygen vacancy, removing the short cir-
cuit risk. Dopants can be accommodated readily into the structure up to significant
concentrations without altering the fluorite structure.
The oxygen transport is key to understanding and improving the performance of the
devices. While transport is relatively well understood in the bulk, focus has now
shifted to the grain boundaries of cerium oxide. Feng et al studied the structure
of several tilt grain boundaries using both experimental and theoretical methods
and found that increased structural distortion at the grain boundary resulted in
an increase in the oxygen vacancy concentration at the boundary. They found
that the Σ5 boundary had a high degree of structural distortion compared to the
bulk and a high density of oxygen vacancies. This link between grain boundary
structural disorder and oxygen reactivity is supported by An et al. Furthermore,
oxygen vacancy segregation has been investigated using first principle calculations in
the Σ3(111) boundary and it was found that oxygen vacancies migrate to the grain
boundary core and this helps to stabilise the grain boundary. Grain boundaries
have been shown to have a blocking effect to ionic transport across the boundary.
This is considered to be due to the space charge effect, whereby segregation of
charged defects to the grain boundary causes a reduction in ionic transport across
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the boundary [277, 278, 279, 280]. Grain boundaries in other fluorite materials are
well studied although there are contrasting interpretations. For example,there are
studies stating that it is generally accepted that diffusion along grain boundaries
is faster than in the bulk due to the higher defect concentrations and the reduced
activation energy of oxygen hops [276, 281].
In this chapter, the grain boundary structures of UO2 and CeO2 have been generated
and simulated with molecular dynamics.
7.2 Calculation Details
The potential model used to simulate grain boundaries of UO2 and CeO2 is from
the work of Williams [276] and Sayle [122] and is based upon the potential model
developed by Pedone [106]. There is debate in the literature as to whether more
potential model parameters are required to model diffusion e.g. polarisability [56].
These models are considerably more computationally expensive than the rigid ion
model used in this chapter. The DIPPIM model includes a term to account for the
polarisability and has been used to model the transport properties of cerium oxide
[282]. The oxygen diffusion coefficient calculated using this model better agrees with
the experimental diffusion coefficient when compared to a rigid ion model, however
the calculated activation energy is the same for both models. The crucial issue with
these models is computational cost, the DIPPIM model is approximately 10 times
slower than the rigid ion model and this limits the size of the simulation cells that
can be studied and also, in a molecular dynamics sense, the number of steps that
can be achieved. In this work, large simulation cells ( 10,000 atoms) are modelled
for long simulation times (5,000,000 steps), thus it is impractical to use expensive
models like DIPPIM.
Table 7.1: Potential parameters for the Morl potential model. The superscripts on
the species represent the charges of the atoms.
Ion Pair Dij (eV) Bij ( Å) r0 (Å) Aij (eV A12)
O1.2 – O1.2 0.041730 1.886824 3.189367 22
U2.4 – O1.2 0.083352 1.946417 2.946396 1
Ce2.4 - O1.2 0.098352 1.848592 2.930147 1
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Table 7.2: Comparison of elastic constants and bulk moduli for uranium oxide
Uranium Oxide
Property This work Experiment Catlow Grimes Morelon Arima
a = b= c 5.47 5.47 5.52 5.46 5.45 5.46
B/GPa 209.0 209.0 211.8 272.9 125.0 217.8
C_{11}/GP 386.4 389.3 434.4 524.2 216.9 436.1
C_{12}/GP 102.9 118.7 100.4 147.3 79.1 108.7
C_{44}/GP 88.1 59.7 57.4 89.2 78.5 101.6
Cerium Oxide
Property This work Experiment Conesa Goldsby Kanchana Sevic
a = b= c 5.41 5.41 5.41 5.41 5.43 5.45
B/GPa 197 204 263.3 277.4 184 217
C_{11}/GP 404.0 403.0 504.0 455.0 392.7 390
C_{12}/GP 94.0 105.0 143.0 188.7 138.1 130
C_{44}/GP 83.4 143.0 143.0 81.5 96.5 82
Uranium oxide and cerium oxide have a cubic, fluorite lattice with an experimen-
tal lattice parameter of 5.47 and 5.41 Å respectively. The lattice parameters and
elastic constants were simulated using the morl potential and compared with other
theoretical [274, 283, 284, 285, 286, 287, 288] and experimental [134, 289] work.
Grain boundary configurations were generated using the METADISE code accord-
ing to the energy scan method described in Chapter 2. The low energy configuration
generated from these scans was then simulated with molecular dynamics. The simu-
lation cells are described in Table 7.3, grain boundary widths were determined based
on the changed in atomic density on going from the bulk to the grain boundary.
All molecular dynamics simulations (MD) are performed using the DLPOLY code
[290]. The scanning process gives grain boundary structures at 0K and is thus not
representative of the operating conditions in a nuclear reactor, catalytic cycle, fuel
cell etc. Thus, the simulation cells were annealed from low temperature (300K)
to high temperatures (3000K) in order to generate a structure that was stable
across a large temperature range. The annealing process was carried out using the
NPT ensemble across a temperature range of 300 - 3000K in increments of 300K.
Molecular dynamics simulations were completed using a timestep of 1 fs with an 8.5Å
cutoff. The system was equilibrated for 1ns using the NPT ensemble and transport
behaviour was evaluated using the NVT ensemble across across a temperature range
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of 2000 - 3000K (at 250K intervals) for 5 ns. Configurational and statistical data
was recorded every 250 fs.
Table 7.3: Total number of atoms in each grain boundary supercell.












where k is the rate constant, T is the temperature, A is the pre-exponential factor,
Ea is the activation energy and kB is the Boltzmann constant.
7.3 Grain Boundary Scans
In this work 6 low index tilt grain boundaries of both UO2 and CeO2 were generated
and studied, namely, the Σ3(111), Σ11(311), Σ5(210), Σ5(310), Σ9(221) and the
Σ19(331). These were chosen because they have been observed experimentally.
Using the METADISE code, structural scans were performed of one grain relative to
the other. At each point in this theoretical grid a full minimisation was performed.
These scans are visualised in Figure 7.1 and they highlight the interface stability
vs grain displacement. For clarity, each point in the energy surface plots represents
a different grain boundary structure, arising from the combination of two identical
surfaces.
The low energy GB structure was taken from these scans. These structures show
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Figure 7.1: Grain boundary scans for CeO2 and UO2 Σ3(111) (A/B),
Σ5(210)(C/D), Σ9(221) (E/F), Σ5(310) (G/H), Σ11(311) (I/J) and Σ19(331)
(K/L) grain boundaries. Yellow and blue areas denote areas of high and low energy.
strong resemblance to experimental structures of CeO2, and doped ZrO2 [291]. The
grain boundary energies of these structures are shown in Figure 7.2. The low σ GB
values of the Σ3 and Σ9 boundaries indicate the presence of high concentrations
of these boundaries in UO2 polycrystals in line with experimental SEM analysis of
UO2 samples [292].
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Figure 7.2: Grain boundary energy for CeO2 (Orange), and UO2 (Blue.) in Jm-2
7.4 Dynamics
7.4.1 Structure
The lowest energy grain boundary structures generated from the scanning process
were simulated using molecular dynamics. It was found that there are no significant
structural differences between the two materials and thus the results in this section
apply to both UO2 and CeO2. The grain boundary cation structure following struc-
tural annealing with molecular dynamics are shown in Figure 7.3 at low (900K) and
high (2000K) temperatures for UO2.
There is little change between the structure predicted by energy minimisation and
the structure post annealing for the Σ3(111) and Σ11(311) boundaries however the
other 4 structures undergo some alterations.
There is a structural alteration in the Σ5(210) grain boundary that occurs during
the annealing process. At low temperatures ( < 2000K) the structure resembles
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Figure 7.3: Centre of mass of all cations displayed every 0.5 ps for 1ns at 900K and
2000K for the Σ3(111) (A/B), Σ5(210)(C/D), Σ9(221) (E/F), Σ5(310) (G/H),
Σ11(311) (I/J) and Σ19(331) (K/L) grain boundaries.
that predicted by energy minimisation, but once this temperature is exceeded an
alteration occurs (Figure 7.3 C/D). This can be explained by examining the en-
ergy surface (Figure 7.1 C/D) for the Σ5(210) boundary. The energy landscape
is complicated with lots of low energy regions, separated by relatively small energy
barriers. As the structure is heated it is able to change structure by jumping over
these energy barriers.
The structure of the Σ9(221), Σ5(310), and Σ19(331) boundaries alter slightly
during the annealing and once shifted, remain stable across the temperature range
studied (1000 - 3000K). Although in the case of the Σ9(221) there is some migration
of the cation arrays that occurs parallel to the grain boundary (Figure 7.3 F). Figure
7.3 presents the grain boundaries centred at 0 on the x axis, thus it does not show
any grain boundary movement perpendicular to the plane. The Σ9(221), Σ5(210)
and the Σ5(310) boundaries all undergo some movement (5-10 Å ) perpendicular
to the boundary plane.
The atomic densities are shown for all 6 boundaries in Figure 7.4 to highlight the
structural change that occurs between the bulk and the grain boundary.
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Figure 7.4: Oxygen (Orange lines) and uranium (Blue lines) number density per-
pendicular to the grain boundary (GB at 0) for the Σ3(111) (A), Σ5(210) (B),
Σ9(221) (C), Σ5(310) (D), Σ11(311) (E) and Σ19(331) (F) grain boundaries.
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7.4.2 Grain Boundary Mobility
It was found that the two grains that come together to form the Σ11(311) boundary
of both UO2 and CeO2, move relative to one another i.e. the two grains slide across
one another. This can be explained by examining the grain boundary scans for the
Σ11(311) boundary (Figure 7.1 I,J). The low energy "trenches" that run in the Y
direction illustrate that there is minimal energy barrier for the grains to move in
that direction. Thus when heat is applied during a molecular dynamics simulation,
the grains are able to move along this energy landscape.
Grain boundary sliding occurs in the Σ11(311) boundary at temperatures exceed-
ing 2700K. Grain boundary sliding was confirmed by viewing the trajectories in
VMD and diffusion coefficients were calculated for the grains moving in the y direc-
tion. While small, they are significantly higher that those calculated for other grain
boundaries and are in the range 0.04 - 0.05 x 10-9m/s2 between 2700 - 3000K.
7.4.3 Grain Boundary Transport
CeO2 grain boundaries are slightly more diffuse that the UO2 grain boundaries.
In both materials, it was found that the diffusion enhancement in stoichiometric
boundaries follows the order Σ3(111) > Σ9(221) > Σ19(331) > Σ11(311) >
Σ5(310) > Σ5(210). There is a significant difference in the diffusion coefficient of
the grain boundaries, with a 1 order of magnitude difference between the lowest
value of 0.049 x 10-9m/s2 obtained for the Σ5(210) (UO2) and the highest value of
0.53 x 10-9m/s2 found for the Σ3(111) (UO2) for UO2 at 2500K. The activation
energies were calculated from the Arrhenius equation as shown in Figure 7.5. These
are displayed for all datasets in figure 7.6.
The low diffusivity of the Σ5 grain boundaries can be explained by examining the
cation density at the grain boundary compared to the bulk region (figure 7.6). The
Σ3(111), Σ9(221), Σ19(331) and Σ11(311) boundaries all see a decrease in the
cation density, defined as the total number of cations per Å 3 in the grain boundary.
In contrast, the two Σ5 grain boundaries have an increase in cation density. Simply,
146
Chapter 7 7.4. DYNAMICS
0.350 0.375 0.400 0.425 0.450 0.475 0.500














0.40 0.45 0.50 0.55 0.60 0.65

















Figure 7.5: Arrhenius plots for the Σ3(111) (blue), Σ5(210) (orange), Σ9(221)
(green), Σ5(310) (red), Σ11(311) (purple) and Σ9(331) (brown) grain boundaries in
uranium oxide (a) and cerium oxide (b).
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Figure 7.6: Activation energy for oxygen diffusion in the grain boundary of CeO2
(Orange), and UO2 (Blue.)
there is less space for oxygen to move around in the Σ5 grain boundaries and so
diffusivity is small.
7.4.4 Electrostatic Potential
The electrostatic potential as a function of distance either side (-15 Å - 15 Å )
of the grain boundary core, positioned at 0 Å is shown in Figure 7.8. The lattice
polarization is illustrated by the x projection of the mean electrostatic potential
(red dashed line). The sharp oscillations along X are due to the oppositely changed
planes of cations (U or Ce) and anions (O). The polarization field is seen more clearly
from a running average of the electrostatic potential, calculated across a distance
equal to one lattice spacing (blue solid line). Generally there are quite substantial
differences between the profiles of different grain boundaries. Some structures of
the electrostatic potential at the core of the grain boundary that extend into the
grain interior; this is hardly visible in the Σ3(111) whereas it is significant in the
Σ5(310).
148
Chapter 7 7.4. DYNAMICS































Figure 7.7: Difference between the cation density in the bulk region and the grain
boundary region for CeO2 (Orange), and UO2 (Blue) grain boundaries. For clarity,
positive values indicate a grain boundary which is more dense than the bulk.
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Figure 7.8: Red dashed lines: Poisson potentials calculated from molecular dy-
namics simulations as a function of distance from the grain boundary plane (-15
- + 15Å ) at 2000K. Blue solid lines: running average potentials over one lattice
spacing.
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7.5 Conclusions
In this chapter, fluorite grain boundaries of both UO2 and CeO2 have been gen-
erated using energy minimisation and simulated across a large temperature range
using molecular dynamics. It was found that the energy minimisation gives virtually
identical grain boundary structures, with similar energies. The UO2 grain bound-
aries were all slightly lower in energy compared to the CeO2 grain boundaries.
All grain boundaries were stable across the temperature range studied, albeit with
some structural alterations occurring. The Σ3(111) and Σ11(311) boundaries re-
mained similar to those predicted by energy minimisation, the Σ9(221), Σ19(331)
and Σ5(310) grain boundaries shift during thermal annealing but remained stable
thereafter and the Σ5(210) remained similar to the structure predicted by energy
minimisation and undergoes a structure change at high temperatures. The Σ11(311)
grain boundary is the least "solid" and the two grains are able to slide across one
another at high temperatures, this was predicted by the energy minimisation calcu-
lations and confirmed by the molecular dynamics simulations.
Between temperatures of 2000 - 3000K the Σ3(111), Σ9(221), Σ19(331) and
Σ11(311) grain boundaries significantly increase the oxygen diffusion that is occur-
ring in both materials. In contrast, the Σ5 grain boundaries are bulk like in terms
of diffusion at temperatures below 2400K. Cerium oxide is slightly more diffuse than
uranium oxide, with slightly lower activation energies in each boundary. There is
a link between the grain boundary structure and the transport properties, grain
boundaries with lower cation density compared to the bulk are more diffuse than
those with an increased density, which have poor transport properties. Finally, the
electrostatic potential has been calculated across the grain boundaries and there is
a clear difference between the bulk and the grain boundary.
The structure of grain boundaries in these two materials is remarkably similar and
thus it can be predicted that the structure of all fluorite boundaries will be similar.
It is apparent that while the grain boundaries studied in this chapter represents a
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good starting point in the study of polycrystalline materials, there is not enough
information to establish a "grain boundary rule" or common framework to describe
the properties of polycrystalline materials.
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8 Fission Products in UO2 Grain
Boundaries
The contents of this chapter have been published by the author as part of this PhD
project and can be found at the following reference, A.R.Symington, M. Molinari,
N.A.Brincat, N.R.Williams and S.C.Parker, Defect Segregation Facilitates Oxygen
Transport at Fluorite UO2 Grain Boundaries. Philos. Trans. R. Soc. A, 377(2152):
20190026, 2019. doi: 10.1098/rsta.2019.0026..
In chapter 5, a structural defect (grain boundaries) was discussed within the context
of structure and oxygen transport. UO2 as well as being polycrystalline also contains
high levels of chemical defects, which are non-stoichiometric cations and anions.
Chemical defects can be introduced to the fuel in three common ways, as defects
during fuel fabrication, as a poison to alter the properties of the fuel, and as fission
products from the atom splitting in the reactor. Chemical impurities are well studied
in bulk UO2, however the effect of impurities segregated at grain boundaries remains
poorly studied in the literature.
8.1 Background
UO2 pellets are formed and sintered at 2000K under a reducing atmosphere before
being loaded into tubes of a zirconium alloy. During this process impurities are
incorporated into the lattice, the concentration and type of impurity is dependent
upon the fabrication method used. For example dry fabrication processes result in
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increased Fe, Cr, Cu and Ni impurities. There are standard impurity thresholds set
to ensure that the total impurity concentration within the fuel is within a safe level,
however there are still high concentrations of specific elements within the fuel.
Iron cations are a common impurity, widely reported within UO2 at high concen-
trations (100 – 180 ppm) [293] and attributed to fuel pellet sintering with steel
equipment at high temperatures 1750◦ [272, 293, 294, 295, 296, 297, 298, 299, 300,
301, 302, 303]. Fe is thought to affect the activation energy for grain growth. Com-
parison of grain growth in two samples: natural fuel and enriched fuel which had
35 ug/g and 100-300 ug/g Fe respectively shows that the enriched fuel has a slower
rate of grain growth compared to the natural fuel. Two studies have identified Fe
precipitates at UO2 grain boundaries. In one it is proposed that Fe at the grain
boundary acts as a nucleus for the deposition of solid fission products [301]. In
another example several samples from different fabrication sites were analysed and
found to have 100 ppm – 158 ppm Fe [293]. To date however, research into Fe in
UO2 and specifically UO2 grain boundaries is limited. At this stage is has been
established that Fe can be found in meaningful concentrations in UO2 and that it
is reported to segregate to grain boundaries. No studies have determined the effect
it has on the performance or the corrosion of the fuel.
UO2 is often doped with neutron absorbers in order to reduce the reactivity of the
fuel and improve safety, e.g. Gadolinium. The enrichment of uranium to increase
the amount of fissile U235 must be compensated with the introduction of neutron ab-
sorbers (Poisons) in order to mediate the reaction. Gadolinium is one such material
that can be added. It is an excellent poison material because it has a high neutron
cross section coupled with a burn rate similar to U235 depletion. Some fuels are now
designed with Gd poison with up to 4% of Gd by weight. Research has focused on
the structure of the fuel following the sintering process [304] and on the depletion
of Gd inside the reactor. There is however a lack of information on how the Gd
affects corrosion of the fuel. Gd2O3 doped UO2 has recently been investigated com-
putationally and found to significantly increase the oxygen diffusivity of bulk UO2
[305], furthermore, Th doped UO2 has also been studied and found to have higher
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diffusivity [306, 307, 308, 309, 310].
The most common defects are fission products, which are produced during the burn-
ing of UO2. There are a wide variety of fission products and they can be grouped
into four categories based upon their chemical state. They can exist as volatile
fission products (Kr, Xe, Br, I); metallic precipitates (alloys); ceramic precipitates
(oxides based on Rb, Cs, Ba, Zr, Nb, Mo, Te); and oxides dissolved in the fuel (Sr,
Zr, Nb, Y, La, Ce, Pr, Nd, Pm, Sm) [311].
Noble gases Helium[312], Xenon [273, 313, 314, 315, 316, 317, 318], Krypton [319] are
insoluble in UO2 and therefore appear within fuel solely due to the fission process.
Typically these gases migrate to grain boundaries, pre-existing pores or dislocations
where they collect and eventually form bubbles. This leads to swelling of the fuel
which can negatively affect the structural and mechanical properties of the fuel.
Furthermore, grain boundaries provide a route through which gas can leak to the
interface between the fuel and fuel rod which can lead to the cracking of the fuel rod
and damage the structural integrity of the rod. Furthermore one of these studies
showed that Xe enhances the diffusion of O and U[313].
Solid state fission products such as caesium [320, 321, 322], strontium [323, 324],
lanthanum [325, 326], barium [327, 328] etc. are all found in UO2, formed in mean-
ingful quantities from the radioactive decay of uranium and they are incredibly
toxic. There are three types of fission product, grey phase, solid solution and white
phase. Some fission products precipitate out of solution in the form of a complex
oxide. The main components of this “grey phase” vary with fuel composition and
where/how it was made but the main constituents are Ba, Zr, Cs, Nb, Te, Sr, Mo
and Rb. These form perovskite structures such as Ba1-x-ySrxCsy , BaZrO3 and (U,
Pu, Ln, Zr, Mo)O3. Grey phase precipitates have been known to form in LWR fuels
after experiencing higher than normal operating temperatures. Cs in UO2 with a
high O to U ratio forms Cs2UO4, however due to the volatility of Cs it is found
in small concentration in the grey phase. Cs has been shown to corrode zircalloy
forming Cs3ZrO3, it will also react with stainless steel to form Cs3CrO4.
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Fission products are also found in solid solution, these include Sr, Y and the lan-
thanide cations Ce, Nd, Eu, La, Y, Pm, Sm and Gd. These remain in the fuel and
do not precipitate to the grey phase. Ce and Zr have different solubility’s in UO2;
CeO2 in concentrations in excess of usual concentrations caused by fission has been
shown to be completely soluble in UO2 while ZrO2 is only soluble above 1500K.
CeO2 precipitates have a negative effect on the thermal conductivity, phase stability
and the performance of the fuel. Ce fission products are also of particular interest
due Ce fission products being an analogue for plutonium, owing to similar oxidation
behaviour and a similar ionic radius [329]. Any remaining fission products precip-
itate out of solution into a “white phase”, which is comprised of metallic elements
e.g. Mo, Te, Ru, Rh, Pd, Ag, Cd and Pd.
There is significant evidence, both experimental and theoretical, which shows that
impurities segregate to UO2 grain boundaries [330, 331] as well as other fluorite
boundaries [332]. Hiernaut et al,. found that fuel oxidation enhanced the segregation
of non-soluble fission products from the bulk to the boundaries [333]. Insoluble
fission gases such as Xe migrate to grain boundaries where they form bubbles [292,
334], Xe can undergo further chain decay leading to other stable fission products
e.g. La/Gd3+ has been shown to segregate to the grain boundaries, resulting in
an increase in oxygen conductivity [335]. Recognising the potential significance
of this in this work the combination of chemical impurities (Fission products and
fabrication impurities) within extended structural defects (Grain Boundaries) and
the effect that this combination has on the oxygen transport properties of UO2 has
been investigated.
Despite the importance of grain boundaries (GBs) and fission products, their com-
bined effect on the oxygen transport properties of UO2 remains poorly understood
and a number of important questions remain. Using large scale molecular dynamics
(MD), the effects of some common impurities (M = Fe3+, Gd3+ and La3+) on the
oxygen diffusivity at grain boundaries in UO2 have been explored, and these findings
have been discussed within the broader context of the literature.
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Table 8.1: Potential parameters for the Morl potential model. The superscripts on
the species represent the charges of the atoms.
Ion Pair Dij (eV) Bij ( Å) r0 (Å) Aij (eVA12
O1.2 – O1.2 0.041730 1.886824 3.189367 22
U2.4 – O1.2 0.083352 1.946417 2.946396 1
Fe1.8 – O1.2 0.029584 2.575402 2.559207 3
Gd1.8 – O1.2 0.028451 2.057296 3.074956 3
La1.8 – O1.2 0.070053 1.3984 3.382429 3
Table 8.2: Comparison of elastic constants for iron oxide
Property This work Tucek Pedone (Exp) Pedone (Theory)
a = b 5.03 4.97 5.03 4.95
c 13.74 13.43 13.75 13.42
α = β 90 90 90 90
γ 120 120 120 120
8.2 Calculation Details
The potential model used in this chapter is the same as in chapter 7 with the
addition of a description of the Gd - O, Fe - O and La - O interactions. These extra
interactions were taken from the model of Pedone et al., [106].
Iron oxide has a rhombohedral crystal structure. The lattice parameters calculated
using the morl potential compare well with other theoretical [106] and experimental
[106, 336] work.
Gadolinium oxide has a cubic crystal structure. The lattice parameters calculated
using the morl potential compare well with other theoretical [106] experimental
[106, 337] work.
Lanthanum oxide has a rhombohedral crystal structure. The lattice parameters
calculated using the morl potential compare well with other theoretical [338, 339,
Table 8.3: Comparison of elastic constants for gadolinium oxide
Property This work Templeton Pedone (Exp) Pedone (Theory)
a = b = c 10.76 10.81 10.81 10.80
α = βγ 90 90 90 90
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Table 8.4: Comparison of elastic constants and bulk moduli for lanthanum oxide
Property This work Dordevic Manoilova (Exp) Manoilova (Theory) Li
a = b 4.02 3.91 3.39 3.95 3.33
c 5.79 6.09 6.14 6.14 6.15
α = β 90 90 90 90 90
γ 120 120 120 120 120
Figure 8.1: Schematic illustrating the model configuration for grain boundary and
doping scheme.
340] and experimental [339] work.
In order to study the effect of impurities, impurities were introduced to the grain
boundary structures discussed in chapter 5. Cation impurities (Fe3+, Gd3+ and
La3+) were substituted onto uranium lattice sites up to a concentration of 1% and
were distributed randomly within the grain boundary region (Figure 8.1). This
low concentration was chosen to establish whether even a small concentration of
dopants will affect oxygen transport, i.e. early stage of corrosion. These models are
constructed under the approximation that impurities segregate at the boundary as
suggested by experiment [291, 341]. A single distribution of dopants is not necesarily
representative, so five doped configurations were generated for each grain boundary
and the data presented in this chapter is the average for these five configuraitons.
Oxygen vacancies were introduced randomly to maintain charge neutrality through-
out the entire structure. Oxygen vacancies reached their equilibrium distribution
within the NPT MD simulation, this was confirmed by examining the evolution of
the oxygen stoichiometry over time. Oxygen vacancies distributed during the early
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Table 8.5: Total number of atoms in each grain boundary supercell and the total
number of dopants and oxygen vacancies added.
Grain Boundary Number of Atoms GB Width (Å) Number of Species
M3+ Vo
Σ3(111) 8640 20.00 30 15
Σ11(311) 7200 20.00 24 12
Σ5(210) 7680 21.00 26 13
Σ5(310) 7680 20.00 26 13
Σ9(221) 5760 20.00 20 10
Σ19(331) 7200 17.00 24 12
stages of the NPT simulation and this distribution persisted for the duration of the
simulation. During these simulations there was minimal cation diffusion and thus,
the distribution of impurities remained similar to the starting distribution.
All molecular dynamics simulations (MD) are performed using the DLPOLY code
[290]. MD simulations of 5 ns were completed using a timestep of 1 fs with an 8.5Å
cutoff. Dopants were added to the simulation cells discussed in chapter 7 and the
system was equilibrated for 1ns using the NPT ensemble. Transport behaviour was
evaluated using the NVT ensemble across a temperature range of 2000 - 3000K (at
250K intervals) for 5 ns. Configurational and statistical was recorded every 250 fs.
The size of each simulation cell and total number of defects are shown in Table 8.5.
Tracer-diffusion data for O within grain boundaries was obtained from a regional
mean squared displacement (MSD). The calculation of the MSD only takes into
account those segments of atom trajectories for oxygen species that pass within the
grain boundary region. Residence time was used to evaluate the average length of
time that an oxygen atom spends in contact with each cation (U4+ and M3+).
8.3 Doped Grain Boundary Structure
All stoichiometric structures discussed in chapter 7 were doped following the doping
scheme illustrated in Figure 8.1. In order provide some information on the segre-
gation of impurities, configurations where all impurities are located within the bulk
region of the structure were generated. The difference in energy between the two
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Figure 8.2: Energy difference between dopants in the doped GB structure and
doped bulk structure, calculated by subtracting the energy of the bulk region doped
structure from that of the GB doped structure.
dopant schemes was calculated in order to confirm that segregation is energetically
feasible. All energies differences are negative, showing that segregation is energeti-
cally feasible (Figure 8.2).
Doping does not cause any significant structural change with increasing temperature
in the Σ3(111), Σ9(221), Σ19(331) and Σ11(311) boundaries. In contrast the
presence of impurities promotes an alteration to the structure of the Σ5(210) grain
boundary and a partial structural change in the Σ5(310) grain boundary. Figure
8.3 depicts the time averaged two dimensional density profiles of the centre of mass
of the cations (U4+/M3+) in the Σ5 grain boundaries at different temperatures. A
structural change has been previously reported in the Σ5(210) GB in stoichiometric
UO2 and occurs within a temperature range of 2400K – 2600K [276]; when the
structure is doped the transition occurs between 1700K – 2000K. In the Σ5(310)
the partial structural change occurs above 2500K for the doped boundary but it has
not been reported in the case of stoichiometric UO2.
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Figure 8.3: (a, b) Time averaged two dimensional density profiles of the centre of
mass of the cations (U4+/M3+) displayed every 0.5 ps at different temperatures for
a 1% Fe3+ doped Σ5(210) and (c, d) Σ5(310) grain boundaries. The white dots
denote the U arrays parallel to the grain boundary plane. Patterns have been drawn
to aid visibility.
The energy map for the two Σ5 boundaries is relatively complicated with many
structural configurations within the low energy areas (Figure 7.1). These structural
changes as a function of temperature show that impurities stabilise metastable grain
boundary configurations, which may not be accessible at low temperature when the
structure is stoichiometric.
8.4 Oxygen Vacancy Segregation
Oxygen vacancies were randomly distributed throughout the entire system (Figure
8.1). During the NPT MD simulations, the oxygen vacancies, which are mobile
species, reached their equilibrium position within the doped structure. To quantify
the segregation of oxygen vacancies within the doped grain boundary region the
reduction in oxygen concentration for all grain boundaries has been evaluated.
Residence time analysis, i.e. the average time spent by an oxygen atom within the
coordination sphere of a cation impurity at the boundaries was used to evaluate the
interaction between cations and oxygen(figure 8.4). It was found that oxygen resides
longest close to U4+ then La3+ > Gd3+ > Fe3+ (Figure 8.6) which again follows the
atomic radii of the impurity cations. The average coordination number within the
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Figure 8.4: Average residence time in the first shell (0 - 3 Å ) of oxygen with U,
Fe, Gd and La (Blue, orange, green and red lines) as a function of temperature for
the Σ3(111) (A), Σ5(210) (B), Σ9(221) (C), Σ5(310) (D), Σ11(311) (E) and
Σ19(331) (F).
first coordination shell (0 – 3 Å from the impurity) and second coordination shell
(3 – 6 Å from the impurity) are shown in Figure 8.5. Fe3+ in particular has a
significantly lower average CN within the first coordination shell. In contrast Fe has
a higher average CN within the second shell. M3+ defect clusters have been observed
experimentally in other M2O3 doped UO2 This is also been seen for doped CeO2
and linked to the difference in ionic radii of the dopants La3+, Gd3+, Fe3+ (1.061,
0.958, 0.645 Å respectively) compared to the host cation U4+ (0.89 Å ) [342].
The percentage increase in Vo concentration within the grain boundary region of
each structure is presented as a function of temperature (Figure 8.7). There is a
common behaviour for our grain boundaries considered whereby there is an increase
in Vo concentration in the grain boundary region. The Σ5(310), Σ9(221), Σ19(331)
and Σ11(311) boundaries show a 1.5-2.5% increase in vacancy concentration in the
full grain boundary region regardless of the type of impurity up to a temperature
of 2750K where the oxygen sublattice becomes significantly mobile. To separate
the effects of the grain boundary and the impurities the oxygen stoichiometry of the
stoichiometric structures with that of the bulk doped structures mentioned in Figure
8.1 are compared and there is no change in the oxygen concentration at the boundary.
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Figure 8.5: Average coordination number, in the first shell (0 - 3 Å ) of U, Fe, Gd
and La (Blue, orange, green and red lines) with oxygen as a function of temperature














































































































Figure 8.6: Average coordination number, in the second shell (3 - 6 Å ) of U, Fe, Gd
and La (Blue, orange, green and red lines) with oxygen as a function of temperature
for the Σ3(111) (A), Σ5(210) (B), Σ9(221) (C), Σ5(310) (D), Σ11(311) (E) and
Σ19(331) (F)
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Figure 8.7: Oxygen vacancy concentration within each grain boundary between
2000 – 3000K.
This indicates that it is the impurities driving the segregation behaviour in UO2.
Vo segregation at grain boundaries is generally accepted for fluorite structures, e.g.
Gadolinium doped ceria (GDC) and Yttria stabilised zirconia (YSZ), in line with
the space charge theory [279]. Arora et al., studied the energetics of Vo within
UO2 grain boundaries and found vacancy segregation favourable when compared
to the bulk material [343]. Several other studies have reported oxygen vacancy
segregation within doped grain boundary systems [344, 345, 346, 347, 348]. This
represents the first time that impurity promoted oxygen vacancy segregation at the
grain boundaries has been proposed in UO2.
8.5 Oxygen Diffusion at Grain Boundaries
Modelling results show that impurities significantly increase the oxygen transport
within the grain boundaries. This behaviour is consistent with other studies inves-
tigating the effect of space charge on transport [280].
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The diffusion of stoichiometric grain boundaries is discussed in chapter 7 but re-
capped here. It was found that the diffusion enhancement in stoichiometric bound-
aries follows the order Σ3(111) > Σ9(221) > Σ19(331) > Σ11(311) > Σ5(310) >
Σ5(210) at a representative temperature of 2500K. There is a significant difference
in the diffusion coefficient of the grain boundaries,with a 1 order of magnitude dif-
ference between the lowest value of 0.049 x 10-9m/s2 obtained for the Σ5(210) and
the highest value of 0.53 x 10-9m/s2 found for the Σ3(111) at 2500K.
Impurity cations further increase the diffusion within the grain boundary with Fe3+
having a greater effect than La3+ and Gd3+. The increase corresponds to 0.1 x
-9m/s2 for the Σ3(111), Σ9(221), Σ19(331), Σ11(311) boundaries and 0.5 x 10-9m/s2
for the Σ5(210) and Σ5(310) boundaries. The large increase in the Σ5 series is
due to the Σ5 structural changes discussed in section 8.3 (Figure 8.3).
The calculated activation energy for a 1% concentration of M3+ doped bulk UO2 is
2.4 eV. While this is the activation energy of a UO2-x system and a comparison should
be treated with caution, the activation energy of stoichiometric UO2calculated ex-
perimentally - 2.60 eV should be noted [349]. The activation energies have been
calculated from Arrhenius plots (figure 8.8).
For clarity, only the activation energies for oxygen diffusion within the grain bound-
ary region(Figure 8.9) are presented. There is a general decrease in activation energy
(Ea) from the stoichiometric bulk (2.4 eV) to the grain boundaries with the exception
of the Σ5(210) and Σ5(310) boundaries. The stoichiometric Σ3(111) / Σ11(311)
and Σ9(221) / Σ19(331) boundaries have similar Ea – 1.7 and 1.6 eV, which is
approximately half that of the bulk region. Fe3+ and Gd3+ cause a small decrease in
Ea in the Σ3(111) boundary while La3+ has no effect. With the exception of Fe3+
in the Σ11(311) boundary, impurities cause a small increase in Ea in the Σ9(221),
Σ19(331) and Σ11(311) grain boundaries compared to their stoichiometric coun-
terparts. So while the impurities are promoting increased diffusivity, the activation
energy is for the most part unchanged or slightly increased.
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Figure 8.8: Arrhenius plots for the Σ3(111) (a), Σ5(210) (b), Σ9(221) (c), Σ5(310)
(d), Σ11(311) (e) and Σ9(331) (f) grain boundaries. Data for the stoichiometric,
iron doped, gadolinium doped and lanthanum doped configurations are plotted in
blue, orange, green and red.
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Figure 8.9: Activation energies for the stoichiometric (blue), Fe3+ (green), Gd3+
(red) and La3+ (purple) doped grain boundary regions compared to the activation
energy of oxygen diffusion in 1% M3+ doped bulk UO2 (2.4 eV)
As discussed in chapter 7, the stoichiometric Σ5 boundaries have a particularly high
Ea, 4.3 and 2.7 eV for the Σ5(210) and Σ5(310) respectively, highlighting the poor
transport properties of these boundaries. This has was attributed to the increased
cation density at the boundary compared to the bulk. Upon the introduction of
impurities there is a large decrease in the Ea for the Σ5(210) boundary and a
modest decrease for the Σ5(310) boundary, which is due to the structural change
discussed in section 7.4.1.
Upon introduction of impurities there is a decrease in the cation density at the Σ5
boundaries due to a small increase in grain boundary width (Figure 8.10).Relating
the cation density at the grain boundary to the transport properties of boundaries
provides a possible explanation for the blocking nature of the Σ5.
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Figure 8.10: Cation density difference between the bulk region and the grain
boundary region.
8.6 Electrostatic Potential
The electrostatic potential as a function of distance either side (-15Å 15Å ) of
the grain boundary core, positioned at 0 Å is shown in figure 8.11. The lattice
polarization is illustrated by the x projection of the mean electrostatic potential
(red dashed line). The sharp oscillations along X are due to the oppositely charged
planes of cations (U or Ce) and anions (O). The polarization field is seen more clearly
from a running average of the electrostatic potential, calculated across a distance
equal to one lattice spacing (blue solid line).
The doped grain boundaries have a slightly lower potential at the boundary relative
to the stoichiometric structures. This is due to the distribution of oxygen vacancies
within the system. The doped grain boundaries have full segregation of both dopants
and oxygen vacancies, thus, there is a reduction in charge density at the grain
boundary relative to the bulk region and so the potential is smaller.
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Figure 8.11: Red dashed lines: Poisson potentials calculated from molecular dy-
namics simulations as a function of distance from the grain boundary plane (-15
- + 15Å ) at 2000K. Blue solid lines: running average potentials over one lattice
spacing.
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8.7 Discussion
The early stage of segregation of impurities at grain boundaries was studied, and it
was demonstrated that even at a concentration as low as 1%, there is segregation
of oxygen vacancies and an increase of local oxygen diffusion that will impact the
oxygen storage capacity of the fuel and so the availability of oxygen to enter the
corrosion process. These results demonstrate that the impurity content of UO2 can
have important implications for the corrosion of nuclear material.
This work illustrates the importance of the pre reactor stage of the fuel cycle. Fe3+
is a potentially avoidable impurity that is found in all fuels as a result of the fuel
pellet sintering. It has been shown that the amount of Fe within the fuel pellets can
be reduced by different fabrication processes, e.g. high levels of Fe are characteristic
of fuel produced by dry chemical conversion compared to other methods such as the
water or gas flame methods [293]. Fabrication plants typically have a purity limit
(generally 1250 ppm [350]). Given that impurities segregate to the grain bound-
aries [280, 331], there will be high local concentrations of impurity within the grain
boundaries, opposed to an homogeneous distribution of the impurity in the grain
interiors.Based upon these results, sintering methods that minimise the inclusion of
Fe within the UO2 pellet are crucial to increasing the safety and lifetime of the fuel.
Unlike Fe3+, our results add further evidence to previous experimental and theoret-
ical studies that Gd3+ enhances the oxygen transport within the fuel and thus the
corrosion. The state of the grain boundaries within irradiated UO2 has also been
studied. The presence of La3+ in UO2 is unavoidable as it forms through fission
chain decay within the reactor [351]. These results show that La3+ will increase
the corrosion through oxygen diffusion and in the case of the Σ5 boundaries cause
structural changes. Experimental studies of post reactor fuel should pay careful
attention to La3+ concentration within the spent fuel as its presence could indicate
unstable grain boundary systems.
These results can be expected to be applicable to the wider field of fluorite grain
boundaries. While it is accepted that transport along grain boundaries is higher
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than bulk transport, transport across the grain boundaries is blocked by the space
charge effect. The space charge effect is well documented in CeO2-x and doped
zirconia and is due to the segregation of charged defects to the grain boundary
[278, 279, 280] . This causes a blocking effect of transport across the boundary. Our
results show that the M3+ cations present at the boundary strongly attract oxygen
vacancies (Figures 8.4, 8.5, 8.6 and 8.7), pulling them to the boundary where they
will remain trapped and facilitate high levels of oxygen transport along the boundary
and thereby increase the rate of corrosion. Kubo et al has seen a similar effect in
UO2 whereby at Gd3+ concentrations at or exceeding 10 wt%, a potential barrier
for the migration of electron holes formed [335].
8.8 Conclusions
This chapter focused on how fission products at uranium oxide grain boundaries
affects the oxygen transport and thus corrosion of the material. It was found that
the segregation of these defects to the grain boundary was energetically favourable
and thus segregation of fission products will occur over time. Oxygen vacancies
follow the fission products and thus segregate to the fission products, facilitating
increased oxygen diffusion in those regions.
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9 Defect Segregation and Oxygen
Transport in CeO2 Grain
Boundaries
The contents of this chapter have been previously published by the author as part
of this PhD project and can be found at the following reference, A.R. Symington,
M. Molinari, J. Statham.;J. Wu, S. C. Parker, The role of dopant segregation on
the oxygen vacancy distribution and oxygen diffusion in CeO2 grain boundaries. J
Phys Energy, 1(1): 042005, 2019. doi: 10.1088/2515-7655/ab28b5.
9.1 Background
Fluorite structured ceramic materials, including ceria (CeO2) and doped zirconia
(ZrO2), have attracted considerable attention for energy applications in the last three
decades due to their high ionic conductivity [352, 353]. These ionic conductors find
use as solid electrolytes in solid state electrochemical devices such as solid oxide fuel
cells (SOFC) [126, 354, 355]. However the widespread use of such devices is hindered
by material issues relating to high operating temperatures [356]. Lanthanide doped
ceria materials, i.e. Ln3+ ions like gadolinium, exhibit excellent oxygen conductivity
due to the introduction of excess ionic carriers (oxygen vacancies). These doped
materials, particularly gadolinium doped ceria (GDC), allow for slower material
degradation as the diffusion of oxygen occurs at lower operating temperatures (1000
- 1200K) [127, 356, 357],with further improvement obtained through a reduction of
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particle size [358, 359]. Thus demonstrating that the microstructure plays a key role
in the material properties.
Polycrystalline GDC, similar to other doped oxides, shows defect segregation to the
grain boundaries (GBs), which has been observed experimentally and is detrimen-
tal to material properties [29, 360]. As defects, particularly dopants, segregate and
accumulate at the GBs, they may contribute to an increase in grain boundary resis-
tance to the transport of oxygen. This results in a reduction in the conductivity of
polycrystals compared to single crystals [29, 345, 361, 362]. It is therefore critically
important to understand and ultimately control the processes that occur at these
interfaces and how they affect the materials properties.
The degradation associated with dopant segregation at grain boundaries in GDC
has been studied theoretically to elucidate the atomistic details relating to the mech-
anism [363]. A hybrid Monte Carlo-molecular dynamics (MD) revealed that Gd3+
segregation to the GBs is a thermodynamically favourable process, [364] and driven
by a high oxygen vacancy concentration at the GBs. However, this study was only
limited to the Σ5(310)/[001] tilt grain boundary in GDC. Dholabhai et al. combined
MD and density functional theory to study three symmetric GDC GBs, namely the
Σ3(111)/[110] tilt GB, Σ5(310)/[001] tilt GB and Σ5(001) Θ=36.87 twist GB
[55], finding that GBs have different segregation behaviour, and that the stability of
dopant-vacancy clusters at GBs was heavily dependent on the local structure and
dopant arrangements at the GBs.
9.2 Calculation Details
The potential model used in this chapters is the same as in chapter 7 and 8. In order
to study the effect of gadolinium dopants, dopants were introduced to the grain
boundary structures discussed in chapter 7. Three concentrations of Gd3+, 10%,
16% and 30% were substituted to Ce4+ cations. These percentages represent the
concentration of dopants over the overall number of Ce4+ cations in the simulation
cell.
173
Chapter 9 9.2. CALCULATION DETAILS
Different doping schemes were studied; GB doped - which are Gd3+ doped CeO2
nanolayered structures with 10, or 16% random substitution of Gd3+ localized within
the grain boundary regions; e.g. 10% GB doped represents a configuration with 10%
Gd3+ randomly distributed within the grain boundary regions (these represent a
degraded SOFC device) . Random doped - which are Gd3+ doped CeO2 nanolayered
structures with 10, 16 or 30% substitution of Gd3+ randomly distributed through the
entire structure, i.e. both bulk and grain boundary region; e.g. 10% random doped
represents a configuration with 10% Gd3++ randomly distributed within the entire
structure (these represent a freshly prepared device). 30% GB doped configurations
cannot be formed within this model as there are not enough Ce4+ cations within
the grain boundary regions to accommodate 30% Gd3+ substitution. Stoichiometric
structures were also simulated as a control, referred to as CO.
Oxygen vacancies were introduced randomly to maintain charge neutrality through-
out the entire structure. Oxygen vacancies reached their equilibrium distribution
within the NPT MD simulation, this was confirmed by examining the evolution of
the oxygen stoichiometry over time. Oxygen vacancies distributed during the early
stages of the NPT simulation and this distribution persisted for the duration of the
simulation. During these simulations there was minimal cation diffusion and thus,
the distribution of impurities remained similar to the starting distribution. A single
distribution of dopants is not necesarily representative, so five doped configurations
were generated for each grain boundary and the data presented in this chapter is the
average for these five configuraitons. Configurational and statistical was recorded
every 250 fs.
All molecular dynamics simulations (MD) are performed using the DLPOLY code
[290]. MD simulations of 5 ns were completed using a timestep of 1 fs with an 8.5Å
cutoff. Dopants were added to the simulation cells discussed in chapter 7 and the
system was equilibrated for 1ns using the NPT ensemble. Transport behaviour
was evaluated using the NVT ensemble across across a temperature range of 2000
- 3000K (at 250K intervals) for 5 ns. The size of each simulation cell and total
number of defects are shown in Table 9.1.
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Figure 9.1: Schematic illustrating the model configuration for grain boundary and
doping scheme.
Table 9.1: Total number of atoms in each grain boundary supercell and the total
number of dopants added.
Grain Boundary Number of Atoms Number of Species
10% Gd3+ 16% Gd3+ 30% Gd3+
Σ3(111) 8640 288 460 864
Σ5(210) 7680 256 410 768
Σ5(310) 7680 256 410 768
Σ9(221) 5760 192 308 576
Σ11(311) 7200 240 384 720
Σ19(331) 7200 240 384 720
Tracer-diffusion data for O within grain boundaries was obtained from a regional
mean squared displacement (MSD). The calculation of the MSD only takes into
account those segments of atom trajectories for oxygen species that pass within the
region of interest e.g. the grain boundary. Residence time analysis was used to
evaluate the average length of time that an oxygen atom spends in contact with
each cation (Ce4+ and M3+).
9.3 Doped Grain Boundary Structure
Molecular dynamics simulations have been used to evaluate the impact of tempera-
ture and dopant concentration on the energetics of Gd segregation.
In this case by comparing the GB doped models where all the dopants are in the
GBs, to the random doped models where Gd3+ dopants are randomly distributed
throughout the entire structure. The difference in configurational energy between
the two schemes (10% and 16% concentrations) is shown in figure 9.2. The data
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Figure 9.2: Energy difference between the 10% randomly doped and 10% GB doped
(A) configurations and 16% randomly doped and 16% GB doped (B) configurations
per Gd3+ ion.
indicates that the energetic contribution favours Gd3+ segregation at the GBs rather
than random distribution in all models evaluated. This is in line with experimen-
tal evidence [292, 365]. Increasing temperature increases segregation energies until
about 2700K, beyond which the grain boundaries start to melt.
On random introduction of Gd3+ ions over the entire simulation cell (random doped
configurations) the stoichiometric grain boundary structures are retained. However,
when Gd3+ was segregated within the grain boundary regions (GB doped configura-
tions), there are significant structural rearrangements during the annealing (Figure
9.3). The presence of impurities promotes an alteration to the structure of the
Σ5(210) with similar structural changes reported for stoichiometric UO2 in the pre-
vious chapter, but not yet for GDC. However previous studies on Gd3+ segregation
in GDC are based on a static GB model of undoped CeO2, [55, 364] where the GB
structure of GDC is visualised as a dilute solution of 0K point defects in the parent
CeO2.
The concentration of Gd in the GB doped models is relatively high, thus may not
be representative of many experimental studies. However these results are the first
that show that high concentrations of Gd can cause an alteration in grain boundary
structure, which may impact those experimental sample of doped nanoceria with
high concentration of Gd [359]. A possible explanation for these structural rear-
rangements is that the dopants stabilise metastable grain boundary configurations
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Figure 9.3: Time averaged 2D density profiles of the centre of mass of the cations
(Ce4+ /Gd3+) displayed every 0.5 ps at 2100K for the stoichiometric and 16% GB
doped Σ5(210) structures. The white dots denote the cation arrays parallel to the
grain boundary plane. Patterns have been drawn to aid visibility.
at higher temperatures, which may be energetically inaccessible under stoichiomet-
ric conditions, although these structures may be present in the potential energy
surfaces presented in Figure 7.1. It is worth noting that the GDC material is used
at relatively high temperatures (600 - 1000K or higher) [291] in thermochemical
devices, thus the GB structures are likely to change over time. Therefore, the seg-
regation triggered structural transformations is likely to be important in the study
of the long-term degradation behaviour of GDC.
9.4 Oxygen Vacancy Segregation
The distribution of oxygen vacancies (Vo) within the doped configurations as the Vo
concentration within the two regions per Å 3 i.e. the bulk and the grain boundary
(GB) regions has been calculated (Figure 9.4). In the GB doped configurations there
is almost complete depletion of Vo in the bulk region and complete segregation of Vo
to the GB region. In all randomly doped configurations, where the Gd3+ concentra-
tion is constant with depth, there is still a small increase in the concentration of Vo
per Å 3 at the grain boundaries. Thus indicating that while the dopants strongly
attract oxygen vacancies, there is still a contribution from the grain boundary. This
was not found in the previous chapter on uranium oxide, however in this chapter
considerable larger concentrations are being studied. Furthermore, this effect seems
to increase as the concentration of Gd increases, thus at the low concentrations stud-
ied in the previous chapter (1%) there may be less of an effect. If the GB structure
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was not a driving force for Vo segregation, then there would have been an equal or
greater concentration of Vo in the bulk region of the random doped configurations.
In effect, in the random doped configurations, the grain boundary and the dopant
Gd3+ in the bulk are in competition for oxygen vacancies.
The average cation-oxygen coordination number (CN) within the first coordination
shell (3 Å from the cation) as a function of temperature (Figure 9.6) show that Ce4+
is surrounded by a greater number of oxygen ions on average compared to Gd3+.
This is a common feature within the grain boundary structures, doping schemes and
configurations studied. This is evidence that there is a stronger interaction between
Gd3+ and Vo compared to Ce4+ and Vo.
The formation of this first nearest neighbour Gd3+ - Vo clustering has been reported
in the literature [53] for bulk cerium dioxide and in the previous chapter for UO2.
For the random doped configurations, the oxygen CN of Ce4+ , either in the bulk
or in the grain boundary, decreases as the concentration of Gd3+ increases from
10 to 30%. The oxygen CN of Ce4+ in the grain boundary region of GB doped
configurations follows the same trend, although the difference between 10% and
16% Gd3+ doping is less prominent. The same pattern applies to the oxygen CN of
Gd3+ in both random and GB doped configurations, which is due to the decrease of
the total oxygen ions available in the simulation cells.
Residence time analysis, i.e. the average time spent by an oxygen atom within the
first coordination sphere of a cation was used to define the preferential affinity to
oxygen with Ce4+ or Gd3+. On average, it was found that oxygen resides longest
closer to Ce4+ than Gd3+ (Figure 9.5). This supports the stronger interaction be-
tween oxygen vacancies and Gd3+. The residence time decreases with increasing
temperature as the diffusion of oxygen becomes more predominant. At high tem-
perature the residence time for both Ce4+ and Gd3+ converge to the same value. It
is also evident from the data that all the grain boundaries, i.e. extended defects,
behave in a similar way, and have a marginal effect on the time oxygen resides close
to a cation, i.e. for Gd3+ a point defect. Based upon these observations, two key
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Figure 9.4: Oxygen vacancy distribution within the bulk and GB regions of each
configuration at a representative temperature of 2100K.
points are inferred. First, there is a strong interaction between Gd3+ and Vo, which
causes oxygen vacancies to distribute partially due to the distribution of the Gd3+.
This is not surprising given that the effective charges of Gd3+ and Vo are -1 and +2
respectively. Secondly, grain boundaries themselves have a strong interaction with
oxygen vacancies and cause some Vo to segregate to the boundary despite uniform
distributions of Gd3+.
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Figure 9.5: Residence time for oxygen with Gd in the GB doped configurations
( Σ3(111), Σ5(210), Σ9(221), Σ5(310), Σ11(311), Σ19(331)) (A-F), oxygen with
cerium in the GB doped configurations ( Σ3(111), Σ5(210), Σ9(221), Σ5(310),
Σ11(311), Σ19(331)) (G-L), oxygen with Gd in the bulk doped configurations
( Σ3(111), Σ5(210), Σ9(221), Σ5(310), Σ11(311), Σ19(331)) (M - R) and oxygen
with Ce in the bulk doped configurations ( Σ3(111), Σ5(210), Σ9(221), Σ5(310),
Σ11(311), Σ19(331)) (S-X)
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Figure 9.6: Coordination number as a function of temperature for the GB (A-F)
Σ3(111), Σ5(210), Σ9(221), Σ5(310), Σ11(311), Σ19(331) grain boundaries and
bulk (G-M) Σ3(111), Σ5(210), Σ9(221), Σ5(310), Σ11(311), Σ19(331) grain
boundaries.
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9.5 Oxygen Diffusion at Grain Boundaries
The presence of dopants was found to significantly increase the oxygen transport
along the grain boundary. This is illustrated with a typical 1ns trajectory of 3
oxygen atoms (1 in the grain boundary and two in the bulk) for three different
grain boundary simulations, for example a time averaged density of diffusing species
(oxygen) shows that in GB doped configurations, enhanced diffusion is localised to
the grain boundary, with no change in diffusion in the bulk when compared with the
stoichiometric structure (Figure 9.7). In contrast, in randomly doped configurations
there is significant diffusion in both the grain boundary and bulk (Figure 9.7C).
Both observations can be rationalised by examining the oxygen vacancy distribution.
Randomly doped configurations have a more uniform distribution of Vo, albeit with
a slightly higher concentration in the grain boundary, throughout the structure.
This more even distribution of charge carriers facilitates diffusion throughout. In
GB doped configurations Vo have all localised in the grain boundary leaving few
hopping sites in the bulk, as it is for stoichiometric configurations.
As the bulk and the grain boundary regions display such different behaviour, the two
regions were treated separately. Considering the grain boundary regions for all the
grain boundary configurations, our data does not show significant variation in the
magnitude of the diffusivity. As the concentration of Gd3+ increases, the diffusivity
increases for all configurations.
In the GB doped configurations, there is a small concentration of oxygen vacan-
cies in the bulk, thus, activation energies could not be collected from the bulk due
to the lack of diffusion events that occurred in the GI. Activation energies could
be calculated for the 10, 16 and 30% randomly doped configurations as there is
a suitably high concentration of oxygen vacancies throughout the GI (figure 9.8).
The activation energy in the bulk regions was calculated to be 0.8, 0.9 and 1.0 eV.
Grain boundary regions generally have a slightly increased activation energy com-
pared with the bulk (Figure 9.9). The Σ3(111), Σ11(311), Σ5(210) and Σ9(221)
randomly doped configurations have a similar but slightly larger activation energy
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Figure 9.7: Shows the superimposition of a snapshot of the grain boundary and the
bulk regions of (A) stoichiometric (CO), (B) 10% GB and (C) 30% random doped
Σ3(111) configurations. For clarity Oxygen, Cerium and Gadolinium are shown in
red, green and blue. To illustrate the effect of the grain boundary on diffusion, the
full trajectory across 1 ns for a single oxygen atom has been shown for one oxygen in
the grain boundary region (purple) and one in the bulk either side of the boundary
(grey and orange).
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at the GB compared with the bulk regions whereas the Σ5(310) and Σ19(331)
randomly doped configurations have a much larger activation energy in the bulk
regions compared with the GB. With the exception of the Σ19(331) grain bound-
ary the randomly doped configurations have lower activation energies that the GB
doped configurations. This highlights that the specific local micro-structure of these
materials can have a large effect on transport properties. This is in line with ex-
perimental predictions that grain boundary regions reduce the conductivity of the
material.
The stoichiometric Σ5(210) has the highest activation energy, followed by the stoi-
chiometric Σ5(310), indicating that these grain boundaries may be strongly block-
ing oxygen transport. However upon the introduction of dopants there is a large
decrease in the Ea for both grain boundaries to values similar to all other grain
boundaries.
A possible explanation for the low diffusivity in the Σ5 boundaries relates to the
cation density at the boundary compared with the bulk region. It was found that in
the stoichiometric Σ3, Σ9, Σ11 and Σ19 boundaries there is a slight decrease in
cation density, whereas in the Σ5 boundaries there is an increase in cation density
(Figure 9.10). Upon introduction of impurities there is a decrease in the cation
density at the boundary due to a slight widening of the boundary region (Figure
9.10). The contribution of the cation density at the grain boundary to the transport
properties of boundaries provides a possible explanation for the strong blocking
nature of the stoichiometric Σ5.
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Figure 9.8: Arrhenius plots for the Σ3(111) (a), Σ5(210) (b), Σ9(221) (c), Σ5(310)
(d), Σ11(311) (e) and Σ9(331) (f) grain boundaries. Data for the stoichiometric,
10% random, 10% GB, 16% random, 16% GB and 30% random are plotted in blue,
orange, green, red, purple and brown.
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Figure 9.9: Activation energies for oxygen diffusion in the grain boundary regions
for all the nanolayer configurations. The calculated bulk activation energies for the
10, 16 and 30% randomly doped configurations are denoted by blue, orange and
green horizontal lines.






























Figure 9.10: Cation density difference between the bulk region and the grain
boundary region for all configurations studied.
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9.6 Electrostatic Potential
The electrostatic potential was calculated as a function of distance either side (15
Å 15 Å ) of the grain boundary core positioned at 0Å (Figure 9.12), for each grain
boundary within each scheme (stoichiometric CO, doped grain boundary region
(GB doped configurations) and randomly doped grain boundary and bulk regions
(randomly doped configurations)). The lattice polarization is illustrated by the X
projection of the mean electrostatic potential (Figure 9.12 - red dashed line). The
sharp oscillations along X are due to the oppositely charged planes of Ce4+/Gd3+
and O2-. The polarization field is seen more clearly from a running average of
the electrostatic potential, calculated across a distance equal to one lattice spacing
(Figure 9.12 - blue solid line). Generally there are quite substantial differences
between the profiles of different grain boundaries. Some structures show disruption
of the electrostatic potential at the core of the grain boundary that extend into the
bulk; this is hardly visible in the Σ3(111) whereas it is significant in the Σ5(310).
It was found that GB doped configurations have a slightly lower potential at the
boundary relative to the stoichiometric structures (Figure 9.12), which is in con-
trast with the randomly doped configurations, which generally have a slightly larger
potential. This is due to the distribution of oxygen vacancies within the systems.
The random doped configurations have an constant distribution of Gd3+ throughout
but an uneven distribution of Vo (i.e. the average Vo density is greater in the bulk
compared to the GB regions, 9.4), thus there is a greater net positive charge at the
GB relative to the GI. In contrast the GB doped configurations display segregation
of both Gd3+ and almost all Vo at the grain boundaries, thus there is a reduction in
charge density at the GB region relative to the bulk and so the potential is smaller
(Figure 9.12).
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Figure 9.11: Red dashed lines: Poisson potentials calculated from molecular dy-
namics simulations as a function of distance from the grain boundary plane (-15 -
15Å ) at 2100 ]K for the stoichiometric, 10% GB and 10% random doped configu-
rations. Blue solid lines: running average potentials over one lattice spacing.



































Figure 9.12: Difference between the average electrostatic Poisson potential at the
bulk and at the grain boundary core for the stoichiometric CO (Blue), random doped
(Orange) and GB doped (Green) configurations for all grain boundary structures.
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9.7 Discussion
All calculations, both molecular mechanics and molecular dynamics, show that grain
boundaries are sinks for gadolinium and oxygen vacancy segregation (Figures 9.2,
9.4, 9.5 and 9.6) although the oxygen vacancies (Vo), segregation depends on GBs
local structure. This observation agrees with the findings of Dholabhai et al, where
the defect energy is found to be sensitive to the local environment, i.e. the GB
[55]. The segregation of Vo was also found to be dependent on distance from the
grain boundary core by Allen et al [128] to a depth of approximately 1.5 nm. This
is similar to that found from EELS, which revealed an enhanced oxygen vacancy
and gadolinium concentration in first 2-4 nm from the GB and is assumed to be the
effective width of the space charge layer [345].For a information the reader can refer
to more detailed papers [29, 280].
A key result is that although grain boundaries are sinks for oxygen vacancies, dopant
segregation may play a much greater role in their segregation. All GB doped configu-
rations, where all Gd3+ was segregated in the grain boundary regions see a complete
depletion of Vo in their bulk regions (Figure 9.2, 9.4, 9.5 and 9.6), which is in line
with previous experimental reports [29, 128, 279, 366]. Whereas in randomly doped
configurations, where there is an equal amount of Gd3+ in the bulk, a significant
amount of oxygen vacancies do not segregate to the grain boundary. Therefore, as
devices degrade over time and the Gd3+ concentration decreases in the bulk and
increases in the grain boundaries, there will be a depletion of charge carriers in the
bulks and thus an overall decrease in conductivity.
As there is accumulation of Vo in the grain boundary, oxygen diffusion increases due
to the increase of charge carriers. However, visual inspection has shown that this
is limited to the GB region, hence the high oxygen diffusion remains parallel to the
grain boundary plane (Figure 9.9). Although the oxygen diffusion in GB regions
is much higher than in the bulk regions, the activation energies are higher due to
the energy required for an oxygen to leave the coordination sphere of an already
undercoordinated cation atom. A higher activation energy for oxygen diffusion in
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GB was measured by Avila-Paredes et al., for heavily Gd doped [367].The activation
energies for oxygen in our bulk regions (Figure 9.9) are in line with experiments with
heavily doped Gd samples (30%) having the highest Ea. As the dopant concentration
decreases so does Ea [173, 332, 368, 369]. These results can be used to interpret
the blocking effect of grain boundaries in GDC. Generally this blocking behaviour
has been quantitatively described using the space charge layer model, which sees
a positive electrostatic potential at the grain boundary core due to segregation of
oxygen vacancies and oxygen vacancy depletion (space charge layers SCL) adjacent
to the core; this induces a reduction in ionic conductivity [173, 278, 370, 371]. It
is energetically favourable for large quantities of Gd3+ to segregate to the grain
boundary, along with the majority of charge carriers (Vo). This depletion of charge
carriers in the bulks results in the blocking effect of grain boundaries as diffusion is
limited to the grain boundary planes (i.e. parallel to the GB plane). The simulated
potential maps show this same behaviour for a number of grain boundaries, i.e. with
a positive core potential along with depletion zones.
Positive space-charge potentials of 0.3V have been obtained for polycrystalline ce-
ria which is in good agreement with some of those calculated in this chapter [372].
Furthermore the blocking grain boundary effects depend also on temperature and
the dopant content and type [373, 374, 375]. When the temperature is high enough,
the grain boundary resistance appears to become negligible in comparison to the
grain resistance, although this behaviour varies with dopant types and concentra-
tions (usually 15 mol% regardless of the dopant type). Samples of heavily doped
cerium oxides, prepared by Spark Plasma Sintering in the form of a high density
(>98%) body with grain size of 15 nm, showed no grain boundary blocking effect
and moreover the conductivity was demonstrated to be purely ionic [359].
9.8 Conclusions
In this chapter simulations on two different GDC systems were conducted, namely
GB doped configurations (i.e. dopants segregated at the grain boundaries) which
is an analogue for a degraded solid electrolyte of a SOFC device, and randomly
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doped configurations (i.e. dopants randomly distributed between grain boundaries
and bulks) which is an analogue for a freshly made material. It was found that seg-
regation of Gd3+ to the grain boundaries is a thermodynamically favourable process
and thus the randomly doped configurations will degrade into the GB doped config-
urations over time. Furthermore, as the oxygen vacancies are strongly attracted to
Gd3+ the resulting high concentrations of Gd2O3 at the GB doped grain boundaries
lead to a reduction in bulk oxygen transport and this transport is limited to the
grain boundaries. Counter to this, it was found that a more uniform distribution
of Gd3+ allows transport to occur in the bulks as well as in the grain boundaries
as oxygen vacancies can also reside close to Gd3+ dopants in the bulk. Thus seg-
regation of dopants over time is a significant factor in the blocking effect of grain
boundaries in GDC, which was evaluated in terms of electrostatic potential.
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10 Understanding Defect Distribution
in UO2 with Monte Carlo
Simulations
10.1 Background
In general, understanding the distribution of atoms within a material is of crucial
importance to understanding the material properties. For example, in battery or
SOFC materials, the distribution of charge carriers has a massive impact on the
conductivity of the material. In another example, the distribution of Li and La
cations in lithium lanthanum titanate has been shown to have a significant impact
on the conductivity of the material [129], with more disordered systems being more
conductive [376, 377, 378]. Furthermore, in chapter 9, the distribution of Gd3+
in cerium oxide grain boundaries was shown to have a significant effect on the
oxygen diffusivity of the system. In this example, "segregation" of Gd3+ to the
interface prompted a decrease in conductivity in the grains of the material due to
the segregation of charge carrying oxygen vacancies to the grain boundary.
In this thesis dopants/defects at surfaces and grain boundaries have been investi-
gated, and the effect that these have on the material properties have been quantified.
However in these examples, the distribution of the defects and dopants has been (in
the case of the grain boundary chapters) random and (in the case of the surface chap-
ters) based on the Ewald summation. In the case of the grain boundaries an average
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energy difference was taken between randomly doped configurations and the segre-
gated configurations and this was shown to be negative, indicating that segregation is
energetically favourable. In chapters 4 - 6, the defect ordering energies indicated that
surface segregation was favourable. Furthermore, defect segregation to interfaces is a
common theme in the literature and the segregation of dopants to interfaces is shown
in a range of materials [379, 380, 381, 382, 383, 384, 385, 386, 387, 388, 389, 390] as
well as in CeO2 [29, 345, 361, 362] and UO2 [330, 331].
Defect clustering, grain boundary segregation and surface segregation has been stud-
ied with Monte Carlo in cerium oxide previously in several studies and it has been
shown that there is a driving force for Gd3+ clustering and segregation to interfaces
[380, 381, 382, 383]. In these examples Monte Carlo swap moves between Gd3+ and
Ce were used to understand the distribution of Gd3+ within the material. To date
no such study has been performed on uranium oxide or on polycrystalline surfaces
and given the highly defective nature of uranium oxide, the distribution of defects,
especially harmful fission products, is of crucial concern. There are important ques-
tions regarding segregation to the surface of the material, putting harmful products
in potential contact with the environment.
In this chapter, Monte Carlo simulations have been used to study the distribution
of dopants at the surfaces, grain boundaries and polycrystalline surfaces of Gd3+
doped UO2. The aim of this chapter is to understand how extended structural
defects affect the segregation of dopants in the material and to understand how
"competition" between different structural defects effects the segregation behaviour
of Gd3+. For example, when studying the surfaces and grain boundaries there is
only one interface to consider. In the case of polycrystalline surfaces (which will
be refered to as T-Interfaces), there are three distinct extended structural defects,
the surface, the grain boundary and the junction between them. Until now, most
computational studies of segregation using Monte Carlo have only considered a single
structural defect, however in nature there will be different structural defects with
different segregation behaviours.
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Figure 10.1: Bulk uranium oxide with the Miller planes that make up the T-
interfaces in this study highlighted.
10.2 Calculation Details
A total of 9 configurations were used in this work. T-Interfaces which consist of
the Σ3(211) tilt GB || {111}, Σ11(311) tilt GB || {110} and Σ5(310) tilt || {100}
have been generated. The {111}, {110}, {100} surfaces and Σ3(211), Σ11(311)
and Σ5(310) grain boundaries (Which all make up the T-Interfaces) have also been
generated. This section has been split into two subsections, one will deal with the
generation of the configurations and one will outline the Monte Carlo procedure.
10.2.1 Model Generation
The grain boundary and surface structures were generated using the METADISE
code [153] as outlined in the methodology chapter. T-Interfaces were generated by
introducing a vacuum gap to a grain boundary configuration perpendicular to the
surface of interest. If the surface is flat, a grain boundary can terminate at the
surface with a surface - grain boundary angle between 1 - 179 degrees. In this study
only grain boundaries that terminate perpendicular to the surface plane have been
studied (i.e. the angle between the surface and the grain boundary planes is 90).
There is a finite number of planes that have this relationship and these were found
manually using the crystal plane tool in VESTA. It was found that the Σ3(211),
Σ11(311) and Σ5(310) grain boundaries terminate at the {111}, {110} and {100}
surfaces respectively. This relationship can be visualised in figure 10.1 and the final
structures can be visualised in figure 10.3.
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Figure 10.2: Schematic representation of T-Interface generation. Bulk crystals are
reoriented so that the surface of interest is perpendicular to the grain boundary. A
scan of the two grains is then performed and a low energy structure chosen.
All structures were thermally annealed using molecular dynamics between 300 -
2000K over 10 ns. The grain boundaries were annealed using the NPT ensemble
and the surfaces / T-Interfaces were annealed using the NVT ensemble.
Table 10.1: Total number of atoms in each grain boundary supercell and the total
number of dopants and oxygen vacancies added.







Σ3(211) - {111} 2880
Σ5(310) - {100} 7680
Σ11(311) - {110} 7200
10.2.2 Simulation Procedure
Gadolinium was introduced randomly to the starting configurations up to a concen-
tration of 10% Gd3+ / U4+ substitutions. Gadolinium has a formal charge of 3+ and
uranium has a formal charge of 4+, thus introduction of Gd3+ to the configuration
results in a charged system. To account for this in chapters 8 and 9, oxygen vacan-
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Figure 10.3: Structure of the Σ3(211) grain boundary with {111} surface, the
Σ5(310) grain boundary with the {100} and the Σ11(311) grain boundary with the
{110} surface and the
cies were added to account for the excess charge of the system. Oxygen vacancies
represent a challenging problem to solve in Monte Carlo. Ideally, oxygen vacan-
cies would be introduced to the system and the MC simulations could be run, with
swaps between U4+ and Gd3+. However in reality, the Gd3+ will quickly segregate
to the oxygen vacancies and remain trapped there for the simulation because the
smaller charge of the Gd3+ is happier than the U4+. This results in an incredibly low
swap acceptance rate and means billions of steps are required to generate enough
statistics. Furthermore, if the oxygen vacancies do not move then the results of the
simulation may not be representative anyway. A strategy that has been employed
in the literature is to introduce "dummy atoms" as oxygen vacancies and swap these
"oxygen vacancies" with oxygen atoms [380, 381, 383, 391]. However the codes that
were used in these studies are unpublished. In this chapter the oxygen vacancy
problem was treated by averaging and adding the excess charge to the uranium
atoms in the system. No explicit oxygen vacancies were introduced to the system
and the excess charge was accounted for by altering the charge of the atoms in the
simulation. There are a number of ways that the charge can be "smeared" across the
system, the excess charge could averaged across and added to the uranium, taken
away from the oxygen or added/taken away from uranium and oxygen atoms. The
alteration to the uranium charge as a function of Gd3+ concentration (up to 50 %)
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Figure 10.4: Schematic illustrating the relationship between Gd3+ unit cell con-
centration and the alteration to charge. The maximum Gd3+ concentration studied
in this chapter (10 %) is marked with a dashed line.
is shown in figure 10.4. Two schemes were tested and the results are presented in
section 10.3. Configurational and statistical was recorded every 10,000 steps so as
to ensure that each sampled configurations was statistically different.
All Monte Carlo simulations were performed using the DL_MONTE code [391].
Monte Carlo simulations were employed within the NVT ensemble at temperatures
of 500, 1000 and 1500K. Two MC moves were used. Swap moves between Gd3+
and U4+ cations were used to study the segregation behaviour of Gd3+, these moves
allow Gd3+ to move unphysical distances and large numbers of configurations can
be sampled. Translation moves were used for Gd3+, U4+ and O atoms to allow
system relaxations over time. Simulations were run for 300,000,000 steps and the
acceptance rate for U4+ - Gd3+ swaps was 1%.
Following the Monte Carlo calculations, oxygen vacancies were added to configura-
tions with an equilibrium distribution of Gd3+ (Taken from the MC calculations).
These configurations were then simulated with molecular dynamics in order to de-
termine the oxygen distribution. Molecular dynamics simulations were carried out
in the NVT ensemble for 2 ns, using a timestep of 1fs and an 8.5Å cutoff.
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When discussing the segregation behaviour of these systems a different names will
be used to describe distinct regions within the structure, namely;
• Surface - The layer of U2-xGdxO2 that is exposed to the vacuum gap of the
simulation cell. i.e. the topmost layer of the structure.
• Grain Boundary - The central 10Å region that separates two grains.
• T-Interface - The point where the surface and grain boundary meet.
• Bulk - The region of the U2-xGdxO2 structures that retain bulk properties.
• Sub-Surface - The region that separates the surface and the bulk, surface and
T-Interface, grain boundary and bulk and grain boundary and T-Interface.
This region is unique to the bulk because, while the coordination environment
is identical to that of the bulk, this region is close enough to the interface to
be influenced by it.
10.3 Charge Balance Schemes
Two methods were tried to account for the excess charge in the configuration and
overcome the issue of Gd trapping:
• Scheme 1 - the charge was average across and added to the uranium atoms
• Scheme 2 - the charge was averaged across and taken away from the oxygen
atoms.
Uranium undergoes oxidation from 4+ to 6+ [392, 393] as it undergoes oxidation.
Without oxygen vacancies, these systems are essentially UO2+x systems and within
the context of the UO2+x system, the charge would be accounted for with oxidation
of the uranium atoms i.e. these smulations are equivelant to oxidising conditions.
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Thus one way to account for the charge associated with the Gd3+ dopants is to
average across and add the charge to the uranium atoms. However, in theory, at
high concentrations of Gd3+ (figure 10.4), the charge on the uranium will be very
high and thus this may introduce a driving force for the Gd3+ to segregate to the
less coordinated interfaces, because the higher charge of the uranium will be more
energetically stable with a higher coordination (bulk).
Scheme 2 is the second option investigated and in this case the charge was averaged
across and removed from the oxygen atoms. There are more oxygen atoms and thus
the charge is averaged over more atoms and the impact on individual interactions
smaller. However the reduction of the oxygen charge in response to a higher oxygen
stoichiometry makes less sense within the context of the UO2+x system. Both of
these schemes were investigated for the surface segregation calculations.
Figure 10.5 shows the Gd3+ number density in the 1% Gd3+ doped {111}, {110},
{100} and 10% Gd3+ doped {111}, {110} and {100} surfaces for both schemes. At
low concentrations of Gd3+ (1%) after 300,000,000 steps and 30,000,000 accepted
swaps, there is an identical Gd3+ distribution for both schemes. At high concentra-
tions (10%), there is a very small deviation between the two schemes. When the
charge is removed from the oxygen there is a slightly larger preference for Gd3+ to
segregate to the bulk compared to when the charge is added to the uranium and
vice versa with the surface. This is likely due to the higher charge of the uranium
atoms in scheme 1 being more energetically favourable in the bulk where there is
more oxygen, compared to the undercoordinated surfaces.
Without oxygen vacancies, these systems are essentially UO2+x systems. Uranium
oxide is prone to oxidation and the 5+ and 6+ oxidation states are found as UO2
oxidises through various higher oxides (U2O5 and U3O8) to UO3. Higher oxidation
states of uranium have been reported in the literature and U5+ has been shown to
be stable in the fluorite structure [394]. It has been shown in Gd3+ doped UO2 that
Gd3+ doping does lead to an increase in oxygen vacancy concentration, but that
oxidation of U4+ does occur [395] Furthermore, analysis of Gd3+ doped UO2 has
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Figure 10.5: Average gadolinium distribution perpendicular to the surface in the
1% and 10% doped {111} (A, B), {110} (C, D), and {100} (E, F) surfaces. For
clarity, the surfaces of the slab are o the extreme left and right of each plot. The
Gd3+ number density for the system with the excess charge added to the oxygen
atoms and uranium atoms are shown in blue and orange respectively.
shown the presence of U5+ and U6+ [396].
Based upon these results scheme 1 was chosen to account for the charge. This is
because, within the concentration range studied there is a minimal difference in
terms of Gd3+ distribution between the two scheme and because higher oxidation
states are common for uranium within the UOx system. Thus, in all subsequent
calculations, the excess charge in the system was averaged across and added to the
uranium atoms.
10.4 Surface Segregation
There are three distinct segregation regions in each of the surfaces which can be
visualised by the Gd3+ number densities displayed for each surface in figure 10.6.
Surface layer which corresponds to the first UO2 layers, Sub-surface layer which
corresponds to 1-3 UO2 layers, Bulk in the centre, sitting between the sub-surface
layers (located at 0Å in the three surfaces displayed in figure 10.6).
There is a clear driving force for Gd3+ atoms to segregate to the surface, followed by
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the bulk and then the sub-surface. The {100} and {110} surfaces behave in a similar
manner while the {111} behaves slightly differently. There is a clear preference
for Gd3+ segregation to the {110} and {100} surfaces with almost no segregation
occurring to the sub-surface. In contrast in the {111} system there is preference for
surface segregation but the difference between the surface and bulk concentrations
is not as extreme as in the other surfaces. Furthermore there is some segregation to
the sub - surface.
This can be explained by the uranium - oxygen coordination at the surface. Ura-
nium at the {111} surface is formally 7 fold, whereas it is only 6 fold for the other
two surfaces. Gadolinium is a 3+ ion in these simulations and energetically has
a thermodynamic preference for a lower oxygen coordination. Thus in the more
undercoordinated {110} and {100} surfaces there is a driving force for the Gd3+
to segregate there. This effect is lessened in the {111} system due to the higher
coordination at the surface.
The segregation of Gd3+ in the three surfaces was studied across a concentration
range between 1 and 10% Gd3+. Figure 10.7 shows the concentration of Gd3+ in each
region (surface, sub-surface and bulk) across this unit cell concentration range at
500, 1000 and 1500K. The {110} and {100} surfaces are similar, with a significant
preference for Gd3+ surface segregation, followed by the bulk and then the sub-
Surface. The trend is also true on the {111} surface although the difference between
the three regions is less pronounced. Sub-Surface depletion of dopants is reported
in the literature [397].
In this work the highest Gd3+ concentration studied was 10%. Within this con-
centration range the surface saturation point has not been identified, ie. the point
where the surface cannot hold anymore Gd3+ atoms and the regional concentration
would level off with increasing Gd3+ cell concentration.
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Figure 10.6: Average gadolinium distribution perpendicular to the surface in the
{111} (A), {110} (B) and {100} (C) surfaces. For clarity, the surfaces of the slab
are on the extreme left and right of each plot. The lowest (1%) and largest (10%)
concentrations have been plotted in orange and blue respectively.
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Figure 10.7: Gadolinium distribution in the {111} surface at 500, 1000 and 1500
(A,B and C), the {110} surface at 500, 1000 and 1500K (D, E and F) and the {100}
surface at 500, 1000 and 1500K (G, H and I)
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10.5 Grain Boundary Segregation
As with the surfaces, there are three distinct regions in the grain boundary config-
urations, although unlike the surfaces the differences between the systems is much
more pronounced. In each grain boundary structure there is a clear difference in
segregation behaviour between the grain boundary core, the "sub-surface" (Or space
charge layer) that links the core to the bulk and the bulk. There is a clear pref-
erence for segregation to the grain boundary core, followed by the bulk and then
the sub-surface. This is most pronounced in the Σ3(211) grain boundary and least
pronounced in the Σ11(311) grain boundary. The Gd3+ density profiles at the grain
boundary are not symmetric, this is because the grain boundary structures are not
symmetric in terms of oxygen coordination. For example, the Σ5(310) (figure 10.8B)
has a pronounced peak on the right of the grain boundary, this corresponds to a
layer of cations with a smaller oxygen coordination number.
The regional concentration as a function of Gd3+ unit cell concentration for the
grain boundaries, is remarkably different to that of the surfaces. In all cases, across
the concentration range, Gd3+ segregates preferentially to the grain boundary, bulk
and sub-surface. The Σ3(211) grain boundary has the most pronounced segregation
effect to the grain as there is a large difference between the grain boundary Gd3+
concentration and the bulk / sub-surface. In contrast there is only a very small
difference between the three regions in the Σ5(310) and Σ11(311) grain bound-
aries. In the Σ5(310) system the three regional concentrations increase linearly
with increasing total Gd3+ concentration, whereas in the Σ11(311) the three re-
gional concentrations increase sharply at low total Gd3+ concentrations and then
they level off at high total Gd3+ concentration. The difference between the behaviour
of the Σ3(211) GB and the other two GBs is due to the cation coordination at the
boundary. In the Σ3(211), cations to the left and right of the central core cation
layer are 7 fold coordinated and Gd segregation occurs at high concentrations. This
is shown in figure 10.8 A, there are two peaks to the left and right of the central
layer. In contrast, the cation sites in the Σ5(310) and Σ11(311) grain boundaries
are all 8 fold coordinated and thus there is less of a thermodynamic driving force
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Figure 10.8: Average gadolinium distribution perpendicular to the grain boundary
in the Σ3(211) (A), Σ5(310) (B) and Σ11(311) (C) grain boundaries. For clarity,
the grain boundary is located at the centre each plot. The lowest (1%) and largest
(10%) concentrations have been plotted in orange and blue respectively.
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for segregation.
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Figure 10.9: Gadolinium distribution at the {111} grain boundary at 500, 1000
and 1500K (A,B and C), the {211} grain boundary at 500, 1000 and 1500K (D,
E and F) the {311} grain boundary at 500, 1000 and 1500K (G, H and I) and the
{210} grain boundary at 500, 1000 and 1500K (J, K and L)
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10.6 T-Interface Segregation
Combining interfaces to form T-Interfaces has interesting effects on the segregation
behaviour. Regional Gd3+ concentration follows the order T-Interface > Surface >
Grain Boundary > Bulk > Sub-Surface from highest to lowest in terms of Gd3+
concentration. This is illustrated in figure 10.10, where there brighter regions show
the areas of high concentration and the darker regions, areas of low concentration.
The three structures show similar behaviour in terms of the overall trends but there
are differences relating to the degree of segregation.
The Σ3(211) / {111} structure has very clearly defined regions, with distinct sep-
aration between them. The order of segregation is very clear from the brightness
of the heatmap. The Σ5(310) / {100} shows much greater segregation to the T
junction and surface compared to the GB and bulk, which look similar in terms of
brightness. The Σ11(311) / {110} structure shows a huge preference for segregation
to the T junction, followed by the surface, with the bulk and GB being comparably
low in terms of Gd3+ concentration. Interestingly, there is a depletion region that
separates the different interfaces of the structure from the bulk.
The segregation behaviour has been quantified at all concentrations in Figure 10.11.
The concentration of Gd3+ in the surface and T-Junction increases sharply at the
lower concentrations and begins to level off at the higher concentrations. Inc contrast
the bulk, grain boundary and sub surface concentrations increases bluntly at lower
concentrations and then sharply at the higher concentrations. If the full 0 - 100%
concentration range was studied, at some point the concentration of each region
would meet.
The grain boundary regions in the Σ5(310) / {100} and Σ11(311) / {110} structures
behave very similar to the bulk and the segregation in these structures is dominated
by the surface and T. In contrast the grain boundary in the Σ3(211) / {111}
structure behaves in a similar manner to the surface. This can be explained by the
coordination of cations in the structure. The {111} surface is 7 fold coordinated
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Figure 10.10: Gadolinium distribution in the {111} surface, Σ3(211) T-Interface
(A), {110} surface, Σ11(311) T-Interface (B) and {100} surface, Σ5(310) T-
Interface (C) in two dimensions. Regions with high concentration are shown in
blue and regions with low concentration are shown in white.
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whereas the {110} and {100} surfaces are 6 fold coordinated. In these two surfaces
it is more energetically favourable for the 4+ uranium atoms to be swapped to the
bulk and the 3+ gadolinium atoms to segregate to the surface. In the Σ3(211) /
{111}, the higher surface coordination reduces the driving force for Gd3+ segregation
to the surface to some degree. Thus segregation occurs to the region that is "next
in line" in terms of solubility - the grain boundary.
The different "sub-surface" regions were not separated out depending on their loca-
tion and where treated as a single region. An interesting avenue of research would
be to investigate if the concentration in the grain boundary - bulk sub-surface is
different to the T-Interface - grain boundary sub-surface.
The bulk Gd3+ concentration averaged across the 9 configurations are shown in
figure 10.12 along with errorbars. There is a small but consistent variation at in
the bulk concentration. The T-Interface configurations give rise to most of the error
in the bulk concentration in figure 10.12. This is possibly due to the size of the
simulation cells, the T-Interface configurations have a large interface region, the
slab method and PBCs means that there are two surface regions and two grain
boundary regions. Thus the simulation cells may not be large enough to give a large
enough bulk region.
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Figure 10.11: Gadolinium distribution in two dimensions showing the grain bound-
ary and surface in the Σ3(211) GB / {111} surface (A), Σ5(310) GB / {100} surface
(B) and Σ11(311) GB / {110} (C). For clarity, the grain boundary is located at the
centre each plot.
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Figure 10.12: Average bulk concentration across the 9 configurations. The shaded
regions show the standard errors calculated from the standard deviation of the mean.
10.7 Oxygen Vacancy Segregation
Once an equilibrium distribution of Gd3+ was calculated from Monte Carlo calcu-
lations, oxygen vacancies were introduced and these structures were simulated with
molecular dynamics in order to establish an equilibrium oxygen vacancy distribu-
tion. The change in oxygen stoichiometry in the different regions was calculated
alongside the average cation coordination number in order to establish if oxygen
vacancies segregate to the different regions.
In the surface structures oxygen vacancies segregate preferentially to the surface,
followed by the bulk and then the sub surface. This is in line with the relative
concentrations of Gd3+ in each region and the average coordination number which
shows that the Gd3+ in each system has a lower average CN than the uranium.
Furthermore, based upon the results in chapters 9 and 10, it is clear than oxygen
vacancy segregation is predicted to be controlled at least in part by the dopants
distribution.
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This trend also holds for the grain boundary structures and oxygen vacancies segre-
gate to the grain boundary followed by the bulk and then the depletion. As discussed
in chapter 9, defect segregation to the grain boundaries, has been observed experi-
mentally and is detrimental to material properties [29, 360]. As dopants, segregate
and to the grain boundaries, they may contribute to an increase in grain boundary
resistance to the transport of oxygen. This results in a reduction in the conductiv-
ity of polycrystals compared to single crystals [29, 345, 361, 362]. The reason for
this reduction in conductivity is likely due to the space charge effect [370], wherein
oxygen vacancies segregate to the grain boundary core and deplete in the regions
adjacent to the grain boundary core. Thus there is a depletion of charge carriers
either side of the boundary and transport across the boundary is hindered. Our
results show clearly segregation of Gd2O3 to the grain boundary and some depletion
in the adjacent regions.
The T-Interface structures are much more complicated. In all three structures there
is 3-5% increase in the oxygen vacancy concentration in each of the three interface
regions. This indicates that in these highly defective structures the vacancies are
more evenly distributed.
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Figure 10.13: Ratio of oxygen concentration between the doped and stoichio-
metric structures (%) for each region of the surfaces (A), grain boundaries(B) and
T-Interfaces (C) at a temperature of 1000K and a Gd3+ concentration of 5 %.
Cation - Oxygen coordination number in the surfaces (D), grain boundaries(E) and
T-Interfaces (F) at a temperature of 1000K and a Gd3+ concentration of 5 %
10.8 Conclusions
In this chapter Monte Carlo simulations have been used to study the distribution
of Gd3+ in U1-xGdxO2-x. Three extended structural defects were studied, namely,
surfaces, grain boundaries and T-Interfaces. Cation coordination seems to play a
large role in the segregation of Gd3+ in these interfaces. The {110} and {100}
surfaces are less coordinated than the {111} surface and thus in these surfaces
there is a greater degree of segregation of Gd3+ to the surface, compared to the
{111}. Cation coordination also plays a role in the segregation behaviour of grain
boundaries. The Σ5(310) and Σ11(311) boundaries cations are approximately 7-8
fold coordinated and thus the segregation behaviour is less extreme compared to the
surface, with appreciable concentrations of Gd3+ segregating to the bulk and sub-
surface regions. Whereas in the Σ3(211) boundary the cations are 6 fold coordinated
and there is considerably more segregation to the grain boundary relative to the
bulk and sub surface. When surfaces and grain boundaries are combined, the cation
coordination again seems to drive the segregation behaviour. The Σ3(211) / {111}
interface has the least defective surface and most defective grain boundary studied.
Thus there are comparable levels of segregation to the surface and grain boundary.
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The T-Interface is the most defective and under coordinated part of the structure
and thus there is more segregation occurring there. The other two systems contain
more defective surfaces and more stable grain boundaries, thus the segregation is
driven by the surface and T-Interface.
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11 Conclusions and Future Work
The main focus of this thesis is to improve our understanding the effect of defects
in fluorite oxides. Structural defects (Surfaces, grain boundaries and T-Interfaces),
chemical defects (Dopants) and environmental defects (Molecules such as water)
have been investigated in two common fluorite oxides, CeO2 and UO2. Chapter 5
and 6 describe, using density functional theory the adsorption of water and carbon
dioxide at the surfaces of cerium oxide doped with trivalent cations and discuses
the effect of this interaction on the particle morphology. Chapter 7 describes, using
density functional theory, the adsorption of phosphate anions at surfaces of cerium
oxide with varying oxygen and hydrogen stoichiometry. Chapter 8 describes, using
molecular dynamics simulations, the structural and transport properties of fluorite
CeO2 and UO2 grain boundaries and Chapters 9 and 10 describes the effect of
dopants on the properties of these grain boundaries. Finally, chapter 11 describes,
using Monte Carlo simulations, the effect of interfaces on the segregation of dopants
with uranium oxide. The aim of this chapter is to draw together the conclusions
from each of these areas and suggest future work that could be carried out, before
drawing some general conclusions for the entire project and thesis.
Water Adsorption at CeO2 Surfaces
Initially the work in this chapter was limited to water adsorption at stoichiometric
surfaces of CeO2 and explored how the adsorption of water affected the relative sta-
bility of the three surfaces. It was found that each surface has a different interaction
with water and adsorbed water molecules have a modest impact on the morphol-
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ogy of ceria. Adsorbed water at low temperatures and high water partial pressures
promotes a change of surface stability and the more reactive, less stable {100} and
{110} surfaces are stabilised relative to the {111} and are consequently expressed in
the particle morphology. Reducing the surface or doping the surface with trivalent
Gd3+, Sm3+ and Y3+ cations increases the affinity of the surface for water compared
to the stoichiometric surfaces. Adsorption is strongest on the {100} surface and thus
at low temperatures and high water partial pressures there is a high {100} surface
area relative to the {111}. Furthermore, comparing surfaces with equal oxygen stoi-
chiometries, Reduced and Doped surfaces shows that dopants decrease the affinity of
the {111} and {110} surfaces for water while increasing the affinity of the {100} for
water. Consequently, dopants increase the temperature and pressure range where
the {100} surface is stabilised.
This work could be extended in a number of ways. Firstly, dopant concentration
effects have been ignored and only one concentration of dopant was considered,
thus a logical extension of this work would be to increase the dopant concentration
and evaluate the effect that it has on water adsorption. This work was aimed at
understanding how water adsorption effects the morphology of ceria. Only the three
most common surfaces of ceria were investigated. One of the key findings of this
work was that water can stabilise the less stable, more reactive surfaces with respect
to the more stable surfaces and thus cause them to be expressed in the morphology.
Further study could investigate how water adsorption on other surfaces affects their
stability relative to the more stable surfaces.
Carbon Dioxide at CeO2 Surfaces
Initially the work in this chapter was limited to associative adsorption of carbon
dioxide on the surfaces of CeO2 and explored how carbonates at the surface af-
fected the relative stability of the three surfaces. It was found that there were vast
differences in the adsorption behaviour between the three surfaces, with the {100}
surface being stabilised vastly more than the {111} surface. As a result of the differ-
ent adsorption energies, the {100} surface is stabilised and expressed in the particle
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morphology across a much wider temperature and pressure range compared with
water in chapter 5. Reducing or doping the surface with trivalent Gd3+, SM3+ and
Y3+ cations increases the affinity of the surface for carbon dioxide compared to the
stoichiometric surface. When comparing surfaces with equal oxygen stoichiometries
(Doped and Reduced) there is very little change in the adsorption energy and thus
the morphology.
This work could be extended in a number of ways, as with chapter 5, only a single
dopant concentration has been investigated and thus increasing the dopant concen-
tration is a logical extension to this work. Studying different surface terminations
is again a good avenue to explore as the adsorption of carbon dioxide will have
different effects on the stability of each surfaces.
The adsorption of carbon dioxide on its own is only likely to occur under carefully
controlled experimental conditions and thus there is likely going to be competition
at the surface with water. Thus, a possible extension to this work would be to
investigate the adsorption of both water and carbon dioxide at the surface in order
to determine if there is competition between the two for adsorption sites, and if
so, which species the surface has a stronger affinity for. In chapter 5, molecular
dynamics calculations of nanoparticle evolution in the presence of water, performed
by collaborators at the University of Kent were discussed. Due to time constraints
this was not undertaken for the carbon dioxide, however it presents a clear avenue
for future work.
Phosphate at CeO2 Surfaces
This chapter focussed on how cerium oxide surfaces, with differing surface composi-
tions affected the adsorption of phosphate anions. Oxygen deficient ceria interacts
strongly with phosphate anions compared to hydroxylated ceria. However this inter-
action depends strongly on surface structure. Specially, whether nanoceria consist
of {111}, {110} or {100} surfaces. The strongest interaction occurs between {100}
surfaces and phosphate due to a large surface reconstruction, which suggests that
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ceria nanocubes bind phosphate strongly, which will inhibit Ce4+/Ce3+ redox and
nanozyme activity to a greater extent compared to ceria nano-octahedra comprising
{111} surfaces, as these display much weaker interactions with phosphate.
Due to the complexity of the surfaces, the surface method was used. This meant
that the phase diagrams and the particle morphology could not be evaluated. The
calculations could be repeated with care using the slab method, or a method could
be developed to generate phase diagrams from the surface method calculations.
Furthermore, only a single concentration of phosphate was studied and in reality
there will be multiple phosphate anions at the surface, interacting with both the
surface and with each other.
Fluorite Grain Boundary Structure
This focused on the structure of the grain boundary of two materials, uranium oxide
and cerium oxide. Going forward a larger sample size is needed to better understand
the transport properties of not just fluorite materials, but polycrystalline materials
in general. One approach would be to generate a large numbers of polycrystalline
simulation cells with varying grain size using Voronoi tessellations. These would
then be taken and simulated with molecular dynamics to determine their transport
properties in order to build a dataset with the transport properties of thousands of
polycrystals with different combinations of grain boundaries. This dataset would
then be employed within a machine learning model to predict the properties of a
much larger dataset, consisting of millions of polycrystals. There are several hurdles
that need to be overcome to achieve this, simulating thousands of polycrystalline
models with molecular dynamics is feasible with current computational power but
represents a significant amount of computational power. Furthermore, a method
to describe a polycrystal that can be used to relate properties of the polycrystal
e.g. diffusion coefficient or activation energy to the structure (and thus the internal
microstructure) of the polycrystal. For example, properties like the density, dimen-
sionality or the variance in the bond lengths or atomic volumes within the structure
are properties that are used in current ML models to characterise a structure and
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represent a possible avenue to explore.
Oxygen transport at UO2 and CeO2 Grain Boundaries
Chapter 8 focused on how fission products at uranium oxide grain boundaries affects
the oxygen transport and thus corrosion of the material. It was found that the
segregation of these defects to the grain boundary was energetically favourable and
thus segregation of fission products will occur over time. Oxygen vacancies follow
the fission products and thus segregate to the fission products, facilitating increased
oxygen diffusion in those regions.
Chapter 9 focussed on how gadolinium dopants at cerium oxide grain boundaries af-
fected the oxygen transport of the material. It was found that segregation of Gd3+
to the grain boundaries is a thermodynamically favourable process and thus the
randomly doped configurations will degrade into the grain boundary doped config-
urations over time. Furthermore, as the oxygen vacancies are strongly attracted to
Gd3+ the resulting high concentrations of Gd2O3 at the doped grain boundaries lead
to a reduction in grain interior oxygen transport and this transport is limited to the
grain boundaries. Counter to this, we find that a more uniform distribution of Gd3+
allows transport to occur in the grain interiors as well as in the grain boundaries as
oxygen vacancies can also reside close to Gd3+ dopants in the grain interior. Thus
segregation of dopants over time is a significant factor in the blocking effect of grain
boundaries in GDC, which was evaluated in terms of electrostatic potential.
Chapter 9 built on chapter 8 by considering different dopant distribution schemes
and different dopant concentrations however it did not consider a distribution of
dopants that was at thermodynamic equilibrium. The concept of studying dopant
distribution was discussed in chapter 10 and the studies conducted in chapters 8
and 9 would benefit from studying the distribution of dopants using Monte Carlo.
The tools that were utilised in chapter 10 were not available when the work was
being conducted for chapters 8 and 9 which is why this was not performed during
this project. This represents and avenue of future work for both chapters 8 and 9.
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Furthermore, defects in uranium oxide are wide ranging and thus combinations of
fission products are inevitable, a useful avenue to explore would be investigate how
different combinations of impurities effect the properties of the material. Likewise,
in cerium oxide, different trivalent dopants have been used to improve the transport
properties and thus different dopants could be studied.
Dopant Segregation to UO2 Interfaces
This chapter focussed on how gadolinium dopants segregate to different interfaces in
uranium oxide, and for the first time introduces the concept of polycrystalline sur-
faces. It was found that dopants readily segregate to the surfaces and grain bound-
aries of uranium oxide when looked at in isolation. When combined (In I-Interfaces),
dopants prefer to segregate to the surface and T-interface before segregating to the
grain boundary and then to the bulk and sub surface regions.When oxygen vacancies
were introduced they segregate to the Gd.
This chapter represents an early study on the effect of T-Interfaces on the properties
of oxide surfaces. In the future more interfaces should be generated in order to
increase the sample size and thus make the predictions more universal. The method
for dealing with the oxygen vacancies needs to be addressed further. In this work,
the charge was added to the uranium atoms, in the future, a method to allow oxygen
vacancies to be added to the system should be tried. For example. other studies
have used dummy atoms in place of oxygen vacancies and swaps were performed
between these dummy atoms and the oxygen atoms. This approach could be utilised
in the future in order to cope with the poor swap rates that are associated with
oxygen vacancies in Monte Carlo simulations. It would be interesting to determine
if this method would give a different result to the charge smearing approach used
in this work. Furthermore, the T-Interface configurations used in this work gave a
slightly smaller bulk Gd concentration that the surfaces and grain boundaries. In




In this thesis structural (Surfaces, Grain boundaries and T-Interfaces) and chemical
impurities were studied in two metal oxides, UO2 and CeO2. The ultimate goal
was to understand how a combination of these defects affects the properties of each
material. The ultimate conclusion of this thesis is that there is a complicated rela-
tionship between structural defects and chemical defects and that in real systems,
the effect of both combined, must be considered. In the final chapter, the segre-
gation of Gd to the interfaces of UO2 was discussed. There is a thermodynamic
driving force for dopants to segregate to the surfaces, thus the influence of dopants
on the adsorption properties of materials must be considered. For example in this
thesis the adsorption of atmospheric and environmental molecules on the surfaces of
CeO2 was discussed, it was found that the strength of adsorption was altered by the
presence of dopants at the surface. Another example in this thesis related to grain
boundaries, in grain boundaries it was found that defects at the boundary alter the
transport properties and structure of both UO2 and CeO2.
In conclusion the work presented in this thesis has explored the interplay between
chemical defects and structural defects in uranium oxide and cerium oxide for a wide
array of applications. This work has demonstrated how defects control the important
properties of CeO2 and UO2. Through the use of theoretical calculations, it was
possible to gain a greater understanding of the formation, stability and structure
of these defects, what external factors influence them, and how they determine
the chemistry of both materials. Furthermore, through the use of computational
modelling it was possible to predict new properties, which will aid future research.
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Figure A.1: Difference between the reduction temperature on surfaces with water
and surfaces with carbon dioxide. If the difference is positive, the surface will reduce
at a lower temperature when in the prescence of water and if it is negative the surface
with reduce at a lower temperature in the prescence of carbon dioxide.
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A.2 Scheme 1 - Hydroxylated Surfaces
Figure A.2: The reaction energy for phosphate adsorption on the {111} (blue),
{110} (orange) and {100} (green) surfaces at constant oxygen stoichiometry, varying
hydrogen concentration and varying Ce3+ concentration.
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A.3 Scheme 2 - CeO2-x Surfaces
Figure A.3: The reaction energy for phosphate adsorption on the {111} (blue),




A.4 Scheme 3 - Hydroxylated CeO2-x Surface
Figure A.4: The reaction energy for phosphate adsorption on the {111} (blue),
{110} (orange) and {100} (green) surfaces at constant, but sub-stoichiometric oxy-
gen stoichiometry, varying hydrogen concentration and varying Ce3+ concentration.
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