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Abstract
We show that for any prime odd integer d, there exists a correlation of size Θ(r) that can
robustly self-test a maximally entangled state of dimension 4d− 4, where r is the smallest mul-
tiplicative generator of Z×d . The construction of the correlation uses the embedding procedure
proposed by Slofstra (Forum of Mathematics, Pi. Vol. 7, (2019)). Since there are infinitely many
prime numbers whose smallest multiplicative generator is at most 5 (M. Murty The Mathemati-
cal Intelligencer 10.4 (1988)), our result implies that constant-sized correlations are sufficient for
robust self-testing of maximally entangled states with unbounded local dimension.
1 Introduction
The certification of a quantum device is an important building block for many quantum informa-
tion processing tasks, especially when the devices are provided by some untrusted vendor. We
would like such certification to be done based solely on the observed measurement statistics and
with the only assumption that any local device cannot communicate their own inputs to the other
local devices. The measurement statistics are referred to as correlations.
It has been shown that certain quantum correlations require the distant parties to share a par-
ticular entangled state up to some local isometry. This phenomenon is referred to as self-testing.
If we can further prove that, when the observed correlation deviates from the ideal one to some
extent, the shared state is still close to the ideal state up to some local isometry, then we say the
self-test is robust.
The fact that the verifier only interacts classically with the unknown device makes self-testing a
powerful tool for applications in quantum cryptography and computational complexity theory. It
allows a classical party to delegate quantum computations to some untrusted service provider and
verify that the computations are performed honestly and correctly [RUV13, CGJV17]. Self-testing
also becomes a critical component of the security proofs of device-independent quantum crypto-
graphic protocols [MY98, FM18]. Since the setting of multi-prover interactive proof systems is
similar to a self-test, self-testing arguments also help to prove lower bounds of the computational
power of entanglement-assisted multiprover interactive proof systems [FJVY19, NW19].
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The case of robust self-testing of the EPR pair,
|EPR〉 = 1√
2
(|00〉+ |11〉),
is fully understood. The techniques for this case are first introduced in [MYS12], then improved
in [BP15]. Robust self-testing of partially entangled qubits is proved later in [YN13], the authors
of which also propose an generalized swap-isometry that can be used to robustly self-test large
dimensional maximally entangled states. Robust self-testings of tensor product of maximally and
partially entangled qubits are proved in [Col16, NV17, NV18], with the last one being the one with
the smallest input and output alphabets. Self-testing of all pure bipartite entangled states is proved
in [CGS17]. The authors of [CGS17] construct a family of correlations such that an entangled state
of any local dimension has a self-testing correlation in this family. To generate a correlation in the
family, Alice and Bob use constant-sized input alphabets but size-d output alphabets, where d is
the local dimension of the entangled state. The robustness of this family of correlations is proved
in [CS17b].
Our work aims at minimizing the sizes of the input and output alphabets of a correlation
that can self-test a maximally entangled states with large local dimension. For comparisons, all
the correlations used in the results listed above have either input or output alphabets with sizes
dependent on the local dimension of the entangled state. Our progress is summarized in the
following theorem.
Theorem 1.1 (Informal). There exists an infinite-sized set D of odd prime numbers such that, for any
d ∈ D, the maximally entangled state of local dimension 4(d− 1) can be robustly self-tested with constant-
sized input and output alphabets.
The formal statement of this theorem is given in Theorem 6.16 and Theorem 6.17.
The set D is, specifically, the set of all odd prime numbers whose smallest primitive root is
either 2, 3, or 5, We say that r is a primitive root of d if r is the multiplicative generator of the group
Z
×
d . It has been shown that D has infinitely many elements [Mur88].
1.1 Proof overview
To prove Theorem 1.1, we construct a correlation with Θ(r)-sized input and constant-sized output
alphabets for each odd prime number d whose smallest primitive root is r. This correlation is
denoted by C(d, r). Note that the size of neither the input nor the output alphabet of C(d, r) de-
pends on d. Once we prove C(d, r) can robustly self-test a maximally entangled state of dimension
4(d− 1), we apply it to all d ∈ D and prove Theorem 1.1.
The correlation C(d, r) contains a winning correlation of a specially-designed binary linear
system game. In a general linear system game, Alice is given a random equation from a linear
system and she should give an assignment to each variable of the equation. Bob is asked to assign
a value to a random variable of the chosen equation. They win the game if Alice’s assignment
satisfies the equation and Bob’s assignment to the variable matches Alice’s assignment. A widely-
used and thoroughly-studied example of a linear system game is the Magic Square game [Ara04].
In this game, the linear system is
x1 + x2 + x3 = 0 x4 + x5 + x6 = 0 x7 + x8 + x9 = 0
x1 + x4 + x7 = 0 x2 + x5 + x8 = 1 x3 + x6 + x9 = 0.
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Using two copies of |EPR〉, the Magic square game can be won with certainty. It has been shown
that if a strategy can win this game almost perfectly, the shared state must be close to |EPR〉⊗2 up
to some local isometry [WBMS16]. So we say that the Magic Square game can robustly self-test
|EPR〉⊗2. The key observation that leads to the self-testing proof is that a winning strategy must
contain binary observables X and Z that satisfy the anti-commutation relation
XZ = −ZX.
Intuitively, we can think of the Magic Square game as a way to enforce the anti-commutation
relation [CS17a].
Our linear system game, LS(r), is designed to enforce the relation
UOU† = Or, (1)
for unitaries U and O, and some integer r. The inspiration comes from Slofstra’s seminal work
[Slo19], where he proves that there exists a binary linear system game that cannot be won by
any finite-dimensional quantum strategy but a limit of finite-dimensional strategies can win it
perfectly. It implies that the set of quantum correlations generated by finite-dimensional strategies
is not closed. In the proof, he proposes and validates a new way to design binary linear system
games to enforce conjugacy relations of the form XYX† = Z for unitaries X,Y and Z.
Following Slofstra’s design, the sizes of the input alphabets for Alice and Bob are of order Θ(r),
and the answer sets are of size Θ(1) in LS(r).
The reason that we choose eq. (1) to be the relation enforced by LS(r) is the following. Winning
LS(r) guarantees that the winning strategy contains binary observables M1,M2,M3,M4 on Alice’s
side and N1,N2,N3,N4 on Bob’s side such that
U = M3M4 = N3N4 O = M1M2 = N1N2
with U and O satisfying eq. (1). Moreover, if we can certify that the unitary O has the eigenvalue
ωd := e
i2π/d where r is a primitive root of d, eq. (1) automatically guarantees that the spectrum
of O contains {ω jd}d−1j=1 . It also guarantees that the eigenspace of each distinct eigenvalue has the
same dimension.
The strong guarantee of eq. (1) is built on the assumption of an eigenvalue of the unitary O,
so the next problem is how to certify that O has eigenvalue ωd. In order to solve it, we design
C(d, r) to contain an extension of the optimal correlation that achieves the maximal violation of
the weighted CHSH inequality. The α-weighted CHSH inequality is defined by
Iα = α〈M1N1〉+ α〈M1N2〉+ 〈M2N1〉 − 〈M2N2〉 ≤ 2|α|,
where Mx and Ny for x, y ∈ {1, 2} are some binary observables. Define µ = arctan(1/α),
σz = |0〉〈0| − |1〉〈1| σx = |0〉〈1|+ |1〉〈0|,
which are the Pauli-Z and Pauli-X operators. This inequality is maximally violated when the
shared state is |EPR〉, Alice’s binary observables are
M˜1 = σz M˜2 = σx,
and Bob’s binary observables are
N˜1 = cos(µ)σz + sin(µ)σx N˜2 = cos(µ)σz − sin(µ)σx
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We first prove that the maximal violation of Iα can robustly self-test the shared state |ψ〉 and the
observables M˜1, M˜2 and N˜1, N˜2 in Section 4. Then we notice that
N˜1N˜2 = cos(2µ)1− sin(2µ)σzσx
has eigenvalues ei2µ and e−i2µ.
Therefore, in the extended correlation, we set α = cot(−π/d) for some odd prime d whose
primitive root is r, and ask Alice and Bob to reuse the observables M1,M2 and N1,N2 from a
winning strategy of LS(r). Then we can certify that the unitary O = M1M2 = N1N2 has eigen-
values ωd and ω
−1
d . Combining this observation with the fact that O satisfy the relation eq. (1),
we can conclude that all the eigenvalues of O contains {ω jd}d−1j=1 , and the eigenspaces of all such
eigenvalues have the same dimension.
The full correlation C(r, d) is produced by an ideal strategy that can win LS(r) perfectly and
can reproduce the aforementioned extended correlation perfectly. Combining the implications of
a quantum strategy to win LS(r) and reproduce the extended correlation, we can prove that the
correlation C(r, d) can robustly self-test the state |ψ˜〉 defined by
|ψ˜〉 = 1√
d− 1
(
d−1
∑
j=1
|j〉|d− j〉
)
⊗ |EPR〉⊗2.
More precisely, we prove that if some quantum strategy using the shared state |ψ〉 can produce a
correlation that is within trace distance ǫ to C(d, r), then there exist an local isometry ΦA⊗ΦB and
a state |junk〉 such that
‖ΦA ⊗ΦB(|ψ〉)− |junk〉 ⊗ |ψ˜〉‖ = O(d5/2rdǫ1/8). (2)
Note that the isometry ΦA ⊗ ΦB only involves local operations on Alice’s and Bob’s side. The
isometry ΦA ⊗ ΦB captures the essence of the generalized swap-isometry proposed in [YN13],
but it is constructed in a different way.
As mentioned at the start of this subsection, the last step of proving Theorem 1.1 is to apply the
general self-testing result of C(d, r) to the prime numbers with a primitive root 2, 3 or 5. The theo-
rem follows naturally from the fact that there are infinitely many such prime numbers [Mur88].
1.2 Structure of the paper
We start with notations and background information in Section 2. Since the correlation we de-
signed can win a special linear system game and satisfy an extended weighted CHSH test, we
introduce the linear system game in Section 3 and the extended weighted CHSH test in Section 4.
Then we give the correlation C(d, r) and the ideal strategy to generate it in Section 5. Section 6 is
devoted to the robust self-testing proof. We end this paper with conclusions in Section 7.
2 Preliminaries and notations
2.1 Notations and mathematical background
The EPR pair is denoted by
|EPR〉 = 1√
2
(|00〉+ |11〉), (3)
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and the Pauli operators are denoted by
σx = |0〉〈1|+ |1〉〈0| σz = |0〉〈0| − |1〉〈1|. (4)
The d-th root of unity is denoted by ωd := e
2πi/d. Note that we only work with finite Hilbert
spaces in our work.
For quantum states and operators on different Hilbert spaces, we use subscripts to label them.
For example,OA is an operator on Alice’s side and |0〉B is a state on Bob’s side. The only exception
is when we label projectors used in a quantum strategy defined below. In this case, the subscript
is the input and the superscript is the output. For example, Max is Alice’s projector for input
x and output a. Operators defined by the projectors follow the same convention, for example,
Mx := M0x −M1x is a binary observable. If we add tilde to an operator, then this operator is fully
characterized and belongs to some ideal strategy. Otherwise, the operator is general and the only
assumption is that it is finite-dimensional.
We use the following notation for the closeness between quantum states.
|u〉 ≃ǫ |v〉 ⇐⇒ ‖|u〉 − |v〉‖ ≤ ǫ. (5)
Similarly, for numbers a, b ∈ C, the closeness is denoted by a ≃ǫ b ⇐⇒ |a− b| ≤ ǫ.
We use some basic number theory in our work.
Definition 2.1. A primitive root of a prime number d is an integer r such that r has multiplicative order
d− 1 in the ring of integers modulo d, Zd.
In other words, r is a multiplicative generator of Z×d .
We also need some basic notions of group presentation and group representation, so We intro-
duce them below. For more contexts, please refer to [DF04].
Let S be a set of letters. We denote by F(S) the free group generated by S, which consists of all
finite words made from {s, s1|s ∈ S} such that no ss1 or s1s appears as a substring for any s, where
s−1 denotes the inverse of s. The group law is given by concatenation and cancellation. For a more
formal treatment, we refer to Section 6.3 of [DF04].
Definition 2.2 (Group presentation). Given a set S, let F(S) be the free group generated by S and R be
a subset of F(S). Then 〈S : R〉 denotes the quotient of F(S) by the normal subgroup generated by R. If
the group G is isomorphic to 〈S : R〉, then we say G has a presentation 〈S : R〉.
If both sets S and R are finite, then we say the group G = 〈S : R〉 is finitely-presentable. The
elements of S are the generators and the elements of R are the relations. When we refer to an
equation of the form a = b with a, b ∈ F(S) as a “relation,” it is understood that we mean the
element ab−1 ∈ R. There are two types of relations that we will be working with. Considering a
subset of generators {sj}nj=1 ⊂ S such that sj1 6= sj2 if j1 6= j2, the relations of the form Πnj=1sj = e,
where e is the identity element, are called linear relations; and the relations of the form sisjs
−1
i = sk
for some i 6= j are called conjugacy relations.
There are two special types of groups that we will work with in Section 3. We give the defini-
tions below.
Definition 2.3. Suppose C ⊂ [n]× [n]× [n], where [n] = {1, 2 . . . n}. Let
Γ = 〈{si}i∈[n] : {s2i = e}i∈[n] ∪ {sisjsi = sk}(i,j,k)∈C〉.
We say a group is a conjugacy group if it has a presentation of this form.
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A conjugacy group is a special case of what Slofstra defined as a linear-plus-conjugacy group
(Definition 26 of [Slo19]). The difference is that a conjugacy group does not have linear relations.
The next definition follows the definition of a nice linear-plus-conjugacy group (Definition 28 of
[Slo19]).
Definition 2.4. Suppose C ⊂ [n]× [n]× [n], where [n] = {1, 2 . . . n}. Let
Γ = 〈{si}i∈[n] ∪ {sjk}(i,j,k)∈C : {s2i = e}i∈[n] ∪ {s2jk = e, sisjsi = sk, sjksjsk = e}(i,j,k)∈C〉.
We say a group is a nice conjugacy group if it has a presentation of this form.
The relation sjksjsk = e implies that sj commutes with sk because
[sj, sk] = sjsksjsk = s
2
jk = e.
Next we give the definition of a group representation.
Definition 2.5. A representation of a group G on the finite Hilbert space H is a homomorphism from G to
the group of invertible linear operators on H.
The last concept of group theory that we need is a group embedding.
Definition 2.6 (Group embedding). An embedding of G into K is an injective group homomorphism:
φ : G → K.
2.2 Nonlocal games
In a nonlocal game, there are two players, Alice and Bob and each of them is requested to give
an answer for a randomly chosen question. We denote Alice’s question set by X and her family
of answer sets by {Ax}x for each x ∈ X . Similarly, Bob’s question set is denoted by Y and his
family of answer sets is denoted by {By}y for each y ∈ Y . Note that when Ax = A for each
x ∈ X , we simply say the output alphabet is A, and we follow this convention on Bob’s side
too. The probability distribution over the questions of a nonlocal game is given by a functions π :
X × Y → [0, 1], A nonlocal game also comes with a family of functions {V(x,y) : Ax ×By → R}x,y
for each (x, y) ∈ X × Y , which is the family of scoring functions. Note that when Ax = A for all
x and By = B for all y, we write the scoring function as V : A×B ×X × Y → R.
We also define a nonlocal test to be a tuple (X ,Y , {Ax}x∈X , {By}y∈Y ,π), whereX ,Y , {Ax}x, {By}y
and π are as defined for a nonlocal game. Hence, a nonlocal test does not have scoring functions.
A quantum strategy of a nonlocal game or a nonlocal test presented in terms of projective mea-
surements consists of projective measurements {{Max}a∈Ax}x∈X on Alice’s side, {{Nby}b∈By}y∈Y
on Bob’s side, and a shared state |ψ〉. By projective measurements, we mean that (Max)2 = Max =
(Max)
† and (Nby )
2 = Nby = (N
b
y)
†. Then Alice and Bob’s quantum strategy produces the conditional
probability distribution
P(a, b|x, y) = 〈ψ|Max ⊗ Nby |ψ〉, (6)
for each (x, y) ∈ X × Y and (a, b) ∈ Ax × By. Note that the tensor product structure indicates
that the two parties cannot communicate with each other, which is the reason why we say such
task is nonlocal. For simplicity we omit the tensor product symbol between operators acting on
different Hilbert spaces in the rest of the work. If Max : HA → HA and Nby : HB → HB, then
MaxN
b
y : HA ⊗HB → HA ⊗HB.
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Definition 2.7. Given input alphabets: X andY , and families of output alphabets: {Ax}x∈X and {By}y∈Y ,
a correlation is a family of conditional probability distributions {P(a, b|x, y) : a ∈ Ax, b ∈ By}x∈X ,y∈Y .
The size of a correlation is the sum of the sizes of the conditional probability distributions in
the correlation.
A particular type of nonlocal games that we are interested in is called binary linear system
games.
Definition 2.8 (Binary linear system game). Let Hx = c be an m× n system of linear equations over
Z2 = {0, 1} (meaning that H is an m-by-n matrix with entries in Z2 and c is a length-n vector with
entries in Z2). The associated linear system game involves two players Alice and Bob. The input and
output alphabets are
X = {Ii}mi=1 Y = {1 . . . n}
AIi = (Z2)Ii B = Z2,
where Ii = {j : H(i, j) = 1}. When Alice and Bob answer with a and b for questions Ii and j respectively,
the scoring functions are defined by
V(Ii,j)(a, b) =
{
1, if ∑k∈Ii H(i, k)a(k) ≡ c(i) (mod 2) and a(j) = b
0, otherwise.
(7)
A widely-used example of a linear system game is the Magic Square game introduced in
[Ara04], which have equations
x1 + x2 + x3 = 0 x4 + x5 + x6 = 0 x7 + x8 + x9 = 0
x1 + x4 + x7 = 0 x2 + x5 + x8 = 1 x3 + x6 + x9 = 0.
Note that the equations above are taken modulo 2. We follow this convention in the rest of our
work. For the formulation of a general linear system games over Zd, we refer to Section 3.1 of
[CS17a].
Definition 2.9 (Binary observable strategy of a linear system game). A quantum strategy presented
in terms of binary observables for the binary linear system game Hx = c consists of
1. a pair of finite-dimensional Hilbert spaces HA andHB;
2. a collection of binary observables Nj, 1 ≤ j ≤ n, on HB such that N2j = 1 for every 1 ≤ j ≤ n;
3. a collection of binary observables Mij, 1 ≤ i ≤ m, 1 ≤ j ≤ n on HA such that
(a) M2ij = 1 for every i, j, and
(b) MilMik = MikMil for every i, l, k such that H(i, l) = H(i, k) = 1;
and
4. a quantum state |ψ〉 ∈ HA ⊗HB.
Note that a measurement strategy of a binary linear system game can be converted to a binary
observable strategy. Let a measurement strategy be ({{Mai }a∈Xi}mi=1, {{Nbj }1b=0}nj=1, |ψ〉), where
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Xi is the answer set of equation i. The corresponding binary observable strategy consists of, |ψ〉,
Nj := N
0
j − N1j and
Mij := ∑
a:a(j)=0
Mai − ∑
a:a(j)=1
Mai
for 1 ≤ i ≤ m and 1 ≤ j ≤ n. Hence, in the rest of the work, we focus on binary observable
strategies of linear system games. Specifically, we assume that Alice has a binary observable for
each variable in each equation, so when she is asked the assignment of a particular variable, she
simply measures according to the corresponding observable of that variable.
A perfect binary observable strategy for the linear system game associated with Hx = c can
be constructed from a finite-dimensional representation of a finitely presentable group over Z2,
called the solution group.
Definition 2.10 (Solution group of a linear system game). Let Hx = c be an m× n linear system. The
solution group of this system is the group
Γ(H, c) := 〈x1, . . . xn, J :J2 = x2i = e, Jxi = xi J for all 1 ≤ i ≤ n,
Πnj=1x
H(i,j)
j = J
c(i) for all 1 ≤ i ≤ m, and
xlxk = xkxl if H(i, k) = H(i, l) = 1 for some i〉.
The relation J2 = x2i = e means that all the generators are of order 2. Let Ψ be a finite-
dimensional representation of Γ(H, c) such that Ψ(J) = −1 on the carrier space Cd. Then a perfect
strategy for the linear system game (Hx = c) has
1. Mij = Ψ(xj) for all 1 ≤ i ≤ m and 1 ≤ j ≤ n,
2. Nj = Ψ(xj)
⊺ for all 1 ≤ j ≤ n,
3. the maximally entangled state |ψ〉 = 1√
d
∑
d
k=1 |k〉|k〉.
2.3 The weighted CHSH inequality [AMP12].
The weighted CHSH inequality a variation of the CHSH inequality [CHSH69]. We formulate it as
a nonlocal game. The input alphabets and output alphabets of Alice and Bob are X = Y = {1, 2}
andA = B = Z2. The scoring function for the α-weighted CHSH test, when |α| ≥ 1, is defined by
V(a, b, x, y)α−CHSH =


α(−1)a+b, if x = 1,
(−1)a+b, if x = 2, y = 1,
(−1)1+a+b, if x = y = 2.
(8)
The input distribution is π(x, y) = 1/4 for all (x, y) ∈ X × Y .
Let Alice and Bob’s quantum strategy in terms of projectors be ({{Max}a}x, {{Nby}b}y, |ψ〉). We
define binary observables Mx := M0x −M1x and Ny := N0y − N1y from Alice and Bob’s projectors.
The weighted CHSH inequality states that
Iα = α〈M1N1〉+ α〈M1N2〉+ 〈M2N1〉 − 〈M2N2〉 ≤ 2|α|, (9)
where 〈MxNy〉 := 〈ψ|MxNy|ψ〉 is the expectation value of the observables. The weighted CHSH
inequality is true if Alice and Bob share some product state |φ〉 = |φA〉 ⊗ |φB〉. However, if they
share an entangled state |ψ〉, the value of Iα can be as large as Imaxα = 2
√
1+ α2 [AMP12].
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Definition 2.11 (Ideal strategy to achieve Imaxα [AMP12]). Define µ := arctan(1/α). The ideal strat-
egy for weighted CHSH with parameter α, which achieves the value Imaxα , consists of the joint state |EPR〉
and observables M˜1 = σz, M˜2 = σx, N˜1 = cos(µ)σz + sin(µ)σx and N˜2 = cos(µ)σz − sin(µ)σx.
An interesting observation of theweightedCHSH inequality is that it admits robust self-testing
of the ideal strategy given above. We give the formal statement of this robust self-testing property
of Iα in Section 4.1. In Section 5 we design a nonlocal test called the extended weighted CHSH
test based on the ideal correlation that maximally violates the weighted CHSH inequality.
2.4 Approximation tools
In the rest of the paper, we use the following approximation results implicitly and explicitly.
Proposition 2.12. Let |v〉 and |v′〉 be vectors such that the relation |v〉 ≃ǫ |v′〉 holds. Then for any unit
vector |u〉,
〈v|u〉 ≃ǫ 〈v′|u〉.
Proof. We can write |v′〉 = |v〉+ |v′′〉, where ‖|v′′〉‖ ≤ ǫ, then
‖〈v|u〉 − 〈v′|u〉‖ = ‖〈v′′|u〉‖ ≤ ‖|u〉‖‖|v′′〉‖ ≤ ǫ.
Proposition 2.13. Let |ui〉 and |vi〉 for i = 1, 2 be vectors with norm less than equal to 1 such that
|u1〉 ≃ǫ1 |v1〉 and |u2〉 ≃ǫ2 |v2〉. Then,
〈u1|u2〉 ≃ǫ1+ǫ2 〈v1|v2〉.
Proof. By direct calculation we have
‖〈u1|u2〉 − 〈v1|v2〉‖ ≤‖〈u1|u2〉 − 〈v1|u2〉‖+ ‖〈v1|u2〉 − 〈v1|v2〉‖
≤ǫ1 + ǫ2,
where we used Proposition 2.12.
Proposition 2.14. Let U be a unitary matrix and |u〉 and |v〉 be two vectors such that
U|u〉 ≃ǫ1 a|u〉 U|v〉 ≃ǫ2 b|v〉,
for some a 6= b ∈ C and ‖a‖ = ‖b‖ = 1. Then,
‖〈u|v〉‖ ≤ max(‖|u〉‖, ‖|v〉‖) ǫ1 + ǫ2‖1− a−1b‖ +
ǫ1ǫ2
‖1− a−1b‖ .
Proof. We write U|u〉 = a|u〉 + |u′〉 such that ‖|u′〉‖ ≤ ǫ1. Similarly, we write U|v〉 = b|v〉 + |v′〉
such that ‖|v′〉‖ ≤ ǫ2. Then,
〈u|v〉 =〈Uu|Uv〉
=(a−1〈u|+ 〈u′|)(b|v〉 + |v′〉)
=a−1b〈u|v〉+ a−1〈u|v′〉+ b〈u′|v〉+ 〈u′|v′〉,
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which implies that
‖〈v|u〉‖ = ‖a
−1〈u|v′〉+ b〈u′|v〉+ 〈u′|v′〉‖
‖1− a−1b‖
≤ ‖a‖‖|v〉‖‖|u
′〉‖+ ‖b‖‖|u〉‖‖|v′〉‖+ ‖|u′〉‖‖|v′〉‖
‖1− a−1b‖
≤ max(‖|u〉‖, ‖|v〉‖) ǫ1 + ǫ2‖1− a−1b‖ +
ǫ1ǫ2
‖1− a−1b‖ .
Proposition 2.15. Let |u〉 and |v〉 be two vectors such that ‖|u〉‖ ≃ǫ1 1, ‖|v〉‖ ≃ǫ2 1, and 〈u|v〉 ≃ǫ3 1.
Then
|u〉 ≃O(√ǫ1+ǫ2+ǫ3) |v〉.
Proof. Direct calculation gives us that
‖|u〉 − |v〉‖2 = ‖|u〉‖2 + ‖|v〉‖2 − 2〈u|v〉
≤ (1+ ǫ1)2 + (1+ ǫ2)2 − 2(1− ǫ3)
= 2(ǫ1 + ǫ2 + ǫ3) + ǫ
2
1 + ǫ
2
2
= O(ǫ1 + ǫ2 + ǫ3).
Proposition 2.16. Let |u〉 be a vector with norm less than or equal to 1 such that for a unitary U,
U|u〉 ≃ǫ a|u〉,
for a ∈ C and ‖a‖ = 1. Then,
Un|u〉 ≃nǫ an|u〉
for all n ≥ 1.
Proof. We can prove it by induction. The k = 1 case follows the given condition. Assume it holds
for k = n− 1 and consider k = n, then we have
‖Un|u〉 − an|u〉‖
≤‖U‖‖Un−1|ψ〉 − an−1|ψ〉‖+ ‖an−1‖‖U|ψ〉 − a|ψ〉‖
≤(n− 1)ǫ+ ǫ = nǫ,
where we used the fact that ‖U‖ = 1.
Lemma 2.17 (Substitution Lemma). Let HA and HB be two Hilbert spaces, and |ψ〉 ∈ HA ⊗ HB.
Suppose there exist unitaries {V} ∪ {Vi}ki=1 ∪ {Mi}ni=1 on HA) and {Ni}ni=1 onHB such that
Mi|ψ〉 ≃ǫ1 Ni|ψ〉
for 1 ≤ i ≤ n, and
V|ψ〉 ≃ǫ2 Πki=1Vi|ψ〉.
Then,
VΠni=1Mi|ψ〉 ≃2nǫ1+ǫ2
(
Πki=1Vi
)
(Πni=1Mi) |ψ〉.
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Proof. We prove this lemma by induction on n. The n = 0 case follows the condition that V|ψ〉 ≃ǫ2
Πki=1Vi|ψ〉.
Assume the conclusion holds for n = m. Consider the case n = m+ 1, then
VΠm+1i=1 Mi|ψ〉 = V (Πmi=1Mi)Mm+1|ψ〉
≃ǫ1 V (Πmi=1Mi)Nm+1|ψ〉
= Nm+1V (Π
m
i=1Mi) |ψ〉
≃2mǫ1+ǫ2 Nm+1
(
Πki=1Vi
)
(Πmi=1Mi) |ψ〉
=
(
Πki=1Vi
)
(Πmi=1Mi)Nm+1|ψ〉
≃ǫ1
(
Πki=1Vi
) (
Πm+1i=1 Mi
)
|ψ〉.
Adding the error terms in the derivation above together gives us that
VΠm+1i=1 Mi|ψ〉 ≃(2m+2)ǫ1+ǫ2
(
Πki=1Vi
) (
Πm+1i=1 Mi
)
|ψ〉.
By the principle of inductive proof, the proof is complete.
3 The binary linear system game LS(r)
In this section, we introduce a binary linear system game that is a component of the full test. This
game is designed to enforce relations that should be satisfied by Alice and Bob’s observables.
The inspiration comes from Slofstra’s seminal work [Slo19], in which he embeds a group with
generators x and y satisfying the relation xyx−1 = y2 into the solution group of a binary linear
system game. We generalize the relation xyx−1 = y2 and embed the following group
P = 〈u, o : uou−1 = or〉, (10)
for some r ∈ N, into the solution group, Γ, of a binary linear system game, LS(r). The steps
to embed P into Γ follows the procedure detailed in the proofs of Proposition 33, Lemma 29
and Proposition 27 of [Slo19], so the group P (eq. (10)) is first embedded into P0 (Definition 3.1),
then P1 (Definition 3.3), and finally into the group Γ (Definition 3.5), and we obtain a chain of
embeddings:
P →֒ P0 →֒ P1 →֒ Γ. (11)
This section is structured as follows. In Section 3.1, we define the group P0 and prove that
P is embedded in P0. In Section 3.2, we define the group P1 and prove that P0 is embedded
in P1. Section 3.3 contains the definition of the group Γ and the proof that P1 is embedded in
Γ. The purposes of introducing each intermediate group are explained along the definitions. In
Section 3.4, we construct LS(r) from Γ and give the formal definition of LS(r).
Note that, we defer the full definitions of the representations of P0, P1 and Γ until Appendix B.
Instead, We only highlight a few operators from a finite-dimensional representation of Γ. The
representation of Γ will be used later to build the ideal strategy of the full test.
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3.1 The group P0
The group P0 is a conjugacy group (Definition 2.3), and is defined below. The purpose of this step
is to embed P into a group where all the generators are of order-2, because it is impossible to find
a homomorphism from P to a solution group that maps u or o, which can have arbitrary order, to
a single binary generator. On the other hand, a homomorphism from P0 to a solution group can
be easier to find because all the generators of P0 are binary.
Definition 3.1. Let the set S0 be
S0 = {oi}ri=1 ∪ {ui}5i=1,
and the set R0 be the union of
Rbase = {s2 = e|s ∈ S},
Ru = {u3 = u2o1u2, u4 = u2o2u2, u5 = u1u3u1, o2 = u1u4u1, u5 = o1oro1},
and
Ro =
{⋃r/2−1
j=1 {o1+2j = o1o2jo1, o2+2j = o2o1+2jo2} if r is even ,
{o3 = o2o1o2} ∪⋃(r−3)/2j=1 {o2+2j = o1o1+2jo1, o3+2j = o2o2j+2o2} if r is odd .
The group P0 is a group with presentation 〈R0 : S0〉.
The special generators of P0 are o1, o2, u1 and u2 because the product o1o2 behaves similarly as
o, and the product u1u2 behaves similarly as u. Moreover, the conjugacy relations in R0 can be
combined to recover the relation uou−1 = or , as proved in the next proposition.
Proposition 3.2. The group P is embedded in P0. Furthermore, the generators of P0 satisfy the relations
(u1u2)o2(u2u1) = o2 (12)
(u1u2)
jo1o2(u2u1)
j = (o1o2)
r j , (13)
for any j ∈ N.
Proof. We prove eq. (12) first. It is easy to see that
u1(u2o2u2)u1 = u1u4u1 = o2. (14)
Next, The proof that P is embedded in P0 is based on the j = 1 case of eq. (13). Once it is
proved, we can use the recipe given in the proof of Proposition 33 of [Slo19] to construct a finite-
dimensional representation of P0 from a finite-dimensional representation of P . Then Lemma 15
of [Slo19] proves that a homomorphism φ : P → P0 such that φ(u) = u1u2 and φ(o) = o1o2 is
injective.
We prove eq. (13) by induction. The base case follows the direct calculation given below
u1u2o1o2u2u1 =u1(u2o1u2)(u2o2u2)u1
=(u1u3u1)(u1u4u1)
=u5o2
=o1oro1o2.
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Then we substitute the definitions of ok for k = r . . . 3 into the equation above, which proves the
j = 1 case.
Assume the statement is true for j = n, then for j = n+ 1
(u1u2)
n+1o1o2(u2u1)
n+1 =u1u2(o1o2)
rnu2u1
=(u1u2o1o2u2u1)
rn
=(o1o2)
rn+1,
where from the first line to the second line, we insert (u2u1)(u1u2) between every pair of o1o2, and
from the second line to the third line, we apply the j = 1 case rn times. Hence, the statement is
true.
Note that our representation Ψ0 of P0 is different from the representation constructed in the
proof of Proposition 33 of [Slo19]. We give the formal definition of Ψ0 (Definition B.1) in Ap-
pendix B.
To better characterize all the conjugacy relations of P0 and simplify the presentation of P0, we
relabel ui and oi’s as ai’s in such a way that
aj :=


oj for j = 1, 2
uj−2 for j = 3 . . . 7
oj−5 for j = 8 . . . r+ 5.
(15)
Then we define the set C(r) of tuples (i, j, k) such that
C(r) = {(i, j, k)|(aiajai = ak) ∈ R0}. (16)
The size of C(r) is r+ 3. Hence, another presentation of the group P0 is
P0 = 〈{ai}r+5i=1 : {a2i = e}r+5i=1 ∪ {aiajai = ak|(i, j, k) ∈ C(r)}〉,
and we will construct P1 based on this presentation of P0.
3.2 The group P1
The group P1 is a nice conjugacy group (Definition 2.4). We embed P0 into P1 to make the con-
struction of a finite-dimension representation of Γ from a finite-dimension representation of P1
easier.
Definition 3.3. Define the set S1 to be
S1 = {ai, bi, ci, di}r+5i=1 ∪ { f0} ∪ {hjk}(i,j,k)∈C(r),
and the set R1 to be
R1 ={s2 = e|s ∈ S1}
∪ {ai = bici = f0di, f0bi f0 = ci}r+5i=1
∪ {hjkbjck = e, dibjdi = ck}(i,j,k)∈C(r).
The group P1 is a group with the presentation 〈S1 : R1〉.
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Note that the group P1 is the same as the group K used in the proof of Lemma 29 of [Slo19].
For each 1 ≤ i ≤ r + 5, the relation ai = bici guarantees that bi commutes with ci. For each
(i, j, k) ∈ C(r), the linear relation hjkbjck = e guarantees that bj commutes with ck.
The relation between P0 and P1 is summarized in the propositions below.
Proposition 3.4. The group P0 is embedded in P1.
Proof. We prove this proposition by showing that generators ai’s in S1 satisfy the relation aiajai =
ak for all (i, j, k) ∈ C(r). This means the homomorphism φ : P0 → P1 that maps ai to ai is
homomorphism from P0 to P1.
We first show that dicjdi = bk, which is because
dicjdi = di( f0bj f0)di = f0(dibjdi) f0 = f0ck f0 = bk.
Then, we can prove that
aiajai = f0dibjcj f0di = ( f0dibjdi f0)( f0dicjdi f0) = ( f0ck f0)( f0bk f0) = bkck = ak,
where we use the fact that f0 commutes with di.
A representation of P1 can also be built upon a representation of P0. Suppose Ψ0 is a represen-
tation of P0 on some Hilbert spaceH, then a representation of P1, Ψ1, on the Hilbert space C2⊗H
can be constructed such that
Ψ1(ai) = 1C2 ⊗Ψ0(ai)
as proved in Lemma 29 of [Slo19]. Then, the injectivity of φ follows Lemma 15 of [Slo19].
The consequence of this proposition is that P is embedded in P1. We give the formal definition
of the representation Ψ1 of P1 (Definition B.2) in Appendix B.
3.3 The group Γ
The group Γ is a solution group, so all the generators of Γ are of order-2 and all the relations are
linear relations. Moreover, the linear relations can be combined to recover the conjugacy relations
in R1.
Definition 3.5. Define the set S to be
S = {ai, bi, ci, di, {pi,j}5j=1}r+5i=1 ∪ { fi, gi,mi}2i=0 ∪ {hjk}(i,j,k)∈C(r) ∪ {{qc ,j}6j=1}c∈C(r),
and the set R to be the union of the following sets of linear relations:
• for each i = 1 . . . r+ 5:
Ri = {ai = bici = f0di, f0 f1 f2 = e, bi f2pi,1 = e, pi,1pi,2pi,3 = e,
f0pi,3pi,4 = e, cipi,4pi,5 = e, f1pi,2pi,5 = e},
• for each c = (i, j, k) ∈ C(r):
Rc = {hjkbjck = e, diqc,1 f2 = e, bj f2qc,2 = e, qc,2qc,3qc,4 = e,
diqc,4qc,5 = e, ckqc,5qc,6 = e, qc,1qc,3qc,6 = e},
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• RMS = { f0 f1 f2 = e, g0g1g2 = e, m0m1m2 = e, f0g2m0 = e,
f2g0m1 = e, f1g1m2 = J},
• RJ = {JsJs = e|s ∈ S} ∪ {J2 = e},
• Rbase = {s2 = e|s ∈ S}.
The group Γ is a group with the presentation 〈S ∪ {J} : R〉.
In the next proposition, we prove that the group P1 is embedded in Γ.
Proposition 3.6. The group P1 is embedded in Γ. The generators of Γ also satisfy the relations:
f0g0 f0g0 = J, (17)
f2g2 f2g2 = J. (18)
Proof. To prove the first claim, we show that the generators bi, ci, di satisfy the relations dibjdi = ck
for each c = (i, j, k) ∈ C(r).
dibjdi =(kc1 f2)( f2kc2)(kc4kc5)
=kc1(kc2kc4)kc5
=(kc1kc3)kc5
=kc6kc5
=ck.
The derivation of f0bi f0 = ci is similar for 1 ≤ i ≤ r + 5, so we omit it here. Hence, a map
φ : P1 → Γ thatmaps s to s for each s ∈ S1 is a homomorphism betweenP1 and Γ. A representation
of Γ can be constructed from a representation of P1 as shown in the proof of Proposition 27 of
[Slo19], so the injectivity of homomorphism φ follows Lemma 15 of [Slo19].
Equation (17) can be proved by
f0g0 f0g0
=( f1 f2)( f2m1)( f1 f2)( f2m1)
= f1m1 f1m1
= f1(g0 f2) f1(m0m2)
= f1g0( f2 f1)( f0g2)m2
= f1g0g2m2
= f1g1m2
=J.
Equation (18) can be proved analogously.
Since P is embedded in P1, we can conclude that P is embedded in Γ as well.
The formal definition of a representation of Γ is given in Definition B.3. We highlight a few
important operators here. The representation Ψ of Γ is defined on the Hilbert space W2 ⊗W2 ⊗
Wd−1, whereWk denotes a Hilbert space of dimension k,
Wk = span{|xj〉}kj=1. (19)
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We denote the standard basis ofWk by {|xj〉}kj=1. We denote the identity operator for the subspace
Wk by 1Wk .
We define an operator O˜ onWd−1 as
O˜ =
d−1
∑
j=1
ω
j
d|xj〉〈xj|.
Note that another form of the basis ofWd−1 is {|xr j〉}d−2j=0 , where the subscript rj is taken modulo d
implicitly, because another form of O˜ is
O˜ =
d−2
∑
j=0
ωr
j
d |xr j〉〈xr j |. (20)
We use the second form of the basis when it is convenient. The other basis ofWd−1 that we use is
{|uj〉}d−2j=0 defined by
|uk〉 = 1√
d− 1
d−2
∑
j=0
ω
jk
d−1|xr j〉.
The basis {|uj〉} is the eigen-basis of operator U˜ defined by
U˜ =
d−2
∑
j=0
ω
j
d−1|uj〉〈uj|.
Note that in the standard basis,
U˜ =
d−2
∑
j=0
|xr j−1〉〈xr j |. (21)
The unitaries U˜ and O˜ are special because they satisfy the relation U˜O˜U˜† = O˜r.
Here we only present what a1, a2, a3 and a4 are mapped to by the representation Ψ, since they
are the key generators of Γ.
Ψ(a1) = 1W2 ⊗ 1W2 ⊗
(
(d−1)/2
∑
j=1
ω
j
d|xj〉〈xd−j|+ ω
−j
d |xd−j〉〈xj|
)
(22)
Ψ(a2) = 1W2 ⊗ 1W2 ⊗
(
d−1
∑
j=1
|xj〉〈xd−j|
)
. (23)
Ψ(a3) = 1W2 ⊗ 1W2 ⊗
[
|u0〉〈u0|+ ω(d−1)/2d−1 |u(d−1)/2〉〈u(d−1)/2|
+
(d−3)/2
∑
k=1
(
ωkd−1|uk〉〈ud−1−k|+ ω−kd−1|ud−1−k〉〈uk|
) ] (24)
Ψ(a4) = 1W2 ⊗ 1W2 ⊗
[
|u0〉〈u0|+ |u(d−1)/2〉〈u(d−1)/2|
+
(d−3)/2
∑
k=1
(|ud−1−k〉〈uk|+ |uk〉〈ud−1−k|)
]
.
(25)
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The tensor structure of the representations come from the construction of Ψ. These operators are
important because Ψ(a1a2) = 1W2 ⊗ 1W2 ⊗ O˜ and Ψ(a3a4) = 1W2 ⊗ 1W2 ⊗ U˜ where O˜ is defined
in eq. (20) and U˜ is defined in eq. (21). The unitaries Ψ(a1a2) and Ψ(a3a4) satisfy the following
equation
Ψ(a3a4)Ψ(a1a2)Ψ(a4a3) = Ψ(a1a2)
r,
as U˜O˜U˜† = O˜r.
3.4 The game LS(r)
From the group Γ we can construct the binary linear system game LS(r). Basically, we associate a
variable x(s) to each generator s ∈ S. Then each linear relation in R can be translated to a linear
equation. For example, the linear relation f0 f1 f2 = e is translated to the equation x( f0) + x( f1) +
x( f2) = 0, and the relation f1g1m2 = J is translated to the equation x( f1) + x(g1) + x(m2) = 1.
The complete list of the equations is given in Definition A.1. The construction of LS(r) proves the
following theorem. The definition of LS(r) follows this theorem.
Theorem 3.7. The group P can be embedded in the solution group of a binary linear system game which
has n(r) := 16r+ 75 variables and m(r) := 14r+ 62 equations, where each equation has 3 variables.
Definition 3.8. The linear system game LS(r) consists of
X LS = {Ii}m(r)i=1 ,
Y LS = {x(s) : s ∈ S},
where Ii = {s : H(i, s) = 1} is the set of all the nonzero coefficient of equation i and m(r) := 14r+ 62 is
the number of equations. Details of Ii for 1 ≤ i ≤ m(r) can be found in Definition A.1. Alice’s answer sets
are
ALSIi = (Z2)Ii
for 1 ≤ i ≤ m(r). Bob’s answer set is
BLS = Z2.
The probability distribution is uniform over all the pairs (Ii, x(s)) such that s ∈ Ii, so
πLS(Ii, x(s)) =
{
1/N(r) if s ∈ Ii
0 otherwise,
where N(r) := 157r + 685 is the total number of valid question pairs. We define
Xi := {a ∈ (Z2)Ii : ∑
s∈Ii
a(s) = c(i)},
which is the set of all the valid answers of equation i. Given an answer (a, b) for question (Ii, x(s)), the
score function is
VLSIi ,x(s)(a, b) =
{
1, if a ∈ Xi and a(s) = b
0, otherwise.
As indicated above, the total number of question pairs is N(r) = 157r+ 685 = Θ(r).
The ideal strategy of LS(r) is based on the representation Ψ of Γ defined in Definition B.3. We
discuss the ideal strategy of LS(r) in Section 5.1 when we introduce the ideal strategy of the full
test.
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4 Extending the weighted CHSH inequality Iα into a nonlocal test
In this section, we introduce the extended weighted CHSH test, which is going to be a compo-
nent of the full test introduced in Section 5. The ideal correlation for this test contains the ideal
correlation that achieves Imax− cot(π/d). To ease the study of the implication of a strategy that realize
the ideal correlation of the extended weighted CHSH test, we fill in the background of the robust
self-testing property of the general weighted CHSH inequality, Iα, first.
4.1 Robust self-testing of |EPR〉 via Iα
In this section, we discuss how the weighted CHSH inequality can be used to robustly self-test
|EPR〉 and Pauli operators defined in Definition 2.11.
The formal statement is given in the theorem below. Since the proof uses the same techniques
as in [BP15], we defer the proof till Appendix C, and we only list the key relations that will be
reused in Section 6 here.
Theorem 4.1. Define µ := arctan(1/α). If a quantum strategy (|ψ〉, {Mx := M0x −M1x}x=1,2, {Ny :=
N0y − N1y}y=1,2) achieves that Iα ≥ Imaxα − ǫ for some ǫ > 0, then there exists a local isometry Φ =
ΦA ⊗ΦB and an auxiliary state |junk〉 such that
‖Φ(Mx ⊗ Ny|ψ〉)− |junk〉 ⊗ (M˜x ⊗ N˜y)|EPR〉⊗2‖ = O( 1
cos2(µ) sin1/2(µ)
+
1
sin(µ)3/2
))
√
ǫ
for x, y ∈ {0, 1, 2} where the subscript 0 refers to the identity operator and M˜x, N˜y are defined in Defini-
tion 2.11.
We follow the convention used in [BP15], which defines
ZA := M1 XA := M2
ZB :=
N1 + N2
2 cos µ
XB :=
N1 − N2
2 sin µ
.
The key relations that will be reused are
ZA|ψ〉 ≃√sǫ
c
ZB|ψ〉, (26)
XA|ψ〉 ≃√ǫ√
s
XB|ψ〉, (27)
XA(1 + ZB)|ψ〉 ≃ c+1
c
√
s
√
ǫ XB(1− ZA)|ψ〉, (28)
ZA(1 + XB)|ψ〉 ≃ s+1
c
√
s
√
ǫ ZB(1− XA)|ψ〉, (29)
ZAXA|ψ〉 ≃ 1+c+s
c
√
s
√
ǫ −XAZA|ψ〉, (30)
XAZA|ψ〉 ≃ 2s2+cs+c+s
cs
√
s
√
ǫ
−XBZB|ψ〉. (31)
We keep the exact error terms for the substitution steps in Section 6.
4.2 The extended weighted CHSH test
In this subsection, we first give the definition of the extendedweightedCHSH test, thenwe discuss
the ideal strategy of it. We defer the ideal correlation of this test til Section 5.3 as it will be presented
as a part of the ideal correlation of the full test.
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Definition 4.2. In the extended weighted CHSH test, the input alphabets and output alphabets for Alice
and Bob are
X EXT = YEXT = {0, 1, 2, n(r) + 1, n(r) + 2},
AEXTz = BEXTz =


{0, 2} if z = 0,
{0, 1} if z ∈ {1, 2}
{0, 1, 2} if z ∈ {n(r) + 1, n(r) + 2}.
The probability distribution over all the question pairs (x, y) ∈ X EXT ×YEXT is uniform.
The reason why this test is called the extended weighted CHSH test will be clear after we
introduce the ideal strategy. The superscript EXT stresses the fact the labeled object is for the
extended weighted CHSH test.
Recall the Hilbert space Wd−1 defined in eq. (19). To better characterize the shared state and
the observables of the ideal strategy, we need to decomposeWd−1 into 2-dimensional orthogonal
subspaces. In order to do it, we introduce the third basis ofWd−1: {|j〉}d−1j=1 defined by
|j〉 = − 1√
2
(|xj〉+ e−ijπ/d|xd−j〉) (32)
|d− j〉 = i√
2
(|xj〉 − e−ijπ/d|xd−j〉) (33)
for 1 ≤ j ≤ d−12 . Then the 2-dimensional subspaces are
Vj = span(|j〉, |d− j〉) (34)
for 1 ≤ j ≤ d−12 . The projector onto Vj is denoted by ΠVj . On each subspace Vj, we define states
|j×〉 = 1√
2
(|j〉+ |d− j〉) |(d− j)×〉 = 1√
2
(|j〉 − |d− j〉) (35)
and
|j+〉 = cos(− jπ
2d
)|j〉+ sin(− jπ
2d
)|d− j〉 |(d− j)+〉 = sin(− jπ
2d
)|j〉 − cos(− jπ
2d
)|d− j〉 (36)
|j−〉 = cos(− jπ
2d
)|j〉 − sin(− jπ
2d
)|d− j〉 |(d− j)−〉 = sin(− jπ
2d
)|j〉+ cos(− jπ
2d
)|d− j〉. (37)
Note that {|j×〉, |(d− j)×〉}, {|j+〉, |(d− j)〉+} and {|j−〉, |(d− j)−〉} are three sets of basis states of
Vj. These are the states that the ideal strategy measures.
The shared state of the ideal strategy is
|ψ˜〉EXT = 1√
d− 1
(d−1)/2
∑
j=1
eijπ/d(|j〉|j〉 + |d− j〉|d− j〉). (38)
Note that in the standard basis ofWd−1,
|ψ˜〉EXT = 1√
d− 1
d−1
∑
j=1
|xj〉|xd−j〉.
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First of all, the ideal strategy ensures that when Alice and Bob get the same question from the
set {0, n(r) + 1, n(r) + 2}, they always give the same answer. Alice’s and Bob’s measurements for
questions 0, n(r) + 1 and n(r) + 2 are
P˜00 = Q˜
0
0 = ΠV1 P˜
2
0 = Q˜
2
0 = Π
⊥
V1
P˜0n(r)+1 = Q˜
0
n(r)+1 = |1〉〈1| P˜1n(r)+1 = Q˜1n(r)+1 = |d− 1〉〈d− 1|
P˜0n(r)+2 = Q˜
0
n(r)+2 = |1×〉〈1×| P˜1n(r)+2 = Q˜1n(r)+2 = |(d− 1)×〉〈(d− 1)×|
P˜2n(r)+1 = Q˜
2
n(r)+1 = Π
⊥
V1
P˜2n(r)+2 = Q˜
2
n(r)+2 = Π
⊥
V1
,
where
Π⊥V1 = 1−ΠV1 .
Intuitively, these questions force Alice and Bob to agree on the subspace V1 and on the basis of V1
that they measure.
The ideal strategy also ensures that when Alice gets x ∈ {1, 2} and Bob gets y ∈ {n(r) +
1, n(r) + 2}, their answers a, b ∈ {0, 1} should maximize Icot(−π/d) with Alice and Bob’s roles
flipped; and when Alice gets x ∈ {n(r) + 1, n(r) + 2} and Bob gets y ∈ {1, 2}, their answers
a, b ∈ {0, 1} should maximize Icot(−π/d). This is the reason behind naming this test the extended
weighted CHSH test. It is also the reason behind having Alice and Bob agreeing on the subspace
V1.
When Alice and Bob gets question 1 or 2, what they measure are
P˜01 = Q˜
0
1 =
(d−1)/2
∑
j=1
|j+〉〈j+| P˜11 = Q˜11 =
(d−1)/2
∑
j=1
|(d− j)+〉〈(d− j)+|
P˜02 = Q˜
0
2 =
(d−1)/2
∑
j=1
|j−〉〈j−| P˜11 = Q˜11 =
(d−1)/2
∑
j=1
|(d− j)−〉〈(d− j)−|.
In particular, their measurements on V1 for question 1 and 2, follow the measurements to achieve
Imax
cot(−π/d). What they measure on the complementary of V1 in Wd−1 is irrelevant for this test, but
important for the full test introduced in the next section.
5 The full test
The full test consists of the linear system game LS(r), the extended weighted CHSH test and a
commutation game. We explain how the games and test are conducted and introduce the ideal
strategy for each of them in Section 5.1. Then we explain how they are combined in the full test
and present the ideal strategy for the full test in Section 5.2. The full correlation, denoted by C(r, d),
is generated by the ideal strategy and presented in Section 5.3.
5.1 The components of the full test
The first component of the full test is LS(r) (Definition 3.8). The ideal strategy of LS(r) follows
the representation Ψ of Γ (Definition B.3). Recall the two Hilbert spaces Wd−1 and W2 defined in
eq. (19). In the ideal strategy Alice and Bob share the state
|ψ˜〉LS = 1
2
(|x1〉|x1〉+ |x2〉|x2〉)⊗2⊗
(
1√
d− 1
d−1
∑
j=1
|xj〉|xd−j〉
)
. (39)
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Alice and Bob’s observables for each variable x(s) are defined by
M˜(s) = N˜(s) = Ψ(s)
for each s ∈ S.
The second component is the extended weighted CHSH test, introduced in Section 4.2.
The third component is a commutation game. Our commutation game is based on the com-
mutation test used in [CGJV17]. The goal of the commutation game is to make sure that some
of Alice’s binary observables for LS(r) commute with her observable for the extended weighted
CHSH test, when acting on the shared state. So we reuse questions and answers from the two
other components of the full test.
Bob’s input set consists of eight question pairs
YCOMM = {(n(r) + 1, x(s)), (n(r) + 2, x(s)) : s = f0, f2, g0, g2},
and Alice’s input set is
X COMM = {n(r) + 1, n(r) + 2, x( f0), x( f2), x(g0), x(g2)}.
The answer sets are
ACOMMx =
{
Z3 if x ∈ {n(r) + 1, n(r) + 2}
Z2 otherwise.
BCOMM = Z3 ×Z2.
The probability distribution is
πCOMM(x, (y1, y2)) =
{
1/16 if x = y1 or x = y2
0 otherwise.
The scoring function is
VCOMM(a, (b1, b2), x, (y1, y2)) =


1 if x = y1 and a = b1
1 if x = y2 and a = b2
0 otherwise.
The probability distribution makes sure that Alice gets one of the two questions that Bob gets. To
win this game, Alice and Bob should agree on the answer to the common question.
We defer the ideal strategy for this test till the next subsection because the ideal strategy for
the other two tests above can win this game as well.
5.2 The full test and the ideal strategy
Definition 5.1 (The full test). Define
X EXT ′ = YEXT ′ = {0, x(a1), x(a2), n(r) + 1, n(r) + 2}.
The question sets of the full test are
X = X LS ∪ X EXT ′ ∪ X COMM,
Y = Y LS ∪ YEXT ′ ∪ YCOMM.
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Define answer sets AEXT ′x for each x ∈ X EXT ′ by
AEXT ′x(a1) = AEXT1
AEXT ′x(a2) = AEXT2
AEXT ′x = AEXTx for x 6= x(a1), x(a2)
The answer sets BEXT ′y are defined analogously. The answer sets of the full test are
Ax =


ALSx if x ∈ X LS
AEXT ′x if x ∈ X EXT ′
ACOMMx if x ∈ X COMM,
By =


Z2 if y ∈ Y LS
BEXT ′y if y ∈ YEXT ′
BCOMMy if y ∈ YCOMM.
Define
N := N(r) + 25+ 16 = 157r+ 726.
The question distribution of the full test, π : X ×Y → R is defined by
π(x, y) =


1
N if (x, y) ∈ X LS×Y LS and πLS(x, y) > 0
1
N if (x, y) ∈ X EXT
′ ×YEXT ′
1
N if (x, y) ∈ X COMM ×YCOMM and πCOMM(x, y) > 0
0 otherwise.
Note that X EXT ′ is obtained from X EXT by replacing 1 by x(a1) and 2 by x(a2), and similarly
for YEXT ′. The answer setsAEXT ′x are constructed from AEXTx in a similar way.
The ideal strategy for the full test is an extension of the ideal strategy of LS(r) to make it
generate the ideal correlation of the extended weighted CHSH test. Recall the subspaceWd−1 and
W2 defined in eq. (19). The shared state of the ideal strategy is
|ψ˜〉 = |ψ˜〉LS = 1
2
(|x1〉|x1〉+ |x2〉|x2〉)⊗2⊗ |ψ˜〉EXT. (40)
Alice and Bob’s observables for each variable in the linear system of LS(r) are
M˜(s) = N˜(s) = Ψ(s)
for each s ∈ S and Ψ is defined in Definition B.3. When Alice get Ii ∈ X LS, she measures her half
of the shared state according to M˜(s) for each s ∈ Ii.
Alice’s and Bob’s observables for question x(a1) and x(a2) of X EXT ′ and YEXT ′ are
M˜(aj) = N˜(aj) = Ψ(aj)
for j = 1, 2. They can reproduce the ideal correlation because
M˜(aj) = 1W2 ⊗ 1W2 ⊗ (P˜0j − P˜1j )
N˜(aj) = 1W2 ⊗ 1W2 ⊗ (Q˜0j − Q˜1j ),
for j = 1, 2, which can be checked using eqs. (32), (33), (36) and (37). In particular, the observables
M˜(aj) and N˜(aj) are measuring the same state on the subspace V1 as P˜j and Q˜j for j = 1, 2.
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Recall the ideal projectors P˜ax and Q˜
b
y for the extended weighted CHSH test defined in Sec-
tion 4.2. Alice’s projectors for the question x ∈ {0, n(r) + 1, n(r) + 2} of X EXT ′ are
M˜ax = 1W2 ⊗ 1W2 ⊗ P˜ax
for each a ∈ AEXT ′x . Bob’s projectors for the question y ∈ {0, n(r) + 1, n(r) + 2} of YEXT ′ are
N˜by = 1W2 ⊗ 1W2 ⊗ Q˜by
for each b ∈ BEXT ′y .
Alice’s measurements for x ∈ X COMM is the same as her measurements for the other two tests.
When Bob gets question (y1, y2) ∈ YCOMM, he measures according to N˜by1 first and then N˜(y2)
because N˜by1 commutes with N˜(y2) for all b by construction. This ensures that the ideal strategy
can win the commutation game.
An important property of the ideal strategy for it to win LS(r) is summarized in the following
proposition.
Proposition 5.2. The observables M˜(s), N˜(s) and the shared state |ψ˜〉 defined above satisfy the relations
M˜(s)N˜(s)|ψ˜〉 = |ψ˜〉, (41)
for each s ∈ S.
Proof. Define S′ = { f0, f1, f2, g0, g1, g2,m0,m1,m2} ⊂ S. Notice that for each s ∈ S′, both M˜(s) and
N˜(s) act trivially onWd−1, so we omit the verification about M˜(s)N˜(s)|ψ˜〉 = |ψ˜〉 for each s ∈ S′
Next, we notice that each s ∈ S can be expressed as the product of a sequence of generators in
S′ and a1, a2, a3, a4 following the relations in R, so to prove eq. (41), it suffices to prove that it holds
true for s = a1, a2, a3, a4. Recall that M˜(aj) = N˜(aj) = 1W2 ⊗ 1W2 ⊗ Psi0(aj) in Definition B.3, where
Ψ0 is defined in Definition B.1, and |ψ˜〉 = 12(|x1〉|x1〉+ |x2〉|x2〉)⊗2 ⊗ |ψ˜〉EXT. Hence, the problem
is further reduced to proving
Ψ0(aj)⊗Ψ0(aj)|ψ˜〉EXT = |ψ˜〉EXT.
for 1 ≤ j ≤ 4.
Using eqs. (22) and (23), it is straightforward to see that Ψ0(aj) ⊗ Ψ0(aj)|ψ˜〉EXT = |ψ˜〉EXT for
j = 1, 2. Before checking the two cases j = 3 and j = 4, we can use eqs. (24) and (25) to derive that
Ψ0(a3a4)⊗Ψ0(a3a4)|ψ˜〉EXT = |ψ˜〉EXT.
The eigenvectors of Ψ0(a3a4) are |uk〉, for 0 ≤ k ≤ d− 2, and |uk〉 are defined by
|uk〉 = 1√
d− 1
d−2
∑
j=0
ω
jk
d−1|xr j〉.
Hence we can express |xr j〉 in terms of |uk〉 as
|xr j〉 =
1√
d− 1
d−2
∑
k=0
ω
−jk
d−1|uk〉.
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Then using the expression of Ψ0(a4) from Definition B.1, we can deduce that
Ψ0(a4)|xr j〉 =
1√
d− 1Ψ0(a4)
(
|u0〉+ω−j(d−1)/2d−1 |u(d−1)/2〉+
(d−3)/2
∑
k=1
(ω
−jk
d−1|uk〉+ ω
jk
d−1|ud−1−k〉)
)
=
1√
d− 1
(
|u0〉+ (−1)j|u(d−1)/2〉+
(d−3)/2
∑
k=1
(ω
−jk
d−1|ud−1−k〉+ ω
jk
d−1|uk〉)
)
=|xrd−1−j〉.
Note that the expression of Ψ0(a4) can also be found in eq. (25), as Ψ(a4) = 1W2 ⊗ 1W2 ⊗ Ψ0(a4).
Consequently, we can show that Ψ0(a4)⊗Ψ0(a4)|ψ˜〉EXT = |ψ˜〉EXT because
Ψ0(a4)⊗Ψ0(a4)|ψ˜〉EXT = 1√
d− 1
d−2
∑
j=0
Ψ0(a4)⊗Ψ0(a4)|xr j〉|xrd−1−j〉
=
1√
d− 1
d−2
∑
j=0
|xrd−1−j〉|xr j〉
= |ψ˜〉EXT,
Combining it with the fact that Ψ0(a3a4)⊗Ψ0(a3a4)|ψ˜〉EXT = |ψ˜〉EXT, we can conclude that Ψ0(a3)⊗
Ψ0(a3)|ψ˜〉EXT = |ψ˜〉EXT.
5.3 The correlation C(d, r)
The full correlation is generated by the ideal strategy presented in the previous subsection. We
denote the full correlation by C(d, r) = {(P˜(a, b|x, y))a,b}x,y. To help readers to understand the
proofs in Section 6 better, parts of the full correlation are given in the tables below.
x = n(r) + 1 x = n(r) + 2
a = 0 a = 1 a = 2 a = 0 a = 1 a = 2
y = 1
b = 0 cos
2(π/2d)
d−1
sin2(π/2d)
d−1 P(2, 0|0, 0)
1+sin(π/d)
2(d−1)
1−sin(π/d)
2(d−1) P(2, 0|1, 0)
b = 1 sin
2(π/2d)
d−1
cos2(π/2d)
d−1
d−3
d−1 − P(2, 0|0, 0) 1−sin(π/d)2(d−1) 1+sin(π/d)2(d−1) d−3d−1 − P(2, 0|1, 0)
y = 2
b = 0 cos
2(π/2d)
d−1
sin2(π/2d)
d−1 P(2, 0|0, 1)
1−sin(π/d)
2(d−1)
1+sin(π/d)
2(d−1) P(2, 0|1, 1)
b = 1 sin
2(π/2d)
d−1
cos2(π/2d)
d−1
d−3
d−1 − P(2, 0|0, 1)
1+sin(π/d)
2(d−1)
1−sin(π/d)
2(d−1)
d−3
d−1 − P(2, 0|1, 1)
Table 1: The correlation for x ∈ {n(r) + 1, n(r) + 2} and y ∈ {1, 2}.
We don’t explicitly calculate the conditional probabilities of the form P(2, 0|x, y) when x ∈
{n(r) + 1, n(r) + 2} and y ∈ {1, 2} because they are irrelevant. Note that when x ∈ {1, 2} and
y ∈ {n(r) + 1, n(r) + 2}, the correlation table is very similar to Table 1, so we omit it here.
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x = n(r) + 1 x = n(r) + 2 x = 0
a = 0 a = 1 a = 2 a = 0 a = 1 a = 2 a = 0 a = 2
y = n(r) + 1
b = 0 1d−1 0 0
1
2d−2
1
2d−2 0
1
d−1 0
b = 1 0 1d−1 0
1
2d−2
1
2d−2 0
1
d−1 0
b = 2 0 0 d−3d−1 0 0
d−3
d−1 0
d−3
d−1
y = n(r) + 2
b = 0 12d−2
1
2d−2 0
1
d−1 0 0
1
d−1 0
b = 1 12d−2
1
2d−2 0 0
1
d−1 0
1
d−1 0
b = 2 0 0 d−3d−1 0 0
d−3
d−1 0
d−3
d−1
y = 0
b = 0 1d−1
1
d−1 0
1
d−1
1
d−1 0
2
d−1 0
b = 2 0 0 d−3d−1 0 0
d−3
d−1 0
d−3
d−1
Table 2: The correlation for x, y ∈ {0, n(r) + 1, n(r) + 2}.
y = (n(r) + 1, f0)
b = (0, 0) b = (0, 1) b = (1, 0) b = (1, 1) b = (2, 0) b = (2, 1)
x = n(r) + 1
a = 0 12d−2
1
2d−2 0 0 0 0
a = 1 0 0 12d−2
1
2d−2 0 0
a = 2 0 0 0 0 d−32d−2
d−3
2d−2
x = f0
a = 0 12d−2 0
1
2d−2 0
d−3
2d−2 0
a = 1 0 12d−2 0
1
2d−2 0
d−3
2d−2
Table 3: The correlation for the commutation test for questions x( f0) and n(r) + 1.
The correlation tables for the other seven pairs of questions of the commutation game are
similar.
6 Robust self-testing with C(d, r)
In this section, we examine the properties of a strategy S that can reproduce the correlation C(d, r)
approximately and prove that the shared state of Smust be close to the state |ψ˜〉 up to some local
isometry.
We first give the definition of an approximate strategy of a fixed correlation.
Definition 6.1. Let X ,Y be input alphabets, {Ax}x∈X , {By}y∈Y be families of output alphabets. For a
correlation C˜ = (P˜(a, b|x, y)) with (a, b) ∈ Ax × By and (x, y) ∈ X × Y , and a distribution π over all
the (x, y) ∈ X × Y , we say a quantum strategy S = (|ψ〉, {Max}, {Nby}) is an ǫ-approximate quantum
strategy of C˜ with respect to the distribution π, if it produces the correlation (P(a, b|x, y) = 〈ψ|MaxNby |ψ〉)
such that
E
(x,y)∼π
[
∑
ab
|P(a, b|x, y) − P˜(a, b|x, y)|
]
≤ ǫ. (42)
In our full test, the probability distribution over question pairs is π given in Definition 5.1. In
the rest of this section, when we say some strategy can approximate C(d, r), we mean that the
approximation is with respect to this distribution π.
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The number of all the possible question pairs is N = Θ(r). Considering that the number of
possible output pairs is constant for each question pair (x, y), the approximate condition in eq. (42)
directly implies that, if S is an ǫ-approximate strategy of C(d, r), then
P(a, b|x, y) ≃O(rǫ) P˜(a, b|x, y),
for all valid (a, b, x, y) of the full test.
In the next three subsections, we analyze the implication of an approximate strategy for the
correlations of the three components introduced in Section 5.1.
6.1 Implication of approximately winning LS(r)
In this subsection, we study the implications of a strategy that can win LS(r) with probability
close to 1. We prove a series of propositions, which lead us to Lemma 6.7. Lemma 6.7 is a key step
of the self-testing proof in Section 6.4.
Recall that in LS(r) the question pair is denoted by (Ii, x(s)) where Ii labels an equation and
x(s) is a variable for some s ∈ Ii. We denote Alice’s observable for variable x(s) in equation i by
Mi(s) and Bob’s observable for variable x(s) by N(s).
The first implication of an approximate winning strategy is given in the proposition below.
Proposition 6.2. Let S be an ǫ-approximate strategy of C(d, r). Define M(s) := Mi(s) where i is the
smallest among all i’s such that x(s) ∈ Ii. Then,
M(s)N(s)|ψ〉 ≃O(√r√ǫ) |ψ〉 (43)
Πs∈IiM(s)|ψ〉 ≃O(√r√ǫ) (−1)c(i)|ψ〉, (44)
for all s ∈ S.
Proof. The condition that (P˜(a, b|Ii, s)) of C(d, r) wins the linear system game optimally is equiva-
lent to
∑
a,b:a∈Xi,a(j)=b
P˜(a, b|Ii, s) = 1
for all i = 1 . . .m(r). We also know that the shared state |ψ〉 and observables Mi(s) and N(s) of S
satisfy the relation
〈ψ|Mi(s)N(s)|ψ〉 = 2 ∑
a,b:a∈Xi,a(s)=b
P(a, b|Ii, s)− 1,
as proved in [Slo19]. Using the fact that S approximates the winning correlation of LS(r), we can
further see that
〈ψ|Mi(s)N(s)|ψ〉 ≃O(rǫ) 2 ∑
a,b:a∈Xi,a(j)=b
P˜(a, b|Ii, s)− 1 = 1.
Since Mi(s) and N(s) are binary observables, the equation above implies that
‖Mi(s)|ψ〉 − N(s)|ψ〉‖2 = 2− 2〈ψ|Mi(s)N(s)|ψ〉 ≤ 2− 2(1−O(rǫ)) = O(rǫ),
or equivalently,
Mi(s)|ψ〉 ≃O(√r√ǫ) N(s)|ψ〉,
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for each 1 ≤ i ≤ m(r) and generator s of Γ. Recall that M(s) := Mi(s) for the smallest i such that
s ∈ Ii. Therefore,
M(s)N(s)|ψ〉 = Mi(s)N(s)|ψ〉
= N(s)Mi(s)|ψ〉
≃O(√r√ǫ) N(s)2|ψ〉
= |ψ〉
for all s ∈ S.
The fact that S is an ǫ-approximate strategy also tells us that Alice gives satisfying assignment
for each equation with probability 1−O(rǫ), or equivalently,
Πs∈IiMi(s)|ψ〉 ≃O(√r√ǫ) (−1)c(i)|ψ〉
for 1 ≤ i ≤ m(r). If we replace each Mi(s) with M(s) in the equation above, we demonstrate the
effect on a general case that Ii = {s1, s2, s3},
‖Mi(s1)Mi(s2)Mi(s3)|ψ〉 −M(s1)M(s2)M(s3)|ψ〉‖
≤‖Mi(s1)Mi(s2)Mi(s3)|ψ〉 −M(s1)Mi(s2)Mi(s3)|ψ〉‖
+ ‖M(s1)Mi(s2)Mi(s3)|ψ〉 −M(s1)M(s2)Mi(s3)|ψ〉‖
+ ‖M(s1)M(s2)Mi(s3)|ψ〉 −M(s1)M(s2)M(s3)|ψ〉‖
≤3O(√r√ǫ) = O(√r√ǫ),
where we bound each term in line 2, 3 and 4 by Lemma 2.17. Hence we can conclude that
Πs∈IiM(s)|ψ〉 ≃O(√r√ǫ) (−1)c(i)|ψ〉
for 1 ≤ i ≤ m(r). Note that with the same technique, we can prove that
Πs∈IiN(s)|ψ〉 ≃O(√r√ǫ) (−1)c(i)|ψ〉
for 1 ≤ i ≤ m(r).
To make the following derivations easier to understand, we introduce a new terminology.
Definition 6.3. Let S be a set of generators, and {si}ni=1 and {s′j}mj=1 be two sequences of S. Define a
relation r, whose equation form is Πni=1si = Π
m
j=1s
′
j. We say operators {M(s) : s ∈ S} ǫ-approximately
satisfy the relation r on the state |ψ〉 if
Πni=1M(si)|ψ〉 ≃ǫ Πmj=1M(s′j)|ψ〉.
Using the new terminology, Proposition 6.2 can be rephrased as the following proposition.
Proposition 6.4. Let S be an ǫ-approximate strategy of C(d, r). Then the observables {M(s)}s∈S and
{N(s)}s∈S defined in Proposition 6.2, O(
√
r
√
ǫ)-approximately satisfy each relation t ∈ R on the shared
state |ψ〉, where S is the generator set of Γ and and R is the relation set of Γ.
Recall that the group P1 (Definition 3.3) is embedded in Γ, as proved in Proposition 3.6. Fol-
lowing the embedding procedure, we can prove the next proposition.
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Proposition 6.5. Let S be an ǫ-approximate strategy of C(d, r). Then the observables {M(s)}s∈S1 and
{N(s)}s∈S1 , defined in Proposition 6.4, O(
√
r
√
ǫ)-approximately satisfy each relation t ∈ R1 on |ψ〉,
where S1 is the generator set of P1 and R1 is the relation set of P1.
Proof. We prove
M( f0)M(b1)M( f0)|ψ〉 ≃O(√r√ǫ) M(c1)|ψ〉 (45)
to demonstrate the techniques. From the fact that Alice’s observables O(
√
r
√
ǫ)-approximately
satisfy the linear relations of Γ, we can get that
M( f0)|ψ〉 ≃O(√r√ǫ) M( f1)M( f2)|ψ〉
M(b1)|ψ〉 ≃O(√r√ǫ) M( f2)M(p1,1)|ψ〉
M( f0)|ψ〉 ≃O(√r√ǫ) M(p1,3)M(p1,4)|ψ〉
Then we expand M( f0)M(b1)M( f0)|ψ〉 using the three equations above and Lemma 2.17,
M( f0)M(b1)M( f0)|ψ〉 ≃O(√r√ǫ) M( f1)M( f2)M(b1)M( f0)|ψ〉
≃O(√r√ǫ) M( f1)M( f2)M( f2)M(p1,1)M( f0)|ψ〉
= M( f1)M(p1,1)M( f0)|ψ〉
≃O(√r√ǫ) M( f1)M(p1,1)M(p1,3)M(p1,4)|ψ〉.
In the rest of the proof, we skip steps of applying Lemma 2.17. Next, we can simplifyM( f0)M(b1)M( f0)|ψ〉
as
M( f0)M(b1)M( f0)|ψ〉 ≃O(√r√ǫ) M( f1)M(p1,1)M(p1,3)M(p1,4)|ψ〉
≃O(√r√ǫ) M( f1)M(p1,2)M(p1,4)|ψ〉
≃O(√r√ǫ) M(p1,5)M(p1,4)|ψ〉
≃O(√r√ǫ) M(c1)|ψ〉,
where from the second line to the third line, we used the relationM(p1,1)M(p1,2)M(p1,3)|ψ〉 ≃O(√r√ǫ)
|ψ〉, and from the third line to the fourth line, we used the relationM(c1)M(p1,4)M(p1,5)|ψ〉 ≃O(√r√ǫ)
|ψ〉.
The derivation of other relations in R1 from relations in R involves the same number of substi-
tutions and uses similar techniques, so we omit it here.
Essentially the proof above follows the proof of Proposition 3.6, so we can follow the proof of
Proposition 3.4 to prove the next proposition.
Proposition 6.6. Let S be an ǫ-approximate strategy of C(d, r). Then the observables {M(s)}s∈S0 and
{N(s)}s∈S0 , defined in Proposition 6.4, O(
√
r
√
ǫ)-approximately satisfy each relation t ∈ R0 on the shared
state |ψ〉, where S0 is the generator set of P0 and R0 is the relation set of P0.
Following the steps of the embedding of (a3a4)
la1a2(a4a3)
l = (a1a2)
rl into Γ presented in the
proof of Proposition 3.2, we can prove the next lemma.
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Lemma 6.7. Let Sbe an ǫ-approximate strategy of C(d, r) and {M(s),N(s)}s∈S be the observables defined
in Proposition 6.4. Then,
M(a1)M(a2)(M(a4)M(a3))
l|ψ〉 ≃O(rl+1/2√ǫ) (M(a4)M(a3))l(M(a1)M(a2))r
l |ψ〉, (46)
N(a1)N(a2)(N(a4)N(a3))
l|ψ〉 ≃O(rl+1/2√ǫ) (N(a4)N(a3))l(N(a1)N(a2))r
l |ψ〉, (47)
for all l ≥ 1.
Proof. Proving the l = 1 case is essentially proving that observables {M(ai)}4i=1 and {N(ai)}4i=1
O(r3/2
√
ǫ)-approximately satisfy the relation
(a3a4)(a1a2)(a4a3) = (a1a2)
r (48)
on the shared state |ψ〉. The derivation follows the proof of Proposition 3.2. The O(r3/2√ǫ) ap-
proximation error comes from the fact that the derivation of eq. (48) has Θ(r) substitution steps,
where each substitutes uses a different relation of R0. So we have
M(a1)M(a2)(M(a4)M(a3))|ψ〉 ≃O(r3/2√ǫ) (M(a4)M(a3))(M(a1)M(a2))r|ψ〉. (49)
Assume the statement is true for l = n and consider the case that l = n+ 1,
M(a1)M(a2)(M(a4)M(a3))
n+1|ψ〉 ≃O(√r√ǫ) (N(a3)N(a4))M(a1)M(a2)(M(a4)M(a3))n|ψ〉
≃O(rn+1/2√ǫ) (N(a3)N(a4))(M(a4)M(a3))n(M(a1)M(a2))r
n |ψ〉
≃O(√r√ǫ) (M(a4)M(a3))n(M(a1)M(a2))r
n
(M(a4)M(a3))|ψ〉
≃O(rn+3/2√ǫ) (M(a4)M(a3))n+1(M(a1)M(a2))r
n+1 |ψ〉,
where from the second last to the last line we repeat the process of applying eq. (49) and the
relation (M(a1)M(a2))
r|ψ〉 ≃O(r3/2√ǫ) (N(a1)N(a2))r|ψ〉, rn times. In short, we have
M(a1)M(a2)(M(a4)M(a3))
n+1|ψ〉 ≃O(rn+3/2√ǫ) (M(a4)M(a3)n+1(M(a1)M(a2))r
n+1 |ψ〉. (50)
By the principal of induction, the proof is complete. The proof for Bob’s observables {N(s)}s∈S is
analogous.
We define
OA := M(a1)M(a2) UA := M(a3)M(a4) (51)
OB := N(a1)N(a2) UB := N(a3)N(a4). (52)
The conclusion of Lemma 6.7 can be rewritten as
OA(U
†
A)
n|ψ〉 ≃O(rn+1/2√ǫ) (U†A)nOr
n
A |ψ〉.
On Bob’s side, the similar relation holds.
The other key relations that are embedded in Γ are f0g0 = Jg0 f0 and f2g2 = Jg2 f2. We summa-
rize the implications in the following proposition.
Proposition 6.8. Let S, {M(s),N(s)}s∈S be the strategy and observables defined in Proposition 6.4. Then,
M( f0)M(g0)|ψ〉 ≃O(√r√ǫ) −M(g0)M( f0)|ψ〉 (53)
M( f2)M(g2)|ψ〉 ≃O(√r√ǫ) −M(g2)M( f2)|ψ〉. (54)
Following the substitution steps to prove eq. (17) and eq. (18) in the proof of Proposition 3.6,
this proposition can be proved with the same techniques used in the proof of Proposition 6.4.
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6.2 Implication of the extended weighted CHSH test
In this subsection, we prove a series of propositions and lemmas derived from the fact that some
strategy can approximate the ideal correlation of the extended weighted CHSH test, which lead
to a key result that will be used in the self-testing proof in Section 6.4.
We will work with a strategy S that can approximate C(d, r), which contains the ideal corre-
lation of the extended weighted CHSH test. About the notation, for (x, y) ∈ X EXT × YEXT and
(a, b) ∈ AEXTx × BEXTy , Alice and Bob’s projectors are denoted by Max and Nby , as illustrated in Sec-
tion 2. Since the two answers for questions 1 and 2 are 0 and 1, we denote Alice and Bob’s binary
observables for these two questions by M1,M2 and N1,N2 respectively. Note that the observables
M1 ≡ M(a1) and M2 ≡ M(a2), where M(a1) and M(a2) are used in LS(r), because questions 1
and 2 are equivalent to questions x(a1) and x(a2) in the full test. Similarly, on Bob’s side, we have
N1 ≡ N(a1) and N2 ≡ N(a2). For simplicity, in this subsection, we use M1,M2 and N1,N2 only.
Proposition 6.9. Let S be an ǫ-approximate quantum strategy of C(d, r). Then the strategy S satisfies the
following relations
M00N
0
0 |ψ〉 ≃O(√r√ǫ) M00|ψ〉
≃O(√r√ǫ) (M0n(r)+1+ M1n(r)+1)|ψ〉
≃O(√r√ǫ) (M0n(r)+2+ M1n(r)+2)|ψ〉
≃O(√r√ǫ) N00 |ψ〉
≃O(√r√ǫ) (N0n(r)+1 + N1n(r)+1)|ψ〉
≃O(√r√ǫ) (N0n(r)+2 + N1n(r)+2)|ψ〉
M20N
2
0 |ψ〉 ≃O(√r√ǫ) M20|ψ〉
≃O(√r√ǫ) M2n(r)+1|ψ〉
≃O(√r√ǫ) M2n(r)+2|ψ〉
≃O(√r√ǫ) N20 |ψ〉
≃O(√r√ǫ) N2n(r)+1|ψ〉
≃O(√r√ǫ) N2n(r)+2|ψ〉,
and
M0n(r)+1|ψ〉 ≃O(√r√ǫ) N0n(r)+1|ψ〉 M1n(r)+1|ψ〉 ≃O(√r√ǫ) N1n(r)+1|ψ〉
M0n(r)+2|ψ〉 ≃O(√r√ǫ) N0n(r)+2|ψ〉 M1n(r)+2|ψ〉 ≃O(√r√ǫ) N1n(r)+2|ψ〉.
Proof. We prove (M0
n(r)+1
+ M1
n(r)+1)|ψ〉 ≃O(√r√ǫ) N00 |ψ〉 as an example. The rest of the relations
follow the same line of argument.
Recall that the implication of S being an ǫ-approximate strategy is that P(a, b|x, y) ≃O(rǫ)
P˜(a, b|x, y) for each question pair (x, y) and its associating answer pair (a, b). From the correla-
tion, we can observe that
〈ψ|(M0n(r)+1 + M1n(r)+1)N00 |ψ〉
=P(0, 0|n(r) + 1, 0) + P(1, 0|n(r) + 1, 0)
≥ 2
d− 1 −O(rǫ).
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On the other hand, the correlation also tells us that
〈ψ|N00 |ψ〉 = PB(0|0) ≃O(rǫ)
2
d− 1
〈ψ|(M0n(r)+1 + M1n(r)+1)|ψ〉 = PA(0|n(r) + 1) + PA(1|n(r) + 1) ≃O(rǫ)
2
d− 1,
The equations above imply that
‖(M0n(r)+1+ M1n(r)+1)|ψ〉 − N00 |ψ〉‖2
=〈ψ|N00 |ψ〉+ 〈ψ|(M0n(r)+1 +M1n(r)+1)|ψ〉 − 2〈ψ|N00 (M0n(r)+1+ M1n(r)+1)N00 |ψ〉
=O(rǫ),
where we used the fact that (M0
n(r)+1 + M
1
n(r)+1)
2 = M0
n(r)+1 + M
1
n(r)+1. Hence we can conclude
that (M0
n(r)+1
+M1
n(r)+1)|ψ〉 ≃O(√r√ǫ) N00 |ψ〉.
Proposition 6.10. Let S be an ǫ-approximate strategy of C(d, r). We define
Mn(r)+1 = M
0
n(r)+1−M1n(r)+1 Mn(r)+2 = M0n(r)+2−M1n(r)+2, (55)
Nn(r)+1 = N
0
n(r)+1− N1n(r)+1 Nn(r)+2 = N0n(r)+2− N1n(r)+2. (56)
Then,
S1 =
(
Mn(r)+1,Mn(r)+2,N1,N2,
M00|ψ〉
‖M00|ψ〉‖
)
, (57)
S2 =
(
Nn(r)+1,Nn(r)+2,M1,M2,
M00|ψ〉
‖M00|ψ〉‖
)
. (58)
are two O(d
√
r
√
ǫ)-approximate strategies of the ideal correlation that achieves Imax
cot(−π/d).
Note that here we only consider ǫ small enough such that ‖M00|ψ〉‖ > 0.
Proof. We first prove that S1 is an O(d
√
r
√
ǫ)-approximate strategies of Imax
cot(−π/d). This step re-
quires examining the terms of the form 〈ψ|M00MaxNbyM00|ψ〉 for x = n(r) + 1, n(r) + 2, y = 1, 2 and
a, b = 0, 1. We find that these terms relate to 〈ψ|MaxNby |ψ〉 by
〈ψ|MaxNby |ψ〉
=〈ψ|(M00 + M20)MaxNby (M00 +M20)|ψ〉
=〈ψ|M00MaxNbyM00|ψ〉+ 〈ψ|M00MaxNbyM20|ψ〉+ 〈ψ|M20MaxNbyM00|ψ〉+ 〈ψ|M20MaxNbyM20|ψ〉
≃O(√r√ǫ)〈ψ|M00MaxNbyM00|ψ〉+ 〈ψ|M00MaxNbyM2x|ψ〉+ 〈ψ|M2xMaxNbyM00|ψ〉+ 〈ψ|M2xMaxNbyM2x|ψ〉
=〈ψ|M00MaxNbyM00|ψ〉,
where we use the facts that M20|ψ〉 ≃O(√r√ǫ) M2x|ψ〉 and that M0xM2x = 0 for the relevant values of
(x, y, a, b).
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To demonstrate the effect of this relation, we use an example. If Alice and Bob share state
M00|ψ〉/‖M00|ψ〉‖ and apply M0n(r)+1N01 , then
〈ψ|M00M0n(r)+1N01M00|ψ〉
〈ψ|M00|ψ〉
≃O(d√r√ǫ)
〈ψ|M0
n(r)+1N
0
1 |ψ〉
〈ψ|M00|ψ〉
≃O(drǫ)
cos2(−π/2d)
2
,
where the first error term is derived from
‖〈ψ|M00M0n(r)+1N01M00|ψ〉 − 〈ψ|M0n(r)+1N01 |ψ〉‖
〈ψ|M00|ψ〉
≤ O(
√
r
√
ǫ)
2
d−1 −O(rǫ)
= O(d
√
r
√
ǫ).
The rest of the conditional probabilities produced by S1 can be derived in the same way. Using
the fact that O(d
√
r
√
ǫ) dominates O(drǫ), we can prove that S1 is an O(d
√
r
√
ǫ)-approximate
strategy of the ideal correlation that achieves Imax
cot(−π/d). The proof for S2 is analogous so we omit
it here.
Based on Propositions 6.9 and 6.10, we identify a special sub-normalized state |ψ1〉,
|ψ1〉 = 1/2(M0n(r)+1 + iMn(r)+2M1n(r)+1− iMn(r)+2M0n(r)+1 +M1n(r)+1)|ψ〉. (59)
The special properties of |ψ1〉 are summarized in the propositions below. Based on the properties
of |ψ1〉, we will prove that |ψ1〉 can be used to approximate |ψ〉 in Lemma 6.14.
Proposition 6.11. Let S be an ǫ-approximate strategy of C(d, r) and |ψ1〉 be as defined in eq. (59). Then,
‖|ψ1〉‖2 ≃O(√r√ǫ)
1
d− 1. (60)
Proof. We start by expanding the inner product
〈ψ1|ψ1〉
=1/4〈ψ|(M0n(r)+1 − iM1n(r)+1Mn(r)+2+ iM0n(r)+1Mn(r)+2+ M1n(r)+1)
(M0n(r)+1 + iMn(r)+2M
1
n(r)+1− iMn(r)+2M0n(r)+1+ M1n(r)+1)|ψ〉
=1/2〈ψ|(M0n(r)+1 +M1n(r)+1− iM1n(r)+1Mn(r)+2M0n(r)+1 + iM0n(r)+1Mn(r)+2M1n(r)+1|ψ〉
Here we apply the trick to flip M1n(r)+1 and M
0
n(r)+1 to Bob’s side and get
〈ψ|M1n(r)+1Mn(r)+2M0n(r)+1|ψ〉 ≃O(√r√ǫ) 〈ψ|N1n(r)+1Mn(r)+2N0n(r)+1|ψ〉
= 〈ψ|N1n(r)+1N0n(r)+1Mn(r)+2|ψ〉 = 0.
Similarly, we have 〈ψ|M0
n(r)+1Mn(r)+2M
1
n(r)+1|ψ〉 ≃O(√r√ǫ) 0. Hence, from the ideal correlation,
we get
〈ψ1|ψ1〉 ≃O(√r√ǫ) 1/2〈ψ|(M0n(r)+1 + M1n(r)+1|ψ〉 ≃O(rǫ)
1
d− 1. (61)
Proposition 6.12. Let S be an ǫ-approximate strategy of C(d, r) and |ψ1〉 be as defined in eq. (59). Then,
N1N2|ψ1〉 ≃O(r1/4ǫ1/4/√d) ωd|ψ1〉. (62)
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The idea of this proof is to apply the general results in Section 4.1 to the strategy S1, so in the
first half of the proof, we can derive how N1 and N2 act on the state M
0
n(r)+1
|ψ〉 and M1
n(r)+1|ψ〉. In
the second half, we combine M0
n(r)+1|ψ〉 and M1n(r)+1|ψ〉 in a way and show that it is an eigenvector
of N1N2. It turns out that this combination of M
0
n(r)+1
|ψ〉 and M1
n(r)+1|ψ〉 is closely related to |ψ1〉.
We show all the calculations to make the proof easier to read.
Proof. Following the convention in Section 4.1, we define
c := cos(
π
d
) s := sin(
π
d
)
ZA := Mn(r)+1 XA := Mn(r)+2
ZB :=
N1 + N2
2c
XB :=
N1 − N2
−2s .
In the first step, we will show how (N1 + N2)/2c, or ZB, acts on M
0
n(r)+1|ψ〉 and M1n(r)+1|ψ〉. Re-
call that Theorem 4.1 applies to all approximating strategies pf Imax− cot(π/d), so we can substitute
appropriate operators and the shared state into eq. (26) to see that
‖ZBM00|ψ〉 − ZAM00|ψ〉‖ ≤
√
s‖M00|ψ〉‖O(
√
dr1/4ǫ1/4) = O(r1/4ǫ1/4/
√
d).
Since M00|ψ〉 ≃O(√r√ǫ) (M0n(r)+1+ M1n(r)+1)|ψ〉, the equation above can be rewritten as
ZB(M
0
n(r)+1+ M
1
n(r)+1)|ψ〉 ≃O(r1/4ǫ1/4/√d) (M0n(r)+1−M1n(r)+1)|ψ〉,
where we use the fact that ZA = M
0
n(r)+1
− M1
n(r)+1. Using the fact M
0
n(r)+1
M1
n(r)+1 = 0, we can
further deduce that
O(
√
r
√
ǫ/d) ≥‖ZB(M0n(r)+1 +M1n(r)+1)|ψ〉 − (M0n(r)+1−M1n(r)+1)|ψ〉‖2
=‖ZBM0n(r)+1|ψ〉 −M0n(r)+1|ψ〉‖2 + ‖ZBM1n(r)+1|ψ〉+M1n(r)+1|ψ〉‖2,
which immediately gives us that
N1 + N2
2c
M0n(r)+1|ψ〉 ≃O(r1/4ǫ1/4/√d) M0n(r)+1|ψ〉, (63)
N1 + N2
2c
M1n(r)+1|ψ〉 ≃O(r1/4ǫ1/4/√d) −M1n(r)+1|ψ〉. (64)
Next, we study how XB = (N1 − N2)/(−2s) acts on M0n(r)+1|ψ〉 and M1n(r)+1|ψ〉. Substituting
the appropriate operators and the shared state into eqs. (28) and (29), we get
N1 − N2
−2s M
0
n(r)+1M
0
0|ψ〉 ≃(‖M00|ψ〉‖/√s) O(
√
dr1/4ǫ1/4) Mn(r)+2M
1
n(r)+1M
0
0|ψ〉
N1 − N2
−2s M
1
n(r)+1M
0
0|ψ〉 ≃(‖M00 |ψ〉‖/√s) O(√dr1/4ǫ1/4) Mn(r)+2M
0
n(r)+1M
0
0|ψ〉.
Using the facts thatM00|ψ〉 ≃O(√r√ǫ) (M0n(r)+1+M1n(r)+1)|ψ〉 andO(
√
dr1/4ǫ1/4) dominatesO(
√
r
√
ǫ),
we can simplify the equations above to get
(N1 − N2)M0n(r)+1|ψ〉 ≃O(r1/4ǫ1/4/√d) −2sMn(r)+2M1n(r)+1|ψ〉, (65)
(N1 − N2)M1n(r)+1|ψ〉 ≃O(r1/4ǫ1/4/√d) −2sMn(r)+2M0n(r)+1|ψ〉. (66)
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In summary, we can rearrange terms in eqs. (63) to (66) to get
N1M
0
n(r)+1|ψ〉 ≃O(r1/4ǫ1/4/√d) cM0n(r)+1|ψ〉 − sMn(r)+2M1n(r)+1|ψ〉,
N1M
1
n(r)+1|ψ〉 ≃O(r1/4ǫ1/4/√d) −cM1n(r)+1|ψ〉 − sMn(r)+2M0n(r)+1|ψ〉,
N2M
0
n(r)+1|ψ〉 ≃O(r1/4ǫ1/4/√d) cM0n(r)+1|ψ〉+ sMn(r)+2M1n(r)+1|ψ〉,
N2M
1
n(r)+1|ψ〉 ≃O(r1/4ǫ1/4/√d) −cM1n(r)+1|ψ〉+ sMn(r)+2M0n(r)+1|ψ〉.
Thenwe can expandN1N2M
0
n(r)+1
|ψ〉 by first substitute in the approximate expression of N2M0n(r)+1|ψ〉
and repeatedly substitute in the four equations above to get that
N1N2M
0
n(r)+1|ψ〉
≃O(r1/4ǫ1/4/√d) (cN1M0n(r)+1+ sMn(r)+2N1M1n(r)+1)|ψ〉
≃O(r1/4ǫ1/4/√d) (c2M0n(r)+1− csMn(r)+2M1n(r)+1− csMn(r)+2M1n(r)+1− s2M2n(r)+2M0n(r)+1)|ψ〉
= (cos(
2π
d
)M0n(r)+1− sin(
2π
d
)Mn(r)+2M
1
n(r)+1)|ψ〉.
Following similar steps, we can get that
N1N2M
1
n(r)+1|ψ〉
≃O(r1/4ǫ1/4/√d) (−cN1M1n(r)+1+ sMn(r)+2N1M0n(r)+1)|ψ〉
≃O(r1/4ǫ1/4/√d) (c2M1n(r)+1 + csMn(r)+2M0n(r)+1+ csMn(r)+2M0n(r)+1− s2M2n(r)+2M1n(r)+1)|ψ〉
= (cos(
2π
d
)M1n(r)+1+ sin(
2π
d
)Mn(r)+2M
0
n(r)+1)|ψ〉.
Multiplying Mn(r)+2 to the approximate expression of N1N2M
1
n(r)+1|ψ〉, we can get that
N1N2Mn(r)+2M
1
n(r)+1|ψ〉 ≃O(r1/4ǫ1/4/√d) sin(
2π
d
)M0n(r)+1|ψ〉+ cos(
2π
d
)Mn(r)+2M
1
n(r)+1|ψ〉,
where we use the fact that
(Mn(r)+2)
2M0n(r)+1|ψ〉 = (M0n(r)+2 +M1n(r)+2)M0n(r)+1|ψ〉
≃O(√r√ǫ) N0n(r)+1M00|ψ〉
≃O(√r√ǫ) N0n(r)+1(M0n(r)+1 +M1n(r)+1)|ψ〉
≃O(√r√ǫ) (M0n(r)+1+ M1n(r)+1)M0n(r)+1|ψ〉
= M0n(r)+1|ψ〉.
Combining the approximate expressions of N1N2M
0
n(r)+1
|ψ〉 and N1N2Mn(r)+2M0n(r)+1|ψ〉 gives us
that
N1N2(M
0
n(r)+1+ iMn(r)+2M
1
n(r)+1)|ψ〉 ≃O(r1/4ǫ1/4/√d) ωd(M0n(r)+1 + iMn(r)+2M1n(r)+1)|ψ〉. (67)
In the last step, we prove |ψ1〉 can be approximated by
|ψ1〉 ≃O(√r√ǫ) 1/2(1 − iMn(r)+2)(M0n(r)+1 + iMn(r)+2M1n(r)+1)|ψ〉.
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The central step of proving the approximation above is to prove (Mn(r)+2)
2M0
n(r)+1
|ψ〉 ≃O(√r√ǫ)
M0
n(r)+1|ψ〉, which is proved in the previous paragraph. So we multiply eq. (67) on both sides by
1/2(1 − iMn(r)+2) and get
N1N2|ψ1〉 ≃O(r1/4ǫ1/4/√d) ωd|ψ1〉. (68)
Proposition 6.13. Let S be an ǫ-approximate strategy of C(d, r) and |ψ1〉 be as defined in eq. (59). Then,
M1M2|ψ1〉 ≃O(√dr1/4ǫ1/4) ω−1d |ψ1〉. (69)
This proof is similar to the proof of Proposition 6.12 but with one extra step. We first prove that
there exists a state |ψ2〉 that is close to |ψ1〉, then we show |ψ2〉 is close to an eigenstate of M1M2.
In the last step, we show that |ψ1〉 is also close to an eigenstate of M1M2.
Proof. In this proof, we still use the notation c := cos(π/d) and s := sin(π/d). We first introduce
an approximation of |ψ1〉,
|ψ2〉 = 1/2(N0n(r)+1 − iNn(r)+2N1n(r)+1 + iNn(r)+2N0n(r)+1 + N1n(r)+1)|ψ〉, (70)
and we will show that
|ψ1〉 ≃O(√dr1/4ǫ1/4) |ψ2〉. (71)
To prove eq. (71), we compare each term of |ψ1〉 with |ψ2〉. Recall that M0n(r)+1|ψ〉 ≃O(√r√ǫ)
N0
n(r)+1|ψ〉 and M1n(r)+1|ψ〉 ≃O(√r√ǫ) N1n(r)+1|ψ〉 from Proposition 6.9, then
|ψ2〉 − |ψ1〉
≃O(√r√ǫ) (−Nn(r)+2N1n(r)+1 + Nn(r)+2N0n(r)+1)|ψ〉 − (Mn(r)+2M1n(r)+1−Mn(r)+2M0n(r)+1)|ψ〉.
Therefore, proving eq. (71) is reduced to proving (Mn(r)+2M
1
n(r)+1−Mn(r)+2M0n(r)+1)|ψ〉 is close to
(−Nn(r)+2N1n(r)+1+ Nn(r)+2N0n(r)+1)|ψ〉, At this point, we can substitute appropriate operators and
the shared state of S1 into the anti-commutation relation (eq. (30)) and see that
Mn(r)+1Mn(r)+2M
0
0|ψ〉 ≃ ‖M00 |ψ〉‖
c
√
s
O(
√
dr1/4ǫ1/4)
−Mn(r)+1Mn(r)+2M00|ψ〉.
Using the fact c = 1− π2/(2d2) +O(1/d4) and s = π/d +O(1/d3), the error term above is of
orderO(
√
dr1/4ǫ1/4). Then we can show that
Mn(r)+2Mn(r)+1|ψ〉 = Mn(r)+2Mn(r)+1(M0n(r)+1 +M1n(r)+1 +M2n(r)+1)|ψ〉
≃O(√r√ǫ) Mn(r)+2Mn(r)+1M00|ψ〉
≃O(√dr1/4ǫ1/4) −Mn(r)+1Mn(r)+2M00|ψ〉
≃O(√r√ǫ) −Mn(r)+1Mn(r)+2|ψ〉
≃O(√r√ǫ) −Mn(r)+1Nn(r)+2|ψ〉
≃O(√r√ǫ) −Nn(r)+2Nn(r)+1|ψ〉,
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wherewe use the fact thatM00|ψ〉 ≃O(√r√ǫ) (M0n(r)+1+M1n(r)+1)|ψ〉 ≃O(√r√ǫ) (M0n(r)+2+M1n(r)+2)|ψ〉.
Next, we show that M1M2|ψ2〉 ≃O(r1/4ǫ1/4/√d) ω−1d |ψ2〉, which gives us eq. (69) after substitut-
ing in eq. (71). With similar derivation as in the proof of Proposition 6.12, we can apply results
from Section 4.1 to the strategy S2 to get that
(M1 +M2)N
0
n(r)+1|ψ〉 ≃O(r1/4ǫ1/4/√d) 2cN0n(r)+1|ψ〉. (72)
(M1 +M2)N
1
n(r)+1|ψ〉 ≃O(r1/4ǫ1/4/√d) −2cN1n(r)+1|ψ〉, (73)
(M1 −M2)N0n(r)+1|ψ〉 ≃O(r1/4ǫ1/4/√d) −2sNn(r)+2N1n(r)+1|ψ〉 (74)
(M1 −M2)N1n(r)+1|ψ〉 ≃O(r1/4ǫ1/4/√d) −2sNn(r)+2N0n(r)+1|ψ〉. (75)
So we can further deduce that
M1M2(N
0
n(r)+1− iNn(r)+2N1n(r)+1)|ψ〉 ≃O(r1/4ǫ1/4/√d) ω−1d (N0n(r)+1− iNn(r)+2N1n(r)+1)|ψ〉. (76)
It can be shown that |ψ2〉 ≃O(√r√ǫ) 1/2(1 + iNn(r)+2)(N0n(r)+1− iNn(r)+2N1n(r)+1)|ψ〉. Proving this
approximation of |ψ1〉 uses the same techniques as in the proof of Proposition 6.12, so we omit it
here.
We multiply both sides of eq. (76) by 1/2(1 + iNn(r)+2) and get that
M1M2|ψ2〉 ≃O(r1/4ǫ1/4/√d) ω−1d |ψ2〉. (77)
In the end, the relation |ψ1〉 ≃O(√dr1/4ǫ1/4) |ψ2〉 implies that
M1M2|ψ1〉 ≃O(√dr1/4ǫ1/4) ω−1d |ψ1〉. (78)
Next lemma is the major result of this subsection, which gives us a decomposition of |ψ〉. Be-
fore proving the next lemma, we make one important observation. Recall that Proposition 6.2
establishes that there exist observables {M(s),N(s)} such that M(s)N(s)|ψ〉 ≃O(√r√ǫ) |ψ〉 for
s ∈ S. Then we can deduce that
M(a4)M(a3)⊗ N(a4)N(a3)|ψ〉 ≃O(√r√ǫ) M(a4)⊗ N(a4)|ψ〉 ≃O(√r√ǫ) |ψ〉,
or equivalently,
U†A ⊗U†B|ψ〉 ≃O(√r√ǫ) |ψ〉.
Intuitively, it means that |ψ〉 is invariant under the permutation induced by U†A ⊗U†B. We use this
observation in the proof of the following lemma.
Lemma 6.14. Let S be an ǫ-approximate strategy of C(d, r) and define |ψ′〉 := ∑(d−1)j=1 (U†AU†B)logr j|ψ1〉
with logr j being the discrete log and |ψ1〉 as defined in eq. (59). Then,
|ψ〉 ≃O(drd/2ǫ1/8) |ψ′〉. (79)
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Proof. The proof takes two steps. In the first step, we show that the norm of |ψ′〉 is close to 1. In
the second step, we show that 〈ψ|ψ′〉 is close to 1.
Expanding 〈ψ′|ψ′〉, we get
〈ψ′|ψ′〉 =
d−1
∑
j=1
〈ψ1|(UAUB)logr j(U†AU†B)logr j|ψ1〉+ ∑
j 6=j′
〈ψ1|(UAUB)logr j(U†AU†B)logr j
′ |ψ1〉.
Observe that
〈ψ1|(UAUB)logr j(U†AU†B)logr j|ψ1〉 = 〈ψ1|ψ1〉 ≃O(√r√ǫ)
1
d− 1,
so we need to show when j 6= j′, the inner product 〈ψ1|(UAUB)logr j(U†AU†B)logr j
′ |ψ1〉 is close to 0.
Using the relation OB(U
†
B)
j|ψ〉 ≃O(r j+1/2√ǫ) (U†B)jOr
j
B |ψ〉 and eq. (62), we can deduce that
OB(U
†
B)
j|ψ1〉 = 1
2
(1− iMn(r)+2)(M0n(r)+1 + iMn(r)+2M1n(r)+1)OB(U†B)j|ψ〉
≃O(r j+1/2√ǫ)
1
2
(1− iMn(r)+2)(M0n(r)+1 + iMn(r)+2M1n(r)+1)(U†B)jOr
j
B |ψ〉
= (U†B)
jOr
j
B |ψ1〉
≃O(r j+1/4ǫ1/4/√d) ωr
j
d (U
†
B)
j|ψ1〉
In short, we have shown that
OB(U
†
B)
j|ψ1〉 ≃O(r jǫ1/4/√d) ωr
j
d (U
†
B)
j|ψ1〉, (80)
where we drop the insignificant error term r1/4. With similar derivation, we can also get
OA(U
†
A)
j|ψ1〉 ≃O(√dr jǫ1/4) ω−r
j
d (U
†
A)
j|ψ1〉, (81)
which will be used in Section 6.4. Hence for j 6= j′, (U†AU†B)j|ψ1〉 and (U†AU†B)j
′ |ψ1〉 are close to
eigenvectors of the unitary OB with different eigenvalues. Applying Proposition 2.14 to eq. (80)
gives us that
〈ψ1|(UAUB)j(U†AU†B)j
′ |ψ1〉 ≃O((r j+r j′)ǫ1/4) 0,
where we use the fact that ‖1− ωr j′−r jd ‖ = O(1/d). Therefore, we can calculate the norm of |ψ′〉
〈ψ′|ψ′〉 =
d−1
∑
j,j′=1
〈ψ1|(UAUB)logr j(U†AU†B)logr j
′ |ψ1〉
≃O(drdǫ1/4)
d−1
∑
j=1
〈ψ1|(UAUB)logr j(U†AU†B)logr j|ψ1〉
≃O(dr√ǫ) (d− 1)
1
d− 1 = 1.
Next we calculate 〈ψ|ψ′〉 which is
〈ψ|ψ′〉 =
d−1
∑
j=1
〈ψ|(U†AU†B)logr j|ψ1〉 ≃O(d2√r√ǫ) (d− 1)〈ψ|ψ1〉.
37
The problem is reduced to calculate 〈ψ|ψ1〉, which is
〈ψ|ψ1〉 = 1
2
〈ψ|(M0n(r)+1 + iMn(r)+2M1n(r)+1− iMn(r)+2M0n(r)+1+ M1n(r)+1)|ψ〉
=
1
2
(
〈ψ|(M0n(r)+1 +M1n(r)+1)|ψ〉 − i〈ψ|Mn(r)+2Mn(r)+1|ψ〉
)
≃O(√r√ǫ)
1
2
(
〈ψ|(M0n(r)+1 + M1n(r)+1)|ψ〉 − i〈ψ|Nn(r)+2Mn(r)+1|ψ〉
)
≃O(rǫ)
1
2
2
d− 1 =
1
d− 1 ,
where the approximation of 〈ψ|Nn(r)+2Mn(r)+1|ψ〉 comes from the correlation. Hence, we know
〈ψ|ψ′〉 ≃O(d2√r√ǫ) 1.
In the end, we combine 〈ψ|ψ′〉 ≃O(d2√r√ǫ) 1 and ‖|ψ′〉‖2 ≃O(drdǫ1/4) 1, and apply Proposi-
tion 2.15 to conclude
|ψ〉 ≃O(drd/2ǫ1/8) |ψ′〉.
6.3 Implications of passing the commutation games
The commutation game is introduced to certify some observables used in LS(r) commute with the
operators for the extended weighted CHSH test. For the details of the general commutation test,
we refer to Appendix A.2 of [CGJV17]. We use similar techniques in our proof but our proof also
bases on the correlation given in Table 3.
The implication of winning the commutation game is summarized in the following proposi-
tion.
Proposition 6.15. Let S be an ǫ-approximate strategy of C(d, r). Then,
M0n(r)+1M(s)|ψ〉 ≃O(√r√ǫ) M(s)M0n(r)+1|ψ〉, (82)
M1n(r)+1M(s)|ψ〉 ≃O(√r√ǫ) M(s)M1n(r)+1|ψ〉, (83)
Mn(r)+2M(s)|ψ〉 ≃O(√r√ǫ) M(s)Mn(r)+2|ψ〉, (84)
for s = f0, f2, g0, g2.
Note that the M(s)’s for s = f0, f2, g0, g2 tested in the commutation game are measured for
the Magic Square equations in LS(r). They will be used to construct the isometry in the next
subsection.
Proof. Proving eq. (84) is an application of Lemma 28 of [CGJV17] with
√
ǫ replaced by O(
√
r
√
ǫ).
For the other relations, we prove M0
n(r)+1M( f0)|ψ〉 ≃O(√r√ǫ) M( f0)M0n(r)+1|ψ〉 to demonstrate
the techniques involved.
We denote Bob’s projectors by {Nb1b2
(n(r)+1, f0)
} where b1 ∈ Z3 and b2 ∈ Z2. From the correlation
in Table 3, we can get that
M0n(r)+1|ψ〉 ≃O(√r√ǫ) (N00(n(r)+1, f0) + N01(n(r)+1, f0))|ψ〉
M( f0)|ψ〉 ≃O(√r√ǫ) ( ∑
b1,b2
(−1)b2Nb1b2
(n(r)+1, f0)
)|ψ〉.
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Then we can show that
M0n(r)+1M( f0)|ψ〉 ≃O(√r√ǫ) M0n(r)+1( ∑
b1,b2
(−1)b2Nb1b2
(n(r)+1, f0)
)|ψ〉
≃O(√r√ǫ) ( ∑
b1,b2
(−1)b2Nb1b2
(n(r)+1, f0)
)(N00(n(r)+1, f0) + N
01
(n(r)+1, f0)
)|ψ〉
= (N00(n(r)+1, f0) + N
01
(n(r)+1, f0)
)( ∑
b1,b2
(−1)b2Nb1b2
(n(r)+1, f0)
)|ψ〉
≃O(√r√ǫ) (N00(n(r)+1, f0) + N01(n(r)+1, f0))Mr+6|ψ〉
= M( f0)(N
00
(n(r)+1, f0)
+ N01(n(r)+1, f0))|ψ〉
≃O(√r√ǫ) M( f0)M0n(r)+1|ψ〉.
6.4 Robust self-testing
Based on the propositions and lemmas proved so far, we can prove the self-testing theorem.
Theorem 6.16. Let S be an ǫ-approximate strategy of C(d, r). Then there exists an isometry ΦA ⊗ΦB =
(ΦA,2 ⊗ΦB,2)(ΦA,1 ⊗ΦB,1) and a state |junk〉 such that ‖|junk〉‖ ≃O(√dr1/4ǫ1/4) 1 and
ΦA ⊗ΦB(|ψ〉) ≃O(d5/2rdǫ1/8)) |junk〉 ⊗ |ψ˜〉 (85)
ΦA ⊗ΦB(OA|ψ〉) ≃O(d5/2rdǫ1/8)) |junk〉 ⊗ |EPR〉⊗2 ⊗
1√
d− 1
d−1
∑
j=1
ω
d−j
d |xd−j〉A′ |xj〉B′ (86)
ΦA ⊗ΦB(OB|ψ〉) ≃O(d5/2rdǫ1/8)) |junk〉 ⊗ |EPR〉⊗2⊗
1√
d− 1
d−1
∑
j=1
ω
j
d|xd−j〉A′ |xj〉B′ (87)
ΦA ⊗ΦB(UA|ψ〉) ≃O(d5/2rdǫ1/8)) |junk〉 ⊗ |EPR〉⊗2 ⊗
1√
d− 1
d−1
∑
j=1
|x(d−j)r−1〉A′ |xj〉B′ (88)
ΦA ⊗ΦB(UB|ψ〉) ≃O(d5/2rdǫ1/8)) |junk〉 ⊗ |EPR〉⊗2⊗
1√
d− 1
d−1
∑
j=1
|xd−j〉A′ |xjr−1〉B′ . (89)
The state |ψ˜〉 is defined in eq. (40).
Before proving Theorem 6.16, we state the consequence of it. It implies that, for any odd prime
number dwhose primitive root is r, there exists a correlation of size Θ(r) that can robustly self-test
the maximally entangled state of local dimension 4(d− 1). Since there are infinitely many prime
numberswhose smallest primitive roots are in the set {2, 3, 5} [Mur88], we can apply Theorem 6.16
to the set D of all such odd prime numbers and prove the following theorem.
Theorem 6.17. There exists an infinity-sized set D of prime numbers such that for each d ∈ D, there exists
a constant-sized correlation that can self-test the maximally entangled state of local dimension 4(d− 1).
Before proving Theorem 6.16, we introduce the isometry ΦA ⊗ΦB, which has two steps. We
denote the isometry used in the first step and the second step by ΦA,1 ⊗ ΦB,1 and ΦA,2 ⊗ ΦB,2
respectively, which are illustrated in the two figures below.
To construct the isometry ΦA,1 ⊗ΦB,1, we use UA,OA and UB, OB defined in eqs. (51) and (52)
to produce a copy of |Σ(d−1)〉.
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To construct the isometry ΦA,2 ⊗ ΦB,2. we use the observables M( f0),M( f2),M(g0),M(g2)
and N( f0),N( f2),N(g0),N(g2) to produce two copies of |EPR〉. Intuitively, M( f0) acts as 1 ⊗ σx;
M( f2) acts as σx ⊗ 1; M(g0) acts as 1⊗ σz and M(g2) acts as σz ⊗ 1; and similarly on Bob’s side.
|ψ〉
|x0〉
|x0〉
QFTd
QFTd
OA
OB
QFT−1d
QFT−1d
UA
UB
|reuse〉 |ψ˜〉EXT
Figure 1: The isometries ΦA,1 ⊗ΦB,1.
The isometry ΦA,1 ⊗ΦB,1 has the following steps:
1. Append control register |x0〉A′ on Alice’s side and |x0〉B′ on Bob’s side;
2. Apply Quantum Fourier Transform (QFTd) to Alice and Bob’s control registers;
3. Apply Controlled-OA/B operations (i.e. if the control register is in state |xk〉A′/B′ , apply
OkA/B.);
4. Apply inverse Quantum Fourier Transform (QFT−1d ) to the control registers;
5. Apply Controlled-UA/B operations (i.e. If Alice’s control register is in state |xj〉, she applies
U
logr(d−j)
A . If Bob’s control register is in state |xj〉, he applies (UB)logr j).
Note that |x0〉 is orthogonal toWd−1, so span{xj}d−1j=0 has dimension d.
|reuse〉
|0〉
|0〉
|0〉
|0〉
H
H
H
H
M(g2)
N(g2)
M(g0)
N(g0)
H
H
H
H
M( f2)
N( f2)
M( f0)
N( f0)
|junk〉 |EPR〉⊗2
Figure 2: The isometries ΦA,2 ⊗ΦB,2.
The second isometry is the standard isometry used in the self-testing result of theMagic Square
game [WBMS16]. The only thing to note is that the state |reuse〉, which is on the sameHilbert space
as |ψ〉 and produced by ΦA,1⊗ΦB,1, is the input state to ΦA,2⊗ΦB,2. In this sense, our isometry is
a 2-step sequential procedure.
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Proof of Theorem 6.16. The proof takes two steps. We first show that
ΦA,1 ⊗ΦB,1(|ψ〉) ≃O(d5/2rdǫ1/8)
√
d− 1|ψ1〉 ⊗ 1√
d− 1
d−1
∑
j=1
|xd−j〉A′ |xj〉B′ . (90)
Then we show that there exists a state |junk〉 such that
ΦA,2 ⊗ΦB,2(
√
d− 1|ψ1〉) ≃O(√r√ǫ) |junk〉 ⊗ |Σ(2)〉⊗2. (91)
Combining the two equations above we get that
ΦA,2 ⊗ΦB,2(ΦA,1 ⊗ΦB,1(|ψ〉))
≃O(d5/2rdǫ1/8)
[
ΦA,2 ⊗ΦB,2(
√
d− 1|ψ1〉)
]
⊗ 1√
d− 1
d−1
∑
j=1
|xd−j〉A′ |xj〉B′
≃O(√r√ǫ) |junk〉 ⊗ |EPR〉⊗2 ⊗
1√
d− 1
d−1
∑
j=1
|xd−j〉A′ |xj〉B′ ,
where we use the fact that ΦA,2⊗ΦB,2 only acts nontrivially on the state |ψ1〉. The state
√
d− 1|ψ1〉
is the state |reuse〉 in the two figures.
Lemma 6.14 implies that ΦA,1 ⊗ ΦB,1(|ψ〉) ≃O(drd/2+1/4ǫ1/8) ΦA,1 ⊗ ΦB,1(|ψ′〉), so we focus on
how the isometry evolves |ψ′〉. The evolution is summarized below.
d−1
∑
j=1
(U†AU
†
B)
logr j|ψ1〉|x0〉A′ |x0〉B′
QFTd−−−→1
d
d−1
∑
k1,k2=0
d−1
∑
j=1
(U†AU
†
B)
logr j|ψ1〉|xk1〉A′ |xk2〉B′
Controlled-OA/B−−−−−−−−−→1
d
d−1
∑
k1,k2=0
d−1
∑
j=1
Ok1A (U
†
A)
logr jOk2B (U
†
B)
logr j|ψ1〉|xk1〉A′ |xk2〉B′
≃O(d5/2rdǫ1/4)
1
d
d−1
∑
k1,k2=0
d−1
∑
j=1
(U†AU
†
B)
logr jω
(k2−k1)j
d |ψ1〉|xk1 〉A′ |xk2 〉B′
QFT−1d−−−→ 1
d2
d−1
∑
l1,l2=0
d−1
∑
k1,k2=0
d−1
∑
j=1
(U†AU
†
B)
logr jω
k1(d−j−l1)
d ω
k2(j−l2)
d |ψ1〉|xl1〉A′ |xl2〉B′
=
d−1
∑
j=1
(U†AU
†
B)
logr j|ψ1〉|xd−j〉A′ |xj〉B′
Controlled-UA/B−−−−−−−−−→
d−1
∑
j=1
U
logr j
A (U
†
A)
logr jU
logr j
B (U
†
B)
logr j|ψ1〉|xd−j〉A′ |xj〉B′
=|ψ1〉 ⊗
d−1
∑
j=1
|xd−j〉A′ |xj〉B′ .
When we analyze the effect of the controlled-OA/B, we applied eqs. (80) and (81) repeatedly. In
summary, we have shown that
ΦA,1 ⊗ΦB,1(|ψ〉) ≃O(d5/2rdǫ1/8)
(√
d− 1|ψ1〉
)
⊗
(
1√
d− 1
d−1
∑
j=1
|xd−j〉A′ |xj〉B′
)
, (92)
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where we use the fact that O(d5/2rdǫ1/8) dominates bothO(drd/2+1/4ǫ1/8) and O(d5/2rdǫ1/4). The
relation
√
d− 1‖|ψ1〉‖ ≃O(√dr1/4ǫ1/4) 1 is derived from the fact that ‖|ψ1〉‖2 ≃O(√r√ǫ) 1/(d− 1).
To prove eq. (91), we first recall that
|ψ1〉 = 1
2
(M0n(r)+1+ iMn(r)+2M
1
n(r)+1− iMn(r)+2M0n(r)+1+ M1n(r)+1)|ψ〉.
The other observation that we need is that
ΦA,2 ⊗ΦB,2(|ψ1〉)
=
1
16 ∑
a,b∈{0,1}4
M( f0)
a(4)N( f0)
b(4)M( f2)
a(3)N( f2)
b(3)M(g0)
a(2)N(g0)
b(2)M(g2)
a(1)N(g2)
b(1)|ψ1〉|a〉A′′ |b〉B′′
For simplicity we define
Ma := M( f0)
a(4)M( f2)
a(3)M(g0)
a(2)M(g2)
a(1)
Nb := N( f0)
b(4)N( f2)
b(3)N(g0)
b(2)N(g2)
b(1).
Our goal is to use Proposition 6.15 to show that
Ma |ψ1〉 ≃O(√r√ǫ)
1
2
(M0n(r)+1+ iMn(r)+2M
1
n(r)+1− iMn(r)+2M0n(r)+1+ M1n(r)+1)Ma |ψ〉, (93)
for all a ∈ {0, 1}4,
We showhow to apply Proposition 6.15 to commuteM(g2)a(1) through
1
2(M
0
n(r)+1+ iMn(r)+2M
1
n(r)+1
− iMn(r)+2M0n(r)+1 + M1n(r)+1) and then similar process can be repeated for M(g0)a(2),M( f2)a(3)
and M( f0)a(4) using Lemma 2.17,
M(g2)
a(1) 1
2
(M0n(r)+1+ iMn(r)+2M
1
n(r)+1− iMn(r)+2M0n(r)+1+ M1n(r)+1)|ψ〉
≃O(√r√ǫ)
1
2
[(M0n(r)+1 + M
1
n(r)+1)M(g2)
a(1) − iM(g2)a(1)Mn(r)+2Nn(r)+1]|ψ〉
≃O(√r√ǫ)
1
2
[(M0n(r)+1 + M
1
n(r)+1)M(g2)
a(1) − iNn(r)+1Mn(r)+2M(g2)a(1)]|ψ〉
≃O(√r√ǫ)
1
2
[(M0n(r)+1 + M
1
n(r)+1)M(g2)
a(1) − iMn(r)+2M(g2)a(1)Mn(r)+1]|ψ〉
≃O(√r√ǫ)
1
2
[(M0n(r)+1 + M
1
n(r)+1)M(g2)
a(1) − iMn(r)+2Mn(r)+1M(g2)a(1)]|ψ〉
=
1
2
(M0n(r)+1+ iMn(r)+2M
1
n(r)+1− iMn(r)+2M0n(r)+1 +M1n(r)+1)M(g2)a(1)|ψ〉.
In summary, we have
MaNb |ψ1〉 ≃O(√r√ǫ)
1
2
(M0n(r)+1+ iMn(r)+2M
1
n(r)+1− iMn(r)+2M0n(r)+1 +M1n(r)+1)MaNb |ψ〉 (94)
for all a,b ∈ {0, 1}4, which implies that
ΦA,2⊗ΦB,2(|ψ1〉) ≃O(√r√ǫ)
1
2
(M0n(r)+1+ iMn(r)+2M
1
n(r)+1− iMn(r)+2M0n(r)+1+ M1n(r)+1)(ΦA,2 ⊗ΦB,2(|ψ〉).
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At this point we can apply Lemma C.1 of [WBMS16] to ΦA,2 ⊗ΦB,2(|ψ〉) and conclude that
ΦA,2 ⊗ΦB,2(
√
d− 1|ψ1〉) ≃O(√d√r√ǫ) |junk〉 ⊗ |EPR〉⊗2, (95)
for some state |junk〉 whose norm can be deduced from the norm of |ψ1〉.
In the rest of the proof, we only show how ΦA,1 ⊗ΦB,1 acts onOA|ψ〉 and UA|ψ〉.
If the initial state is OA|ψ〉, we first use the fact that ΦA,1 ⊗ΦB,1(OA|ψ〉) ≃O(drd/2+1/4ǫ1/8) ΦA,1 ⊗
ΦB,1(OA|ψ′〉), and then we calculate ΦA,1 ⊗ΦB,1(OA|ψ′〉) as
OA|ψ′〉|x0〉A′ |x0〉B′ =
d−1
∑
j=1
OA(U
†
AU
†
B)
logr j|ψ1〉|x0〉A′ |x0〉B′
≃O(√drdǫ1/4)
d−1
∑
j=1
(U†AU
†
B)
logr jω
−j
d |ψ1〉|x0〉A′ |x0〉B′
QFTd−−−→1
d
d−1
∑
j=1
d−1
∑
k1 ,k2=0
(U†AU
†
B)
logr jω
−j
d |ψ1〉|xk1〉A′ |xk2〉B′
Controlled-OA/B−−−−−−−−−→1
d
d−1
∑
j=1
d−1
∑
k1 ,k2=0
Ok1A (U
†
A)
logr jOk2B (U
†
B)
logr jω
−j
d |ψ1〉|xk1 〉A′ |xk2 〉B′
≃O(d5/2rdǫ1/4)
1
d
d−1
∑
k1,k2=0
d−1
∑
j=1
(U†AU
†
B)
logr jω
−j
d ω
(k2−k1)j
d |ψ1〉|xk1 〉A′ |xk2〉B′
QFT−1d−−−→
d−1
∑
j=1
(U†AU
†
B)
logr jω
d−j
d |ψ1〉|xd−j〉A′ |xj〉B′
Controlled-UA/B−−−−−−−−−→
√
d− 1|ψ1〉 ⊗ 1√
d− 1
d−1
∑
j=1
ω
d−j
d |xd−j〉A′ |xj〉B′ .
The analysis for ΦA,1 ⊗ΦB,1(OB|ψ〉) is very similar.
If the initial state is UA|ψ〉, we first use the fact that ΦA,1 ⊗ΦB,1(UA|ψ〉) ≃O(drd/2+1/4ǫ1/8) ΦA,1 ⊗
43
ΦB,1(UA|ψ′〉), and then we calculate ΦA,1 ⊗ΦB,1(UA|ψ′〉).
UA|ψ′〉|x0〉A′ |x0〉B′ =
d−1
∑
j=1
UA(U
†
AU
†
B)
logr j|ψ1〉|x0〉A′ |x0〉B′
=
d−1
∑
j=1
(U†A)
logr j−1(U†B)
logr j|ψ1〉|x0〉A′ |x0〉B′
QFTd−−−→1
d
d−1
∑
j=1
d−1
∑
k1,k2=0
(U†A)
logr j−1(U†B)
logr j|ψ1〉|xk1〉A′ |xk2〉B′
Controlled-OA/B−−−−−−−−−→1
d
d−1
∑
j=1
d−1
∑
k1,k2=0
Ok1A (U
†
A)
logr j−1Ok2B (U
†
B)
logr j|ψ1〉|xk1〉A′ |xk2〉B′
≃O(d5/2rdǫ1/4)
1
d
d−1
∑
k1,k2=0
d−1
∑
j=1
(U†A)
logr j−1(U†B)
logr jω
k2 j−k1 jr−1
d |ψ1〉|xk1〉A′ |xk2〉B′
QFT−1d−−−→
d−1
∑
j=1
(U†A)
logr j−1(U†B)
logr j|ψ1〉|x(d−j)r−1〉A′ |xj〉B′
Controlled-UA/B−−−−−−−−−→
√
d− 1|ψ1〉 ⊗ 1√
d− 1
d−1
∑
j=1
|x(d−j)r−1〉A′ |xj〉B′ ,
where we use the fact that (d− j)r−1 ≡ d− jr−1 (mod d). The analysis for ΦA,1 ⊗ΦB,1(UB|ψ〉) is
very similar.
7 Conclusions
In summary, we identify a family of correlations with constant-sized input and output alphabets
that can be used to robustly self-test maximally entangled states with unbounded local dimension.
Before our work, the most efficient way was to use O(log d)-sized input and O(log log d)-sized
output alphabets to robustly self-test the maximally entangled state of dimension d = 2n [NV18].
Our result gives us deeper understandings of the set of quantum correlations. In previous
works that proved the non-closeness of the set of quantum correlations [Slo19, SV18], lower bounds
of the entanglement required to achieve certain correlations are identified. We discover a large
family of correlations such that we know exactly the entangled state required to achieve each of
the correlations in this family.
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A The linear system of LS(r)
Definition A.1. The linear system of LS(r) has variables x(s) for each s ∈ S, and equations:
• for each 1 ≤ i ≤ r+ 5:
x(ai) + x(bi) + x(ci) = 0 x(ai) + x( f0) + x(di) = 0
x(bi) + x( f2) + x(pi,1) = 0 x(pi,2) + x(pi,3) + x(pi,4) = 0 x( f0) + x(pi,3) + x(pi,4) = 0
x(ci) + x(pi,4) + x(pi,5) = 0 x( f1) + x(pi,2) + x(pi,3) = 0;
• for each c = (i, j, k) ∈ C(r):
x(hjk) + x(bj) + x(ck) = 0
x(di) + x(qc,1) + x( f2) = 0 x(bj) + x( f2) + x(qc,2) = 0 x(qc,2) + x(qc,3) + x(qc,4) = 0
x(di) + x(qc,4) + x(qc,5) = 0 x(ck) + x(qc,5) + x(qc,6) = 0 x(qc,1) + x(qc,3) + x(qc,6) = 0;
• Magic Square equations:
x( f0) + x( f1) + x( f2) = 0 x(g0) + x(g1) + x(g2) = 0 x(m0) + x(m1) + x(m2) = 0
x( f0) + x(g2) + x(m0) = 0 x( f2) + x(g0) + x(m1) = 0 x( f1) + x(g1) + x(m2) = 1.
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B A representation of Γ
In this section we give the full description of a representation of Γ, Ψ, which is built upon rep-
resentations of P0 and P1. We need the representation Ψ of Γ to construct the ideal strategy of
LS(r).
Recall the two Hilbert spacesWd−1 and W2 defined in eq. (19), which are the carrier spaces of
the representations given below, On the Hilbert spaceW2, we define
XW2 = |x1〉〈x2|+ |x2〉〈x1| YW2 = i|x1〉〈x2| − i|x2〉〈x1| ZW2 = |x1〉〈x1| − |x2〉〈x2|,
Definition B.1. The representation, Ψ0, of P0 on Wd−1 is defined by
Ψ0(a1) =
(d−1)/2
∑
j=1
ω
j
d|xj〉〈xd−j|+ω
−j
d |xd−j〉〈xj|
Ψ0(a2) =
d−1
∑
j=1
|xj〉〈xd−j|
Ψ0(a3) =|u0〉〈u0|+ω(d−1)/2d−1 |u(d−1)/2〉〈u(d−1)/2|
+
(d−3)/2
∑
k=1
(
ωkd−1|uk〉〈ud−1−k|+ω−kd−1|xd−1−k〉〈xk|
)
Ψ0(a4) =|u0〉〈u0|+ |u(d−1)/2〉〈u(d−1)/2|
+
(d−3)/2
∑
k=1
(|ud−1−k〉〈uk|+ |uk〉〈ud−1−k|) ,
The representation of the rest of the generators can be constructed from Ψ0(a1), Ψ0(a2), Ψ0(a3) and Ψ0(a4)
following the defining conjugacy relations in P0.
We can check that
Ψ0(a1a2) =
d−2
∑
j=0
ωr
j
d |xr j〉〈xr j | = O˜
Ψ0(a3a4) =
d−2
∑
j=0
|xr j−1〉〈xr j | = U˜,
where O˜ and U˜ are defined in eqs. (20) and (21). We can also check that the representation Ψ0
satisfies the relations that Ψ0(a3a4)Ψ0(a2)Ψ0(a4a3) = Ψ0(a2) by first observing that
Ψ0(a3)Ψ0(a4) =
d−2
∑
j=0
|xr j−1〉〈xr j |.
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Then we can calculate
Ψ0(a3)Ψ0(a4)Ψ0(a2)Ψ0(a4)Ψ0(a3)
=
(d−3)/2
∑
j=0
Ψ0(a3)Ψ0(a4)(|xr j〉〈xrd−1−j|+ |xrd−1−j〉〈xr j |)Ψ0(a4)Ψ0(a3)
=
(d−3)/2
∑
j=0
|xr j−1〉〈xrd−2−j|+ |xrd−2−j〉〈xr j−1|
=Ψ0(a2).
Next, following the proof of Lemma 29 of [Slo19], we construct a representation of P1.
Definition B.2. The representation Ψ1 of P1 on W2 ⊗Wd−1 is defined by
• for f0
Ψ1( f0) = XW2 ⊗ 1Wd−1;
• for i = 1 . . . r+ 5,
Ψ1(ai) = 1W2 ⊗Ψ0(ai)
Ψ1(bi) = |x1〉〈x1| ⊗Ψ0(ai) + |x2〉〈x2| ⊗ 1Wd−1
Ψ1(ci) = |x1〉〈x1| ⊗ 1Wd−1 + |x2〉〈x2| ⊗Ψ0(ai)
Ψ1(di) = XW2 ⊗Ψ0(ai);
• for (i, j, k) ∈ C(r),
Ψ1(hjk) = |x1〉〈x1| ⊗Ψ0(aj) + |x2〉〈x2| ⊗Ψ0(ak).
Finally, we follow the proof of Proposition 27 of [Slo19] to construct the representation Ψ of Γ.
Definition B.3. The representation Ψ of Γ on W2 ⊗W2 ⊗Wd−1 is defined by:
• for s ∈ {ai, bi, ci, di}r+5i=1 ,
Ψ(s) = 1W2 ⊗Ψ1(s);
• for fi, gi, mi with i = 0, 1, 2 and J
Ψ( f0) = 1⊗ XW2 ⊗ 1Wd−1
Ψ( f1) = XW2 ⊗ XW2 ⊗ 1Wd−1
Ψ( f2) = XW2 ⊗ 1W2 ⊗ 1Wd−1
Ψ(g0) = 1⊗ ZW2 ⊗ 1Wd−1
Ψ(g1) = ZW2 ⊗ ZW2 ⊗ 1Wd−1
Ψ(g2) = ZW2 ⊗ 1W2 ⊗ 1Wd−1
Ψ(m0) = ZW2 ⊗ XW2 ⊗ 1Wd−1
Ψ(m1) = XW2 ⊗ ZW2 ⊗ 1Wd−1
Ψ(m2) = YW2 ⊗ YW2 ⊗ 1Wd−1
Ψ(J) = −1W2 ⊗ 1W2 ⊗ 1Wd−1;
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• for the generators involved in Ri with 1 ≤ i ≤ r+ 5 :
Ψ(pi,1) = XW2 ⊗Ψ1(bi)
Ψ(pi,2) = |x1〉〈x2| ⊗Ψ1(bi f0) + |x2〉〈x1| ⊗Ψ1( f0bi)
Ψ(pi,3) = |x1〉〈x1| ⊗Ψ1(bi f0bi) + |x2〉〈x2| ⊗Ψ1( f0)
Ψ(pi,4) = |x1〉〈x1| ⊗Ψ1(bici) + |x2〉〈x2| ⊗ 1W2 ⊗ 1Wd−1
Ψ(pi,5) = |x1〉〈x1| ⊗Ψ1(bi) + |x2〉〈x2| ⊗Ψ1(ci);
• for the generators involved in Rc with c = (i, j, k) ∈ C(r):
Ψ(qc,1) = XW2 ⊗Ψ1(di)
Ψ(qc,2) = XW2 ⊗Ψ1(bj)
Ψ(qc,3) = |x1〉〈x2| ⊗Ψ1(bjdi) + |x2〉〈x1| ⊗Ψ1(dibj)
Ψ(qc,4) = |x1〉〈x1| ⊗Ψ1(bjdibj) + |x2〉〈x2| ⊗Ψ1(di)
Ψ(qc,5) = |x1〉〈x1| ⊗Ψ1(bjck) + |x2〉〈x2| ⊗ 1W2 ⊗ 1Wd−1
Ψ(qc,6) = |x1〉〈x1| ⊗Ψ1(bj) + |x2〉〈x2| ⊗Ψ1(ck).
The validation of Ψ1 and Ψ were done in the proofs of Lemma 29 and Proposition 27 in [Slo19].
C The proof of Theorem 4.1
This proof follows the same line of argument in Appendix A of [BP15]. We first find two sum-of-
square decompositions of 2
√
α2 + 11−Iα, where Iα is expressed in terms of {Mx} and {Ny}. The
decompositions allow us to determine some key relations between Alice and Bob’s observables
and their shared state, which will be used to draw the conclusion.
Proof. The first step is to find a sum-of-square decomposition of the following Bell expression
I¯α = 2
√
α2 + 11− Iα = 2
sin(µ)
1− cos(µ)
sin(µ)
(M1N1 + M1N2)−M2N1 + M2N2. (96)
With the notation c := cos(µ), s := sin(µ), we define
ZA := M1 XA := M2
ZB :=
N1 + N2
2c
XB :=
N1 − N2
2s
.
The two SOS decompositions that we use are
I¯α = sI¯
2
α + 4sc
2(ZAXB + XAZB)
2
4
, (97)
I¯α = c
2
s
(ZA − ZB)2 + s(XA − XB)2. (98)
The verification is omitted here. From the SOS decomposition, we can prove eqs. (26) to (31).
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We first define
S1 =
√
s
2
I¯α, S2 =
√
sc(ZAXB + XAZB),
S3 =
c√
s
(ZA − ZB), S4 =
√
s(XA − XB)
then
I¯α = S21 + S22 = S23 + S24. (99)
The fact that the quantum strategy (|ψ〉, {Mx}x=1,2, {Ny}y=1,2 achieves that 〈I¯α〉 ≤ ǫ implies that
〈ψ|S2i |ψ〉 ≤ ǫ,
and equivalently,
‖Si|ψ〉‖ ≤
√
ǫ
for i = 1, 2, 3, 4. From the definitions of Si’s, we can get that
‖(XAZB + XBZA)|ψ〉‖ ≤ 1
c
√
s
√
ǫ (100)
‖(ZA − ZB)|ψ〉‖ ≤
√
s
c
√
ǫ (101)
‖(XA − XB)|ψ〉‖ ≤ 1√
s
√
ǫ, (102)
which proves eqs. (26) and (27). Equations (100) and (101) give us that
‖[ZA(1 + XB)− (1− XA)ZB]|ψ〉‖ ≤ ‖(XAZB + XBZA)|ψ〉‖+ ‖(ZA − ZB)|ψ〉‖ ≤ s+ 1
c
√
s
√
ǫ,
which proves eq. (28). Similarly, eqs. (100) and (102) give us that
‖[XA(1 + ZB)− XB(1− ZA)]|ψ〉‖ ≤ c+ 1
c
√
s
√
ǫ,
which proves eq. (29). Since ZAXA + XAZA =
S2
c
√
s
+
√
sX˜AS3
c +
Z˜AS4√
s
, we can deduce that
‖(ZAXA + XAZA)|ψ〉‖ ≤ 1+ c+ s
c
√
s
√
ǫ,
as in eq. (30). To prove eq. (31), we switch to the approximate relation form and derive that
XAZA|ψ〉 ≃ 1+c+s
c
√
s
√
ǫ −ZAXA|ψ〉 (103)
≃√s
c
√
ǫ
−ZAXB|ψ〉 (104)
≃ 1
s3/2
√
ǫ −XBZB|ψ〉, (105)
where in the last line we use the fact ‖XB‖ ≤ 1/s.
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Now we introduce the isometries ΦA and ΦB mentioned in the theorem. They are the same
as the ones used in [BP15]. To construct ΦA and ΦB we need to regularize ZB and XB to make
sure the corresponding operations are unitary in the isometries. We define Z∗B to be the operator
obtained from ZB by changing all the 0-eigenvalues to 1, then we define
Z′B := Z
∗
B|Z∗B|−1,
where |Z∗B| is obtained from Z∗B by replacing all negative eigenvalues by its absolute value. In a
similar way, we define X∗B and X
′
B. On Alice’s side, since ZA and XA are unitaries already, we
define Z′A := ZA and X
′
A = XA. The isometries are illustrated in the figure below.
|ψ˜〉
|0〉
|0〉
H
H
Z′A
Z′B
H
H
X′A
X′B
|aux〉 |00〉+|11〉√
2
Figure 3: The isometries ΦA and ΦB.
To bound exy := ‖(ΦA ⊗ΦB)(M˜x ⊗ N˜y)|ψ˜〉 − |junk〉 ⊗ (Mx ⊗ Ny)|Σ(2)〉‖, there are some inter-
mediate steps. Since the derivations are the same as in [BP15], we only record the key relations
here.
‖(Z′B − ZB)|ψ˜〉‖ ≤
√
s
c
√
ǫ,
‖(Z′B − Z′A)|ψ˜〉‖ ≤ 2
√
s
c
√
ǫ,
‖(X′B − XB)|ψ˜〉‖ ≤
c+ 1
s3/2
√
ǫ := δ1
√
ǫ,
‖(X′BZ′B + Z′BX′B)|ψ˜〉‖ ≤ [
2
√
s
c
+
2√
s
+ 2δ1 + (
√
2+
1
c
)(2
√
s
c
+
1+ c+ s
c
√
s
)]
√
ǫ := δ2
√
ǫ.
Then we can calculate that
e00 = e10 = 2δ2
√
ǫ
e20 = 2(
1+ c+ s
c
√
s
+ δ2)
√
ǫ
e01 = e02 = e11 = e12 = [
√
s+ s(2
1+ c+ s
c
√
s
+ δ1) + 2δ2]
√
ǫ
e21 = e22 = [2
1+ c+ s
c
√
s
+
√
s+ s(2
1+ c+ s
c
√
s
+ δ1) + 2δ2]
√
ǫ,
so an upper bound of the error is that
exy ∈ O(( 1
c2s1/2
+
1
s3/2
)
√
ǫ) ∀x, y ∈ {0, 1, 2}. (106)
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