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Abstract
There is need in Europe for an accurate navigation system for Earth-based
aerospace applications with high dynamics, such as launch and atmospheric
entry vehicles. The Hybrid Navigation System (HNS) was developed in
response to this need. This system fuses data from an IMU, a Global
Position System (GPS) receiver, and a star tracker (STR) using an extended
Kalman filter. Data fusion allows the user to combine the strengths of each
instrument to compensate for their individual weaknesses. Combining the
data from different sensors in this way reduces the effect of measurement
errors from each sensor and increases navigation accuracy compared to using
an uncoupled approach.
This work applies modern navigation and computing methods to a real
life problem and verifies these methods with flight data. Its flight on the
SHEFEX2 sounding rocket mission validates the software- and hardware-in-
the loop simulations, the real-time computing methods and the navigation
algorithm. This is useful for future navigation missions which may base
their algorithms on this work and for other electronic systems which may
use these techniques for their own simulations.
The novel navigation algorithm consists of a high-rate and a low-rate task
running in parallel and passing data back and forth. The high-rate task
processes the IMU data and integrates the strapdown navigation equations
as soon as new IMU data is available (400Hz). It is also responsible for
computing the linearized state transition model, calibrating clocks and
correcting the whole states. The low-rate task propagates and updates the
filter at 1Hz using data sent from the high-rate task and the sensors and
corrects the error state vector. Together with some changes necessary for
running on a real-time embedded system, this algorithm was implemented
in C code and run on the HNS navigation computer.
The HNS is a complex system with many devices working together in parallel.
As in any mission, thoroughly testing the software and hardware is very
important. To fully test the system a realistic software-in-the-loop simulator
and hardware-in-the-loop test bench were developed which could simulate
the expected flight conditions and test the system. Additionally, various
real-world tests were done to test aspects of the system that could not
otherwise be tested by simulation. These included a road test and a night
sky test.
SHEFEX-2 was launched on June 22, 2012 at 19:18 UTC from Andøya
Rocket Range in Norway by DLR. The flight results are presented here to
show the performance of the individual sensors and the overall navigation
system. An accurate off-line reconstruction of the trajectory is described,
which is compared against the HNS flight data as an overall measure of the
system’s performance. The trajectory reconstruction method and navigation
flight performance are explained in detail.
The presented flight results show that the HNS performed very well and,
except for the STR, the mission was a complete success. The SHEFEX-2
flight was the first flight of this system, which brings the HNS software and
several hardware components to TRL 7 and paves the way for the HNS to
be used as a mission critical subsystem in future missions.
Zusammenfassung
In Europa besteht ein Bedarf fu¨r ein genaues Navigationssystem fu¨r spezielle
Erdbasierte Anwendungen in der Luft- und Raumfahrt, welche sich durch
eine hohe Dynamik auszeichnen. Ein Anwendungsbeispiel dafu¨r sind Sys-
teme fu¨r Start und atmospha¨rischen Eintritt. Das Hybrid Navigation System
(HNS) wurde in Hinsicht auf diesen Bedarf entwickelt. Dieses System kom-
biniert Daten aus einem Inertialmessgera¨t (IMU), einem Global Positioning
System (GPS) - Empfa¨nger und einem Sternsensor unter Verwendung eines
Extended-Kalman-Filters. Die im Filter erfolgende Datenfusion ermo¨glicht
es dem Benutzer, die Sta¨rken der einzelnen Instrumente zu kombinieren
und ihre individuellen Schwa¨chen auszugleichen. Im Vergleich zu einer
entkoppelten Methode verringert das Kombinieren von Daten verschiedener
Sensoren die Wirkung von Messfehlern der einzelnen Sensoren und erho¨ht
gleichzeitig die Navigationsgenauigkeit.
Gegenstand dieser Arbeit ist die Anwendung moderner Navigations- und
Rechenverfahren auf ein Problem aus der Praxis und die U¨berpru¨fung dieser
Methoden mit Flugdaten. Durch den Flug auf der SHEFEX2 Raketenmission
werden die Software- und Hardware-in-the-loop Simulationen, die verwen-
deten Methoden zur Echtzeitberechnung und der Navigationsalgorithmus
validiert. Das Ergebnis dieser Arbeit schafft eine wichtige Ausgangsbasis
fu¨r die Entwicklung der Algorithmik und die Durchfu¨hrung zuku¨nftiger
Missionen mit a¨hnlichem Aufgabenspektrum. Zudem kann diese Arbeit auch
Beitra¨ge fu¨r die Entwicklung anderer elektronischer Systeme liefern, z.B. fu¨r
deren Simulation.
Der neuartige Navigationsalgorithmus besteht aus einem Hochfrequenz- und
einem Niederfrequenz-Programm, die parallel ausgefu¨hrt werden und ihre
Daten austauschen. Das Hochfrequenz-Programm verarbeitet die IMU-
Daten und integriert die Strapdown-Navigations-Gleichungen, sobald neue
IMU Daten verfu¨gbar sind (400Hz). Es ist zusa¨tzlich verantwortlich fu¨r
die Berechnung der Zustandsu¨bergangsmatrix, die Kalibrierung von Uhren
und die Korrektur des State-Vektors. Die Aufgabe des Niederfrequenz-
Programms ist die Ausbreitung und Aktualisierung des Filters bei 1Hz
unter Verwendung von Daten aus dem Hochfrequenz-Programm und den
Sensordaten und die Korrektur des Fehler-State-Vektors. Zusammen mit
einigen A¨nderungen, welche fu¨r den Betrieb auf einem Echtzeit-Embedded-
System notwendig sind, wurde dieser Algorithmus in C-Code implementiert
und wird auf dem HNS Navigationsrechner ausgefu¨hrt.
Das HNS ist ein komplexes System in dem viele Gera¨te miteinander arbeiten.
Wie bei jeder Mission ist ein gru¨ndliches Testen der Software und Hardware
Voraussetzung fu¨r den spa¨teren Erfolg. Um das System vollsta¨ndig testen
zu ko¨nnen, wurden ein realistischer Software-in-the-Loop Simulator und ein
Hardware-in-the-Loop-Pru¨fstand entwickelt. Diese simulieren die erwarteten
Flugbedingungen und ermo¨glichen einen realistischen Test des Systems.
Zusa¨tzlich wurden verschiedene ,,echte Welt’’ Tests beno¨tigt, um Aspekte
des Systems zu testen, die nicht in der Simulation dargestellt werden ko¨nnen.
Diese ,,echte Welt’’ Tests umfassten eine Probefahrt und Tests des Star
Trackers in sternklarer Nacht.
SHEFEX-2 wurde am 22. Juni 2012 um 19:18 Uhr UTC vom Andøya Rocket
Range in Norwegen vom DLR gestartet. Um die Leistung der einzelnen
Sensoren und des gesamten Navigationssystems zu zeigen, werden die Flug-
Ergebnisse hier diskutiert. Um ein Maß fu¨r die Leistung des Gesamtsystems
zu bestimmen, wurden zuna¨chst die Trajektorien aus Bodenstationsmes-
sungen rekonstruiert und anschließend mit den HNS Flugdaten verglichen.
Die Verfahren zur Rekonstruktion der Flugbahn und die Diskussion der
Performance des Navigationssystems werden ausfu¨hrlich erla¨utert.
Die in dieser Arbeit vorgestellten Flugergebnisse zeigen, dass der HNS sehr
gute Leistung zeigt. Mit Ausnahme des Sternsensors war die Mission ein
voller Erfolg. Der SHEFEX-2 Flug war der erste Flug des in dieser Arbeit
entwickelten Systems. Mit diesem Erstflug wurde fu¨r die HNS-Software
sowie fu¨r einige Hardware-Komponenten auf den technologischen Reifegrad
TRL 7 gebracht. Damit sind die Voraussetzungen geschaffen, das HNS als
missionskritisches Subsystem in zuku¨nftigen Missionen einsetzen zu ko¨nnen.
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Acronyms
The following acronyms are used:
CCD : Charge-Coupled Device
COTS : Commercial Off-The-Shelf
DIO : Digital Input/Output
DLR : German Aerospace Center, Deutsches-
Zentrum fu¨r Luft- und Raumfahrt
eEKF : error state EKF
EGM2008 : Earth Gravitational Model 2008
EGSE : Electrical Ground Support Equipment
EKF : Extended Kalman Filter
GPS : Global Positioning System
HIL : Hardware-In-the-Loop
HNS : Hybrid Navigation System
HR : High-Rate
ICD : Interface Control Document
IMU : Inertial Measurement Unit
INS : Inertial Navigation System
LR : Low-Rate
MMU : Mass Memory Unit
NC : Navigation Computer
PPS : Pulse Per Second
PDOP : Positional Dilution of Precision
RMS : Root-Mean-Square
RSS : Root-Sum-Square
SHEFEX : SHarp Edge Flight EXperiment
SHEFEX-2 : second SHarp Edge Flight EXperi-
ment
SIL : Software-In-the-Loop
STR : Star Tracker
TRL : Technology Readiness Level
UKF : Unscented Kalman Filter
URTSS : Unscented Rauch-Tung-Striebel
Smoother
UTC : Coordinated Universal Time
WGS84 : World Geodetic System 1984
Notation
Generally, a lower case variable u is a scalar, a
boldface variable u is a vector, an upper case
variable C is a matrix or reference frame and a
variable in typewriter font u is software variable.
Additionally notation includes:
diag(u) : diagonal matrix with vector u along the
diagonal
E 〈u〉 : expected value of variable u
k+ : time index k immediately after filter reset
k− : time index k immediately before filter reset
N(u, C) : normal distribution with mean u and
covariance matrix C
qDC : quaternion representing rotation from frame
C to frame D (see Appendix A for quaternion
algebra notation)
TDC : transformation matrix representing rotation
from frame C to frame D
uˆ : estimated value of variable u
u˜ : measured or compensated value of variable u
u[i] : element i of vector u
C[i, j] : element in matrix C at row i and column
j
u0 : initial value of variable u
uC : vector u in frame C
uT : matrix transpose of variable u
u∗ : scaled variable u
u(t) : continuous variable u at time t
uj : discrete variable u at time τj (see section 4.2
for detailed description)
uk : discrete variable u at time tk (see section 4.2
for detailed description)
u← C : variable u is assigned the value C
(u×): cross product matrix using vector u (de-
fined in eq. (A.6))
δu : error in variable u
κ(C) : condition number of matrix C
∀ : the universal quantifier ‘‘for all’’
∈ : means ‘‘a member of’’
Symbols
The following symbols are used throughout the
document:
0m×n : m by n matrix of 0’s
1m×n : m by n matrix of 1’s
1σ : 1 sigma standard deviation
A : accelerometer reference frame
a : vehicle specific force vector
acent : acceleration vector due to the centripetal
force
aEuler : acceleration vector due to the Euler force
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B : vehicle body reference frame
ba : accelerometer bias vector
bc : alignment quaternion bias vector
bg : gyro bias vector
bGPS : GPS position bias vector
bIMU : IMU clock bias
bNC : navigation computer clock bias
bρi : pseudorange bias for GPS channel i
Cam : camera reference frame
ECEF : Earth centered Earth fixed reference
frame
ECI : Earth centered inertial reference frame
eˆx : unit vector in the x-axis direction
eˆy : unit vector in the y-axis direction
eˆz : unit vector in the z-axis direction
f() : continuous whole state system model
F : linearized continuous state transition matrix
G : gyro reference frame
g() : gravity model
g : gravity vector
H : linearized measurement matrix
h() : whole state measurement model
hi() : whole state measurement model for GPS
channel i
I : inertial navigation frame
In×n : n by n identity matrix
i : general variable for vector or matrix indexes
j : high-rate time index
K : Kalman gain matrix
k : low-rate time index
lax : lever arm vector from the origin of B to the
x-accelerometer reference point
lay : lever arm vector from the origin of B to the
y-accelerometer reference point
laz : lever arm vector from the origin of B to the
z-accelerometer reference point
lAnt : lever arm vector from the origin of B to
the GPS antenna phase center
N : number of high-rate time steps within every
one low-rate time step
P : error state and whole state covariance matrix
p : navigator’s attitude error quaternion
Q : process noise covariance matrix
R : measurement noise covariance matrix
r : position vector
rAnt : position vector of GPS antenna phase cen-
ter
ri : position vector of GPS satellite for GPS chan-
nel i
S : scaling matrix
sa : accelerometer scale factor vector
sg : gyro scale factor vector
sIMU : IMU clock scale factor
sNC : navigation computer clock scale factor
t : time
tGPS : GPS time
tGPSMsg : GPS time from receiver
tIMU : time on IMU clock
tIMUTrig : time of IMU trigger on NC clock
tk : time at the k
th low-rate interval (see section
4.2 for detailed description)
tNC : time on navigation computer clock
tPPS : time of PPS trigger on NC clock
treset : time at start of navigation
v : velocity vector
w : process noise vector
wa : accelerometer noise vector
wba : accelerometer bias noise vector
wbg : gyro bias noise vector
wIMU : IMU clock measurement noise
wNC : navigation computer clock measurement
noise
wsa : accelerometer scale factor noise vector
wsg : gyro scale factor noise vector
w∆v : integral of accelerometer noise vector
w∆θ : integral of gyro noise vector
wω : gyro noise vector
x : whole state vector
xd : dynamic whole state vector
xs : static whole state vector
z : measurement vector
zi : scalar measurement for GPS channel i
αxy : misalignment angle between x- and y- axes
∆t : time span of low-rate interval
∆tint : camera integration period
∆v : delta velocity vector (integral of specific
force)
∆vcent : delta velocity vector due to centripetal
force
∆vEuler : delta velocity vector due to Euler force
∆τ : time span of high-rate interval
∆τsum : delta time summed over the camera in-
tegration period
∆θ : delta angle vector (integral of angular rate)
∆θsum : delta angle vector summed over the cam-
era integration period
δx : error state vector
Φ : linearized discrete state transition matrix
φ() : discrete whole state transition model
η : GPS receiver clock bias
 : time between STR trigger and the middle of
the camera integration period
µEarth : Earth gravitational parameter
ν : measurement noise vector
νq : STR measurement noise vector
νr : GPS position white noise vector
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νρi : pseudorange measurement noise for GPS
channel i
ΩEarth : Earth angular velocity vector
ωEarth : Earth spin rate
ωIB : angular velocity vector of B frame with
respect to I frame
θ : navigation attitude error vector
ρi : pseudorange for GPS channel i
%i : range vector for GPS channel i
σρ : 1σ standard deviation of a single pseudorange
measurement
τj : time at the j
th high-rate interval (see section
4.2 for detailed description)
ξ : variable in centripetal velocity error equation
Units
To avoid confusion with variable symbols units are
sometimes enclosed in square brackets []. The fol-
lowing units are used throughout the document:
deg : degrees
g : standard gravity (9.80665m/s2)
Hz : Hertz
hr : hours
m : meters
ppm : parts per million
rad : radians
rev : revolutions
s : seconds
sec : seconds
◦ : degrees
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1Introduction
There is need in Europe for an accurate navigation system for Earth-based aerospace
applications with high dynamics, such as launch and atmospheric entry vehicles. Cur-
rently, such inertial navigation systems (INS) rely on inertial measurement units (IMU)
to provide high rate measurements of specific force and angular rate, which is integrated
to calculate a vehicle’s position and velocity during the mission. However, the major
drawback to this method is that measurement errors are integrated into the naviga-
tion solution and never corrected, leading to position and velocity errors that grow
unbounded over time. The obvious remedy is to update this navigation solution with
an additional sensor such that the effects of the integrated IMU errors are reduced and
kept bounded.
The Hybrid Navigation System (HNS) was developed in response to this need. This
system fuses data from an IMU, a Global Position System (GPS) receiver, and a star
tracker (STR) using an extended Kalman filter. Data fusion allows the user to combine
the strengths of each instrument to compensate for their individual weaknesses. Combin-
ing the data from different sensors in this way reduces the effect of measurement errors
from each sensor and increases navigation accuracy compared to using an uncoupled
approach.
Several such GPS/INS navigation systems have been used in orbit12,13. However,
besides the HNS, currently only one other known European GPS/INS system is being
developed for launch and entry vehicles. The HiNAV study14,15 aims to build a tightly
coupled robust navigation system for high dynamic vehicles. However, this study focuses
on designing a system which is robust against GPS jamming, outputs only at a low
rate (around 1Hz) and has yet to fly a system in an applicable environment. The HNS
outputs at a high rate of 400Hz and was designed for a market that is not concerned
about GPS interference. Additionally, the HNS is the first known European GPS/INS
system to fly on board a launch or atmospheric entry vehicle.
The HNS is also a technology demonstration experiment to test the capabilities
of a breadboard integrated navigation system. It is a first step towards developing a
flight system for applications in sounding rockets, entry vehicles, planetary landers and
space transportation vehicles. It combines state-of-the-art instruments with modern
1
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data fusion techniques and is tested using flexible software- and hardware-in-the-loop
simulations. The STR is also a technology demonstration experiment by itself, and
is considered to be a higher risk instrument than the GPS and IMU. The navigation
computer and GPS are already flight proven and the IMU is based on another flight
proven model. Post-processing analysis also uses modern data fusion techniques with
higher fidelity and more measurement data than the flight software, and is used to show
the overall performance of the system.
1.1 Sharp Edge Flight Experiment 2
The first SHarp Edge Flight EXperiment (SHEFEX) was successfully launched on
October 27, 2005 from Andøya Rocket Range in Andenes, Norway by the Mobile
Rocket Base (MORABA) at the German Aerospace Center (Deutsches-Zentrum fu¨r
Luft- und Raumfahrt, DLR)16. The main goal of the project was to test new shapes
for hypersonic vehicles using faceted surfaces and sharp edges. However, the payload
vehicle (Figure 1.1) served as a testbed for new technologies and contained several
passenger experiments. The experiment measured the airflow dynamics and their effect
on the structure during atmospheric entry and used passive control during entry. This
mission also demonstrated that sounding rockets are suitable for atmospheric entry
experiments.
Figure 1.1: SHEFEX payload vehicle1.
The SHEFEX project served as a starting point for the second SHarp Edge Flight
EXperiment (SHEFEX-2), which was launched on June 22, 2012 from Andøya Rocket
Range by MORABA. The goal of SHEFEX-2 was to validate analytical predictions and
ground test data and to investigate technologies for hypersonic and space transportation
systems. Again, the shape of the payload vehicle used faceted surfaces and sharp edges
but it was also rotationally symmetric using what was learned from the previous SHEFEX
mission (Figure 1.2). Additionally, there were an array of passenger experiments which
investigated thermal protection system technologies, active entry control using canards,
2
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Figure 1.2: SHEFEX-2 payload vehicle in entry configuration.
antenna technologies, and vehicle navigation (Figure 1.3). The payload was mounted on
a modified Brazilian VS-40 launch vehicle (Figure 1.4, Figure 1.5). This solid propellant
sounding rocket used an S-40 and an S-44 for the first and second stage motors. All
necessary rocket subsystems were integrated within the payload segments including:
navigation, power, reaction control, communications, parachute and recovery, etc.
The SHEFEX-2 rocket was unguided during the propelled flight phases and actively
controlled during entry with the canards. During entry and for results analysis, there
were a number of requirements imposed by the passenger experiments on the attitude
accuracy of the vehicle17:
• all attitude oscillations must be smaller than 1◦
• angle of attack and side slip angle must be known better than 0.25◦
Error propagation analyses showed that an in-flight attitude accuracy of at least 0.17◦
at atmospheric entry was needed to meet these requirements. The on-board flight
controller used a strapdown INS and an uncoupled GPS receiver, but could only achieve
an accuracy of 3◦ at entry. The HNS was flown on this mission to test the system and
to try and meet the required attitude accuracy, prove the HNS concept and validate
the flight software17,18,19. The existing on board flight controller was maintained as
the primary navigation system and the HNS was not in the control loop.
1.2 GPS/INS Background
A common navigation method involves combining measurements from an IMU and a
GPS receiver using a Kalman filter. The IMU measures the vehicle’s specific force and
angular velocity at a high rate, which is integrated by an external computer to calculate
a navigation solution (position, velocity, attitude) over time via dead reckoning. In
this system, IMU data is subject to biases and other errors which, if not compensated,
will cause the error in the navigation solution to grow unbounded. The GPS provides
3
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Figure 1.3: SHEFEX-2 passenger experiments.
Figure 1.4: SHEFEX-2 launcher configuration2.
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Figure 1.5: SHEFEX-2 on launcher.
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the vehicle’s absolute position at a low rate, which is subject to bounded errors from
the receiver clock and Earth’s atmosphere. In the GPS/INS navigation method, GPS
and IMU measurements are combined with a Kalman filter to estimate the navigation
solution and calibrate the IMU errors. The accuracy of this navigation solution is
generally greatly improved compared to the INS solution without GPS measurements.
There are two main INS schemes: navigation using a stabilized platform and
strapdown navigation. In the first scheme the IMU sensors are placed on an inertial
platform, which is housed within a mechanism (ex. a set of gimbals) that uses the gyro
measurements to control the platform’s attitude with respect to an inertial frame. This
greatly reduces the rotational dynamics imposed on the sensors, reducing measurement
errors, and simplifies the needed navigation algorithm. However, the cost of developing
and maintaining the system can be considerable. In contrast, in the strapdown navigation
scheme the IMU sensors are placed directly on the vehicle. This is a cost effective
alternative, but may require better sensors and more a complicated navigation algorithm
since the measurements are taken in a moving reference frame.
Many types of filtering techniques have been developed for the GPS/INS problem,
however only the extended Kalman filter (EKF) and the unscented Kalman filter (UKF)
have been used with much frequency in aerospace missions. The EKF uses a linear
approximation of the nonlinear system to analytically estimate a given state vector. This
method is quick and efficient, but depends on the linearity of the system and a skillful
designer to tune the filter. The UKF uses the non-linear unscented transformation to
parameterize the mean and covariance of a probability distribution by feeding a set
of sample points through the system dynamics equations. This method is generally
more accurate than the EKF and avoids the need to derive the Jacobian of the system
dynamics and measurement equations. However, it is generally computationally slower
than the EKF5 since the system and measurement model functions must be executed
several times for each time step, even though the computational complexities of both
algorithms are comparable. For more details on the filters used in this work see section
2.
For flight critical applications the EKF has been the de facto standard estimation
algorithm since the 1970s. It has been used in many different situations, including
GPS/INS navigation14, on-board orbit determination12, attitude determination and
relative navigation for rendezvous and formation flying missions13. However, the UKF
is becoming more prevalent. It has recently been used on the PROBA-2 mission20 and
has been proposed for several types of problems, including: attitude determination,
re-entry tracking with radar measurements and control momentum gyro parameter
estimation.
1.3 Summary of Contributions
This work contributes to the field of navigation in many ways. Primarily, it applies
modern navigation and computing methods to a real life problem and verifies these
methods with flight data. In doing so, it validates the software- and hardware-in-the-
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loop simulations, the real-time computing methods and the navigation algorithm and
brings the flight software to technology readiness level (TRL) 7. This is useful for
future navigation missions which may base their algorithms on this work and for other
electronic systems which may use these techniques for their own simulations. The raw
and post-processed data will also be available for future research.
This work proves that the hardware is flight worthy. The GPS receiver already
has flight heritage and the computers have flown on at least one rocket, but the IMU,
STR and power distribution box have never been flown on a rocket. Post-flight data
analysis determines how well the system performed and assess any problems encountered.
This can lead to hardware improvements and changes to the navigation algorithms to
compensate for previously unknown effects. Improving these sensors and understanding
how to interpret their results will help others who may use them or similar instruments
in the future.
Additionally, the following tools were developed specifically for this work and can
be used for future research:
• A software-in-the-loop simulation framework, including a high-fidelity dynamics
integrator, detailed IMU model, EGM2008 gravity model, WGS84 reference sys-
tem library and quaternion library.
• A hardware-in-the-loop simulation framework, including a method to synchronize
individual dSPACE boards and external hardware and the methods needed to
interface with several hardware stimulators.
• The HNS navigation algorithm including an EKF library written in Matlab code
for development purposes.
• The real-time HNS navigation algorithm written in C++ for embedded appli-
cations. This includes a strapdown integration library, EKF library, EGM2008
gravity model, WGS84 reference system library and vector, matrix and quaternion
math libraries.
• A set of hardware interfacing and testing tools written in Matlab.
Finally, the following papers related to this work were published in whole or in part
by the author:
• ‘‘Hybrid Navigation System for Spaceplanes, Launch and Re-Entry Vehicles’’17
• ‘‘Star Tracker Real-Time Hardware in the Loop Testing Using Optical Star Simu-
lator’’11
• ‘‘Investigation of the Attitude Error Vector Reference Frame in the INS EKF’’21
• ‘‘Reconfigurable Hardware-in-the-Loop Test Bench for the SHEFEX2 Hybrid
Navigation System Experiment’’4
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• ‘‘Alignment Between IMU and Star Tracker Using the Night Sky and an On-Board
Navigation System’’22
• ‘‘Real-Time Navigation Algorithm for the SHEFEX2 Hybrid Navigation System
Experiment’’23
• ‘‘Flight Results from the SHEFEX2 Hybrid Navigation System Experiment’’24
1.4 Outline of Thesis
This dissertation is arranged as follows:
Chapter 1 provides motivation and background information for this work and lists
this work’s contributions to the field.
Chapter 2 discusses the theoretical background information for several filtering
methods used throughout the work. Improvements to these methods are also described,
which are used in the navigation algorithm.
Chapter 3 presents the specifications of the hardware which comprises the HNS,
including the navigation computer and IMU, GPS and STR instruments. The accuracy
specifications for each instrument are used throughout the work.
Chapter 4 contains a detailed description of the main navigation algorithm used
in the HNS. This includes a detailed discussion of the clocks, reference frames, gravity
model, sensor measurement models, strapdown algorithm and the specific filter models
used in the algorithm.
Chapter 5 provides the flight software algorithm, which highlights some extra
considerations needed for an embedded real-time implementation of the navigation
algorithm.
Chapter 6 discusses the software and hardware testing done with the system and
presents the system’s robustness and sensibility in some failure scenarios.
Chapter 7 presents the flight results and describes how telemetry and off-line data
was post-processed to calculate an accurate estimation of the flight trajectory.
Chapter 8 concludes the research and provides a summary of the results.
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In control theory, the Kalman filter (also known as the Kalman-Bucy filter) is a linear
quadratic estimator. When combined with a linear quadratic regulator it solves the
linear quadratic Gaussian control problem, which is a fundamental problem in the field
of optimal control. This filter is used to combine measurements over time by using
a weighted average of predicted and measured values in order to provide estimates
of variables which are likely to be closer to the true values. The Kalman filter was
developed in the early 1960’s by Rudolf E. Kalman and Richard S. Bucy. Since then
several extensions and generalizations to this filter have been developed and applied to a
range of problems. The HNS uses a delayed error state EKF (section 2.2.2) to combine
sensor measurements and estimate the navigation state. This is a time delayed version
of the error state EKF (section 2.2.1) and is used because of its accuracy, simplicity
and computational speed. However, the UKF (section 2.3) is used to post-process the
SHEFEX-2 flight data since it is generally more accurate than the EKF and there are
no time or computational restrictions with using it offline. Additionally, the unscented
Rauch-Tung-Striebel smoother (section 2.4) is used to smooth the filtered post-processed
data.
2.1 Continuous-Discrete Extended Kalman Filter
The EKF is the non-linear version of the Kalman filter. It is similar to the Kalman filter
except that the system model and measurement model are linearized about the current
best estimate of the state vector and covariance matrix. Unlike the Kalman filter, the
EKF is a suboptimal estimator because linearizing the covariance equations introduces
errors. One drawback is that it may quickly diverge if the linearized system does not
accurately model the original system or inaccurate initial state estimates or covariances
are used. Additionally, the EKF can be hard to implement and tune. However, despite
these difficulties it is the most widely used filter for the GPS/INS problem.
The EKF equations are summarized in Table 2.1 for the case of a continuous system
model with discrete updates. The state vector x is assumed to have the system model
defined by f(x(t), t) +w(t), where f(x(t), t) is differentiable at all x(t) and t. w(t) is the
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process noise vector which has a normal distribution defined by N(0, Q(t)), where Q(t)
is the covariance of w(t). The measurement vector z at time tk is assumed to have the
measurement model defined by hk(x(tk)) +νk, where hk(x(tk)) is differentiable by x(tk)
for all k discrete measurements. νk is the measurement noise vector which has a normal
distribution defined by N(0, Rk), where Rk is the covariance of νk. The measurement
and process noise vectors are assumed to be mutually independent at all times.
The filter starts with a user defined initial estimate of the state vector xˆ and
covariance matrix P . The state estimates are propagated forward in time using the
system model and the covariances are propagated using a linear estimate of the system
model F (xˆ(t), t). At discrete times tk the state estimates and covariance matrix are
updated with measurement information. The notation tk− and tk+ is used to indicate
the time just before and after the state vector and covariance matrix are corrected
respectively. The state estimates are corrected using a weighted average of the difference
between the predicated and actual measurements, where the weights are defined by the
Kalman gain matrix Kk. The covariance matrix is updated using the Kalman gain and
a linear estimate of the measurement model Hk− . See Figure 2.1 for a timing diagram
for this filter.
Table 2.1: Summary of continuous-discrete EKF equations3.
System Model x˙(t) = f(x(t), t) +w(t); w(t) ∼ N(0, Q(t))
Measurement Model zk = hk(x(tk)) + νk; k = 1, 2, . . .; νk ∼ N(0, Rk)
Initial Conditions x(0) ∼ N(xˆ(0), P (0))
Other Assumptions E
〈
w(t)νTk
〉
= 0; ∀k; ∀t
State Propagation ˙ˆx(t) = f (xˆ(t), t)
Covariance Propagation P˙ (t) = F (xˆ(t), t)P (t) + P (t)F (xˆ(t), t)T +Q(t)
Kalman Gain Matrix Kk = P (tk−)H
T
k−
[
Hk−P (tk−)H
T
k− +Rk
]−1
State Update xˆ(tk+) = xˆ(tk−) +Kk (zk − hk(xˆ(tk−)))
Covariance Update P (tk+) = [I −KkHk− ]P (tk−)
Definitions
F (xˆ(t), t) ≡ ∂f(x(t),t)∂x(t)
∣∣∣
x(t)=xˆ(t)
Hk− ≡ ∂hk(x(tk))∂x(tk)
∣∣∣
x(tk)=xˆ(tk− )
2.2 Discrete Error State Extended Kalman Filter
For the HNS, as in most real-time systems, measurements from the IMU are available
almost immediately (within 2 IMU cycles) while measurements from the other sensors
can be delayed by up to 0.5s from their measurement reference times. For this reason,
the HNS filter is delayed by 1s from its strapdown navigation algorithm to allow time
for the measurements to be received and processed. With this method the strapdown
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Figure 2.1: Timing diagram for the continuous-discrete EKF3.
routine runs as IMU messages are received while the filter is propagated up to the GPS
reference time (which is very close to the STR reference time) and waits there until
the GPS and STR measurements are available. The filter is then updated with these
measurements and is propagated to the next GPS reference time. This has the added
benefit of reducing computational timing requirements since the filter routines can be
executed in a lower priority task, allowing the higher priority strapdown navigation
algorithm to process IMU data as quickly as it’s available. See section 4.1 for more
details.
Due to this delayed filtering method the state update equation from Table 2.1 cannot
be used since the state corrections applied to the states used in the strapdown routine
will be delayed. Instead, this equation would be:
xˆ(t(k+1)+) = xˆ(t(k+1)−) +Kk (zk − hk(xˆ(tk−))) (2.1)
This causes a problem with the EKF because the covariance update equation does
not reflect this new calculation. One solution is to use an open loop filter25 where
the corrections are integrated over time and applied only to the output navigation
data, but this is generally not as accurate as a closed loop filter since the strapdown
navigation solution is likely to diverge from the true (error free) navigation solution,
making the EKF linearization less and less accurate. Another solution would be to stop
the strapdown routine until the measurements are available and the filter is updated,
but this means the navigation data will not be available for long periods of time.
One solution without any of the previously mentioned side effects is to estimate
the error state vector δx instead of the whole state vector x. This allows the whole
states to be integrated as quickly as possible while error state integration is delayed.
The estimated whole state vector can then be regularly corrected after each propagate
(contrary to the EKF, which corrects after the update step) with the error state estimates.
In this case the corrections to the whole state are delayed, but this is still a closed loop
filter. For states with additive errors, the error state vector is defined as:
δx ≡ x− xˆ (2.2)
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2.2.1 Error State Extended Kalman Filter
Table 2.2 summarizes the equations for the discrete error state EKF (eEKF), which
does not contain the previously mentioned delay, and Figure 2.2 contains a timing
diagram. This filter is the same as the EKF, but it estimates the error states rather
than the whole states of a system. It can be defined by substituting δx for x in the
EKF. The error state estimates are fed back to the estimated whole states after each
update, so the whole state estimate vector xˆ is always the current best estimate of the
state vector. This makes the eEKF equivalent to the EKF.
The eEKF propagates the estimated whole states and the estimated error state
vector δxˆ in time with the full order state transition model φ and propagates the
covariance matrix using a linear estimation of this model Φ, from time step k to k + 1.
The discrete whole state transition model is defined by:
xk+1 = φk (xk) +wk (2.3)
where the subscript k denotes the variable at time tk and wk is zero mean white noise
with covariance Qk. φ is also used to propagate the estimated whole states using:
xˆk+1 = φk (xˆk) (2.4)
For additive errors, the error state system model is found using:
δxk+1 = xk+1 − xˆk+1 (2.5)
= φk (xk)− φk (xˆk) +wk (2.6)
= φk (xˆk + δxk)− φk (xˆk) +wk (2.7)
The linearized state transition model Φk is used to propagate the covariance matrix and
is defined by the Jacobian of eq. (2.7), which is equivalent to the Jacobian of eq. (2.3):
Φk ≡ ∂(δxk+1)
∂(δxk)
(2.8)
=
∂ (φk (xˆk + δxk)− φk (xˆk))
∂(δxk)
(2.9)
=
∂φk (xˆk + δxk)
∂(δxk)
(2.10)
=
∂φk (xk)
∂xk
∂xk
∂(δxk)
(2.11)
=
∂φk (xk)
∂xk
(2.12)
This is the same as the linearized state transition model for the EKF.
The eEKF updates combine observation information z using a linear approximation
of the measurement model to improve the estimated error states and covariance. The
12
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Figure 2.2: Timing diagram for the discrete eEKF3.
measurement model is found using:
zk = hk (xk)− hk (xˆk) + νk (2.13)
= hk (xˆk + δxk)− hk (xˆk) + νk (2.14)
where hk is the whole state measurement model as in the EKF and νk is zero mean
white noise with covariance Rk. The linearized measurement model Hk is defined by
the Jacobian of eq. (2.14), which is equivalent to the Jacobian of hk:
Hk ≡ ∂(zk)
∂(δxk)
(2.15)
=
∂ (hk (xˆk + δxk)− hk (xˆk))
∂(δxk)
(2.16)
=
∂hk (xˆk + δxk)
∂(δxk)
(2.17)
=
∂hk (xk)
∂xk
∂xk
∂(δxk)
(2.18)
=
∂hk (xk)
∂xk
(2.19)
This is the same as the linearized measurement model for the EKF.
Immediately after the update routine, information contained in the updated error
state estimates is then used to correct the estimated whole states. This is known as
reseting the filter since the estimated error states must then be reset to 0 so that this
information is not double counted. The notation δxˆk+ ← 0 is used to reassign the value
of δxˆk+ to 0. The update algorithm does not change the reference time of the filter
states, but variables are denoted with time k− before these operations and with k+
afterwards.
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Table 2.2: Summary of discrete eEKF equations (adapted from Gelb3).
Whole State System Model xk+1 = φk (xk) +wk; wk ∼ N (0, Qk)
Error State System Model δxk+1 = φk (xˆk + δxk)− φk (xˆk) +wk
Measurement Model zk = hk (xˆk + δxk)− hk (xˆk) + νk; νk ∼ N (0, Rk)
Initial Conditions x0 ∼ N (xˆ0, P0); δxˆ0 = 0
Other Assumptions E
〈
wkν
T
l
〉
= 0; ∀k; ∀l
Whole State Propagation xˆ(k+1)− = φk (xˆk+)
Error State Propagation δxˆ(k+1)− = φk (xˆk+ + δxˆk+)− φk (xˆk+)
Covariance Propagation P(k+1)− = Φk+Pk+Φ
T
k+ +Qk
Kalman Gain Matrix Kk = Pk−H
T
k−
[
Hk−Pk−H
T
k− +Rk
]−1
Error State Update δxˆk+ = δxˆk− +Kk (zk − hk (xˆk− + δxˆk−) + hk (xˆk−))
Filter Reset xˆk+ = xˆk− + δxˆk+ ; δxˆk+ ← 0
Covariance Update Pk+ = [I −KkHk− ]Pk−
Definitions
Φk+ ≡ ∂φk(xk)∂xk
∣∣∣
xk=xˆk+
Hk− ≡ ∂hk(xk)∂xk
∣∣∣
xk=xˆk−
2.2.2 Delayed Error State Extended Kalman Filter
The HNS uses an eEKF which is delayed from the whole state integration by one
discrete filter time step. The only difference between this filter and the standard eEKF
is that the error state and whole state propagation routines are done at different times.
The error estimate is always delayed by one time step when it is fed back to the whole
state estimates. Additionally, the filter reset is done after the propagation step, instead
of after the update step. The equations for this filter are the same as those in Table 2.2,
but the filter reset routine changes to:
xˆk+ =xˆk− + δxˆ(k−1)+ (2.20)
δxˆk− ←δxˆk− − δxˆ(k−1)+ (2.21)
and Hk+ (H evaluated with xˆk+) is used in the gain matrix and update equations
instead of Hk− .
These equations assume that the state vector is additive. Note that if the reference
frame of a state changes over time then it is not additive with error states in the past
and the error state vector must first be transformed to the current state reference frame.
Figure 2.3 shows when the filter propagations and updates are done with respect to the
whole state integration.
14
2.3 Unscented Kalman Filter
kt 1kt
kxˆ
 )1(kP
kxˆ
 )1(kP
k
1)1( ,   kk Q
 )1(ˆ kx
kP
 )1(ˆ kx
kP
1k
kk Q,
1k k )1(ˆ kx  )1(ˆ kx kxˆ kxˆ
1)1(1
,,   kkk RHz kkk RHz ,, 
Figure 2.3: Timing diagram for the delayed discrete eEKF3.
2.3 Unscented Kalman Filter
The UKF is a sampling-based filter based on the unscented transformation and was
pioneered by Julier, Uhlmann and Durrant-Whyte26. This filter uses a set of 2n+ 1
sigma points (sample state vectors) to estimate the mean and covariance of a probability
distribution, where n is the number of states. The UKF has many advantages compared
to the EKF: it’s valid to higher-order expansions of the system model; it generally
provides more accurate results; the system and measurement models can be used
directly instead of calculating the Jacobian matrix; it can use discontinuous models.
One drawback is that it can be much slower than the EKF because the system model
must be evaluated for every sigma point at every time step. However, this is not a
problem when post-processing data since it is done offline.
The UKF equations are summarized in Table 2.3 and the notation used is consistent
with the previously presented filter discussion. At the beginning of each propagation
step a set of sample state vectors (the sigma points) are defined based on the eigen-
vectors of the current covariance matrix. These sigma points are small steps in the
N-dimensional state space about the current estimated state vector. The sigma points
are then propagated with the system model and the propagated state vector and
covariance matrix are calculated based on a weighted average of the distribution of
propagated sigma points. Similarly, the propagated sigma points are pushed through the
measurement model during the filter update step to obtain a distribution of observations.
A weighted average of the distribution of observations is used to update the state vector
and covariance matrix.
The process noise can be injected before propagation when calculating the sigma
points, at the end of propagation or half before and half after the propagation5. If the
process noise is small (which is usually the case) then the injection method has little
effect on the results. The UKF method for this work injects the process noise at the end
of the propagation step because it makes zero-time propagation (see section 4.10.3.1)
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easier to do.
There are several parameters in Table 2.3 used to scale the distribution of sigma
points. α determines the spread of the sigma points and is set to a small number
(10−4 ≤ α ≤ 1), β is used to incorporate prior knowledge of the distribution, and κ is
used to exploit knowledge about higher orders of the distribution. In this work, these
parameters are set to α = 0.003, β = 2 and κ = 3− n, which are consistent with work
from other authors on navigation estimation5.
Table 2.3: Summary of discrete UKF equations (adapted from Crassidis5).
System Model xk+1 = φk (xk) +wk; wk ∼ N (0, Qk)
Measurement Model zk = hk (xk) + νk; νk ∼ N (0, Rk)
Initial Conditions x0 ∼ N (xˆ0, P0); δxˆ0 = 0
Other Assumptions E
〈
wkν
T
l
〉
= 0; ∀k; ∀l
Sigma Point Selection χ0k = xˆk+ ; χik = σik + xˆk+ ; i = 1, 2, . . . , 2n
Sigma Point Propagation χik+1 = φk (χik)
State Propagation xˆ(k+1)− =
2n∑
i=0
Wmean[i]χik+1
Covariance Propagation P(k+1)− =
2n∑
i=0
Wcov[i]
(
χik+1 − xˆ(k+1)−
) (
χik+1 − xˆ(k+1)−
)T
+Qk
Sigma Point Observations ζik = hk (χik)
Mean Observation zˆk− =
2n∑
i=0
Wmean[i]ζik
Output Covariance P zzk =
2n∑
i=0
Wcov[i] (ζik − zˆk−) (ζik − zˆk−)T
Cross Correlation Matrix P xzk =
2n∑
i=0
Wcov[i] (χik − xˆk−) (ζik − zˆk−)T
Innovations Covariance P yyk = P
zz
k +Rk
Gain Matrix Kk = P
xz
k
(
P yyk
)−1
State Update xˆk+ = xˆk− +Kk (zk − zˆk−)
Covariance Update Pk+ = Pk− −KkP yyk KTk
Distribution Vectors σik = i
th column of
[
γ
√
Pk+ ,−γ
√
Pk+
]
Scaling Parameters γ =
√
n+ λ; λ = α2 (n+ κ)− n
Weighting Parameters
Wmean[0] = λ/ (n+ λ); Wcov[0] = Wmean[0] + 1− α2 + β
Wmean[i] = Wcov[i] = 1/ (2 (n+ λ)); i = 1, 2, . . . , 2n
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2.4 Unscented Rauch-Tung-Striebel Smoother
At each time step the UKF considers only the past information to estimate the current
state vector and covariance matrix. However, the full timeline of data is available during
post-processing. At each time step the entire data set (past and future data) can be
used to estimate the state and covariance matrix. The unscented Rauch-Tung-Striebel
smoother6 (URTSS) runs backwards over the processed UKF results to include the
future data points and compute the state vector and covariance matrix using the entire
timeline of data. The smoothed results are more accurate than the UKF results at every
time step.
The URTSS equations are summarized in Table 2.4 and the notation used is
consistent with the previously presented filter discussion. The smoother starts at the
final time step and runs backwards over the timeline until the first time step. At each
iteration, the sigma point selection, sigma point propagation, state propagation and
covariance propagation steps from the UKF are repeated. These prediction results are
used to calculate a cross covariance matrix (comparing the current and future state
estimates), which is used with the predicted covariance to calculate a smoother gain.
The smoother gain is multiplied with the difference of the predicted and smoothed
future state vector and covariance matrix to obtain a smoothed current state vector
and covariance matrix.
2.5 Improvements to EKF Methods
When developing a filter for a real system, it can be important to examine the filter’s
numerical stability and computational performance. Poor numerical stability or an
inaccurate system model can lead to a degraded covariance matrix or filter divergence.
Large matrix multiplications are computationally expensive and can limit the amount
of data which can be processed in a real-time system. To help mitigate such problems a
number of changes can be made to the EKF or eEKF to improve performance.
2.5.1 State Scaling
A digital computer uses a limited amount of memory for each number. For example,
double precision allows for approximately 16 digits of precision. This introduces
numerical round-off error for all calculations which need more than this amount of
storage, which can be especially problematic for the eEKF calculations because hundreds
of additions and multiplications may be done every time step, each one introducing a
round-off error. The condition number of the covariance matrix provides a measure
of the size of this issue for the given problem27. The condition number of matrix C is
defined as:
κ(C) ≡ σmax(C)/σmin(C) (2.22)
where σmax and σmin are the maximum and minimum singular values of C respectively.
A matrix with a condition number close to 1 is well conditioned and with a large number
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Table 2.4: Summary of URTSS equations (adapted from Sa¨rkka¨6).
System Model xk+1 = φk (xk) +wk; wk ∼ N (0, Qk)
Initial Data Available xˆk, Pk; ∀k
Sigma Point Selection χ0k = xˆk; χik = σik + xˆk; i = 1, 2, . . . , 2n
Sigma Point Propagation χik+1 = φk (χik)
State Propagation xˆ(k+1)− =
2n∑
i=0
Wmean[i]χik+1
Covariance Propagation P(k+1)− =
2n∑
i=0
Wcov[i]
(
χik+1 − xˆ(k+1)−
) (
χik+1 − xˆ(k+1)−
)T
+Qk
Cross Covariance Ck+1 =
2n∑
i=0
Wcov[i] (χik − xˆk)
(
χik+1 − xˆ(k+1)−
)T
Smoother Gain Dk = Ck+1
(
P(k+1)−
)−1
Smoothed State xsk = xˆk +Dk
(
xsk+1 − xˆ(k+1)−
)
Smoothed Covariance P sk = Pk +Dk
(
P sk+1 − P(k+1)−
)
DTk
Sigma Distribution Vectors σik = i
th column of
[
γ
√
Pk,−γ
√
Pk
]
Scaling Parameters γ =
√
n+ λ; λ = α2 (n+ κ)− n
Weighting Parameters
Wmean[0] = λ/ (n+ λ); Wcov[0] = Wmean[0] + 1− α2 + β
Wmean[i] = Wcov[i] = 1/ (2 (n+ λ)); i = 1, 2, . . . , 2n
(greater than the number of digits of machine precision) the matrix is considered to be
ill-conditioned.
To work around problems resulting from an ill-conditioned covariance matrix the
state variables can be scaled to tune the condition number of P to any desired value.
For the eEKF, the user first defines a diagonal scaling matrix S, which is used to scale
the state and error state vectors such that:
δx∗k ≡ Sδxk (2.23)
x∗k ≡ Sxk (2.24)
Scaling then carries through to all other eEKF variables, creating new scaled variables28:
φ∗k(x
∗
k) ≡ Sφk(S−1x∗k) (2.25)
Φ∗k+ ≡ SΦk+S−1 (2.26)
P ∗k ≡ SPkST (2.27)
Q∗k ≡ SQkST (2.28)
h∗k ≡ hk(S−1x∗k) (2.29)
H∗k− ≡ Hk−S−1 (2.30)
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The scaled variables then replace their counterparts in the eEKF equations. Note that
scaling the state vector does not change the results when using unlimited precision.
2.5.2 Sequential Measurement Processing
One method to reduce the computational load for the eEKF update is to split vector mea-
surements into a series of scalar measurements which are processed sequentially. This can
easily be done if the elements of the measurement noise vector are independent, which
means Rk is diagonal
29. The process involves separating vector measurement z into
individual scalar measurements z[i], each with measurement noise ν[i] ∼ N (0, Rk[i, i]).
The eEKF error state update and covariance update equations are used sequentially
for each scalar measurement. Finally, the filter reset routine is done once all measure-
ments are processed. This method results in significant computational savings because
calculations involving the off-diagonal components of Rk are not done and the inverse
operation in the gain matrix is a scalar operation instead of a matrix inverse.
Sequential measurement processing can also be done with the UKF, however, an
extra step is needed for all but the first update. At the beginning of the UKF update
routine, the distribution of the sigma points must agree with the current state vector
and covariance matrix. This condition is met for the first time the update routine is
executed at a given time step. However, at the end of the update routine the distribution
of the sigma points still reflect the old (pre-update) state vector and covariance matrix.
Before executing the update routine for subsequent sequential measurements the sigma
points must be recalculated with the current state vector and covariance matrix. This
method may simplify the inverse calculation in the gain matrix equation, but it is
generally more computationally expensive since a matrix square root calculation is
needed each time the sigma points are calculated. However, it can be useful in real-time
applications when multiple measurements are evaluated at a single time point since one
measurement update can be processed before the next is even available. It is also useful
for situations without time constraints since separate measurements can be separately
used to update the filter, such as in post-processing.
2.5.3 State Space Decomposition
In an EKF filter where one or more states are constant over time, the linearized state
transition matrix can be simplified, reducing processing time. Assume that the state
and error state vectors can be decomposed into a set of n dynamic states (subscript d)
which change over time and m static states (subscript s) which are constant (but may
still be driven by white noise):
x =
[
xd
xs
]
(2.31)
δx =
[
δxd
δxs
]
(2.32)
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The linearized state transition and covariance matrices can then be decomposed and
simplified as:
Φ =
[
Φdd, Φds
0m×n, Im×m
]
(2.33)
P =
[
Pdd, Pds
P Tds, Pss
]
(2.34)
where Φdd and Pdd are size n× n, Φds and Pds are size n×m, Pss is size m×m, 0m×n
is a matrix of 0’s with size m × n and Im×m is the identity matrix with size m ×m.
This leads to the reduced covariance propagation equation:
P(k+1)− =
[
Pdd(k+1)− , Φddk+Pdsk+ + Φdsk+Pssk+
P Tdsk+
ΦTddk+
+ Pssk+ Φ
T
dsk+
, Pssk+
]
+Qk (2.35)
where
Pdd(k+1)− =
[
Φddk+ , Φdsk+
]
Pk+
[
Φddk+
Φdsk+
]
(2.36)
If n and m are equal, then using eq. (2.35) saves about half of the computations
compared to explicitly doing all the computations in the eEKF covariance propagation
equation.
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Hardware
The HNS consists of a suite of instruments and flight software designed to meet the
performance objectives stated in section 1.1. The core of the HNS is a strapdown
navigation system which consists of a navigation computer (NC) integrated with an
IMU. The GPS receiver and STR provide additional measurements which are combined
with the strapdown solution using a Kalman filter. Figure 3.1 provides a breakdown of
the hardware components and their placement in the rocket.
Aerodynamic Tip and  
Entry Experiments 
Hybrid  
Navigation  
System 
Canard Fins (4) 
1st Stage Motor 
2nd Stage Motor 
GPS 
Receiver
Navigation 
and Star 
Tracker 
Computers
Mass 
Memory
Power 
Distribution
Star Tracker 
Camera
Camera Baffle 
and Shutter 
Release
IMU
Figure 3.1: HNS component breakdown.
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3.1 Navigation Computer
The NC is the primary computer in the HNS. It runs the executive and navigator
software and is the central hub for all HNS communications. The NC hardware needs
to operate in a relatively harsh vibration and temperature environment, so a PC/104
computer from RTD Embedded Technologies, Inc. was selected. This is a low-cost,
customizable, commercial off-the-shelf (COTS) computer composed of stacked IDAN
modules. It was not known a priori how much of a load the executive and navigator
software would be on the computer, so a relatively powerful model was chosen (see
Table 3.1 for specifications). It is composed of a CMA157886PX1400HR-512 main
computer module, a CM310 Quad Serial Port utility module, and a HPWR104PLUSHR
power supply unit (Figure 3.2). The NC is additionally modified by gluing down
all loose components (jumpers, screws, switches, etc.) to better withstand the high
vibration environment, replacing an electrolytic capacitor with a tantalum capacitor
to better withstand a possible vacuum environment, and adding an internal cable
connection between the NC DIO interface and the STR computer reset button to
provide functionality to remotely reset the STR.
Figure 3.2: The STR computer (bottom half of stack), NC computer (top half of stack)
and MMUs (two small boxes on top).
3.2 Inertial Measurement Unit
An IMU provides high bandwidth measurements of the angular rates and specific forces
of the vehicle. It is usually the primary INS instrument and is used throughout the entire
flight. Given the initial state of a vehicle, the navigation solution can be computed using
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Table 3.1: Summary of NC specifications7.
Processor 1.4GHz Intel Pentium M
RAM 512MB BGA DDR SDRAM, 333MHz
Hard Drive 4GB
DIO 12bits programmable
USB four USB 2.0 ports
Serial six serial RS422 ports
Clock 40µs resolution
only an IMU. However, IMUs contain measurement errors which cause the computed
navigation solution to diverge from truth over time if they are not corrected.
For most of the mission the HNS IMU is the only sensor used to directly maintain an
attitude estimate over time, so the gyro accuracy, bandwidth and bias drift requirements
are relatively tight. Initial analyses showed that an IMU with a bias drift less than
1◦/hr is sufficient to meet the attitude accuracy requirements17. Due to the high spin
rate of the vehicle during ascent, the measurement range of the IMU must exceed the
estimated rate of 2.5rev/s plus a 10% margin. Additionally, a high sampling rate is
needed for high accuracy strapdown navigation while spinning. Early analysis showed
that a sampling rate of 200Hz would enable acceptable navigation errors, however
an ambitious 400Hz is chosen to provide future experiments greater flexability when
working with the saved HNS flight data.
Based on these criteria, the iMAR iIMU-FCAI-MDS (Figure 3.3) was selected. This
IMU consists of three low noise fiber optic gyros and three servo accelerometers and is
developed by iMAR GmbH. It is a COTS IMU with modifications to meet the gyro
measurement range and sampling rate requirements. The specifications are listed in
Table 3.2.
3.3 GPS Receiver
A GPS receiver provides low rate measurements of a vehicle’s line-of-sight distance
with respect to the satellites in the GPS constellation (pseudorange) and reference time.
Monitoring the pseudorange measurements over time or using the receivers Doppler
measurements can be used to calculate velocity. However, a GPS receiver does not
provide attitude information and must be combined with other instruments if attitude
is required. When combined with an IMU, GPS measurements can be used to correct
the IMU errors and improve the attitude solution.
The Phoenix-HD GPS receiver (Figure 3.4(a)) was chosen for the HNS experiment30.
It is a miniature receiver developed by DLR specifically for high-dynamic and space
applications. The receiver is a low-cost single-board receiver for L1 C/A code and
carrier tracking of up to 12 satellites in parallel. It combines COTS technology with
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Figure 3.3: iMAR iIMU-FCAI-MDS inertial measurement unit.
Table 3.2: Summary of iIMU-FCAI-MDS IMU sensor specifications8.
Gyros Accelerometers
Error Terms:
Bias 1σ 1◦/hr 2mg
Bias Stability < 0.03◦/hr < 50µg
Scale Factor Error 1σ 300ppm 1500ppm
Linearity < 300ppm < 300ppm
Axis Misalignments < 5× 10−4rad between all sensor axes
Lever Arm Error 1σ NA 1mm
Random Walk 0.03◦/
√
hr < 50µg/
√
Hz
Limitations:
Sensor Range ±1000◦/s (±2000◦/s on z-axis) ±20g
Resolution 5.7× 10−9rad 3.05× 10−6m/s
Bandwidth 500Hz 200Hz
Sampling 400Hz 400Hz
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DLR’s proprietary firmware, offering precision measurements for advanced navigation
applications and robust tracking under high dynamics. This receiver has been flown
on several other missions (including the first SHEFEX mission) and is also used as the
primary receiver in the SHEFEX-2 service module. The typical error sources for GPS
receivers are listed in Table 3.3.
The HNS requires continuous GPS measurements throughout the mission and a
GPS antenna that can meet this. The first SHEFEX mission used a dedicated antenna
mounted on the tip of the rocket for signal tracking during the propelled flight phase31.
This option is not feasible for SHEFEX-2 due to requirements from the tip experiments.
Instead, a wrap-around antenna is the best option32. The antenna chosen (Figure 3.4(b))
is the model 5970 developed by Haigh-Farr Inc. for the L1 frequency band and provides
adequate sensitivity to achieve high carrier-to-noise densities33.
(a) (b)
Figure 3.4: Phoenix-HD GPS Receiver (a) and half of the HNS wrap-around antenna (b).
Table 3.3: Summary of typical GPS receiver error sources9.
Error Source 1σ Error [m]
Space/control:
Broadcast Clock 1.1
L1 P(Y)-L1 C/A group delay 0.3
Broadcast Ephemeris 0.8
User:
Ionospheric delay 7.0
Tropospheric delay 0.2
Receiver Noise and Resolution 0.1
Multipath 0.2
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3.4 Star Tracker
A STR provides low rate measurements of vehicle attitude with respect to the stars.
Attitude measuring devices such as this are common to see on board satellite missions.
Generally they return high accuracy measurements which are much better than measur-
ing attitude indirectly via GPS. When combined with an IMU, STR measurements can
be used to correct velocity and position errors, but only the part of the error due to
attitude error.
A STR is used in the HNS to correct attitude error just before entry, when the
payload actively controls its attitude. DLR chose to design its own instrument based
on COTS components to customize the instrument to suit the mission, reduce costs
and gain experience on STR instrument development10,34. The DLR STR is composed
of a Prosilica EC655 camera from Allied Vision Technologies, a PC/104 computer from
RTD Embedded Technologies Inc., and a custom made baffle and lid with a pyrotechnic
firing mechanism. To avoid hot gases entering the payload through the baffle during
entry, a glass window was mounted on the outside of the baffle, which is why the Sun
exclusion angle is so large. Before the SHEFEX-2 mission, this instrument had never
been flown. The specifications for this STR are listed in Table 3.4.
Figure 3.5: STR camera, baffle, shutter and release mechanism.
26
3.4 Star Tracker
Table 3.4: Summary of HNS STR specifications10,11.
1σ Accuracy:
CCD X/Y Axes 1σ 0.005◦
Line-of-Sight 1σ 0.14◦
Specifications:
Field of View 18.5◦ diagonal
Number of Pixels 659× 493
Pixel Size 9.9µm
Limitations:
Body Angular Velocity < 2◦/s
Bandwidth 1Hz
A Priori Information none
Sun Exclusion Angle 90◦
Earth Exclusion Angle 55◦
Moon Exclusion Angle 55◦
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The navigation algorithm has already been summarized in a previous publication23 and
is explained in much more detail in the following sections. A high level overview of the
algorithm is first presented as an outline for the rest of the discussion. The reference
frames used in the algorithm are then defined, since they are used throughout the entire
algorithm. This is followed by a short description of the gravity model and the various
clocks used in the algorithm. The assumed IMU, GPS and STR measurement models
are defined, which lists the sensor errors that may be important and shows how they
affect the measurements. The core strapdown navigation algorithm is then presented,
which integrates the IMU measurements to calculate the navigation solution over time.
The eEKF used in the navigation algorithm is separate from the strapdown routine
and only provides corrections to the state vector. The state vector, whole state system
model, error state system model and measurement models define the eEKF and are
presented in that order. The filter reset is discussed, which corrects the whole states
with the estimated error state values.
4.1 Algorithm Overview
HNS operations depend on the mission phase (see Figure 4.1). On the launch pad the
HNS is initialized with the known position, velocity and attitude estimates as well as
their respective 1σ accuracies and begins navigating. Angular rotation and specific force
measurements from the IMU are integrated over time by the navigation algorithm to
maintain an estimated navigation solution at 400Hz. The navigator uses the fact that
the rocket is not moving with respect to the Earth to update the filter until launch.
Pseudorange measurements from the GPS receiver and attitude measurements from
the STR are received at 1Hz and fused in the filter with past sensor measurements
to calculate corrections to various errors in the system. GPS measurements are used
throughout the entire mission when available and the STR is only used when activated
during the coast phase (after the second stage burnout and before atmospheric entry)
when the vehicle angular rate is small. The NC is loosely coupled with the GPS
receiver and STR35, meaning the GPS and STR measurements are not influenced by
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the navigator. The GPS receiver is aided to support signal acquisition with position
and velocity information at 0.5Hz when the GPS is not already tracking. A pulse
per second (PPS) signal sent from the GPS receiver and trigger signals sent from
the NC to the STR and IMU are used to calculate the reference times of the sensor
measurements. The navigation solution and other system variables are output to other
SHEFEX-2 experiments and the ground station. The experiment ends just after the
payload split when the forces on the vehicle exceeded the IMU measurement range.
Figure 4.2 illustrates the overall HNS architecture as a block diagram.
The navigation algorithm consists of a high-rate (HR) and a low-rate (LR) task
running in parallel and passing data back and forth. Figure 4.3 shows a general time
line for both tasks. The HR task processes the IMU data and integrates the strapdown
navigation equations (see section 4.7) as soon as new IMU data is available (400Hz). It
is also responsible for computing the linearized state transition model Φ (see section
4.9.3), calibrating clocks (see section 4.3) and correcting the navigation and IMU whole
states as part of the filter reset (see section 4.11). The LR task propagates (see section
4.9) and updates the filter (see section 4.10) at 1Hz using data sent from the HR task
and the sensors and corrects the STR and GPS whole states as well as the error state
vector as part of the filter reset. The STR trigger is synchronized to the GPS PPS
signal so that all filter measurements have approximately the same reference time.
4.2 Time Notation
Due to the multi-rate nature of the algorithm, the notation used for variable reference
times is unconventional. Two separate time variables are defined with two separate
integer indexes. τj represents the true time (time on an error-free clock) at the j
th
HR interval and tk represents the true time at the k
th LR interval. Both variables are
measures of true time and are defined relative to one another as:
tk = τj (4.1)
However, a single step in time in the LR task is equivalent to N steps (nominally 400)
in the HR task, such that:
tk+1 = τj+N (4.2)
This relationship is also shown in Figure 4.3.
In general, variable subscripts containing j or k indicate the reference time of the
variable they are attached to. Variables with subscripts containing j use τ as the time
base and variables containing k use t as the time base. For instance, the notation uj
represents the variable u at time τj and the notation uk represents the variable u at
time tk. More examples are listed in Table 4.1.
4.3 Clocks
The HNS monitors separate clocks running on the NC hardware, IMU hardware and
GPS constellation system. Each clock is used to timestamp data originating from a
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Figure 4.1: Nominal SHEFEX-2 flight profile and operation periods of HNS sensors
expected before the flight.
Table 4.1: Examples of variable notation and their corresponding reference times.
Variable Reference Time
uk tk
uk+1 tk+1
uj τj
uj+N+1 τj+N+1
uj+ 1
2
τj+ 1
2
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Figure 4.2: HNS system concept using IMU, GPS and STR sensors.
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given device. Sections 5.4.3 and 5.4.5 discusses one of the navigation algorithm’s tasks,
which is to calibrate these clocks with respect to each other so timestamps from each
clock can be converted to time values on the other clocks. Section 4.2 presents the
notation used for reference times.
The most accurate of these three clocks is GPS system time. This is measured by
an atomic clock on each GPS satellite and is continually maintained to be within 1µs
of coordinated universal time (UTC)9. The GPS system time epoch is at 0h (midnight)
on January 6th, 1980 UTC and is not perturbed by leap seconds like UTC. GPS system
time is provided by the GPS receiver after it obtains a valid navigation fix and it is
synchronized with the GPS PPS signal. It is used as the true time for the navigator
since it provides the most accurate time base. Therefore, there is no GPS time error
model and:
τj ≡ tGPSj (4.3)
where τ is true time indexed by HR interval j and tGPS is GPS system time.
Gyro and accelerometer measurements are integrated by the IMU and are reference
by the clock within the IMU housing. The IMU outputs the integrated values as delta
angle and delta velocity measurements. The reference time for these measurements is
the interval between the beginning and end of the integration. The IMU measurements
are time-stamped with the IMU clock at the end of each sampling interval. The epoch
for IMU time is set by the IMU trigger signal, so IMU time is always relative to the
last trigger. The IMU time compensation model used in the navigation algorithm is:
τj = sIMUj (t˜IMUj + wIMUj ) + bIMUj (4.4)
where t˜IMU is the measured time on the IMU clock, sIMU and bIMU are the IMU clock
scale factor and bias with respect to true time, and wIMU is the IMU clock measurement
noise (the 1σ value is measured to be 10µs).
The NC clock is used to timestamp all trigger signals and the GPS PPS. This
provides the navigator with a common time base for all relevant reference times, which
allows all clocks to be calibrated with respect to each other. The NC time epoch is set
when the navigator software thread is created. The NC time compensation model used
by the navigator is:
τj = sNCj (t˜NCj + wNCj ) + bNCj (4.5)
where t˜NC is the measured time on the NC clock, sNC and bNC are the NC clock scale
factor and bias with respect to true time, and wNC is the NC clock measurement noise.
The NC clock measurement resolution can be configured to be as low as 10µs, but this
uses too many CPU resources. Instead, the clock resolution is configured to be 40µs,
which is a good alternative. This means the NC clock measurement 1σ is 12µs.
4.4 Reference Frames
The navigation algorithm uses several reference frames to relate instrument measure-
ments, input commands, and model outputs to the navigation state.
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4.4.1 Earth Centered Earth Fixed Frame
The World Geodetic System 1984 (WGS84) Earth Centered Earth Fixed (ECEF )
reference frame is composed of three orthogonal axes that are fixed with respect to
Earth (Figure 4.4). The exact definition of this frame is defined by the National Imagery
and Mapping Agency36, but an approximate definition is as follows: the origin is at
the Earth’s center of mass with the x-axis extending through the point on the Earth’s
surface at 0◦ longitude and 0◦ latitude, the z-axis extending through the geodetic north
pole (coincident with the Earth’s spin axis), and the y-axis completes the right handed
coordinate system.
Figure 4.4: Axes of the ECEF frame plotted in the Earth sphere.
4.4.2 Earth Centered Inertial Frame
The J2000.0 Earth Centered Inertial (ECI) reference frame is composed of three
orthogonal axes that are approximately fixed with respect to inertial space. The origin
is at the Earth’s center of mass with the x-axis pointing towards the mean vernal
equinox, the z-axis pointing towards geodetic north and the y-axis completes the right
handed coordinate system defined at the J2000.0 epoch (January 1, 2000 at 12:00
Terrestrial Time)37.
The transformation matrix from ECI to ECEF is defined as38:
TECEFECI = TpolTrotTnutTpre (4.6)
where the matrices Tpol, Trot, Tnut and Tpre represent the effects due to Earth polar
motion, rotation, nutation and precession respectively. The navigation algorithm only
uses the Trot and Tpre terms to speed up processing. Neglecting Tpol and Tnut leaves a
∼ 0.0064◦ error on the June 22, 2012 launch date.
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4.4.3 Inertial Frame
The navigation algorithm propagates the navigation state in an inertial frame (I). To
reduce computations and simplify the navigation state initialization, the I frame is
defined to be equal to the ECEF frame at the start of propagation (treset). Eq. (4.6)
could be used to determine the transformation between I and ECEF , however, the
total time of flight is on the order of minutes and effects due to Earth polar motion,
nutation and precession are very small over this time period. Therefore, only the Earth
rotation component is needed and the transformation matrix becomes:
TECEFI (t) ≈
 cos(ωEarth(t− treset)), sin(ωEarth(t− treset)), 0−sin(ωEarth(t− treset)), cos(ωEarth(t− treset)), 0
0, 0, 1
 (4.7)
where ωEarth is the Earth spin rate (7.292115146706924 × 10−5rad/s). The Earth
rotation vectors in the I and ECEF frames are defined as:
ΩIEarth = Ω
ECEF
Earth =
 00
ωEarth
 (4.8)
4.4.4 Accelerometer Frame
The IMU contains three accelerometers oriented in an approximately orthogonal configu-
ration, each of which is offset from a common center point by lever arms lAax , l
A
ay , and l
A
az
for the x-, y- and z-axis respectively. The accelerometer reference frame (A) is composed
of three non-orthogonal axes that extend from the accelerometer intersection point39
through each accelerometer measurement axis. Each axis of the A frame is misaligned
with respect to the body frame (B) as shown by the prime frame in Figure 4.5. If the
misalignment angles α are small, the transformation matrix from frame A to B is:
TBA ≈
 1, −αyza , αzyaαxza , 1, −αzxa
−αxya , αyxa , 1
 (4.9)
where the subscript a is used to distinguish from the gyro misalignment angles. This
matrix is constant over time.
4.4.5 Gyro Frame
The IMU contains three gyros oriented in an approximately orthogonal configuration.
The gyro reference frame (G) is composed of three non-orthogonal axes that extend
from the origin of the A frame through vectors that are parallel to the gyros. Each axis
of the G frame is misaligned with respect to the body frame as shown by the prime
frame in Figure 4.5. If the misalignment angles α are small, the transformation matrix
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Figure 4.5: Misalignment angles of a general prime frame with respect to the B frame.
between frames G and B is:
TBG ≈
 1, −αyzg , αzygαxzg , 1, −αzxg
−αxyg , αyxg , 1
 (4.10)
where the subscript g is used to distinguish from the accelerometer misalignment angles.
This matrix is constant over time.
4.4.6 Body Frame
The vehicle body frame (B) is an orthogonal frame fixed to the IMU body and centered
at the origin of A. It is chosen to minimize the effects of IMU misalignments on
navigation accuracy. Since attitude is very important and roll rate is large during
ascent, the z-body axis is chosen to be equal to the z-gyro axis. To complete the
body frame, the x-body axis is chosen to be in the plane formed by the x-gyro and
z-gyro. Therefore, the misalignment angles of the z-gyro axis (αzxg and αzyg) and the
angle between the x-gyro and the x-body axis (αxzg) are all zero by definition. The
transformation matrix between the G and B frames can be simplified as:
TBG ≈
 1, −αyzg , 00, 1, 0
−αxyg , αyxg , 1
 (4.11)
The HNS IMU is oriented in the vehicle such that the z-axis of the B frame points
opposite of the rocket’s flight direction and the y-axis of the B frame points towards the
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180◦ mark on the bulkhead. This orientation was chosen to easily find the alignment
between the HNS IMU and the flight control IMU.
4.4.7 Camera Frame
The STR outputs attitude measurements of the camera frame (Cam) with respect to
ECI. The camera frame is an orthogonal reference frame fixed to the camera CCD
(Figure 4.6). The origin is the center of the CCD, the x-axis is parallel to the rows
of the CCD, the y-axis is parallel to the columns, and the z-axis is perpendicular to
the plane. The transformation matrix between the Cam and B frames is constant and
calibrated before the launch, which is discussed further in section 4.6.3.
Figure 4.6: Axes of the camera frame on the camera CCD and lens.
4.5 Gravity Model
The accelerometers in an IMU measure proper acceleration (non-gravitational accel-
eration) which is the acceleration of an object relative to free-fall. For this reason, a
gravity model is needed to calculate the gravitational acceleration of the IMU at a
given position. Acceleration is then found by adding the accelerometer output with the
calculated gravitational acceleration.
The WGS84 Earth Gravitational Model 200840 (EGM2008) model is one of the
most accurate gravity models available. It uses a tide-free spherical harmonic expansion
of the gravitational potential. The full model is complete through degree and order
2159, but this level of accuracy is not needed for the HNS. Instead, a faster and less
accurate reduced model is used for the navigator flight code with degree and order 9.
Simulations have shown that for the expected flight profile, a maximum of 10µg of
error is introduced in the acceleration calculation using this model. According to the
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accelerometer specification in Table 3.2, this is two orders of magnitude less than the
accelerometer bias and 80% less than the bias stability value. Therefore, the error due to
the gravity model is negligible compared to the error introduced by the accelerometers.
For software- and hardware-in-the-loop testing the truth dynamics plant model uses
a more accurate gravity model. To balance accuracy with simulation speed and memory
usage a reduced model of degree and order 20 is chosen for the dynamics plant model.
4.6 Measurement Models
All sensors contain errors which affect their measurements. The EKF assumes that all
applicable measurement errors are modeled, so the filter is only as good as its model
allows. Before using any measurement in the navigation filter the sensor’s errors must be
understood and modeled. Each sensor has a different error model which is characterized
by the type and method of measurement.
4.6.1 IMU Measurement Model
The IMU specifications listed in Table 3.2 indicate which measurement errors may be
important. Of these error terms only the bias, scale factor, lever arms and misalignments
are colored errors and can be estimated by a navigation filter. Bias stability and random
walk can be modeled by white noises and are included in the process noise of the
navigation filter. Linearity error can be estimated if an appropriate model is available,
however, no such model is provided by the manufacturer. The small size of this error
(< 300ppm for all gyros and accelerometers) suggests that it can be modeled as a scale
factor stability error, which can be modeled in the filter as process noise. Refer to
section 4.9.1.1 for an analysis of the process noise model.
The IMU directly provides the measured delta-angle, integral of specific force and
time quantities: ∆θ˜Gj , ∆v˜
A
j and t˜IMUj+1 respectively. The time value was already
discussed in section 4.3. The delta quantities are valid over the last IMU time interval
and are integrals of the gyro and accelerometer data:
∆θ˜Gj =
∫ τj+1
τj
ω˜GIBdt (4.12)
∆v˜Aj =
∫ τj+1
τj
a˜Adt (4.13)
where ω˜IB is the measured angular velocity vector of the B frame with respect to I and
a˜ is the measured specific force of the three independent accelerometers.
The measurement compensation model used in the navigation algorithm corrects for
the known IMU errors using the models:
ωBIB = T
B
G
(
diag
(
ω˜GIB
)
sGg + b
G
g +wω
)
(4.14)
aB = TBA
(
diag
(
a˜A
)
sAa + b
A
a − aAcent − aAEuler +wa
)
(4.15)
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where bg and ba are the gyro and accelerometer bias vectors, sg and sa are the gyro and
accelerometer scale factor vectors, TBG and T
B
A are the misalignment matrices defined
in eq. (4.11) and eq. (4.9), wω and wa are the gyro and accelerometer noise vectors
and diag(u) means a diagonal matrix filled with the values from u on the diagonal.
Note that the bias and scale factor variables are time dependent since Table 3.2 lists
non-zero values for bias stability and linearity errors will be modeled as non-zero scale
factor stabilities.
acent and aEuler are the accelerations due to the centripetal and Euler forces and
are defined as:
aAcent =
 ωA × ωA × lAax · eˆAxωA × ωA × lAay · eˆAy
ωA × ωA × lAaz · eˆAz
 (4.16)
aAEuler =
d
dt
 ωA × lAax · eˆAxωA × lAay · eˆAy
ωA × lAaz · eˆAz
 (4.17)
where lax , lay and laz are the accelerometer lever arms (vectors from the origin of the A
frame to the reference points on each accelerometer) for each x, y and z accelerometer and
eˆx, eˆy and eˆz are unit vectors in the x, y and z directions (parallel to the accelerometer
input axes). The dot products in these equations ensure that only the accelerations
parallel to the accelerometer input axes are used. For the HNS IMU, lAax , l
A
ay and l
A
az
are approximately parallel to their respective A frame axes. Which means:
lAax ≈ [ lAax [1], 0, 0 ]T (4.18)
lAay ≈ [ 0, lAay [2], 0 ]T (4.19)
lAaz ≈ [ 0, 0, lAaz [3] ]T (4.20)
and greatly simplifies eq. (4.16) and eq. (4.17) to:
aAcent ≈ −
 (ωA[2]2 + ωA[3]2)lAax [1](ωA[1]2 + ωA[3]2)lAay [2]
(ωA[1]2 + ωA[2]2)lAaz [3]
 (4.21)
aAEuler ≈ 0 (4.22)
The true delta angle ∆θ and true integral of specific force ∆v vectors are found by
integrating eq. (4.14) and eq. (4.15):
∆θBj =
∫ τj+1
τj
ωBIBdt (4.23)
∆vBj =
∫ τj+1
τj
aBdt (4.24)
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Bias and scale factor variables are approximately constant over the interval. Therefore,
these integrals can be approximated as:
∆θBj ≈ TBG
(
diag
(
∆θ˜Gj
)
sGgj + ∆τjb
G
gj +w∆θj
)
(4.25)
∆vBj ≈ TBA
(
diag
(
∆v˜Aj
)
sAaj + ∆τjb
A
aj −∆vAcentj −∆vAEulerj +w∆vj
)
(4.26)
where w∆θ and w∆v are the integrals of the gyro and accelerometer noise vectors and
bgj , baj , sgj and saj are assumed to be constant over the interval. ∆τ is the true time
interval defined as:
∆τj ≡ τj+1 − τj (4.27)
∆vAcent and ∆v
A
Euler are the delta velocities due to the centripetal and Euler forces and
are approximated as:
∆vAcentj ≈ −
1
∆τj
 (∆θAj [2]2 + ∆θAj [3]2)lAax [1](∆θAj [1]2 + ∆θAj [3]2)lAay [2]
(∆θAj [1]
2 + ∆θAj [2]
2)lAaz [3]
 (4.28)
∆vAEulerj ≈ 0 (4.29)
4.6.2 GPS Measurement Model
The GPS receiver errors listed in Table 3.3 describe typical errors which are included in
the raw pseudorange measurements. In addition to these errors, which are different for
each satellite and tracking channel, the receiver clock error affects all measurements
equally.
Typically, the user uses a position measurement for navigation provided by the
receiver. This is usually calculated using a least-squares approach, which needs at least 4
pseudorange measurements to estimate the 4 unknowns: 3 elements of position and time.
However, with a little more effort the user can also use the pseudorange measurements
directly. The advantages over using the position measurement directly are that the
pseudorange measurements are available more often, the filter’s measurement covariance
is more accurate and measurement errors can be characterized more accurately.
For each channel i (from 1 to 12), the measurement model for the pseudorange
measurement is:
ρ˜ik =
∥∥T IECEFkrECEFik − (rIk + T IBk lBAnt)∥∥+ bρik + ηk + νρik (4.30)
where ρ˜i is the measured pseudorange for channel i, ri is the satellite position for channel
i, T IBk is the transformation matrix between the B frame at time tk and I, r is the IMU
position, lAnt is the lever arm from the IMU to the GPS antenna phase center, bρi is
the pseudorange bias for channel i, η is the receiver clock bias, and νρi is the white
noise for channel i. The pseudorange bias is time varying and is a sum of all the errors
from Table 3.3. The receiver clock bias is time varying and may also be affected by
temperature and the vehicle dynamics. The white noise model is a conservative model
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suggested by the GPS receiver developers and is listed in Table 4.2. Below 10km the
GPS error is dominated by large multipath errors, which can be approximated as white
noise on large time scales. This error decreases with altitude until the atmospheric bias
is the dominating term above 200km.
Table 4.2: Pseudorange white noise model.
Altitude [km] 1σ Noise [m]
< 10 50
between 10 & 200 10
> 200 2
4.6.3 STR Measurement Model
According to Table 3.4 there are no systematic errors in the STR measurements, only
white noise. However, in order to transform the STR measurements into the B frame,
the camera must be aligned to the IMU. This alignment quaternion contains errors
which introduce a bias in the STR measurements when used in the navigation algorithm.
Alignment is done by first aligning a checker board with local gravity41. The STR
camera then takes images of the checkerboard and IMU measurements are recorded at
this orientation. Images are analyzed to determine the orientation of the checkerboard
with respect to the camera. Local gravity is measured by analyzing the vertical lines of
the checker board image and the accelerometer measurements from the IMU. Comparing
both gravity measurements at several orientations yields the transformation matrix
between Cam and A. This method is theoretically accurate to within 0.05◦ on each
axis42, but in practice a more realistic accuracy is found to be 0.1◦ on each axis43. This
alignment error is too large since the STR is more accurate than this. Therefore, states
are needed in the filter which represent the alignment error, as discussed in section
4.8. STR measurements used to update the filter will provide enough information to
estimate the alignment bias states. This method was tested on the ground using the
night sky22, as discussed in section 6.4.
Pictures taken by the camera have a variable exposure time, which is automatically
calibrated during flight by the STR. The light on the CCD is integrated over the exposure,
meaning that the reference time of each image is at the middle of the integration period.
The camera starts the exposure 3µs after it receives the trigger.
The measurement model used in the navigation algorithm is (see Appendix A for
quaternion algebra definitions):
q˜ECICamk+k
= qECII ⊗ qIBk+k ⊗ q
B
Cam ⊗
[ νqk
|νqk |
sin(
|νqk |
2 )
cos(
|νqk |
2 )
]
(4.31)
40
4.7 Strapdown Navigation
where q˜ECICam is the STR measurement quaternion, q
B
Cam is the alignment quaternion
between the B and Cam frames and  is the time difference between the middle of
the integration period and the filter reference time tk. νq is a white noise vector
with 1σ values as stated in Table 3.4. However, the navigation algorithm uses the
more conservative measurement noises returned by the STR instrument itself. This is
generally around 0.1◦ 1σ for the x- and y-Cam axes and 0.2◦ 1σ for the z-Cam axis.
4.7 Strapdown Navigation
The navigation state is initialized with position, velocity and attitude values provided
by the user. The navigation algorithm then integrates the IMU data to maintain the
navigation state over time and outputs the current state of the IMU in the ECEF
frame at 100Hz. The following system model is used for integration44,45 (see Appendix
A for quaternion algebra definitions):
r˙I = vI (4.32)
v˙I = T IBa
B + gI
(
rI
)
(4.33)
q˙IB = −
1
2
qIB ⊗
[
ωBIB
0
]
(4.34)
where r is the position of the IMU, v is the inertial velocity, qIB is the attitude quaternion
of the IMU (T IB is the equivalent transformation matrix), ωIB is the angular velocity
vector of the B frame with respect to I as defined in eq. (4.14), and a is the vehicle
specific force as defined in eq. (4.15). gI is the I gravity model and is calculated with
the ECEF gravity model in section 4.5 using:
gI
(
rI
)
= T IECEFg
ECEF
(
TECEFI r
I
)
(4.35)
Some authors would choose to integrate the navigation state in the ECEF frame
to avoid transforming the states from the navigation frame to the ECEF frame before
outputting. However, the HNS integrates the states in the I frame because the system
model is much simpler and the transformation from I to ECEF is quick and only needs
to be done when the navigation state is output.
Using strapdown navigation techniques, the state propagation equations are inte-
grated discretely at 400Hz as IMU data is available. At each time step eq. (4.34) is
integrated first using a 3rd order quaternion integration method46:
qIBj+1 = q
I
Bj ⊗ q
Bj
Bj+1
(4.36)
where:
q
Bj
Bj+1
≡
 −12∆θBj + 148 ∥∥∥∆θBj ∥∥∥2 ∆θBj + 124∆θBj−1 ×∆θBj
1− 18
∥∥∥∆θBj ∥∥∥2
 (4.37)
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is the attitude quaternion of the B frame at time τj relative to the B frame at time
τj+1. Eq. (4.25) is used to convert the measured delta angle to the true quantity and
q
Bj
Bj+1
is normalized before being used in eq. (4.36). Eq. (4.33) is then integrated using
the midpoint method:
vIj+1 = v
I
j + T
I
B
j+ 12
∆vBj + ∆τjg
I
j+ 1
2
(4.38)
where T IB
j+ 12
is the attitude at the midpoint of the interval, calculated from:
qIB
j+ 12
= qIBj ⊗ q
Bj
B
j+ 12
(4.39)
and q
Bj
B
j+ 12
is calculated as in eq. (4.37) but with half the value of ∆θ:
q
Bj
B
j+ 12
≡
 −14∆θBj + 1384 ∥∥∥∆θBj ∥∥∥2 ∆θBj + 196∆θBj−1 ×∆θBj
1− 132
∥∥∥∆θBj ∥∥∥2
 (4.40)
where q
Bj
B
j+ 12
is normalized before being used in eq. (4.39). ∆τj is defined in eq. (4.27)
and eq. (4.26) is used to convert the measured specific force integral to the true quantity.
gI
j+ 1
2
is the gravity vector at the midpoint of the interval, which is found using:
gI
j+ 1
2
= gI(rI
j+ 1
2
) (4.41)
rI
j+ 1
2
= rIj +
1
2
∆τjv
I
j (4.42)
Finally, eq. (4.32) is integrated using the midpoint method:
rIj+1 = r
I
j +
1
2
∆τj(v
I
j + v
I
j+1) (4.43)
Higher order strapdown integration methods are available, but require more process-
ing time44,45. Preliminary analyses showed that the error in the presented algorithm
for the nominal SHEFEX-2 flight is much less than the error introduced by the IMU28.
Therefore, the accuracy of the presented navigation algorithm is sufficient.
4.8 State Vector Definition
The first step in most filtering problems is to define the state vector. Theoretically,
all variables used to integrate the navigation solution or calculate the measurements
should be included in the state vector because no variable can be perfectly known.
In practice, however, this isn’t needed for variables that only slightly influence the
navigation solution or are accurately known. It is desirable to minimize the number of
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filter states without compromising filter accuracy, as each additional state exponentially
increases the number of calculations for each filter propagation and update. For example,
Earth rate is accurately known and including it as a filter state will just waste precious
processing time because its uncertainty is negligible compared to the uncertainty in
time and in the gyro measurements.
The state vector for the HNS includes all variables in the propagation and measure-
ment equations with uncertainties that are large enough to affect navigation performance.
Variables important for state propagation include: position, velocity, attitude, accelerom-
eter bias, accelerometer scale factor, gyro bias and gyro scale factor. Earlier simulation
results have showed that the navigation filter is insensitive to the uncertainties in the
IMU misalignments and accelerometer lever arms for the HNS trajectory28,47, therefore
they are not included in the state vector. Variables important for measurement updates
include: pseudorange biases and the B to Cam alignment quaternion. The receiver clock
bias is important for single pseudorange measurements, however it is not needed in the
state vector since the filter measurement model differences pseudorange measurements
and eliminates its effect (see section 4.10.3 for more details). The EKF has difficulty
estimating pseudorange biases, but if they were removed from the filter then their
value would be added to position error, yielding higher position errors. However, they
could be taken out of the filter if their effect on the gain matrix was retained (see
Schmidt-Kalman filtering in Farrell29).
Errors in the attitude quaternion are multiplicative, which poses a problem when
using a Kalman filter48. To avoid the complications with using a quaternion in the
state vector a new quantity θ is defined, which is a vector of small angles representing
the attitude error and is approximately additive. θ can be represented in both the B
and I frames, but using the B frame provides a more accurate system model for the
velocity equation21. θ is a part of the error quaternion pB, which is defined as:
pB =
[
sin
(
1
2θ
B
)
cos
(
1
2
∥∥θB∥∥)
]
≡ qˆBI ⊗ qIB (4.44)
For small angular errors:
pB ≈
[
1
2θ
B
1
]
(4.45)
For similar reasons, a vector of small angles is also used in the state vector instead
of the IMU/Cam alignment quaternion. The variable bc represents the bias in the
alignment quaternion, which is the error leftover after the IMU/Cam alignment process.
Since this bias is constant, it can be estimated by the filter in the B or Cam frames
without any performance losses. However, the B frame is chosen in order to be consistent
with the attitude error vector. The alignment bias is defined as:[
1
2b
B
c
1
]
≈
[
sin
(
1
2b
B
c
)
cos
(
1
2
∥∥bBc ∥∥)
]
≡ qˆBCam ⊗ qCamB (4.46)
The IMU biases and scale factors and the pseudorange biases slowly change over
time in an unpredictable manner. These changes can be assumed to be random over
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time and are modeled as a random process3. In the filter they are static states with
non-zero process noise.
The whole state vector then consists of 36 individual elements (3 position, 3 velocity,
3 attitude error, 3 accelerometer bias, 3 accelerometer scale factor, 3 gyro bias, 3 gyro
scale factor, 3 alignment bias, 12 pseudorange bias states) and is decomposed into
dynamic and static states as in eq. (2.31):
xd ≡
 rIvI
θB
 (4.47)
xs ≡

bAa
sAa
bGg
sGg
bBc
bρ1
bρ2
...
bρ12

(4.48)
The error state vector follows from eq. (2.2) and is additive. It is decomposed as in
eq. (2.32):
δxd ≡
 δrIδvI
δθB
 (4.49)
δxs ≡

δbAa
δsAa
δbGg
δsGg
δbBc
δbρ1
δbρ2
...
δbρ12

(4.50)
Note that qIB and q
Cam
B are the whole states used in the navigation algorithm. θ
B
and bBc are merely placeholders in the state vector, which are used to define the whole
state system model to propagate the covariance matrix. As discussed in section 4.11,
any estimated values for these states are used to correct the quaternions directly in the
filter reset routine. Therefore, θˆB and bˆ
B
c are always zero and:
δθB = θB − θˆB = θB (4.51)
δbBc = b
B
c − bˆ
B
c = b
B
c (4.52)
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4.8.1 Initial Conditions
The initial conditions of the estimated dynamic state vector and associated covariance
values are defined by the user when the rocket is on the launch pad. The position of
the IMU is determined by averaging the GPS measurements over time. The velocity
is assumed to be zero with respect to Earth. Attitude is determined from the given
attitude of the IMU in the service module and its attitude relative to the HNS IMU.
The inertial position, velocity and attitude of the IMU are known by the user with 1σ
accuracies of 20m, 0.01m/s and 5◦ on each axis.
Initial estimates of the static state variables are equal to the variables’ nominal
values and their covariances are given by the instrument specifications. Table 3.2 lists
the 1σ accuracies of the IMU biases and scale factors. Table 3.3 shows that the 1σ
value of each pseudorange bias is ∼ 7.1m, however a more conservative value of 10m is
used as suggested by the GPS developers. The alignment method discussed in section
4.6.3 suggests that the 1σ value of the IMU/Cam alignment bias is 0.1◦.
In summary, the initial value of xd is provided by the user on the launch pad and
depends on the rocket’s position and attitude. The initial value of xˆs is given by the
sensor specifications as:
xˆs0 =

03×1 [m/s2]
13×1 [−]
03×1 [rad/s]
13×1 [−]
03×1 [rad]
012×1 [m]
 (4.53)
where 03×1 and 012×1 are vectors of 0’s and 13×1 is a vector of 1’s. The initial covariance
matrix is diagonal and composed of the 1σ accuracies of the initial state vector. The
matrix is decomposed as in eq. (2.34) as:
P0 =
[
Pdd0 , 09×27
027×9, Pss0
]
(4.54)
Pdd0 = diag
 (20)213×1 [m2](0.01)213×1 [(m/s)2]
(0.09)213×1 [rad2]
 (4.55)
Pss0 = diag


(0.02)213×1 [(m/s2)2]
(0.0015)213×1 [−]
(5× 10−6)213×1 [(rad/s)2]
(0.0003)213×1 [−]
(0.002)213×1 [rad2]
(10)2112×1 [m2]

 (4.56)
4.8.2 State Scaling
To avoid any potential numerical issues in the filter the states are scaled internally
such that the covariance propagation, gain matrix and state update calculations are
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done using the scaled filter variables. Section 2.5.1 explains how the scaled variables
are calculated.
Ideally, the scaling matrix should be chosen such that the condition number of the
covariance matrix is close to 1 for the entire flight. For the HNS, the covariance values
are not expected to change more than a few orders of magnitude throughout the flight.
Therefore, the scaling matrix is set so that the condition number of the initial scaled
covariance matrix is 1:
S ≡
√
P−10 (4.57)
As a comparison, the condition matrix of the unscaled initial covariance matrix is
2× 1013.
4.9 Filter Propagation
As shown in Figure 4.3, the HR routine integrates the strapdown equations and calculates
the linearized state transition matrix, which is then sent to the LR routine to propagate
the filter. Filter propagation is done nominally at 1Hz, but it uses a high fidelity
linearized state transition matrix accounting for the 400Hz time steps in between. The
whole state vector is propagated in the HR task using the strapdown equations and the
linearized state transition matrix is calculated in parallel.
For any given LR time interval from tk to tk+1 there is an associated series of HR
intervals from τj to τj+N . The HR whole state system model over one interval is:
xj+1 = φj (xj) +wj (4.58)
where φj brings the whole state from time τj to τj+1 and wj covers the noise over the j
to j + 1 interval. Successive iterations of this equation yield:
xj+N = φj+N−1 (φj+N−2 (. . . (φj (xj) +wj) . . .) +wj+N−2) +wj+N−1 (4.59)
= xk+1 = φk(xk) +wk (4.60)
where φk brings the whole state from time tk to tk+1 and wk covers the noise over the
k to k + 1 interval. The linearized state transition model over the LR interval is:
Φk+ ≡
∂φk (xk)
∂xk
∣∣∣∣
xk=xˆk+
=
∂φj+N−1 (xj)
∂xj
∣∣∣∣
xj=xˆj+
(4.61)
=
[
∂φj+N−1
∂φj+N−2
∂φj+N−2
∂φj+N−3
· · · ∂φj+1
∂φj
∂φj
∂xj
]∣∣∣∣
xj=xˆj+
(4.62)
=
∂φj+N−1
∂xj+N−1
∣∣∣∣
xj+N−1=xˆ(j+N−1)+
· · · ∂φj+1
∂xj+1
∣∣∣∣
xj+1=xˆ(j+1)+
∂φj
∂xj
∣∣∣∣
xj=xˆj+
(4.63)
= Φ(j+N−1)+ · · ·Φ(j+1)+Φj+ (4.64)
where Φj+ is the linearized state transition model over the HR interval from j to j + 1
calculated using xˆj+ . Φj+ is calculated for every HR interval and the running product
from j to j +N − 1 is sent to the LR task as Φk+ .
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Note that the filter reset is only done after the filter propagation step over the LR
intervals, so generally:
xˆj− 6= xˆj+ (4.65)
xˆ(j+N)− 6= xˆ(j+N)+ (4.66)
However, between the interval there are no filter resets. Which means:
xˆj+n = xˆ(j+n)− = xˆ(j+n)+ ; ∀n ∈ [j + 1, j +N − 1] (4.67)
Process noise is present in the whole state system model for every HR interval.
However, it is only used for covariance propagation in the LR task. The process noise
matrix Qk includes all the noise over the LR interval and is an approximation of the
noise modeled in the HR whole state propagation equations. Qk is approximated as:
Qk ≈ Qj +Qj+1 + . . .+Qj+N−1 (4.68)
where Qk is the 1σ covariance of wk and Qj is the 1σ covariance of wj . This approxi-
mation ignores the system model over the LR interval. However, generally Qk is small
compared to Pk so ignoring the system model over a short interval is acceptable.
4.9.1 Whole State System Model
The whole state system model for the state vector is defined by the discrete system
models for each state. The models for position and velocity are given by the strapdown
equations eq. (4.43) and eq. (4.38) written in terms of the states at time τj .
To find the discrete system model for θ, eq. (4.44) can be formulated with discrete
values and eq. (4.36) can be used to propagate θ forward by one time step. The resulting
equation must then be formulated in terms of estimated states and error quantities,
which is complicated and time consuming. Instead, the discrete system model can be
derived from the continuous system model, which gives approximately the same results.
The continuous system model is first derived by taking the derivative of eq. (4.44):
p˙B = ˙ˆqBI ⊗ qIB + qˆBI ⊗ q˙IB (4.69)
From the associated whole state propagation equation of eq. (4.34):
˙ˆqBI =
1
2
[
ωˆBIB
0
]
⊗ qˆBI (4.70)
where ωˆ is the estimated angular rate, defined by replacing the whole states in eq. (4.14)
with the estimated whole states and removing the noise term. Substituting this equation
and eq. (4.34) into eq. (4.69) gives:
p˙B =
1
2
[
ωˆBIB
0
]
⊗ qˆBI ⊗ qIB −
1
2
qˆBI ⊗ qIB ⊗
[
ωBIB
0
]
(4.71)
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Using eq. (4.44) and eq. (4.45) gives:[
1
2 θ˙
B
0
]
≈ 1
2
[
ωˆBIB
0
]
⊗
[
1
2θ
B
1
]
− 1
2
[
1
2θ
B
1
]
⊗
[
ωBIB
0
]
(4.72)
Carrying out the quaternion multiplication yields:[
θ˙B
0
]
≈
[
ωˆBIB − 12 ωˆBIB × θB − ωBIB + 12θB × ωBIB
−12 ωˆBIB · θB + 12θB · ωBIB
]
(4.73)
=
[ −δωBIB − 12(2ωˆBIB + δωBIB)× θB
1
2(δω
B
IB) · θB
]
(4.74)
where δω is defined using the same convention as in eq. (2.2). Assuming all error states
are small, the second order error terms (multiples of δω and θ) are approximately zero.
Taking the vector part of this equation and removing second order error terms yields
the continuous system model:
θ˙B ≈ −ωˆBIB × θB − δωBIB (4.75)
The discrete system model for θ is found by solving the differential equation in
eq. (4.75). The solution is:
θB ≈ TˆBBjθBj −
∫ t
τj
δωBIBdt (4.76)
This solution can be checked by plugging it in to eq. (4.75). Evaluating eq. (4.76) at
τj+1 gives the discrete system model:
θBj+1 ≈ TˆBj+1Bj θBj − δ∆θBj (4.77)
where:
δ∆θBj = ∆θ
B
j − ∆ˆθ
B
j (4.78)
∆ˆθ is the estimated delta angle (found by replacing the whole states in eq. (4.25) with
the estimated whole states and removing the noise term) and Tˆ
Bj+1
Bj
can be calculated
from eq. (4.37) using estimated states.
The discrete whole state system models for the static states are defined by the
assumed noise characteristics. The models for the static states are:
bAaj+1 = b
A
aj +wbaj (4.79)
sAaj+1 = s
A
aj +wsaj (4.80)
bGgj+1 = b
G
gj +wbgj (4.81)
sGgj+1 = s
G
gj +wsgj (4.82)
bBcj+1 = b
B
cj (4.83)
bρij+1 = bρij +wbρij
;∀i (4.84)
where wbaj , wsaj , wbgj , wsgj and wbρij
are the noise terms for bAaj , s
A
aj , b
G
gj , s
G
gj and
bρij respectively, which are defined in section 4.9.1.1.
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Table 4.3: Theoretical and tuned process noise values.
State HR Noise Modeled 1∆tkQk Tuned
1
∆tk
Qk Units of
1
∆tk
Qk
rI 12∆τjw∆vj (6× 10−7)2I3×3 (6× 10−7)2I3×3 m2/s
vI w∆vj (4.9× 10−4)2I3×3 (0.03)2I3×3 (m/s)2/s
θB w∆θj (8.7× 10−6)2I3×3 (2× 10−5)2I3×3 rad2/s
bAa wbaj (6.3× 10−5)2I3×3 (2× 10−4)2I3×3 (m/s2)2/s
sAa wsaj (4.5× 10−6)2I3×3 (4.5× 10−6)2I3×3 1/s
bGg wbgj (1.9× 10−8)2I3×3 (1.9× 10−8)2I3×3 (rad/s)2/s
sGg wsgj (4.5× 10−6)2I3×3 (4.5× 10−6)2I3×3 1/s
bBc 0 03×3 03×3 rad2/s
bρi wbρij
(0.4)2I3×3 (0.4)2I3×3 m2/s
4.9.1.1 Process Noise
If the whole state system model perfectly described the system then the filter’s process
noise would be defined by the noise terms. However, like most filters, the system and
measurement models are suboptimal and approximations in the strapdown equations
and unmodeled terms in the measurement models contribute additional errors to the
system. To improve the filter’s performance the process noise is increased beyond the
modeled values to account for this extra error. This may not always yield the intended
result if the unmodeled errors are colored because the process noise only accounts for
additional white noise. This process is known as filter ‘‘tuning’’ and involves changing
the process noise values to balance performance and stability for each state.
The modeled process noise values can be computed from the sensor measurement
models presented in section 4.6. However, the filter uses higher values based on
simulation results from the software-in-the-loop test bench discussed in section 6.1 and
using results from an earlier filter design28. Table 4.3 summarizes the modeled and
tuned process noise values for each filter state.
Eq. (4.38) is the discrete system model for velocity and contains four variables with
noise: T IB
j+ 12
, ∆vBj , ∆τj and g
I
j+ 1
2
. The corresponding noise terms in the system model
are 12T
I
Bj
(∆vBj ×)TBGw∆θj , T IB
j+ 12
TBAw∆vj , (sIMUj+1wIMUj+1 − sIMUjwIMUj )gIj+ 1
2
, and
∆τj(g
I
j+ 1
2
− gI(rIj + 12(sIMUj+1 t˜IMUj+1 − sIMUj t˜IMUj )vIj )) respectively. Assuming the
maximum value of any element of ∆vB is 0.2m/s (due to 8g over one 400Hz interval),
the maximum value of gI is 9.8m/s2 and that sIMUj is approximately equal to 1,
then the dominant noise term is T IB
j+ 12
TBAw∆vj , which is the accelerometer random
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walk rotated to the I frame. Rotations of the noise term do not affect its standard
deviation since each element of the noise vector has the same statistical properties.
From Table 3.2, the 1σ standard deviation of each element of w∆vj for a 1s period is
4.9× 10−4m/s.
The dominant noise term in the position system model eq. (4.43) is half of the
velocity noise term times the time interval. Assuming the nominal HR time interval of
0.0025s, the 1σ standard deviation for each element of this noise vector for a 1s period
is 6 × 10−7m. The position and velocity process noises are then correlated and the
position/velocity cross term is E
〈
1
2∆τjw
2
∆vj
〉
. However, the process noise for position
is so small that this cross term is ignored in the navigation algorithm to save processing
time.
The discrete system model for the attitude error vector is shown in eq. (4.77). This
equation contains one variable with noise: δ∆θj ; which corresponds to the noise term
in the system model: TBGw∆θj ; which is the gyro random walk rotated to the B frame.
Again, rotations of the noise term do not affect its standard deviation since each element
of the noise vector has the same statistical properties. From Table 3.2, the 1σ standard
deviation of each element of this noise vector for a 1s period is 8.7× 10−6rad.
The accelerometer and gyro bias states use the system models in eq. (4.79) and
eq. (4.81), where the noise terms model the sensors’ non-zero bias stabilities. The
bias stability values in Table 3.2 are a measure of how much the biases can change
over time (due to environment changes). Since the manufacturer does not give any
indication of how the bias can change, the assumption is made that the biases can
change by the amount of the bias stability value (1σ) over a 1min interval. This is the
same as adding 1σ random walks of 4.9× 10−4m/s2/√60s and 1.5× 10−7rad/s/√60s
to the accelerometer and gyro biases respectively, which yield standard deviations of
6.3× 10−5m/s2 and 1.9× 10−8rad/s for each element of the accelerometer and gyro
bias noise vectors for a 1s period.
The noise terms in the accelerometer and gyro scale factor system models shown in
eq. (4.80) and eq. (4.82) attempt to model the scale factor linearity errors. The linearity
errors listed in Table 3.2 indicate how much the scale factors can change over the full
range of the sensors. For example, the gyro scale factor at 1000◦/s can be up to 300ppm
different than the scale factor at −1000◦/s. Using white noise to model this behavior is
suboptimal, but it is acceptable since the scale factors are not very observable unless
the measurements are large and since the measurements do not change quickly. The
assumption made for the filter is that the scale factors can change by 100ppm (1σ) over
the flight (∼ 500s). This yields a 1σ standard deviation for each element of these noise
vectors of 4.5× 10−6 over a 1s period.
Lastly, the noise terms in the pseudorange bias system models shown in eq. (4.84)
model the time varying nature of the biases. Each pseudorange bias represents the sum
of all the signal delays between the GPS antenna and a single satellite (see Table 3.3).
The most important value comes from the ionospheric delay, which depends on the
properties of the atmosphere and on how much of the path length from the antenna to
the satellite is within the ionosphere. Assuming the ionospheric delay can range from
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7m on ground to 0m at apogee (∼ 350s flight time) the 1σ standard deviation for the
pseudorange bias noise is 0.4m for a 1s period. However, this is a relatively large noise
and the bias generally decreases over the mission. Therefore, the process noise is set to
0 for a given channel if the current covariance is larger than the initial value. Otherwise
the covariance for the pseudorange biases could grow well past their initial values.
4.9.2 Error State System Model
The error state system model is derived from the whole state model using eq. (2.7).
This equation is evaluated for each state and reduced by removing all terms containing
multiples of error states. In general the error states are small quantities and the filter
reset routine ensures that they will generally decrease over time. Therefore, multiples of
error states should be much smaller than the first order terms. The final equations for
each state only contain the error states, the estimated whole states, constants or noise.
4.9.2.1 Position Error
Starting with position, the error state system model is found using the system model for
position eq. (4.43) and the analog state propagation equation for the estimated position
whole state from eq. (2.4):
δrIj+1 = r
I
j+1 − rˆIj+1 (4.85)
= rIj +
1
2
∆τj(v
I
j + v
I
j+1)−
(
rˆIj +
1
2
∆τˆj(vˆ
I
j + vˆ
I
j+1)
)
(4.86)
= δrIj +
1
2
∆τˆj
(
δvIj + δv
I
j+1
)
+ noise (4.87)
where ∆τˆj is the estimated HR time interval, which is calculated using eq. (4.4) without
the noise term, and δvIj+1 is defined later in terms of variables at time τj in eq. (4.92).
The noise terms for δrj have already been discussed in section 4.9.1.1 and are not
important for the current discussion. Therefore, they are all collected together in the
noise term and will not be discussed further.
4.9.2.2 Velocity Error
The velocity error state system model is found by differencing the velocity system model
eq. (4.38) and its state propagation form from eq. (2.4):
δvIj+1 = v
I
j + T
I
B
j+ 12
∆vBj + ∆τjg
I
j+ 1
2
−
(
vˆIj + Tˆ
I
B
j+ 12
∆vˆBj + ∆τˆj gˆ
I
j+ 1
2
)
(4.88)
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Using eq. (2.5), eq. (4.39), eq. (4.44), eq. (4.45) and eq. (A.15), this equation can be
expressed in terms of the error states and the estimated whole states:
δvIj+1 ≈δvIj + Tˆ IBj
(
I3×3 − (θBj ×)
)
T
Bj
B
j+ 12
∆vBj − Tˆ IB
j+ 12
∆vˆBj + ∆τˆjδg
I
j+ 1
2
+ noise
(4.89)
≈δvIj + Tˆ IBj
(
I3×3 − (θˆBj ×)− (δθBj ×)
)(
Tˆ
Bj
B
j+ 12
+
1
2
(δ∆θBj ×)
)(
∆vˆBj + δ∆v
B
j
)
− Tˆ IB
j+ 12
∆vˆBj + ∆τˆjδg
I
j+ 1
2
+ noise (4.90)
where noise includes all the noise terms in the equation and the variables δ∆θBj , δ∆v
B
j
and δgI
j+ 1
2
are defined below. Using the fact that θˆB is always zero (see the end of section
4.8) and assuming that terms containing multiples of two error states are approximately
zero, the velocity error state system model can be reduced to:
δvIj+1 ≈δvIj + Tˆ IBj
(
Tˆ
Bj
B
j+ 12
+
1
2
(δ∆θBj ×)− (δθBj ×)TˆBjB
j+ 12
)(
∆vˆBj + δ∆v
B
j
)
− Tˆ IB
j+ 12
∆vˆBj + ∆τˆjδg
I
j+ 1
2
+ noise (4.91)
≈δvIj + Tˆ IBj
((
Tˆ
Bj
B
j+ 12
∆vˆBj
)
×
)
δθBj + Tˆ
I
B
j+ 12
δ∆vBj
− 1
2
Tˆ IBj (∆vˆ
B
j ×)δ∆θBj + ∆τˆjδgIj+ 1
2
+ noise (4.92)
The gravity error term is defined as:
δgI
j+ 1
2
=gI
j+ 1
2
− gˆI
j+ 1
2
(4.93)
=gI
(
rI
j+ 1
2
)
− gI
(
rˆI
j+ 1
2
)
(4.94)
where rI
j+ 1
2
is defined in eq. (4.42). Using the first two terms of the Taylor expansion
yields:
δgI
j+ 1
2
≈ ∂g
I
∂rI
∣∣∣∣
rˆI
j+ 12
(
rI
j+ 1
2
− rˆI
j+ 1
2
)
(4.95)
At this point a spherical gravity model is used since the rest of the derivations are also
first order:
gI(rI) ≈ −µEarthr
I
‖rI‖3 (4.96)
where µEarth is the gravitational parameter for Earth (the WGS84 definition is 398600.4418
km3/s2). Evaluating the partial derivative from eq. (4.95) yields29:
∂gI
∂rI
≈ −µEarth‖rI‖5
(∥∥rI∥∥2 I3×3 − 3rI(rI)T) (4.97)
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Substituting into eq. (4.95) and simplifying the expression gives:
δgI
j+ 1
2
≈ −µEarth∥∥∥rˆIj+ 1
2
∥∥∥5
(∥∥∥rˆIj+ 1
2
∥∥∥2 I3×3 − 3rˆIj+ 1
2
(rˆI
j+ 1
2
)T
)(
δrIj +
1
2
∆τˆjδv
I
j
)
+ noise (4.98)
The error in delta angle is defined in eq. (4.78) and can be expanded using eq. (4.25)
as:
δ∆θBj ≈ TBG
(
diag
(
∆θ˜Gj
)
δsGgj + ∆τˆjδb
G
gj
)
+ noise (4.99)
The error in delta velocity is defined as:
δ∆vBj = ∆v
B
j −∆vˆBj (4.100)
Substituting in eq. (4.26) and its state propagation form gives:
δ∆vBj ≈ TBA
(
diag
(
∆v˜Aj
)
δsAaj + ∆τˆjδb
A
aj − δ∆vAcentj
)
+ noise (4.101)
where:
δ∆vAcentj = ∆v
A
centj −∆vˆAcentj (4.102)
The first component of this vector is expanded using eq. (4.28) and its associated state
propagation form:
δ∆vAcentj [1] ≈
lAax [1]
∆τˆj
(
∆θˆAj [2]
2 + ∆θˆAj [3]
2 −∆θAj [2]2 −∆θAj [3]2
)
+ noise (4.103)
Expanding using eq. (4.78) and eq. (4.99) and removing terms that are second order in
δ∆θ gives:
δ∆vAcentj [1] ≈
2lAax [1]
∆τˆj
(
∆θˆAj [2]δθ
A
j [2] + ∆θˆ
A
j [3]δθ
A
j [3]
)
+ noise (4.104)
=
2lAax [1]
∆τˆj
(
∆θˆAj [2]
[
TAG [2, 1], T
A
G [2, 2], T
A
G [2, 3]
]
+∆θˆAj [3]
[
TAG [3, 1], T
A
G [3, 2], T
A
G [3, 3]
]) (
diag
(
∆θ˜Gj
)
δsGgj + ∆τˆjδb
G
gj
)
+ noise
(4.105)
Similarly, the second and third components of this vector are:
δ∆vAcentj [2] ≈
2lAay [2]
∆τˆj
(
∆θˆAj [1]
[
TAG [1, 1], T
A
G [1, 2], T
A
G [1, 3]
]
+∆θˆAj [3]
[
TAG [3, 1], T
A
G [3, 2], T
A
G [3, 3]
]) (
diag
(
∆θ˜Gj
)
δsGgj + ∆τˆjδb
G
gj
)
+ noise
(4.106)
δ∆vAcentj [3] ≈
2lAaz [3]
∆τˆj
(
∆θˆAj [1]
[
TAG [1, 1], T
A
G [1, 2], T
A
G [1, 3]
]
+∆θˆAj [2]
[
TAG [2, 1], T
A
G [2, 2], T
A
G [2, 3]
]) (
diag
(
∆θ˜Gj
)
δsGgj + ∆τˆjδb
G
gj
)
+ noise
(4.107)
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The centripetal velocity error term can be expressed in the compact form:
δ∆vAcentj ≈
2
∆τˆj
ξˆj
(
diag
(
∆θ˜Gj
)
δsGgj + ∆τˆjδb
G
gj
)
+ noise (4.108)
where:
ξˆj =

lAax [1]
(
∆θˆAj [2]
[
TAG [2, 1], T
A
G [2, 2], T
A
G [2, 3]
]
+ ∆θˆAj [3]
[
TAG [3, 1], T
A
G [3, 2], T
A
G [3, 3]
])
lAay [2]
(
∆θˆAj [1]
[
TAG [1, 1], T
A
G [1, 2], T
A
G [1, 3]
]
+ ∆θˆAj [3]
[
TAG [3, 1], T
A
G [3, 2], T
A
G [3, 3]
])
lAaz [3]
(
∆θˆAj [1]
[
TAG [1, 1], T
A
G [1, 2], T
A
G [1, 3]
]
+ ∆θˆAj [2]
[
TAG [2, 1], T
A
G [2, 2], T
A
G [2, 3]
])

(4.109)
4.9.2.3 Attitude Error
Due to the fact that the attitude error whole state θ is equal to its associated error state
δθ as stated in eq. (4.51), the attitude error state system model is the same as its whole
state model from eq. (4.77):
δθBj+1 ≈ TˆBj+1Bj δθBj − δ∆θBj (4.110)
4.9.2.4 Static Error States
The error state system models for the static error states are found by differencing the
whole state system models (eq. (4.79) through eq. (4.84)) and their state propagation
forms:
δbAaj+1 = δb
A
aj +wbaj (4.111)
δsAaj+1 = δs
A
aj +wsaj (4.112)
δbGgj+1 = δb
G
gj +wbgj (4.113)
δsGgj+1 = δs
G
gj +wsgj (4.114)
δbBcj+1 = δb
B
cj (4.115)
δbρij+1 = δbρij +wbρij
; ∀i (4.116)
4.9.3 Linearized State Transition Model
According to eq. (2.8) and eq. (2.12), the linearized state transition matrix Φ can be
derived from the whole state or error state system model. Since the error state system
model is already expressed as a linear sum of the error states, it is easier to use this
model to derive the matrix.
The linearized state transition matrix is decomposed as in eq. (2.33). Using the
error state system equations from section 4.9.2, the decomposed matrices are:
Φddj =
 Φrrj , Φrvj , ΦrθjΦvrj , Φvvj , Φvθj
03×3, 03×3, Φθθj
 (4.117)
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Φdsj =
 Φrbaj , Φrsaj , Φrbgj , Φrsgj , 03×15Φvbaj , Φvsaj , Φvbgj , Φvsgj , 03×15
03×3, 03×3, Φθbgj , Φθsgj , 03×15
 (4.118)
where:
Φrrj =I3×3 +
1
2
∆τˆjΦvrj (4.119)
Φrvj =
1
2
∆τˆj
(
I3×3 + Φvvj
)
(4.120)
Φrθj =
1
2
∆τˆjΦvθj (4.121)
Φrbaj =
1
2
∆τˆjΦvbaj (4.122)
Φrsaj =
1
2
∆τˆjΦvsaj (4.123)
Φrbgj =
1
2
∆τˆjΦvbgj (4.124)
Φrsgj =
1
2
∆τˆjΦvsgj (4.125)
Φvrj =
−µEarth∆τˆj∥∥∥rˆIj+ 1
2
∥∥∥5
(∥∥∥rˆIj+ 1
2
∥∥∥2 I3×3 − 3rˆIj+ 1
2
(rˆI
j+ 1
2
)T
)
(4.126)
Φvvj =I3×3 +
1
2
∆τˆjΦvrj (4.127)
Φvθj =Tˆ
I
Bj
((
Tˆ
Bj
B
j+ 12
∆vˆBj
)
×
)
(4.128)
Φvbaj =∆τˆj Tˆ
I
B
j+ 12
TBA (4.129)
Φvsaj =Tˆ
I
B
j+ 12
TBA diag
(
∆v˜Aj
)
(4.130)
Φvbgj =− 2Tˆ IBj+ 12 T
B
A ξˆj −
1
2
∆τˆj Tˆ
I
Bj (∆vˆ
B
j ×)TBG (4.131)
Φvsgj =−
2
∆τˆj
Tˆ IB
j+ 12
TBA ξˆjdiag
(
∆θ˜Gj
)
− 1
2
Tˆ IBj (∆vˆ
B
j ×)TBG diag
(
∆θ˜Gj
)
(4.132)
Φθθj =Tˆ
Bj+1
Bj
(4.133)
Φθbgj =−∆τˆjTBG (4.134)
Φθsgj =− TBG diag
(
∆θ˜Gj
)
(4.135)
4.10 Filter Updates
The filter is updated in the LR routine at approximately 1Hz. The update times are
denoted by tk. Measurements used at each time depend on the flight phase, as shown
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in Figure 4.1. Zero velocity and Earth rate measurements are only available on the
launch pad when the rocket’s position and attitude are fixed with respect to Earth.
GPS measurements are available whenever the receiver obtains a valid navigation fix,
which is nominally throughout the entire mission. STR measurements are only available
during the coast phase when the camera is pointed in the commanded direction. At each
update time, all measurements except GPS measurements are applied sequentially using
the method described in section 2.5.2. Each measurement uses its own measurement
model and linearized measurement model.
4.10.1 Zero Velocity Measurements
On the launch pad, when the rocket’s position is constant with respect to Earth, it
is known that the vehicle’s velocity in the ECEF frame is approximately zero. This
knowledge is used as a measurement to update the filter.
The ECEF velocity can be calculated in terms of the inertial states by subtracting
the velocity due to the Earth’s rotation from the inertial velocity in the ECEF frame.
The whole states measurement model is then:
hk (xk) = T
ECEFk
I v
I
k − ΩECEFEarth × (TECEFkI rIk) (4.136)
where TECEFkI is the transformation matrix from I to ECEF at tk. The measurement
itself is zero, meaning:
hk (xk) + νk = 03×1 (4.137)
where νk ∼ N(03×1, Rk). The measurement covariance depends on how accurately
the rocket is expected to be fixed with respect to Earth. Disturbances from wind and
activities on the launch rail can induce vibrations. A value of Rk = (0.001)
2I3×3[(m/s)2]
was found to be appropriate after doing tests on the launch pad.
The measurement is calculated in the navigation algorithm using eq. (2.13):
zk =03×1 − TˆECEFkI vˆIk + ΩECEFEarth × (TˆECEFkI rˆIk) (4.138)
The linearized measurement model stems from the full expansion of eq. (2.14):
zk =T
ECEFk
I v
I
k − ΩECEFEarth × (TECEFkI rIk)
−
(
TECEFkI vˆ
I
k − ΩECEFEarth × (TECEFkI rˆIk)
)
+ νk (4.139)
≈TˆECEFkI δvIk − ΩECEFEarth × (TˆECEFkI δrIk) + νk (4.140)
Calculating the Jacobian gives:
Hk ≈
[
−(ΩECEFEarth ×)TˆECEFkI , TˆECEFkI , 03×30
]
(4.141)
This measurement update is implemented as three separate scalar measurements using
sequential measurement processing.
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4.10.2 Earth Rate Measurements
On the launch pad, when the rocket’s attitude is constant with respect to Earth, it is
known that the vehicle’s angular velocity with respect to inertial is approximately equal
to the Earth’s angular velocity. This knowledge is used as a measurement to update
the filter.
The angular velocity of the IMU is measured by averaging the delta-angle measure-
ments over the last LR interval and dividing by the time interval. This is a better
measurement than using a single delta-angle measurement over the last HR interval
since the noise in a single gyro measurement during this time is comparable to the
measurement itself. Averaging over a longer interval will decrease the effects of white
noise. Additionally, instead of measuring angular rate, a delta-angle measurement is
used so that noise due to time measurements is included in the measurement noise.
The whole states measurement model is then:
hk (xk) = T
I
Bk
TBkB
k− 12
∆θBk−1 (4.142)
where ∆θBk−1 is the sum of the HR delta-angle measurements from tk−1 to tk and T
Bk
B
k− 12
is the transformation matrix from B at the mid-point of the LR interval to B at the
end of the interval calculated using 12∆θ
B
k−1 and eq. (A.2). The measurement itself is
equal to the integral of Earth’s angular velocity over the interval, meaning:
hk (xk) + νk = ∆tˆk−1ΩIEarth (4.143)
where νk ∼ N(03×1, Rk). The measurement covariance depends on the noise in the time
and delta angle measurements and on how accurately the rocket’s attitude is expected to
be fixed with respect to Earth. Disturbances from wind and activities on the launch rail
can induce vibrations. A value of Rk = (0.0001)
2I3×3[rad2] was found to be appropriate
for a 1s LR interval after doing tests on the launch pad.
The measurement is calculated in the navigation algorithm using eq. (2.13):
zk =∆tˆk−1ΩIEarth − Tˆ IBk TˆBkBk− 12
∆θˆBk−1 (4.144)
The linearized measurement model stems from the full expansion of eq. (2.14):
zk =T
I
Bk
TBkB
k− 12
∆θBk−1 − Tˆ IBk TˆBkBk− 12
∆θˆBk−1 + νk (4.145)
≈Tˆ IBk
(
I − θBk ×
)(
TˆBkB
k− 12
− 1
2
δ∆θBk−1×
)(
∆θˆBk−1 + δ∆θ
B
k−1
)
− Tˆ IBk TˆBkBk− 12
∆θˆBk−1 + νk (4.146)
≈Tˆ IBk
((
1
2
(∆θˆBk−1×) + TˆBkB
k− 12
)
δ∆θBk−1 +
((
TˆBkB
k− 12
∆θˆBk−1
)
×
)
θBk
)
+ νk (4.147)
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Using the equivalent of eq. (4.25) and eq. (4.99) for the LR interval, using eq. (4.51)
and assuming that:
δsGgk ≈ δsGgk−1 (4.148)
δbGgk ≈ δbGgk−1 (4.149)
the linearized measurement model can be further expressed as:
zk ≈Tˆ IBk
((
1
2
(∆θˆBk−1×) + TˆBkB
k− 12
)
TBG
(
diag
(
∆θ˜Gk−1
)
δsGgk + ∆tˆk−1δb
G
gk
)
+
((
TˆBkB
k− 12
∆θˆBk−1
)
×
)
δθBk
)
+ noise (4.150)
Calculating the Jacobian gives:
Hk ≈
[
03×6, Tˆ IBk
((
TˆBkB
k− 12
∆θˆBk−1
)
×
)
, 03×6, Hbgk , Hsgk , 03×15
]
(4.151)
Hbgk =∆tˆk−1Tˆ
I
Bk
(
1
2
(∆θˆBk−1×) + TˆBkB
k− 12
)
TBG (4.152)
Hsgk =Tˆ
I
Bk
(
1
2
(∆θˆBk−1×) + TˆBkB
k− 12
)
TBG diag
(
∆θ˜Gk−1
)
(4.153)
This measurement update is implemented as three separate scalar measurements using
sequential measurement processing.
4.10.3 GPS Pseudorange Measurements
GPS measurements are expected to be available throughout the entire flight. After each
GPS PPS signal, the GPS provides up to 12 pseudorange measurements. Each measure-
ment follows the model described in section 4.6.2. However, the measurement model
used to update the filter uses the difference between two pseudorange measurements29.
This method increases and correlates the noise terms for each filter measurement, but it
removes the common receiver clock bias term from the measurement, which removes
the need for the filter to estimate it.
Using eq. (4.30), the whole state measurement model for channel i is then:
hik (xk) =
∥∥%Iik∥∥+ bρik − ∥∥%I1k∥∥− bρ1k (4.154)
where %i is the range vector from the GPS antenna position rAnt to the satellite position
for channel i, which is ri. The range vector is calculated using:
%Iik =T
I
ECEFk
rECEFik − rIAntk (4.155)
where:
rIAntk =r
I
k + T
I
Bk
lBAnt (4.156)
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and rECEFi is calculated with the satellite ephemeris provided by the GPS receiver as
explained by the GPS ICD49. Vectors used in GPS pseudorange measurements are
shown in Figure 4.7 in relation to each other. In eq. (4.154) the pseudorange for channel
1 is subtracted from the pseudorange for channel i. This discussion assumes that the
measurements in all channels are valid, so i ∈ [2, 12]. However, often measurements in
multiple channels are invalid. In this case, the first channel with a valid measurement
is used in the previous equation instead of channel 1 and i is any channel in the set of
all other valid measurements.
iˆ i
Antr
Antrˆ
Antr
ir
Figure 4.7: Vectors used in GPS pseudorange measurements.
Assuming all channels contain valid measurements, the full whole state measurement
model is:
hk (xk) =
 h2k (xk)...
h12k (xk)
 (4.157)
The pseudorange measurements from the receiver are compensated for relativistic
effects and the satellite clock error as presented in the GPS ICD49. The compensated
measurements ρ˜ are modeled by the whole state measurement model plus noise:
hk (xk) + νk =
 ρ˜2k...
ρ˜12k
− ρ˜1k (4.158)
The measurement noise is:
νk =
 νρ2k...
νρ12k
− νρ1k (4.159)
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where νk ∼ N(011×1, Rk). The measurement covariance matrix contains diagonal and
off-diagonal components. The diagonal terms are:
Rk[i− 1, i− 1] = E
〈
(νρik − νρ1k )(νρik − νρ1k )
〉
= 2σ2ρk (4.160)
where σρk is the time-varying 1σ standard deviation of a single pseudorange measurement
discussed in Table 4.2. The off-diagonal components are all equal. For example, the
Rk[1, 2] component is:
Rk[1, 2] = E
〈
(νρ2k − νρ1k )(νρ3k − νρ1k )
〉
= σ2ρk (4.161)
Therefore, the entire 11× 11 measurement covariance matrix is:
Rk = (I11×11 + 111×11)σ2ρk (4.162)
where 111×11 is a matrix of all 1’s. There is additional noise in the estimated range
values due to timing errors that enter into the T IECEF matrix. However, the 1σ error
due to this source is estimated to be 0.1m, which is an order of magnitude less than the
pseudorange measurement noise.
The measurement for a single channel i is calculated in the navigation algorithm
using eq. (2.13):
zik =ρ˜ik − ρ˜1k −
∥∥%ˆIik∥∥− bˆρik + ∥∥%ˆI1k∥∥+ bˆρ1k (4.163)
where ρ˜ includes corrections for relativistic and satellite clock errors, as discussed in the
GPS ICD49. The full measurement vector is then:
zk =
 z2k...
z12k
 (4.164)
The linearized measurement model stems from the full expansion of eq. (2.14). For
a single channel i:
zik =hik(xk)− hik(xˆk) + νρik − νρ1k (4.165)
=
∥∥%Iik∥∥+ bρik − ∥∥%I1k∥∥− bρ1k − (∥∥%ˆIik∥∥+ bˆρik − ∥∥%ˆI1k∥∥− bˆρ1k)+ νρik − νρ1k
(4.166)
Assuming
∥∥%Iik∥∥ ∥∥∥δrIAntk∥∥∥ and ∥∥%ˆIik∥∥ ∥∥∥δrIAntk∥∥∥ then %Iik and %ˆIik are approximately
parallel and: ∥∥%Iik∥∥ ≈ ∥∥%ˆIik∥∥− δrIAntk · %ˆIik∥∥∥%ˆIik∥∥∥ (4.167)
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where:
δrIAntk =r
I
Antk
− rˆIAntk (4.168)
=rIk + T
I
Bk
lBAnt − rˆIk − Tˆ IBk lBAnt (4.169)
=δrIk + Tˆ
I
Bk
(
I3×3 − θBk ×
)
lBAnt − Tˆ IBk lBAnt (4.170)
=δrIk + Tˆ
I
Bk
(
lBAnt × δθBk
)
(4.171)
Substituting eq. (4.167) into eq. (4.166):
zik ≈
 %ˆI1k∥∥%ˆI1k∥∥ −
%ˆIik∥∥∥%ˆIik∥∥∥
 · δrIAntk + δbρik − δbρ1k + νρik − νρ1k (4.172)
The dot product of two vectors in frame I is the same as the dot product on the two
vectors in frame B. Therefore, this equation can be further reduced to:
zik ≈
 %ˆI1k∥∥%ˆI1k∥∥ −
%ˆIik∥∥∥%ˆIik∥∥∥
 · δrIk +
TˆBkI
 %ˆI1k∥∥%ˆI1k∥∥ −
%ˆIik∥∥∥%ˆIik∥∥∥
 · (lBAnt × δθBk )
+ δbρik − δbρ1k + νρik − νρ1k (4.173)
Finally, using the vector identity A · (B×C) = C · (A×B), the equation takes the final
form:
zik ≈
 %ˆI1k∥∥%ˆI1k∥∥ −
%ˆIik∥∥∥%ˆIik∥∥∥
 · δrIk +
TˆBkI
 %ˆI1k∥∥%ˆI1k∥∥ −
%ˆIik∥∥∥%ˆIik∥∥∥
× lBAnt
 · δθBk
+ δbρik − δbρ1k + νρik − νρ1k (4.174)
Calculating the Jacobian of zk gives:
Hk ≈
[
Hrk , 011×3, Hθk , 011×15, −111×1, I11×11
]
(4.175)
Hrk =

(
%ˆI1k∥∥∥%ˆI1k∥∥∥ −
%ˆI2k∥∥∥%ˆI2k∥∥∥
)T
...(
%ˆI1k∥∥∥%ˆI1k∥∥∥ −
%ˆI12k∥∥∥%ˆI12k∥∥∥
)T

(4.176)
Hθk =

((
TˆBkI
(
%ˆI1k∥∥∥%ˆI1k∥∥∥ −
%ˆI2k∥∥∥%ˆI2k∥∥∥
))
× lBAnt
)T
...((
TˆBkI
(
%ˆI1k∥∥∥%ˆI1k∥∥∥ −
%ˆI12k∥∥∥%ˆI12k∥∥∥
))
× lBAnt
)T

(4.177)
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where 111×1 is a vector of 1’s. This measurement update is implemented as a single
vector measurement since the measurement covariance matrix contains non-zero cross
terms.
4.10.3.1 Resetting Pseudorange Bias States
For each channel, the pseudorange bias is a function of the atmospheric delay, ephemeris
error, channel specific electronics errors and other minor error terms. Of these errors,
the ephemeris error and channel specific delays can change significantly from one
measurement to the next if the ephemeris is updated or the satellite is moved to a
different channel on the receiver. In general, it is beneficial to provide information
to the filter which indicates that a particular pseudorange bias may have changed
more than expected. One method is to remove all prior knowledge of the pseudorange
bias by reinitializing the pseudorange bias whole state, error state and corresponding
covariances using a zero-time propagation.
In the HNS filter, pseudorange bias states are reset every time a satellite is moved
to a different channel or an ephemeris is updated. A single state is reset by propagating
the filter over a time interval of zero time. After this propagation, the covariance of
the state is decoupled with the other states, its covariance is set to a given value and
the whole state and error state are set to zero. The following linearized state transition
and process noise matrices are used to accomplish this:
Φk =diag(
[
11×(23+i), 0, 11×(12−i)
]
) (4.178)
Qk =diag(
[
01×(23+i), (10)2[m2], 01×(12−i)
]
) (4.179)
where i is the channel number. The result is that δbˆρik is set to zero and all values
in the row and column of Pk corresponding to this state are set to zero, except the
diagonal element (the variance of δbˆρik ) which is set to its initial 1σ variance value.
Additionally, the estimated whole state value is zeroed.
4.10.4 STR Measurements
STR measurements are available during the coast phase of the flight. The camera is
triggered directly by the navigation computer and is synchronized to the GPS PPS.
However, the reference time of the image is at the middle of the camera’s integration
period, which is variable. Each message from the STR includes the measurement
quaternion, integration period and measurement covariance for the previous trigger.
The STR measurements follow the model described in section 4.6.3.
The STR measurement model includes the multiplication of two quaternions, and
as such cannot be described as the difference of two whole state measurement models
as in eq. (2.13). Instead, it is defined as the product of two quaternions, similar to
the attitude error quaternion definition in eq. (4.44). The navigator uses the following
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equation to calculate the measurement vector:[
1
2zk√
1− ∥∥12zk∥∥2
]
=qˆ
Camk+k
ECI ⊗ q˜ECICamk+k (4.180)
where the scalar component in the left hand side the equation is strictly non-negative
and the estimated quaternion is calculated from variables at time tk:
qˆ
Camk+k
ECI =qˆ
Cam
Bk
⊗ qˆBk+kBk ⊗ qˆ
Bk
I ⊗ qˆIECI (4.181)
The B to Cam alignment quaternion is a constant, but the estimated alignment changes
over time since the filter estimates it. The quaternion between Bk and B at the mid-
point of the integration period can be approximated with eq. (A.2) since the vehicle
rotation rate during the coast phase is constant and small and the integration time is
small:
q
Bk+k
Bk
≈
[
sin
(
1
2∆θ
B
k
)
cos
(
1
2
∥∥∆θBk∥∥)
]
(4.182)
where ∆θk is the delta-angle between the filter reference time and the middle of the
integration period:
∆θBk =
∫ tk+k
tk
ωBIBdt (4.183)
≈ k∑n
m=0 ∆τj+m
n∑
m=0
∆θBj+m (4.184)
where n is the number of HR intervals between the filter reference time and the middle
of the integration period. The estimated quaternion from ECI to I is calculated using
the equations described in sections 4.4.2 and 4.4.3. The calculated value contains
bias (from neglecting terms in the TECEFECI calculation) and white noise (from time
measurements) errors. This noise is much smaller than the STR measurement noise
and can be neglected. This bias error is two orders of magnitude smaller than the 1σ
alignment bias and can also be ignored. Therefore, it is assumed that:
qECII ≈ qˆECII (4.185)
Combining these equations with eq. (4.31), the linearized error state measurement model
can be derived:[
1
2zk√
1− ∥∥12zk∥∥2
]
≈qˆCamBk ⊗ qˆ
Bk+k
Bk
⊗ qˆBkI
⊗ qIBk ⊗ qBkBk+k ⊗ q
B
Cam ⊗
[ νqk
|νqk |
sin(
|νqk |
2 )
cos(
|νqk |
2 )
]
(4.186)
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Using eq. (4.45), eq. (4.46), eq. (4.182) and eq. (A.14), the equation can be reduced to:[
1
2zk√
1− ∥∥12zk∥∥2
]
≈qˆCamBk ⊗
[
1
2∆θˆ
B
k
1
]
⊗
[
1
2θ
B
k
1
]
⊗
[ −12∆θBk
1
]
⊗
[ −12bBck
1
]
⊗ qˆBCamk ⊗
[
1
2νqk
1
]
(4.187)
Using eq. (4.51), eq. (4.52) and eq. (A.16) and assuming that terms containing multiples
of two error states are approximately zero, the equation is further reduced:[
1
2zk√
1− ∥∥12zk∥∥2
]
≈qˆCamBk ⊗
[
1
2∆θˆ
B
k
+ 12δθ
B
k − 12∆θBk − 12δbBck
1
]
⊗ qˆBCamk ⊗
[
1
2νqk
1
]
(4.188)
≈
[
TˆCamBk
(
1
2δθ
B
k − 12δ∆θBk − 12δbBck
)
+ 12νqk
1
]
(4.189)
zk ≈TˆCamBk
(
δθBk − δ∆θBk − δbBck
)
+ νqk (4.190)
where:
δ∆θBk ≈
ˆk
∆τˆj
δ∆θBj (4.191)
ˆk is the estimated true time between the STR trigger and the middle of the integration
period and δ∆θBj is defined in eq. (4.99). The noise term has the distribution νqk ∼
N(03×1, Rk), where Rk is a diagonal matrix contained in the message from the STR.
There is additional noise in zk due to the delta time and delta angle measurements, but
it is negligible compared to the expected STR measurement variance. Calculating the
Jacobian of zk gives:
Hk ≈
[
03×6, TˆCamB , 03×6, Hbgk , Hsgk , −TˆCamB , 03×12
]
(4.192)
Hbgk =− ˆkTˆCamB TBG (4.193)
Hsgk =−
ˆk
∆τˆj
TˆCamB T
B
G diag
(
∆θ˜Gj
)
(4.194)
This measurement update is implemented as three separate scalar measurements using
sequential measurement processing.
4.11 Filter Reset
The filter reset routine described in section 2.2.2 is implemented in the navigator after
the propagation step. The reset routine is split into two parts, one to update the
estimated whole states used in the strapdown algorithm (position, velocity, attitude,
and IMU variables), which is done in the HR routine, and one to update the estimated
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whole states used in the filter update algorithm (alignment bias, pseudorange biases) as
well as the estimated error states, which is done in the LR routine.
The estimated whole states and estimated error states are reset using eq. (2.20) and
eq. (2.21). However, there are additional steps for the attitude and camera alignment
error vectors and their associated quaternions. Using these equations, the estimated
attitude and alignment error vectors are reset using:
θˆBk+ =θˆ
B
k− + Tˆ
Bk−
I Tˆ
I
B(k−1)+
δθˆB(k−1)+ (4.195)
bˆ
B
ck+
=bˆ
B
ck−
+ δbˆ
B
c(k−1)+
(4.196)
where the attitude error vector is rotated to the current B frame before adding. This
is necessary since the B frames for the whole state and error states are different and
the attitude error vector is transformed to the current frame in the propagation step,
as show in eq. (4.77). The alignment bias is constant in the B frame, as shown in
eq. (4.83), and is therefore additive. The error state vectors are then reset using:
δθˆBk− ←δθˆBk− − Tˆ
Bk−
I Tˆ
I
B(k−1)+
δθˆB(k−1)+ (4.197)
δbˆ
B
ck−
←δbˆBck− − δbˆ
B
c(k−1)+
(4.198)
These operations reflect what is done with the whole states by removing the information
from the error states which was added to the whole states, which ensures that the
information is not double counted.
As mentioned in section 4.8, the attitude and alignment error vectors are merely
placeholders in the state vector and any corrections to their values are immediately used
to correct the associated quaternions. The quaternion corrections use the convention
defined in eq. (4.44) and eq. (4.46):
qˆIBk+
=qˆIBk−
⊗
 sin(12 θˆBk+)
cos
(
1
2
∥∥∥θˆBk+∥∥∥)
 (4.199)
qˆCamBk+
=qˆCamBk−
⊗
 sin(12 bˆBck+)
cos
(
1
2
∥∥∥bˆBck+∥∥∥)
 (4.200)
Now that these quaternions contain the corrections, the estimated error state vectors
must be reset to zero so that this correction information is not double counted:
θˆBk+ ←03×1 (4.201)
bˆ
B
ck+
←03×1 (4.202)
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The NC software consists of an executive layer and the navigation algorithm and is
written in C++. The executive software has a number of low-level responsibilities. It
interfaces with the sensors, the other experiments and the ground station via RS422
serial and interfaces with triggering and event level signals via digital input/output
(DIO). It also manages the software processes and records the reference time of the DIO
signals. Finally, it is responsible for backing up all raw serial inputs to the NC hard
drive and external mass memory units (MMUs) for later use in post-processing.
The navigation algorithm runs in two threads, which are managed by the executive
layer. The HR thread runs immediately after a new IMU message is received and the
LR thread runs in parallel asynchronously at 50Hz. Most of the time the LR thread
returns without processing data, but any time new data from the HR thread or from
messages is available it will propagate or update the filter. Communications between
the two threads and their time progression is shown in Figure 4.3. Appendix B contains
flow charts for all of the navigator software functions.
As with most real-time systems, timing is very important. Unsynchronized calcu-
lations add error to the system which is not modeled by the filter. In the HNS an
emphasis is laid on accurately timing sensor measurements and fusing data in the filter
at the correct reference time. All sensor measurements have a corresponding trigger,
which indicates the reference time of their data. All triggers are timestamped by the NC
clock, which provides an accurate relative time value on a single clock. The navigation
software ensures that variable reference times are observed.
When working with embedded systems the software must have several error checking
mechanisms to deal with hardware problems. Missing IMU, GPS and STR messages
and missing triggers are all detected and mitigated. Missing IMU data is estimated
based on current IMU data. Missing IMU trigger times are estimated from the current
IMU time. Missing GPS and STR messages and trigger times are treated as if the
GPS stopped tracking or the STR is not active. Additionally, sanity checks are in
place to detect if GPS and STR measurements are reasonable. If not, then the data is
disregarded.
66
5.1 Software Commands
5.1 Software Commands
The HNS software reacts to commands given by the user via the electrical ground
support equipment (EGSE). These are used to initialize, configure and reset the system,
pass commands to the sensors and change modes. The commands received by the
navigation software include the SETPARAMS and RESET commands as well as mode
transition commands.
SETPARAMS
Commands the navigation software to set several of its internal parameters to the values
stored in this message. The parameters include initial values for IMU, GPS and STR filter
states and their initial covariances, zero velocity and Earth rate measurement covariances,
accelerometer and gyro misalignment matrices, GPS antenna and accelerometer lever
arms and the camera alignment quaternion.
RESET
Commands the navigation software to reset the navigation state to the values stored in
this message and reset the filter error state vector and covariance matrix to their initial
values. The message contains initial values for the navigation state and the associated
covariances.
Mode Transition Commands
Commands the executive software to transition to the mode specified by the command.
Mode transition occurs almost immediately (within the next few IMU time intervals).
5.2 Navigation Modes
The flight software has several modes of operation that are used in flight and for
ground testing. Each mode defines a particular functional behavior of the software.
In different modes, the software may turn on/off various algorithms and it may have
completely different functionality. The defined flight modes are INITIALIZATION,
RESET, ALIGNMENT, FLIGHT, SAFE, SHUTDOWN. For testing purposes, there is
a TEST mode that can be used in addition to the flight modes. Mode commands are
processed by the executive software, which changes the navigation mode accordingly.
However, the navigation software can also automatically transition modes based on the
measured vehicle dynamics.
INITIALIZATION
The software waits for the system to become ready and does any calculations necessary
before going into RESET mode: memory is initialized, variables are defined, and initial
values are calculated.
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RESET
The filter whole states and covariance matrix are reset to the commanded values given
by the EGSE via the executive software. Afterwards, the software is ready to navigate
and the filter is ready to process sensor data.
ALIGNMENT
The navigation state is integrated using IMU and clock data and updated with zero
velocity, Earth rate and GPS measurements when available. This state is used on the
launch pad when the vehicle is fixed with respect to Earth.
FLIGHT
The navigation state is integrated using IMU and clock data and updated with GPS
and STR measurements when available. This state is used throughout flight until the
vehicle specific force is outside of the IMU’s measurement range.
SAFE
The executive software stops saving data to the MMUs, closes any related file pointers
and dismounts the MMUs from the operating system. This is meant to protect the data
saved thus far on the MMUs during entry. Additionally, the navigator stops computing
navigation solution. All other processes continue as in FLIGHT mode.
SHUTDOWN
Memory is prepared for software shutdown and the executive software exits. This mode
prepares the system for power off.
TEST
Messages are relayed to and from the instruments and the EGSE. Housekeeping messages
are not sent from the HNS. This mode is used for testing to access the sensors directly
through the standard EGSE interface.
5.2.1 Typical Mode Sequence
Only certain mode transitions are allowed during flight, as shown in Figure 5.1. Some
of these must be commanded by the EGSE via the executive software and some are
automatically done by the navigation software. For a typical flight, the mission time
line is as follows:
1. At system startup, the flight software is initialized to INITIALIZATION.
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2. When mission parameters, navigation state values, IMU data and clock data
are available, the EGSE commands the software to RESET mode using RESET
command.
3. After one IMU time step in RESET mode, the navigator automatically transitions
the system to ALIGNMENT mode.
4. Before the vehicle is launched, the system is either commanded to FLIGHT mode
by the EGSE or it is automatically transitioned to FLIGHT mode by the naviga-
tion software.
5. When the vehicle dynamics exceed the IMU’s sensor range the navigator auto-
matically transitions to the system to SAFE mode.
6. Before power to the system is shut off, the system is commanded to SHUTDOWN
by the EGSE.
Figure 5.1: Possible automatic and commanded mode transitions.
5.3 Initialization
At the start of the HNS software, the software is in INITIALIZATION mode and
the HR and LR threads are initialized using the configurate() function. Buffers are
zeroed, quaternions and transformation matrices are set to identity, the HR linearized
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transformation matrix is set to identity and static states are set to their default values,
as shown in Figure B.1.
5.4 HR Thread
The HR thread integrates the strapdown navigation equations and calculates the
linearized state transition model. However, in order to do this it must also process the
IMU data, calibrate clocks, control the filter timing, control the software mode, correct
the estimated whole states used in the strapdown algorithm, as well as many other
tasks. navHR() is the main HR function and contains all the functionality of the HR
thread.
5.4.1 navHR()
The HR algorithm is contained in the navHR() function which is shown in Figure B.2.
It starts by buffering all trigger reference times and GPS messages which are used in the
algorithm to prevent the executive software from changing this data while the algorithm
is running. It then executes tasks which run regardless of mode or IMU data validity:
new commands and mode transitions are processed in processCommandsModes(),
the IMU data is processed and compensated for measurement errors in processIMU()
and the IMU clock is calibrated with respect to the NC clock in calibrateClock().
The function then splits based on mode. If the software is in RESET mode then the
filter states and covariances are reset in navReset() and the software automatically
transitions to ALIGNMENT. If the navigator is actively computing a solution (in
ALIGNMENT, FLIGHT or SAFE) and the IMU data is valid, then the software runs
the strapdown routine in doStrapdown(), calculates the linearized transition matrix
in integratePhi(), synchronizes filter propagation with the IMU trigger and GPS PPS
and sends HR data to the LR thread in syncProp() and sends synchronized HR data
related to the STR measurements to the LR thread in checkSTR(). Independent of
mode or valid IMU data, navigation data is always output to the executive software in
setOutput().
5.4.2 processCommandsModes()
The processCommandsModes() function (seen in Figure B.3) processes new com-
mands received, new mode changes and automatically transitions modes if necessary. It
starts by processing the mode-independent SETPARAMS command. If it was received,
several parameters used in the navigation software are changed to the values received
in the command (see section 5.1). This is followed by a series of checks for new mode
transitions and to automatically change the mode if necessary. If the current mode
is INITIALIATION, TEST or SHUTDOWN, then the navigator is not calculating a
solution and configurate() is run to reinitialize the navigation software. If in ALIGN-
MENT mode and the measured compensated acceleration from the previous interval
is greater than 1.2g, then the vehicle is not fixed relative to Earth any more (possibly
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launching) and the mode is set to FLIGHT in order to stop zero velocity and Earth rate
measurement updates. If in FLIGHT mode and this acceleration is greater than 20g
(the limit of the accelerometers), then the payload has most likely split and is entering
the atmosphere. In this case the mode is set to SAFE in order to safeguard the flight
data recorded on board.
5.4.3 processIMU()
IMU data is processed in the processIMU() function before propagating the navigation
state, as shown in Figure B.4. If the IMU message or data is invalid, then the measured
compensated delta-time, delta-velocity and delta-angle are all zeroed to ensure that the
navigation state is not propagated forward for this interval and the function is ended.
If the IMU data is valid, then the function continues to process it.
If the IMU time decreased since the last interval then the IMU clock is calibrated
with respect to the GPS clock. Figure 5.2 shows how IMU time is related to NC time
and how the IMU trigger resets the IMU clock. However, it is possible that the IMU
clock is reset internally in the IMU or by an unintentional ‘‘phantom’’ trigger. Therefore,
if the trigger reference time is not new compared to the trigger reference time from
the previous IMU clock calibration, then the trigger reference time for this ‘‘phantom’’
trigger is estimated using the IMU clock:
t˜IMUTrigj ← t˜IMUTrigj−N + sˆIMUj
(
t˜IMUj + 0.0025[s]− t˜IMUj+1
)
(5.1)
where t˜IMUTrigj and t˜IMUTrigj−N are the current and previous trigger reference times
measured by the NC clock and t˜IMUj+1 and t˜IMUj are the current and previous IMU
reference times. The constant 0.0025[s] is the nominal IMU time interval which must
be used here since the time between the beginning of the IMU interval and the current
IMU trigger as measured on the IMU clock is unknown. This effectively causes the
current IMU clock scale factor calibration to set the current scale factor to the previous
value and causes the subsequent scale factor calibration (N time steps later) to set the
scale factor to the average over the last 2N intervals. In either case (‘‘phantom’’ trigger
or a normal trigger) the IMU clock scale factor is calculated by:
sˆIMUj+1 ←
sˆNCj (t˜IMUTrigj − t˜IMUTrigj−N )
t˜IMUj + 0.0025[s]− t˜IMUj+1
(5.2)
The NC clock scale factor sˆNCj is from the previous interval since this is the newest
value available and is calculated in calibrateClock() The last step in the calibration
process is to check if the result is reasonable (scale factor must be less than 0.005 away
from 1). If the IMU misses a trigger or the software has a bug then the scale factor
calibration can have an error. If the scale factor is too far from nominal, then it is set
to its previous value. Note that bˆIMU does not need to be calibrated since the absolute
IMU time is never needed.
Regardless of IMU triggering, the function then calculates several time variables
using the latest IMU and NC calibration variables. The estimated true time interval
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Figure 5.2: Example of how IMU time related to NC time.
for the IMU data is calculated by converting the time interval measured by the IMU
clock to true time:
∆τˆj ← sˆIMUj+1(t˜IMUj+1 − t˜IMUj ) (5.3)
The time on the NC clock at the end of the IMU interval is calculated from the IMU
time since the last IMU trigger:
tˆNCj+1 ← t˜IMUTrigj +
sˆIMUj+1
sˆNCj
t˜IMUj+1 (5.4)
The true time (GPS time) is calculated based on eq. (4.5) using the NC clock calibration
values from the last interval since these are the newest values available:
τˆj+1 ← sˆNCj tˆNCj+1 + bˆNCj (5.5)
The function then executes compensateIMUData() which uses the estimated true
time interval to compensate the IMU data.
Finally, if any IMU messages were skipped since the last interval (ex. due to
communication failures) then the function adjusts the current IMU data to account
for this loss. The calculated time interval already accounts for missed data, but the
delta-velocity and delta-angle measurements are only valid for the previous 400Hz
interval. Therefore, if messages were skipped, then these delta quantities are scaled by
the number of missed messages such that they approximate the delta quantities for the
combined current and missed intervals:
∆vˆBj ←(1 + n)∆vˆBj (5.6)
∆θˆBj ←(1 + n)∆θˆBj (5.7)
where n is the number of missed messages.
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5.4.4 compensateIMUData()
IMU data is compensated in the compensateIMUData() function with the current
estimated IMU whole states, as shown in Figure B.6. Using eq. (4.25) and eq. (4.26),
the estimated delta-angle and delta-velocity vectors are:
∆θˆBj ←TBG
(
diag
(
∆θ˜Gj
)
sˆGgj + ∆τˆjbˆ
G
gj
)
(5.8)
∆vˆBj ←TBA
(
diag
(
∆v˜Aj
)
sˆAaj + ∆τˆjbˆ
A
aj −∆vˆAcentj
)
(5.9)
where
∆vˆAcentj ←−
1
∆τˆj
 (∆θˆAj [2]2 + ∆θˆAj [3]2)l
A
ax [1]
(∆θˆAj [1]
2 + ∆θˆAj [3]
2)lAay [2]
(∆θˆAj [1]
2 + ∆θˆAj [2]
2)lAaz [3]
 (5.10)
∆θˆAj ←TAB TBG ∆θˆGj (5.11)
5.4.5 calibrateClock()
The NC clock is calibrated with respect to GPS time in the calibrateClock() function
(Figure B.5) using the most recent GPS message. First, several checks are put in place
to ensure that the GPS data is suitable. The GPS message must be new (relative to
the previous interval) and valid. It must contain a valid navigation solution (computed
internally to the GPS), which ensures that the GPS is tracking and healthy. The GPS
time contained in the message must be an integer since the PPS is aligned to the integer
GPS time values. Finally, the filter propagation routine must be synchronized to the
PPS signals (the variable propSyncPPS is TRUE, determined in syncProp()), which
ensures that the NC is receiving regular PPS signals. After all of these checks are
passed, there is one last check to make sure that the current GPS message is at least
the second suitable message received since two messages are needed to calibrate the NC
clock.
The software uses a linear fit between the NC clock and GPS time. The NC clock
scale factor is calibrated using:
sˆNCj+1 ←
t˜GPSMsgj − t˜GPSMsgj−N
t˜PPSj − t˜PPSj−N
(5.12)
where t˜GPSMsgj and t˜GPSMsgj−N are GPS times contained in the current and previous
GPS messages and t˜PPSj and t˜PPSj−N are the current and previous PPS reference times
on the NC clock. The last step in the calibration process is to find the NC clock bias
using:
bˆNCj+1 ← t˜GPSMsgj − sˆNCj+1 t˜PPSj (5.13)
There is an additional check to see if the result is reasonable (scale factor must be less
than 0.005 away from 1). If there is a failure in the GPS or the software has a bug
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then the scale factor calibration can have an error. If the scale factor is too far from
nominal, then it and the NC clock bias are both set to their previous values to avoid
propagating this error through the software.
Once the NC clock is calibrated the estimate of time is updated using:
τˆj+1 ← sˆNCj+1 tˆNCj+1 + bˆNCj+1 (5.14)
and the I to ECI quaternion is calculated as in section 4.4.2.
5.4.6 navReset()
Strapdown navigation is reset in the navReset() function using the values in the
received RESET command, as shown in Figure B.7. First, treset is set to the current
estimate of true time, which sets the I frame equal to the ECEF frame at the end of
the current IMU interval (see section 4.4.3). The navigation solution at the end of the
current IMU interval is set to the values received in the RESET command. A command
is sent in the next message from the HR to LR thread which indicates that the filter
should be initialized. Finally, the tNextProp variable is set to 1.02s after the current NC
time, which is used later in syncProp().
5.4.7 doStrapdown()
Strapdown navigation is done in the doStrapdown() function (see Figure B.8) following
the algorithm in section 4.7. First, the attitude quaternions at the midpoint and end
of the interval are calculated with eq. (4.39) and eq. (4.36). Next, the position at the
midpoint of the interval is calculated using eq. (4.42), which is used to calculate gravity
using eq. (4.41) and update velocity using eq. (4.38). Finally, position is updated using
eq. (4.43). The current compensated IMU data for the interval is used for all of these
calculations.
5.4.8 integratePhi()
The linearized state transition matrix is calculated in the integratePhi() function (see
Figure B.10) following the algorithms in sections 4.9 and 4.9.3. First, the linearized state
transition matrix for the current interval is calculated with eq. (4.117) and eq. (4.118)
using the latest compensated IMU data and strapdown calculation results. Next,
the linearized state transition matrix for the entire LR interval is updated, following
eq. (4.64):
Φk+ ← ΦjΦk+ (5.15)
where the structure of Φ (as seen in eq. (2.33)) is taken advantage of to reduce
computations.
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Figure 5.3: Example time lines showing the LR interval times and the IMU and STR
triggers in relation to the PPS signal for the case when the PPS starts to be seen regularly
(a) and when the PPS stops (b).
5.4.9 syncProp()
In the syncProp() function (see Figure B.9) filter propagation is synchronized either
to the PPS (when present) or the IMU trigger (when the PPS is not available. The
executive software controls the IMU and STR triggers and synchronizes them with the
PPS, when it is available. When the PPS is first seen, the IMU trigger is synchronized
to the PPS, regardless of when it was last triggered (see Figure 5.3(a)). When the STR
is activated the STR trigger is always synchronized to the IMU trigger. If the PPS is not
seen within a 1.05s time period then the executive software breaks the synchronization
with the PPS and triggers the IMU and STR every 1.05s (see Figure 5.3(b)). The
filter itself is synchronized to the PPS when it’s available and synchronized to the IMU
trigger when the PPS has not been received in the last 1.02s. This value was chosen
because it is slightly greater than the expected time between PPS signals, but less than
the 1.05s time used to control the IMU triggers when the PPS is not available.
This function is split into two main branches, depending on if the filter is already
synchronized to the PPS (propSyncPPS = TRUE) or not (propSyncPPS = FALSE). In the
first main branch, if the filter is not already synchronized to the PPS then the function
synchronizes the filter to the IMU trigger instead and at the same time monitors for
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PPS signals. In this branch, if a new PPS is received, then the software switches to
synchronize with the next PPS, leaving at least a 1s interval between the previous and
next LR interval times. To do this it sets propSyncPPS to TRUE and sets tNextProp to
1.02s after the current time. The tNextProp variable is used to measure the time between
triggers and filter propagation times. If a new PPS is not received, then it waits for
an IMU trigger before running the prepKFToLR() function, which sends data from
the HR to LR thread and sets the LR interval time. In addition to waiting for an IMU
trigger it also waits for the current NC time to be later than tNextProp, which ensures
that the function waits at least 1.02 after navReset() was called before setting the LR
interval time.
On the other path of the first main branch, if the filter is already synchronized to
the PPS then the function sets the LR interval time accordingly and switches back to
synchronizing with the IMU trigger if the PPS stops. In this branch, if a new PPS is
received then the prepKFToLR() function is run and tNextProp is set to 1.02s after the
current time. If a new PPS is not received 1.02s after the last PPS, then the software
assumes that the PPS has stopped and the function switches back to synchronizing
with the IMU by setting propSyncPPS to FALSE.
5.4.10 prepKFToLR()
Estimated error states are fed back to the whole states used in strapdown navigation
and data is sent from the HR to LR thread in the prepKFToLR() function (see
Figure B.11). First, filter corrections returned by the LR thread are used to correct the
navigation and IMU states in the feedbackCorrections() function. Next, a number
of variables needed for the measurement updates are calculated at the LR reference
time, including: rˆI(k+1)+ , vˆ
I
(k+1)+ , qˆ
I
B(k+1)+
, ∆θˆBk− , ∆θ˜
G
k , Tˆ
ECEFk
I and ∆tˆk; where the
reference time tk is equal to either the end of the current IMU interval (when the
filter is synchronized to the IMU trigger) or the PPS reference time (when the filter is
synchronized to the PPS).
Note that if the PPS reference time is used then tk is slightly different than the
reference time at the end of the IMU interval. This difference can be up to 0.005s,
which is the time between the end of the IMU interval and when the NC receives the
full IMU message. This means that the reference time of the filter updates will be
slightly different than the reference time of the filter. The error introduced by this
reference time different is negligible since the covariance and error state estimates do
not change much over such a small time scale.
If the filter is synchronized to the PPS, then the current corrected navigation state
is propagated from the end of the IMU interval to the PPS reference time using the
strapdown routine from section 4.7. The PPS reference time is also used to calculate
the I to ECEF transformation matrix using eq. (4.7). Additionally, the delta angle
and delta time quantities are calculated such that they are valid over the interval from
the last LR reference time tk−1 to the current one tk. All of these variables are then
buffered and sent to the LR thread, including the linearized state transition matrix
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for the LR interval Φk+ . Finally, to reset the transition matrix calculation done in
integratePhi(), the HR variable Φk+ is set to identity.
5.4.11 feedbackCorrections()
Estimated error states from LR are fed back to the navigation and IMU whole states
in the feedbackCorrections() function (see Figure B.12). This is a straightforward
implementation of the algorithm described in section 4.11, where the error states are
used to correct the current whole state estimates.
5.4.12 checkSTR()
The prepKFToLR() function already sends the attitude quaternion at the filter
reference time from the HR to LR thread. However, additional data is needed for the
STR measurement updates which can only be calculated between the filter reference
time and the middle of the STR measurement’s integration period. The checkSTR()
function (Figure B.13) calculates these additional variables.
If there was a new STR trigger, then the waitAfterSTR variable is set to TRUE,
indicating that the function should wait until the expected middle of integration time
before sending data to the LR thread. Additionally, the variables representing the
summations of delta angle and delta time over the interval from the filter reference time
to the middle of the integration period are all set to zero. These variables include the
compensated delta angle increment ∆θˆBsumk , the raw delta angle measurement ∆θ˜
G
sumk
and the estimated true time ∆τˆsumk .
Regardless of the STR trigger, the current delta angle and delta time data is then
added to the summations as:
∆θˆBsumk ←∆θˆBsumk + ∆θˆBj (5.16)
∆θ˜Gsumk ←∆θ˜Gsumk + ∆θ˜Gj (5.17)
∆τˆsumk ←∆τˆsumk + ∆τˆj (5.18)
Next, if there was a STR trigger recently (waitAfterSTR is TRUE) and the NC
time at the end of the IMU interval is greater than or equal to the expected middle
of integration time, then the delta angle and delta time summations as well as the
estimated true time between the STR trigger and the LR reference time. Additionally,
the waitAfterSTR variable is set to FALSE, indicating that the function must wait for
a new STR trigger before sending data to the LR thread again. The expected time
at the middle of the integration period is ˆk−1 after the STR trigger. This variable is
calculated in the STR update routine. The value from the previous STR update is
used since the integration period for the current STR trigger is not available until the
corresponding STR message is received.
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5.4.13 setOutput()
The setOutput() function (Figure B.14) fills the output buffer for the navigator
software, which is received by the executive software. If the software is in RESET,
ALIGNMENT or FLIGHT mode, then the navigation solution considered to be valid.
If it’s in SAFE mode then the navigation solution is invalid. The position, velocity
and body attitude are then converted to the ECEF frame, which are more useful
for an external user than the I frame values. The navigation solution in the ECEF
frame as well as the current GPS time, compensated angular rate and compensated
inertial acceleration are then all entered into the output buffer. If the software is in
INITIALIZATION, TEST or SHUTDOWN mode then it is considered to be invalid
and the output buffer is zeroed to indicate that no navigation data is available.
5.5 LR Thread
The LR thread executes the filter propagation and update algorithms using data sent
from the HR thread and data received from the GPS and STR. navLR() is the main
LR function and contains all the functionality of the LR thread. It is run in parallel
to the HR thread and communications are asynchronous. The LR thread operates on
the newest data available and has a timing requirement to finish filter propagation and
processing the GPS and STR messages within 1s after the HR thread sends data to the
LR thread. This requirement includes the time spent waiting for the messages to arrive.
5.5.1 navLR()
The LR algorithm is contained in the navLR() function which is shown in Figure B.15.
The algorithm calls the filter propagation and update functions based on the current
mode and the available data from the HR thread and from the sensors.
This function first checks if the HR thread commanded the LR thread to initialize
the filter. If so, then the filter is initialized by running the reinitKF() command and
the firstERSkip variable is set to FALSE, which ensures that the Earth rate update
does not occur on until the second LR reference time.
The function then checks if new data is available from the HR thread and acts on
it. If no new HR data is available the function skips to preparing for the STR and
GPS updates by buffering the sensor messages. However, if new HR data is available
then the filter is first propagated with propagateKF() and reset using resetKF().
Next, if the software is in ALIGNMENT mode then the rocket is assumed to be on the
launch pad and a zero velocity update is done by running updateZV(). Additionally,
the firstERSkip variable is checked. If it’s FALSE then this must be the first new HR
data after the filter was initialized, so firstERSkip is set to TRUE for the next pass. If
this variable is TRUE then enough data is available for an Earth rate update, which is
then executed by running updateER(). If the software isn’t in ALIGNMENT mode to
begin with, then the zero velocity and Earth rate updates are skipped and firstERSkip
is set to FALSE in case the software later goes back into ALIGNMENT mode. Regardless
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of mode, the writeToHR() function is run to buffer the current error state estimates
to pass to the HR thread, which are generally non-zero at this point. Regardless of the
age of the HR data, the available GPS and STR messages are buffered so that this data
does not change while the LR thread is using it.
The GPS data is then examined. If there is a new GPS message available, this
message is valid, the GPS time is an integer value, the filter is synchronized with the
PPS signals and the NC clock has already been calibrated, then the GPS data is used
to update the filter. First, the checkPRNs() function is run, which may reset the
covariance of some of the pseudorange bias states if necessary. Then the pseudorange
updates are executed with updateGPSPR() and the resulting error state estimates
are buffered to pass to the HR thread in writeToHR().
Finally, STR data is checked. If a new STR message is available, this message is
valid, there is new HR data available needed for the STR update (sent to the LR thread
in the checkSTR() function), the NC clock has been calibrated and the length of the
STR measurement quaternion is greater than 0.9 (indicating a valid quaternion) then
the STR data is used to update the filter. The updateSTR() function is run to update
the filter and the buffered error state estimates for the HR thread are recalculated in
writeToHR().
5.5.2 reinitKF()
The filter is initialized (or reinitialized) in the reinitKF() function, shown in Figure B.16.
The covariance matrix is set according to eq. (4.54) and the estimated error state vector
is set to zero. The whole states used in the LR thread are set to their initial values;
the estimated B to Cam alignment quaternion is set to its calibrated value and the
estimated pseudorange biases are set to zero. Finally, the scaling matrix is set according
to eq. (4.57).
5.5.3 propagateKF()
The filter is propagated using the latest data from the HR thread in the propagateKF()
function, shown in Figure B.17. First, the process noise matrix is calculated by
multiplying the tuned values of 1∆tkQk in Table 4.3 by the estimated value ∆tˆk−1
from the HR thread. The covariance matrix and estimated error state vector are then
propagated to the next LR time reference using the value of Φ(k−1)+ given by the HR
thread.
5.5.4 resetKF()
The filter is reset in the resetKF() function (Figure B.18) using the latest error state
estimates sent to the HR thread. The estimated error state vector, alignment quaternion
and pseudorange biases are reset according to the method described in section 4.11.
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5.5.5 updateZV()
Zero velocity updates are done in the updateZV() function (Figure B.19) using
the latest data from the HR thread. The measurement matrix and the linearized
measurement model are calculated as in eq. (4.138) and eq. (4.141). The vector
measurement is split into three scalar measurements as discussed in section 2.5.2, each
of which is used to update the error state vector and covariance matrix.
5.5.6 updateER()
Earth rate updates are done in the updateER() function (Figure B.20) using the latest
data from the HR thread. The measurement matrix and the linearized measurement
model are calculated as in eq. (4.144) and eq. (4.151). The vector measurement is split
into three scalar measurements as discussed in section 2.5.2, each of which is used to
update the error state vector and covariance matrix.
5.5.7 writeToHR()
The writeToHR() function (Figure B.21) buffers the current estimated error state
vector, which is later read by the HR thread. The buffer is overwritten with the new
values, such that it contains a copy of the current estimated error state vector.
5.5.8 checkPRNs()
The checkPRNs() function reinitializes the pseudorange bias states if necessary, as
shown in Figure B.22. The algorithm loops through all channels in the GPS receiver. If
a channel contains a new satellite ID number or the ephemeris for this satellite was
updated, then the true pseudorange bias could have changed significantly. Therefore,
the filter assumes that all prior knowledge of this state is irrelevant and the pseudorange
bias whole state, error state and corresponding covariances are reinitialized using a
zero-time propagation, which is discussed in section 4.10.3.1. After all channels are
processed the function ends.
5.5.9 updateGPSPR()
GPS pseudorange measurements are processed in the updateGPSPR() function, as
shown in Figure B.23. The filter update algorithm in section 4.10.3 assumes that the
measurements in all 12 GPS channels are valid. However, generally there are several
channels with invalid measurements. The software solves this problem by subtracting
the first valid measurement from all subsequent valid measurements. The resulting
measurement vector and linearized measurement model matrix have a variable number
of rows, depending on the number of valid measurements.
The function starts by calculating variables which are used for every channel.
These include the estimated antenna position rˆIAntk and the 1σ measurement noise σρk .
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Additionally, the counter n is initialized to 1, which is used later to count the number
of valid filter measurements.
The function then loops through all channels in the GPS receiver. If a channel
contains a valid pseudorange and the corresponding satellite ephemeris is valid, then the
pseudorange measurement and estimated range vector for this channel are calculated
and stored. If this is the first valid measurement, then the index variable m is set to the
current channel number i. Channel m here is analogous to channel 1 in the discussion
from section 4.10.3. If the measurement from this channel is not the first valid channel,
then the scalar filter measurement znk is calculated using:
znk =ρ˜ik − ρ˜mk −
∥∥%ˆIik∥∥− bˆρik + ∥∥%ˆImk∥∥+ bˆρmk (5.19)
which is analogous to eq. (4.163). Here n is the row number of the measurement vector
and linearized measurement matrix. Next, a sanity check is applied to the result which
excludes measurements that are too far away from their expected values, protecting the
filter results from unforeseen bugs in the system. It is assumed that if the absolute value
of the scalar filter measurement is less than 1000m or less than 4 times the estimated
standard deviation of the measurement, then the measurement is valid. The estimated
standard deviation of the measurement σzk is estimated as:
σ2zk =Pk[1, 1] + Pk[2, 2] + Pk[3, 3] + Pk[24 + i, 24 + i] + Pk[24 + m, 24 + m] + 2σ
2
ρk
(5.20)
where the variance of the three position states is added to the two psuedorange bias
states used and the measurement noise. If the measurement passes this sanity check
then row n of the linearized measurement model matrix is calculated as:
row n of Hk ←
[
Hrk , 01×3, Hθk , 01×(14+m), −1, 01×(i−m−1), 1, 01×(12−i)
]
(5.21)
Hrk ←
(
%ˆImk∥∥%ˆImk∥∥ −
%ˆIik∥∥%ˆIik∥∥
)T
(5.22)
Hθk ←
((
TˆBkI
(
%ˆImk∥∥%ˆImk∥∥ −
%ˆIik∥∥%ˆIik∥∥
))
× lBAnt
)T
(5.23)
which is analogous to eq. (4.175). Additionally, the variable n is increased by 1
before returning to the beginning of the loop. For any channel, if the ephemeris, the
pseudorange measurement, or the scalar filter measurement is invalid then the function
returns to the beginning of the loop.
After all channels have been processed, the function exits the loop and updates the
filter with the entire measurement vector of n− 1 elements.
5.5.10 updateSTR()
STR measurements are processed in the updateSTR() function, as shown in Fig-
ure B.24. This function follows the algorithm described in section 4.10.4 and includes a
81
5. FLIGHT SOFTWARE
sanity check on the filter measurement vector. First, ˆk is calculated using:
ˆk ←
{
sˆNCj+1
(
t˜STRTrigj − tˆNCj+1
)}
+ ∆t˜intk/2 (5.24)
where the term in braces {} comes from the HR thread (calculated in checkSTR())
and ∆t˜intk is the integration time from the STR message. Additionally, the variables
qˆ
Camk+k
ECI and zk are calculated as in eq. (4.181) and eq. (4.180) using data from the
HR thread and STR message.
A sanity check is then used to exclude the measurement if it is too far away from
its expected value, protecting the filter results from unforeseen bugs in the system. It
is assumed that if the length of the measurement vector is less than 5◦ or less than 4
times the estimated standard deviation of the measurement σzk , then the measurement
is valid, where:
σ2zk =Pk[7, 7] + Pk[8, 8] + Pk[9, 9] + Pk[22, 22] + Pk[23, 23] + Pk[24, 24]
+Rk[1, 1] +Rk[2, 2] +Rk[3, 3] (5.25)
Here the variance of the three attitude states and the three alignment bias states are
added to the measurement variance from the STR message. If the measurement passes
this sanity check then the linearized measurement model matrix is calculated and the
filter is updated with this measurement.
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The HNS is a complex system with many devices working together in parallel. As in
any mission, thoroughly testing the software and hardware is very important. To fully
test the system a realistic software-in-the-loop (SIL) simulator and hardware-in-the-loop
(HIL) test bench are needed, which can simulate the expected flight conditions and test
the system. Additionally, various ‘‘real-world’’ tests are needed to test aspects of the
system that cannot otherwise be tested by simulation. These include a road test and a
night sky test. The SIL and HIL test benches have already been published4 and will be
summarized here.
6.1 Software-in-the-Loop
The HNS SIL simulation is used to develop and test the navigation code and tune
the filter. This Matlab/Simulink simulation models the entire flight of the SHEFEX-2
rocket and the HNS sensor outputs. The simulation includes high-fidelity rocket and
sensor models and tests the actual flight code.
6.1.1 Simulation Architecture
Figure 6.1 shows the top level view of the SIL simulation. It is broken into separate
blocks for the rocket plant model, the NC and each sensor. The simulation is setup
as in the real HNS system and the arrows show how data is transfered between the
hardware. The modeled connections are those which are important for the navigator.
The models included in the SIL simulation are all that is needed to check the
navigation algorithm’s performance. The rocket plant model simulates the expected
flight dynamics and provides the truth inputs for the sensor models as well as the true
navigation solution. The IMU model is configured to represent the iMAR iIMU-FCAI
IMU by using the specifications in Table 3.2 as the 1σ values for the error terms.
The GPS receiver model is configured to simulate the Phoenix GPS Receiver and
was programmed by the GPS receiver developers. The STR model is configured to
represent the HNS STR instrument by modeling the measurement noise seen in HIL
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Figure 6.1: SIL architecture block diagram4.
tests with the real STR. The NC is split into two blocks. One contains the actual flight
software for the navigator code wrapped in a Simulink s-function (which also has some
executive functionality handling message delays, message formatting, housekeeping
outputs and sending commands to the navigator) and the other contains the clock and
triggering functionality of the executive software. A more detailed description of the
SIL simulation was previously published4.
The modeled trajectory in the SIL simulation matches the expected SHEFEX-2
flight trajectory. The simulation time line is listed in Table 6.1. The simulation starts
at t = 0s when the navigator is initialized and reset to the initial navigation conditions.
On the next navigation time step the navigator transitions to ALIGNMENT mode and
begins navigating with IMU data. At t = 10s the GPS starts tracking and the GPS
measurements are used in the navigator until the end of the simulation. At t = 60s the
navigator transitions to FLIGHT mode and the rocket launches and spins up. The first
stage cuts off at t = 120s followed by second stage ignition at t = 190s. The second
stage cuts off and the payload is despun at 255s. The STR is triggered between t = 283s
and t = 383s and the STR measurements are used in the navigator. The rocket starts
to experience atmospheric drag at t = 600s. The simulation ends at t = 625s when the
forces on the vehicle saturate the accelerometers and the navigator transitions to SAFE
mode.
6.1.2 Monte Carlo Analysis
Before launching the HNS, the navigation algorithm must be tested to estimate the
expected navigation and filter performance during the flight. Navigation performance is
determined by the errors in the estimated position, velocity and attitude, which depend
on the initial condition errors, the sensor errors and the dynamics. The filter performance
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Table 6.1: Time line of events in SIL simulation.
Sim Time [s] Simulation Navigator
0 Initialized Initialized, RESET mode
0.0025 Rocket on launch pad ALIGNMENT mode
10 GPS tracking
60 1st stage ignition and spin up FLIGHT mode
120 1st stage cut off
190 2nd stage ignition
255 2nd stage cut off and spin down
283 STR Activate turned on
383 STR Activate turned off
600 Entry starts
625 Simulation ended
Accelerometer saturated,
SAFE mode
is determined by its sensitivity to unmodeled sources of error, which depends on the
size of the unmodeled errors and how they influence the sensor measurements. Some
work on this subject was already presented28, however, a lower fidelity simulation and
an older Matlab implementation of the navigation algorithm were used.
Navigation and filter performance can both be analyzed using Monte Carlo sim-
ulations. For this analysis the SIL simulation is run 50 times, each time randomly
varying the system parameters that are not exactly known (initial condition errors,
sensor error terms, date and time of launch, etc.) according to their expected variances.
For example, IMU parameters and initial condition errors are randomly chosen using
the IMU specifications in Table 3.2 and the initial condition assumptions in section
4.9.1.1 respectively. The errors in the estimated position, velocity, attitude and other
state variables are calculated for each run by subtracting the navigation results from
the corresponding truth variables in the rocket model. Errors for each run are combined
at each navigation time step using a root-mean-square (RMS) and the same calculation
is done for the filter estimated 1σ standard deviations.
The results for this Monte Carlo simulation are shown in Figure 6.2 and Figure 6.3.
Results for pseudorange bias estimates are not shown because the true biases are not
available as outputs in the simulation. The position, velocity and attitude error plots
show the expected navigation performance over the flight. Just before entry the expected
navigation performance is 10m in position, 0.1m/s in velocity and 0.1◦ in attitude.
One artifact of using a delayed filter is that estimated errors are not used to correct
the whole states until the next propagation step. In this case the propagation step is
∼ 1Hz, so corrections are delayed by ∼ 1s. For any errors that change rapidly over
this time step, the plot will appear to show that the error is not reduced as much as
the filter estimates. In this simulation the velocity plot contains this effect for the first
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Figure 6.2: RMS of position (a), velocity (b), attitude (c), and IMU/Cam alignment
(d) errors and their corresponding RMS of 1σ standard deviations for SIL Monte Carlo
simulations.
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Figure 6.3: RMS of accelerometer bias (a), accelerometer scale factor (b), gyro bias (c),
and gyro scale factor (d) errors and their corresponding RMS of 1σ standard deviations for
SIL Monte Carlo simulations.
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few seconds. Figure 6.2(b) seems to indicate that the velocity errors are much larger
than the 1σ for the initial few seconds. However, as explained, this is misleading. After
taking the filter delay into account the velocity error is at or near the 1σ value during
this time.
These figures also characterize the filter performance. Almost all errors are either
near or below their respective 1σ values, which indicates that the filter is not sensitive
to unmodeled errors. The one exception is seen in Figure 6.3(a) and Figure 6.3(b) at
the beginning of the simulation where the z-axis accelerometer bias and scale factor
errors are double their 1σ standard deviations. This is the result of linearizing the
velocity error equation (eq. (4.91)), whereby the second order terms of δθBδba and
δθBδsa are removed. The filter model is sensitive to this correlation between attitude
and accelerometer bias when attitude error is large, as in the beginning of the simulation.
This is related to a well-known problem in the gyrocompass alignment technique, which
is affected by the same correlation50. Fortunately the problem resolves itself when the
attitude error is reduced and after ∼ 10s the accelerometer bias and scale factor errors
return to reasonable values.
State observability is also a measure of filter performance. The Monte Carlo
simulation results show that almost all the filter states are significantly reduced over
time. The most notable exception is gyro scale factor. Figure 6.3(d) shows that the
x- and y-gyro scale factor errors are not reduced over time and are therefore not very
observable. This is a result of the simulated flight profile, which contains very little
rotations about these gyro axes. However, in the actual flight there may be rotation
maneuvers in the coast and entry phases with larger rotation rates that are not included
in the simulated trajectory. Therefore, these states should be kept in the filter as they
may be needed.
6.2 Hardware-in-the-Loop
The HIL test bench is used to test the HNS hardware and software in a real-time
integrated simulation using the expected flight dynamics. The core of the HIL simulation
consists of the same models as in the SIL simulation. However, any of the sensor
models can be ignored in place of the real instruments. There are several test bench
configurations as all combinations of modeled or real instruments can be used. In all
configurations the NC hardware receives IMU, GPS receiver and STR sensor messages
synchronized to the simulation, no matter if they are from the sensor models or real
instruments.
6.2.1 Test Bench Architecture
The test bench uses COTS hardware and a mix of commercial and custom software.
The hardware consists of a dSPACE real-time simulator to control and synchronize
the simulation and a Spirent GSS7700 GPS Simulator, a Jenoptik Optical Sky field
Simulator, and a 3-axis Acutronic rotation table to provide sensor inputs. A more
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detailed description of the test bench architecture was previously published4. The HIL
test bench was relatively quick and simple to develop and has a number of features
which make testing the HNS functionality easier, such as:
• The GPS and STR sensors can be easily swapped in place of their modeled coun-
terparts, allowing a variable level of complexity to help debug the system. The
IMU can also be easily swapped, but some fidelity is lost as the IMU cannot be
stimulated with the full mission flight dynamics.
• Reusing the SIL simulation code for the HIL models allows both simulations to
simultaneously be updated whenever this code is changed.
• Through dSPACE’s ControlDesk software, the user has real-time access to all
simulation variables including: trigger rates, IMU errors, GPS satellite constella-
tion parameters, etc..
• All test bench components are synchronized, allowing real-time analysis of the
system.
• Monte Carlo simulations can be run by automatically changing variables, compiling
and reloading the dSPACE software through Matlab/Simulink.
The HIL test bench setup including the real GPS and STR instruments and modeled
IMU is shown in Figure 6.4. This is the closest configuration to testing the entire HNS
system with the expected flight dynamics. Therefore, it is used most often when testing
the HNS. The other configurations are used for debugging.
6.2.2 Monte Carlo Analysis
After checking the functionality of the flight software and hardware using the HIL test
bench, it is useful to test whether the real-time implementation, the sensor hardware
or the navigation computer introduce additional errors into the system that are not
modeled in the SIL simulation. Therefore, in addition to the Monte Carlo tests in
section 6.1.2, a separate Monte Carlo simulation is run using the HIL test bench to
compare how the navigator software performs relative to the SIL implementation.
For this analysis the HIL simulation using the NC, GPS and STR hardware and
IMU model is run 20 times, each time randomly varying the system parameters that
are not exactly known according to their expected variances, as in the SIL Monte Carlo.
The errors in the estimated position, velocity, attitude and other state variables are
calculated for each run by subtracting the navigation results from the corresponding
truth variables in the rocket model. Errors for each run are combined at each navigation
time step using a root-mean-square (RMS) and the same calculation is done for the
filter estimated 1σ standard deviations.
The results for this Monte Carlo simulation plotted against the same results from sec-
tion 6.1.2 are shown in Figure 6.5 and Figure 6.6. The navigation and filter performance
from both Monte Carlo simulations are very close to each other, suggesting that the
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Figure 6.4: Block diagram for the HIL test bench with NC, GPS and STR hardware and
modeled IMU4.
HIL test bench is sufficiently synchronized and calibrated and that the SIL simulation
sufficiently models the real system. The small differences between the SIL and HIL
results can be explained by statistical variation, by the fact that the software models
do not exactly simulate their respective sensors, and by the fact that the characteristics
of the actual sensors are not statistically varied for each run.
To be concise, only the results using the HIL simulation with the real GPS receiver
and STR sensors are presented. However, additional tests have shown that the navigation
performance when using the HIL test bench with modeled GPS and STR sensors is
similar to the using the real sensors. Results from the HIL test bench with the real
IMU would be interesting, but unfortunately the rotation table was not available for
testing, so results using the real IMU cannot be presented.
6.2.3 Computational Performance
Computational performance is determined by measuring the time needed for each call
to the HR and LR tasks. To measure the performance on the NC, the CPU clock (wall
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Figure 6.5: RMS of position (a), velocity (b), attitude (c), and IMU/Cam alignment (d)
errors and their corresponding RMS of 1σ standard deviations for SIL and HIL Monte
Carlo simulations.
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Figure 6.6: RMS of accelerometer bias (a), accelerometer scale factor (b), gyro bias (c),
and gyro scale factor (d) errors and their corresponding RMS of 1σ standard deviations for
SIL and HIL Monte Carlo simulations.
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clock time) was sampled at various points in the code and exported. Timing results
for a single HIL simulation were analyzed to give the results in Table 6.2, where on
average there were 8 valid pseudorange measurements. This table shows the average
and maximum time used throughout the run for the HR task and each part of the LR
task, including filter propagation and each of the filter updates. This data shows that
the navigation algorithm clearly meets its real-time requirements: the worst case HR
task must finish within 80% of one IMU cycle (i.e. 2ms) and the worst case LR task
must finish processing GPS and STR measurements before the next PPS signal (which
gives this task about 0.5s time).
Table 6.2: Wall clock times for calls to HR and LR tasks.
Task Average Time [µs] Max Time [µs]
HR 131 236
LR: KF Propagation 411 472
LR: Zero Velocity Update 2682 2875
LR: Earth Rate Update 2297 2954
LR: GPS Update 3597 4096
LR: STR Update 2197 2520
6.3 Road Test
A road test was done to test the system in a real world scenario. The HNS was
mounted in the trunk of a car with the z-body axis pointing upwards, as shown in
Figure 6.7. A test harness was connected with the power distribution box to supply
power with external batteries and to connect to the telemetry interface and a commercial
GPS antenna was mounted to the roof of the car and connected to the GPS receiver.
The system was initialized using the reported GPS position and the inertial attitude
calculated from the ECEF position, a compass reading and the assumption that the
x and y IMU body axes were perpendicular to local gravity. The system was kept in
ALIGNMENT mode for about 30s to allow the filter to converge before it was switched
to FLIGHT mode to turn off zero velocity and Earth rate updates. The car was then
driven over several kilometers while recording the navigation output.
The purpose of this test was to examine how the system behaves in a real world
scenario and to examine any problems that arise. The system was subjected to accelera-
tions and rotations that were much smaller than the expected values of the SHEFEX-2
mission. Therefore, the HNS was expected to perform at least as well as the expected
performance during the actual mission.
Some of the recorded navigation data was plotted against a satellite image of the area
to check the accuracy of the system. Figure 6.8 shows the raw GPS position measurement,
the navigation position solution and the corresponding standard deviations. Throughout
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the entire test the navigation results agree with the positions of the streets in the
satellite image. Even though the GPS data was sometimes relatively inaccurate, the
navigation system was robust against these errors. The position solution follows the
streets in the image to within the 1σ tolerance. In general the system behaved well, the
estimated IMU error terms agreed with the specifications and there were no noticeable
problems with the system.
Figure 6.7: Hardware setup for road test.
6.4 Night Sky Test
A night sky test was done to prove that an accurate IMU/Camera alignment could be
achieved on ground and, subsequently, in flight. This test was previously published as
a method by which to measure the alignment between the camera and IMU22.
The HNS assembly was mounted in a metal frame which supported the system in
any orientation and allows the user to position the system in 6 degrees of freedom, as
shown in Figure 6.9. Similar to the road test, a test harness was connected with the
power distribution box to supply power with an external power supply and to connect
to the telemetry interface. A commercial GPS antenna was connected to the GPS
receiver and placed near by. The system was initially oriented such that the z-body
axis was pointed upwards. It was then initialized using the reported GPS position
and the inertial attitude calculated from the ECEF position, a compass reading and
the assumption that the x and y IMU body axes were perpendicular to local gravity.
The initial IMU/Cam alignment quaternion was set to the indoor alignment method
discussed in section 4.6.3 with an additional 5◦ error added.
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Figure 6.8: HNS output during road test plotted against satellite image. The blue line
is the HNS position output, the red line is the raw GPS position solution and the yellow
circles are the 1σ position standard deviations centered at the corresponding position point.
The HNS was initially placed in an orientation level with the Earth’s surface and
aligned with magnetic North in order to easily estimate the initial attitude. A conser-
vative 10◦ initial 1σ standard deviation for each axis was used to set the initial attitude co-
variances. The alignment quaternion was measured to be [0.1805, 0.6846,−0.1799, 0.6829]T .
However, the value of [0.2105, 0.6985,−0.2105, 0.6507]T was used to initialize the esti-
mated alignment quaternion, which had a difference of 5◦ with respect to the measured
value. The system was kept in ALIGNMENT mode for about 30s to allow the filter
to converge before it was switched to FLIGHT mode to turn off zero velocity and
Earth rate updates. The system was then rotated so the camera pointed towards the
stars. The STR was then triggered using an external command. Throughout the test
the system was oriented in several orientations so the camera could view the stars in
different directions. At several points throughout the test (when the system was in a fix
orientation) the NC was commanded to ALIGNMENT mode in order to use additional
zero velocity and Earth rate updates, and then commanded back to FLIGHT mode
before reorientation. The HNS was positioned in 10 different orientations with elevation
angles ranging from 65◦ to 90◦ and azimuth angles from 210◦ to 310◦, such that the
STR could image the night sky and return an attitude quaternion in each orientation.
The results for this run are shown in Figure 6.10. Figure 6.10(a) shows the estimate
of the initial alignment bias, which converges over time. The converged alignment
95
6. TESTING
quaternion is [0.1803, 0.6847,−0.1801, 0.6829]T , which is within or near 1σ of the
measured value. Figure 6.10(b) shows the filter’s 1σ standard deviation of the alignment
bias states, which is reduced to 0.02◦ in all axes by the end of the run. Figure 6.10(c)
provides a reference showing how the camera was orientated during the run. Lastly,
Figure 6.10(d) shows how the filter’s 1σ standard deviation of the attitude states
decreased over time, which are close to the standard deviations of the alignment bias
states at the end of the run.
Figure 6.9: HNS mounted in ground support test stand.
6.5 Robustness and Failure Scenarios
The HNS is robust against several types of sensor failures. Most failures resulting in the
loss of a few sensor messages or triggers are detected and circumvented with little loss in
navigation performance. Failures resulting in corrupt sensor measurements are detected
and circumvented, but can cause significant degradation in navigation performance
since these failures can be persistent.
If sensor data is completely lost this can be detrimental to navigation performance.
The worst case scenario is if the IMU fails. In this case the navigation algorithm is not
executed and the navigation solution is not calculated further. If only the GPS fails
then this can significantly reduce navigation performance. The navigation solution will
be propagated forward and STR measurements will reduce some of the errors. If only
the STR fails then the navigation performance will be comparable to the nominal case.
As mentioned before, the navigation system can meet the required attitude accuracy
without the STR measurements.
Several possible minor failures are discussed in this section. Most of these failures
are either difficult or impossible to induce in the HIL simulation in a controlled way.
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Figure 6.10: Plots of the estimated initial alignment bias (a), 1σ standard deviation of
the alignment bias (b), estimated orientation of the camera (c), and 1σ standard deviation
of the attitude error (d) for a night sky test using the HNS.
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Therefore, the SIL simulation is used to inject the failures and show the circumvention
or performance results.
6.5.1 IMU Clock Failures
The IMU clock is reset by a trigger from the NC. Hardware or software failures can
cause the IMU to miss a trigger or cause the IMU to reset the clock without seeing a
trigger (i.e. the NC misses a trigger). In these cases the NC will detect a problem and
adjust the IMU clock calibration and time calculations to circumvent the failure. This
is described in processIMU() in section 5.4.3. SIL simulations were done to test the
software’s response to these failures.
In one SIL simulation IMU triggers are randomly missed by the NC 20% of the
time. In the first half of the simulation no triggers are missed so the second half of the
simulation can be compared to the first half. Figure 6.11 shows the values of sˆIMU − 1
and ∆τˆ over time. The results show that any time a trigger is missed the IMU clock
scale factor is unchanged and the delta-time quantity is calculated as normal, which
agrees with the described algorithm.
In a second SIL simulation IMU triggers are randomly missed by the IMU 20% of
the time, but only in the second half of the simulation. Figure 6.12 shows results similar
to the first simulation, which agrees with the described algorithm.
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Figure 6.11: IMU clock scale factor (minus 1) (a) and IMU time interval (b) during SIL
simulation where the IMU trigger is occasionally missed by the NC. Dashed red lines show
the times when triggers are missed.
6.5.2 Missed IMU Messages
IMU messages are sent regularly at 400Hz to the NC. However, a software or hardware
problem can cause the IMU to not send a message or cause the NC to miss a sent
message. In either case, the processIMU() function detects any skipped IMU data
98
6.5 Robustness and Failure Scenarios
0 50 100
−2.5
−2
−1.5
x 10−4
Time [s]
sˆ I
M
U
−
1
[p
a
rt
/
p
a
rt
]
(a)
0 20 40 60 80 100
2.45
2.5
2.55
x 10−3
Time [s]
∆
τˆ
[s
]
(b)
Figure 6.12: IMU clock scale factor (minus 1) (a) and IMU time interval (b) during SIL
simulation where the IMU trigger is occasionally missed by the IMU. Dashed red lines show
the times when triggers are missed.
and accounts for the lost delta-angle and delta-velocity measurements by estimating
the missing data.
A SIL simulation was done to test the software’s response to this type of failure. In
this simulation IMU messages are randomly missed 20% of the time. In the first half of
the simulation IMU messages are always present so the second half of the simulation can
be compared to the first half. The vehicle attitude and rotation rate are set such that
the IMU measurements are large enough to see the effect of the algorithm. Figure 6.13
shows that the compensated IMU data after a missed message accounts for the missed
measurement values, which agrees with the described algorithm.
6.5.3 GPS PPS Failure
The GPS PPS is received by the NC every time there is a valid GPS measurement.
Hardware or software failures can cause the NC to miss a PPS trigger. In these cases
the NC will receive valid GPS measurements with no PPS reference and treat them as
invalid measurements. Measurements are not used when no PPS is received since this
normally means that the GPS receiver has not found a valid navigation solution. The
syncProp() function will stop synchronizing to the PPS when it is not seen regularly,
which inhibits GPS measurements from being used.
A SIL simulation was done to test the software’s response to this type of failure.
In this simulation PPS triggers are missed by the NC 20% of the time. In the first
half of the simulation no triggers are missed so the second half of the simulation can
be compared to the first half. Figure 6.14 shows the values of propSyncPPS over time,
which indicates when the filter is synchronized to the PPS triggers. The results show
that any time a PPS is missed the algorithm reverts back to synchronizing with the
IMU trigger, which agrees with the described algorithm.
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Figure 6.13: Estimated delta-angle (a), delta-velocity (b) and delta time during SIL
simulation where the IMU messages are occasionally missed. Dashed red lines show the
times when messages are missed.
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Figure 6.14: PPS synchronization flag during SIL simulation where PPS trigger is
occasionally missed by NC. Dashed red lines show the times when triggers are missed.
6.5.4 Invalid GPS Time
GPS time is included in every message from the GPS. The receiver regularly sends mes-
sages with measurement information and when PPS triggers are sent the measurements
are supposed to be valid and the GPS time is supposed to be synchronized with the
PPS triggers. However, sometimes the GPS time included in the message sent after
a PPS trigger is not an integer value, which must be an incorrect value and should
not be used by the NC. The calibrateClock() function ensures that only messages
with integer GPS times are used to calibrate the NC clock and the navLR() function
ensures only messages with integer GPS times are used to update the filter.
A SIL simulation was done to test the software’s response to this type of failure. In
this simulation invalid GPS times are seen by the NC 20% of the time. In the first half
of the simulation GPS times are always valid so the second half of the simulation can
be compared to the first half. Figure 6.15 shows the values of sˆNC − 1 and the count of
GPS filter updates over time. The results show that any time an incorrect GPS time is
received the NC clock calibration is unchanged and GPS measurements are not used,
which agrees with the described algorithms.
6.5.5 Missed GPS Messages
GPS messages are sent regularly at 1Hz to the NC. However, a software or hardware
problem can cause the GPS to not send a message or cause the NC to miss a sent
message. In either case, the navLR() function will not execute the GPS update routine
unless a message is available.
A SIL simulation was done to test the software’s response to this type of failure. In
this simulation GPS messages are randomly missed 20% of the time. In the first half of
the simulation GPS messages are always present so the second half of the simulation
can be compared to the first half. Figure 6.16 shows that GPS measurement updates
are not done when messages are missed, which agrees with the described algorithm.
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Figure 6.15: NC clock scale factor (minus 1) (a) and count of GPS filter updates (b)
during SIL simulation where the GPS time is occasionally incorrect. Dashed red lines show
the times when GPS times are incorrect.
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Figure 6.16: Count of GPS filter updates during SIL simulation where the GPS messages
are occasionally missed. Dashed red lines show the times when messages are missed.
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6.5.6 GPS Measurements Out of Range
Even if a GPS measurement has passed all the checks in the software, there is still a
possibility that the pseudorange measurements are invalid. The only way to check this
is to compare these measurements with the navigation state. The updateGPSPR()
function applies a sanity check to the measurement update calculations which excludes
measurement that are too far away from their expected values.
A SIL simulation was done to test the software’s response to this type of failure. In
this simulation all pseudorange measurements for a given GPS message are occasionally
set to values which are just outside of the sanity check limit. This is randomly done
20% of the time. In the first half of the simulation GPS measurements are correct so
the second half of the simulation can be compared to the first half. Figure 6.17 shows
the count of the indiviual scalar pseudorange filter updates over time. The results show
that any measurement that fails the sanity check is not used, which agrees with the
described algorithm.
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Figure 6.17: Count of individual scalar GPS PR updates (modulo 256) during SIL
simulation where the GPS measurements are outside of sanity check. Dashed red lines
show the times when GPS measurements are incorrect.
6.5.7 Missed STR Messages
STR messages are sent regularly at 1Hz to the NC during the coast phase. However, a
software or hardware problem can cause the STR to not send a message or cause the
NC to miss a sent message. In either case, the navLR() function will not execute the
STR update routine unless a message is available.
A SIL simulation was done to test the software’s response to this type of failure. In
this simulation STR messages are randomly missed 20% of the time. In the first half of
the simulation STR messages are always present so the second half of the simulation can
be compared to the first half. Normally the STR is not turned on until after the second
stage, but in this simulation it is turned on at the launch pad to reduce simulation time.
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Figure 6.18 shows that STR measurement updates are not done when messages are
missed, which agrees with the described algorithm.
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Figure 6.18: Count of STR filter updates during SIL simulation where the STR messages
are occasionally missed. Dashed red lines show the times when messages are missed.
6.5.8 STR Measurements Out of Range
Even if a STR measurement has passed all the checks in the software, there is still
a possibility that the quaternion measurements are invalid. The only way to check
this is to compare these measurements with the navigation state. The updateSTR()
function applies a sanity check to the measurement update calculations which excludes
measurement that are too far away from their expected values.
A SIL simulation was done to test the software’s response to this type of failure.
In this simulation quaternion measurements are occasionally set to values which are
just outside of the sanity check limit. This is randomly done 20% of the time. In the
first half of the simulation STR measurements are correct so the second half of the
simulation can be compared to the first half. Normally the STR is not turned on until
after the second stage, but in this simulation it is turned on at the launch pad to reduce
simulation time. Figure 6.19 shows the count of the STR filter updates over time. The
results show that any measurement that fails the sanity check is not used, which agrees
with the described algorithm.
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Figure 6.19: Count of STR updates during SIL simulation where the STR measurements
are outside of sanity check. Dashed red lines show the times when STR measurements are
incorrect.
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7Flight Results
SHEFEX-2 launched on June 22, 2012 at 19:18 UTC from Andøya Rocket Range in
Norway by DLR. The flight results are presented here to show the performance of the
individual sensors and the overall navigation system. An accurate off-line reconstruction
of the trajectory is described, which is compared against the HNS flight data as an
overall measure of the system’s performance. The trajectory reconstruction method and
navigation flight performance have already been summarized in a previous publication24
and are explained in more detail in the following sections.
The HNS was initialized at 2947s before launch and kept in ALIGNMENT mode
until just before the rocket was reoriented to its launch orientation 392s before launch,
at which point the system was commanded to FLIGHT mode. In preparation for launch,
the HNS was kept in FLIGHT mode after reorientation. From launch until 60s time of
flight (TOF) the rocket spun up to 560◦/s. The rocket despun at 220s TOF, after the
second stage burnout. During the coast phase the payload reoriented itself to point the
STR camera away from the Sun and Earth at 237s TOF and the STR started taking
measurements at 269s TOF. However, due to a miscommunication with the payload
manager, the STR was pointed in the wrong direction and the STR direction violated
the specified Sun exclusion angle. This caused too much light to enter the STR camera
and no valid quaternions were measured. A second orientation for the STR was then
used at 320s TOF, but this also violated the Sun exclusion angle and again no valid
STR measurements were measured. The payload was then reoriented for atmospheric
entry at 372s TOF. The telemetry signal was lost at 485s TOF when the payload was
below the horizon, as seen from the rocket range. The payload deployed a parachute
and water recovery system after entry and an attempt was made to recover the system.
However, due to bad weather and premature telemetry dropout the payload was never
recovered. Figure 7.1 and Figure 7.2 show the flight profile and Table 7.1 lists the times
of significant events.
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Table 7.1: Times of significant flight events.
Event Flight Time [s]
HNS Initialization −2947
Launcher Reorientation −392
1st Stage Ignition 0
1st Stage Burnout 55
Maximum Spin Rate 60
1st Stage Separation 90
2nd Stage Ignition 150
2nd Stage Burnout 213
Yo-yo Despin 220
Fairing Release 225
2nd Stage Separation 230
Reorientation for STR 237
STR Activated 269
2nd Reorientation for STR 320
Reorientation for Entry 372
Loss of Telemetry 485
Figure 7.1: SHEFEX-2 flight profile as estimated by the HNS.
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Figure 7.2: Altitude profile as estimated by the HNS.
7.1 Raw Data Analysis
Before using the flight data for trajectory reconstruction the raw sensor data was
analyzed to check if the sensors behaved nominally throughout the flight. Since the STR
did not was not oriented properly, only the IMU, GPS receiver and NC are discussed
here.
The HNS sent the raw 400Hz IMU clock, delta-velocity and delta-angle data
and 1Hz IMU temperature and status data via telemetry. Figure 7.3 shows the raw
accelerometer and gyro data, which illustrates the measured dynamics throughout the
flight. The body frame of the IMU was oriented such that the −z axis was in the
flight direction. The IMU was positioned around 8cm away from the spin axis of the
rocket causing the IMU to measure significant centripetal accelerations during ascent,
which agrees with the data shown on the x- and y-axes in Figure 7.3(a). The z-axis
accelerometer data and the gyro data agree with the data recorded by the IMU in
the service module. Figure 7.4 shows the back difference of the raw IMU time and
the IMU clock scale factor minus 1. The IMU time varied by around 1% 1σ from the
nominal time and the scale factor stayed within 10−4 of 1, which agrees with lab results.
Figure 7.5 shows that the IMU temperature agrees with what is expected during flight
and was always well below the maximum allowed operating temperature of 71◦C. The
IMU status data showed no errors throughout the entire flight.
The HNS sent the raw GPS position-velocity-time solution and raw pseudorange
measurements at 1Hz via telemetry. Figure 7.6 shows the number of valid pseudorange
measurements at each GPS time step and the Positional Dilution of Precision (PDOP)
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value during the flight. This data shows that the receiver had very good visibility of
the GPS satellite constellation and that the geometry of the constellation was excellent.
Figure 7.7 shows the difference between the raw GPS position solution and the HNS
position solution during the flight. This data is equivalent to the combination of GPS
measurement noise, GPS measurement bias and HNS position error. Since the GPS bias
changes slowly over time, the variability in this data is equivalent to the combination of
GPS measurement noise and HNS position error variability. Therefore, the variability
of the GPS measurement noise is not greater than the variability in this data. This
can then be used to create a more accurate GPS noise model than what was assumed
during algorithm developed as listed in Table 4.2. The 1σ variability after 62s TOF is
clearly around 1m. However, before this point the variability is dominated by the GPS
multipath error, which is only approximately white on large timescales. Therefore, it’s
better to use a larger noise value during this time. Table 7.2 lists a more realistic GPS
noise model based on the flight data.
Additional data related to the NC was also sent by the HNS via telemetry. The
health and status information shows that the NC hardware and software behaved
nominally. There were no task overruns, no software halted or hanged for any reason,
the GPS sanity checks never found invalid measurements and no NC clock calibration
errors. Figure 7.8 shows the temperature profile of the NC CPU core and the NC main
circuit board, which are both well the maximum allowed operating temperature of 85◦C.
However, there was one problem seen with the NC clock. Figure 7.9 shows the NC clock
scale factor minus 1, which shows a significant jump at first stage ignition. This implies
that the shock of the first stage ignition caused a permanent change in the NC clock
hardware. Fortunately this did not cause any problems with the navigation algorithm
since the NC clock is continually calibrated.
Table 7.2: Pseudorange white noise as seen in flight.
TOF [s] 1σ Noise [m]
< 62 50
≥ 62 1
7.2 Trajectory Reconstruction
To analyze the in-flight navigation performance an accurate estimation of the actual
flight trajectory is calculated off-line. During the flight the HNS transmitted the entire
set of raw 400Hz IMU, 1Hz GPS and 1Hz STR data as well as 25Hz samples of the
computed navigation solution via telemetry. This data, as well as additional GPS data
from a second on-board receiver and ground-based sensor data was available for post-
processing. A high-fidelity filter was used to reconstruct the trajectory, providing the
vehicle’s position, velocity and attitude as well as estimation of sensor parameters over
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Figure 7.3: Raw IMU measurements of specific force (a) and angular rate (b) during the
flight.
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Figure 7.4: (a) Back difference of raw IMU time at 400Hz and (b) IMU clock scale factor
minus 1 (sˆIMU − 1) sampled at 1Hz during the flight.
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Figure 7.5: IMU temperature sampled at 1Hz during the flight.
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Figure 7.6: (a) Number of valid pseudorange measurements and (b) PDOP during the
flight.
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Figure 7.7: Difference between the raw GPS position solution and the HNS position
solution during the flight.
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Figure 7.8: (a) NC CPU core temperature and (b) NC system temperature sampled at
1Hz during the flight.
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Figure 7.9: NC clock scale factor minus 1 (sˆNC − 1) sampled at 1Hz during the flight.
the entire flight. Calculating the navigation solution offline with additional sensor data
yields a more accurate estimation than the navigation solution calculated in-flight. The
post-processed navigation solution is compared with the real-time solution to measure
the performance of the HNS during the flight.
The approach for trajectory reconstruction (offline trajectory estimation) is to
combine all the available sensor data offline using a high-fidelity filter which is tuned
to the specific application. Preliminary analysis47 indicates that the UKF using the
unscented quaternion estimator51 is suitable for this purpose, in contrast to the EKF
used for the on-board navigation system. The URTSS is then used to obtain the most
accurate results throughout the entire flight timeline. These filtering methods are
discussed in detail in sections 2.3 and 2.4.
In addition to the better filtering methods, the reconstructed trajectory is more
accurate than the in-flight solution for a number of reasons. The navigation solution is
initialized with a more accurate attitude estimation, which was estimated by the pri-
mary on-board navigation system. The same raw 1Hz GPS pseudorange measurements
are used to update the filter as in the HNS, however additional 5Hz GPS position
measurements from a separate on-board receiver are also included. To avoid redun-
dant information the GPS position measurements were not used at the times when
pseudorange measurements were available. Zero velocity and Earth rate updates were
continued until launch, but turned off during launcher reorientation. Measurements
from ground-based radar and telemetry tracking data were also available, but they
contain numerous errors and are not more accurate than the GPS measurements during
flight so they were not used. In addition to the higher fidelity UKF filter, additional
states are estimated in the off-line filter, including accelerometer and gyro misalignments
(see section 4.4), accelerometer lever arms (see section 4.6.1) and the position bias for
the GPS position measurements (see below). The off-line filter also uses the GPS noise
model based on the flight data as listed in Table 7.2, instead of the more conservative
HNS tuning. Finally, the off-line filter does not have to deal with sensor latency so
the filter is not delayed with respect to the strapdown algorithm, as in the HNS. The
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Table 7.3: Comparison of on-board HNS and offline trajectory reconstruction algorithms.
On-board HNS Offline Reconstruction
Filter EKF UKF and URTSS
Init. Attitude 1σ 5deg 0.5deg
IMU Data 400Hz 400Hz
GPS Data 1Hz pseudorange 1Hz pseudorange & 5Hz position
STR Data none none
Zero velocity & stopped after continued
Earth rate updates launcher reorientation until launch
Filter States eq. (4.47) & eq. (4.48)
same as HNS plus
αyza , αzya , αxza , αzxa , αxya ,
αyxa , αyzg , αxyg , αyxg , l
A
ax [1],
lAay [2], l
A
az [3], b
ECEF
GPS
GPS Noise Model Table 4.2 Table 7.2
Filter Delay 1s none
differences between the HNS and trajectory reconstruction algorithms are summarized
in Table 7.3.
The GPS position measurement is related to the pseudorange measurement model
discussed in section 4.6.2. The GPS receiver outputs the measured position of the GPS
antenna phase center, which is described by:
r˜ECEFantk = T
ECEF
Ik
(
rIk + T
I
Bk
lBAnt
)
+ bECEFGPSk + νrk (7.1)
where rAnt is the position of the GPS antenna phase center, bGPS is the GPS position
bias vector and νr is the white noise of the measurement. The white noise model is also
described by Table 7.2.
The in-flight navigation results were sent via telemetry to the ground station at
25Hz. The 1σ standard deviations of all estimated states during the flight and for
the UKF and URTSS for the reconstructed trajectory are shown below. Figure 7.10 -
Figure 7.13 show the results for all the dynamic states and noise-driven parameters for
the entire flight. Note that only the ECEF navigation solution was sent via telemetry,
so all comparisons of position and velocity are done in this frame instead of I. Table 7.4
shows the results for all the static parameters, which were constant throughout the
flight.
As expected, the UKF standard deviations show that the reconstructed trajectory
is generally more accurate than the HNS flight data. The results from the smoother
are, of course, significantly better than either the HNS or UKF results since all past
and future informations is used to estimate the states at all time points. The smoother
results are generally significantly better than the HNS for most time points, suggesting
that it is suitable for comparison with the HNS results. The UKF did not significantly
improve the accuracy of the constant parameters, but it is good to keep these states in
the UKF filter since this is a more accurate model.
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Figure 7.10: 1σ standard deviations of ECEF position (a), ECEF velocity (b) and body
attitude (c) for the reconstructed trajectory.
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Figure 7.11: 1σ standard deviations of accelerometer bias (a), accelerometer scale factor
(b), gyro bias (c) and gyro scale factor (d) for the reconstructed trajectory.
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Figure 7.12: 1σ standard deviations of GPS pseudorange bias for the reconstructed
trajectory.
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Table 7.4: 1σ standard deviations of the constant parameters estimated for the recon-
structed trajectory.
Parameter Initial 1σ Std. Dev. Smoothed 1σ Std. Dev.
lAax [1] [mm] 1 0.9967
lAay [2] [mm] 1 0.9992
lAaz [3] [mm] 1 1.0000
αyza [arcsec] 103 100.6
αzya [arcsec] 103 96.0
αxza [arcsec] 103 103.0
αzxa [arcsec] 103 77.6
αxya [arcsec] 103 71.7
αyxa [arcsec] 103 99.0
αyzg [arcsec] 103 102.9
αxyg [arcsec] 103 103.0
αyxg [arcsec] 103 103.0
7.3 Navigation Performance Results
The flight data was differenced with the reconstructed trajectory at the appropriate
reference times, which gives an estimate of the error in the states over the flight (subject
to the uncertainty in the reconstructed trajectory) and shows the navigation performance
of the HNS. Figure 7.14 - Figure 7.16 show the HNS navigation and parameter estimation
performance over the flight. The ‘‘HNS error’’ is the absolute value of the estimated
error in the HNS states, which is the difference between the HNS and the reconstructed
trajectory. The ‘‘HNS 1σ’’ is the 1σ standard deviation calculated by the HNS filter,
which is the accuracy of the HNS results as estimated by the HNS filter. The ‘‘RSS 1σ’’
is the root sum square (RSS) of the 1σ standard deviations of the HNS filter and the
reconstructed trajectory, which is the accuracy of the estimated error in the HNS state.
Overall the error in the navigation states agree with the HNS calculated covariances.
Most of the errors are close to or below their respective 1σ bounds and all of the
errors are below their respective 3σ bounds, which shows that the filter behaved as
expected. Additionally, the results in Figure 7.10 - Figure 7.13 show that the HNS
filter covariances are very close to the UKF covariances, which is a more accurate filter
with better assumptions and more data then the HNS. This not only suggests that the
HNS performed well, but that it did almost as good as it could do with the available
measurements. It also suggests that the HNS filter was well tuned for this flight.
Figure 7.14(c) shows that the attitude accuracy just before atmospheric entry (450s
flight time) is around 5◦, which fails the requirement of 0.17◦. This is mostly due to
the fact that STR measurements were not available. The STR was expected to provide
attitude measurements with an accuracy of around 0.1◦ along the axes perpendicular to
the boresight, which would have greatly reduced the HNS attitude error before the entry
phase. However, pre-flight simulations (see Figure 6.5(c)) showed that the attitude
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Figure 7.13: 1σ standard deviations of GPS position bias for the reconstructed trajectory.
accuracy just after the propulsive phase was supposed to be around 0.1◦, which is much
better than what the flight results show. This is due to the fact that vibrations seen
in the flight were much larger than expected. In fact, vibrations were expected to be
so small that they were not even modeled in the simulations. Post-flight simulations
done with the IMU flight data and modeled GPS data show that when including the
actual vibrations the simulated HNS performance agrees with the flight data, which
proves that the high dynamics seen in flight explain the poor attitude accuracy during
the ascent phase.
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Figure 7.14: HNS navigation results for ECEF position (a), ECEF velocity (b) and
body attitude (c). ‘‘HNS error’’ is the absolute value of the difference between the HNS
and URTSS state estimates. ‘‘HNS 1σ’’ is the 1σ standard deviation reported by the HNS.
‘‘RSS 1σ’’ is the RSS of the 1σ standard deviations from the HNS and URTSS.
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Figure 7.15: HNS navigation results for accelerometer bias (a), accelerometer scale factor
(b), gyro bias (c) and gyro scale factor (d). ‘‘HNS error’’ is the absolute value of the
difference between the HNS and URTSS state estimates. ‘‘HNS 1σ’’ is the 1σ standard
deviation reported by the HNS. ‘‘RSS 1σ’’ is the RSS of the 1σ standard deviations from
the HNS and URTSS.
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Figure 7.16: HNS navigation results for pseudorange bias. ‘‘HNS error’’ is the absolute
value of the difference between the HNS and URTSS state estimates. ‘‘HNS 1σ’’ is the
1σ standard deviation reported by the HNS. ‘‘RSS 1σ’’ is the RSS of the 1σ standard
deviations from the HNS and URTSS.
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8Conclusion
This thesis describes the HNS navigation algorithm in detail and outlines all of the
major steps that were needed to build, test and fly the system. The dual rate navigation
algorithm was described in detail, including a summary of all filtering techniques used.
A description of the HNS hardware was included as a reference. The flight software was
outlined, including all details related to the real-time embedded implementation of the
navigation algorithm. SIL and HIL testing was then discussed, including performance
and robustness results. Finally, flight results from SHEFEX-2 are presented, which is
the first test of the system in an applicable environment.
The presented navigation algorithm was demonstrated to be accurate and efficient for
the HNS. The novel method of using a delayed error state EKF has the advantage that
the filter can be delayed until measurement data is available, meaning measurements can
be applied optimally and must not be extrapolated. The only significant disadvantage
over using an EKF which is not delayed is that both the whole states and error states
must be propagated and the user must pay close attention to variable reference times
in the filter reset routine.
The modern HIL test bench developed for this work was extensive and versatile. It
proves that dSPACE is a flexible and simple real-time simulation platform which can
accurately synchronize different test bench components and can reuse Simulink code. It
also shows that the OSI can be used to provide compatible cameras simulated images
which are synchronized to the main simulation.
The presented flight results show that the HNS performed very well and, except for
the STR, the mission was a complete success. The SHEFEX-2 flight was the first flight
of this system, which brings the HNS software and several hardware components to
TRL 7 and paves the way for the HNS (or other systems derived from this technology)
to be used as a mission critical subsystem in future missions.
8.1 Outlook and Suggestions for Future Work
A derivative of the HNS will be designed as the primary navigation system for the
SHEFEX-3 mission, to be launched in 2016. The SHEFEX-3 payload will be launched
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with a rocket similar to SHEFEX-2, but will have a much longer coast phase before
atmospheric entry. The on board systems will allow autonomous guidance and control
of the payload during the mission. The navigation system will be more robust and
reliable, including redundant sensors, and will reuse much of the HNS technology. All
future system which use the HNS technology should regard the lessons learned from
this work.
Attitude error during the ascent phase is largely influenced by the high-rate dynamics
of the vehicle. On SHEFEX-2, the combination of large roll rate and high angular
vibrations caused significant and unexpected degradation of attitude error along the
roll axis. This was unexpected because the simulator used for the HNS did not include
a proper vibration model. Future projects working with such a navigation systems
should do two things differently. First, a proper vibration model should be used in the
simulators so that the effects of vibration can be seen. Second, the effects of vibration
on attitude error should be reduced. This can be done by using more accurate gyros,
damping the vibrations with shock mounts, or using a gimbaled platform which rotates
counter to the roll rate.
However, even after improving attitude error during ascent an attitude performance
of 0.1◦ is difficult to achieve at the end of the ascent phase. Therefore, it is important
that the navigation system also includes attitude updates. The HNS attempted to use
star tracker measurements, but this did not work out. The most important lesson to be
learned from the SHEFEX-2 flight is that proper communications between partners is
essential. Future projects should take better precautions to ensure that the star tracker
points in the desired direction. Additionally, it may be valuable to include a secondary
attitude estimation sensor, such as a Sun sensor, which has a larger field of view and is
thus easier to point.
Several improvements can also be made to the HNS navigation algorithm to either
improve accuracy or reduce computational load. The easiest way to improve accuracy is
to use a higher fidelity filter, such as the UKF. However, it comes at the cost of slower
computational speeds. Computational load can be improved by removing or reducing
filter states that are not necessary. For SHEFEX-2 the x- and y-axis accelerometer and
gyro scale factor errors, the z-axis gyro bias and the pseudorange biases states were
only weakly observable and could possibly be removed or altered such that the number
of states is reduced at the cost of decreased accuracy.
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Appendix A
Quaternion Algebra
This section outlines several of the quaternion and direction cosine matrix identities
used in this paper. Refer to Shuster52 or Wertz53 for more detailed definitions and
explanations.
An attitude quaternion is a four-dimensional variable containing a vector (ρ) and
scalar (q4) part. It is defined as:
q ≡
[
ρ
q4
]
(A.1)
where:
ρ ≡ [q1, q2, q3]T = sin(α/2)eˆ
q4 = cos(α/2)
(A.2)
where eˆ is the unit Euler axis and α is the rotation angle about this axis. Multiplying the
Euler axis with the scalar rotation angle yields the rotation vector which the quaternion
describes:
θ = αeˆ (A.3)
The quaternion norm (‖q‖) satisfies the constraint:
‖q‖ ≡ ρ · ρ+ q24 = 1 (A.4)
A quaternion representing a transformation from the A frame to the B frame (qBA)
can be represented as a direction cosine matrix (TBA ) as:
TBA ≡ T
(
qBA
)
=
(
q24 − ρ · ρ
)
I3x3 + 2ρρ
T − 2q4(ρ×) (A.5)
where I3x3 is the 3x3 identity matrix and the cross product matrix is defined as:
(ρ×) ≡
 0 −q3 q2q3 0 −q1
−q2 q1 0
 (A.6)
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Similarly, a direction cosine matrix can be represented as a quaternion transformation
using:
qBA =

1
4qBA [4]
 TBA [2, 3]− TBA [3, 2]TBA [3, 1]− TBA [1, 3]
TBA [1, 2]− TBA [2, 1]

1
2
(
1 + TBA [1, 1] + T
B
A [2, 2] + T
B
A [3, 3]
) 1
2
 (A.7)
which is one of four similar methods.
Attitude quaternions are multiplied in the same manner as direction cosine matrices
using the ⊗ operator, such that a transformation matrix from A to C can be written:
T
(
qCA
)
= TCA = T
C
B T
B
A = T
(
qCB
)
T
(
qBA
)
= T
(
qCB ⊗ qBA
)
(A.8)
where this quaternion multiplication operation can be written:
q′ ⊗ q =
[
q′4ρ+ ρ′q4 − ρ′ × ρ
q′4q4 − ρ′ · ρ
]
(A.9)
Note that this is not the standard quaternion product.
The quaternion inverse is defined as
q−1 ≡
[ −ρ
q4
]
(A.10)
It follows that
q⊗ q−1 =

0
0
0
1
 (A.11)
which is the identity quaternion. The inverse of a quaternion product is found to be:(
q′ ⊗ q)−1 = q−1 ⊗ (q′)−1 (A.12)
Like a direction cosine matrix, a quaternion can change the reference frame of a
vector u using:
qBA ⊗
[
uA
0
]
⊗ qAB =
[
(uA · ρ)ρ+ q24uA + 2q4(uA × ρ) + (uA × ρ)× ρ
0
]
=
[
uB
0
] (A.13)
This is equivalent to using eq. (A.5) to transform v.
A quaternion that represents a small rotation (δq) can be approximated as:
δq ≈
[
1
2δθ
1
]
(A.14)
131
A. QUATERNION ALGEBRA
where δθ is a small angle rotation vector. The direction cosine matrix can be written
using the Taylor series as46:
T (δq) ≈ I3x3 − (δθ×) + 1
2
(δθ×)(δθ×)− . . . (A.15)
A rotation of a small angle quaternion can be written:
q⊗ δq⊗ q−1 ≈
[
T (q)(12δθ)
1
]
(A.16)
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Navigator Software Flow Charts
configurate()
start
• initialize input & output message
buffers
• set all quaternions & transformation
matrices to identity
• Φk+ ← I36×36
• set static states to default values
end
Figure B.1: Algorithm flow chart for configurate() function. Explained in section 5.3.
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navHR()
start
• buffer trigger times and GPS messages
• processCommandsModes()
• processIMU()
• calibrateClock()
in RESET
• navReset()
• set mode to ALIGNMENT
(in ALIGNMENT, FLIGHT
or SAFE) & (IMU data valid)
• doStrapdown()
• integratePhi()
• syncProp()
• checkSTR()
• setOutput()
end
no
yes
yes
no
Figure B.2: Algorithm flow chart for navHR() function. Explained in section 5.4.1.
134
processCommandsModes()
start
SETPARAMS
received
copy parameters to local variables
in INITIALIZATION,
TEST or SHUTDOWN
configurate()
(in ALIGNMENT) &(∥∥∥∆vˆBj−1∥∥∥ /∆τj−1 > 1.2[g]) set mode to FLIGHT
(in FLIGHT) &(∥∥∥∆vˆBj−1∥∥∥ /∆τj−1 > 20[g]) set mode to SAFE
end
no
yes
no
yes
no
yes
no
yes
Figure B.3: Algorithm flow chart for processCommandsModes() function. Explained
in section 5.4.2.
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processIMU()
start
IMU data valid
• ∆τˆj ← 0
• ∆vˆBj ← 0
• ∆θˆBj ← 0
t˜IMUj+1 < t˜IMUj IMU trigger time new
Calibrate sˆIMUj+1 estimate missing trigger time
∣∣sˆIMUj+1 − 1∣∣ > 0.005 sˆIMUj+1 ← sˆIMUj
• calculate ∆τˆj , tˆNCj+1 , τˆj+1
• compensateIMUData()
previous IMU
messages missed
scale ∆vˆj and ∆θˆj to
account for missed messages
end
yes
no
no
yes
yes
no
yes
no
no
yes
Figure B.4: Algorithm flow chart for processIMU() function. Explained in section
5.4.3.
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calibrateClock()
start
(GPS msg new & valid) &
(GPS nav solution valid) &
(GPS msg time is integer) &
(propSyncPPS = TRUE)
1st time reaching this
point
calibrate sˆNCj+1 , bˆNCj+1
∣∣sˆNCj+1 − 1∣∣ < 0.005 • sˆNCj+1 ← sˆNCj• bˆNCj+1 ← bˆNCj
calculate τˆj+1, qˆ
ECI
I
end
yes
no
no
yes
yes
no
Figure B.5: Algorithm flow chart for calibrateClock() function. Explained in section
5.4.5
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compensateIMUData()
start
compensate IMU data using current whole state estimates
end
Figure B.6: Algorithm flow chart for compensateIMUData() function. Explained in
section 5.4.4
navReset()
start
• treset ← τˆj+1
• set rˆIj+1, vˆIj+1, qˆIBj+1 to values in RESET msg• command LR to initialize filter
• tNextProp ← tˆNCj+1 + 1.02
end
Figure B.7: Algorithm flow chart for navReset() function. Explained in section 5.4.6
doStrapdown()
start
calculate qˆIB
j+1
2
, qˆIBj+1 , vˆ
I
j+1, rˆ
I
j+ 12
, rˆIj+1
end
Figure B.8: Algorithm flow chart for doStrapdown() function. Explained in section
5.4.7
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B. NAVIGATOR SOFTWARE FLOW CHARTS
integratePhi()
start
• calculate Φj
• update Φk+
end
Figure B.10: Algorithm flow chart for integratePhi() function. Explained in section
5.4.8
prepKFToLR()
start
• feedbackCorrections()
• calculate variables needed for zero velocity, Earth rate and GPS updates
• send data to LR
• Φk+ ← I36×36
end
Figure B.11: Algorithm flow chart for prepKFToLR() function. Explained in section
5.4.10
feedbackCorrections()
start
reset navigation & IMU whole states
w/ estimated error states from LR
end
Figure B.12: Algorithm flow chart for feedbackCorrections() function. Explained in
section 5.4.11
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checkSTR()
start
new STR trigger
• waitAfterSTR← TRUE
• initialize delta angle
and delta time summations
add current delta angle
and delta time to summations
(waitAfterSTR = TRUE) &(
tˆNCj+1 ≥ t˜STRTrigj + ˆk−1
)
• send data for STR update to LR
• waitAfterSTR← FALSE
end
no
yes
yes
no
Figure B.13: Algorithm flow chart for checkSTR() function. Explained in section 5.4.12
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B. NAVIGATOR SOFTWARE FLOW CHARTS
setOutput()
start
in RESET, ALIGNMENT,
FLIGHT or SAFE
zero output buffer
in SAFE
mark nav solution
as invalid
mark nav solution
as valid
• calclate nav state in ECEF
• fill output buffer
end
yes
no
yes
no
Figure B.14: Algorithm flow chart for setOutput() function. Explained in section 5.4.13
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navLR()
start
HR commanded
filter init
• reinitKF()
• firstERSkip← FALSE
new data from HR
• propagateKF()
• resetKF()
in ALIGNMENT updateZV() firstERSkip
firstERSkip← FALSE updateER() firstERSkip← TRUE
writeToHR()
buffer GPS & STR msgs
(new GPS msg received) &
(GPS msg valid) &
(integer GPS time) &
(propSyncPPS = TRUE) &
(NC clock calibrated)
• checkPRNs()
• updateGPSPR()
• writeToHR()
(new STR msg received) &
(STR msg valid) &
(new HR data for STR update) &
(NC clock calibrated) &(∥∥∥q˜ECICamk+k∥∥∥ > 0.9)
• updateSTR()
• writeToHR()
end
no
yes
no
yes
no
yes
TRUE
FALSE
yes
no
yes
no
Figure B.15: Algorithm flow chart for navLR() function. Explained in section 5.5.1
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B. NAVIGATOR SOFTWARE FLOW CHARTS
reinitKF()
start
• initialize δxˆk, Pk
• set qCamBk to value from SETPARAMS• calculate S
end
Figure B.16: Algorithm flow chart for reinitKF() function. Explained in section 5.5.2
propagateKF()
start
calculate Qk−1, Pk− , δxˆk−
end
Figure B.17: Algorithm flow chart for propagateKF() function. Explained in section
5.5.3
resetKF()
start
reset δxˆk, qˆ
Cam
Bk
, bρik ∀i
end
Figure B.18: Algorithm flow chart for resetKF() function. Explained in section 5.5.4
updateZV()
start
• calculate zk, Hk for zero velocity update
• update filter with 3 scalar measurements
end
Figure B.19: Algorithm flow chart for updateZV() function. Explained in section 5.5.5
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updateER()
start
• calculate zk, Hk for Earth rate update
• update filter with 3 scalar measurements
end
Figure B.20: Algorithm flow chart for updateER() function. Explained in section 5.5.6
writeToHR()
start
buffer δxˆk for HR thread
end
Figure B.21: Algorithm flow chart for writeToHR() function. Explained in section
5.5.7
checkPRNs()
start
loop over all GPS
channels i ∈ [1, 12]
(new sat ID) or
(ephemeris updated)
end
reinitialize bρik , δbρik and
corresponding covariances
next i
done yes
no
Figure B.22: Algorithm flow chart for checkPRNs() function. Explained in section
5.5.8
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B. NAVIGATOR SOFTWARE FLOW CHARTS
updateGPSPR()
start
• calculate rˆIAntk , σρk• n← 1
loop over all GPS
channels i ∈ [1, 12]
ephemeris valid &
pseudorange valid
calculate ρ˜ik , %ˆ
I
ik
m← i 1st time reaching
this point
(|znk | < 1000[m]) or(
z2nk < expected 4σ variance
) calculate znk by subtractingpseudorange error for chan-
nel m from channel i
• calculate row n of Hk
• n← n + 1
update filter w/ entire zk vector
end
next i
done
yes
no
yes
no
yes
no
Figure B.23: Algorithm flow chart for updateGPSPR() function. Explained in section
5.5.9
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updateSTR()
start
calculate ˆk, qˆ
Camk+k
ECI , zk
(‖zk‖ < 5◦) or(
‖zk‖2 < expected 4σ variance
)
• calculate Hk
• update filter
end
yes
no
Figure B.24: Algorithm flow chart for updateSTR() function. Explained in section
5.5.10
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