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ABSTRACT
In this paper, we examine the overfitting behavior of image
classification models modified with Implicit Background Estimation
(SCrIBE), which transforms them into weakly supervised segmen-
tation models that provide spatial domain visualizations without
affecting performance. Using the segmentation masks, we derive an
overfit detection criterion that does not require testing labels. In ad-
dition, we assess the change in model performance, calibration, and
segmentation masks after applying data augmentations as overfitting
reduction measures and testing on various types of distorted images.
Index Terms— Image classification, weak segmentation, ro-
bustness, overfit detection, data augmentation.
1. INTRODUCTION
As real-world applications of deep learning models become more
commonplace, so does the need to provide a means of intuitive feed-
back to users and domain experts regarding the reliability of outputs
in a variety of scenarios. In the case of a vehicle mounted camera,
where the inputs are natural images, a model may encounter inputs
that are corrupted due to environmental effects such as weather, mo-
tion blur, or lighting. When that corrupted image is part of a critical
decision system, it is imperative that any failures of the vision sys-
tem are handled safely. This means that the outputs from a corrupted
input are either blocked from contributing or the model performs
nominally despite the corruption. Though the latter is more desir-
able, it is very difficult to prove to hold outside of controlled experi-
mentation in a lab setting. Another challenge we face is that labeled
training data may not be readily available in real-world settings, re-
sulting in the risk of overfitting models. Oftentimes it is difficult to
determine whether a model overfits and its degree of overfit. Our
goal here is to explore a means of providing feedback to a user re-
garding the behavior of image classifiers under corrupted inputs and
limited training data.
In an image classification model, numerical measures on the
model performance are available, but we can acquire more insight
if visual information about what the model inspects when making a
classification decision are given on a pixel-wise level. Lehman et al.
propose a concept called Implicit Background Estimation (IBE) in
[1] that expresses the background in an image in terms of the fore-
ground and employs it in semantic segmentation tasks. IBE can be
incorporated into image classification tasks as well by making minor
changes to the neural network structure and training criterion. In this
way, the classification model is converted into a weakly supervised
segmentation model that provides coarse segmentation masks using
only image-level labels. Through these visualizations in the spatial
domain, we can better study the effects of overfitting and input per-
Fig. 1: Segmentation masks by subset size and data augmentation
for a sample plane image.
turbation on the models and how different data augmentations can
alter their performance and calibration under each circumstance.
Several intrinsic and extrinsic methods for detecting model over-
fit have been presented in literature. Intrinsic methods do not require
using a validation set in their detection; they only depend on the
model and training data. These include detection via adversarial ex-
amples [2] and counterfactual simulation [3]. Extrinsic methods uti-
lize testing data in determining overfit, such as the traditional method
of comparing testing and training fitness [4] and inspecting the cor-
relation of fitness values on training and testing sets [5]. A common
drawback of current overfit detection measures is the dependence on
testing labels and metrics related to accuracy or loss. To the best of
our knowledge, the only method that uses prediction maps as visual
output to detect overfit is considerably qualitative, and the quanti-
tative metric it proposes requires the use of testing labels [6]. In
contrast, in this paper we present a quantitative metric for overfit
detection attained through the segmentation masks produced by a
SCrIBE model that does not require testing labels.
Data augmentation, which increases the size of labeled training
data, has proven to be successful in alleviating overfitting and is a
heavily studied area. Several creative data augmentation methods
have been developed [7, 8, 9, 10, 11]. Some of these methods, such
as random erase [12] and adversarial data augmentation [13], are ro-
bust to occlusions or unseen data distributions. Several experiments
investigate the types and combinations of traditional transform data
augmentation in relation to their success in improving the perfor-
mance of overfit models. [14] and [15] reach the similar conclusion
that data augmentation is especially helpful for models trained with
10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
No Transform 0.762 0.801 0.824 0.820 0.829 0.834 0.846 0.858 0.867 0.872
RandomCrop 0.495 0.669 0.722 0.752 0.765 0.762 0.779 0.786 0.792 0.801
RandomHorizontalFlip 0.664 0.748 0.773 0.808 0.813 0.821 0.833 0.841 0.851 0.861
RandomRotation 0.706 0.792 0.811 0.817 0.834 0.844 0.849 0.854 0.864 0.869
RandomPerspective 0.603 0.720 0.770 0.786 0.796 0.804 0.819 0.825 0.840 0.846
ColorJitter 0.707 0.814 0.828 0.832 0.831 0.845 0.854 0.864 0.864 0.872
Combined 0.439 0.536 0.607 0.654 0.677 0.699 0.713 0.727 0.751 0.760
Table 1: Sparsity measures for different subset size and data augmentation training configurations.
a very small training set, and that a few simple augmentations are
more efficient than layering many complex ones. [15], [16], and [10]
further conclude that geometric transforms outperform color trans-
forms, with cropping, flipping, and rotation being the most effec-
tive. [10] demonstrates that cropping provides the largest individual
improvement, cropping with flipping is the best combination, and
color transforms work well when used in conjunction with cropping
and flipping. To the best of our knowledge, there has not been ex-
periment performed that assesses the robustness of data-augmented
models with perturbed testing data, nor any that explores the rela-
tionship between data augmentations and a model’s degree of overfit
and robustness. Experiments mentioned above that do examine de-
grees of overfit and data augmentation draw conclusions based on
quantitative measures like accuracy, but do not provide an intuition
as to how different data augmentation affect the model’s perception.
These are the major topics we will explore.
In this paper, we will demonstrate that the segmentation masks
obtained through SCrIBE models reveal the model’s level of overfit-
ting, and an overfit detection metric can be derived from them with-
out the need of testing image labels. The performance and calibra-
tion of models trained using various numbers of training samples and
several data augmentations are assessed on both the original testing
set and the testing sets distorted with different types and levels of
perturbation. We show that the segmentation masks provide mean-
ingful intuition on the distortions present in the input images as well
as the calibration of the model.
2. METHOD
2.1. Weak Segmentation with Implicit Background
By combining Implicit Background Estimation (IBE) [1] and Log-
SumExp Pooling (LSE) [17], we propose SCrIBE, a simple method
for learning segmentations predictions while training with only
image-level labels. LSE enables a tunable spatial aggregation to
transition between a Class Activation Map (CAM) and a logit vec-
tor to enable optimization with a one-hot vector. However, [17]
uses background images during training in addition to several post-
processing techniques. As background is the complement of the
foreground, it is natural to represent it as such in optimization
through IBE. By replacing Softmax with Sigmoid, σ, we can update
through each component n at pixel location i, j for logit, vi,j and
pixel label yi,j in the CAM by the following gradient update:
δL
δvi,j,n
=
{
− evi,j,n
1+
∑
FG e
vi,j,m n = Background
−yi,j,n(1− σ(vi,j,n)) n ∈ Foreground
2.2. Overfit Detection
The segmentation masks as shown in Fig. 1 and Fig. 3 are con-
structed from attention maps and unique hues assigned to each class.
The attention map is a grayscale image obtained by applying LSE
on the CAM and then passing it through Sigmoid. For each pixel, it
is closer to 1 if any class has been detected, and thus represents the
model’s decision region.
The appearance of the attention maps is indicative of a model’s
degree of overfit. When a model overfits, it perceives even the most
obscure features as being meaningful. Therefore, as can be seen
in Fig. 1, the attention area becomes smaller, less dilated, and has
clearer boundaries as the number of training samples increases, the
segmentation masks also tend to identify the pixels within a sin-
gle image as having features of only one class instead of multiple
classes. This pattern exists regardless of the data augmentation ap-
plied to the model, and in fact regardless of the distortions present in
the testing images as well. A simple quantitative measure is derived
from the attention maps that offers a clear and intuitive expression
of the model’s overfitting behavior and can be used to determine the
relative levels of overfit among multiple models. In the experiments
performed, it exhibits an increasing trend for all data augmentation
settings as the subset used to train the model gets larger, as demon-
strated by Table 1. This sparsity measure calculates the percentage
of zeros in each attention map averaged over the testing set:
Sparsity =
1
I
I−1∑
i=0
∑M−1
m=0
∑N−1
n=0 1[round(Ai[m,n]) = 0]
MN
where I = total number of testing images, Ai = attention map for
image i, M,N = dimensions of the attention maps (same as the
image size), and 1 is the indicator function.
3. EXPERIMENT
3.1. Setup
The dataset we use is CIFAR-10 [18], which consists of 50,000 train-
ing images and 10,000 testing images of size 32px×32px with three
color channels, divided into 10 classes. The model chosen is ResNet-
18 [19, 20]. The configuration comprises of separately training a
regular classification model and a SCrIBE model with:
• 10 subsets of training samples ranging from 10% to 100% of
the training set;
• 7 data augmentation settings using transforms from the Py-
Torch library [20]: no transform, RandomCrop, RandomHor-
izontalFlip, RandomRotation, RandomPerspective, ColorJit-
ter, and combining all of the above transforms;
and then testing both models on the original and perturbed images.
12 corruptions from ImageNet-C [21] are applied to the testing set,
are shown in Fig. 3; each corruption ranges from severity 1 to 5.
10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
I II I II I II I II I II I II I II I II I II I II
None 57.7 0.157 69.5 0.114 74.6 0.097 79.2 0.075 81.8 0.062 84.0 0.068 85.5 0.074 86.7 0.078 87.4 0.066 88.6 0.066
Crop 65.8 0.209 77.2 0.102 83.3 0.065 86.6 0.045 88.5 0.036 90.0 0.032 91.6 0.024 92.2 0.020 92.8 0.018 93.5 0
Hor. Flip 63.3 0.161 74.8 0.100 81.1 0.062 83.8 0.050 86.7 0.043 88.3 0.043 89.6 0.035 90.9 0.039 91.8 0.040 92.4 0.044
Rotate 65.4 0.112 75.9 0.065 81.7 0.064 84.7 0.051 87.0 0.043 88.6 0.041 90.0 0.040 91.3 0.040 91.4 0.048 92.3 0.049
Persp. 64.4 0.184 76.5 0.094 82.6 0.067 85.5 0.062 88.0 0.051 89.6 0.045 90.7 0.044 91.7 0.046 92.2 0.031 93.2 0.032
Color 64.4 0.125 72.0 0.097 76.8 0.081 79.4 0.070 82.0 0.061 84.7 0.064 85.7 0.059 87.0 0.055 87.1 0.062 88.5 0.070
Comb. 55.5 0.295 69.8 0.187 77.6 0.136 82.7 0.104 85.9 0.084 88.0 0.070 89.4 0.061 90.2 0.050 91.8 0.040 92.2 0.037
Table 2: Accuracy (%) and MSE with respect to the best performing SCrIBE model (Crop 100%). I = Accuracy, II = MSE.
Acc. (%) Conf. (%) ECE (%)
I II I II I II
None 87.7 88.6 93.3 95.7 5.7 7.2
Crop 92.4 93.5 95.1 97.1 2.7 3.6
Hor. Flip 91.2 92.4 94.7 96.8 3.5 4.4
Rotation 90.5 92.3 94.6 97.0 4.1 4.7
Perspective 92.0 93.2 94.4 96.7 2.6 3.5
ColorJitter 86.7 88.5 93.0 95.7 6.3 7.2
Combined 90.0 92.2 90.6 94.1 0.7 2.2
Table 3: Accuracy, confidence and expected calibration error of
SCrIBE and non-SCrIBE models for each data augmentation. I =
non-SCrIBE, II = SCrIBE. Models are trained with full training set.
Each model is trained for 30 epochs using a multi-step learn-
ing rate. The metrics we examine are accuracy, confidence, and ex-
pected calibration error (ECE) [22]. For the SCrIBE models, we also
inspect the segmentation masks and attention maps.
3.2. SCrIBE and Non-SCrIBE Models Comparison
As shown in Table 3, SCrIBE models have slightly higher accuracy,
confidence, and ECE for all augmentations, but the differences are
not significant. Additionally, they exhibit very similar performance
and calibration trends for various training configurations and testing
inputs. Therefore, the SCrIBE models can replace the non-SCrIBE
models without much effect on performance, while providing visu-
alizations that offer insight into the model’s decision-making.
3.3. Accuracy and Attention Region Alignment
Although accuracy is a universal measure used in evaluating model
performance, accuracy alone is not truly characteristic of a model’s
predictive power, since the correct decision might be made for the
wrong reasons. Based on experimental results, models trained with
RandomCrop and the full training set provide the highest accuracy
when tested on uncorrupted images. We use this as the baseline, cal-
culate the mean squared error (MSE) between each image’s attention
map acquired using models trained with other configurations and the
attention map obtained through this optimal model, then average all
MSE over the testing set. In this way, we can observe to what de-
gree the model’s decision areas match that of the optimal model, and
whether its accuracy reflects this alignment. The various training
configurations’ accuracy and MSE are included in Table 2. We see
that models that have high accuracy do not necessarily have a low
MSE, and vice versa. This points to the importance of incorporating
spatial domain visualizations in assessing model performance.
3.4. Data Augmentations
Data augmentations cause the attention regions to appear more
smeared and less well-defined. Since the goal of data augmentation
is to make models more generalizable, data-augmented models avoid
pinpointing sample-specific features and instead detect as large of
an attention region as possible, causing the attention maps to be less
sparse, as shown in Table 1. This behavior is more pronounced for
smaller training sets and when multiple transforms are present.
Fig. 1 illustrates that the attention regions are closely associated
with the calibration of a model. The ordering for data augmentations
based on decreasing number of disconnected clusters for small sub-
sets (increasing attention area for large subsets) agrees with the rank-
ing displayed in the ECE plot in Fig. 2 (from higher to lower error)
across all subsets, demonstrating the level of calibration each trans-
form provides. The above pattern is also displayed quantitatively in
the sparsity measures in Table 1. This behavior suggests that small
attention areas are indicative of poorly calibrated models.
3.5. Input Perturbations
All perturbations degrade performance, but brightness, saturate,
blurring, and JPEG compression do not affect the performance dras-
tically. On the other hand, corruptions related to noise cause the
performance and calibration trends to be chaotic even at low levels.
Corruptions that remove details from images tend to trick the
model into detecting classes that depend on shapes and contours; on
the other hand, corruptions that add distracting information cause
the model to have false detection of classes that rely on texture. For
example, when images corrupted with high levels of brightness are
tested on a highly overfit model, many images are incorrectly seen
to have plane and ship features, possibly because increased bright-
ness destroys details that are features of other classes. Similarly,
when encountering images with decreased contrast, the models tend
to detect deer, plane, and ship; these classes are recognized by fea-
tures that have sharp corners and clean contours that stand out from
the background. Gaussian noise, impulse noise, spatter, and snow
tend to trick the model into falsely perceiving images as having frog
and bird features, since the textures of frogs and birds imitate noise.
This effect is especially prominent in Gaussian and impulse noise,
where even low levels of noise significantly disrupt the segmenta-
tion masks, and for higher levels of noise, almost all images are seen
to have frog and bird features. High levels of increased saturation ex-
hibit similar behavior to noise distortions due to artifacts introduced
by severe saturation that resemble noise. In the case of fog distortion,
many images, and almost all images for the combined augmentation
case, are detected to have cat features, possibly because the cloudy
distortion imitates the fur of cats. Fig. 3 provides an illustration of
the segmentation masks behavior discussed above.
Data augmentations that are related to and compensate for the
distortion generally exhibit the best performance and calibration.
Fig. 2: Performance and calibration plots for SCrIBE models when tested on uncorrupted images.
Fig. 3: Sample corrupted segmentation masks (level 3 severity). Model used here is trained with full training set and RandomCrop.
For example, ColorJitter has a clear advantage over other augmenta-
tions when tested with brightness, contrast, saturation, and fog dis-
tortions. RandomPerspective is the most effect with defocus blur
and motion blur, since manipulating the perspective might induce
stretching and blurring that can be learned during training. Random-
Crop works the best with zoom blur, because images corrupted with
zoom blur are not only blurred but also slightly zoomed-in, causing
some of the outer edges to be cut off. RandomRotation helps the
most with Gaussian noise, impulse noise, spatter, and snow, often
providing reasonable trends when results from other data augmenta-
tions appear chaotic, since it trains the model to look for high level
contours. Combining all augmentations usually results in the lowest
calibration error but never the highest accuracy for any distortion.
4. CONCLUSION
We have demonstrated that the segmentation masks obtained through
a SCrIBE model provide intuitive insight on the spatial features the
model inspects in making a decision under different scenarios such
as the model’s degree of overfitting, the data augmentation used,
and the distortions present in the testing set. We have discussed the
model’s performance and calibration in each case and concluded that
a SCrIBE model can be used in place of the original model without
compromising performance. The relationship and trade-off among
the configurations have been explored, and an overfit detection met-
ric is derived from the attention maps without using testing labels.
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