In this study, a hybrid model of least square support vector machine-gamma test (LSSVM-GT) is proposed for estimating daily ET o under arid conditions of Zahedan station, Iran. Gamma test was used for selecting the best input vectors for models. The estimated ET o by LSSVM-GT model with different kernels of RBF, linear and polynomial, were compared with other hybrid approaches including ANN-GT, ANFIS-GT, and empirical equations. The gamma test revealed that climate variables of minimum and maximum air temperature and wind speed are the most important parameters. The LSSVM model performed better than the ANFIS and ANN models when similar meteorological input variables are used. Also, the performance of the three models of LSSVM, ANFIS, and ANN were better than the empirical equations such as Blaney-Criddle and Hargreaves-Samani. 
MATERIALS AND METHODS

Model parameter selection using Gamma test
The calibration and evaluation of models need the optimum combination selection of input parameters which is difficult and time-consuming. The gamma test is used to overcome this problem, as it is a robust algorithm for finding the best smooth model inputs from parameters. The GT procedure assumes a set of M input/output observations as:
where xϵR is vector input and the corresponding yϵR is scalar output. The relationship between input and output is expressed by:
where f is a smooth function with restricted gradient, and r is a stochastic variable that represents the noise with mean zero. Even though f is unknown, the gamma test computes an approximation for the var(r) from the dataset ( Jones If two points are close in input space, then their corresponding outputs should be close together in the output space.
Otherwise, the difference between output distances is considered as a noise (Karimaldini et al. ) .
If N[i, p] be the p th nearest neighbors to x i , then delta function can be written (Durrant ) as: 
In Equation (5) 
where σ 2 (y) is the output variance of y. A V ratio close to zero shows there is a high degree of predictability of the given output y and V ratio close to 1 indicates the output y is sto- According to the LSSVM model, the non-linear function can be represented as:
where f indicates the relationship between the climatic variables and ET o , w is the m-dimensional weight vector, φ is the mapping function that maps x into the m-dimensional feature vector, and b is the bias term (Shu-gang et al. ).
The LSSVM involves solving the following optimization problem:
with constraints
where e i is error vector for x i and γ is positive constant which determines the degree of penalized losses when a training error occurs (regularization constant parameter) (Yu et al. ) .
For solving the optimization problem, the Lagrange multipliers (α i ) enter into the objective function, and in this case, the constraint problem changes to an unconstraint problem.
The optimal conditions can be obtained according to
Karush-Kuhn-Tucker (KKT), by taking the partial derivatives:
The procedure of the LSSVM regression algorithm is illustrated in Figure 1 .
For a kernel function and γ > 0, the LSSVM function is given as follows (Khemchandani & Chandra ):
where k(x, x i ) is a kernel function. In this case, the nonlinear RBF, polynomial, and linear kernels were used and are defined as:
Linear:
where σ, c, and d are the kernel function parameters for RBF and polynomial kernels.
Artificial neural networks
ANN is a proper mathematical structure that has an inter- 
).
During the learning process, the weights and the neural biases are iteratively adjusted to minimize errors (Kisi et al. ) . In this study, a model based on a feed forward neural network with a single hidden layer was used for designing ANN networks. A typical three-layer feed forward ANN is given in Figure 2 and Equation (16) as:
where I i is the input value to node i of the input layer, V j is the hidden value to node j of the hidden layer, O k is the output at the node k of the output layer, and g 2 is the activation function for the output layer. The w ji controls the strength of the connection between the input nodes i and the hidden node j, and the w jk controls the strength of the connection between the hidden node j and the output node k.
In this study, a back-propagation algorithm was used for ANN training. The information given to a neural network is propagated layer-by-layer from the input layer to the output layer through none, one, or more hidden layers. Depending on the learning algorithm, it is also possible that information is propagated backward through the network. The connection weights (w ji , w kj ) of the networks are learned through training in which large numbers of input-output pairs are introduced to the network. In a repetitive process, the weights are corrected, the input pattern is introduced to the network, the output z pk is made as prediction, and then predicted output is compared to the target output t pk .
The total error E p , based on the squared difference between predicted and target outputs for pattern p, is computed as where v pk is the error of k output from p data pattern. In this study, input vector is climatology parameters optimized by GT and the output vector is the ET o predictions.
Adaptive neuro fuzzy inference system
An adaptive neuro fuzzy inference system (ANFIS) statement is an adaptive fuzzy inference system which works based on the abilities of ANN. ANFIS has the abilities of realization and perception of the phenomenon without the need for mathematical governing equations (Riahi-Madvar
. Figure 3 illustrates a Sugeno fuzzy and an ANFIS system with two inputs (x), one output (y), and two rules as:
In the first layer, every node is a fuzzy set and any output of any node links to the membership degree of the input variable. The membership function shape is determined using shape parameters (Zadeh ). Membership functions of fuzzy sets are usually shown as ( Jang ):
where x is input value to i node, and c i , b i , and a i are membership function parameters of this set which are usually called 'if' parameters.
In the second layer, every node computes the activation degree of any rules as:
where μ Ai (x) is the membership degree of x in A i set, and
is the membership degree of y in B i set.
In the third layer, i node computes the ratio of activity degree of i rule to the sum of activation degree of all rules as:
where w n i is normalized membership degree of i rule. In the fourth layer, output of any node is calculated as:
where r i , q i , and p i are the adaptive parameters of the layer that are called consequent parameters.
In the fifth layer, every node computes the final output value of any node:
In this model, the main training algorithm is error back-propagation. By using a gradient descent algorithm, 
where ET o is reference evapotranspiration (mm day À1 ), D is slope of the saturation vapor pressure function (kPa 
where T mean is the mean air temperature ( C), P is the mean annual percentage of daytime hours that can be obtained 
where R a is water equivalent of extraterrestrial radiation (mm day À1 ).
The linear regression equation was produced between
ET o computed by FAO-56 PM and empirical equations as Equation (28). Empirical equations were calibrated using this regression equation:
where Y is ET o computed by FAO-56 PM (mm day À1 ), X is ET o computed by empirical equations (mm day À1 ), a is slope, and b is intercept.
Evaluation criteria
In this study, the comparison between results of models was done using the coefficient of determination (R 2 ), mean absolute error (MAE), and root mean square error (RMSE). The MAE and RMSE measure the degree of fitness at the aver-
where N is the number of data, P i is predicted value, O i is 
where Y x is the number of computed ET o for which the absolute relative error is less than x% of the model.
Case study
In this study, daily climatic data from Zahedan station 
where x in is normalized data, x i is original data, x min is the minimum value of original data, and x max is the maximum value of original data.
A precise measurement of meteorological variables is an important issue in ET o studies. Thus, it is necessary to investigate the accuracy of meteorological data. In this paper, evaluation of meteorological data was conducted using recommendations in guidelines of FAO-56 PM (Allen et al.
) and ASCE reports (Allen ).
The FAO-56 PM method was proposed as the standard 
Modeling framework
In this study, six climate variables that have been measured at the Meteorological Organization of Iran, including T min , T max , T dew , RH mean , n, and U 2 are used for training and testing of LSSVM, ANN, and ANFIS models. Combining these variables creates 63 different combinations of input variables, and 30 additional combinations are also created by using solar radiation (R s ) instead of sunshine hours, for example, I 1 :
In previous studies on ET o , a trial and error approach was used for input variable selection. 
RESULTS AND DISCUSSION
The whole dataset was divided into two parts and 75 and 25% of the dataset were selected for training and testing, respectively. The first dataset of 1982-1997 was used for training the models and the remaining data (1998) (1999) (2000) (2001) (2002) (2003) was utilized to test the models.
Empirical equations result
In order to evaluate the performance of the climate-based models, the computed ET o values using Blaney-Criddle Figure 6 . Also, Figure 7 shows the comparison plots, between the daily estimated ET o values by empirical models and those obtained from the FAO-56 PM model. As seen from Figure 7 , two empirical models 
GT input selection results
The Spearman correlation matrix between the input variables and output is given in In this study, the best combinations of the input dataset were determined with GT to assess their influence on the Table 3 . These input combinations were evaluated by LSSVM, ANFIS, and ANN models in the present study. In Table 3 , the input vectors of I 11 and I 12 include the same climate inputs required for the Blaney-Criddle and Hargreaves-Samani equations, respectively. As shown, the I 1 input vector with parameters of T max , T dew , RH mean , R s , U 2 had the least values of gamma and V ratio , although its result was similar and near to those of the I 2 , …, I 7 input vectors. The input vectors I 11 and I 12 had higher values of gamma and V ratio than the other input vectors. The V ratio , gradient, and standard error of Γ represent (Table 2) .
LSSVM, ANN, ANFIS hybrid with GT model results
The LSSVM model with three kernels including RBF, polynomial, and linear were implemented by three different As shown in Table 4 , the RBF-LSSVM4 model with input variables of maximum, minimum, and dew point air temperature, mean relative humidity, solar radiation, and wind speed had the best performance (RMSE ¼ 0.1 mm day
À1
, MAE ¼
mm day
À1
, and R 2 ¼ 0.99) among the LSSVM models.
Also, the RBF-LSSVM1, RBF-LSSVM2, RBF-LSSVM3, and RBF-LSSVM5 provided the same results with Based on the results, the ANN model has better accuracy than the ANFIS in both training and testing phases (). It is noticeable that, by using a suitable choice of kernel, the dataset can be separable in the feature space to obtain non-linear algorithms, while the dataset is non-separable in the original input space (Bray & Han ) .
After evaluation of the overall accuracy of the models, Hargreaves-Samani has the worse accuracy for daily ET o estimation at Zahedan station.
Error distribution analysis
In addition to calculating the average estimation error, evaluating the distribution of estimation error is important to find the applicability of any model to predict the daily the model which lead to fast training and low computational cost. Therefore, the LSSVM is able to choose the main support vectors from the model in the training process. This allows the model to avoid over-fitting and lead to better generalization of LSSVM performance than ANFIS and ANN models (Zhou et al. ) . In addition, the LSSVM will always find a global minimum by solving a convex optimization problem (Quej et al. ) . Hence, it seems the LSSVM model has a robust theoretical background making it more certain than the ANN and ANFIS models (Noori et al. ) .
CONCLUSIONS
In this study, the potential of the LSSVM model in comparison with ANFIS and ANN models' hybrid with gamma test for estimating FAO-56 PM reference evapotranspiration was evaluated. Three models were trained and tested using cli- The LSSVM model developed in this study will be useful to accurately quantify the crop water use and develop effective irrigation plans for the conservation of water resources at a farm as well as on a regional scale.
The application of estimator models like ANN, ANFIS, and LSSVM is not common for irrigation scheduling in Iran.
The LSSVM model that was developed in this study will be useful to precisely calculate the daily ET o at a farm and regional scale. Hence, this model can be used to develop Figure 12 | Error distributions of (a) training and (b) testing phases of three models for estimating ETo at Zahedan station.
