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We theoretically demonstrate the ability of electron beams to probe the nonlinear photonic re-
sponse with nanometer spatial resolution, well beyond the capabilities of existing optical techniques.
Although the interaction of electron beams with photonic modes is generally weak, the use of optical
pumping produces stimulated electron-light interactions that can reach order-unity probabilities in
photon-induded near field electron microscopy (PINEM). Here, we demonstrate that PINEM can
locally and quantitatively probe the nonlinear optical response. Specifically, we predict a depen-
dence of PINEM electron spectra on the sample nonlinearity that can reveal the second-harmonic
(SH) response of optical materials with nanometer resolution, observed through asymmetries be-
tween electron energy losses and gains. We illustrate this concept by showing that PINEM spectra
are sensitive to the SH near field of centrosymmetric structures and by finding substantial spectral
asymmetries in geometries for which the linear interaction is reduced.
I. INTRODUCTION
Electron microscope spectroscopies have evolved into a
powerful set of techniques capable of providing structural
and dynamical information of materials with nanome-
ter/femtosecond/meV space/time/energy resolution [1–
23]. In particular, low-loss electron energy-loss spec-
troscopy (EELS) can nowadays access local spectral in-
formation on plasmons in metallic nanostructures [24–
29], excitons in semiconductors [30], phonons in ionic
crystals [5, 14] and graphene [31], and atomic vibrations
in molecules [22, 32]. Additionally, ultrafast temporal
resolution is achieved in PINEM by synchronizing the
time of arrival of femtosecond electron and optical pulses
at the sample [2–4, 6–12, 15–21]. Recent proposals fur-
ther extend light-matter interactions in PINEM to pro-
duce attosecond electron pulses [15, 33], electron entan-
glement [34], probe photon statistics [35], and perform
quantum computations [36].
The high spatial resolution enabled by electron beams
could also find application in the mapping of the non-
linear optical response in nanostructures, which is im-
portant from both fundamental and applied viewpoints
to better understand and improve the performance of
nonlinear nanophotonic devices [37–39]. However, de-
spite the widespread use of electron-beam spectroscopies
to characterize the linear response of nanomaterials, the
higher-order nonlinear response is generally considered
unreachable because of the weak interaction between in-
dividual beamed electrons and sample excitations. This
scenario is substantially changed in PINEM, where sam-
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ple modes are populated through external optical pump-
ing to high occupation numbers that can yield scattering
probabilities of order unity, effectively resulting in mul-
tiple quanta exchanges between the electron probe and
the optical field, observed to generate up to hundreds of
loss and gain orders [20, 21]. Additionally, the femtosec-
ond duration of both electron and optical pulses allows
employing high light intensities that can trigger substan-
tial nonlinearities without damaging the sample. The
prospects are therefore excellent for the use of PINEM
to probe the nonlinear optical response of materials at
length scales determined by the subnanometer transver-
sal size of focused electron beams. This represents a rad-
ical improvement in terms of noninvasiveness, intrinsic
phase sensitivity, and spatial resolution compared to ex-
isting nonlinear characterization techniques relying on ei-
ther far- [40, 41] or near-field optics [40, 42–46].
In this Letter, we theoretically demonstrate the poten-
tial of PINEM to quantitatively probe the nonlinear op-
tical response with nanometer spatial resolution. Specif-
ically, we focus on the sampling of SH fields, which are
revealed as asymmetries in the PINEM spectra. We il-
lustrate this concept by first considering spherical gold
nanoparticles, which, despite their centrosymmetry, dis-
play an evanescent SH near field that gives rise to sub-
stantially modified transmission electron spectra under
attainable ultrafast illumination intensities below the
damage threshold. We further explore the interaction
with nanorods as an example of configuration in which
linear-field coupling is strongly reduced, further increas-
ing the spectral asymmetry to the 10% level. Our re-
sults support PINEM performed with variable illumi-
nation frequency as a nonlinear optical characterization
technique with unsurpassed combination of spatial and
spectral resolution.
Energy-momentum mismatch prevents absorption or
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FIG. 1: Nanoscale sampling of the nonlinear optical response.
An optical pump at the sampling frequency ω0 illuminates a
nanoparticle in coincidence with the arrival of a focused elec-
tron. If the particle responds linearly, the EELS spectrum
presents a symmetric distribution of stimulated loss (ω > 0)
and gain (ω < 0) features (red curve). Nonlinear response
in the particle generally produces harmonic optical fields at
multiples of ω0, which are revealed through an asymmetric
EELS spectrum (blue curve). We illustrate this effect by tak-
ing |β1| = 1, |β2| = 0.1, δ = 0, ~ω0 = 1 eV, and a Lorentzian
broadening of 300 meV (see main text).
emission of photons by electrons in free space. In con-
trast, translational-symmetry breaking in illuminated
nanostructures enables such coupling [47, 48], which is
mediated by near-field components that give rise to mul-
tiple exchanges of photons between the electron and
the optical field (Fig. 1). More precisely, when ne-
glecting nonlinear optical fields, the electron-light in-
teraction is fully captured by the parameter [3, 4, 49]
β1 = (e/~ω0)
∫
dz E
(1)
z e−iω0z/v, where E
(1)
z is the linear
electric field component along the direction of the elec-
tron velocity v = vzˆ, integrated over positions z along
the electron trajectory, and ω0 is the light frequency. The
transmitted electron spectrum is then characterized by
loss (` < 0) and gain (` > 0) peaks (electron energy
change `~ω0) of integrated probability P` = J2` (2|β1|) de-
fined in terms of Bessel functions J` (Fig. 1, red curve).
We remark that, although multiple peaks are produced
in the spectrum, the interaction is fully controlled by the
single parameter β1, which is linear in the electric field.
As we show below, the nonlinear response associated
with the nanostructure can produce near fields at fre-
quencies that are multiples of ω0 and result in asymme-
tries of the electron spectrum (Fig. 1, blue curve) like
those observed under external illumination consisting of
superimposed harmonics [15]. In what follows, we focus
on gold nanoparticles, in which the bulk second-order
nonlinear response cancels due to inversion symmetry of
the crystal lattice, while the surface SH response is rel-
atively large compared with other materials [41, 50–53]
and can be substantially enhanced due to field amplifi-
cation mediated by surface plasmons [37–39]. For sim-
plicity, we neglect higher-order nonlinear terms, which
should be comparatively smaller under the conditions
considered below.
II. THEORETICAL DESCRIPTION OF
NONLINEAR PINEM
We extend previously developed PINEM theory [3, 4,
49] to incorporate both the fundamental and SH fields
in the electron-light interaction. While previous works
have considered superimposing fundamental and higher-
harmonic fields in PINEM [15], we now take into account
the intrinsic SH response generated in the nanostruc-
ture. More precisely, we consider an incident electron
with small energy and momentum spread relative to cen-
tral values E0 and ~k0, so that its wave function can
be written as ψ(r, t) = ei(k0·r−E0t/~)φ0(r, t) in terms of a
smooth function φ0(r, t) that undergoes only small varia-
tions over each optical period. After PINEM interaction,
the transmitted electron wave function is given by this
expression with φ0 replaced by φ = φ0
∑
` f` e
i`ω0(z/v−t),
where the electron is taken to move along z and the
sum extends over components associated with an effec-
tive number of exchanged photons ` (> 0 for gain and
< 0 for loss). The amplitudes of these components are
found to be (see Appendix)
f` = e
i` arg{−β1}
∞∑
n=−∞
e−inδJ`+2n (2|β1|) Jn (2|β2|) ,
where
βj =
e
~jω0
∫ ∞
−∞
dz E(j)z (R0, z)e
−ijω0z/v (1)
describes the interaction with the fundamental (j = 1)
and SH (j = 2) fields of frequency jω0,
δ = arg{β2} − 2 arg{β1} (2)
captures the dependence on the relative phase of both j
fields, and the impact parameter R0 = (x0, y0) defines
the position of the electron beam under the assumption
that its transversal size is small compared with the op-
tical fields under consideration. The probability associ-
ated with an electron energy change `~ω0 is simply given
by P` = |f`|2, which obviously depends on the coupling
strengths |βj |, but also on the phase difference δ. Inci-
dentally, Eqs. (1) and (2) predict a phase δ independent
of any displacement in the position z of the field relative
to the electron wave function.
In practice, we expect to deal with small values of the
SH coupling coefficient |β2|, for which the probability of
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FIG. 2: Second-harmonic-induced asymmetry in the PINEM spectra. We plot the asymmetry parameter A` [Eq. (4)] in the
|β2|  1 limit (a) and for larger values of this parameter (b). We consider selected sideband orders ` and take δ = 0.
the sideband ` reduces to
P` = J
2
` (2|β1|) + |β2| C`(2|β1|) cos δ, (3)
where C`(x) = 2J`(x) [J`+2(x)− J`−2(x)] (see Ap-
pendix). This expression shows that P` deviates max-
imally from the linear PINEM regime when δ is a mul-
tiple of pi, a result that is also maintained for arbitrar-
ily large values of |β2| (see Appendix). Importantly, SH
components enter the PINEM probability through a lin-
ear correction in the SH field amplitude instead of its
intensity, thus facilitating the determination of the non-
linear material response for the expected low values of
|β2|. Additionally, when the linear PINEM coefficient
vanishes (β1 = 0), one obtains a regular PINEM spec-
trum with sidebands separated by 2~ω0, as determined
by the SH coupling coefficient β2, which for |β2|  1
produces probabilities P` ≈ |β2|2`/`!2.
As a way of capturing the spectral asymmetry observed
in Fig. 1 due to nonlinear interactions, we define the pa-
rameter
A` = P` − P−` (4)
(difference between gain and loss probabilities in side-
bands ` and −`), which for small |β2|, using Eq. (3),
becomes A` ∝ |β2/β21 |, with a coefficient of proportional-
ity 2|β1|2C`(|β1|) cos δ that depends on the illumination
intensity. Obviously, the ratio |β2/β21 | is independent of
light intensity, therefore facilitating the determination of
the nonlinear SH response upon direct inspection of the
asymmetry parameters A`. Additionally, the order ` that
is best suited to resolve the nonlinear behavior depends
on the range of |β1|, as shown in Fig. 2(a) for small |β2|
and Fig. 2(b,c) for a larger range of this parameter.
In what follows, we calculate the SH field by consid-
ering a distribution of surface dipoles oriented along the
local surface normal nˆs with a polarizability per unit area
at each surface position s given by [54]
P(2)s = χ⊥⊥⊥
[
nˆs ·E(1)(s)
]2
nˆs, (5)
where χ⊥⊥⊥ is the dominant component of the SH sur-
face susceptibility (other tensor components are negligi-
ble in metals [54–57]), and the linear field E(1) needs
to be evaluated for the illumination frequency ω0 at a
point immediately inside the metal. We obtain E(1) by
solving Maxwell’s equations with a light plane wave as
a source and the gold described through its tabulated
frequency-dependent dielectric function [58]. From here,
we obtain the SH field E(2) by again solving those equa-
tions with the surface dipole distribution [Eq. (5)] as a
source. These fields are then inserted into Eq. (1) to pro-
duce the coupling parameters βj . Incidentally, the SH
field entering β2 is equivalently obtained using the reci-
procity theorem from the field produced by the passing
electron at frequency 2ω0 on the particle surface, which
results in a substantial reduction of computation time
(see Appendix).
III. PROBING THE SECOND-HARMONIC
NEAR FIELD IN CENTROSYMMETRIC
STRUCTURES
Although inversion symmetry prevents far-field SH
generation, an evanescent field at frequency 2ω0 can still
exist in the vicinity of such illuminated nanostructures
and interact with a passing electron to produce PINEM
asymmetries. We illustrate this possibility by considering
a spherical gold nanoparticle (Fig. 3) based on an analyt-
ical solution of this problem in the quasistatic limit (see
details in Appendix), which, given the small diameter of
the particle under consideration (20 nm), we find to be in
excellent agreement with numerically obtained retarded
calculations. As expected [59–61], the linear near field
exhibits a characteristic dipolar pattern oriented along
the incident polarization, while the SH field displays a
quadrupolar profile [Fig. 3(a)]. Additionally, a promi-
nent ∼ 2.4 eV particle plasmon is observed in the spec-
tral dependence of both linear and SH near fields [Fig.
3(b)], with maximum intensity at the sphere poles. For a
100 keV electron passing 2 nm away from the upper pole,
we obtain a regular PINEM spectral profile describable
through the probabilities J2` (2|β1|) when neglecting non-
linear effects [Fig. 3(c)], while inclusion of SH response
produces a substantial asymmetry for experimentally fea-
sible light field amplitudes [Fig. 3(d)], thus corroborating
that the electron can indeed sample SH near fields despite
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FIG. 3: PINEM sampling of the second-harmonic near field
in a gold sphere. (a) A linearly polarized light plane wave (ex-
ternal field Eext, frequency ω0) excites a gold sphere (20 nm
diameteter) giving rise to induced fields E(1) and E(2) at the
fundamental (ω0) and SH (2ω0) frequencies, respectively. We
show electric field lines outside the particle in the plane de-
fined by the light polarization and propagation directions for
~ω0 = 2.4 eV. (b) Spectral dependence of the linear (blue
curve) and SH (red curve) near-field intensity at the position
of the crosses (distance b = 2nm from the surface), normal-
ized by using |Eext|, the SH susceptibility χ⊥⊥⊥, and the
distance b. (c) Spectral and light-field-amplitude dependence
of the PINEM electron probability for ~ω0 = 2.4 eV in the ab-
sence of nonlinear particle response (χ⊥⊥⊥ = 0) for 100 keV
electrons passing 2 nm outside the surface along the trajectory
indicated by the black arrows in (a). We introduce a 0.3 eV
Lorentzian broadening for clarity. (d) Same as (c), but in-
cluding SH fields for a typical nonlinear susceptibility [55, 56]
χ⊥⊥⊥ = 10−18 m2/V.
the symmetry of the particle.
IV. EFFECT OF CANCELLATION OF LINEAR
PINEM
By virtue of symmetry, β1 should vanish for an elec-
tron passing through the center of a gold nanorod under
the orientation and illumination conditions shown in Fig.
4(a). By numerically calculating the βj coefficients as de-
scribed above, we indeed observe a vanishing of β1 for the
central trajectory [Fig. 4(b,c)], while |β2| takes sizeable
values even for a moderate, experimentally feasible inci-
dent light amplitude < 108V/m [7]. When moving the
electron beam away from the rod center, the coupling co-
efficients change significantly, but in all cases display a
prominent ≈ 1.63 eV spectral feature associated with the
rod dipolar plasmon [Fig. 4(b)]. In the central trajectory,
although β1 = 0, the nonzero β2 produces a symmet-
ric spectrum with small integrated inelastic probability
∝ |β2|2 (see above). It is therefore convenient to have a
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FIG. 4: Spatial dependence of nonlinear PINEM. (a) We con-
sider a gold nanorod (100 nm long, hemispherical caps) illumi-
nated with polarization along the particle axis. (b) Absolute
values of the coupling coefficients |β1| (solid lines) and |β2|
(dashed lines) as a function of light frequency ω0 for electron
beams (100 keV) crossing the rod axis at the positions indi-
cated by the color-coordinated downward arrows in (a), exter-
nal field amplitude |Eext| = 5×107 V/m, and SH surface sus-
ceptibility χ⊥⊥⊥ = 10−18 m2/V. (c) Electron-beam-position
dependence of |β1| (green) and |β2| (orange) for ~ω0 ≈ 1.63 eV
on resonance with the dipolar rod plasmon. The inset shows
the phase δ close to the rod center. (d) Asymmetry parameter
A` extracted from (c) near the rod center.
suitable nonzero value of |β1| to better observe nonlin-
ear effects (see Fig. 2). Such a regime can be reached
for beam positions slightly off the rod center, as shown
in Fig. 4(c) as the electron beam is scanned along the
rod for illumination on resonance with the dipolar rod
plasmon. Remarkably, the resulting spectral asymmetry
reaches A1 ∼ −10% in the first sideband [Fig. 4(d)] under
the considered realistic conditions.
V. CONCLUDING REMARKS
In summary, our results support the use of stimulated
light-electron interactions near nanostructures to locally
and quantitatively probe the nonlinear response of the
materials forming them. This idea can directly be imple-
mented through careful analysis of PINEM data using
existing microscope setups. Importantly, signatures of
the second-harmonic response appear as contributions to
the electron spectra scaling linearly with the nonlinear
field amplitude, rather than its intensity. Further study
is needed to explore the ability of resolving higher-order
nonlinear processes. Improvements in the nonlinear de-
tection efficiency could arise by making the electron in-
5teract with additional illuminated structures, whereby
the linear coupling coefficient β1 could be manipulated
to better resolve the nonlinear contribution β2. Com-
bined with tomography through sample and light beam
rotation and spatial sampling of the near field, more de-
tailed information on the spatial dependence of the non-
linear response could be also obtained. Exploiting these
methods, an interesting possibility is presented by quan-
tum nonlinearites present in Jaynes-Cummings coupling
[62] of quantum optical emitters in optical cavities. In
brief, tightly focused electron beams can facilitate the
determination of the optical nonlinear response for small
amounts of material with unprecedented spatial resolu-
tion using currently available ultrafast electron micro-
scopes.
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Appendix A: Electron wave function and spectra in nonlinear PINEM
Following a previous theoretical formulation of PINEM interactions [17], we write the electron wave function as
ψ(r, t) = ei(k0·r−E0t/~)φ(r, t)
for an electron of momentum and energy components tightly focused around ~k0 and E0, where
φ(r, t) = φ0(R0, z, t) exp
[−ie
~c
∫ t
−∞
dt′Az(R0, z + vt′ − vt, t′)
]
, (A1)
φ0 defines the incident wave function profile, and
A(R0, z, t) =
−ic
ω0
∞∑
j=1
[
1
j
E(j)(R0, z, t)e
−ijω0t
]
+ c.c. (A2)
is the light vector potential, in which we assume continuous-wave illumination for simplicity and introduce the contri-
bution of different harmonics j due to the nonlinear response of the sample. We consider the electron to move along
the z direction and the electron beam to be focused at a lateral position R0 = (x0, y0) with a transversal size that is
small compared with the spatial variation of any of the optical fields involved in the interaction. Upon insertion of
Eq. (A2) into Eq. (A1), we readily find
φ(r, t) = φ0(R0, z, t) exp
2i ∞∑
j=1
|βj(z)| sin(arg{βj(z)}+ jω0(z/v − t))
 ,
where
βj(z) =
e
j~ω0
∫ z
−∞
dz′E(j)z (R0, z
′)e−ijω0z
′/v (A3)
is the j harmonic coupling coefficient. We now use the Jacobi-Anger relation [63]
exp [(x/2)(u− 1/u)] =
∞∑
n=−∞
unJn(x)
with u = exp [i(arg{βj(z)}+ jω0(z/v − t))] to write
φ(r, t) = φ0(R0, z, t)
∞∏
j=1
∞∑
nj=−∞
einj(arg{βj(z)}+jω0(z/v−t))Jnj (2|βj(z)|).
6This expression is general and can be readily applied to include an arbitrarily large number of harmonics. In our
study, we specify it to only j = 1 (fundamental mode) and j = 2 [second-harmonic (SH) mode], so it readily simplifies
to
φ(r, t) = φ0(R0, z, t)
∞∑
`=−∞
f` e
i`ω0(z/v−t),
where
f` = e
i` arg{−β1}
∞∑
n=−∞
e−inδJ`+2n(2|β1|)Jn(2|β2|) (A4)
and
δ = arg{β2} − 2 arg{β1}. (A5)
We apply Eqs. (A4) and (A5) in the main text with the definition βj ≡ βj(z =∞).
Appendix B: Asymmetry parameter
Definition.—We define the asymmetry parameter associated with a sideband ` from the probabilities P` = |f`|2 as
A` = P` − P−`,
bound to the range −1 ≤ A` ≤ 1 because 0 ≤ P` ≤ 1. However, we find them to be numerically bound to smaller
ranges of sizes decreasing with increasing ` as −0.23 . A1 . 0.53, −0.20 . A2 . 0.45, −0.16 . A3 . 0.38, etc.
Vanishing points.—Interestingly, these parameters vanish simultaneously for all sidebands when the phase defined
in Eq. (A5) takes values δ = (2m + 1)pi/2, where m runs over integer numbers, as we can readily verify upon direct
inspection of the expression
A` = |f`|2 − |f−`|2 =
∑
n,n′
[
1− (−1)n+n′
]
αnn′ cos[(n− n′)δ]
= 2
∑
n,n′
odd n+n′
αnn′ cos[(n− n′)δ],
written in terms of the symmetric coefficients
αnn′ = αn′n = J`+2n(2|β1|)J`+2n′(2|β1|)Jn(2|β2|)Jn′(2|β2|)
by direct application of P` = |f`|2 with f` given by Eq. (A4).
Stationary points.—The derivative of A` with respect to δ renders sin[(n − n′)δ] functions that obviously vanish
when δ is a multiple of pi.
Small β2 limit.—For the |β2|  1 values that we expect to encounter in practice (i.e., for currently existing
nonlinear materials, and in particular for the gold nanoparticles considered in this work), using the series expansion
Jn≥0(x) = (x/2)n
∑∞
k=0(−x2/4)k/k!(n+ k)! and the property Jn(x) = (−1)nJ−n(x) in Eq. (A4), we find
f` = e
i` arg{−β1}
{
J`(2|β1|)
+ |β2|
[
e−iδJ`+2(2|β1|)− eiδJ`−2(2|β1|)
]
+ |β2|2
[
e−2iδJ`+4(2|β1|) + e2iδJ`−4(2|β1|)− J`(2|β1|)
]}
+O(β32),
from which we only retain up to linear terms in β2 in the main text.
7Appendix C: Analytical linear and SH coupling coefficients for a small sphere in the quasistatic limit
Linear field produced by an illuminated sphere.—The general solution of the electric potential satisfying the Laplace
equation in a homogeneous region of space can be written in spherical coordinates as
φ(r, θ, ϕ) =
∞∑
l=0
l∑
m=−l
(
Almr
l +
Blm
rl+1
)
Ylm(θ, ϕ), (C1)
where Ylm(θ, ϕ) are spherical harmonics and Alm and Blm are constant expansion coefficients. We now consider a
homogenous sphere of radius a and permittivity j evaluated at a frequency jω0 (taken in general as a harmonic j of
the fundamental frequency ω0). This frequency is imposed by an external potential produced by sources assumed to
be placed outside the particle (see below). We can separate the external potential in the sphere region as a sum over
components φext,(j)lm = A
ext,(j)
lm r
lYlm, for which the induced potential becomes
φ
ind,(j)
lm = −Aext,(j)lm Ylm αl ×
{
1/rl+1, r ≥ a,
rl/a2l+1, r < a,
(C2)
which is continuous at r = a by construction and for which the coefficient
α
(j)
l =
l(j − 1)
lj + l + 1
a2l+1
further guarantees the continuity of  ∂rφ.
In particular, for external illumination with a light electric field amplitude Eext, the external potential −r · Eext
can be written as in Eq. (C1) with
A
ext,(1)
10 = −
√
4pi/3 Eextz , (C3a)
A
ext,(1)
11 =
√
2pi/3 (Eextx − iEexty ), (C3b)
A
ext,(1)
1,−1 = −
√
2pi/3 (Eextx + iE
ext
y ) (C3c)
as the only nonzero coefficients.
Second-harmonic field.—We consider the second-order nonlinear response originating at the metal surface, which
leads to a surface distribution P (2)s nˆs of dipoles oriented along the local surface normal nˆs, proportional to the SH
polarizability component χ⊥⊥⊥ and the square of the normal linear field nˆs ·E(1)(s) evaluated inside the metal right
below each surface position s, as described by Eq. (5). This dipole distribution, which must be in turn regarded as a
field source at frequency 2ω0 placed immediately outside the metal surface, is fully equivalent to the combination of
two distributions of opposite charges sitting at spherical surfaces of radii r = a (surface charge density −P (2)s /h) and
r = a + h (surface charge density [a2/(a + h)2]P (2)s /h), separated by a vanishingly small distance h → 0. We note
that a factor a2/(a+ h)2 is introduced in the outer surface charge distribution in order to preserve charge neutrality.
Now, expanding
P (2)s =
∑
lm
P
(2)
lm Ylm (C4)
in terms of spherical harmonics, we can write the two spherical surface charge distributions as σ±(s) =
∑
lm σ
±
lmYlm
with coefficients
σ+lm =
P
(2)
lm
h
a2
(a+ h)2
,
σ−lm = −
P
(2)
lm
h
.
at r = a (for σ−) and r = a+ h (for σ+).
At this point, it is useful to recall that a spherical surface charge distribution of coefficients σlm placed at r = b in
vacuum produces a potential [24, 64]
φext =
∑
lm
4piσlm
2l + 1
rl<
rl−1>
Ylm,
8where r< = min{r, b} and r> = max{r, b}. In the presence of a sphere of radius a < b and permittivity , an induced
potential φind is generated by reflection of the r < b components at the sphere surface. Using Eqs. (C1) and (C2), we
find
φind =
∑
lm
4piσlm
2l + 1
αl
bl−1rl+1
Ylm, r > a,
therefore generating a total potential
φ =
∑
lm
4piσlm
2l + 1
(
bl+2 − αl
bl−1
) 1
rl+1
Ylm (C5)
in the r > b region.
Summing Eq. (C5) for the two closely spaced spherical charge distributions discussed above and taking the h→ 0
limit, we obtain the total potential generated outside the particle by the SH dipoles as
φ(2) = lim
h→0
∑
lm
4piP
(2)
lm
2l + 1
1
h
[
a2
(a+ h)2
(
(a+ h)l+2 − α
(2)
l
(a+ h)l−1
)
−
(
al+2 − α
(2)
l
al−1
)]
1
rl+1
Ylm
=
∑
lm
4piP
(2)
lm
2l + 1
(
lal+1 + (l + 1)
α
(2)
l
al
)
1
rl+1
Ylm
=
∑
lm
4pil P
(2)
lm
2
l2 + l + 1
(a
r
)l+1
Ylm, (C6)
which includes the response of the sphere through its permittivity 2 evaluated at the SH frequency 2ω0.
For illumination with a light plane wave, noticing that the sphere normal is just a radial vector nˆs = sˆ and that
nˆs · Eext is then −1/a times the potential at the sphere surface, we find the expansion coefficients of Eq. (C4) upon
projection on spherical harmonics to reduce to
P
(2)
lm =
9χ⊥⊥⊥
(1 + 2)2
1
a2
∫
dΩ Y ∗lm(Ω)
(
s ·Eext)2
=
9χ⊥⊥⊥
(1 + 2)2
∑
m′
A
ext,(1)
1m′ A
ext,(1)
1m−m′
∫
dΩ Y ∗lm(Ω)Y1m′(Ω)Y1m−m′(Ω)
=
9χ⊥⊥⊥
(1 + 2)2
{
δlm,00
√
4pi
3
Eext ·Eext + δl2 1√
20pi
∑
m′
gm′,m−m′A
ext,(1)
1m′ A
ext,(1)
1m−m′
}
,
where the overall factor 3/(1 + 2) entering this expression twice corresponds to the ratio of the sub-surface field
E(1) to the external field Eext. Also, the coefficients gm1m2 = gm2m1 = g−m1,−m2 take the values g11 =
√
6,
g01 =
√
3, g−11 = 1, and g00 = 2, as obtained by explicitly evaluating the integral
∫
dΩ Y ∗lm(Ω)Yl′m′(Ω)Yl′′m′′(Ω) =√
(2l′ + 1)(2l′′ + 1)/4pi(2l + 1)C000l′l′′lC
m′m′′m′′
l′l′′l in terms of the Clebsch-Gordan coefficients C [65]. In particular, for
Eext ‖ zˆ, this equation reduces to
P
(2)
lm =
3
√
4pi
(1 + 2)2
χ⊥⊥⊥ (Eext)2
(
δlm,00 + δlm,20
1√
5
)
,
which upon substitution into Eq. (C6) permits us to write
φ(2) = 24pia3
2
(1 + 2)2(22 + 3)
χ⊥⊥⊥ (Eext)2
(
3z2 − r2
r5
)
(C7)
for the total SH potential.
Coupling coefficients.—In the quasistatic limit, it is convenient to express the field of Eq. (A3) as the gradient of
the electric potential and then integrate by parts to write
βj =
ie
~v
∫ ∞
−∞
dx φ(j)(x, 0, b)e−ijω0x/v, (C8)
9where we now consider the electron velocity to be along x instead of z and the electron beam to pass at a distance b
from the sphere center (i.e., the conditions of Fig. 3). Then, taking the external light field along z again and using
the fact that only the induced field couples to the electron, we obtain the linear PINEM coefficient by inserting Eqs.
(C3) into Eq. (C2), and this in turn into Eq. (C8), to yield
β1 =
iea3
~v
1 − 1
1 + 2
Eext
∫ ∞
−∞
dx e−iω0x/v
z
(x2 + z2)3/2
=
2ieω0a
3
~v2
1 − 1
1 + 2
EextK1
(
ω0b
v
)
, (C9)
where the second line is derived from the first one by identifying the integral with the ∂z derivative of∫∞
−∞ dx e
−iω0x/v/
√
x2 + z2 = 2K0(ω0z/v) [66].
Likewise, the SH coupling coefficient is obtained by inserting Eq. (C7) into Eq. (C8) and identifying the integral
again with successive derivatives of the K0 modified Bessel function. We find
β2 =
96piieω0a
3
~v2b
2
(1 + 2)2(22 + 3)
χ⊥⊥⊥ (Eext)2
[
2ω0b
v
K2
(
2ω0b
v
)
−K1
(
2ω0b
v
)]
, (C10)
which scales linearly with the sphere volume. Under grazing incidence (b = a), aside from the dependence on the
dielectric response (1, 2, and χ⊥⊥⊥), this expression depends on a, ω0, and v as (1/ω0)f(ω0a/v), where the function
f(θ) = 2θ3K2(2θ)− θ2K1(2θ) takes a maximum value ∼ 0.4 for ω0a/v ∼ 1.
We use Eqs. (C9) and (C10) to produce the linear and nonlinear calculations shown in Fig. 3.
Appendix D: Numerical calculation of coupling coefficients including retardation
The retarded calculations of Fig. 4 are obtained based on two numerical simulations of the linear Maxwell equations
at frequencies ω0 and 2ω0 for sources corresponding to the external light and the SH surface dipole distribution, which
produce the fields E(1) and E(2), respectively. We use a finite-elements methods in the frequency domain implemented
in COMSOL to obtain those fields, the integration of which yields the coupling coefficients βj according to Eq. (A3).
We find it conveninent to use an alternative, faster approach to calculate β2, based on the transformations
β2 =
e
2~ω0
∫
dz E(2)z (R0, z)e
−i2ω0z/v
=
e
2~ω0
∫
dz
∫
S
d2s zˆ · G(R0, z, s, 2ω0) ·P(2)s e−i2ω0z/v
=
e
2~ω0
∫
S
d2sP(2)s ·
∫
dz G(s,R0, z, 2ω0) · zˆ e−i2ω0z/v
=
i
2~ω0
∫
S
d2s P(2)s ·Ecurrent(s, 2ω0),
where the second line expresses the SH field produced by the surface dipole distribution P(2)s as an integral over the
particle surface S using the electromagnetic Green tensor G evaluated at frequency 2ω0 (see Ref. [24] for a definition
that uses the same notation and Gaussian units as in the present work), we then use the reciprocity theorem to
write the third line, and in the last step we identify the z integral with the total field Ecurrent(s, 2ω0) generated
at the surface position s by an electric current corresponding to the classical 2ω0 component of the electron beam
oscillating as e−i2ω0z/v along the electron trajectory (incidentally, this field is evaluated inside the metal right beneath
the surface). We thus need to perform a single electromagnetic simulation [i.e., we obtain Ecurrent(s, 2ω0) for a line
dipole source before carrying out the s integral] instead of one simulation for the nonlinear dipole P(2)s ∆s at each
surface element ∆s.
We compare our analytical expressions for the coupling coefficients [Eqs. (C9) and (C10)] with numerical solutions in
Fig. 5 for a sphere with the same parameters as in Fig. 3. Analytical and numerical results in the quastistatic limit are
in nearly perfect agreement [Fig. 5(a)]. When including retardation, the numerical results are still in good agreement,
only showing minor discrepancies with respect to the quasistatic analytical results [Fig. 5(b)]. This confirms that
retardation does not play a significant role for the relatively small particle under consideration.
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FIG. 5: Comparison of analytical and numerical solutions for the sphere of Fig. 3. We show the real (dark) and imaginary (light)
parts of the coupling coefficients β1 (black and gray) and β2 (red) as obtained from quasistatic numerical simulations [symbols
in (a)], retarded numerical simulations [symbols in (b)], and analytical theory [solid curves in both (a) and (b), obtained from
Eqs. (C9) and (C10)]. All calculations are carried out under the same conditions as in Fig. 3.
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