Response of the Midlatitude Jets, and of Their Variability, to Increased Greenhouse Gases in the CMIP5 Models by Barnes, Elizabeth A. & Polvani, Lorenzo M.
Response of the Midlatitude Jets, and of Their Variability, to Increased Greenhouse
Gases in the CMIP5 Models
ELIZABETH A. BARNES AND LORENZO POLVANI
Lamont-Doherty Earth Observatory, Columbia University, Palisades, New York
(Manuscript received 30 July 2012, in final form 25 January 2013)
ABSTRACT
This work documents how the midlatitude, eddy-driven jets respond to climate change using model output
from phase 5 of the Coupled Model Intercomparison Project (CMIP5). The authors consider separately the
North Atlantic, the North Pacific, and the Southern Hemisphere jets. The analysis is not limited to annual-
mean changes in the latitude and speed of the jets, but also explores how the variability of each jet changes
with increased greenhouse gases.
All jets are found tomigrate polewardwith climate change: the SouthernHemisphere jet shifts poleward by
28 of latitude between the historical period and the end of the twenty-first century in the representative
concentration pathway 8.5 (RCP8.5) scenario, whereas both Northern Hemisphere jets shift by only 18. In
addition, the speed of the Southern Hemisphere jet is found to increase markedly (by 1.2m s21 between 850
and 700hPa), while the speed remains nearly constant for both jets in the Northern Hemisphere.
More importantly, it is found that the patterns of jet variability are a strong function of the jet position in all
three sectors of the globe, and as the jets shift poleward the patterns of variability change. Specifically, for the
SouthernHemisphere and the North Atlantic jets, the variability becomes less of a north–south wobbling and
more of a pulsing (i.e., variation in jet speed). In contrast, for the North Pacific jet, the variability becomes less
of a pulsing and more of a north–south wobbling. These different responses can be understood in terms of
Rossby wave breaking, allowing the authors to explain most of the projected jet changes within a single
dynamical framework.
1. Introduction
The eddy-driven jets are located in the midlatitudes of
both hemispheres, and their position strongly influences
the synoptic conditions near the ground. The meridional
position of the eddy-driven jet varies in time and de-
scribes a dominant form of internal atmospheric vari-
ability, being coupled to both stratospheric and surface
dynamics (Hartmann and Lo 1998; Thompson and
Wallace 2000; Baldwin and Dunkerton 1999). A range
of methods have appeared in the literature to quantify
this variability, with some studies using station-based
sea level pressure differences (Walker 1924; Visbeck
2009), others using simple geometric statistics such as jet
latitude and speed (e.g., Woollings et al. 2010) andmany
others using more sophisticated methods such as em-
pirical orthogonal function (EOF) analysis to compute
the anomaly pattern that describes the most variance
(Lorenz andHartmann 2001; Eichelberger andHartmann
2007; Gerber et al. 2008).
In recent years, emphasis has been placed on how the
mean position of the jet will respond to anthropogenic
greenhouse gas emissions, and models predict a robust
poleward displacement of the jets in future climates
(Yin 2005; Miller et al. 2006; Swart and Fyfe 2012).
Many studies have used EOF-based patterns to quantify
changes in the mean state of the jet (i.e., latitude, speed,
and zonal extent), by describing the response in terms of
a trend in the projection of the response onto the EOF
variability pattern (Miller et al. 2006; Stephenson et al.
2006; Woollings and Blackburn 2012). In fact, the dis-
cussion of the annular mode response to climate change
in the Fourth Assessment Report of the Intergov-
ernmental Panel on Climate Change [section 10.3.5.6 of
Meehl et al. (2007)] focused on trends in the annular
mode time series, which quantify changes in themean jet
quantities, with no discussion of the response of the jet
variability patterns themselves. While quantifying the
mean jet response using patterns of variability allows the
Corresponding author address: Elizabeth A. Barnes, Lamont-
Doherty Earth Observatory, Columbia University, P.O. Box 1000,
Palisades, NY 10964-8000.
E-mail: eabarnes@ldeo.columbia.edu
15 SEPTEMBER 2013 BARNES AND POLVAN I 7117
DOI: 10.1175/JCLI-D-12-00536.1
 2013 American Meteorological Society
changes in the jet to be summarized by a single number,
it can give the false impression that the dominant form
of jet variability will remain constant in time. The goal of
this work is to show that the jet variability will also
change with anthropogenic climate change.
Until recently, little emphasis has been placed on
how the jet variability itself will respond to increased
greenhouse gas emissions, although a few studies have
investigated the changes in jet variability time scales
over the next century (Gerber et al. 2010; Barnes and
Hartmann 2010b). Gerber et al. (2010) found that the
tropospheric variability of the southern annular mode
(SAM) and northern annular mode (NAM) in a suite
of chemistry climate models did not change between
a present climate and global warming scenario, but their
analysis focused only on the multimodel mean. Barnes
and Hartmann (2011) demonstrated that jet variability
in a barotropic model is a strong function of themean jet
latitude, where jets closer to the equator exhibit large
meridional shifting variability while jets closer to the
pole do not. Given these highly idealized experiments, it
is not clear if a relationship between mean jet latitude
and jet variability is present in more complex GCMs
and, if so, whether the relationship is ubiquitous or
confined to only certain sectors of the globe.
This work addresses three distinct questions about the
midlatitude, eddy-driven jet and its variability:
d Is there a relationship between jet latitude and jet
variability in state-of-the-art GCMs?
d How will the mean jet latitude and speed respond to
climate change?
d How will jet variability respond to climate change?
Given that the one of themost robust results fromphase 3
of the Coupled Model Intercomparison Project (CMIP3)
is a poleward shift of the midlatitude jet with increasing
greenhouse gases (GHG) (Meehl et al. 2007), the answers
to the last two questions are potentially related. Unlike
previous studies, we consider separately the North At-
lantic, the North Pacific and the Southern Hemisphere
jets. Furthermore, we do not limit our analysis to annual-
mean changes in the latitude and speed of the jets, but we
explore in detail how the variability of each jet changes as
greenhouse gases are increased.
2. Data and techniques
a. Data
1) CMIP5
The data used are the output of 79 global circulation
model (GCM) integrations performed for phase 5 of the
Coupled Model Intercomparison Project (CMIP5). The
output available for analysis spans 26 different models
from 15 different modeling groups, as detailed in Table 1.
The model output analyzed in this work includes daily
mean zonal wind u and meridional wind y at multiple
pressure levels. We analyze four different forcing sce-
narios: preindustrial control (piControl; 25 yr), Histori-
cal (1980–2004; 25 yr), and representative concentration
pathway 4.5 (RCP4.5) and 8.5 (RCP8.5) (2076–99;
24 yr). The RCP4.5 and RCP8.5 scenarios correspond to
futures where the global mean of the total radiative
forcing due to anthropogenic emissions reaches 4.5 and
8.5Wm22, respectively, by 2100. A few integrations have
only 20 yr of piControl output but were nonetheless in-
cluded in the analysis. Although many groups provide
multiple ensemble members for each experiment, we
utilize only one ensemble per model experiment here
and, we limit the analysis to annual-mean results only.
2) MERRA REANALYSIS
We present observed jet statistics calculated from the
Modern-Era Retrospective Analysis for Research and
Applications (MERRA) reanalysis (Rienecker et al. 2011)
for 1980–2004 to comparewith theHistorical integrations of
the CMIP5GCMs. In all cases, the jet and its variability are
defined in the sameway as done for the CMIP5GCMs, and
the reanalysis results aredenotedbywhite stars in all figures.
b. Definition of the jet
The analysis focuses on three sectors of the globe: the
Southern Hemisphere (SH; 08–908S), the North Atlantic
(08–908N, 608W–08), and the North Pacific (08–908N,
1358E–1258W). These sectors are chosen because they
represent three distinct regions where previous studies
have focused on jet variability (Lorenz and Hartmann
2001; Hurrell et al. 2003; Eichelberger and Hartmann
2007). We construct the ‘‘eddy-driven jet’’ by performing
a pressure-weighted average of the daily zonal winds over
the 850- and 700-hPa pressure levels to obtain the near-
surface, eddy-driven component of the zonal winds in the
midlatitudes denoted as u850,700. Averaging over a deeper
layer of the troposphere produces qualitatively similar
results, although the location of the jet is less easily
interpreted, because of the presence of subtropical
westerlies aloft. Following Woollings et al. (2010), we
also low-pass frequency filter the winds at each grid
point using a 10-day Lanczos filter with 41 weights
(Duchon 1979). This is done to remove the noise as-
sociated with individual synoptic systems, although the
resulting jet latitudes are similar if this step is omitted.
c. Definition of jet variability
The term annular mode has become ubiquitous in the
literature to describe a north–south wobble of the
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midlatitude jet stream, most often defined as the leading
EOF pattern of sea level pressure, geopotential height,
or zonal wind. However, in many cases the jet variability
is not annular (Deser 2007; Barnes and Hartmann
2010a), nor is it always true that the leading EOF must
describe a north–south movement of the jet. Addition-
ally, EOF analysis requires dual orthogonality of the
patterns and time series of those patterns, and thus one
may question its usefulness in describing the observed
atmospheric variability, which does not operate under
such tight assumptions. This work will utilize both EOF
analysis and simple geometric jet statistics to quantify jet
variability. It is expected that these two methods will
often agree, given that they are strongly coupled even in
simple stochastic models (Wittman et al. 2005). To avoid
ambiguity, we will refrain from using the term annular
mode and instead will refer to either the geometric jet
statistics or the EOF patterns of variability.
1) GEOMETRIC ANALYSIS
In the geometric view of the jet variability, we follow
Wittman et al. (2005), and think of the jet as a ‘‘bump’’
(such as the one illustrated in Fig. 1a), characterized by
three simple quantities: its width, its maximum, and the
latitudinal position of the maximum. We will refer to
these as the jet width, the jet speed, and the jet latitude.
For clarity and consistency, the variability of these three
quantities will be referred to as jet bulging, jet pulsing,
and jet wobbling.
The quantities Zlat, Zspd, and Zwdt denote the daily
time series of jet latitude, jet speed, and jet width and are
defined over a given sector by zonally averaging u850,700.
An example of this is shown in Fig. 1a, where the mean
zonal winds are denoted by the solid black line. The jet
speed Zspd is defined as the maximum zonal wind speed
between 158 and 758 and the jet latitude Zlat is the lati-
tude where this maximum is found (black circle). The
location of maximum winds is determined by fitting
a quadratic to the peak and finding the latitude of
maximum wind speed at an interval of 0.018. We define
the jet width Zwdt as the full width at half of the maxi-
mum jet speed (vertical dotted line). In the case where
the winds never fall below half of the maximum value,
the jet width is said to be undefined. In addition, we
define three additional time series of the anomalous jet
statistics by subtracting the seasonal cycle of each time
series from itself, andwewill denote variable x as ~xwhen
the seasonal cycle has been removed (e.g., ~Zlat). The
TABLE 1. Data used from the CMIP5multimodel ensemble. Values denote the annual-mean jet latitude (negative latitudes are south of
the equator) in the following order: Southern Hemisphere, North Atlantic, and North Pacific. Blank entries denote that the relevant data
were not available for this analysis.
Model piControl Historical RCP4.5 RCP8.5
BCC-CSM1.1 247.88, 47.38, 44.18 248.38, 47.88, 43.58 248.28, 47.88, 43.88 2498, 48.88, 44.38
BNU-ESM 247.38, 47.28, 43.48 247.38, 488, 43.88 248.28, 48.48, 43.58 248.98, 49.18, 448
CanESM2 247.98, 48.68, 43.48 248.88, 498, 43.18 249.88, 49.58, 43.18 250.78, 50.48, 42.98
CMCC-CM — 248.28, 46.18, 42.48 — 250.58, 46.88, 43.38
CNRM-CM5 — 248.98, 46.18, 42.28 248.98, 46.28, 428 249.48, 46.38, 41.88
CSIRO Mk3.6.0 — 247.18, 46.58, 428 247.88, 47.68, 42.38 248.78, 47.88, 42.98
FGOALS-g2 243.68, 41.78, 38.78 244.18, 42.98, 38.98 244.28, 42.88, 39.88 2458, 44.48, 41.18
FGOALS-s2 — 247.88, 48.38, 458 2498, 49.28, 45.38 251.28, 49.98, 45.78
GFDL-CM3 — 2498, 47.78, 40.78 — 251.78, 49.48, 42.88
GFDL-ESM2G 249.28, 46.88, 42.78 250.38, 46.68, 42.58 2518, 47.18, 43.18 251.58, 488, 44.38
GFDL-ESM2M 248.68, 45.78, 428 249.58, 46.68, 41.88 250.48, 46.78, 42.48 251.28, 47.28, 42.78
HadCM3 — 2498, 45.78, 40.28 — —
HadGEM2-CC 248.68, 49.18, 448 2498, 48.68, 42.28 — 251.18, 508, 438
HadGEM2-ES 249.28, 49.88, 43.38 — 250.68, 49.98, 43.38 251.28, 50.78, 42.78
INM-CM4 — 249.58, 48.88, 43.38 — 250.58, 49.38, 43.18
IPSL-CM5A-LR 241.88, 45.98, 39.98 243.88, 46.98, 39.88 244.78, 46.98, 40.38 247.38, 47.88, 40.88
IPSL-CM5A-MR 243.78, 46.88, 42.78 244.78, 46.98, 42.58 247.28, 47.58, 42.88 249.38, 47.58, 448
IPSL-CM5B-LR 243.18, 44.68, 37.18 — 244.78, 45.48, 37.28 245.68, 46.98, 37.98
MIROC-ESM — 245.18, 45.38, 42.58 — 246.98, 46.88, 43.48
MIROC-ESM-CHEM 244.68, 45.48, 43.48 245.38, 45.48, 42.58 — 2478, 46.58, 42.78
MIROC5 247.48, 47.48, 42.88 247.28, 46.48, 41.88 — 249.88, 47.38, 43.28
MPI-ESM-LR 246.68, 46.38, 438 247.28, 46.38, 43.18 247.98, 46.68, 438 249.48, 47.18, 438
MPI-ESM-MR 246.28, 46.58, 42.98 247.18, 46.38, 438 247.68, 46.78, 42.78 248.78, 46.98, 43.58
MPI-ESM-P 2478, 45.58, 42.78 — — —
MRI-CGCM3 250.28, 47.78, 40.18 2518, 47.28, 40.38 — 251.18, 47.78, 41.58
NorESM1-M — 251.78, 49.18, 45.98 — 252.88, 50.88, 478
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seasonal cycle of each time series is defined as the mean
and first four Fourier harmonics of the calendar-day
mean values.
2) EOF ANALYSIS
We define variability patterns as the first and second
EOF of the sector-averaged, monthly mean ~u850,700.
Daily PC time series are calculated by regressing the
resulting pattern back onto the daily ~u850,700 field. Here
ZEOF1 and ZEOF2 denote the first and second daily PC
time series, respectively, and are both normalized to unit
variance. The regression patterns associated with one
standard deviation of these time series will be denoted
as EOF 1 and EOF 2, respectively. The EOF patterns
are not sensitive to the vertical levels averaged or to the
use of the monthly (instead of daily) fields.
d. Rossby wave–breaking detection
In section 6 we will discuss the response of jet vari-
ability to increased GHG forcing in the context of
changes in Rossby wave–breaking frequency. We follow
Barnes andHartmann (2012) to diagnose wave breaking
in the CMIP5 output. The details of the identification
method, as well as comparisons with other methods, are
detailed in Barnes and Hartmann (2012) and we refer
the reader there for additional information. In a nut-
shell, the algorithm searches for overturning of the
250-hPa absolute vorticity contours and then groups
overturning contours in space and time to identify
unique wave-breaking events. Using the orientation of
the overturning contours, the algorithm also identifies the
orientation of the overturning (cyclonic or anticyclonic).
While many previous studies have used isentropic po-
tential vorticity to diagnose wave breaking (Wernli
and Sprenger 2007; Martius et al. 2007; Strong and
Magnusdottir 2008), Barnes and Hartmann (2012) dem-
onstrate that isobaric absolute vorticity above 500hPa
produces similar wave-breaking frequencies. This simi-
larity is advantageous since the CMIP5 output does not
include isentropic potential vorticity whereas isobaric
absolute vorticity is easily computed from daily u and y.
3. Geometric analysis
a. Mean statistics
The annual-mean position of the jet, defined as the
temporal mean of Zlat, is calculated for each sector,
scenario, and model and is given in Table 1 for refer-
ence. The results are displayed in Fig. 2, where colored
circles denote the different forcing scenarios. The black
arrows connect scenarios for each model in the order of
increasing GHG forcing (i.e., piControl, Historical,
RCP4.5, and RCP8.5) and represent the jet shift as
GHG increase. To make comparisons across sectors
easier, all latitudes are plotted in degrees, where those
for the Southern Hemisphere denote ‘‘degrees south’’
while those in the North Atlantic and North Pacific de-
note ‘‘degrees north’’.
To summarize the multimodel mean response to
GHG, the left-hand side of each panel displays the
multimodel mean Historical (black diagonal crosses) and
RCP8.5 (red diagonal crosses) jet latitudes formodels with
both experiments, with an arrow denoting the average
response to GHG. (Note that since all models did not
FIG. 1. (a) Schematic of a daily zonal-mean zonal wind profile. The filled circle denotes the location used to define the
profile latitude and speed and the dotted line denotes the full width at half maximum. (b) Jet latitude anomaly his-
tograms for an examplemodel. The frequencies are normalized so that the integral under each curve equals 1. In (b) the
numbers in square brackets denote the mean jet latitude and standard deviation of the anomalous jet latitude.
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provide data for all integrations, the average change as
defined here is not identical to the difference between
the average RCP8.5 value and the average Historical
value although they are very similar.) The key result is
that between the Historical and RCP8.5 integrations,
the annual-mean response in all three sectors is a pole-
ward shift of the jet, with the jet shifting approximately
28 in the Southern Hemisphere and 18 poleward in the
North Atlantic and North Pacific. This confirms the
findings of a recent study by Swart and Fyfe (2012)
where they showed a poleward shift of the Southern
Hemisphere zonal-mean surface wind stress of approx-
imately 28. Similar jet shifts were documented in the
Southern Hemisphere and North Atlantic using CMIP3
output (Meehl et al. 2007; Woollings and Blackburn
2012).
By using the Historical jet latitude as the abscissa, one
can visualize not only the poleward jet shift, but also the
spread of jet positions among the models (a range of 88
in the Southern Hemisphere for the Historical period)
and the deviations from the observations (white star).
Interestingly, the large spread across the models is not
centered near the observed jet latitude, but rather,
most models place the jet equatorward of the observed
position in the Southern Hemisphere and North
Atlantic. This was also documented in the CMIP3
output (Barnes and Hartmann 2010c; Kidston and
Gerber 2010; Woollings and Blackburn 2012).
Continuing our focus on geometric mean jet quanti-
ties, Fig. 3 depicts the annual mean of Zspd (the wind
speed) plotted against the latitude of the jet in each
model integration with colors and arrows similar to
those in Fig. 2. The vertical and horizontal lines denote
the Historical multimodel mean values for easy com-
parison, and the top-right-hand corner shows the mul-
timodel mean change (as a slope) between theHistorical
and RCP8.5 integrations. In the Southern Hemisphere
(Fig. 3a), nearly all of the arrows point toward the top-
right corner of the panel, demonstrating the model-
mean increase in jet speed of 1m s21 with a poleward jet
shift of 28 latitude. This increase in jet speed is not found
across the globe, as shown in Figs. 3b,c where models
show no systematic wind speed response in the North
Atlantic and North Pacific. Woollings and Blackburn
(2012) analyzed the response of the wintertime North
Atlantic jet speed in the CMIP3 models and also found
no robust wind speed response to increased GHG
forcing.
b. Variability statistics
We now turn to the variability of the midlatitude jet
and its response to increased GHG forcing. We find that
the response in the Southern Hemisphere and North
FIG. 2. Mean jet position plotted against the Historical jet lati-
tude for (top)-(bottom) the three sectors. Arrows connect different
experiments for the same model and the black and red diagonal
crosses denote themultimodel mean andmean change between the
Historical and RCP8.5 integrations, respectively. The solid line
denotes the 1:1 line and thus the Historical jet latitude with points
above denoting a poleward value and points below denoting an
equatorward value. The stars denote the reanalysis.
15 SEPTEMBER 2013 BARNES AND POLVAN I 7121
Atlantic is similar, but that the North Pacific often dis-
plays the opposite response. For this reason, although
the upcoming figures contain panels for all three sectors,
we will first discuss the responses of the Southern
Hemisphere andNorthAtlantic jet streams andwill turn
to the North Pacific in section 5.
Thus far, we have showed that the mean jet latitude
will increase with increased GHG forcing. We now
demonstrate that the variability of the jet about its mean
is also predicted to change in the future, a conclusion
that does not immediately follow from a change in the
mean jet position. In this section we will use the simple,
geometric jet quantities described in Fig. 1a to document
such a change, and in the next section we will utilize
a more commonly used, pattern-based EOF method to
establish the robustness of the result.
As an illustration of our methods, Fig. 1b shows the
smoothed histograms of daily ~Zlat for the Historical
and RCP8.5 integrations of a single model, where the
smoothing was performed with a forward and backward
application of a 1–2–1 filter. The histograms have been
normalized so that the area under each curve is one, with
the mean jet position and standard deviation of ~Zlat for
this particular model given in the legend. The Historical
integration shows a jet latitude distribution with a wider
spread (standard deviation of 5.038) compared to the
RCP8.5 curve (standard deviation of 3.818). A smaller
standard deviation of ~Zlat implies that the daily jet stays
closer to its mean latitude and thus exhibits less merid-
ional variability.
We calculate the standard deviation of ~Zlat for each
integration and plot the results against the mean jet
latitude for all sectors in Fig. 4. The Southern Hemi-
sphere shows a robust decrease in the standard deviation
of daily jet latitude with increased GHG forcing and
poleward shift of the jet (arrows point to the bottom
right). In the North Atlantic too (Fig. 3b), most models
also show a decrease in the standard deviation of ~Zlat
with increased GHG. Thus, in both the Southern
Hemisphere and the North Atlantic, the jet shifts pole-
ward and exhibits less wobbling in the future.
Furthermore, returning to the illustrative jet histo-
grams in Fig. 1b, we find that not only does the width of
the distribution of ~Zlat decrease between the Historical
and RCP8.5 integrations, but its skewness (measure of
the asymmetry about the mean) also decreases. For the
Historical integration, the distribution is nearly sym-
metric (zero skewness), both tails approaching zero
frequency 158 away from the jet center. The RCP8.5
histogram, however, exhibits more frequent large neg-
ative excursions (negative skewness). The direct corre-
lation between skewness and jet latitude is very strong,
as shown for all CMIP5 integrations in both the South-
ern Hemisphere and North Atlantic (plotted together)
in Fig. 5. In simple terms: models that place the jet closer
to the equator have more positively skewed jet latitude
distributions (tails toward the pole) and the skewness
drops to zero and becomes negative with increasing jet
latitude. Since the jet in the Southern Hemisphere tends
to be farther poleward than in the North Atlantic, Fig. 5
FIG. 3. Annual-mean daily jet speed vs the mean position of the jet for (left)-(right) the three sectors. Arrows connect different
experiments for the same model and the black and red diagonal crosses denote the multimodel means and mean change between the
Historical and RCP8.5 integrations, respectively. The solid black lines denote the model-mean values for the Historical (black) experi-
ment and the stars denote the reanalysis. The arrows in the top-right-hand corner of each panel denote the multimodel mean change
between the Historical (black) and RCP8.4 (red) scenarios.
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demonstrates that the most negatively skewed distri-
butions are found in the Southern Hemisphere. In-
terestingly, the observed skewness of the North Atlantic
(circled star) falls within the range of models, while the
observed skewness of the Southern Hemisphere jet lat-
itude (star) does not.
The dependence of the standard deviation and
skewness of ~Zlat on jet latitude implies that a poleward
shift of the jet with climate change will be accompanied
by a decrease in both the standard deviation and the
skewness. We can visualize the jet in the future as one
with less meridional variability and larger equatorward
than poleward excursions.
Thus far, our analysis has focused on the variability of
jet latitude, but two other metrics are required to fully
document jet variability: jet speed and jet width. To
quantify the importance of jet latitude, speed, and width
in describing present and future jet variability, we cal-
culate the area-weighted percent variance explained of
the sector mean of ~u850,700 by ~Zlat, ~Zspd, and ~Zwdt (see
appendix A for details). The results are plotted against
mean jet latitude in Fig. 6, where open circles denote the
percent variance of the zonal winds explained by jet
latitude and the filled circles denote that explained by jet
speed. In both the Southern Hemisphere and North
Atlantic (Figs. 6a,b), the percent variance of the zonal
winds explained by jet latitude is larger than that ex-
plained by jet speed, a well-documented characteristic
of the atmosphere whereby the leading pattern of jet
variability describes a north–south wobble of the jet
(Thompson and Wallace 2000).
The linear least squares fits are shown in Fig. 6 and
give an indication of the dependence of the zonal wind
variance on the mean jet latitude. The 95% confidence
intervals of the slopes are given in Table 2, assuming
a normally distributed random variable with mean zero
and standard deviation of the slope’s standard error. As
the jet is found closer to the pole, the percent variance
explained by jet latitude variations stays approximately
constant (slope indistinguishable from zero, see Table 2)
whereas that explained by jet speed variability in-
creases in both the Southern Hemisphere and North
Atlantic sectors. For the jets located at the highest lat-
itudes in the Southern Hemisphere (Fig. 6a), the jet
latitude and jet speed variability explain comparable
percentages. These results agree with those presented
earlier in the section, whereby the meridional variability
decreases and become less important as the mean jet is
located closer to the pole. Figures 6a,b further suggest
that models that place the jet at higher latitudes will
have jet speed variability explain more of the variance
and that the speed of the jet could explain more of the
zonal wind variance in the future.
In both the Southern Hemisphere and the North
Atlantic sectors, jet width explains the least amount of
the variance of the zonal winds and this percentage de-
creases further as the jets shift poleward. The decrease
in variance explained by jet width is likely linked to the
small decrease in the variance explained by jet latitude
since anomalous winds on the flank of the jet can result
in either a widening–thinning (change in jet width) or
a wobble of the maximum winds (change in jet latitude)
depending on the strength of the anomaly [as demon-
strated byWittman et al. (2005), their Fig. 1d]. Thus, it is
possible the two variables are documenting the same
transition away from meridional variability of the jet.
FIG. 4. As in Fig. 3, but for standard deviation of anomalous daily jet latitude vs the mean position of the jet.
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4. EOF analysis
Having investigated midlatitude jet variability from
a geometric perspective we now turn to the more stan-
dard practice and discuss the variability of the jet in
terms of the EOF patterns. These patterns of variability
explain themost variance of themidlatitude zonal winds
and have a long history (Thompson and Wallace 2000;
Hurrell et al. 2003). In the zonal mean, the first EOF
pattern usually describes a north–south wobble of the
eddy-driven jet while the second EOF pattern to de-
scribes a weakening–strengthening (pulsing) of the jet
(Thompson and Wallace 2000; Lorenz and Hartmann
2001, 2003).
a. EOF variability and jet latitude
1) EOF 1
To illustrate the method, Fig. 7a shows EOF 1 pat-
terns for the Historical and RCP8.5 integrations of the
same model as in Fig. 1b. The jet in this model shifts
poleward by approximately 38 and so we plot the EOF 1
patterns against relative latitude, defined as degrees
from the scenario-specific mean jet latitude. In addition,
we normalize to give amaximum of one in order to focus
on changes in the anomaly shapes.
To first order, Fig. 7a shows that the EOF 1 of the
zonal winds describes the well-known north–south
wobble of the jet, with positive and negative anomalies
poleward and equatorward of the mean jet position. A
‘‘perfect’’ wobble would manifest as a zero anomaly at
zero relative latitude (i.e., latitude of the mean jet). The
RCP8.5 pattern in Fig. 7a exhibits a smaller wobble than
the Historical pattern, with the location of the peak
anomaly (filled circles) moved toward the jet center.
That the EOF 1 pattern describes more of a pulse of the
jet in RCP8.5 is evidenced by the larger anomaly at the
jet center. Put together, the RCP8.5 variability pattern
describes a smaller wobble and a larger pulsing of the jet
than the Historical run.
To demonstrate the strong correlation between mean
jet latitude and the jet variability pattern regardless of
the forcing scenario, we compute EOF 1 for each of the
79 CMIP5 integrations, obtaining 79 profiles like those
in Fig. 7a. We then group the integrations by mean jet
latitude in increments of 18, interpolate the profiles to
a common grid and average together the EOF 1 profiles
in each group. Plotting these averaged profiles against
mean jet latitude yields Fig. 8, where each vertical cross
section in each panel corresponds to a multimodel av-
erage EOF 1 anomaly profile. The thick line denotes the
one-to-one line, and thus the latitude of the mean jet.
The solid lines show the mean latitude of the maximum
anomaly (multimodel mean of the dots in Fig. 7a); the
thin dashed lines are parallel to the one-to-one line to
aid in visualization of the slopes. The numbers along the
bottom of each panel denote the number of profiles
averaged in that jet latitude bin.
Looking first at the results for the Southern Hemi-
sphere, Fig. 8a shows that EOF 1, typically called the
SAM, describes a meridional wobble of the jet with
the positive and negative anomalies straddling the jet
center. However, regardless of the forcing scenario or
model, as the mean jet is found closer to the pole, the
positive anomaly moves toward the jet center (contrast
thin solid and dashed lines), demonstrating a smaller jet
wobble associated with EOF 1. In the context of the
North Atlantic, EOF 1 is termed the North Atlantic
Oscillation (NAO) rather than an annular mode, but
still describes a meridional wobble of the Atlantic jet
(Deser 2007; Hurrell et al. 2003). Figure 8c shows that
the NAO anomalies also move toward the jet center as
the mean jet is found closer to the pole.
Using EOF analysis, we find that the pattern that
describes the most variance of the zonal winds describes
FIG. 5. Skewness of ~Zlat plotted against jet latitude for the
Southern Hemisphere and North Atlantic sectors where the colors
denote the experiment as in Fig. 2. The convention used here is that
positive values represent a poleward-skewed distribution. The stars
denote the reanalysis, with the plain star for the Southern Hemi-
sphere and the circled star for the North Atlantic.
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less of a wobble and more of a pulse of the jet at higher
latitudes. To compare with the results of section 3, Fig. 6
includes the percent variance of ~u850,700 explained by
ZEOF1 (asterisks). By construction, ZEOF1 must explain
the most variance, and we see that the amount of vari-
ance explained by EOF 1 decreases with jet latitude in
the SouthernHemisphere andNorthAtlantic as the type
of variability of EOF 1 transitions from a wobble to
a pulse.
2) EOF 2
Figure 7b shows sample EOF 2 patterns for the same
model used in Figs. 7a and 1b. The maximum EOF 2
anomalies occur near the jet center, representing a
pulsing of the jet. Since EOF 1 describes more of a pulse
and less of a wobble with increased GHG, one might
imagine that EOF 2will respond in the oppositemanner.
Indeed, Fig. 7b shows that the EOF 2 peak anomaly
moves away from the jet center for RCP8.5 (red curve),
documenting a transition of EOF 2 to explaining more
of a jet wobble in this model.
How EOF 2 changes with jet latitude is shown in Figs.
8b,d for all CMIP5 GCMs averaged in the same way as
Figs. 8a,c, with a positive wind anomaly (warm colors) at
the jet center representing variations in jet speed. As the
jet is located closer to the pole, the positive anomaly
moves away from the jet center, suggesting a transition
of EOF 2 to describingmore wobbling of the jet.We find
that EOF 1 and EOF 2 together explain approximately
70% of the variance of the sector-averaged zonal winds
in all sectors and integrations, and thus together de-
scribe a very significant portion of the total zonal wind
variance. Putting the behavior of EOF 1 and EOF 2
together: as the mean jet is found farther poleward in
both the Southern Hemisphere and North Atlantic, the
EOF 1 pattern describes less of a wobble and more of
a pulse of the jet, while EOF 2 does the opposite, in
essence compensating for the variance no longer ex-
plained by EOF 1.
b. Response of EOF 1 to climate change
Thus far, we have not addressed how the EOF pat-
terns themselves will respond to climate change since
Fig. 8 lumps all forcing scenarios together. To this end,
Fig. 9 displays the jet wobble associated with EOF 1,
defined as the distance between the mean jet latitude
FIG. 6. Percent of the area-weighted variance of the zonal-mean zonal winds explained by ~Zlat, ~Zspd, ~Zwdt, andZEOF1 vs jet latitude for (left
to right) the three sectors. The straight lines denote the linear least squares fit and the colors denote the experiment as in Fig. 2.
TABLE 2. The 95% confidence intervals of the linear least squares regression slopes m in Fig. 6. The boldface intervals denote ranges
that do not include zero. Intervals are calculated under the assumption that the randomdistribution of the slopes is normal withmean zero
and standard deviation equal to the standard error of the slope.
Southern Hemisphere North Atlantic North Pacific
~Zlat 20.44 , m , 0.53 20.62 , m , 0.31 0.13 , m , 1.10
~Zspd 0.88 , m , 1.27 0.04 , m , 0.63 21.08 , m , 20.33
~Zwdt 20.59 , m , 20.22 20.17 , m , 0.00 20.02 , m , 0.28
ZEOF1 21.04 , m , 20.23 20.64 , m , 20.06 0.21 , m , 0.86
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and the latitude of the maximum anomaly (i.e., the y
value of the filled circles in Fig. 7a), plotted versus the
mean jet latitude.
Looking first at the Southern Hemisphere (Fig. 9a),
the strong relationship between jet latitude and the EOF
1 jet wobblemanifests itself as a strong linear correlation
regardless of model or scenario (higher-latitude jets
wobble less than lower-latitude jets). The response to
climate change can be seen by following the arrows for
a given model, and the multimodel mean shows a small
reduction in the wobble associated with annular-mode
variability although a strong relationship exists for the
absolute jet wobble (regardless of scenario). This im-
plies that the response of the EOF is determined by
more than just the jet shift. Aweak relationship between
the absolute standard deviation and jet latitude can also
be seen in Fig. 4a, in this case however, the response to
climate change is more robust.
The North Atlantic is similar (Fig. 9b), with two
models showing very large decreases in the magnitude
of the jet wobble associated with the NAO. Again, al-
though some models show large decreases in the EOF 1
jet wobble with increasedGHG forcing, there is a hint of
a relationship between the jet latitude and the absolute
jet wobble, as is present in the Southern Hemisphere.
We find that the EOF 1 anomaly pattern is a function
of the mean jet position and changes in the future with
a poleward jet shift. Gerber et al. (2010), however, did
not find a robust change in the NAM and SAM vari-
ability in a suite of chemistry climate models between
a present and climate change scenario. However, they
used the multimodel mean, and so even if the variability
is a function of the jet position, the multimodel mean jet
position shifts only a degree or two, suggesting that the
signal would likely be too small to pick out among the
model biases. Here, we have used the 108 spread in jet
latitude among themodels and experiments to better see
the relationship between jet latitude and jet variability.
With this, however, comes the caveat that although we
find a strong dependence of the EOF pattern on jet
latitude, producing a large difference in jet variability
from model to model, the actual expected change in jet
variability is likely modest since the jet is projected to
shift by no more than 4.58.
5. North Pacific jet variability
In this section we discuss jet variability in the North
Pacific sector, and how its relationship with latitude is
found to be in the opposite sense to that of the Southern
Hemisphere and the North Atlantic jets.
a. Geometric jet analysis
Figure 4c shows that the standard deviation of ~Zlat
increases in the North Pacific between theHistorical and
RCP8.5 integrations, in contrast to what is found in the
Southern Hemisphere and North Atlantic (Figs. 3a,b).
Recall that the standard deviation of ~Zlat is a direct
measure of the meridional variability of the jet, and thus
an increase in the North Pacific implies that the jet will
wobble more latitudinally in the future. Given this re-
sult, we might expect the amount of variance of ~u850,700
explained by jet latitude to increase, and that explained
by jet speed to decrease with latitude in the North Pa-
cific. Indeed, Fig. 6c shows that the variance explained
by jet latitude (open circles) increases and the variance
FIG. 7. Zonal wind EOF anomaly profiles associated with 1 standard deviation of (a) ZEOF1
and (b) ZEOF2 plotted with respect to the mean jet latitude for an example model. The curves
are all normalized to equal 1 for easy comparison. Black lines denote the historical integration
and red lines denote RCP8.5. The filled circles denote the location used to define the latitude of
the maximum anomaly.
7126 JOURNAL OF CL IMATE VOLUME 26
FIG. 8. Anomalous zonal winds for (a),(c),(e) EOF 1 and (b),(d),(f) EOF 2 vs
mean jet latitude,wheremodel results have been grouped into 18 jet latitudebins and
the profiles averaged together: (a),(b) Southern Hemisphere; (c),(d) North Atlantic;
and (e),(f) North Pacific. The number of profiles in each jet latitude bin is denoted
along the x axis. The thin solid lines show the average anomaly-peak latitudes for
each jet latitudebin, calculatedbyfirst finding the anomaly peaks for each integration
and then averaging the peak latitudes. The thick line denotes the 1:1 line and thus the
position of themean jet and the thin dashed lines in (a),(c),(e) are near-parallel to the
1:1 line to aid in visualization of the equatorward slopes of the EOF anomalies.
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explained by jet speed (closed circles) decreases for jets
at higher latitudes, with both slopes being statistically
different from zero (see Table 2).
b. EOF analysis
The first and second EOFs of ~u850,700 in the North
Pacific sector are plotted against the mean jet latitude in
Figs. 8e,f. Similar to the other two sectors, on the whole
EOF 1 describes mostly meridional wobbles while EOF
2 describes a pulsing of the jet. However, in the North
Pacific, the EOF 1 and EOF 2 anomalies (relative to the
mean jet latitude) vary relatively little with jet latitude
(approximately constant slopes of thin solid lines). We
have omitted drawing the peak anomaly latitude line for
the two most poleward jet integrations in this sector
because these two points are associated with the model
outlier in Fig. 2c, and they visually skew the inter-
pretation of the other 70 model integrations. However,
the EOF patterns for these outliers are still presented in
the colored shading for reference.
Figure 6c shows that the amount of variance explained
by EOF 1 in the North Pacific increases with jet latitude,
opposite to the other two basins that show decreases. So,
although there is no strong dependence of the EOF 1
pattern itself on latitude in the North Pacific, the ability
of the pattern to describe the zonal wind variance in-
creases as the mean jets move poleward.
Although there is no strong dependence of the EOF 1
anomaly pattern on the jet latitude in the North Pacific,
there is a robust response to climate change. Figure 9c
shows that the magnitude of the wobble associated with
EOF 1 in the North Pacific increases between the His-
torical and RCP8.5 scenarios, a response that is in the
opposite direction of the Southern Hemisphere and
North Atlantic responses. At first glance, the results
from Figs. 8e and 9c appear contradictory. However, the
two figures are not necessarily at odds since Fig. 8e
shows that there is no strong dependence of variability
on jet latitude when all models and integrations are
grouped together, while Fig. 9c demonstrates that when
each model and its inherent biases are considered sep-
arately, there is a systematic increase in the magnitude
of the EOF 1 wobble.
6. Mechanism for response
In summary, the above analysis of the CMIP5 models
shows that the response of the midlatitude jet to in-
creased GHG forcing in the Southern Hemisphere and
North Atlantic is a poleward shift of the jet and a re-
duction in the meridional variability of the jet. In the
North Pacific, the jet also shifts poleward with climate
change, however, the meridional variability of the jet
increases with jet latitude. In this section we propose
a single mechanism to explain these different responses.
a. Previous work
Barnes and Hartmann (2011) stirred a barotropic
model on the sphere to create an eddy-driven jet that
exhibits annular-mode-like variability, as first demon-
strated by Vallis et al. (2004). The persistence of the
wobbling jet is maintained through a positive eddy–mean
FIG. 9. As in Fig. 3, but for themeridional displacement (wobble) from themean jet latitude of the anomalouswind profiles associatedwith
1 standard deviation of ZEOF1.
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flow feedback, whereby the speed of the background
winds influences where the waves propagate and break
(i.e., at the critical latitudes where the phase speed of
the wave is equal to the background zonal wind) and
this breaking creates momentum fluxes that feed back
onto the jet and reinforce the westerlies (Hartmann
2007). This positive feedback is what allows the jet to
wobble and persist at a new location, even in a baro-
tropic model.
Barnes andHartmann (2011) showed that as the eddy-
driven jet is found closer to the pole in the barotropic
model, the meridional movement of the jet is reduced
and the jet speed explains more of the variance of the
zonal winds while the jet latitude explains less, just as we
have documented above for the CMIP5 models in the
Southern Hemisphere and North Atlantic. Garfinkel
et al. (2013) confirmed this relationship between jet
variability and jet latitude in an idealized modeling
study, where they varied the equilibrium temperature
profile to shift the eddy-driven jet and found that jet
speed explained the most variance of the zonal-mean
zonal wind for high- and low-latitude jets, while jet
wobbling explained the most variance for jets near 408
latitude (see their Fig. 12).
Barnes and Hartmann (2011) suggest that the back-
ground vorticity gradient on which tropospheric Rossby
waves propagate decreases drastically near the pole due
to geometric effects, and so the waves are unable to
propagate and break on the poleward flank of the jet.
This lack of polar wave breaking severs the feedback
loop between the waves and the jet, and thus renders the
jet unable to ‘‘wobble and stick’’ as it does nearer the
equator. A subsequent study by Barnes and Hartmann
(2012) examined the number of wave-breaking events
in this barotropic model and confirmed that wave
breaking on the poleward flank of the jet vanishes for
high-latitude jets. Thus, jets at high latitudes experi-
ence weaker meridional variability because of their
weaker eddy feedbacks from the lack of wave breaking
near the pole.
A region of particular interest for studying eddy–
mean flow feedbacks is the North Pacific, where a strong
subtropical jet resides during the winter season and is
merged with the eddy-driven jet. Eichelberger and
Hartmann (2007) demonstrated that the presence of
strong subtropical winds during wintertime causes the
leading mode of jet variability in the North Pacific to be
a pulsing of the jet, rather than a meridional wobble. To
test this mechanism in a barotropic model, Barnes and
Hartmann (2011) present an additional experiment,
where they introduce a band of strong westerlies in the
subtropics of the stirred barotropic model to mimic
a strong subtropical jet. Intriguingly, as they move the
eddy stirring from the midlatitudes into the subtropics,
the magnitude of the eddy-driven jet wobbling decreases,
and jet pulsing becomes the dominant pattern of vari-
ability. They argue that for a low-latitude jet, the sub-
tropical winds set the equatorward critical line, and as
such, variations in the eddy-driven winds do not greatly
influence the latitude of wave breaking. This once again
reduces the positive feedback between the eddies and the
meridional movement of the eddy-driven winds.
b. Wave breaking in the CMIP5 models
So far, the CMIP5 results confirm those of the baro-
tropic and idealized modeling studies (Garfinkel et al.
2013; Barnes and Hartmann 2011), namely, that the
variability of the eddy-driven jet is a strong function of
the mean jet latitude itself. To demonstrate that the
wave-breaking mechanism of Barnes and Hartmann
(2011) applies to the CMIP5models, we diagnose changes
in wave behavior in the CMIP5 models using the wave-
breaking detection algorithm of Barnes and Hartmann
(2012) (see brief discussion in section 2). We note that
Barnes and Hartmann (2012) published wave-breaking
frequencies for CMIP3 output and obtained similar
frequencies to those from CMIP5, but we present the
CMIP5 results for completeness.
The zonally integrated wave-breaking frequencies for
the Southern Hemisphere and North Atlantic are shown
in Figs. 10a,b,d,e. As in Fig. 8, the binned histograms of
wave-breaking frequency from each integration have
been grouped together by mean jet location and aver-
aged together. Figures 10a,d show anticyclonic wave-
breaking frequencies, which preferentially appear on
the anticyclonic (equatorward) flank of the jet (solid
line). As one might expect, the midlatitude wave-
breaking frequencies shift with the jet in a nearly one-
to-one fashion, which is to be expected if the feedback
between the eddies and the jet remains intact.
Figures 10b,e display the cyclonic wave-breaking
frequencies, which occur predominantly on the cyclonic
(poleward) flank of the jet. It is clear that the wave
breaking on the poleward jet flank does not shift with the
jet, but rather, stays fixed around 608 latitude and just
fizzles out as the jet latitude moves poleward. This de-
crease in high-latitude wave breaking is clear in Figs.
10c,f, which show the number of cyclonic wave-breaking
events poleward of 208 latitude as a function of jet po-
sition and forcing scenario. Most models exhibit a de-
crease in cyclonic wave breaking with increased GHG
forcing in the Southern Hemisphere and North Atlantic,
with amultimodel mean decrease of approximately 10%
in both sectors. For reference, we have included similar
plots for the eddy-momentum fluxes in appendix B for
comparison with the Rossby wave–breaking analysis.
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FIG. 10. Zonally integrated wave-breaking frequency profiles for (a),(d),(g) anticyclonic wave breaking (AWB) and (b),(e),(h) cyclonic
wave breaking (CWB) vs mean jet latitude, where model results have been grouped into 18 jet latitude bins and the profiles averaged
together: (a)–(c) Southern Hemisphere; (d)–(f) North Atlantic; and (g)–(i) North Pacific. The number of profiles in each jet latitude bin is
denoted along the x axis. The thick line denotes the 1:1 line and thus the position of the mean jet. (c),(f),(i) Cyclonic wave-breaking
frequency poleward of 208 latitude with arrows, lines and colors are as in Fig. 3.
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In both the Southern Hemisphere and North Atlantic,
the cyclonic wave breaking on the poleward flank of the
jet decreases as the mean jet is located at higher lati-
tudes. Along with these changes, the meridional vari-
ability of the jet decreases, and the jet speed explains
more andmore of the zonal wind variability. We suggest
the mechanism of Barnes and Hartmann (2011): the
positive eddy–mean flow feedback is reduced when
the absolute vorticity gradient is too weak as a result
of the spherical geometry (the gradient of planetary
vorticity is very small near the pole) and thus inhibits
synoptic wave breaking on the poleward flank of the jet.
A decreased positive feedback implies a reduction in the
meridional excursions of the jet maintained by this
feedback, and indeed, results from the earlier sections
support this conclusion.
We now come to the North Pacific, where the re-
sponse of the midlatitude jet variability is nearly op-
posite that of the Southern Hemisphere and North
Atlantic. The reason for this is the presence of a strong
subtropical jet in the North Pacific that inhibits the
eddy–mean flow feedback. Figure 11 displays the sector-
averaged 250-hPa zonal winds for the same model in
Figs. 1b and 7. The annual-mean North Pacific exhibits
a single, strong jet at 250 hPa, while there is a clear
separation between the subtropical and midlatitude jets
in the Southern Hemisphere and North Atlantic, with
the poleward maxima associated with the eddy-driven
jet. Recall that the eddy-driven jet in the North Pacific is
significantly equatorward of the midlatitude jets in the
Southern Hemisphere and North Atlantic (see Fig. 2),
and we see that manifested in the 250-hPa winds in ac-
cordance with the barotropic structure of the eddy-
driven winds.
The wave-breaking frequencies in the North Pacific
are displayed in Figs. 10g–i. Given the placement of the
North Pacific jet at lower latitudes, the frequency of
cyclonic wave breaking on the poleward flank of that jet
is larger than in the other two sectors and decreases only
slightly (less than 3%) with climate change. However,
anticyclonic wave breaking on the equatorward flank
of the jet (Fig. 10g) is smeared over the subtropics in
comparison to the other two sectors (Figs. 10a,d) and
does not shift with the jet. This is because the subtropical
and eddy-driven jets overlap in the North Pacific, and
thus there is no clear separation between the waves that
break on the equatorward flank of the eddy-driven jet
and those that break on the equatorward flank of the
subtropical jet, as is the case elsewhere. This further
supports our claim that the strong subtropical winds
dominate the propagation and wave-breaking charac-
teristics of the eddies in this sector.
In summary, the mechanism proposed here places the
eddy-driven jet and its variability into one of the fol-
lowing three regimes:
1) A high-latitude eddy-driven jet where themeridional
variability is suppressed by the presence of a weak
background vorticity gradient near the pole.
2) A low-latitude eddy-driven jet where the meridional
variability is suppressed by the presence of strong
subtropical winds.
3) An unconstrained, meridionally wobbling eddy-driven
jet found somewhere in between.
The response of the eddy-driven jet variability to cli-
mate change depends strongly on where the observed jet
lies within these three regimes. Higher-latitude jets in
the Southern Hemisphere and North Atlantic fall into
the third category and transition to the first category
as the jets shift poleward with climate change, while the
lower latitude North Pacific jets fall into the second
category and transition to the third category.
7. Seasonality
Our results have highlighted the annual-mean re-
sponse of the eddy-driven jet and its variability in the
three sectors. However, jet variability and the strength
of the subtropical winds are also functions of season. For
instance, Woollings and Blackburn (2012) have docu-
mented that the poleward shift of the eddy-driven jet in
the NorthAtlantic is smaller in winter than in summer in
the CMIP3 models. The seasonality of the jet shift
among the CMIP5 models is shown in Fig. 12. The bars
FIG. 11. Annual-mean 250-hPa sector-averaged zonal wind for the
Historical integration of an example model.
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denote the 25th–75th percentile range, while the crosses
denote those models that lie outside of that range.
Seasonal differences are readily apparent, with the
maximum jet shift occurring in autumn in all three
sectors [March–May (MAM) for the Southern Hemi-
sphere and September–November (SON) for the
Northern Hemisphere], and most notably, the North
Atlantic jet showing no clear shift in DJF by the end of
the twenty-first century. Consistent with the jet vari-
ability being a function of the mean jet latitude, we do
not find a consistent response in jet variability in the
wintertime North Atlantic (not shown). Thus, it is clear
that the annual-mean results from this study mask rich
seasonality among themodel responses, and future work
should address how the story differs among the seasons
in each sector. However, this additional work is beyond
the scope of this paper.
We will, nonetheless, address one aspect of the sea-
sonality of the jet variability response, namely that of the
North Pacific. We noted above that the North Pacific jet
response differs from the North Atlantic and Southern
Hemisphere jet responses due to the presence of a
strong subtropical jet in the annual mean. However, the
subtropical jet has a seasonal cycle, maximizing in the
winter months [December–February (DJF)]. Thus,
one might expect the North Pacific summertime [June–
August (JJA)] jet to behave more like the Southern
Hemisphere and North Atlantic jets when the sub-
tropical jet is weak. Figure 13 shows the percent variance
explained of u850,700 by ~Zlat, ~Zspd, ~Zwdt, and ~ZEOF1 in
the North Pacific for DJF and JJA. The jet is farther
FIG. 12. Seasonal-mean jet shift (degrees poleward) between the
Historical and RCP8.5 experiments for the three sectors. The bars
denote the 25th–75th percentile range of themultimodel spread (22
models total) and the diagonal crosses denote themodels outside of
this range.
FIG. 13. As in Fig. 6, but for the North Pacific sector during (a) winter (DJF) and (b) summer (JJA).
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equatorward in the winter than the summer, and the
dependence of the variability on the mean jet position in
DJF is similar to that of the annual mean (Fig. 6c), when
the subtropical jet is strong. In the summer, however, the
subtropical jet is weak (not shown), and the eddy-driven
jet is farther poleward. In this instance, we find no sig-
nificant dependence of ~Zlat on the mean jet position al-
though ~Zspd does still exhibit a negative correlation with
jet latitude. These seasonal plots support the dynamical
mechanism linking decreased jet wobbling to the pres-
ence of a strong subtropical jet, but more work is needed
to clarify the role of the seasonality of subtropical winds
in modulating the eddy-driven jet’s variability response.
We find that there is also a strong seasonal subtropical
jet in the Southern Hemisphere Pacific Ocean during
winter, which can influence the eddy-driven jet vari-
ability there (Barnes and Hartmann 2010a). Again, we
have no room to discuss the details here, but in future
work we will investigate the seasonality of the Southern
Hemisphere eddy-driven jet response in a zonally
asymmetric framework.
8. Conclusions
We have demonstrated a robust response of the eddy-
driven jets to climate change in the CMIP5 multimodel
mean ensemble and,more importantly, have highlighted
the response of their variability to increased greenhouse
gas forcing.Ourmain findings are summarized in Table 3.
In all three basins, models predict a 18–28 poleward shift
of the jets by the end of the twenty-first century. With
this shift, we find that jet variability in theNorthAtlantic
and Southern Hemisphere becomes less of a meridional
jet wobble and more of a change in jet speed, while jet
variability in the North Pacific becomes more of a wob-
ble and less of a pulse. We argue that these different
responses can be dynamically linked, through Rossby
wave breaking, to the mean latitude of the jet relative to
the subtropics and poles.
These results highlight that the leading pattern of
variability for a given model experiment can be a strong
function of the mean state, specifically of the mean jet
latitude. As a consequence, using the variability patterns
(e.g., as defined by EOFs) from onemodel integration to
quantify variability in another integration or in another
model can lead to severe errors. Our findings suggest
that GCM biases in the mean jet position will directly
relate to biases in the GCM’s atmospheric variability,
given the dependence of the variability pattern on jet
latitude. Since most GCMs have large equatorward jet
biases in the North Atlantic and Southern Hemisphere,
our results suggest that GCMs will also exhibit strong
biases in their tropospheric variability. Finally, since
some models project very large responses in the jet posi-
tion (i.e., shifts of up to 58 poleward), it is possible that the
leading pattern of variability in the future may be quite
different from the familiar north–south wobble of the jet.
Eddy-driven jet variability is strongly tied to the po-
sition of the storm tracks (Limpasuvan and Hartmann
1999), regional weather (Hurrell et al. 2003), blocking
anticyclone frequency (Woollings et al. 2008), and wind
driving of the oceans with implications for sea ice extent
(Hall and Visbeck 2002; Holland and Kwok 2012). With
such diverse ties to physical processes within the tro-
posphere and at Earth’s surface, changes in the domi-
nant forms of variability of the eddy-driven jets are
likely to have important global impacts.
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APPENDIX A
Method to Calculate Explained Variance
The area-weighted percent variance explained of
the sector-average anomalous zonal wind [~u5 ~u(t, j)]
by the anomalous time series ~X5 ~X(t, j), where j is











Here cosj denotes the cosine of the jth latitude and the
sum is performed between 258 and 908 latitude for each













for two time series a(t) and b(t) with means a and b,







[a(t)2 a]2 , (A3)
where N is the length of a.
In calculating the percent variance explained, days
were removed from the calculation when any of the
three time series ( ~Zlat, ~Zspd, and ~Zwdt) was undefined.
The quantity ~Zwdt was the most often undefined (jet
profile never reached half of its maximum), and this
typically occurred less than 2% of the time. We have




Figure B1 is similar to Fig. 10, except here we plot the
zonal-mean 250-hPa eddy-momentum flux profiles,
where eddies are calculated using a 10-day high-pass
Lanczos filter with 41 weights (see Duchon 1979 for
details). The eddy-momentum flux is another metric to
quantify wave propagation and we have included it here
since eddy-momentum flux divergence occurs where
Rossby waves break and it is easier to diagnose this di-
vergence than track individual Rossby waves. Similar to
Figs. 10a,b, the eddy-momentum flux at high latitudes
decreases for jets found at higher latitudes, while the
momentum flux equatorward of the jet axis follows the
jet. In the Southern Hemisphere especially, the equator-
ward (positive values, blue shading) momentum fluxes
FIG. B1. (a)–(c) Zonally integrated, 250-hPa eddy-momentum flux profiles vs mean jet latitude for the three sectors, respectively, where
the eddies are defined with a 10-day high-pass filter. Note that the colors in (a) have been flipped for easier comparison with (b) and
(c). Model results have been grouped into 18 jet latitude bins and the profiles averaged together and the number of profiles in each jet
latitude bin is denoted along the x axis. The thick line denotes the 1:1 line and thus the position of the mean jet.
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on the poleward jet flank do not move with the jet
axis, as is the case for the cyclonic Rossby wave–
breaking frequencies. In the North Pacific, the poleward-
momentum fluxes are larger than the other two basins,
consistent with the wave-breaking occurrence (Fig. 10h);
however, the poleward-momentum fluxes also appear to
decrease somewhat as the jet is located at higher latitudes.
This is in agreement with the Rossby wave–breaking
analysis.
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