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Resumen
En el presente trabajo de tesis se aborda el problema de la obtencio´n de la pose de un
robot mo´vil mediante ca´maras esta´ticas ubicadas en el entorno. El enfoque presentado se
basa en el concepto de “Espacio Inteligente”, en el que un sistema distribuido de proce-
samiento controla las ca´maras y el robot. Los antecedentes de posicionamiento de robots
mediante ca´maras inciden en el uso de balizamiento artificial de los robots. En esta tesis
se propone un enfoque que minimiza el conocimiento previo necesario del robot y hace uso
de su apariencia natural para obtener la pose.
Se propone en esta tesis un algoritmo de localizacio´n basado en la obtencio´n de marcas
naturales, detectadas en el plano imagen del conjunto de ca´maras, las cuales se corresponden
con un modelo tridimensional del robot.
El sistema de localizacio´n planteado se divide en dos fases. Primero se obtiene el modelo
tridimensional del robot y su pose inicial mediante una fase de inicializacio´n. En segun-
do lugar, se obtiene la pose del robot en cada instante de tiempo mediante una fase de
localizacio´n secuencial.
La inicializacio´n es resuelta en esta tesis para cualquier nu´mero de ca´maras, aplicando
un enfoque de reconstruccio´n a partir del movimiento del robot. Este enfoque requiere el
uso de odometr´ıa en su versio´n para una ca´mara y permite que las correspondencias entre
ca´maras no sean necesarias.
El algoritmo secuencial de posicionamiento hace uso del modelo tridimensional obtenido
en la inicializacio´n, para determinar la pose del robot mediante un esquema probabil´ıstico
de estimacio´n-correccio´n. El algoritmo incluye te´cnicas robustas de eliminacio´n de medidas
erro´neas en el plano imagen y una solucio´n no iterativa y de baja complejidad para el
problema del ca´lculo de la pose utilizando mu´ltiples ca´maras, denominado el problema
mPnP (“multiple Perspective n Point”) en la literatura anglosajona.
El uso de un enfoque probabil´ıstico permite realizar la fusio´n de toda la informacio´n
disponible en el entorno, modelando la incertidumbre resultado de la pose del robot.
La solucio´n presentada en esta tesis se ha validado experimentalmente en todas sus
fases, utilizando para ello tanto datos simulados como un entorno real con ca´maras, robots
y obsta´culos. El resultado es un me´todo de localizacio´n estable y aplicable a entornos reales,
en los que existen oclusiones y cambios de iluminacio´n.
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Abstract
This thesis deals with the problem of mobile robot localization using static cameras
placed in the environment. The presented approach is based in the idea of “Intelligent
Space”, where a distributed intelligence controls cameras and robots to serve in a certain
task. The previous works that shares the same approach are focused on placing artificial
landmarks on the robots. This thesis focuses on approaches that do not need previous
knowledge about the robot and make use of the natural appearance of the robot.
The localization process proposed in this thesis is based on natural landmarks, which
are detected in the image plane of the set of cameras and correspond to a 3D model of the
robot.
The proposed localization system is divided in two steps. Firstly, a initialization step
obtains the 3D model of the robot and its initial pose. Secondly, using a sequential approach,
the pose of the robot is obtained at each time instant.
The initialization step is solved in this thesis for any number of cameras using a
structure-from-motion approach, where odometry serves as a metric reference in the single
camera case. Besides, the proposed approach avoids using natural landmark corresponden-
ces between multiple cameras, which allows to initialize the 3D model for non-overlapping
views.
The sequential step proposed in this thesis uses the 3D model, obtained in the afore-
mentioned initialization step, for retrieving robot’s pose in a estimation-correction scheme.
This step includes robust techniques that remove outliers from the measurements.
In addition to the filtering approach, a non-iterative and of low complexity solution to
the mPnP (multiple perspective n point) problem is proposed.
The probabilistic approach performs coherent data fusion between all information avai-
lable and it allows to estimate uncertainty in the obtained robot’s pose.
The solution presented in this thesis has been experimentally assessed using synthetic
generated data and experiments from a real environment with cameras, robots and obs-
tacles. The resulting method is proved to be stable against occlusions and illumination
changes, which makes it suitable to real situations.
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1.1. Introduccio´n
En las u´ltimas de´cadas, las tecnolog´ıas de la informacio´n se han establecido defini-
tivamente en la pra´ctica totalidad de los a´mbitos de la sociedad humana. Las facilidades
generadas por las redes de datos, desarrolladas gracias al tremendo avance de las comunica-
ciones en el u´ltimo siglo, han permitido sentar las bases para un futuro nivel de interaccio´n
entre el ser humano y la tecnolog´ıa. Mediante una red densa y flexible de comunicaciones,
como lo es la red global existente, es exigible una futura comunicacio´n e interaccio´n con el
usuario y el entorno igualmente rica.
Una parte amplia de la produccio´n cient´ıfica, como es la robo´tica, los interfaces hombre-
ma´quina o las redes de sensores, desarrolla en la actualidad con gran velocidad el objetivo
de dotar de inteligencia y poder de decisio´n a los sistemas que ahora sustentan las redes de
informacio´n. En este marco visionario se desarrollan los llamados “Espacios Inteligentes”,
herederos de la computacio´n ubicua, en los cuales la tecnolog´ıa se encuentra inmersa en
los espacios ocupados por el usuario, poniendo al servicio del mismo interaccio´n con el
entorno. El “Espacio Inteligente” tiene a su disposicio´n una red de sensores que le permiten
obtener informacio´n del mundo que observa, y una red de actuadores (robots, pantallas
de informacio´n, etc.) que habilitan su interaccio´n con el usuario. La red de sensores y la
inteligencia que los gobierna es por tanto imperceptible para el usuario, tomando decisiones
y cooperando entre diferentes agentes auto´nomos para la consecucio´n de un servicio o tarea.
El concepto de “Espacio Inteligente” aglutina los conceptos de ubicuidad e inteligencia
de las redes sensoriales. La computacio´n ubicua, propuesta por Weiser, engloba el concepto
de inmersio´n y transparencia de la tecnolog´ıa para el usuario. Existen numerosas acepciones
para el mismo concepto, y por lo tanto se habla igualmente de “Ambientes Inteligentes” o
“Smart Rooms” en la terminolog´ıa anglosajona.
En la presente tesis se considera a un “Espacio Inteligente” como un a´rea f´ısica dotada
de sensores, los cuales son controlados e inspeccionados por un sistema de supervisio´n con
capacidad de ana´lisis y toma de decisiones. La inteligencia del entorno puede estar cons-
tituida por uno o varios nodos interconectados que permiten la captura y ana´lisis de la
informacio´n extra´ıda por los sensores. Asimismo, los actuadores disponibles, entre los que
destaca el uso de robots mo´viles, son convenientemente controlados por dicha inteligencia
para acometer una tarea concreta. Las aplicaciones de los “Espacios Inteligentes” son nu-
merosas y de emergente aplicabilidad e implantacio´n pra´ctica. Abarcan todos los a´mbitos
de la robo´tica de servicios, tareas de seguridad y vigilancia automa´tica, ayudas a personas
con discapacidad y por supuesto los servicios domo´ticos orientados al gran pu´blico.
1.2. Motivaciones de la Tesis
Una de las tareas fundamentales que los “Espacios Inteligentes” deben resolver satis-
factoriamente, en especial si su interaccio´n se realiza con robots mo´viles, es la correcta
localizacio´n de todos los elementos que se encuentran en una escena particular. La localiza-
cio´n implica no solo una posible medida me´trica de la posicio´n y segu´n el caso orientacio´n
del objeto a considerar, sino tambie´n el desarrollo de me´todos capaces de discernir la iden-
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tidad de los diferentes elementos percibidos por los sensores.
La dificultad y posibilidades de la tarea de localizacio´n es dependiente de las tecnolog´ıas
involucradas en el sistema sensorial. Existe una actividad importante de investigacio´n la
cual, se orienta a crear redes de sensores para proporcionar localizacio´n en entornos inte-
riores y exteriores. En este punto y de manera natural los “Espacios Inteligentes” se funden
con dicha actividad investigadora, compartiendo las mismas problema´ticas y objetivos.
En la actualidad existen diversas tecnolog´ıas, con diferentes grados de implantacio´n y
objetivos, dedicadas a la localizacio´n en espacios interiores y exteriores. En la figura 1.1
se muestra el grado de implantacio´n de un conjunto relevante de sistemas de localizacio´n
en relacio´n con la precisio´n obtenida. El posicionamiento en exteriores posee un grado de
implantacio´n y e´xito notables, debido en gran parte a la evolucio´n y generalizacio´n de
las tecnolog´ıas GPS y similares. Sin embargo, en entornos interiores la situacio´n es muy
diferente. Las tecnolog´ıas con mayor grado de implantacio´n en interiores, como puede ser
el posicionamiento por RFID [Hahnel et al., 2004] o WiFi [Ocana et al., 2005] , son
dif´ıcilmente aplicables al posicionamiento me´trico de robots, debido en parte a la precisio´n
obtenida y su dependencia con la presencia de personas y otros objetos en el entorno.
Figura 1.1: Clasificacio´n de las te´cnicas de localizacio´n atendiendo a la precisio´n alcanzable y su
grado de implantacio´n. La altura de las cajas de cada tecnolog´ıa intenta representar la evolucio´n
que se estima tendra´ en los pro´ximos an˜os [Hazas et al., 2004].
A su vez, existen otras tecnolog´ıas con un grado de implantacio´n menor, como puede
ser el “Ultra Wide Band (UWB)” [Ahn and Yu, 2006], los ultrasonidos [Villadangos
et al., 2005] o la visio´n [Fernandez et al., 2007], que presentan en la actualidad resultados
prometedores para el posicionamiento preciso ( del orden de cent´ımetros).
Entre el conjunto de tecnolog´ıas comentadas cabe destacar el uso de visio´n artificial
por su potencial en varios aspectos representativos:
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Proporciona una cantidad de informacio´n muy superior a las tecnolog´ıas como UWB,
acu´stica o infrarrojos.
Su uso no so´lo esta´ limitado al posicionamiento sino tambie´n al reconocimiento de
objetos y gestos de los usuarios.
El uso de ca´maras permite dotar al “Espacio Inteligente” de un sistema sensorial
enteramente transparente al usuario.
La precisio´n alcanzada por la visio´n es del orden de cent´ımetros, lo que permite su
uso para guiado de robots mo´viles.
Como inconvenientes del uso de ca´maras, lo cual ha supuesto un freno en su implanta-
cio´n directa fuera del laboratorio, se encuentran los siguientes:
El uso de ca´maras exige el tratamiento de una cantidad considerable de informacio´n
ambigua y compleja.
Las necesidades de hardware aumentan y el tiempo real requiere de un uso o´ptimo
de la informacio´n proporcionada.
El coste de un sistema basado en visio´n artificial, el cual a pesar de una constante dis-
minucio´n en los u´ltimos an˜os, se encuentra au´n por encima de soluciones comerciales
basadas en otras tecnolog´ıas.
La cantidad de informacio´n suministrada por ca´maras genera en muchos casos pro-
blemas de proteccio´n de privacidad, sobre todo en su aplicacio´n en espacios pu´blicos.
Los inconvenientes del uso de ca´maras como sensor de posicionamiento se deben por
tanto en su mayor´ıa a limitaciones en la tecnolog´ıa existente y no a las posibilidades po-
tenciales que posee. La visio´n por computador es una disciplina au´n emergente en ciertos
aspectos, que sin lugar a dudas terminara´ imponie´ndose en numerosas aplicaciones, hoy
ocupadas por otras tecnolog´ıas.
1.3. Objetivos planteados en la Tesis
La presente tesis se centra en el uso exclusivo de ca´maras para la obtencio´n de la
localizacio´n de los robots mo´viles que son controlados por el “Espacio Inteligente”. E´ste
es dotado, por tanto, de un conjunto de ca´maras dispuestas para la observacio´n de un
espacio acotado. Cada ca´mara se conecta a una red de comunicaciones, que permite la
adquisicio´n de ima´genes sincronizadas por un conjunto de nodos de procesado. Adema´s de
las ca´maras, el entorno controla robots mo´viles mediante un enlace inala´mbrico igualmente
interconectado con todos los nodos inteligentes. En la figura 1.2, se muestra un gra´fico de
la estructura del “Espacio Inteligente”.
Las condiciones desde las que parte la tesis son las siguientes:
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Figura 1.2: Estructura del espacio inteligente
Cada robot, del que se requiere una localizacio´n precisa, es controlado remotamente
por el “Espacio Inteligente”. Dicha controlabilidad sera´ una de las caracter´ısticas
fundamentales que lo diferenciara´ del resto de objetos mo´viles presentes en la escena.
No esta disponible un modelo de la estructura tridimensional del robot y por lo
tanto no es necesario que este´ equipado con ningu´n tipo de marca artificial o sistema
de balizamiento. Se desea un sistema totalmente no invasivo con los elementos que
localiza.
Se dispone de un sistema de estimacio´n de movimiento odome´trico, embarcado en el
robot, el cual es enviado al “Espacio Inteligente” mediante un enlace inala´mbrico. El
sistema odome´trico sera´ indispensable en ciertos aspectos de la solucio´n planteada, y
en cualquier caso ayudara´ a mejorar el comportamiento y estabilidad de la propuesta.
El sistema sensorial se compone de una o varias ca´maras. La solucio´n desarrollada
en esta tesis cuenta con una disposicio´n de los sensores alejados, de modo que sea
posible cubrir el ma´ximo posible de espacio con el mı´nimo nu´mero de ellos.
Los principales problemas a los que se hace frente en esta tesis se resumen a continua-
cio´n:
Disen˜ar un mecanismo para detectar caracter´ısticas robustas de la proyeccio´n del
robot en cada una de las ima´genes disponibles. E´stas deben permitir realizar una lo-
calizacio´n adecuada gracias a su seguimiento y correspondencia a lo largo del tiempo.
Fusio´n de la informacio´n proveniente de todos los sensores presentes en el entorno.
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Presencia de oclusiones, cambios de iluminacio´n y sombras en la obtencio´n de la
informacio´n de las distintas ca´maras.
Disen˜o de un algoritmo capaz de realizar la localizacio´n simulta´nea de mu´ltiples
robots.
Cada paso del proceso debera´ ser resuelto para distintas situaciones de cobertura del
espacio, incluyendo aquellas en las que tan solo se cuenta con informacio´n proveniente
de una sola ca´mara.
Definicio´n y solucio´n a los problemas derivados de la inicializacio´n.
1.4. Contexto de desarrollo de la Tesis
Esta tesis se enmarca dentro de las actividades de investigacio´n que se realizan en el
grupo de investigacio´n GEINTRA (Grupo de Ingenier´ıa aplicada a los Espacios Inteligentes
y el Transporte), perteneciente al Departamento de Electro´nica de la Universidad de Alcala´.
Dicho grupo posee una l´ınea de investigacio´n en “Espacios Inteligentes” aplicados al guiado
y posicionamiento de robot mo´viles.
En concreto, la presente tesis se ha desarrollado dentro de los siguientes proyectos:
“Integracio´n de Redes de Sensores Acu´sticos, de Visio´n y RFID para la localizacio´n en
Ambientes Inteligentes” (RESELAI) Proyecto financiado por el Ministerio de Ciencia
y Tecnolog´ıa de Espan˜a (Ref. TIN-2006-14896-C0201).
El objetivo del proyecto RESELAI es el estudio, desarrollo e integracio´n de redes de
sensores a partir de tres tecnolog´ıas ba´sicas: acu´stica, visio´n y RFID, con el fin de
potenciar entornos inteligentes, a los que aportar funciones de deteccio´n de presencia,
localizacio´n f´ısica e interaccio´n con sus usuarios. En cada una de estas a´reas el objetivo
es el desarrollo de los sistemas “software” y “hardware” necesarios, con la finalidad
de construir un prototipo funcional. E´ste debe permitir demostrar las facetas de
deteccio´n, localizacio´n e integracio´n mejorada con los usuarios ( personas, sillas de
ruedas automa´ticas, robots mo´viles, etc.).
El objetivo del proyecto RESELAI consiste no so´lo en desarrollar las tres tecnolog´ıas
aplicadas a “Espacios Inteligentes” por separado, sino presentar a su vez un esquema
de sinergia eficiente entre ellas.
“Espacios Inteligentes para la Identificacio´n de Robots Mo´viles utilizando Visio´n Ar-
tificial” (VISO) Proyecto financiado conjuntamente por la Universidad de Alcala´ y
la Comunidad de Madrid (Ref. CCG06-UAH/DPI0745).
El proyecto VISO tiene como objetivo la investigacio´n de te´cnicas no invasivas, ba-
sadas exclusivamente en visio´n, de posicionamiento de robots mo´viles en “Espacios
Inteligentes”. En este proyecto se hace hincapie´ en te´cnicas de localizacio´n basadas en
marcas naturales de la apariencia de los robots y te´cnicas de segmentacio´n basadas
en movimiento.
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1.5. Estructura general del algoritmo propuesto
En la presente tesis se plantea la localizacio´n de un robot mediante la identificacio´n
de puntos de su estructura natural en el conjunto de ca´maras. Se construira´ un modelo
tridimensional de dicha estructura, con el objetivo de relacionar me´tricamente la pose del
robot con la proyeccio´n en la imagen o ima´genes de dicho modelo. Entre los objetivos de
la tesis, se encuentra la no posibilidad de no balizar el robot y el desconocimiento de la
estructura del mismo. Por lo tanto, se plantea la obtencio´n no supervisada del modelo tridi-
mensional, necesario para calcular la pose, mediante el conjunto de ca´maras. El mecanismo
de obtencio´n de informacio´n tridimensional mediante ca´maras se suele denominar como
“reconstruccio´n” y por tanto, el objetivo de la tesis es la reconstruccio´n y posicionamiento
de robots mo´viles mediante ca´maras. En la figura 1.3 se resumen los diferentes procesos
involucrados en la solucio´n propuesta que calcula la pose de robots mo´viles en “Espacios
Inteligentes”.
Figura 1.3: Esquema de los procesos involucrados en el ca´lculo de la pose del robot mo´vil.
La reconstruccio´n de un modelo tridimensional del robot mo´vil se llevara´ a cabo al
mismo tiempo que se localiza el robot, haciendo uso para ello de la informacio´n prove-
niente de las ca´maras y las estimaciones de movimiento proporcionadas por sensores de
odoemtr´ıa instalados en cada robot, los cuales son remotamente supervisados por el “Es-
pacio Inteligente”. El algoritmo desarrollado en esta tesis posee una divisio´n clara en dos
tipos de procesos: En primer lugar se proponen aquellos procedimientos destinados a pro-
porcionar informacio´n en los estados de arranque del sistema ( “Inicializacio´n de la Pose y
Geometr´ıa”). Resuelta la inicializacio´n, y por tanto conocida la pose anterior y una porcio´n
de la estructura del robot, se proponen aquellos me´todos destinados a obtener la pose y
reconstruccio´n de manera secuencial ( “Posicionamiento y Reconstruccio´n Secuencial”).
La propuesta presentada en esta tesis para el posicionamiento de robots mo´viles consta,
por tanto, de los siguientes bloques principales ( ver figura1.3 ):
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Inicializacio´n de la Pose y Geometr´ıa: Inicialmente, no es conocida ni la pose
del robot ni informacio´n tridimensional del mismo. En este paso, la informacio´n del
conjunto de ca´maras y la estimacio´n de movimiento proporcionada por la odometr´ıa
del robot, son utilizadas para obtener la pose y reconstruccio´n del mismo. La difi-
cultad de esta fase reside en la necesidad de resolver problemas que consumen un
tiempo de co´mputo elevado o incluso requieren que el robot realice una trayectoria
de inicializacio´n.
Posicionamiento y Reconstruccio´n Secuencial: Una vez resuelto el problema
de la inicializacio´n, el problema secuencial consiste en la obtencio´n de la pose y nueva
informacio´n tridimensional del robot, dado que se conoce la pose y estructura en el
instante anterior. El enfoque secuencial requiere menor tiempo de co´mputo que el
problema de la inicializacio´n, lo que permite su implementacio´n en tiempo real.
Ambos procesos, inicializacio´n y secuencial, se nutren de la misma informacio´n proveniente
de las ca´maras dispuestas en el “Espacio Inteligente”:
Proceso de medida en el plano imagen: Las medidas en el plano imagen consisten
en puntos asociados con la proyeccio´n de la estructura reconstruida del robot. El
proceso de medida tiene dos objetivos fundamentales:
• Detectar los puntos de la imagen que son susceptibles de ser candidatos a formar
parte de la estructura del robot.
• Establecer una correspondencia de un mismo punto en sucesivas ima´genes.
Estimacio´n de movimiento mediante odometr´ıa: La odometr´ıa presente en el
robot permite establecer una estimacio´n, precisa en trayectorias cortas, del movi-
miento realizado por el robot, el cual es ordenado por el propio “Espacio Inteligente”.
1.6. Estructura de la Tesis
La organizacio´n de la memoria de esta tesis atiende al desarrollo y justificacio´n de
todos los conceptos teo´ricos presentados, as´ı como la validacio´n experimental efectuada
sobre cada una de los temas que se han propuesto para su desarrollo. La memoria de la
presente tesis esta´ estructurada en nueve cap´ıtulos.
En el cap´ıtulo 1 se realiza una breve introduccio´n a los “Espacios Inteligentes” y
las redes de sensores. Se realiza una justificacio´n de las motivaciones que dan lugar a la
presente tesis, as´ı como un breve esbozo de la solucio´n planteada para la localizacio´n de
robots mo´viles mediante ca´maras.
En el cap´ıtulo 2 se presenta un estudio del estado del arte actual, tanto en lo que a
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“Espacios Inteligentes” se refiere como a las u´ltimas te´cnicas disponibles en visio´n artificial
para la deteccio´n y posicionamiento de objetos.
En el cap´ıtulo 3 se describen los modelos matema´ticos de todos los elementos que
componen el “Espacio Inteligente” as´ı como la notacio´n establecida para el resto del docu-
mento. Se plantea a su vez la descripcio´n de todos los procesos dina´micos y de medida como
procesos aleatorios con funciones de densidad de probabilidad gaussianas. El objetivo es la
introduccio´n de las te´cnicas probabil´ısticas que sera´n utilizadas en apartados posteriores.
En el cap´ıtulo 4 se describen los procesos de inicializacio´n de pose y estructura del
robot para una o varias ca´maras. Se describen en detalle los algoritmos utilizados, su
impacto en el tiempo de co´mputo, precisio´n y robustez.
En el cap´ıtulo 5 es presentado el me´todo de medida en el plano imagen mediante
me´todos de deteccio´n y seguimiento de marcas naturales. En este cap´ıtulo se presta es-
pecial atencio´n sistemas de emparejamiento de marcas naturales basado en descriptores
invariantes a deformaciones proyectivas.
En el cap´ıtulo 6 se describe una te´cnica de co´mputo de pose de un objeto a partir de
mu´ltiples ca´maras, dado un modelo tridimensional del mismo. El me´todo planteado sera´ de
baja complejidad para un nu´mero elevado de puntos vistos por las ca´maras. Dicha te´cnica
se utilizara´ como algoritmo ba´sico en su utilizacio´n en el cap´ıtulo se´ptimo.
En el cap´ıtulo 7 se presenta el algoritmo secuencial de obtencio´n de la pose y geometr´ıa
del robot, partiendo de una solucio´n inicial conocida. Este cap´ıtulo aborda aspectos del
algoritmo, como el tiempo de co´mputo o su inmunidad a medidas erro´neas.
En el cap´ıtulo 8 se muestran los resultados experimentales que permiten validar la
propuesta de localizacio´n presentada en esta tesis.
En el cap´ıtulo 9 se presentan las conclusiones finales junto a un resumen de las apor-
taciones realizadas en esta tesis. As´ı mismo, se indican futuras lineas de investigacio´n,
relacionadas con el trabajo desarrollado.
Cap´ıtulo 2
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2.1. Introduccio´n
El concepto de un espacio dotado de inteligencia ha sido propuesto por diversos auto-
res y ha ido evolucionando separa´ndose en distintas implementaciones, incluyendo aquellas
aplicaciones destinadas a la localizacio´n y navegacio´n de robots; relaciona´ndose directa-
mente con el tema propuesto en esta tesis.
El enfoque de“Espacio Inteligente”proviene de a´reas de investigacio´n relacionadas con el
interfaz hombre-maquina (HMI). El objetivo es definir espacios donde exista una interaccio´n
no intrusiva entre usuarios y el propio entorno. La interaccio´n tiene la intencio´n de ayudar
al usuario en algu´n tipo de tarea. En un entorno, el usuario humano recibe servicios del
mismo mediante una comunicacio´n que mantiene con e´l empleando para ello un lenguaje
natural entendido por ambos.
El inicio de los espacios inteligentes y la “Computacio´n Ubicua” fueron conducidos por
Weiser [Weiser, 1999] [Weiser, 1993b]. Este autor realiza una clasificacio´n en funcio´n de
cuatro elementos ba´sicos: ubicuidad, conocimiento, inteligencia e interaccio´n natural.
Ubicuidad: Mu´ltiples sistemas embebidos con total interconexio´n entre ellos
Conocimiento: Habilidad del sistema para localizar y reconocer lo que acontece en el
entorno y su comportamiento.
Inteligencia: Capacidad de adaptarse al mundo que percibe.
Interaccio´n Natural: Capacidad de comunicacio´n entre el entorno y los usuarios
Uno de los primeros sistemas ubicuos implementados con esta filosof´ıa se propuso en el
proyecto Xerox PARC de Computacio´n Ubicua (UbiComp) [Weiser, 1993a], desarrollado
a finales de los 80. La red de sensores desplegada no estaba basada en informacio´n visual
debido al coste prohibitivo para la e´poca. Hoy en d´ıa varios grupos de investigacio´n desa-
rrollan y expanden el concepto de espacio inteligente y la computacio´n ubicua. Algunos de
los mas notorios se indican a continuacio´n:
Intelligent Room [Coen, 1998]. Desarrollado por el grupo de investigacio´n del Arti-
ficial Intelligence Laboratory en el MIT (Masachussetts Institute of Technology). Es
uno de los proyectos mas evolucionados en la actualidad, bajo el nombre del proyecto
“Oxygen” [Look et al., 2005] [Look and Shrobe, 2007]. Se trata de una habitacio´n que
posee ca´maras, micro´fonos y otros sensores que realizan una actividad de interpreta-
cio´n con el objetivo de averiguar las intenciones de los usuarios. Se realiza interaccio´n
mediante voz, gestos y contexto (ver figura 2.1).
Smart Room [Pentland, 1996]. Desarrollado en el Media Lab del MIT bajo el grupo de
investigacio´n VisMod (“Vision and Modelling”). Mediante la utilizacio´n de ca´maras,
micro´fonos y sensores se pretende analizar el comportamiento humano dentro del
entorno. Se localiza al usuario, identifica´ndolo mediante su voz y apariencia y se
realiza un reconocimiento de gestos. La linea de investigacio´n actual se centra en
la utilizacio´n de redes de sensores para su aplicacio´n a productividad en grandes
empresas [Ara et al., 2008].
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Figura 2.1: Diagrama del proyecto oxygen realizado en el MIT.
Easy Living [Shafer et al., 1998]. Se trata de un proyecto de investigacio´n de la
empresa Microsoft con el objetivo de desarrollar “entornos activos”, que ayuden a los
usuarios en tareas cotidianas. Al igual que otros proyectos comentados, se intenta
establecer una comunicacio´n entre el entorno y el usuario mediante lenguaje natural.
Se hace uso de visio´n artificial para realizar identificacio´n de personas e interpretacio´n
de comportamientos dentro del espacio inteligente. El proyecto no posee actividad
investigadora relevante desde el an˜o 2000.
Los proyectos mencionados no incluyen robots controlados por el entorno. El uso de
agentes robo´ticos controlados por el espacio inteligente es estudiado por un nu´mero todav´ıa
reducido de grupos de investigacio´n.
T.Sogo [T.Sogo et al., 1999] propone un sistema equipado con 16 ca´maras fijas lla-
madas “Agentes de Visio´n” (VA), las cuales aportan la informacio´n necesaria para
localizar a un grupo de robots a trave´s de un espacio lleno de obsta´culos. Los Agen-
tes de Visio´n consisten en ca´maras omnidireccionales no calibradas. La localizacio´n
se realiza en dos pasos. En primer lugar un operador humano debe mostrar al espacio
inteligente el camino que debera´n seguir los robots. Una vez que el sistema ha apren-
dido en coordenadas de imagen el camino sen˜alado, puede actuar sobre los robots
con el objetivo de minimizar el camino que recorren en la imagen con respecto al que
realizan durante el periodo supervisado.
La te´cnica es similar a la utilizada en aplicaciones de servo o´ptico, por lo que resulta
muy dif´ıcil estimar la precisio´n que se obtiene realmente con el sistema. Dependera´
en gran medida de la te´cnica de comparacio´n en el plano imagen y la posicio´n relativa
de las ca´maras y los robots.
Un trabajo ma´s evolucionado fue propuesto en la universidad de Tokyo por Lee y
Hashimoto [Hashimoto et al., 2003] [Lee et al., 2005]. En este caso se dispone de
un Espacio Inteligente completo en el que se mueven robots y usuarios. Cada ca´ma-
ra, unida a un sistema de procesamiento es tratado como un dispositivo inteligente
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conectado a una red, denominado DIND (Distributed Intelligent Network Device).
Cada uno de los DIND posee capacidad de procesamiento por si solo, por lo que el
espacio inteligente posee flexibilidad a la hora de incluir nuevos nodos inteligentes.
Puesto que se cuenta con dispositivos calibrados, la localizacio´n se realiza en espacio
me´trico. Los robots esta´n dotados de balizamiento pasivo mediante un conjunto de
bandas de colores fa´cilmente detectables por cada DIND. En este espacio de trabajo
(Ispace), se realizan experimentos de interaccio´n entre humanos y robots y navegacio´n
con deteccio´n de obsta´culos.
Otra propuesta es el proyecto MEPHISTO (“Modular and Extensible Path Planning
System using Observation”) [Steinhaus et al., 1999] [Steinhaus et al., 2007] del
Instituto para el Disen˜o de Computadores y Tolerancia a Fallos en Alemania. En este
proyecto, el concepto de inteligencia distribuida se alcanza gracias a las denominadas
Unidades de Procesamiento de A´rea Local ( LAPU, “Local Area Processing Unit”),
similares a los DIND de Lee y Hashimoto. Se define una unidad espec´ıfica para el
control del robot (RCU, “Robot Control Unit”) que conecta y env´ıa instrucciones
a los diferentes robots. La localizacio´n se realiza sin marcas artificiales, usando una
descripcio´n poligonal de cada robot en coordenadas de la imagen, la cual es convertida
a una posicio´n tridimensional con un enfoque multica´mara.
En el Departamento de Electro´nica de la Universidad de Alcala´ existe un grupo de
“Espacios Inteligentes” (grupo GEINTRA, “Grupo de Espacios Inteligentes y Trans-
porte”) [Villadangos et al., 2005] [Pizarro et al., 2005] [Fernandez et al., 2007] en
el que, mediante un conjunto de sensores, se pretende realizar posicionamiento de
robots mo´viles. Las alternativas incluyen visio´n artificial, ultrasonidos, infrarrojos y
voz. En dicho grupo de investigacio´n se enmarca la presente tesis.
Los proyectos anteriormente comentados hacen hincapie´ en el disen˜o de sistemas dis-
tribuidos y flexibles, donde la inclusio´n de un nuevo sensor al entorno se realiza de forma
dina´mica sin afectar al funcionamiento del sistema. Se han desarrollado a su vez trabajos,
que si bien se diferencian en el planteamiento gene´rico, las te´cnicas usadas y el objetivo se
relacionan directamente con la tesis propuesta. Entre dichos trabajos, se pueden citar los
siguientes:
Destaca entre otros el trabajo realizado por Hoover y Olsen [Hoover and Olsen, 2000],
en el que utilizando un conjunto de ca´maras con coberturas solapadas, son capaces de
detectar obsta´culos esta´ticos y dina´micos. Mediante un mapa de ocupacio´n [Hoover
and Olsen, 1999] es posible guiar un robot dentro del espacio de cobertura conjunta.
La te´cnica del mapa de ocupacio´n requiere una fase previa de calibracio´n, en la cual
el espacio se encuentra libre de obsta´culos. Se obtienen ima´genes de referencia que
sera´n utilizadas para la localizacio´n de obsta´culos en posteriores capturas.
Mediante tablas de bu´squeda se obtiene una correspondencia directa entre puntos
de pantalla y las coordenadas tridimensionales de puntos pertenecientes al plano
que representa el suelo del espacio. Realizando un fundido de la informacio´n de las
distintas ca´maras, se obtiene un mapa de aquellos puntos del suelo que tienen alta
probabilidad de estar ocupados.
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Uno de los principales inconvenientes de este enfoque, es la deteccio´n de objetos con
bajo contraste con respecto al color del suelo en la imagen de referencia. El sistema
desperdicia mucha informacio´n tridimensional mediante el mapa de ocupacio´n que
podr´ıa ser utilizada para obtener informacio´n tridimensional del entorno y de los
objetos que se mueven en e´l.
Un proyecto similar al anterior es el presentado en [Kruse and Wahl, 1998], denomi-
nado MONAMOVE(“Monitoring and Navigation for Mobile Vehicles” ) y orientado
a la navegacio´n de un veh´ıculo en un entorno industrial. En este trabajo se propone
fundir la informacio´n de localizacio´n, obtenida del conjunto de ca´maras distribuidas
por el entorno, con sensores de ultrasonidos e infrarrojos ubicados a bordo del robot.
Al igual que el trabajo de Hoover y Olsen, se utilizan tablas de bu´squeda para crear
un mapa de ocupacio´n del entorno.
Los obsta´culos mo´viles se detectan mediante ana´lisis diferencial en sucesivas ima´-
genes y los esta´ticos son comparados con dos ima´genes de referencia, obtenidas en
un proceso previo de calibracio´n. Dichas ima´genes de referencia se toman bajo dos
condiciones de iluminacio´n diferentes, y se realiza una comparacio´n ponderada con
la imagen actual para obtener regiones correspondientes a objetos que existen en el
entorno.
La incorporacio´n de robots mo´viles al concepto de“Espacio Inteligente”es una disciplina
au´n emergente, en la que no se han explotado todav´ıa las posibilidades que ofrece. Las
te´cnicas de visio´n artificial aplicadas hasta la fecha,en general, requieren de balizamiento y
no aprovechan toda la informacio´n de la que se dispone desde el conjunto de ca´maras.
2.1.1. Definicio´n del problema
El entorno planteado en esta tesis, a expensas de los trabajos identificados con“Espacios
Inteligentes”, define un problema de tracking de objetos r´ıgidos mediante mu´ltiples vistas.
Como se demostrara´ en esta seccio´n, las condiciones planteadas situ´an a la posible solucio´n,
objetivo en esta tesis, en un punto equidistante entre varias subdisciplinas de los procesos
de tracking 3D mediante ca´maras.
La primera caracter´ıstica notoria, que restringe la solucio´n al problema planteado, es
la disposicio´n relativa de cada una de las ca´maras que existen en el entorno. En general
se supone una estructura de “Espacio Inteligente” en el que las ca´maras se encuentran
separadas una distancia de varios o´rdenes de magnitud de la distancia focal de cada una
de ellas. De hecho, la distancia relativa entre ca´maras puede ser equivalente a la distancia
a la que los objetos de intere´s se encuentran dispuestos con respecto a las ca´maras. Este
esquema, conocido como “wide-baseline”, posee ventajas notables en la precisio´n obtenida
en procesos de triangulacio´n y en la eficacia en el nu´mero de ca´maras necesarias para cubrir
un espacio acotado. Sin embargo, dichas ventajas esta´n condicionadas a la existencia de una
solucio´n estable al problema de correspondencia entre ima´genes, la cual no es inmediata en
todos los casos.
Todo proceso de seguimiento o “tracking” de objetos en una escena implica la solucio´n
de los siguientes problemas:
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Extraccio´n de informacio´n en cada una de las ima´genes disponibles.
Correspondencia de la informacio´n entre diferentes ca´maras y/o diferentes instantes
de tiempo.
Obtencio´n de la pose del objeto mediante recuperacio´n de geometr´ıa.
La configuracio´n“wide-baseline”dificulta en gran medida el proceso de correspondencia
de puntos. La correlacio´n existente entre ima´genes tomadas por diferentes ca´maras es baja
debido a la notable deformacio´n proyectiva resultado de la separacio´n entre centros de
proyeccio´n. Debido a dicha carencia de similitud entre ima´genes, se debe recurrir a me´todos
que permitan obtener correspondencia ante distorsio´n proyectiva. Las soluciones existentes
en la literatura se pueden dividir en dos grandes tendencias.
Procesos de tracking utilizando marcas artificiales:
En esta alternativa se enmarcan la mayor´ıa de trabajos desarrollados, hasta la fecha,
con posicionamiento de objetos en espacios inteligentes [Fernandez et al., 2007]. El
uso de marcas artificiales aporta al sistema varios grados de informacio´n segu´n su
naturaleza y disen˜o. Los procesos de correspondencia en estos casos se nutren direc-
tamente de la informacio´n aportada por dichas marcas, reduciendo en gran medida
la complejidad algor´ıtmica de las soluciones. Asimismo, se hace posible el disen˜o de
marcas artificiales que ofrezcan una imagen reconocible e un´ıvoca en el proceso de
extraccio´n de informacio´n.
Procesos de tracking utilizando marcas naturales:
Los procesos basados en el uso de marcas naturales aprovechan la informacio´n intr´ın-
seca que todo objeto r´ıgido en movimiento expone ante una transformacio´n proyecti-
va. Su uso implica trasladar la dificultad al algoritmo, que ahora debera´ discriminar
no so´lo la correspondencia de puntos en mu´ltiples ima´genes, sino elegir aquellos que
muestran un buen comportamiento en el proceso de tracking. Las soluciones aporta-
das en este enfoque son innumerables y de ra´pido desarrollo.
El proceso de deteccio´n de objetos tridimensionales mediante mu´ltiples ca´maras se
encuentra por tanto condicionado a la dif´ıcil tarea de intentar relacionar informacio´n en el
plano imagen de cada ca´mara con el resto, a fin de recuperar informacio´n tridimensional.
Aunque enmarcadas en la anterior divisio´n, se deben destacar las numerosas te´cnicas
especializadas en realizar el seguimiento de objetos mediante una u´nica ca´mara. Dado que
la recuperacio´n de geometr´ıa mediante una sola ca´mara sufre de ambigu¨edad proyectiva,
el sistema debe hacer uso de fuentes de informacio´n alternativas. Estas te´cnicas pueden
proporcionar en un momento puntual la informacio´n necesaria para resolver la ambigu¨edad
y referenciar los resultados en espacio me´trico. Como se ha comentado, la topolog´ıa del
espacio inteligente planteado presentan los centros de proyeccio´n de cada ca´mara en una
configuracio´n “wide-baseline”. La restriccio´n que impone dicha configuracio´n no permite
aprovechar mucha de la informacio´n presente en el plano imagen, descartando desde el
principio aquellos puntos no visibles por al menos dos ca´maras.
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De esta manera, cobran un intere´s alto aquellos me´todos que mediante el uso de una
sola ca´mara son capaces de aportar informacio´n aprovechando el movimiento del objeto del
que se realiza el seguimiento. El objetivo que se plantea en esta tesis es utilizar este tipo
de me´todos en una configuracio´n “wide-baseline” de mu´ltiples ca´maras. De este modo cada
ca´mara aprovechara´ al ma´ximo la informacio´n altamente correlada que observa, derivada
del movimiento del objeto.
La informacio´n adicional que requieren dichos me´todos puede ser aportada por el con-
junto de ca´maras. De este modo, la configuracio´n planteada puede ser aprovechada en su
totalidad. En esta tesis se proponen me´todos de fusio´n de informacio´n que permiten acce-
der a una reconstruccio´n me´trica y permiten aprovechar la informacio´n aportada por cada
sensor de una manera ma´s eficiente.
En las siguientes secciones se presentara´ una revisio´n de las te´cnicas de “tracking” co-
mentadas. Se hara´ especial hincapie´ en aquellas que permiten realizar el tracking mediante
marcas naturales y se revisara´n los me´todos basados en una u´nica ca´mara.
2.2. Seguimiento de objetos r´ıgidos basado en marcas arti-
ficiales
La utilizacio´n de marcas artificiales es una te´cnica cla´sica en visio´n artificial. Su uso
en calibracio´n y fotogrametr´ıa tiene como resultado una extensa bibliograf´ıa en la que
se proponen diferentes me´todos de balizamiento. De entre los objetivos que se persiguen
mediante la utilizacio´n de marcas artificiales, se pueden destacar los siguientes:
Cada marca artificial debe ser un´ıvocamente determinada por su proyeccio´n en el
plano imagen de la ca´mara.
El proceso de extraccio´n de la imagen de una marca artificial debe ser sencillo y
robusto.
El disen˜o de una marca artificial puede garantizar un proceso de deteccio´n que sea
capaz de obtener su localizacio´n con precisiones mayores que la unidad de p´ıxel.
En general se asume que la posicio´n tridimensional o la distancia relativa entre las
marcas artificiales utilizadas es conocida. El algoritmo usado en el proceso de “tracking”
variara´ segu´n el grado de conocimiento que se aporta al sistema.
El uso de marcas artificiales no implica una restriccio´n a los me´todos de reconstruccio´n
existentes. Su misio´n principal es asegurar un proceso de correspondencia y deteccio´n en
el plano imagen robusto.
2.2.1. Marcas artificiales puntuales
Uno de los me´todos cla´sicos de“tracking”que hace uso de marcas artificiales consiste en
la utilizacio´n de regiones circulares. En e´stas, su apariencia es relativamente invariante ante
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deformaciones proyectivas y su centroide proporciona una posicio´n estable que puede ser
obtenida con precisio´n subpixe´lica. Los procesos de identificacio´n de cada marca se realiza
mediante el agrupamiento en composiciones o patrones geome´tricos.
Muchas de las soluciones reales proponen me´todos que tratan de producir una imagen
de alto contraste fa´cilmente identificable. De esta forma existen soluciones que hacen uso de
patrones esfe´ricos o circulares a partir de materiales retro-reflectantes o luminosos. Dichos
me´todos permiten discriminar mediante sencillos algoritmos de umbralizacio´n o incluso
filtros o´pticos en el rango visible, aquellos puntos que representan una marca del resto de
elementos de la escena.
En entornos controlados y asegurando un taman˜o mı´nimo en deteccio´n, dichos me´to-
dos basados en marcas artificiales permiten obtener precisiones cercanas a 0.01 p´ıxeles,
indispensables para ciertas tareas que se centran en ana´lisis fotome´trico. Empresas como
Geodetic services, Advanced Real-Time Tracking, Metronor, ViconPeak y AICON 3D, han
desarrollado productos comerciales de gran precisio´n.
Otras soluciones que no requieren un grado muy elevado de precisio´n subpixe´lica, se
han propuesto activamente en la comunidad cient´ıfica. Los ma´s ba´sicos incluyen el cla´sico
Circulo Conce´ntrico de Contraste (CCC) que consiste en un c´ırculo contrastado en la
imagen y cuyo centroide es calculado tras un sencillo proceso de deteccio´n y filtrado. En
[Hoff et al., 1996] se propone un patro´n formado por cinco c´ırculos conce´ntricos dispuestos
en un plano donde tres de ellos son colineales. La pose del plano se determina de manera
un´ıvoca mediante la bu´squeda de los cinco puntos y la identificacio´n de los tres colineales.
[State et al., 1996] hace uso de marcas artificiales codificadas mediante color para una
sencilla discriminacio´n. Cada marca consiste en un c´ırculo interno rodeado de un anillo. Se
utilizan cuatro colores para la codificacio´n de los puntos y anillos. De esta manera permite el
uso de hasta doce marcas diferentes. Con el objetivo de aumentar la robustez del algoritmo,
el proceso de deteccio´n comprueba que los centroides de los c´ırculos exteriores e interiores
coinciden en cierto grado. Si no es as´ı se elimina la marca del proceso de obtencio´n de pose.
En los trabajos anteriormente comentados el rango de seguimiento de un objeto depen-
de de la capacidad de detectar con suficiente precisio´n el conjunto de marcas artificiales
disen˜adas. En [Cho et al., 1998] se propone un me´todo multiresolucio´n, mediante el cual
se disponen marcas artificiales de diferentes taman˜os en el objeto a detectar. Se trata de
c´ırculos conce´ntricos en diferentes escalas que permiten ajustar la precisio´n en un rango
mayor de deteccio´n.
Las propuestas estudiadas esta´n basadas en procesos de umbralizado para la deteccio´n
del objeto en el plano imagen. Sin embargo, aquellos entornos que sufren de cambios de
iluminacio´n de suficiente intensidad, dificultan en gran medida los procesos de deteccio´n.
El umbral esta´tico utilizado puede producir la pe´rdida parcial o total de muchas de las
marcas. En la literatura existente se proponen varias soluciones. En [Cho et al., 1998]
se estudia tambie´n un proceso de reglas heur´ısticas que agrupa colores similares que son
susceptibles de pertenecer a la misma marca artificial. El trabajo propuesto en [Naimark
and Foxlin, 2002] propone un me´todo de umbralizado del gradiente del logaritmo de la
imagen. Se demuestra que este tipo de umbralizado es ma´s inmune a cambios no uniformes
de iluminacio´n.
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Con el objetivo de expandir las posibilidades y el nu´mero posible de marcas identifica-
bles en la imagen, se proponen me´todos que an˜aden informacio´n codificada dentro de un
esquema de marca artificial. En [Briggs et al., 2000] se proponen co´digos identificativos
como parte de la estructura de una marca artificial.
2.2.2. Marcas artificiales planas
Los me´todos de extraccio´n de correspondencias comentados, se basan en alcanzar pre-
cisio´n en la deteccio´n del centroide de un solo punto mediante te´cnicas que analizan la
proyeccio´n de la figura que representa cada marca. La precisio´n obtenida en cada punto es
independiente de la relacio´n existente entre dichos puntos y solo es sensible a la distancia
relativa entre el centro de proyeccio´n y cada una de las marcas.
En este apartado se contempla brevemente la posibilidad del uso de un enfoque de
marca artificial que no se basa en una correspondencia puntual; se compone de un plano
del que se puede calcular directamente su pose.
En [Koller et al., 1997] se propone un patro´n ajedrezado como marca artificial. Mediante
la extraccio´n de segmentos de recta y la interseccio´n entre ellos se obtiene un conjunto de
correspondencias. Otros ejemplos de marcas basadas en planos se pueden encontrar en
[Rekimoto, 1998] [Kato and Billinghurst, 1999] [Kato et al., 2000].
Si la marca artificial se compone de un plano y los para´metros intr´ınsecos de la ca´mara
son conocidos, la pose se obtiene directamente a partir de la relacio´n bidireccional (matriz
de homograf´ıa) existente entre puntos del plano y el plano imagen.
Este tipo de deteccio´n destaca por su velocidad y robustez, obteniendo precisiones
suficientes para tareas destinadas a proporcionar entornos para realidad aumentada y ca-
libracio´n.
2.3. Seguimiento de objetos r´ıgidos mediante marcas natu-
rales
El uso de marcas artificiales requiere aportar un grado de intervencio´n “a priori” en
el objeto del que se realiza el seguimiento. Comprende procesos de calibracio´n previos y
no hace uso de la informacio´n que de manera natural aparece en la imagen de un objeto
en movimiento. El reto en los sistemas de visio´n artificial en la actualidad es realizar
el seguimiento de objetos mediante informacio´n visual debida a la propia geometr´ıa y
movimiento de la escena.
En general, este tipo de enfoque repercute en el tiempo de proceso. Sin embargo el disen˜o
de me´todos que extraigan un ma´ximo de informacio´n posible permite que la disciplina de
visio´n artificial avance hacia la verdadera interpretacio´n de la escena que da lugar a una
imagen.
El “Espacio Inteligente”, dotado con ca´maras, requiere precisamente de dichos procesos
de interpretacio´n. No so´lo con el objetivo de localizar robots que es capaz de controlar, sino
como medida de deteccio´n de lo que acontece en el mundo que observa. El uso de marcas
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artificiales reduce el conjunto de ca´maras a un sistema fotome´trico con reducidas capacida-
des de obtener ma´s informacio´n que aquella suministrada por el balizamiento disen˜ado. Por
esta razo´n, esta´ justificado el uso y aportacio´n de te´cnicas basadas en informacio´n presente
en la escena sin intervencio´n para la deteccio´n de objetos.
Los me´todos basados en marcas naturales comprenden una inmensa bibliograf´ıa que
nace en los inicios de la visio´n artificial y llega hasta nuestros d´ıas. Se puede considerar que
su bu´squeda se origina con la propia disciplina de visio´n y condensan grandes esfuerzos y
aportaciones.
Las soluciones propuestas var´ıan dependiendo de la aplicacio´n concreta, las condiciones
iniciales y las restricciones de funcionamiento. La organizacio´n de los me´todos basados en
marcas naturales debe contemplar una serie de factores importantes para su clasificacio´n,
entre los que se destacan:
Grado de conocimiento previo que se aporta al sistema: En general, el grado de
conocimiento previo esta´ correlado con la cantidad de informacio´n geome´trica que el
propio sistema visual es capaz de obtener.
En el caso de sistemas que cuentan con una sola ca´mara, la aportacio´n de conoci-
miento “a priori” es indispensable, ya sea en forma de modelo tridimensional previo
o referencias me´tricas en la imagen.
Sin embargo, si el sistema es capaz de aportar informacio´n tridimensional directa-
mente, el grado de conocimiento previo no se convierte en una tarea crucial para el
funcionamiento del sistema. En este caso, el proceso de correspondencia, que relacio-
na informacio´n en las diferentes ca´maras, soporta el peso del algoritmo. No obstante,
dependiendo de la configuracio´n del sistema, e´sta puede ser una tarea de excesiva difi-
cultad y por tanto el sistema de mu´ltiples ca´maras no puede explotar las capacidades
que posee.
Me´todo de extraccio´n de caracter´ısticas de la imagen: El me´todo de extraccio´n de
caracter´ısticas es compartido en el caso de una o mu´ltiples vistas. Su misio´n es extraer
caracter´ısticas de la imagen que puedan ser identificadas un´ıvocamente en distintas
poses y que representen conceptos geome´tricos reconocibles mediante su proyeccio´n.
Me´todos de correspondencia:
• Correspondencia temporal: Las marcas obtenidas en el plano imagen deben ga-
rantizar que son detectadas a lo largo de la evolucio´n temporal que se observa
en la imagen. Este tipo de procesos se ayudan de modelos de movimiento del
objeto y de informacio´n previa existente en ese momento del tiempo.
• Correspondencia espacial: En el caso de mu´ltiples ca´maras, se requieren me´todos
que aporten correspondencia entre ca´maras alejadas, por lo que el problema es
ana´logo al anterior si se suponen desplazamientos entre cada “frame” suficien-
temente alejados. Las te´cnicas usadas se especializan en aportar conocimiento
de la calibracio´n de ca´maras y explotan las restricciones geome´tricas resultantes
del esquema de mu´ltiples vistas.
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La divisio´n que se propone en esta seccio´n diferencia en primer lugar los me´todos de
seguimiento basados en una o varias ca´maras. Los me´todos basados en el uso de una sola
ca´mara se dividira´n segu´n la informacio´n previa aportada al sistema y estara´n agrupados
por el tipo de te´cnica de deteccio´n usada. En el caso de visio´n de mu´ltiples ca´maras, la
divisio´n interna se centrara´ en los me´todos de correspondencia propuestos.
2.4. Marcas naturales en visio´n monocular
El conocimiento previo, que un sistema basado en marcas naturales requiere, se presenta
bajo diferentes formas. Puede provenir de un modelo CAD del objeto, un conjunto de planos
conocidos o incluso modelos de poca precisio´n como un elipsoide que representa su volumen.
El tipo de modelo determina las caracter´ısticas buscadas, aportando un mayor grado de
robustez cuanto mayor es la informacio´n que se tiene del objeto.
2.4.1. Me´todos basados en modelo previo
Supuesto un modelo previo, se buscan aquellos me´todos que sean capaces de encontrar
puntos en la imagen y asociarlos a las primitivas (puntos, lineas, volu´menes) que definen
el modelo. Una vez asociados, debera´ ser capaz de calcular la correspondencia en ima´genes
sucesivas de tal modo que, aunando la informacio´n me´trica del modelo con la correspon-
dencia en ima´genes consecutivas, se obtenga la posicio´n y orientacio´n del objeto del que se
realiza el seguimiento.
Con el fin de organizar la extensa cantidad de trabajos que se enmarcan en este sub-
conjunto, se propone una divisio´n basada en las caracter´ısticas que se buscan en la imagen.
Me´todos basados en deteccio´n de bordes
Los primeros trabajos propuestos en seguimiento de objetos esta´n basados en deteccio´n
de bordes; principalmente debido a que son computacionalmente eficientes y fa´cilmente im-
plementables. Como an˜adido, los me´todos basados en bordes presentan una gran inmunidad
a cambios de iluminacio´n global o gradual de la escena.
Se pueden agrupar en dos categor´ıas:
El primer enfoque se basa en buscar gradientes predominantes evitando su deteccio´n
expl´ıcita.
Dentro de esta categor´ıa se encuentra el me´todo RAPiD [Harris, 1992], el cual se
muestra en la figura 2.2, que fue uno de los primeros “tracker” 3D que funcionaban en
tiempo real. La idea principal es considerar un conjunto de puntos 3D denominados
puntos de control que se proyectara´n sobre los gradientes predominantes de la imagen.
El movimiento tridimensional del objeto entre dos frames consecutivos se recupera a
partir de los desplazamientos en el plano imagen de la proyeccio´n de los puntos de
control. La pose se resuelve mediante un algoritmo lineal de minimizacio´n, por lo que
la carga computacional no es elevada.
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Figura 2.2: Me´todos RAPiD basado en modelo
La aportacio´n del me´todo RAPiD se centra en que tan solo son necesarias las distan-
cias perpendiculares a los contornos que se encuentran en la imagen (Ver figura 2.3).
De esta manera, se realiza una correspondencia de un punto a un contorno, evitando
la necesidad de proponer me´todos que identifiquen el punto en sucesivas ima´genes.
Figura 2.3: Distancia perpendicular a un contorno en RAPiD
El principal problema que presenta el me´todo RAPiD es su falta de robustez. En
numerosas ocasiones se asignan distancias a gradientes causados por sombras en el
objeto, textura o ruido. En [Harris, 1992] se propone tambie´n un me´todo que discri-
mina los contornos de´biles y elimina el punto de control asociado aunque no elimina
la problema´tica en casos reales.
Se han propuesto me´todos para convertir RAPiD en un algoritmo estable mediante
estimadores robustos [Drummond and Cipolla, 2002] [Marchand et al., 2001]. Esta
propuesta requiere me´todos de minimizacio´n no lineal y por tanto elimina parte de
las ventajas del algoritmo. En [Armstrong and Zisserman, 1995] se propone el uso
de un algoritmo RANSAC de deteccio´n de “outliers”.
En el segundo caso, la imagen de gradiente se convierte en una imagen descrita
mediante segmentos de recta que sera´n usados para realizar un ajuste con el modelo
propuesto ( ver figura 2.4 ).
Este enfoque ajusta por tanto primitivas geome´tricas del modelo , como pueden ser
segmentos o curvas con las observadas en el plano imagen. Los trabajos mas relevantes
se pueden encontrar en [Lowe, 1992] [Gennery, 1992] [Koller et al., 1993] [Kosaka
and Nakazawa, 1995].
24 Revisio´n de conocimientos
Figura 2.4: Me´todos basados en ajuste de primitivas geome´tricas
En general las primitivas elegidas son segmentos de recta o curvas parame´tricas senci-
llas. Cada uno de los segmentos de recta o curvas son proyectados en el plano imagen
en funcio´n de la estimacio´n de la pose del objeto. La correspondencia se resuelve
mediante el empleo de un test de ’Mahalanobis’ entre la estimacio´n y las primitivas
captadas en la imagen.
Muchas de las propuestas basadas en parametrizaciones han sido abandonadas debido
a las restricciones geome´tricas a priori que imponen al objeto a detectar.
Me´todos basados en flujo o´ptico
El flujo o´ptico se define como el movimiento aparente en el plano imagen resultado de
la proyeccio´n de un punto f´ısico en movimiento. Los me´todos basados en flujo o´ptico parten
de la suposicio´n de que la intensidad de la proyeccio´n del punto permanece constante.
y′ = y +
(
u˙
v˙
)
dt (2.1)
Donde y representa la proyeccio´n de un punto en la imagen I(u, v, t) y y′ representa
su localizacio´n correspondiente en la pro´xima imagen I(u′, v′, t + dt). Puesto que el flujo
o´ptico se mide en el plano imagen, se define como un campo vectorial de dos dimensiones
(u˙, v˙)T .
El me´todo ma´s utilizado fue propuesto por Lucas y Kanade [Lucas and Kanade, 1981],
en el cual se adopta un enfoque multiescala para evitar el problema de apertura. En este
me´todo se supone suavidad en la variacio´n del flujo o´ptico.
El uso de algoritmos basados en flujo o´ptico como u´nico me´todo de obtencio´n de ca-
racter´ısticas y su correspondiente tracking fue propuesto desde sus inicios por [Li et al.,
1993].
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(
∂I
∂u
,
∂I
∂v
)
(m′ −m) + ∂I
∂t
= 0 (2.2)
Este enfoque sin embargo adolece de carencias graves. En el caso de movimientos ra´pidos, la
linealizacio´n que implica la ecuacio´n (2.2) deja de cumplirse y la estimacio´n puede alejarse
del punto real. La solucio´n iterativa de la anterior expresio´n por su parte produce una
acumulacio´n de error inevitable con efectos negativos en el “tracker”.
Para solventar el problema de la acumulacio´n de error se proponen en [Li et al.,
1993] te´cnicas basadas en s´ıntesis recursiva. En este caso se aplican las ecuaciones de flujo
o´ptico entre la nueva imagen capturada y una imagen sinte´tica propuesta por un estimador
de movimiento. Puesto que es pra´cticamente imposible tener en cuenta los cambios de
iluminacio´n en ima´genes sinte´ticas, el sistema es muy sensible a ese factor. A su vez el
hecho de necesitar varias ima´genes sinte´ticas por cada frame lo hacen prohibitivo.
Otros enfoques incluyen algoritmos no lineales de minimizacio´n que tienen como objeti-
vo la obtencio´n del flujo o´ptico entre dos ima´genes [Basu et al., 1996] [Black and Yacoob,
1997]. Estos enfoques pueden manejar movimientos ma´s ra´pidos y aunque se pueden con-
seguir soluciones de baja carga computacional, esta´n expuestos a error acumulativo.
Algunos autores combinan el flujo o´ptico de puntos con informacio´n de pertenencia a
contornos. En [Haag and Nagel, 1999] se propone un Filtro de Kalman como elemento de
fusio´n de informacio´n.
Un enfoque diferente se propone en [DeCarlo and Metaxas, 2000] donde se funde la
informacio´n de pose, que aporta el conjunto de contornos detectados, con una restriccio´n
de flujo o´ptico estimado. La restriccio´n se aplica directamente en la funcio´n de coste me-
diante un Lagrangiano, por lo que se debe resolver un problema de minimizacio´n sujeta
a condiciones de contorno. El sistema permite incluso modelar el movimiento de objetos
deformables. Las carencias que presenta este me´todo tienen su origen en la suposicio´n de
constancia del brillo y la linealizacio´n formulada en (2.2). Todo e´sto supone que el sistema
no es capaz de seguir movimientos ra´pidos ni de asimilar cambios de iluminacio´n.
Me´todos basados en ajuste a plantilla
A pesar de que el me´todo de Lucas-Kanade [Lucas and Kanade, 1981] [Baker and
Matthews, 2004] fue disen˜ado para el ca´lculo de flujo o´ptico, puede ser reformulado para el
“tracking” de una plantilla bidimensional gene´rica ante una familia af´ın de deformaciones.
Permite evitar centrarse en caracter´ısticas locales, y utiliza toda la imagen correspondiente
a la plantilla como fuente de informacio´n en el proceso de seguimiento.
A pesar de ser computacionalmente costoso, se puede demostrar [Hager and Belhumeur,
1998] que existen formulaciones alternativas que lo hacen tratable para el seguimiento
actualizado. En varios trabajos se propone para el seguimiento de objetos tridimensionales.
[Cascia et al., 2000] [Jurie and Dhome, 2001] [Jurie and Dhome, 2002].
El objetivo general del algoritmo de Lucas-Kanade consiste en encontrar los para´metros
p que definen una transformacio´n o ’Warp’W (y; p) que traslada una plantilla T en la imagen
de entrada It. La deformacio´n W (y; p) suele consistir en general en una transformacio´n af´ın.
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Figura 2.5: Me´todo de ajuste a plantilla
ǫ(p) =
∑
j
(It(W (yj ; p))− T (yj))2 (2.3)
Los detalles de la formulacio´n del algoritmo de Lucas-Kanade y una aproximacio´n de
la misma de baja carga computacional, conocida como el algoritmo composicional inverso,
se describen en detalle en [Baker and Matthews, 2004].
Esta formulacio´n, al igual que el flujo o´ptico, es poco robusta ante cambios de ilumina-
cio´n en la plantilla. En [Hager and Belhumeur, 1998] se propone una solucio´n que hace uso
de funciones de base que, mediante entrenamiento, son capaces de generalizar la textura
de la plantilla ante cambios de iluminacio´n. Otra desventaja de este me´todo se hace visible
cuando la plantilla esta parcialmente ocluida. Este hecho puede dar lugar a una degenera-
cio´n del me´todo de optimizacio´n. En [Hager and Belhumeur, 1998] se propone tambie´n un
me´todo que utiliza estimadores robustos que ponderan cada p´ıxel de la plantilla segu´n el
error de reproyeccio´n obtenido.
Una vez obtenida la plantilla es posible recuperar su pose mediante la homograf´ıa que
define el plano que la forma y los para´metros intr´ınsecos de la ca´mara.
Me´todos basados en extraccio´n de puntos
En esta seccio´n se comentara´n me´todos que hacen uso de marcas naturales puntuales
en lugar de contornos o plantillas. Se basan en la deteccio´n de puntos individuales, lo cual
permite dotar de inmunidad al algoritmo ante cambios de iluminacio´n, oclusiones o errores
de correspondencia. Este tipo de enfoque aprovecha ma´s la informacio´n contenida en el
plano imagen, permitiendo reducir las restricciones “a priori” en la apariencia del objeto.
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Estos me´todos esta´n en cierta manera relacionados con los me´todos basados en flujo
o´ptico, sin embargo, puesto que no requieren pequen˜os desplazamientos en el plano ima-
gen, pueden ser utilizados en caso de movimientos relativamente ra´pidos. Los me´todos de
tracking basados en extraccio´n de puntos deben resolver dos problemas fundamentales:
Identificacio´n de aquellos puntos de la imagen que poseen buenas cualidades para ser
seguidos en la imagen.
Proponer un me´todo de correspondencia temporal que relacione un punto en una
imagen con el correspondiente en otra resultado del movimiento.
Discriminacio´n de puntos de intere´s
La identificacio´n de puntos de intere´s en la imagen posee una extensa bibliograf´ıa. En
general se tiende a identificar cada punto con un conjunto de parches de textura recortados
del plano imagen a lo largo del movimiento del objeto [Ravela et al., 1995] [Uenohara
and Kanade, 1991]. A partir de esta te´cnica ba´sica se proponen me´todos para filtrar esa
informacio´n y extraer propiedades que permitan identificar dicho punto cuando el objeto
este´ en una nueva posicio´n.
La textura que rodea a un punto de intere´s sufre de deformaciones proyectivas, cam-
bios de iluminacio´n y ruido debido al fondo de la escena. En general no todos los puntos
proyectados de la geometr´ıa de un objeto son susceptibles a ser seguidos en la imagen. Con
el objetivo de discriminar aquellos puntos que garantizan un seguimiento estable del resto,
se proponen en la literatura “operadores de intere´s” [Foerstner, 1986]. La propuesta de
dichos operadores se remonta a las primeras publicaciones sobre “tracking” en los an˜os 70
[Moravec, 1977] [Moravec, 1981] y hasta el presente se han continuado los trabajos en esta
l´ınea. En [Deriche and Faugeras, 1990] y [Smith and Brady, 1995].
Los operadores ma´s utilizados, operador Fo¨rstner [Foerstner, 1986], Kanade-Lucas-
Tomasi [Shi and Tomasi, 1994], o el famoso detector Harris [Harris and Stephens, 1988]
se basan en el ca´lculo de la matriz de informacio´n de apariencia.
Z =
( ∑
I2u
∑
IuIv∑
IvIu
∑
I2v
)
(2.4)
La matriz Z se calcula para todos los p´ıxeles I(u, v) de una regio´n de la imagen identifi-
cada con un punto de intere´s. Los coeficientes Iu e Iv representan las derivadas con respecto
a las coordenadas (u, v) de la imagen. En [Schmid and Mohr, 1997] se propone ponderar
las derivadas usando ’kernels’ gaussianos que penalizan aquellos puntos alejados del centro
del parche de textura.
Mediante un ana´lisis de autovalores de la matriz se discriminan aquellos puntos que no
se comportan bien en el proceso de ’tracking’. En general si ’Z’ posee dos autovalores lo
suficientemente grandes, el punto de intere´s se considera adecuado para su seguimiento.
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Correspondencia entre ima´genes
El proceso de correspondencia es un problema cr´ıtico en procesos de “tracking”. Para
estimar el movimiento de un objeto se debe precisar, para el conjunto de puntos de intere´s
Ck = {y1k, · · · , yNCnk } extra´ıdos de la imagen I(u, v, t), el conjunto de puntos correspondien-
tes Ck+1.
En [Zhang et al., 1995] se describe un me´todo cla´sico y ampliamente aceptado que hace
uso de un ı´ndice de correlacio´n normalizado (ZNCC, “Zero Normalized Cross Correlation”)
entre parches pertenecientes a puntos de intere´s en diferentes ima´genes. La seleccio´n de la
correspondencia esta´ condicionada a que el ma´ximo de correlacio´n sea cruzado en ambos
conjuntos de puntos. Es decir que la correspondencia asociada al punto yik denotada como
yjk+1 tenga a su vez como ma´ximo respectivo en la imagen origen al propio y
i
k. Otros
me´todos basados en enfoques parecidos se pueden encontrar en [Moravec, 1977] [Foerstner,
1986], [Shi and Tomasi, 1994], [Simon et al., 2000], [Genc et al., 2002], [Chia et al., 2002],
[Tordoff et al., 2002], [Li et al., 2004], [Vacchetti et al., 2004].
El e´xito conseguido en este tipo de me´todos depende en gran medida del ruido presente
en la imagen y la deformacio´n proyectiva. Para puntos pertenecientes a superficies planas
y paralelas al plano imagen, se obtienen buenos resultados con este tipo de te´cnicas. Este
tipo de soluciones suelen combinar me´todos robustos como RANSAC para la eliminacio´n
de falsas correspondencias.
Una alternativa diferenciada es el uso del me´todo de correspondencia de Kanade-Lucas-
Tomasi [Lucas and Kanade, 1981], [Tomasi and Kanade, 1991], [Shi and Tomasi, 1994] que
se basa en el propio flujo o´ptico para obtener la correspondencia. Este me´todo es capaz de
obtener muy buenos resultados en frames continuos y permite relajar las condiciones exigi-
das en la identificacio´n de puntos de intere´s. Adema´s, el nu´mero de falsas correspondencias
es ı´nfimo. El principal problema de este enfoque es que es incapaz de aportar informa-
cio´n de correspondencia cuando el espacio entre frames es grande. Las correspondencias
mediante este me´todo tienden a sobrevivir por muy poco tiempo. Al igual que en el flujo
o´ptico, la correspondencia que se realiza para movimientos pequen˜os se ve interrumpida
por oclusiones o cambios de aspecto.
Asociacio´n con el modelo previo
Resueltos los problemas de la correspondencia en sucesivas ima´genes, fruto del movi-
miento del objeto, se debe asociar el modelo con el conjunto de puntos de intere´s obtenidos
en la imagen. En la mayor´ıa de las aplicaciones se tiene una estimacio´n de la pose inicial,
la cual se usa para asociar en el plano imagen ve´rtices del modelo proyectados, con puntos
de intere´s detectados. Una vez solventado ese primer paso de inicializacio´n, el proceso de
seguimiento permitira´ corregir la posicio´n inicial haciendo uso de la posicio´n en el plano
imagen.
Existen muchos me´todos propuestos para este fin, y que se pueden separar en dos
vertientes:
Me´todos de obtencio´n de pose mediante una transformacio´n directa entre la posicio´n
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de los ve´rtices proyectados y la posicio´n en el plano de referencia de la ca´mara. Estos
me´todos incluyen el popular me´todo POSIT [DeMenthon and Davis, 1995] y varias
modificaciones equivalentes propuestas en [Christy and Horaud, 1999] [Liu et al.,
1990].
Me´todos de obtencio´n de pose mediante esquemas de correccio´n basados en la posicio´n
anterior y la posicio´n actual de la proyeccio´n de los ve´rtices del objeto. Este tipo de
enfoque es ma´s estable que el anterior y adema´s posee la ventaja de que permite
incluir posibles estimaciones del movimiento del objeto, favoreciendo un proceso de
“tracking” robusto.
2.4.2. Me´todos simulta´neos de obtencio´n del modelo
El conjunto de me´todos presentados hasta el momento son capaces de estimar la posicio´n
dado un modelo tridimensional a priori. Sin embargo es posible la estimacio´n simulta´nea
del movimiento de la ca´mara y la geometr´ıa de la escena sin ningu´n modelo previo. La
trayectoria recuperada y la posicio´n de la ca´mara se referencian a un origen comu´n, que
por lo general corresponde a la posicio´n inicial que ocupa la ca´mara.
Este problema conecta con una disciplina nueva y de gran crecimiento en los u´ltimos
an˜os. Este proceso, conocido como SLAM o “Simultaneous Localization and Mapping”,
surge ante la necesidad de posicionar un robot mo´vil, mediante sensores a bordo, en un
entorno estructurado. Hasta la propuesta original de SLAM [Leonard and DurrantWhyte,
1991], las soluciones existentes consist´ıan en obtener un mapa a priori supervisado del
entorno mediante el conjunto de sensores. Una vez obtenido el mapa, la localizacio´n se
resolv´ıa identificando las observaciones realizadas con los sensores con caracter´ısticas del
mapa almacenado. Mediante este esquema es posible obtener la posicio´n del robot.
Los procesos SLAM nacen con la intencio´n de probar que es posible una solucio´n en la
que el mapa se construye al mismo tiempo que el robot realiza posicionamiento contra ese
mapa dina´mico. Dentro de este enfoque, el propio mapa se incluye dentro del conjunto de
estados que se debe estimar en funcio´n de las medidas y un modelo de transicio´n.
En general se proponen me´todos de inferencia bayesiana que permitan resolver de mane-
ra secuencial el problema planteado. Los me´todos SLAM han evolucionado en gran medida
gracias a los buenos resultados que aportan. En [Newman and Leonard, 2003] [Montemerlo
et al., 2002] [Knight et al., 2001] se presentan modificaciones que depuran las propuestas
iniciales y que intentan solventar problemas de acumulacio´n de error en grandes mapas e
incluso fusio´n de mapas realizados mediante mu´ltiples robots.
Dentro de esta disciplina, que a d´ıa de hoy acapara la atencio´n de la comunidad dedicada
al posicionamiento de robo´tica, se encuentran en pleno auge aquellos sistemas que utilizan
la visio´n artificial como sensor base para completar el algoritmo SLAM. [Davison and
Murray, 2002] [Davison, 2003] [Se et al., 2001]
El uso de visio´n artificial en un proceso SLAM supone en general resolver el problema de
seguimiento cla´sico dentro de un enfoque probabil´ıstico novedoso. De entre las soluciones
planteadas, destaca el sistema propuesto en [Davison, 2002], en el cual se muestra un
sistema SLAM mediante una ca´mara calibrada y su implementacio´n en tiempo real. El
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mapa que se realiza en este caso es poco denso y esta´ al servicio del posicionamiento de la
ca´mara de movimiento libre.
La aplicacio´n de soluciones inspiradas en este tipo de me´todos se encuentra en pleno
crecimiento en la comunidad cient´ıfica, tanto de robo´tica como de visio´n por computador.
Las aplicaciones de realidad aumentada, debido a las soluciones existentes en tiempo real,
han motivado su crecimiento. Del mismo modo, el enfoque probabil´ıstico que ofrece, aporta
ma´s informacio´n que permite redefinir el proceso de correspondencia [Neira and Tardos,
2001].
La principal aportacio´n de los sistemas SLAM a me´todos de tracking consiste en su
descripcio´n probabil´ıstica que ayuda en la etapa de correspondencia. Otra ventaja que
brinda el enfoque de SLAM es la posibilidad de construir modelos dina´micos a medida que
el algoritmo se desarrolla.
La aplicacio´n cla´sica trata de resolver el problema de posicionar una ca´mara mediante
identificacio´n de marcas en la imagen. Sin embargo su uso en el problema inverso de realizar
tracking de objetos tridimensionales mediante una ca´mara es una solucio´n de incipiente
aplicacio´n a sistemas que no esta´n relacionados directamente con el problema inicial.
En [Pizarro et al., 2005] se muestra una aplicacio´n de este tipo de enfoque para el
posicionamiento de un robot mo´vil mediante un conjunto de ca´maras externas.
2.5. Marcas naturales en visio´n de mu´ltiples vistas
Como se ha comentado en el comienzo del cap´ıtulo, el problema que se plantea es
el ca´lculo de la pose de un objeto r´ıgido mediante un sistema de mu´ltiples ca´maras. La
disposicio´n de dichas ca´maras atiende a un esquema “wide-baseline”, es decir las ca´maras
presentan centros de proyeccio´n alejados. En este esquema el proceso de correspondencia
se complica debido a la poca correlacio´n que tienen las distintas ima´genes de un mismo
objeto.
Los procesos que se han visto en este cap´ıtulo, los cuales se aplican a la deteccio´n
de marcas naturales en visio´n monocular, basan su principio de funcionamiento en la co-
rrelacio´n existente en diferentes momentos de tiempo. Si el desplazamiento del objeto es
suficientemente grande, el problema, en configuracio´n de una sola ca´mara tambie´n se con-
vierte en uno de “wide-baseline” y por tanto los me´todos que se exponen a continuacio´n
son igualmente recomendables.
En el caso de mu´ltiples ca´maras, si el proceso de correspondencia se resuelve de manera
satisfactoria, el modelo se obtiene de manera automa´tica. En este caso, por tanto, no
existe la diferenciacio´n en cuanto a la informacio´n a priori, independientemente de que e´sta
pudiera ser u´til para ayudar al proceso de correspondencia.
El origen de los me´todos de extraccio´n de marcas naturales que sean reconocibles ante
deformaciones proyectivas fuertes proviene de la disciplina de deteccio´n de objetos en la
imagen basa´ndose en su apariencia. Este tipo de enfoque propone la deteccio´n de objetos en
ima´genes, empleando una base de datos de caracter´ısticas obtenidas a partir de un conjunto
de ima´genes de entrenamiento [Nayar et al., 1996], [Viola and Jones, 2001].
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El objetivo es encontrar una descripcio´n del objeto que sea invariante a cambios proyec-
tivos y fa´cilmente formulable e identificable en el plano imagen. A su vez debe ser estable
ante cambios de iluminacio´n.
En [Lindeberg, 1994] se propone un descriptor invariante a la escala, mediante la ob-
tencio´n de los ma´ximos locales de un espacio piramidal definido por el filtro laplaciana de
gaussiana. Con el objetivo de disminuir la complejidad del algoritmo se propuso aproxi-
mar dicho filtro mediante una diferencia de gaussianas escaladas (Difference of Gaussians
D.O.G). A partir de dicho espacio piramidal, que ofrece invariancia a la escala, la investi-
gacio´n se ha centrado en encontrar una descripcio´n invariante a la proyeccio´n. En muchos
casos [Baumberg, 2000] [Schaffalitzky and Zisserman, 2002] [Mikolajczyk and Schmid,
2002] se proponen variantes del detector “Harris” donde la regio´n equivalente se rectifica y
normaliza en funcio´n de los autovalores de la matriz de apariencia. En [Vacchetti et al.,
2004] [Matas et al., 2002] y [Tuytelaars and VanGool, 2000] se proponen me´todos que
tambie´n se basan en propiedades de la textura en el plano imagen, lo que los hace menos
inmunes a los cambios de iluminacio´n.
2.5.1. Me´todos basados en descriptores invariantes
Un descriptor local busca extraer informacio´n de un a´rea localizada de la imagen, como
puede ser la textura alrededor de un punto de intere´s, y define un me´todo de codificacio´n
que sea invariante a cambios de iluminacio´n y transformaciones afines. Los descriptores
deben ser definidos de tal modo que a su vez permitan separar de manera apreciable dos
a´reas que no pertenecen al mismo punto.
La literatura es extensa en el nu´mero de descriptores que se proponen. [Baumberg,
2000], [Tuytelaars and VanGool, 2000] [Mikolajczyk and Schmid, 2002] [Schaffalitzky
and Zisserman, 2002]. Mediante este tipo de me´todos es posible detectar marcas en una
superficie plana ante cambios de posicio´n y orientacio´n de la superficie, supuesta una ca´mara
. Sin embargo la invariancia af´ın completa no se consigue puesto que la eleccio´n de las
caracter´ısticas se realiza mediante me´todos que no son totalmente invariantes debido al
coste computacional que eso requerir´ıa.
En [Mikolajczyk and Schmid, 2002] se demuestra que la calidad en el tracking de
dichas marcas invariantes es inferior que aquellas basadas simplemente en invariancia a la
escala. En an˜adido, los me´todos que intentan aportar invariancia af´ın completa, son menos
inmunes al ruido y pueden ser muy restrictivos en el caso de marcas no planares.
Me´todo SIFT (Scale-Invariant Keypoint Transform)
El me´todo SIFT propuesto originalmente por Lowe [Lowe, 1999], es hasta la fecha la so-
lucio´n propuesta con ma´s e´xito en entornos reales. Las marcas que detecta el me´todo SIFT
son invariantes ante cambios de escala, rotacio´n y parcialmente inmunes a cambios de ilu-
minacio´n y deformacio´n proyectiva. Poseen propiedades de localizacio´n tiempo-frecuencia
buenas y ofrecen descriptores que permiten ser distinguidos en ima´genes reales.
Mediante este me´todo se demuestra experimentalmente que se pueden extraer un gran
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nu´mero de marcas mediante algoritmos eficientes. A su vez los descriptores permiten iden-
tificar marcas a lo largo del movimiento de un objeto o comparar marcas extra´ıdas de
diferentes poses en bases de datos para identificacio´n.
El me´todo SIFT se compone de los siguientes pasos:
Deteccio´n de ma´ximos en el espacio de escala. El primer paso es obtener un
espacio piramidal de diferencias de gausianas mediante un banco de filtros ( figura 2.6
). Mediante este espacio se evalu´an aquellas localizaciones en escala y posicio´n que
son susceptibles de ser un punto de intere´s. Dichos puntos coinciden con los ma´ximos
y mı´nimos de ese espacio.
Figura 2.6: Espacio de diferencias de gausianas utilizado en el me´todo SIFT
Localizacio´n de los puntos de intere´s. En cada punto candidato de ser un punto
de intere´s se realiza un ajuste de modelo que permite encontrar con precisio´n la escala
y la posicio´n del punto. Para ello se realiza una aproximacio´n de funcio´n cuadra´tica
del espacio de escala local al punto detectado ( ver figura 2.7 ), lo cual permite
buscar un valor refinado del ma´ximo. El me´todo SIFT propone a su vez una medida
de estabilidad que descarta aquellos candidatos que no son susceptibles de ofrecer un
descriptor distinguible.
Obtencio´n de la orientacio´n local: Una o varias orientaciones principales son
asignadas a cada punto clave obtenido en el proceso anterior. Dicha orientacio´n se
obtiene a trave´s de un histograma de direcciones de gradientes en el espacio imagen.
Una vez asignadas, todas las operaciones posteriores se referencian a la escala y
orientacio´n calculadas. La invariancia a la rotacio´n y escala se obtiene en este punto.
Descriptor. Los gradientes locales de la imagen, referentes a la escala y la rotacio´n
calculada, se utilizan para construir un descriptor que posee inmunidad ante distor-
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Figura 2.7: Deteccio´n de ma´ximos
siones y cambios de iluminacio´n. Se compone de pequen˜os histogramas de orientacio´n
localizados en subventanas del a´rea de intere´s del punto ( figura 2.8 ). El resultado
es un descriptor que generalmente se compone de 128 componentes que se compara
en sucesivas ima´genes mediante distancia eucl´ıdea.
Figura 2.8: Descriptor propuesto en el me´todo SIFT
El me´todo SIFT es ampliamente aceptado y utilizado gracias al buen comportamiento
que presenta en procesos de tracking y reconocimiento de objetos. La razo´n de los buenos
resultados que presenta se encuentra en la definicio´n del descriptor. Dicho descriptor per-
mite pequen˜os desplazamientos y se inspira en los estudios realizados en el procesamiento
que se realiza en el ojo humano para la deteccio´n de puntos de intere´s.
El autor demuestra en sucesivos trabajos [Se et al., 2001] [Lowe, 2004] [Lowe, 2001] su
aplicacio´n a realidad aumentada, reconocimiento de objetos en bases de datos de ima´genes
y en te´cnicas SLAM.
Se han propuesto alternativas y modificaciones del algoritmo SIFT que permiten me-
jorar su eficacia. En [Stein and Hebert, 2005] se propone un me´todo que permite eliminar
la influencia de las variaciones de fondo en marcas que esta´n en el borde de un objeto.
El me´todo PCA-SIFT [Ke and Sukthankar, 2004] se basa en una te´cnica de ana´lisis de
componentes principales para la determinacio´n del descriptor que define al objeto en lugar
de los histogramas. Se demuestra que dicho me´todo produce descriptores ma´s compactos,
robustos y distinguibles entre puntos de la escena.
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Me´todos SIFT en tracking 3D monocular
En [Skrypnyk and Lowe, 2004] se propone el uso del me´todo SIFT para realizar el
tracking 3D de objetos. El uso de este tipo de descriptores en este caso parte de una filosof´ıa
distinta al resto de te´cnicas comentadas en visio´n monocular. En este caso se explotan las
propiedades de deteccio´n que presenta los me´todos “wide-baseline”.
En primer lugar, durante un proceso de inicializacio´n, se obtiene un conjunto de co-
rrespondencias a trave´s de mu´ltiples ima´genes. Mediante una te´cnica exproceso de recons-
truccio´n a partir del movimiento, se determinan las coordenadas tridimensionales de los
descriptores obtenidos, as´ı como los para´metros de la ca´mara.
Una vez que existe un modelo del mundo, la posicio´n y orientacio´n de la ca´mara se
obtiene, para cada instante de tiempo, mediante el establecimiento de la correspondencia
de descriptores. La bu´squeda en la base de datos inicialmente construida es un problema
de coste computacional alto. En [Beis and Lowe, 1997] se propone un me´todo que permite
reducir la complejidad y obtener la correspondencia con alta probabilidad.
La pose de la ca´mara se obtiene mediante un me´todo RANSAC para evitar la aparicio´n
de “outliers”. Finalmente se aplica una condicio´n de regularizacio´n al movimiento de la
ca´mara que robustece el algoritmo.
En esta propuesta, a diferencia de los me´todos SLAM, una vez obtenido el modelo
previo de la escena, la pose de la ca´mara se obtiene de manera absoluta para cada frame.
La posicio´n actual no depende de la estimacio´n anterior, lo que permite eliminar el posible
error de acumulacio´n existente en otros me´todos.
A pesar de tener un coste computacional alto, se encuentran soluciones capaces de
operar a varias ima´genes por segundo. El principal problema derivado de este tipo de
me´todos es que tienden a ser menos precisos que sus respectivos recursivos. Los descriptores
SIFT poseen menor localidad espacial y requieren de la imposicio´n de restricciones de
movimiento continuo.
2.6. Conclusiones
En este cap´ıtulo se ha expuesto una revisio´n de las aportaciones realizadas en el segui-
miento de objetos r´ıgidos mediante visio´n artificial.
El objetivo propuesto en esta tesis se traslada fa´cilmente a un problema de “tracking”
mediante ca´maras, cuya configuracio´n “wide-baseline” impone restricciones severas. Como
an˜adido, se pretende eliminar el conocimiento a priori que el sistema de visio´n posee sobre
el objeto.
A modo de resumen, en la figura 2.9 se muestran las diferentes te´cnicas utilizadas en
el problema de “tracking” mediante visio´n artificial. La divisio´n establecida en la figura
2.9 comienza por diferenciar me´todos que hacen uso de marcas artificiales con aquellos
que utilizan marcas naturales. En este u´ltimo grupo, el cual es de intere´s para la presente
tesis, se diferencias aquellos basados en la utilizacio´n de una u´nica vista y aquellos que
tienen en cuenta un conjunto de ca´maras. El cap´ıtulo se ha ordenado de modo que las
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Figura 2.9: Organizacio´n de las te´cnicas de tracking mediante visio´n artificial
te´cnicas decrecen en exigencias de conocimiento previo acerca del objeto del que se realiza
el tracking.
Los me´todos de tracking comentados var´ıan en resultados y escenarios de aplicacio´n. A
continuacio´n se presenta un resumen de sus caracter´ısticas principales:
Me´todos de deteccio´n de marcas artificiales: El conocimiento previo aportado al ob-
jeto del que se realiza el seguimiento tiene como recompensa un me´todo robusto y
ra´pido aplicable a cualquier configuracio´n de ca´maras. El sistema sin embargo no
tiene interpretacio´n del entorno y se convierte en un proceso fotome´trico.
Me´todos de deteccio´n de marcas naturales: Dentro de este tipo, se diferencian aquellos
basados en la informacio´n proveniente de una o mu´ltiples ca´maras.
• Me´todos de tracking 3D mediante una ca´mara: Este tipo de me´todos tiene a su
vez una divisio´n segu´n la informacio´n a priori necesaria.
Aportando un modelo 3D inicial, se han presentado propuestas que permiten
extraer caracter´ısticas en el plano imagen y realizan una comparacio´n con la
proyeccio´n del modelo. La variedad de estos enfoques, tiene como resultado
diferentes comportamientos. Los me´todos basados en primitivas geome´tricas,
contorno o plantillas poseen en general buenas propiedades de precisio´n pero
se encuentran serias dificultades en inmunizarlos ante oclusiones o cambios de
iluminacio´n en el caso de plantillas. Los me´todos basados en flujo o´ptico no
permiten movimientos bruscos y los cambios de iluminacio´n destruyen la supo-
sicio´n de constancia del brillo. Sin embargo tienen muy buenas propiedades en
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la asignacio´n de correspondencias. Como contrapartida, los me´todos de extrac-
cio´n de puntos, permiten cambios de iluminacio´n y movimientos ma´s ra´pidos.
El inconveniente se presenta en el proceso de correspondencia.
En el caso de no aportar un modelo tridimensional, las te´cnicas SLAM apuestan
por una solucio´n ambiciosa que propone construir el modelo al tiempo que se
detecta o posiciona el objeto. Mediante SLAM es posible redefinir el proceso
de correspondencia de manera que mediante te´cnicas como los puntos de intere´s
anteriormente comentados, se soluciona parcialmente el problema de la deteccio´n
de marcas naturales. El problema significativo en este tipo de me´todos es el error
acumulativo que presentan en el momento de an˜adir nuevas marcas al vector
de estados. Adema´s el ca´lculo de correspondencias que definen en un marco
probabil´ıstico depende en gran medida de la calidad del proceso de estimacio´n.
Como conclusio´n a este tipo de te´cnicas, se plantea la necesidad de un me´todo
externo de apoyo que permita la correccio´n de errores acumulativos y fallos de
deteccio´n.
• Me´todos de tracking mediante mu´ltiples ca´maras: El tipo de configuracio´n“wide-
baseline” que se propone en un espacio inteligente, restringe la utilizacio´n simul-
ta´nea de ca´maras a te´cnicas que sean capaces de trabajar en un entorno en el
que la deformacio´n proyectiva es severa. Este tipo de te´cnicas no aseguran una
cantidad elevada de correspondencias correctas cuando la separacio´n entre las
ca´maras es significante, aumentando considerablemente su complejidad.
Sin embargo, los me´todos “wide-baseline” presentan buenas cualidades debido a
su inmunidad frente a cambios de iluminacio´n y perspectiva. El detector SIFT
ha demostrado ser una herramienta indispensable para solucionar el problema
de correspondencia planteado, incluyendo aquellos casos con una sola ca´mara
en los que el objeto se ha desplazado lo suficiente.
En la presente tesis se propondra´ la sinergia entre diferentes me´todos de “tracking” y
procesos de medida en el plano imagen, con la intencio´n de obtener un me´todo que sea
posible utilizar indistintamente en configuraciones de una o mu´ltiples ca´maras.
Cap´ıtulo 3
Estructura y modelado
matema´tico de los elementos del
sistema
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3.1. Introduccio´n
El presente cap´ıtulo tiene como objetivo el modelado matema´tico de todos los procesos
involucrados en el sistema de localizacio´n propuesto en esta tesis, con el fin de servir como
referencia en cap´ıtulos posteriores y base para la consecucio´n de los objetivos planteados.
El “Espacio Inteligente” esta´ formado por elementos dina´micos, como pueden ser robots
mo´viles o usuarios, y elementos sensoriales, como las ca´maras o sensores de odometr´ıa. En
particular, se confeccionara´ un modelo matema´tico de los siguientes elementos, involucrados
directamente en obtener la pose del robot:
Disposicio´n y modelo de proyeccio´n en la imagen de un conjunto de ca´maras.
Estructura tridimensional de un objeto r´ıgido y modelos de movimiento del mismo.
Descripcio´n matema´tica de las incertidumbres debidas a ruido en las magnitudes
medidas e imprecisiones de los modelos matema´ticos
La notacio´n establecida para el transcurso del documento se muestra en la Tabla 3.1
3.2. Robot mo´vil
Cada uno de los robots, de los cuales se pretende obtener su localizacio´n, forman parte
integrante del “Espacio Inteligente”, y por tanto sus sensores internos y su movimiento son
supervisados remotamente a trave´s de una red de comunicaciones. Dicha red se considera
transparente para el sistema, y los posibles efectos relativos al enlace de comunicaciones
existente no se consideran en el planteamiento matema´tico de la tesis.
Todos los robots controlados por el “Espacio Inteligente” disponen de sensores de odo-
metr´ıa, los cuales ofrecen una estimacio´n relativa de la pose. Dicha informacio´n sera´ de
especial intere´s en las soluciones marginadas al uso de una sola ca´mara. La odometr´ıa pre-
sente en el robot esta´ sincronizada y disponible junto con la adquisicio´n de ima´genes y por
lo tanto es posible relacionar ambas magnitudes en un ı´ndice temporal discreto.
El objetivo principal de esta tesis es obtener la posicio´n y orientacio´n de cada uno de los
robots mo´viles presentes en el espacio de observacio´n de las ca´maras. Para ello se propone
un me´todo que relaciona la pose de un objeto y su apariencia en el plano imagen del
conjunto de ca´maras. Suponiendo que todos los robots son objetos r´ıgidos, dicha relacio´n
se sustenta mediante la obtencio´n de un modelo tridimensional del robot cuya apariencia
en la imagen sea fa´cilmente discriminable (e.g. puntos, lineas, regiones ). De este modo,
dada la identificacio´n del modelo en la imagen, la pose es obtenida mediante un sistema
que resuelve un problema de perspectiva inversa en una o varias ca´maras.
En el presente apartado, no solo el modelo de movimiento del robot presenta impor-
tancia, sino tambie´n el modelo geome´trico que relacionara´ la estructura del robot con la
imagen captada por la ca´mara.
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Se utilizara´n letras mayu´sculas para vectores y matrices. Por definicio´n, los vectores se expresan
en formato columna.
k → ı´ndice temporal discreto, global para todas las magnitudes.
k1, · · · , k2, intervalo consecutivo de tiempo.
OW → origen de coordenadas global o del mundo.
OCn → Sistema de coordenadas de la ca´mara n, que coincide con su origen de proyeccio´n.
OR → origen de coordenadas del robot.
x1, x2, x3 denotan las coordendas tridimensionales del espacio cartesiano.
Xk → vector que codifica la pose del robot (posicio´n y orientacio´n), referenciado a OW .
M1, · · · ,MN → conjunto de N puntos tridimensionales que definen la estructura o modelo
geome´trico del robot y referenciados a OR.
M iXk → ie´simo punto tridimensional de la estructura del robot referenciado a OW , mediante
la pose actual Xk.
Xak → vector conjunto o aumentado que contiene la pose del robot y los puntos de su
estructura.
yi,nk → ie´sima medida bidimensional en la ca´mara n en el instante k. yi,nk = (ui,nk , vi,nk )T .
Cnk → conjunto de medidas en el instante k en la ca´mara n. C = {y1,n, · · · , yNn,n}.
NCn → nu´mero de medidas en el instante k tomadas por la ca´mara n.
Y nk → vector columna que contiene todas las medidas del conjunto Cnk , que corresponden a
puntos del modelo del robot.
Nn → nu´mero de medidas en el instante k, tomadas por la ca´mara n que corresponden a
puntos de la estructura del robot.
Yk → vector columna que contiene las medidas correspondientes a la estructura del robot en
todas las ca´maras disponibles.
Uk → vector con lecturas de odometr´ıa
(
V lk Ωk
)T
que consisten en velocidad lineal y
angular respectivamente.
Tabla 3.1: S´ımbolos matema´ticos y notacio´n utilizada
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3.2.1. Pose del robot
Se define un sistema de coordenadas OR solidario con el volumen ocupado por el robot.
La pose del robot describe la orientacio´n y el desplazamiento existente entre dicho sistema
de coordenadas y el correspondiente al mundo OW , el cual es definido en una etapa previa.
En el instante de tiempo k, se define Xk como el vector que describe la pose de un robot
concreto. Para caracterizar la pose del robot en el espacio tridimensional, el vector Xk se
compone de 3 coordenadas x1k, x
2
k, x
3
k para el desplazamiento y 3 para los a´ngulos de Euler
γk, βk, αk que definen la rotacio´n en el espacio (ver Fig. 3.1).
Xk = (x
1
k, x
2
k, x
3
k, αk, βk, γk), (3.1)
Figura 3.1: Relacio´n espacial entre el sistemas de coordenadas global OW , el sistema de coordenadas
del robot OR y el sistema de coordenadas OC de una ca´mara cualquiera.
Los a´ngulos de Euler en el caso tridimensional presentan problemas conocidos de esta-
bilidad. En su lugar es preferible, como una solucio´n ma´s estable para expresar rotaciones
en 3 dimensiones, el empleo de los denominados cuaterniones unitarios qk = {q1k, q2k, q3k, q4k},
donde |qk| = 1. El principal inconveniente en la utilizacio´n de cuaterniones unitarios se
traduce en la necesidad de introducir una dimensio´n extra, con respecto a los 3 a´ngulos de
Euler, para expresar la rotacio´n:
Xk = (x
1
k, x
2
k, x
3
k, q
1
k, q
2
k, q
3
k, q
4
k) |qk| = 1, (3.2)
No obstante, en la mayor´ıa de las aplicaciones que conciernen la localizacio´n de robots
mo´viles en espacios interiores, se considera que el movimiento del robot se encuentra res-
tringido a un plano. En dichos casos la pose del robot se reduce a la posicio´n en un plano
de referencia (x1 − x2) (Plano X-Y cartesiano) y orientacio´n α sobre el eje x3, formando
un vector de pose de 3 dimensiones Xk =
(
x1k x
2
k αk
)
.
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3.2.2. Modelos de movimiento del robot
En la presente tesis se supone la existencia de un modelo de movimiento del robot en
cuestio´n, ya sea en el espacio tridimensional como en el plano, y que se encapsula en la
funcio´n Xk = g(Xk−1, Uk). Se supone un modelo de movimiento relativo, donde la funcio´n g
requiere la posicio´n anterior a la actual Xk−1 y un vector de entrada Uk donde se encuentra
contenida la informacio´n proporcionada por los sensores de odometr´ıa. En general el vector
Uk describe incrementos de posicio´n o equivalentemente velocidades o aceleraciones del
robot, y por tanto la pose anterior es necesaria para obtener una estimacio´n referenciada
desde el sistema global OW .
El contenido del vector Uk variara´ en funcio´n del modelo de movimiento usado por el
robot. En este documento se referira´ a dicho contenido como odometr´ıa en general, pero
igualmente es susceptible de incluir lecturas de sensores de aceleracio´n, inclinacio´n, y dema´s
valores necesarios en cada tipo de plataforma para obtener una estimacio´n de la pose.
Las plataformas robo´ticas reales que circulara´n por el “Espacio Inteligente” y de las que
se calcula la pose, consistira´n en robots con ruedas cuyo movimiento esta´ restringido a un
plano. De esta modo, muchas de las conclusiones estara´n espec´ıficamente dispuestas para
este tipo de movimiento y sera´ por tanto el utilizado en todos los experimentos.
De entre los tipos de robots que se mueven en un plano adoptaremos el modelo de tipo
no-holono´mico que toma como vector Uk las velocidades angulares y lineales del robot. Di-
cho modelo es suficientemente gene´rico como para estimar la pose de diferentes plataformas
robo´ticas reales.
El modelo de movimiento considerado sera´ por tanto:

x1kx2k
αk

 =

x1k−1 + V lk cos(αk−1 + Ωk)x2k−1 + V lk sin(αk−1 + Ωk)
αk−1 + Ωk

 , (3.3)
donde V lk y Ωk representara´n respectivamente las velocidad lineal y angular del robot
en el instante de tiempo k. Ambas magnitudes son agrupadas por tanto en el vector de
entrada Uk = (V lk,Ωk)
T . Mediante una regla recursiva de estimacio´n, que parte de un
vector inicial X0 de posicio´n, y aplica el modelo de movimiento descrito por (3.3), se
obtiene una estimacio´n de la posicio´n y orientacio´n Xk para cualquier instante de tiempo.
La estimacio´n de movimiento usando odometria o “Dead Reckoning” presenta incon-
venientes bien documentados en la literatura y que derivan en una estimacio´n de la pose
del objeto que presenta un error acumulativo con la longitud del trayecto. Este tipo de
error sera´ modelado con detalle en esta tesis y jugara´ un papel importante en la etapa de
inicializacio´n del sistema.
3.2.3. Modelo geome´trico de la estructura del robot
La geometr´ıa del robot se modela como un conjunto de N puntos tridimensionales agru-
pados en M = {M1, · · · ,MN} y referenciados desde el sistema de coordenadas del robot
OR. La suposicio´n de rigidez en la geometr´ıa permite afirmar que los puntos agrupados en
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M son invariantes en el tiempo y por tanto se evitara´ el uso de sub´ındices temporales en
ellos. Mediante el uso de la funcio´n M iXk = t(Xk,M
i) es posible trasladar debidamente un
punto perteneciente a la estructura del robot y representarlo referenciado con respecto a
OW . Por ejemplo, para un robot que se mueve en un plano, la funcio´n t(Xk,M
i) sera´:
M iXk = t(Xk,M
i) =

 cos(αk) sin(αk) 0− sin(αk) cos(αk) 0
0 0 1

M i +

x1kx2k
0

 (3.4)
En el caso de movimiento tridimensional, la transformacio´n t(Xk,M
i) consiste en una
transformacio´n af´ın, compuesta por una rotacio´n gene´rica Rk y un desplazamiento Tk en
las tres dimensiones espaciales.
La obtencio´n del puntoM i en el sistema de coordenadas del mundoOW requiere conocer
la pose actual del robot y por tanto el punto transformado M iXk tiene una dependencia
con la pose y consecuentemente un ı´ndice temporal. La importancia de M iXk reside en
que permite establecer la relacio´n existente entre la proyeccio´n en el plano imagen yik =
h(M iXk , P ) de un punto M
i del robot con la pose Xk.
Con el objetivo de agrupar toda la informacio´n u´til que el sistema posee sobre el robot,
se define el vector de estados aumentado Xak como la concatenacio´n en un solo vector
columna de la pose del robot Xk ( ya sea en espacio tridimensional o en el plano ) y el
conjunto de puntos pertenecientes a su estructura geome´trica M .
Xak =


Xk
M1
...
MN

 (3.5)
El vector aumentado representa la solucio´n de la pose del robot y la geometr´ıa conocida
del mismo en un instante de tiempo dado.
Un modelo equivalente de movimiento Xak = g
a(Xak−1, Uk) se define para el vector
aumentado. Para formar ga se utiliza el modelo de movimiento anteriormente comentado
y la suposicio´n de geometr´ıa r´ıgida en el robot:
ga(Xak−1, Uk) =


g(Xk−1, Uk)
M1
...
MN

 (3.6)
3.3. Modelo y distribucio´n de ca´maras
Un conjunto deNc ca´maras es utilizado como red de sensores por el“Espacio Inteligente”
con la cual obtener la posicio´n y orientacio´n de los robots visibles por al menos una de
ellas.
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El conjunto de ca´maras presenta una disposicio´n geome´trica conocida a priori con su-
ficiente precisio´n, mediante la realizacio´n de un proceso de calibracio´n. Cada una de las
ca´maras se encuentra conectada a una red local, de manera que la adquisicio´n de ima´ge-
nes sea accesible por los sistemas de procesamiento. La topolog´ıa f´ısica utilizada, as´ı como
las tecnolog´ıas de comunicaciones involucradas sera´n detalladas en un cap´ıtulo dedicado a
describir la fase experimental de la tesis. Desde el punto de vista teo´rico, cabe destacar que
la adquisicio´n se considera estrictamente sincronizada entre el conjunto de ca´maras y los
para´metros extr´ınsecos e intr´ınsecos de cada ca´mara son conocidos a priori. A continua-
cio´n, y a modo de referencia se comentara´ brevemente el modelo de ca´mara y la notacio´n
utilizada.
3.3.1. Modelo de ca´mara
Para una ca´mara cualquiera n, dispuesta en el espacio inteligente, se tiene un mo-
delo de proyeccio´n gene´rico y = h(MX , P
n), el cual transforma un punto tridimensional
MX = (x
1, x2, x3)T , referenciado desde el origen de coordenadas global OW , en su pro-
yeccio´n bidimensional y = (u, v)T en el plano de la ca´mara. La transformacio´n desde tres
dimensiones al plano imagen es gobernada por un conjunto de para´metros de proyeccio´n
de ca´mara Pn que encapsulan tanto para´metros extr´ınsecos o puramente geome´tricos y los
para´metros intr´ınsecos de la misma.
Existen un conjunto amplio de posibles modelos de ca´maras, definidos por sus respec-
tivas parametrizaciones. En la pra´ctica, la mayor´ıa de las ca´maras usadas en aplicaciones
similares a la que se presenta en esta tesis son descritas por un modelo “pin-hole” simple
de proyeccio´n.
El vector de para´metros en dicho caso es el siguiente:
Pn =
(
αnc β
n
c γ
n
c T
n
c f
n
u f
n
v u
n
0 v
n
0
)T
, (3.7)
donde
(
αnc β
n
c γ
n
c
)
y Tnc , representan respectivamente los a´ngulos de rotacio´n de Euler
y el vector de traslacio´n en el espacio del sistema de coordenadas de la ca´mara OnC con
respecto al sistema de coordenadas global OW . Mediante los mismos, la matriz af´ın de
transformacio´n de coordenadas espaciales entre ambos sistemas de coordenadas se forma
como una matriz de rotacio´n Rnc (β
n
c , γ
n
c , α
n
c ) y el vector de traslacio´n T
n
c . Los para´metros
fnu , f
n
v , u
n
0 y v
n
0 representan el modelo de para´metros intr´ınsecos simplificado, en el cual se
supone que el modelo de ca´mara es “pin-hole” ideal sin para´metro de “skew” ni para´metros
de distorsio´n. Los para´metros intr´ınsecos se aglutinan en la matriz Knc , la cual se describe
a continuacio´n:
Knc =

fnu 0 un00 fnv vn0
0 0 1

 (3.8)
La transformacio´n no homoge´nea resultante h para el modelo convencional “pin-hole”
queda por tanto definido, para un punto gene´rico MX y un vector de para´metros P
n como:
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h(MX , P
n) =


fnu
Rn1,1x
1 +Rn1,2x
2 +Rn1,3x
3 + Tn1
Rn3,1x
1 +Rn3,2x
2 +Rn3,3x
3 + Tn3
+ un0
fnv
Rn2,1x
1 +Rn2,2x
2 +Rn2,3x
3 + Tn2
Rn3,1x
1 +Rn3,2x
2 +Rn3,3x
3 + Tn3
+ vn0

 , (3.9)
donde Rni,j representa el elemento i, j de la matriz de rotacio´n R
n
c y el escalar T
n
i
representa el elemento i del vector Tnc .
En una seccio´n posterior se analizara´ la influencia de los errores producidos en la cali-
bracio´n en los modelos de ca´mara utilizados.
Cada una de las Nc ca´maras de las que se dispone, posee un vector P
n de para´metros
de calibracio´n diferente del resto, el cual es obtenido mediante un proceso de calibracio´n
previo. El vector columna conjunto P =
(
(P 1)T , · · · , (PNc)T )T engloba todos los vectores
de para´metros para las Nc ca´maras disponibles, representando la calibracio´n completa del
“Espacio Inteligente”.
3.3.2. Vector de medidas en el plano imagen
El conjunto de medidas tomadas por una ca´mara cualquiera n, corresponde con la
proyeccio´n en el plano imagen de los puntos pertenecientes a la geometr´ıa conocida del
robot y encapsulados en Xak junto con la pose.
Dado un punto M i y la pose actual Xk del robot, la proyeccio´n en la imagen de la
ca´mara n, yi,nk , se obtendra´ a partir del modelo de proyeccio´n h:
yi,nk = h(t(M
i, Xk), P
n) (3.10)
Para un robot y la ca´mara n, todas las medidas en un mismo instante de tiempo
{y1,nk , · · · , yN,nk } se agrupara´n en un vector de medidas Y nk .
Y nk =

y
1,n
k
...
yN,nk

→ Yk =

 Y
1
k
...
Y Nck

 , (3.11)
donde a su vez, el conjunto completo de medidas provenientes de todas las ca´maras
disponibles se encapsula en el vector Yk.
Se define como Yk = h
a(Xak , P ) a la ampliacio´n de la ecuacio´n de proyeccio´n, que
relaciona el vector completo Yk con el vector aumentado X
a
k y el conjunto de para´metros
de la ca´mara P , para el caso general de Nc ca´maras:
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Yk = h
a(Xak , P ) =


h(t(Xk,M
1), P 1)
...
h(t(Xk,M
N ), P 1)
}
Ca´mara1
...
h(t(Xk,M
1), PNc)
...
h(t(Xk,M
N ), PNc)
}
Ca´maraNc


. (3.12)
Si se cuenta con una u´nica ca´mara, entonces Yk = Y
1
k y P = P
1. La ordenacio´n del
vector Yk y el nu´mero de elementos que lo componen puede en realidad sufrir modificaciones
que sera´n en todo caso expl´ıcitamente comentadas en el texto. La situacio´n ma´s usual es
que no todos los puntos del modelo del robot sean visibles en el plano imagen de las
ca´maras, y por tanto el vector Yk no contendra´ exactamente la proyeccio´n de todos ellos.
En dichos casos, la relacio´n que determina la asociacio´n entre Yk y los puntos M
1, · · · ,MN
sera´ descrita espec´ıficamente.
3.4. Descripcio´n de la pose y la proyeccio´n en la imagen
como procesos aleatorios
En esta seccio´n se aborda el modelado matema´tico de los procesos involucrados y an-
teriormente comentados desde un enfoque probabil´ıstico. Existe en la literatura cient´ıfica
actual, relacionada con la robo´tica mo´vil, una tendencia clara de abordar el problema de
la localizacio´n como uno descrito en te´rminos de dina´mica de procesos aleatorios. En los
u´ltimos an˜os se han incorporado al a´mbito de la localizacio´n, numerosas te´cnicas que hasta
el momento pertenec´ıan al terreno de la estad´ıstica matema´tica.
El enfoque propuesto es la interpretacio´n de todos los procesos involucrados en la loca-
lizacio´n, es decir el movimiento del robot, las medidas que se realizan en la imagen, etc.,
como procesos aleatorios. Dicho cambio de perspectiva permite trasladar el problema de es-
timacio´n de una magnitud, anal´ıticamente relacionada con una serie de medidas indirectas
de la misma, en un problema de inferencia Bayesiana.
Las te´cnicas de inferencia Bayesiana ofrecen un entorno compacto y sencillo en el cual
formular preguntas acerca de para´metros a estimar, como puede ser la pose del robot, en
funcio´n de toda la informacio´n que se precisa. La principal justificacio´n, por la cual este
cambio de enfoque tiene sentido, radica en el hecho que en todo proceso de estimacio´n se
tienen unos ma´rgenes de incertidumbre debidos a ruido y fallos en modelos matema´ticos
imprecisos. Estos factores permiten casi de manera general asegurar que todo proceso en
teor´ıa determinista pero expuesto a procesos que tienen lugar en el mundo real, tiene
asociado un proceso aleatorio que describe su incertidumbre. De esta manera si el objetivo
de la tesis es encontrar la pose de un robot mo´vil, el proceso aleatorio asociado a la pose
mostrara´ una funcio´n de densidad de probabilidad que define su comportamiento estad´ıstico
y que en te´rminos de media coincide con el valor esperado del equivalente determinista.
Una clara ventaja de este enfoque es que permite relacionar la incertidumbre conocida
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de determinados procesos, como puede ser la precisio´n con la que se es capaz de medir
una determinada magnitud, con la repercusio´n directa de e´sta en la solucio´n buscada.
Este hecho, al cual se referira´ como capacidad de propagacio´n de incertidumbre, permite
aportar una medida muy u´til de la precisio´n que se obtiene finalmente en la magnitud que
es objetivo.
Bajo este mismo enfoque y razonamiento, se han desarrollado en la literatura te´cnicas
muy eficaces relacionadas con el problema que se trata en la presente tesis, como puede ser
el paradigma de la Localizacio´n Simulta´nea a la Reconstruccio´n de Entornos con robots
mo´viles (SLAM).
En esta seccio´n se justificara´ el modelado aleatorio de todos los procesos expuestos en
este mismo cap´ıtulo.
En la Tabla 3.2 se establece la notacio´n usada en la tesis referente a procesos aleatorios.
Los procesos aleatorios se definen en tipograf´ıa negrita (p. ej. Xk representa un proceso
aleatorio y Xk una realizacio´n del mismo). De forma equivalente todo proceso aleatorio
Xk, se describe en el instante k mediante su funcio´n de densidad de probabilidad (f.d.p)
p(Xk).
p(Xk) = N(Xˆk,Σk) → representa una distribucio´n Gausiana con media Xˆk y matriz
de covarianza Σk.
Xk → proceso aleatorio que describe la pose del robot.
Xa
k
→ proceso aleatorio conjunto que representa la pose del robot y su estructura.
p(Xk|Xk−1) → funcio´n de densidad de probabilidad de tra´nsito para el proceso Xk.
Yk → proceso aleatorio que describe el vector de medidas Yk.
p(Yk|Xak ) → funcio´n de verosimilitud de Yk dado Xak .
p(Xak |Y1, · · · , Yk) → distribucio´n de densidad de probabilidad “a posteriori” de Xak
dado el conjunto de medidas en el intervalo 1, · · · , k.
Tabla 3.2: Notacio´n matema´tica y s´ımbolos utilizados para describir los procesos aleatorios
3.4.1. Descripcio´n de la pose del robot como un proceso aleatorio
La pose del robot, descrita mediante el vector Xk, se modela como un proceso aleatorio
de Markov Xk con una funcio´n de densidad de probabilidad (f.d.p.) inicial p(X0) y una f.d.p.
de transito p(Xk|Xk−1). Dicha funcio´n de tra´nsito se obtiene a partir de la propagacio´n
del proceso Xk−1 a trave´s del modelo de movimiento g e integrando en funcio´n de la
incertidumbre asociada al vector Uk de odometr´ıa.
El hecho de modelar Xk como un modelo de Markov es consecuencia directa del ca-
ra´cter recursivo de la estimacio´n. Es decir, la pose del robot en el instante k requiere el
conocimiento de aquella en k − 1 y el vector de odometr´ıa Uk. Se supone que el vector
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Uk de odometr´ıa esta´ contaminado con ruido Gausiano de media nula Wk = N(0,ΣW )
incorrelado con el proceso Xk−1.
La ecuacio´n en diferencias que define el proceso Xk es la siguiente:
Xk = g(Xk−1, Uk + Wk), (3.13)
donde los vectores que aparecen en negrita representan procesos aleatorios. La f.d.p de
tra´nsito p(Xk|Xk−1) resulta de la solucio´n de una ecuacio´n integral de probabilidad en el
que se elimina la influencia de la variable Wk:
p(Xk|Xk−1) =
∫
Wk
p(Xk|Xk−1,Wk−1)p(Wk)dWk (3.14)
Mediante la ecuacio´n de tra´nsito p(Xk|Xk−1) se obtiene una regla recursiva para obtener
el valor de p(Xk).
p(Xk) =
∫
Xk−1
p(Xk|Xk−1)p(Xk−1)dXk−1 (3.15)
La solucio´n anal´ıtica de ecuaciones como la planteada en (3.15) resulta en general
imposible, siendo necesario recurrir a me´todos aproximados para obtener p(Xk). Existen
actualmente diversas alternativas en la literatura que permiten aproximar la expresio´n
(3.15) y dar una solucio´n suficientemente precisa. Dichas alternativas se pueden dividir en
dos enfoques diferenciados:
Descripcio´n de variables aleatorias mediante me´todos de Monte Carlo:
En dichos me´todos, las distribuciones de probabilidad se aproximan por un conjunto
de muestras cuyas propiedades estad´ısticas muestrales coinciden con aquellas de la
f.d.p. que se busca. Mediante dichas muestras, la propagacio´n de estad´ısticos a trave´s
de funciones no lineales es sencillo. Su tiempo de co´mputo es, sin embargo, elevado,
y el nu´mero de muestras crece exponencialmente con las dimensiones de la variable
aleatoria aproximada. Dentro de este tipo de te´cnicas se engloban los ampliamente
utilizados filtros de part´ıculas.
Descripcio´n de variables aleatorias mediante aproximaciones funcionales:
En este caso, las funciones de densidad de probabilidad son aproximadas por una
f.d.p. definida anal´ıticamente (p. ej. funciones Gausianas). Su tra´nsito por funciones
no lineales se realiza mediante me´todos de aproximacio´n de Taylor o similares.
El segundo tipo de me´todo, utilizando funciones de densidad de probabilidad gausianas,
es la alternativa ma´s utilizada en procesos de similar complejidad al propuesto, como puede
ser el problema SLAM [Davison, 2003] utilizando ca´maras. En este tipo de alternativa,
por cada proceso, tan solo la media y la varianza ser´ıan suficientes para su descripcio´n
completa.
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La aproximacio´n gausiana, no obstante, se debe efectuar cada vez que un proceso es
propagado a trave´s de funciones no lineales (p. ej. g(Xk−1, Uk)), ya que el resultado no es
en general una f.d.p. Gausiana.
La utilizacio´n de funciones gausianas para describir procesos aleatorios esta´ amplia-
mente documentada en la literatura [Van der Merwe et al., 2000], existiendo numerosas
alternativas que aseguran consistencia en las aproximaciones, como puede ser la transfor-
mada Unscented. En la presente tesis se utilizara´n aproximaciones de primer orden de las
funciones no lineales para la propagacio´n de variables aleatorias Gausianas.
Acudiendo a los me´todos de propagacio´n anteriormente comentados, la aproximacio´n
Gausiana de la pose Xk, con f.d.p N(Xˆk,Σk), admite una descripcio´n recursiva sencilla
utilizando una aproximacio´n de primer orden de g:
p(Xk) = N(Xˆk,Σk)
{
Xˆk = g(Xˆk−1, Uk)
Σk = JgxΣk−1J
T
gx + JguΣWJ
T
gu
(3.16)
donde Jgx y Jgu son los jacobianos de la funcio´n g en funcio´n de Xk−1 y Uk respec-
tivamente. La regla recursiva requiere adema´s definir p(X0) = N(Xˆ0,Σ0), como la apro-
ximacio´n Gausiana de la pose inicial. En la Figura 3.2, se observa el comportamiento del
equivalente Gausiano obtenido del proceso, comparado con una simulacio´n de Monte Carlo
del mismo.
Posición real del robot Odometría
Xk Σk 
Xk−1 Σk−1 
Xk−2 Σk−2 
Incertidumbre inicial de posición
Incertidumbre acumulativaX0 Σ0 
Figura 3.2: Visualizacio´n del proceso Xk a trave´s del tiempo mediante la utilizacio´n de elipses de
incertidumbre que describen la covarianza del proceso en sus dos primeras componentes (posicio´n
en el plano). Se representa cada muestra de una simulacio´n de Monte Carlo como un punto que
representa la posicio´n del robot en el plano. Como puede contemplarse, la incertidumbre de la
distribucio´n real, representada por el conjunto de puntos de Monte Carlo, se dispersa a medida que
el robot se mueve. Dicho esparcimiento es predicho y modelado mediante las elipses de incertidumbre
del proceso Gausiano.
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3.4.2. Proceso aleatorio conjunto de pose y geometr´ıa
En este apartado se comenta brevemente el modelado del vector Xak como proceso
aleatorio Xa
k
. El principal motivo de centrar la atencio´n en dicho vector proviene del hecho
de que la relacio´n estad´ıstica entre la pose Xk y los puntos M demostrara ser de importancia
para conseguir una estimacio´n estable de la pose.
El me´todo utilizado para describir Xak como un proceso aleatorio opera de forma equiva-
lente al utilizado para describir la pose. En este caso se describira´ directamente suponiendo
que todos los procesos son Gausianos. El proceso Xa
k
se modela como un proceso alea-
torio de Markov con f.d.p. inicial p(Xa0 ) = N(Xˆ
a
0 ,Σ
a
0) y funcio´n de transicio´n de estados
p(Xak |Xak−1). La transicio´n de estados es la consecuencia directa de aplicar el modelo de mo-
vimiento ga a los procesos aleatorios de entrada. Al igual que se comento´ con anterioridad,
el vector de entrada Uk se supone contaminado con el ruido Wk.
Para cada instante de tiempo k la solucio´n para la pose y la geometr´ıa del robot se
aproxima como un proceso Gausiano Xa
k
, con media Xˆak y matriz de covarianza Σ
a
k.
Xˆak =


Xˆk
Mˆ1
...
MˆN

 Σak =


ΣX ΣXM1 · · · ΣXMN
ΣM1X ΣM1 · · · ΣM1MN
...
...
. . .
...
ΣMNX ΣMNM1 · · · ΣMN

 (3.17)
3.4.3. Proceso de medida en la imagen como proceso aleatorio
El proceso de medida, el cual da lugar al vector Yk mediante una o varias ca´maras, posee
una caracterizacio´n como proceso aleatorio Yk, cuyas propiedades se obtienen acudiendo
a la funcio´n de proyeccio´n ha:
Yk = h
a(Xak,P) + Vk, (3.18)
donde P = N(Pˆ ,ΣP ) representa un proceso Gausiano que determina la incertidumbre
en el vector P ( que engloba los para´metros de calibracio´n del conjunto de ca´maras). El
proceso Vk = N(0,ΣV ) representa el error de deteccio´n cometido en Yk.
A continuacio´n se detalla la estructura y propiedades de ambos procesos y fuentes de
incertidumbre en el vector Yk.
Incertidumbre en la calibracio´n de ca´maras
Los algoritmos de calibracio´n, utilizados para calibrar el conjunto de ca´maras que for-
man el “Espacio Inteligente”, no son exactos e introducen un error o incertidumbre en el
vector de para´metros P . Las propiedades de dicha incertidumbre de calibracio´n var´ıan con
el me´todo utilizado y las condiciones en las que se ha realizado. En general, el proceso
equivalente P se define mediante un vector media Pˆ que coincide con el resultado nume´rico
3.4. Desc. de la Pose y la Proyeccio´n en la Image´n como Proc. Aleato´rios 51
de la calibracio´n, y una matriz de covarianza ΣP , que modela el error cometido en los
para´metros P .
En general, la estructura de la matriz de covarianza ΣP var´ıa segu´n las propiedades
estad´ısticas de la incertidumbre en los para´metros de calibracio´n y segu´n el me´todo de
calibracio´n utilizado. En la presente tesis supondremos por simplicidad que en todo caso
la correlacio´n estad´ıstica entre sus elementos es nula y por tanto ΣP corresponde con una
matriz diagonal:
ΣP =

ΣP 1 · · · 0... . . . ...
0 · · · ΣPNc

 ΣPn =


σ2αnc 0 0 0 0 0 0 0
0 σ2βnc 0 0 0 0 0 0
0 0 σ2γnc 0 0 0 0 0
0 0 0 ΣTnc 0 0 0 0
0 0 0 0 σ2fnu 0 0 0
0 0 0 0 0 σ2fnv 0 0
0 0 0 0 0 0 σ2un0
0
0 0 0 0 0 0 0 σ2vn0


(3.19)
Los valores utilizados en su diagonal son obtenidos fa´cilmente a partir de un me´todo
de calibracio´n basado en patrones de calibracio´n, como puede ser el me´todo de Tsai [Tsai,
1986], el cual es utilizado en esta tesis como te´cnica de calibracio´n del conjunto de ca´maras.
Incertidumbre en la deteccio´n
Las componentes que forman el vector Yk corresponden a la proyeccio´n de la estructura
del robot en la imagen o ima´genes de las ca´maras. Cada medida se obtiene mediante
me´todos de deteccio´n de marcas naturales, los cuales son comentados en el cap´ıtulo 4.
Todo proceso de medida en la imagen esta´ sujeto a varias fuentes de error que afectan
al vector Yk y que permiten representarlo como un proceso aleatorio Yk. En primer lugar,
los me´todos de deteccio´n presentan un margen de error en la localizacio´n de un mismo
punto del robot en diferentes posiciones y orientaciones, lo que se traduce en incertidumbre
en Yk. En an˜adido a dicha fuente de error, el plano imagen sufre de discretizacio´n espacial
y cuantificacio´n en la intensidad de luz adquirida por el sensor.
La incertidumbre cometida en la deteccio´n se considera independiente, tanto entre las
diferentes ca´maras, como en las medidas puntuales yi,nk incluidas en Yk. Se modela mediante
un proceso Vk = N(0,ΣVk) de ruido aditivo de media nula que incrementa la incertidumbre
del proceso Yk en los mismos te´rminos que los feno´menos reales comentados. La matriz de
covarianza ΣV es una matriz diagonal por bloques:
ΣVk =


Σ1,1Vk · · · 0
...
. . .
...
0 · · · ΣN,NcVk

 , (3.20)
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donde cada bloque Σi,nVk , consiste en una matriz 2 × 2 que representa la incertidumbre
en la medida de un solo punto en la imagen. En general, cada bloque se representa a su vez
por una matriz diagonal con un valor σ2v en su diagonal principal, cuyo valor es dependiente
del me´todo de deteccio´n utilizado.
El proceso Yk, se define por tanto a trave´s su media estad´ıstica Yˆk y covarianza ΣYk ,
resultado de propagar los procesos de los que de depende a trave´s de la expresio´n (3.18):
Yˆk = h
a(Xˆak , Pˆ ) ΣYk = JhxΣ
a
kJ
T
hx + JhPΣPJ
T
hP + ΣV , (3.21)
donde JhX y JhP corresponden con los Jacobianos de la funcio´n h
a con respecto a Xak
y P respectivamente.
Como se hace patente en la expresio´n (3.21), existen diferentes fuentes de incertidumbre
que conforman el proceso Yk y entre las cuales se ha incluido el proceso X
a
k
. Sin embargo,
cabe destacar que en general el hecho de incluir la incertidumbre del vector Xak tiene sentido
tan solo cuando se observa el proceso Yk como una variable aleatoria estimada y se propaga
la incertidumbre de Xak al plano imagen.
En el caso ma´s intuitivo de que Yk se trate como un proceso de deteccio´n en la imagen
de un punto tridimensional determinista, el proceso de medida tan solo se ve afectado por
los errores de calibracio´n y deteccio´n:
Yk = h
a(Xak ,P) + Vk, (3.22)
dando lugar a la siguiente distribucio´n Gausiana:
Yˆk = h
a(Xak , Pˆ ) ΣYk = JhPΣPJ
T
hP + ΣV . (3.23)
La matriz de covarianza ΣYk de la expresio´n (3.23), posee una estructura particular, la
cual refleja las dependencias estad´ısticas de los elementos del vector Yk. Como se pondra´ de
manifiesto en esta tesis, los elementos de correlacio´n cruzada, que establecen dichas depen-
dencias, juegan un papel importante en aspectos del algoritmo de localizacio´n propuesto,
como puede ser el tiempo de co´mputo o la precisio´n obtenida.
Debido al hecho de que todas las medidas de una misma ca´mara comparten los mismos
para´metros de calibracio´n, y dada la estructura diagonal de ΣP la matriz ΣYk sera´ diagonal
por bloques. Cada bloque engloba a todas las medidas tomadas con la misma ca´mara:
ΣYk =


ΣY 1
k
· · · 0¯
...
. . .
...
0¯ · · · Σ
Y Nc
k

 (3.24)
Para una sola ca´mara, la estructura de la matriz ΣYk , la cual corresponden con la de
uno so´lo de los bloques (p. ej. ΣY 1
k
) de la expresio´n (3.24), se observa a continuacio´n:
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ΣYk =




︸ ︷︷ ︸
JhP




︸ ︷︷ ︸
ΣP




︸ ︷︷ ︸
JT
hP
+




︸ ︷︷ ︸
ΣVk︸ ︷︷ ︸
ΣYk=
0
BBBBBBBBBBBB@
1
CCCCCCCCCCCCA
(3.25)
En la pra´ctica, y como se demostrara´ en posteriores cap´ıtulos, en general el modelado
completo de la matriz ΣYk se podra´ simplificar por una aproximacio´n diagonal, la cual es
suficiente para obtener un sistema de localizacio´n preciso.
3.5. Conclusiones
El presente cap´ıtulo ha presentado la notacio´n y modelos matema´ticos necesarios para
proponer un sistema de localizacio´n de robots mediante las ca´maras del “Espacio Inteligen-
te”. Los modelos utilizados, tanto de dina´mica de movimiento como aquellos que describen
la proyeccio´n en las ca´maras, son presentados como procesos aleatorios, en los que la in-
certidumbre interviene directamente en el problema. El objetivo es describir la localizacio´n
del robot como la un proceso de estimacio´n de variables aleatorias Gausianas. Las distri-
buciones Gausianas modelan la incertidumbre mediante la covarianza y el valor nume´rico
de la estimacio´n mediante su media. De este modo, la aproximacio´n mediante variables
aleatorias Gausianas es altamente descriptiva cuando es aplicable.
En los siguientes cap´ıtulos, se procedera´ a la utilizacio´n de los modelos presentados,
incluyendo su descripcio´n estad´ıstica, para la consecucio´n de los objetivos planteados.
Cap´ıtulo 4
Deteccio´n de marcas naturales y
procesos de seguimiento
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4.1. Introduccio´n
El objetivo del proceso de medida, necesario para la estimacio´n de la pose del robot,
es la obtencio´n de las coordenadas en el plano imagen, de puntos pertenecientes a su
estructura tridimensional. En la presente tesis, el proceso de medida en el plano imagen
es utilizado como la fuente de informacio´n fundamental que permite relacionar la pose del
robot con las ima´genes tomadas por el conjunto de ca´maras. En este cap´ıtulo se plantean
soluciones espec´ıficas para las diferentes problema´ticas que se abordan en la tesis. Para
ello se recurre a te´cnicas de deteccio´n y correspondencia de marcas naturales, ampliamente
extendidas en visio´n artificial, y que previamente fueron introducidas en el cap´ıtulo 2. Las
principales contribuciones de este cap´ıtulo consisten en el disen˜o a medida realizado para
cada situacio´n espec´ıfica que se desarrolla en el planteamiento de la tesis, poniendo de
manifiesto la necesidad de acudir a la sinergia entre diferentes te´cnicas para dar lugar a
una solucio´n satisfactoria para el proceso de observacio´n.
El proceso de medida se divide de manera fundamental en dos tareas:
Proceso de deteccio´n de marcas naturales: en este proceso se obtienen aquellas
coordenadas de la imagen que son candidatos a ser identificados como puntos de la
estructura tridimensional del robot.
Mecanismo de correspondencia: a partir del conjunto de puntos detectados en
una imagen, el mecanismo de correspondencia permite identificar aquellos que com-
ponen la estructura del robot. La identificacio´n puede ser en base a similitudes en la
apariencia local de la imagen o cercan´ıa geome´trica.
Aunque ambos procesos esta´n esencialmente relacionados entre s´ı, existe, como veremos
en este cap´ıtulo, la posibilidad de proponer diferentes sistemas de deteccio´n para un mismo
tipo de proceso de correspondencia.
A continuacio´n se presenta el problema fundamental y los requisitos exigidos en el
proceso de medida.
4.1.1. Situaciones planteadas en la tesis
Dada la estructura del algoritmo propuesto, existen ba´sicamente tres escenarios de
medida, los cuales difieren esencialmente en la cantidad y naturaleza de informacio´n “a
priori” que se tiene y que asimismo modifica las restricciones impuestas al proceso de
observacio´n.
A continuacio´n se describen dichas situaciones y los requerimientos espec´ıficos de cada
una con respecto al proceso de medida en la imagen. El orden elegido para enumerar cada
uno de los escenarios sera´ el mismo que el utilizado en el resto del documento:
Seguimiento de marcas durante la inicializacio´n: En la fase de inicializacio´n, la
cual se comenta espec´ıficamente en el cap´ıtulo 5, se desconoce la estructura del robot
y su apariencia. De este modo se carece de un modelo previo del robot as´ı como el
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valor de su pose. Los mecanismos de inicializacio´n, en especial aquellos que cuentan
con una sola ca´mara, requieren la obtencio´n de una serie de trayectorias o “tracks”
visuales que se corresponden con puntos de la estructura del robot en movimiento.
Existen en esta situacio´n dos problemas fundamentales relacionados con el proceso
de medida:
1. Del conjunto de puntos detectados en una imagen, tan solo son va´lidos aquellos
que pertenecen a la estructura del robot. Se debe encontrar un me´todo eficiente
que descarte puntos que pertenecen al fondo de la escena, utilizando para ello,
ana´lisis de movimiento o el conocimiento de una imagen del fondo utilizada como
patro´n.
2. Durante la inicializacio´n se desconoce la pose y geometr´ıa del robot, lo que
consecuentemente impide el uso de la odometr´ıa como estimacio´n de movimiento.
De este modo, no existe conocimiento preciso de la posicio´n que cada punto
detectado ocupara´ en el siguiente instante de tiempo. La correspondencia de un
mismo punto en diferentes instantes de tiempo se debe solucionar atendiendo
u´nicamente a la informacio´n proveniente del plano imagen y, en menor medida,
la suposicio´n de movimiento reducido del robot entre cada instante de tiempo.
Deteccio´n y correspondencia de marcas naturales en procesos de Estimacio´n-
Correccio´n: Esta situacio´n corresponde con el sistema de obtencio´n secuencial de
la pose del robot, que se presenta en el cap´ıtulo 7. En dicho proceso se posee un alto
grado de conocimiento acerca de la posicio´n, proyectada en el plano imagen, de los
puntos o marcas naturales utilizadas en cada instante de tiempo. En este caso, se
conoce la estructura tridimensional del robot y la pose anterior que ocupa. Mediante
esta informacio´n y la estimacio´n de movimiento, la posicio´n de las marcas en un nue-
vo instante de tiempo esta´ acotada mediante una regio´n de incertidumbre, dada por
la descripcio´n como procesos aleatorios de la pose y las medidas en el plano imagen
del robot.
En este problema, dada la existencia de una cantidad de informacio´n elevada, se
plantea un sistema de “matching” de marcas naturales basado en la teor´ıa de la
compatibilidad estad´ıstica.
Deteccio´n y emparejamiento de marcas naturales en configuracio´n “Wide-
Baseline”
En este u´ltimo tipo de situacio´n, el modelo tridimensional del robot es conocido,
pero no la pose anterior. Este tipo de situacio´n atiende al problema del secuestro o
instantes de reinicializacio´n del sistema, en los cuales se pierde el robot y el proceso
secuencial no es va´lido. Esta situacio´n requiere un sistema de deteccio´n y empare-
jamiento de una marca ante diferentes poses del objeto. A diferencia del proceso de
inicializacio´n, en este caso no se puede suponer un movimiento suave entre diferen-
tes instantes de tiempo. Sin embargo, el conocimiento de un modelo tridimensional,
permite aplicar un esquema robusto que sera´ descrito en el cap´ıtulo 7 y por tanto es
posible acudir a te´cnicas de emparejamiento “wide-baseline”. Dichas te´cnicas, a pesar
de introducir una cantidad importante de “outliers” o falsos emparejamientos, son
capaces de identificar el robot con independencia de la pose que e´ste ocupa.
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El cap´ıtulo esta´ estructurado por tanto en dos partes fundamentales: en primer lugar
se tratara´ el problema de deteccio´n, proponiendo una solucio´n u´nica que sea esencialmente
va´lida en todas las situaciones planteadas con anterioridad. En la segunda parte del cap´ıtulo
se aborda el problema de correspondencia entre puntos detectados, el cual se divide en
los tres escenarios diferentes, correspondientes a la inicializacio´n, proceso de estimacio´n-
correccio´n y el problema del secuestro.
4.2. Deteccio´n de marcas naturales
El proceso de deteccio´n presentado en esta tesis tiene como objetivo la localizacio´n en
la imagen de aquellos puntos de intere´s correspondientes a la estructura del robot.
La deteccio´n de marcas naturales debe cumplir con los siguientes requerimientos:
Estabilidad ante cambios de perspectiva: un punto de intere´s debe ser persis-
tente en la imagen ante cambios de la pose de la ca´mara con respecto al objeto que
da lugar a la imagen. Dichos cambios incluyen cambios de escala, transformaciones
proyectivas y en general son dependientes de la estructura tridimensional que da lugar
al punto buscado.
Localidad espacial: las marcas naturales detectadas, las cuales se representara´n
por sus coordenadas en la imagen, deben corresponder a un punto bien localizado en
el espacio tridimensional.
Tiempo de co´mputo asumible: El me´todo utilizado para su deteccio´n en la imagen
debe implicar una complejidad algor´ıtmica admisible por un sistema de procesamiento
actual.
En el cap´ıtulo 2 se han comentado brevemente los me´todos de deteccio´n y seguimiento
de marcas naturales en configuraciones “wide-baseline”. Dichos me´todos, adema´s de propo-
ner estructuras de identificacio´n invariantes a transformaciones afines, como puede ser el
descriptor SIFT [Lowe, 1999], SURF [Bay et al., 2006] y similares, dan solucio´n al problema
de la deteccio´n mediante me´todos de deteccio´n multi-escala.
Los me´todos de deteccio´n multi-escala se basan, en su gran mayor´ıa, en un ana´lisis de
la imagen en diferentes escalas de la misma. El espacio multi-escala se construye de manera
general mediante filtros gausianos isotro´picos con diferentes valores para la varianza σ en
funcio´n de la escala deseada. Si I(u, v) es la imagen original, su representacio´n multi-escala
se representa por L(u, v, σ).
A partir de dicho espacio de escala se disen˜a un operador, que permite encontrar,
normalmente mediante bu´squeda de extremos locales, regiones de intere´s definidas por sus
coordenadas espaciales y escala. Esta idea fue propuesta por primera vez por [Crowley,
1982] y [Crowley and Parker, 1984], utilizando una estructura piramidal de diferencias
de gausianas en cuyos extremos locales se encuentran las localizaciones de los puntos de
intere´s.
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Los me´todos existentes de deteccio´n, entre los que se encuentra el me´todo DoG propues-
to por [Lowe, 1999] y utilizado en esta tesis, se diferencian en la definicio´n y propiedades del
espacio de escala que utilizan, lo que da como resultado diferentes estructuras detectadas
en la imagen.
Se pueden distinguir dos metodolog´ıas diferentes:
Detectores de esquinas multi-escala mediante la matriz de estructura: en este tipo
de me´todos se amplia el concepto de matriz de estructura, u´til en la deteccio´n de
esquinas en la imagen (me´todo “Harris”), para su uso en un espacio multiresolucio´n.
Este tipo de me´todo se conoce en la literatura como Harris-Multiescala, y ha sido
propuesto como base para diferentes me´todos de deteccio´n, incluyendo un me´todo
con invarianza af´ın completa.
Detectores de regiones o “blobs” en un espacio de escala: en este tipo de me´todos, las
regiones obtenidas corresponden a puntos extremos de un espacio multiresolucio´n,
resultado de aplicar filtros “Laplaciana de Gausiana”, o en su defecto filtros de res-
puesta parecida, como las diferencias de gausianas “Diference of Gaussians” (DoG).
Los ma´ximos de dicho espacio permiten encontrar regiones denominadas “blobs”, de-
finidas en posicio´n y escala. Los denominados “blobs” corresponden con a´reas con
textura, vecindad de esquinas y puntos cercanos a bordes en la imagen. Dentro de
este tipo de me´todos se encuentra clasificado el sistema de deteccio´n incluido en el
me´todo SIFT propuesto por [Lowe, 1999], comentado previamente en el cap´ıtulo 2.
En general, los detectores de blobs, como el me´todo SIFT, y aquellos expl´ıcitamente
sensibles a esquinas, como el detector “Harris-Laplace”, anteriormente comentados, no pro-
ducen el mismo tipo de caracter´ısticas. Como se ha comentado con anterioridad, el me´todo
SIFT es sensible a los denominados “blobs”, que consisten en regiones generalemente cir-
culares, que poseen contraste con la textura adyacente. En ima´genes naturales, los “blobs”
aparecen con mucha frecuencia, incluyendo vecindades de bordes y de esquinas. El me´todo
SIFT incluye una etapa de filtrado se eliminan aquellos “blobs” considerados poco estables,
como pueden ser las vecindades de bordes.
Este tipo de ana´lisis produce en la practica que el me´todo SIFT detecte esquinas,
aunque en realidad el ma´ximo del espacio DoG se produce en una vecindad de la misma.
El me´todo “Harris-Multiescala” es sensible principalmente a esquinas, donde la matriz
de estructura ofrece un ma´ximo. En este me´todo, otras estructuras, como ciertos tipos de
“blobs” o zonas de alto contenido en textura, pueden ser incluidas como puntos detectados.
El resultado neto es que ambos me´todos proporcionan caracter´ısticas muy cercanas y
son comparables en te´rminos de estabilidad. En esta tesis se propone el uso del me´todo
propuesto por Lowe, basado en una estructura piramidal de diferencias de gausianas (DoG),
el cual es detallado en [Lowe, 1999].
A continuacio´n se resume el detector utilizado en el me´todo SIFT como referencia en
el texto.
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4.2.1. Detectores de regiones o “blobs” en un espacio de escala
En [Lindeberg, 1994], se desarrolla un espacio de escala definido mediante la aplicacio´n
sucesiva del operador Laplaciana de Gausiana (LoG) a la imagen:
Dada una funcio´n gausiana de convolucio´n de varianza σ2,
g(u, v, σ) =
1
2πσ2
e−(u
2+v2)/(2σ2), (4.1)
se construye el espacio de escala L(u, v, σ) de la imagen I(u, v) mediante la convolucio´n
del operador g(u, v, σ):
L(u, v, σ) = g(u, v, σ) ∗ I(u, v), (4.2)
el espacio LoG(u, v, σ), correspondiente a la imagen I(u, v) sera´ por tanto:
LoG(u, v, σ) = σ2|∇2L(u, v, σ)| = σ2|Luu + Lvv| (4.3)
En [Lindeberg, 1994] se muestra que los extremos del espacio LoG(u, v, σ) determinan
localizaciones en escala y posicio´n en la imagen muy estables para su uso como detectores
de marcas naturales:
(u, v, σ) = argmaxminlocal(u,v,σ)(LoG(u, v, σ)). (4.4)
Cada a´rea de intere´s, extremo de la funcio´n LoG(u, v, σ) se define por su posicio´n u, v
y la escala correspondiente, determinada por σ. El operador LoG tiene la propiedad de
asegurar localidad tanto en las posiciones como por la escala. De esta manera, una regio´n
(u0, v0, σ0) detectada en I(u, v), dara´ lugar al punto (su0, sv0, sσ0) en la versio´n escalada
I(su, sv).
El me´todo SIFT [Lowe, 1999] aproxima el espacio LoG(u, v, σ) mediante un espacio
piramidal de diferencias de Gausianas DoG(u, v, σ):
LoG(u, v, σ) ≈ DoG(u, v, σ) = L(u, v, σ)− L(u, v, sσ), s < 1 (4.5)
En el me´todo SIFT se dividen las posibles escalas aplicadas al para´metro σ en octa-
vas, aplicando un escalado a la imagen en cada octava, lo que permite reducir la carga
computacional:
σ(o, s) = σ02
o+ s
S , o ∈ omin+ [0, ..., O − 1], s ∈ [0, ..., S − 1] (4.6)
Los extremos de LoG(u, v, σ) o en su defecto el espacio DoG(u, v, σ), corresponden con
“blobs”, cuyas propiedades han sido comentadas anteriormente. Los “blobs”, en general,
consisten en regiones circulares, esquinas o bordes. Los bordes y regiones de poco contras-
te dan lugar a caracter´ısticas muy poco estables que son eliminadas en el me´todo SIFT
mediante el ana´lisis de las derivadas del espacio DoG(u, v, σ) en torno al punto detectado
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en cuestio´n. Adema´s, Lowe propone un me´todo que permite refinar de forma subpixe´lica
tanto la escala como la posicio´n de cada punto de intere´s, utilizando un algoritmo iterativo
de tipo Gauss-Newton, lo cual incrementa la estabilidad del problema.
El me´todo SIFT asigna adema´s, una orientacio´n principal θ a cada punto de intere´s
detectado, con el objetivo de corregir dicha orientacio´n en cada deteccio´n.
En resumen, el me´todo de deteccio´n propuesto por Lowe identifica cada punto de intere´s
mediante su posicio´n, orientacio´n y escala.
4.3. Mecanismo de correspondencia de marcas naturales
En esta seccio´n se aborda el problema de la correspondencia de puntos de intere´s en
ima´genes de un objeto ante transformaciones de perspectiva, particularizada a los tres
escenarios principales anteriormente indicados.
De manera general, como se ha comentado en el cap´ıtulo 2, existen numerosos estudios
que dan solucio´n al problema de correspondencia, esto es, encontrar un mismo punto de
la geometr´ıa de un objeto ante cambios de perspectiva, utilizando para ello su apariencia
local en el plano imagen.
A partir de dicha informacio´n de apariencia, se establecen descripciones compactas
o descriptores, sobre los cuales recae la identificacio´n de un mismo punto en diferentes
ima´genes.
En general, se buscan descripciones invariantes a transformaciones afines, como el me´to-
do SIFT propuesto por [Lowe, 1999] o el me´todo SURF, derivado de este u´ltimo y propuesto
por [Bay et al., 2006]. Todos estos me´todos suponen que la deformacio´n, producida por la
imagen en torno a un punto de intere´s, se modela mediante una transformacio´n af´ın. Por
tanto, la invarianza ante dicha transformacio´n asegura un me´todo suficientemente robusto
para ser utilizado en el emparejamiento de puntos ante cambios de perspectiva.
En este cap´ıtulo se pone de manifiesto la dificultad existente en la aplicacio´n directa
de ese tipo de me´todos en cualquiera de los escenarios de correspondencia propuestos en la
tesis.
En la figura 4.1 se muestra un ejemplo ilustrativo de la clase de ima´genes obtenidas
del robot mediante una ca´mara del “Espacio Inteligente”. En dicha figura se han separado
cuatro instantes de tiempo de una misma trayectoria. En cada instante se han marcado
una serie de puntos de intere´s de la estructura del robot, obtenidos mediante el me´todo de
deteccio´n DoG, propuesto por Lowe.
Como se puede ver en la figura 4.2, la informacio´n de apariencia, local a cada punto,
es representada aumentada para los diferentes puntos de intere´s e instantes de tiempo. Las
diferencias entre los distintos instantes de tiempo muestran que la textura local a cada
punto no se modela mediante una transformacio´n af´ın, puesto que incluye el fondo de la
escena variable y cambios debidos a una estructura local no plana.
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M1
M2
M3
M6
(a) k=1
M1
M2
M3
M6
(b) k=30
M1
M2
M3
M6
(c) k=70
M1M2M3
M6
(d) k=80
Figura 4.1: Instanta´neas de una trayectoria de un robot visto por una ca´mara.
(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
(m) (n) (n˜) (o)
Figura 4.2: Imagen de la textura local de los puntos de intere´s detectados en diferentes instantes
de tiempo. Cada fila corresponde con un mismo punto detectado en los instantes de tiempo k =
1, 30, 70, 80, mostrados en la figura 4.1.
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Esta situacio´n se repite con mucha frecuencia en estructuras artificiales, como los ro-
bots que se pretende localizar, y por tanto dificultan enormemente el uso convencional de
los algoritmos disponibles en la literatura. De este modo, muchas de las decisiones y pro-
puestas de este cap´ıtulo son debidas a la aplicacio´n a objetos tridimensionales, que adema´s
presentan un reducido taman˜o en el plano imagen y dan lugar a puntos de intere´s con un
alto grado de variabilidad en su textura local.
En la tabla 4.1, se muestra la distancia eucl´ıdea existente entre los descriptores SIFT
asociados entre los diferentes instantes de tiempo mostrados en la figura 4.2. Cada uno de
los cuadros incluidos en la tabla 4.1 compara los descriptores encontrados en el instante
k = 1 de la secuencia d11, · · · , d41 con aquellos encontrados en los instantes siguientes.
d11 d
2
1 d
3
1 d
4
1
d11 0,000000 1,104635 0,935032 1,181701
d21 1,104635 0,000000 1,140407 0,915369
d31 0,935032 1,140407 0,000000 1,176118
d41 1,181701 0,915369 1,176118 0,000000
d130 d
2
30 d
3
30 d
4
30
d11 0,736385 0,973158 1,001406 1,063666
d21 0,989539 0,690644 1,057129 1,083076
d31 0,918698 1,237011 0,652730 1,198232
d41 1,107769 1,032919 1,102268 1,028279
(a) (b)
d170 d
2
70 d
3
70 d
4
70
d11 0,679031 0,941885 0,946884 1,099332
d21 1,091547 0,630873 1,176236 0,987247
d31 0,871057 1,021180 0,937862 1,098850
d41 0,971100 1,150993 1,088985 1,138123
d180 d
2
80 d
3
80 d
4
80
d11 1,077291 1,106085 1,029785 1,118644
d21 0,939313 1,259635 0,765161 1,298393
d31 1,111963 1,060942 1,233001 1,131708
d41 1,173220 1,069935 1,157590 1,000974
(c) (d)
Tabla 4.1: Tablas que muestran la distancia eucl´ıdea entre los descriptores de los puntos sen˜alados
en la figura 4.2 en los distintos instantes de tiempo. El valor indexado por cada posicio´n de cada
tabla indica la distancia entre los descriptores del primer instante de tiempo k = 1 (d11, · · · , d41),
distribuidos en las filas, con los descriptores obtenidos en los diferentes instantes de tiempo k =
1, 30, 70, 80, mostrados en las columnas.
Los elementos de la diagonal principal de cada una de las tablas representan la distancia
asociada al emparejamiento correcto, es decir, el “matching” entre un mismo punto en
diferentes instantes de tiempo. Si el me´todo SIFT ofrece un emparejamiento correcto, los
elementos de la diagonal principal deber´ıan contener un valor menor que cualquier otro
perteneciente a su correspondiente fila. De otro modo, el emparejamiento es incorrecto.
Como se puede ver con nitidez en los elementos sombreados de la tabla 4.1, los cuales
marcan el mı´nimo de cada fila, la degradacio´n sufrida por los cambios de perspectiva
produce que el me´todo SIFT produzca fallos en el emparejamiento de puntos a partir
del instante k = 30. Este ejemplo, aunque sencillo, muestra de manera muy expl´ıcita la
problema´tica existente en las condiciones impuestas en la tesis para la aplicabilidad de
descriptores SIFT como solucio´n al proceso propuesto.
A continuacio´n se detalla el proceso de medida en los diferentes escenarios comentados
en la tesis.
4.3.1. Correspondencia de puntos en la fase de inicializacio´n del sistema
El objetivo de la fase de inicializacio´n es la obtencio´n de la primera porcio´n de estructura
y pose del robot, para su uso en un algoritmo online posterior, que consiste en un proceso
de estimacio´n-correccio´n de Kalman.
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El me´todo de correspondencia de puntos en la fase de inicializacio´n se divide esencial-
mente en dos partes fundamentales:
Eliminacio´n de puntos de intere´s pertenecientes al fondo de la escena.
Obtencio´n de “trayectorias visuales” a partir de un conjunto de ima´genes del robot
en movimiento.
Eliminacio´n de puntos pertenecientes al fondo
Puesto que las ca´maras del“Espacio Inteligente”son fijas, el fondo puede ser considerado
esta´tico, y por tanto se supone la disponibilidad de una descripcio´n de dicho fondo cuando
no existe un robot en e´l. La eliminacio´n de aquellos puntos detectados en la imagen que
pertenecen a la escena esta´tica es posible de una manera sencilla y robusta.
Se parte de una imagen de fondo, tomada en ausencia de robots u objetos en movi-
miento. A partir de dicha imagen se obtiene un conjunto de puntos Cf = {y1f , · · · , y
Nf
f },
mediante cualesquiera de los me´todos de deteccio´n comentados con anterioridad. Utilizan-
do las posiciones Cf , y an˜adiendo el valor de escala y orientacio´n disponibles por el me´todo
de deteccio´n, se extrae el conjunto de descriptores SIFT Df = {d1f , · · · , d
Nf
f }. Ambos con-
juntos Cf y Df representan el modelo de fondo utilizado.
Se obtienen del mismo modo los conjuntos Ck y Dk detectados en una imagen del robot
en movimiento. Se plantea un algoritmo de bu´squeda de correspondencias entre el fondo y
la escena actual, utilizando para ello los conjuntos Df y Dk
Puesto que si un punto de la escena actual pertenece al fondo, su apariencia y posicio´n
en la imagen debe permanecer idealmente intacta, basta con encontrar aquellos puntos de
la imagen actual que tienen como correspondiente SIFT uno de la imagen utilizada como
fondo de la escena. La correspondencia SIFT se realiza mediante la distancia eucl´ıdea
de los descriptores |dif − djk| asociados a cada punto detectado en el fondo y la imagen
respectivamente. Para incrementar la estabilidad de la segmentacio´n, el emparejamiento es
guiado, buscando las correspondencias de un punto concreto del fondo en la imagen actual
dentro de un radio de vecindad. Es decir, sea un punto de la imagen actual yik y su descriptor
asociado dik, entonces se considerara´ que pertenece al fondo si existe un punto y
j
f del fondo
tal que |dif − djk| < dmax y |yif − yjk| < Rmax. En [Lowe, 1999], se propone un me´todo
de “matching” ma´s general en el que se obtienen buenos resultados de emparejamiento
para situaciones donde el ana´lisis de vecindad no es aplicable. Dicho me´todo considera que
un emparejamiento es suficientemente fiable si la distancia entre descriptores es inferior
a un l´ımite y adema´s dicha distancia se encuentra alejada del segundo mejor candidato
de la imagen. Dicho me´todo, aunque muy eficiente en situaciones no controladas, descarta
numerosos emparejamientos va´lidos, debido a los posibles puntos con ma´s de un candidato
a ser emparejados. De este modo en escenas con patrones repetitivos, el me´todo general de
emparejamiento propuesto por [Lowe, 1999] descarta muchas correspondencias.
A pesar de su sencillez, el me´todo propuesto en esta tesis, el cual elimina los descriptores
pertenecientes al fondo, presenta propiedades de sumo intere´s:
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El me´todo de correspondencia SIFT es invariante a la iluminacio´n, lo que permite que
el fondo utilizado como referencia pueda ser obtenido en condiciones de iluminacio´n
diferentes a la escena actual.
Los posibles movimientos que puedan producirse en la ca´mara, y que cambian los
para´metros extr´ınsecos de la misma, pueden ser detectados y corregidos mediante la
correspondencia detectada entre el fondo de la escena y la nueva imagen.
El esquema de emparejamiento propuesto permite incorporar nuevos puntos al fondo
de referencia mediante un criterio de adaptabilidad. Dicho criterio no es abordado en
la presente tesis, no siendo en todo caso un para´metro vital para el funcionamiento
de la propuesta.
En comparacio´n con me´todos basados en la segmentacio´n de cada p´ıxel de la escena
mediante una imagen patro´n del fondo, el me´todo propuesto presenta un alto grado de
robustez ante situaciones reales, donde existen sombras, cambios de iluminacio´n, etc...
(a) Modelo de fondo (b) Imagen de entrada (c) Segmentacio´n
(d) Modelo de fondo (e) Imagen de entrada (f) Segmentacio´n
(g) Modelo de fondo (h) Imagen de entrada (i) Segmentacio´n
Figura 4.3: Resultado de aplicar el me´todo de segmentacio´n de fondo a una escena cualquiera
En la figuras 4.3.a 4.3.d y 4.3.g se muestran el conjunto de puntos de intere´s detectados
en tres escenas diferentes utilizadas como patro´n, en las figuras 4.3.b 4.3.e y 4.3.h se mues-
tran los puntos de intere´s detectados en las ima´genes de entrada, en la que se visualiza un
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robot. En las figuras 4.3.c, 4.3.f y 4.3.i se muestran los resultado de aplicar el me´todo de
segmentacio´n en una escena con cambios de iluminacio´n con respecto al patro´n de fondo.
Obtencio´n de trayectorias visuales mediante un me´todo de “tracking”
Una vez eliminados todos aquellos puntos pertenecientes al fondo, en una imagen del
instante k, se obtienen conjuntos Ck = {y1k, · · · , yNkk } de medidas ya filtradas. A partir
de aqu´ı, el objetivo consiste en disen˜ar un me´todo eficiente para encontrar la posicio´n de
cada punto en Ck en los sucesivos instantes de tiempo. El me´todo de inicializacio´n, para el
cual esta´ disen˜ada la alternativa presentada en esta seccio´n, requiere una secuencia de K
instantes de tiempo en los cuales identificar diferentes puntos de la estructura del robot.
De manera general se supone que la secuencia de instantes de tiempo corresponde con el
intervalo temporal k = [1, · · · ,K]. Como se hizo patente en la figura 4.2 y la tabla 4.1,
los descriptores SIFT se deterioran con mucha rapidez en objetos geome´tricos como el
propio robot que se intenta localizar. A continuacio´n se muestra el resultado de aplicar
los descriptores SIFT para obtener la posicio´n del conjunto C1 en el resto de instantes de
tiempo. Se muestran las trayectorias resultantes de aplicar los descriptores SIFT en dos
configuraciones diferentes:
1. En la primera configuracio´n se utilizan los descriptores D0 como base u´nica para
buscar las correspondencias en las sucesivas ima´genes. Para mejorar la estabilidad
se utiliza un “matching” guiado, del mismo modo que en el “matching” de puntos de
fondo. Sea un punto en la imagen inicial yi1 y su descriptor asociado d
i
1, entonces se
propone como el punto correspondiente yjk en la imagen del instante k a aquel punto
que cumpla las dos condiciones siguientes:
|ylk−1 − yjk| < dmax |di1 − djk| < Rmax, (4.7)
siendo ylk−1 el punto correspondiente a y
i
1 en el instante k− 1. Este algoritmo pierde
ra´pidamente la mayor´ıa de los puntos, como se puede observar en la figura 4.4.a, si
los umbrales son restrictivos y produce muchas falsas correspondencias si e´stos se
relajan, como se hace patente en la figura 4.4.b. Adema´s, introduce muchas disconti-
nuidades en las trayectorias en zonas donde existen puntos parecidos en una vecindad
de los mismos. Este hecho suele ser muy comu´n en objetos manufacturados, donde
pra´cticamente todas las aristas y ve´rtices presentan la misma apariencia.
2. En la segunda configuracio´n, el procedimiento propuesto es muy similar al anterior,
sin embargo, en este caso, la comparacio´n es siempre entre conjuntos de puntos y
descriptores consecutivos. Sea un punto yik y su descriptor d
i
k, en la imagen actual
k , entonces se considera como correspondencia al punto yjk+1 en la imagen k + 1 si
cumple las condiciones siguientes:
|yik − yjk+1| < dmax |dik − djk+1| < Rmax. (4.8)
De este modo, para averiguar la correspondencia entre el conjunto C1 y uno cualquiera
Ck, se debe avanzar recursivamente desde el conjunto C2 hasta el propio conjunto Ck.
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(a) dmax = 0,7 (b) dmax = 0,8 (c) dmax = 0,9
Figura 4.4: Me´todo de “tracking” utilizando descriptores SIFT y utilizando los descriptores
en k = 1 para obtener un “matching”.
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Este desarrollo es muy similar a un proceso de “tracking”, donde se decide el empare-
jamiento entre dos instantes consecutivos de tiempo. Con el objetivo de robustecer el
algoritmo, los descriptores SIFT utilizados pueden calcularse sin invarianza al a´ngulo,
puesto que en ima´genes consecutivas el a´ngulo del descriptor esencialmente no var´ıa.
Este algoritmo posee los mismos problemas de degeneracio´n que los algoritmos de
“tracking” convencionales, ya que el emparejamiento se realiza de manera incremen-
tal, teniendo en cuenta informacio´n referente a dos instantes de tiempo. E´sto produce
discontinuidades en el “tracking”y muchos falsos emparejamientos. Un ejemplo de es-
te me´todo en la misma secuencia utilizada para evaluar el me´todo anterior se muestra
en la figura 4.5.
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(a) dmax = 0,7 (b) dmax = 0,8 (c) dmax = 0,9
Figura 4.5: Me´todo de “tracking” utilizando descriptores SIFT y utilizando los descriptores
actualizados para obtener correspondencias.
Las alternativas anteriormente comentadas no producen secuencias suficientemente es-
tables para ser utilizadas en el proceso de inicializacio´n. En la mayor´ıa de los casos las
secuencias de emparejamientos son muy cortas e inestables. Para solucionar este hecho, se
propone utilizar una te´cnica cla´sica de “tracking”, que en combinacio´n con el me´todo SIFT
ofrecera´ una solucio´n al problema planteado.
Los me´todos de“tracking”de puntos de intere´s, tales como esquinas de un objeto en mo-
vimiento, fueron desarrollados con anterioridad a la existencia de me´todos “wide-baseline”
de correspondencias, como lo son los descriptores SIFT. En general, si el movimiento del
objeto es suficientemente pequen˜o, la apariencia y posicio´n de cada punto de intere´s sufren
una modificacio´n limitada en ima´genes consecutivas. El problema de “tracking” puede ser
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abordado por esquemas muy sencillos de comparacio´n de textura como los ı´ndices ZNCC
(“Zero Normalized Cross Correlation”) o mecanismos de seguimiento como el presentado
por [Shi and Tomasi, 1994] [Lucas and Kanade, 1981]. Los principales problemas de los
procesos de “tracking” convencionales es la alta probabilidad de que el algoritmo entre en
una situacio´n de degeneracio´n, por la cual un punto termina siendo identificado con otro
totalmente diferente. Sin embargo, una de las ventajas de estos me´todos es que son capaces
de producir trayectorias visuales coherentes y estables en aquellos casos en los que no existe
degeneracio´n.
El algoritmo KLT (Kanade-Lucas-Tomasi) [Lucas and Kanade, 1981] se basa en en-
contrar una transformacio´n af´ın (originalmente compuesta de un desplazamiento en las
coordenadas (u, v) de la imagen) que mejor representa la deformacio´n sufrida para un
mismo punto de intere´s en dos instantes de tiempo consecutivos.
Dado un punto yik se obtiene un parche P ik(u, v) que representa la textura local al punto.
El taman˜o de dicho parche esta´ relacionado con dos factores: la escala a la cual el punto
yik es detectado y la velocidad a la que el objeto se puede desplazar entre dos ima´genes
consecutivas.
El algoritmo KLT encuentra la funcio´n de transformacio´n geome´trica o“warp”(u′, v′) =
W (u, v; q) que transforma, mediante los para´metros q, los parches de dos ima´genes conse-
cutivas:
P ik−1(W (u, v; q)) = P ik(u, v). (4.9)
El vector q, que en general parametriza algu´n tipo de transformacio´n af´ın, se obtiene
mediante te´cnicas de registro de ima´genes, como las comentadas en [Lucas and Kanade,
1981] o los me´todos de baja complejidad presentados en [Baker and Matthews, 2004]. El
punto yjk+1 que corresponde a y
i
k se obtiene fa´cilmente una vez obtenidos los para´metros q:
yjk+1 = W (u
i
k−1, v
i
k−1; q). (4.10)
Mediante la repeticio´n de dicha regla recursiva en cada instante de tiempo se obtiene
una trayectoria asociada al punto yi1 original.
Existen numerosas variantes del algoritmo KLT, y hoy en d´ıa se sigue utilizando como
me´todo para la obtencio´n de secuencias estables de correspondencias.
En esta tesis se propone una solucio´n al problema de la inicializacio´n mediante un
me´todo que combina la te´cnica KLT con un sistema de supervisio´n de las situaciones dege-
neradas, utilizando para ello descriptores SIFT. La idea ba´sica es aprovechar la estabilidad
de los me´todos KLT utilizando descriptores invariantes SIFT para supervisar el proceso
de “tracking”. Mediante esta te´cnica se eliminara´n las partes de las trayectorias que han
dejado de seguir los puntos originales.
En la literatura existen propuestas que combinan, de un modo similar al propuesto
en esta tesis, el tracker KLT y los descriptores SIFT propuestos por Lowe. En [Xu et al.,
2007] se obtienen descriptores SIFT en ventanas de taman˜o fijo para cada punto obtenido
mediante el tracker KLT. En el me´todo propuesto en esta tesis, el algoritmo KLT obtiene
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no solo la posicio´n del nuevo punto en la imagen, sino tambie´n una correccio´n en la es-
cala. Dicha correccio´n demostrara´ ser de gran utilidad para proporcionar estabilidad a la
propuesta de “tracking”.
A continuacio´n se resume el me´todo propuesto:
Se parte de un punto cualquiera, yik = (u
i
1, v
i
1)
T , detectado en el instante k y corres-
pondiente a la trayectoria de inicializacio´n en la imagen I(u, v)k. Dicho punto, obtenido
mediante un me´todo multiescala o como resultado de la recursio´n del presente me´todo,
estara´ consecuentemente asociado a un valor σ de escala. Mediante el me´todo SIFT, se
dispone a su vez de un descriptor di1 asociado a dicho punto. El valor del descriptor se-
ra´, independientemente del instante de tiempo, aquel que corresponde al comienzo de la
trayectoria de inicializacio´n.
Se define un parche de textura P ik(u, v) en torno al punto yik como una porcio´n circular
de textura de radio c · σ:
P i1(u, v) = {I(u, v)1|(u− ui1)2 + (v − vi1)2 < cσ} (4.11)
donde c > 3 es un para´metro de disen˜o y estara´ relacionado con el desplazamiento
ma´ximo que puede realizar el objeto en frames consecutivos.
Se define la funcio´n (u′, v′)T = W (u, v; q) o “warp” como la siguiente transformacio´n
af´ın:
W (u, v; q) =
(
s 0
0 s
)(
u
v
)
+
(
du
dv
)
, (4.12)
siendo q = (du, dv, s)
T , el vector de para´metros de la transformacio´n.
Dada una imagen en el siguiente instante de tiempo I(u, v)k+1, se plantea la obtencio´n
de los valores de q que minimizan la siguiente expresio´n:
ǫ2 =
∑
u
∑
v
||P ik−1(W (u, v; q))− P ik(u, v)||2 (4.13)
La expresio´n 4.13 se resuelve mediante un me´todo de optimizacio´n iterativo de registro
de ima´genes conocido como el me´todo de “Lucas-Kanade”. Dicho me´todo, que requiere el
ca´lculo de los gradientes de P ik y P ik+1, se basa en un algoritmo de tipo Gauss-Newton para
minimizar la expresio´n 4.13 y por tanto encontrar el valor de q.
En la figura 4.6 se muestran los resultados de las sucesivas iteraciones del me´todo
de “Lucas-Kanade”, mostrando la imagen de error obtenida como ||P ik−1(W (u, v; q)) −
P ik(u, v)||, para cada iteracio´n. La suma cuadra´tica de los elementos de dicha imagen se
corresponde con el error ǫ2. El valor inicial de los para´metros sera´ q0 = {0, 0, 1}, necesario
como punto de comienzo en las iteraciones de “Lucas Kanade”.
En el algoritmo 1, se resume el esqueleto del algoritmo utilizado. En general se requie-
ren del orden de n < 20 iteraciones para la obtencio´n de los para´metros q. En [Baker and
Matthews, 2004] se muestra la complejidad desglosada del algoritmo de “Lucas-Kanade”,
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n = 0 n = 5 n = 10 n = 15
Figura 4.6: Iteraciones del algoritmo de Lucas-Kanade para un parche de textura seleccionado entre
dos instantes de tiempo
siendo el paso dominante el ca´lculo del Hessiano de la expresio´n 4.19. En [Baker and Matt-
hews, 2004] se desarrolla una versio´n del algoritmo que permite reducir la complejidad
del problema un orden de magnitud, siendo conocido como el algoritmo “Composicional
Inverso” (C.I.). En el algoritmo 2, se muestra la versio´n del algoritmo “Lucas-Kanade” con
el me´todo C.I. Como se muestra en la expresio´n 4.25 el Hessiano es siempre igual en todas
las iteraciones y por lo tanto se puede precalcular con anterioridad. Las caracter´ısticas y
limitaciones del algoritmo C.I., el cual implica una aproximacio´n, se han detallado am-
pliamente en [Baker and Matthews, 2004], siendo aplicado incluso a funciones de “Warp”
definidas a trozos, muy utilizadas en modelos para objetos deformables. Sin embargo el
algoritmo C.I. es especialmente preciso con transformaciones afines como la representada
por W (u, v; q) y por tanto sus resultados son en la pra´ctica equivalentes.
Una vez finalizadas las iteraciones se obtiene el valor en el instante k + 1 del punto
yik+1 = W (u
i
k, v
i
k; q) y una redefinicio´n de la escala σ
i
k+1 = sσ
i
k, siendo s el valor del tercer
elemento de los para´metros q. Mediante el nuevo valor de la posicio´n yik+1 y la escala σ
i
k
es posible obtener un valor para el descriptor SIFT en el instante k + 1. Los descriptores
SIFT obtienen un valor de orientacio´n caracter´ıstica que utilizan para corregir la textura y
as´ı obtener un descriptor invariante a la rotacio´n. Dicho valor se obtiene automa´ticamente
mediante la obtencio´n de un histograma de orientaciones. En ocasiones existe la posibilidad
de que el me´todo SIFT obtenga ma´s de una orientacio´n dominante para un punto. En
dicho caso siempre se elegira´ aquel descriptor que menor distancia eucl´ıdea presenta con el
obtenido para la primera iteracio´n di1.
Se propone utilizar la distancia eucl´ıdea |di1−dik|, la cual compara el descriptor SIFT en
el instante inicial con el descriptor en el punto candidato, como medida de estabilidad para
una correspondencia en el instante k, dada por el me´todo propuesto. Si dicha distancia es
inferior a un umbral, elegido e´ste poco conservativo debido a la ra´pida degradacio´n de los
descriptores con el movimiento del robot, se considera que el “tracker” se ha degenerado y
se interrumpe el proceso para ese punto.
En el algoritmo 3 se muestra un resumen del algoritmo completo. En la pra´ctica, como
puede verse en la figura 4.7, se ha comprobado que las trayectorias obtenidas son muy
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Algoritmo 1 Algoritmo Lucas-Kanade
1: Requerimientos:
2: I(u, v)k e I(u, v)k+1
3: Punto inicial y1k y su escala σ
i
k.
4: Obtencio´n de Pik(u, v) y Pik+1(u, v)
5: Inicializacio´n del vector de para´metros q0 y n = 0.
6: ǫ2 = ∞, ǫ2min = 0,0001, nmax = 20
7:8 while ǫ > ǫmin and n < numitermax do
9:
10: Obtencio´n de los gradientes de Pik+1(W (u, v; qn))
∇Pi(W (u, v; qn))k+1 =
∑
l
∑
g
H(u− l, v − g)Pi(W (l, g; qn))k+1 (4.14)
H =

 1 2 10 0 0
−1 −2 −1

 (4.15)
11: Obtencio´n de ∂W (u,v)
∂qn
∂W (u, v)
∂qn
=
(
1 0 u
0 1 v
)
(4.16)
12: Ca´lculo de JP =
∂Pi
k+1(W (u,v;qn))
qn
JP = ∇Pi(W (u, v; qn))k+1 ∂W (u, v; qn)
∂qn
(4.17)
13: Jacobiano de la optimizacio´n∑
u
∑
v
JTP
(Pik(W (u, v; qn))− Pik+1(u, v)) (4.18)
14: Hessiano H de la optimizacio´n
H =
∑
u
∑
v
JTPJP (4.19)
15: Actualizar el valor de qn+1 = qn −H−1J
16: Calcular ǫ2
ǫ2 =
∑
u
∑
v
||Pik(u, v)− Pik+1(W (u, v; qn+1))||2 (4.20)
17: end while
74 Deteccio´n de marcas naturales y procesos de seguimiento
Algoritmo 2 Algoritmo Lucas-Kanade mediante el me´todo “Composicional Inverso”
1: I(u, v)k e I(u, v)k+1
2: Punto inicial y1k y su escala σ
i
k.
3: Obtencio´n de Pik(u, v) y Pik+1(u, v)
4: Inicializacio´n del vector de para´metros q0 y n = 0.
5: ǫ2 = ∞, ǫ2min = 0,0001, nmax = 20
6: Obtencio´n de los gradientes de Pik(W (u, v; q0))
∇Pi(W (u, v; q0))k =
∑
l
∑
g
H(u− l, v − g)Pi(W (l, g; q0))k (4.21)
H =

 1 2 10 0 0
−1 −2 −1

 (4.22)
7: Obtencio´n de ∂W (u,v)
∂q0
∂W (u, v)
∂q0
=
(
1 0 u
0 1 v
)
(4.23)
8: Ca´lculo de JP =
∂Pi
k
(W (u,v;q0))
q0
JP = ∇Pi(W (u, v; q0))k ∂W (u, v; q0)
∂q0
(4.24)
9: Hessiano H de la optimizacio´n
H =
∑
u
∑
v
JTPJP (4.25)
10: while ǫ2 > ǫ2min and n < nmax do
11:
12: Jacobiano de la optimizacio´n∑
u
∑
v
JTP
(Pik(u, v)− Pik+1(W (u, v; qn))) (4.26)
13: Obtener incremento ∆q = H
−1J
14: Actualizar el valor de q mediante la regla composicional inversa
qn+1 →W (u, v; qn+1) = W−1(W (u, v; qn); q0 + ∆q) (4.27)
15: Calcular ǫ2
ǫ2 =
∑
u
∑
v
||Pik(u, v)− Pik+1(W (u, v; qn+1))||2 (4.28)
16: end while
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(a) Proceso de “tracking” utilizando el al-
goritmo KLT
12
3
4
5
6
7 89
10
11123
14
15
16
17
18
19
20 2122 23 245
26
278
29
301
32
33 34
(b) Proceso de “tracking” utilizando el al-
goritmo KLT y supervisio´n SIFT
Figura 4.7: Resultado de la aplicacio´n del algoritmo KLT con supervisio´n mediante SIFT a una
secuencia de inicializacio´n
estables y, si bien no esta´n exentas de “outliers”, su nu´mero es inferior al obtenido con
los otros me´todos comentados. Aquellas trayectorias degeneradas que superen la criba
mediante descriptores SIFT, sera´n identificadas y eliminadas en el cap´ıtulo 5 mediante
algoritmos robustos.
Algoritmo 3 Algoritmo de “tracking” supervisado mediante descriptores SIFT
1: k = 1
2: I(u, v)1
3: Punto inicial yi1 y su escala σ
i
1.
4: Obtencio´n de Pi1(u, v) y el descriptor asociado di1
5: Inicializar dist = 0, distmax = 0,4
6: while dist < distmax y k < K do
7: Obtencio´n de Pik+1(u, v)
8: Aplicar algoritmo de Lucas-Kanade para encontrar yik+1 y σ
i
k+1
9: Obtencio´n del descriptor dik+1 asociado a y
i
k+1 y σ
i
k+1.
10: dist = |di1 − dik+1|.
11: end while
4.3.2. Correspondencia de marcas naturales en procesos de Estimacio´n-
Correccio´n
En esta seccio´n se describe la solucio´n al proceso de correspondencia entre la geometr´ıa
del robot y las medidas en el plano imagen dentro del sistema de ca´lculo secuencial de la
pose, el cual es detallado en el cap´ıtulo 7. El proceso secuencial de localizacio´n se basa
en un enfoque de inferencia estad´ıstica, y como se vera´ en el cap´ıtulo 7, la solucio´n a
la localizacio´n se obtiene mediante un proceso de estimacio´n bayesiana, resuelto por una
aproximacio´n basada en el filtro de Kalman. En esta seccio´n se define el problema de la
correspondencia dentro del propio marco probabil´ıstico utilizado en el ca´lculo de la pose
del robot.
A continuacio´n se resume el proceso de correspondencia utilizado, aportando definicio-
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nes previas de los procesos detallados en el cap´ıtulo 7.
Sea Xa
k−1 el proceso aleatorio, con distribucio´n de probabilidad gausiana, que representa
la pose y estructura del robot en el instante k − 1. Dicho proceso, cuyas componentes se
definen en el cap´ıtulo 3, se puede considerar como un proceso de Markov, cuya funcio´n de
densidad de probabilidad de tra´nsito corresponde con el modelo de movimiento descrito
por la funcio´n Xak = g
a(Xak−1, Uk). El modelo de movimiento g
a, aplicado al proceso Xa
k
, y
teniendo en cuenta el ruido presente en las medidas Uk, obtiene como resultado un nuevo
proceso aleatorio Xa
k|k−1, cuya varianza o incertidumbre aumenta y que corresponde con
la mejor estimacio´n disponible sin contar con las medidas actuales Yk.
En esta tesis, el tra´nsito Xa
k
ga−→ Xa
k|k−1 se resuelve mediante simplificaciones de las
ecuaciones integrales necesarias para su ca´lculo, y por tanto el cara´cter gaussiano de los
procesos se conserva. De este modo, el proceso estimado Xa
k|k−1 se representa por un vector
media Xˆak|k−1 y una matriz de covarianza Σ
a
k|k−1.
Del mismo modo que el tra´nsito del proceso Xa
k−1 se realiza a trave´s de la funcio´n g
a,
dada la estimacio´n Xa
k|k−1, es posible obtener una estimacio´n gausiana de la proyeccio´n
Yk|k−1, del conjunto de puntos que forman la estructura del robot, los cuales esta´n conte-
nidos en el proceso Xak . El proceso Yk|k−1 es consecuencia de propagar X
a
k|k−1 a trave´s de
la funcio´n Yk = h
a(Xak , P ). Al igual que en el caso anterior, se aproxima el proceso Yk|k−1
mediante una distribucio´n gausiana con vector media Yˆk|k−1 y una matriz de covarianza
ΣYk|k−1 .
El proceso Yk|k−1 representa la estimacio´n que se tiene de la posicio´n en el plano
imagen de las medidas en el instante k. El valor de Yˆk|k−1 se corresponde con las posiciones
esperadas en el plano imagen de los puntos de la estructura del robot dada la pose. La
matriz de covarianza ΣYk|k−1 describe la incertidumbre que se tiene en la estimacio´n de
dichas medidas y la correlacio´n de dicha incertidumbre que existe entre ellas. En general,
ΣYk|k−1 es una matriz completa, lo cual implica que las medidas individuales, contenidas
en Yk|k−1, se encuentran correladas entre s´ı. Dicha correlacio´n juega un papel importante
en el proceso de estimacio´n-correccio´n comentado en el cap´ıtulo 7, siendo necesaria para
asegurar estabilidad en la estimacio´n de la pose. En el proceso de“matching”que se propone
a continuacio´n tendra´ tambie´n un protagonismo relevante.
Se propone un proceso de “matching” basado en la teor´ıa de la compatibilidad esta-
d´ıstica. Se considera al conjunto de medidas Ck como un conjunto en el cual se encuentra
contenida una posible realizacio´n, representada como el vector Yk, del proceso Yk|k−1.
De este modo, el proceso de bu´squeda de correspondencias entre Ck y los puntos de la
estructura del robot, se soluciona desde un punto de vista de compatibilidad estad´ıstica.
Si Yk|k−1 es un proceso gaussiano de media Yˆk|k−1 y varianza ΣYk|k−1 , entonces:
dmah = (Yˆk|k−1 −Yk|k−1)TΣ−1Yk|k−1(Yˆk|k−1 −Yk|k−1), (4.29)
es un proceso aleatorio χ2(NY ), con NY grados de libertad. Siendo NY la longitud de
Yk. La expresio´n (4.29) se conoce como distancia de Mahalanobis, si es aplicada a una
realizacio´n concreta del proceso Yk|k−1.
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De este modo si Yk es una posible realizacio´n de dicho proceso, la compatibilidad esta-
d´ıstica entre ambos, o de otro modo, la confianza con la que Yk representa una realizacio´n
de Yk|k−1 sera´:
dmah = (Yˆk|k−1 − Yk)TΣ−1Yk|k−1(Yˆk|k−1 − Yk), (4.30)
donde el valor de dmah puede ser contrastado con la distribucio´n acumulativa χ
2 para
obtener un umbral que permita asegurar hasta un nivel de confianza prefijado, el 90 %
usualmente, que la realizacio´n Yk es compatible con el proceso Yk|k−1.
El algoritmo planteado en esta tesis, que da solucio´n al problema de “matching”, se
basa en encontrar el vector de correspondencias Yk entre los elementos del conjunto Ck que
minimiza la distancia de Mahalanobis . Cada posible combinacio´n del vector Yk da lugar a
un valor correspondiente de dmah, relacionado directamente con su ı´ndice de confianza de
pertenecer al proceso Yk|k−1. Debido a que la matriz ΣYk|k−1 es completa, la combinacio´n
de elementos del conjunto Ck que forman el vector de medidas Yk o´ptimo, requiere evaluar
un nu´mero elevado de combinaciones. Esto se debe al hecho de que no es posible saber si
una componente del vector Yk es o´ptima, sin conocer la influencia que tiene el resto a trave´s
de los te´rminos de correlacio´n mutua de la matriz de covarianza. El uso de la matriz de
covarianza completa en la expresio´n (4.30) se denomina test de compatibilidad conjunta, y
sus propiedades son estudiadas en [Neira and Tardos, 2001].
Debido a la complejidad que requiere el uso de una matriz de covarianza completa,
la matriz ΣYk|k−1 se suele simplificar por una diagonal por bloques, representando cada
bloque la covarianza asociada a las dos coordenadas de cada punto independiente ΣiYk|k−1
y contenido en Yk|k−1:
ΣYk|k−1 ≈


Σ1Yk|k−1 · · · 0¯
...
. . .
...
0¯ · · · ΣNYk|k−1

 . (4.31)
El hecho de suponer una matriz diagonal, permite encontrar el mı´nimo de (4.30) me-
diante un test de compatibilidad individual por cada elemento del proceso Yk|k−1 em-
pleando su correspondiente bloque individual de covarianza. E´sta te´cnica se denomina test
de compatibilidad individual y es comu´nmente utilizada por su simplicidad en procesos de
estimacio´n-correccio´n.
La simplificacio´n realizada por el test de compatibilidad individual, como se mostrara´
con un ejemplo sencillo, tiene consecuencias directas en la robustez con la que es capaz de
detectar la combinacio´n de Yk que minimiza la expresio´n (4.30).
En la figura 4.8 se muestra un ejemplo simulado del proceso de “matching” basado
en ambos test de compatibilidad comentados. En la figura 4.8.a se muestra un conjunto
de N = 4 puntos, dispuestos segu´n la pose Xk y vistos por una ca´mara. En la figura
4.8.b se muestra un conjunto de medidas correspondientes a los ve´rtices de dicho pol´ıgono
y1k, · · · , y4k y una medida adicional y5k debida a un posible fallo en el proceso de deteccio´n.
El conjunto de medidas Ck contiene por tanto cinco valores de medida. El proceso Yk|k−1,
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Figura 4.8: Ejemplo correspondiente a un pol´ıgono de cuatro puntos proyectado en una ca´mara.
presenta un vector media Yˆk|k−1 que es representado en la figura 4.8 mediante los valores
yˆ1k, · · · , yˆ4k. Cada bloque de covarianza individual, que componen la versio´n simplificada de
la varianza del proceso ΣYk|k−1 , se muestra en la figura 4.8.b como una elipse que encierra
el 90 % de la distribucio´n gausiana equivalente. De este modo, una medida es compatible
individualmente con su correspondiente estimacio´n si se encuentra contenida en la elipse.
En la tabla 4.2 se muestra el resultado de aplicar ambos test de compatibilidad a dos
posibles combinaciones para el vector Yk.
Como se observa en la citada tabla, la compatibilidad individual acepta como medida
ma´s cercana a y5k, que proviene de un error de deteccio´n, pero es ma´s cercana “individual-
mente” a uno de los elementos del proceso Yk|k−1. Sin embargo, utilizando un test de
compatibilidad conjunta, la combinacio´n que contiene la asociacio´n erro´nea esta´ ma´s aleja-
da “conjuntamente”que la combinacio´n correcta. De hecho, el valor de compatibilidad para
la combinacio´n que contiene y5k como medida no es compatible al ser su valor de distancia
superior al indicado para una probabilidad del 99 %.
Combinacio´n Compt. Indv Compt. Conjunta Compatibilidad 99 %
y1k, y
2
k, y
3
k, y
4
k 11.3427 9.4662 20.1
y5k, y
2
k, y
3
k, y
4
k 9.7417 81.6748 20.1
Tabla 4.2: Tabla que muestra la compatibilidad individual y conjunta para el ejemplo propuesto.
En la figura 4.9 se muestra la misma situacio´n cuando se ha producido una rotacio´n en
el grupo de cuatro puntos y existe una medida y5k ma´s cercana a la estimacio´n yˆ
3
k. El test
individual elegir´ıa la medida erro´nea como la correspondencia ma´s probable, mientras que
el test de compatibilidad conjunta es capaz de discernir que la medida y3k esta´ correlada
con el resto.
El test de compatibilidad utilizando la matriz completa requiere, como se ha comentado
con anterioridad, evaluar mu´ltiples combinaciones de las medidas para averiguar cual de
ellas equivale a un mı´nimo en el test de Mahalanobis.
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Combinacio´n Compt. Indv Compt. Conjunta Compatibilidad 99 %
y1k, y
2
k, y
3
k, y
4
k 9.0774 6.5047 20.1
y1k, y
2
k, y
5
k, y
4
k 7.1577 53.4079 20.1
Figura 4.9: Ejemplo correspondiente a un pol´ıgono de cuatro puntos proyectado en una ca´mara.
Este hecho ha motivado la bu´squeda en la literatura de algoritmos que sean capaces
de implementar el test de compatibilidad conjunta en un tiempo razonable. Existen deri-
vaciones del mismo que se basan en bu´squeda eficiente de grafos [Neira and Tardos, 2001]
propuestos como solucio´n al problema del “matching”en procesos de estimacio´n-correccio´n.
En esta tesis se plantea la utilizacio´n de un test de compatibilidad para obtener en cada
instante de tiempo un vector de medida Yk correspondiente a la estructura del robot. Sin
embargo, a pesar de las bondades del test de compatibilidad conjunta, y del hecho de que
existan algoritmos relativamente eficientes para resolverlo, en esta tesis se plantea utilizar
el test de compatibilidad individual como base para encontrar correspondencias en procesos
de estimacio´n correccio´n.
Como se detalla en el cap´ıtulo 7, se implementa un algoritmo robusto, basado en el
me´todo RANSAC, que es muy eficiente en terminos de tiempo y exacto eliminando medidas
erro´neas que pudieran ser incluidas en el vector Yk debidas a la simplificacio´n. De este modo,
cada medida individual, asociada a su correspondiente matriz de covarianza individual, no
sera´ admitida si no supera un umbral de confidencia, determinado mediante su medida
individual de dmah.
En el cap´ıtulo 7 se mostrara´n resultados del me´todo propuesto, ya integrado dentro del
proceso de estimacio´n-correccio´n.
4.3.3. Correspondencias “Wide-Baseline”
El problema que se aborda a continuacio´n consiste en la obtencio´n de correspondencias
entre puntos del modelo tridimensional del robot y una imagen del mismo en la que la pose
es desconocida. Asociado a cada punto del modelo tridimensional, se dispone de un modelo
de apariencia, basado en este caso en descriptores SIFT, el cual debe permitir obtener
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correspondencias en ima´genes de las que se desconoce la pose del robot. Este esquema es
conocido como “Matching by Detection” y ha sido comentado en el cap´ıtulo 2. En general,
este tipo de te´cnicas buscan la pose del robot a partir de correspondencias y por tanto el
me´todo de “matching” se combina con un algoritmo robusto que permite eliminar medidas
erro´neas o “outliers”.
Los me´todos de medida que se han comentado con anterioridad, correspondientes al pro-
ceso de inicializacio´n y al algoritmo secuencial, aunque centrados en solucionar igualmente
el “matching”, se diferencian del problema que se trata a continuacio´n en la posibilidad
de contar con una estimacio´n de movimiento. Dicha estimacio´n consiste en la suposicio´n
de movimiento suave del proceso de inicializacio´n o la estimacio´n de movimiento mediante
odometr´ıa en el proceso de estimacio´n secuencial de la pose.
El enfoque propuesto en este punto no posee estimacio´n de pose y por tanto el me´todo
de “matching” se enfrenta al problema completo de correspondencias “wide-baseline”, que
consiste en encontrar correspondencias ante cualquier cambio de perspectiva dado por
diferentes poses del robot. Este problema, dentro de una propuesta de localizacio´n de
robots, se denomina secuestro o reinicializacio´n del sistema, y es causado por una pe´rdida
en la estimacio´n secuencial de la pose. Gracias al me´todo de emparejamiento que se comenta
en esta seccio´n, el problema del secuestro admite una solucio´n sencilla, la cual se describe
en el cap´ıtulo 7.
Los descriptores SIFT presentan caracter´ısticas ideales que permiten solucionar el pro-
blema planteado, ya que mediante un esquema de emparejamiento, como el propuesto por
[Lowe, 1999], es posible encontrar correspondencias de un conjunto de descriptores en cual-
quier imagen. Sin embargo, como se ha detallado al comienzo del cap´ıtulo, existe una ra´pida
degradacio´n de los descriptores SIFT ante movimientos del robot, puesto que los puntos
de su estructura no cumplen en general la suposicio´n de que un entorno de los mismos esta´
contenido en un plano. Utilizando un solo descriptor SIFT como modelo de apariencia de
cada punto M i, en casos reales no es estable. Las correspondencias mediante el uso de un
descriptor se encuentran limitadas a movimientos en torno a la pose en la que se obtuvo
el conjunto de descriptores de referencia, lo cual limita enormemente la posibilidad de su
utilizacio´n en el problema del secuestro.
Como solucio´n a la ra´pida degeneracio´n de descriptores SIFT en objetos no planos, se
plantea la inclusio´n de un modelo de apariencia asociado a cada punto M i, que permita
identificar adecuadamente la variabilidad de los descriptores resultante de los cambios de
pose en el robot. Dicho modelo de apariencia, se construye a partir de un conjunto repre-
sentativo de descriptores SIFT por cada punto del robot. La obtencio´n de dicho conjunto,
a modo de fase de entrenamiento, se realiza en cualquiera de las fases anteriormente co-
mentadas, ya sea usando para ello las medidas filtradas por el algoritmo de Lucas-Kanade
o medidas libres de “outliers” en la fase secuencial del algoritmo.
De este modo, se supone que existe un conjunto de N id descriptores Di = {di1, · · · , diN i
d
}
asociados a un punto M i del modelo tridimensional del robot y resultado del entrenamien-
to. Cada conjunto Di poseera´ una cantidad de informacio´n que difiere en funcio´n de la
estructura geome´trica a la que pertenece el punto M i. Si dicho punto forma parte de un
plano, la precisio´n con la que una transformacio´n af´ın modela las deformaciones locales,
debidas a cambios de perspectiva, sera´ suficientemente precisa, siendo por tanto esperable
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que el conjunto de descriptores asociados sean muy cercanos entre s´ı. Por el contrario, si
el punto M i pertenece a una esquina del objeto, los cambios en el fondo y el hecho de que
una esquina no es localmente plana, producira´n un conjunto de descriptores SIFT muy
diferentes.
En esta tesis se plantea utilizar un ana´lisis de las componentes principales (PCA) apli-
cado a cada conjunto Di. Mediante esta te´cnica es posible no solo reducir la dimensio´n
de aquellos conjuntos con elementos similares, sino tambie´n eliminar aquellas partes de los
descriptores que son debidas a distorsiones con una variabilidad muy alta, como ocurre
cuando representan una esquina o puntos con fondo cambiante.
El algoritmo de reduccio´n de la dimensionalidad mediante PCA, as´ı como la definicio´n
de un proceso de “matching” se comentan a continuacio´n:
Sea el conjunto de descriptores Di, asociados al punto M i, donde cada descriptor dij ∈
R
128 es un vector columna de 128 elementos. Se compone la matriz L como la concatenacio´n
del conjunto de descriptores:
L =
(
di1 − dˆi · · · diN i
d
− dˆi
)
dˆi =
1
N id
N i
d∑
j=0
dij (4.32)
A partir de la matriz L, donde cada columna representa a cada descriptor menos la
media del conjunto dˆi, se obtiene la siguiente descomposicio´n en valores singulares:
LLT = WDW T , (4.33)
donde W es una matriz ortogonal y D es una matriz diagonal, que contiene autovalores
siempre positivos o nulos. Se denominan Wt y Dt a las matrices W y D truncadas hasta
un nu´mero de autovalores concreto, estableciendo para ello un umbral mı´nimo dmin que
permite as´ı filtrar aquellas “dimensiones” o direcciones de los descriptores debidos a ele-
mentos con alta variabilidad. La determinacio´n del umbral dmin se realiza en funcio´n del
conjunto completo de autovalores de la matriz D. Si se denomina ds a la suma de todos
los autovalores de LLt, se establece el umbral dmin como un porcentaje dado de ds. En la
pra´ctica, se ha observado que un umbral de dmin = 0,7ds ofrece los mejores resultados con
el tipo de ima´genes que resultan del robot en movimiento.
La matrizWt define un cambio de base entre el espacio de 128 elementos de los descripto-
res a un espacio de dimensio´n reducida, dada por el nu´mero de autovalores que permanecen
en la matriz Dt. De este modo, dado un descriptor cualquiera d, su transformacio´n en la
base sera´:
Y iD = Wt(d− dˆi) (4.34)
Mediante la matriz W Tt y la media dˆ
i se puede reconstruir un vector d˜ de 128 compo-
nentes:
d˜i = W Tt Y
i
D + dˆ
i = W Tt Wt(d− dˆi) + dˆi (4.35)
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Dicho vector d˜i representa la reconstruccio´n en el espacio de 128 coordenadas del vector
Y iD y por tanto equivale al descriptor ma´s cercano a d
i, generado por la base Wt obtenida
mediante PCA.
Se plantea utilizar el descriptor d˜i y su distancia al descriptor d como medida de “mat-
ching” entre una base generada para un punto M i del modelo tridimensional del robot y el
descriptor d. Como medida de distancia se utiliza la distancia eucl´ıdea entre d˜i y el vector
d:
w = |dT − d˜i| (4.36)
De este modo, dadas las matrices W 1t , · · · ,WNt y dˆ1, · · · , dˆN , correspondientes a los
puntos del robot M1, · · · ,MN , el proceso de emparejamiento con un conjunto de des-
criptores d1k, · · · , dNck , obtenidos en la imagen Ik se muestra en el algoritmo 4. El criterio
utilizado se basa en encontrar el descriptor de entrada d que tiene la menor distancia para
cada base correspondiente a los puntos del robot, definida en (4.36).
Algoritmo 4 Proceso de emparejamiento utilizando SIFT + PCA
1: Requerimientos
2: Bases PCA de los N puntos W 1t , · · · ,WNt y dˆ1, · · · , dˆN
3: Descriptores de la imagen de entrada d1k, · · · , dNck .
4: Puntos en el plano imagen y1k, · · · , yNck .
5: while j < Nc do
6: while i < N do
7: Vector reconstruido d˜i = WTt Y
i
D + dˆ
i = WTt Wt(d
j
k − dˆi) + dˆi
8: w(i) = |(djk)− d˜i|
9: end while
10: Ordenacio´n descendente ws = w(ind) del vector w.
11: 1o y 2o mejores emparejamientos: ws(1), i1 = ind(1) y ws(2), i2 = ind(2)
12: if w2 > 1,5w1 then
13: M i1 esta´ emparejado con el punto yjk mediante el correspondiente d
j
k
14: end if
15: i = i+ 1
16: end while
Al igual que en la propuesta de Lowe, se descartan aquellos emparejamientos en los
cuales el descriptor de la imagen de entrada es tambie´n muy cercano a otro punto del
modelo tridimensional del robot. En este caso se impone un criterio sencillo, en el que se
busca que el mejor emparejamiento tenga una distancia 1,5 veces menor que el segundo
mejor como es descrito en [Lowe, 1999].
Con el objetivo de validar el me´todo propuesto, se propone un experimento realizado en
condiciones reales, en el cual se observa un robot en una escena con una ca´mara. Se utilizara´
una trayectoria de inicializacio´n, mediante la cual se obtendra´ el modelo tridimensional de
N = 10 puntos del robot, el cual se representa en la figura 4.10.b y proyectados en la
figura 4.12. En la figura 4.10.a se muestra la disposicio´n geome´trica de la ca´mara con
respecto a la trayectoria utilizada para obtener el modelo tridimensional del robot, as´ı
como los descriptores asociados a cada uno. La secuencia de entrenamiento o inicializacio´n,
consistente en 100 instantes de tiempo, se submuestrea para obtener 50 instantes de tiempo,
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a partir de los cuales se obtienen como ma´ximo 50 descriptores asociados a cada punto.
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Figura 4.10: Representacio´n de la trayectoria de inicializacio´n utilizada para realizar el entrena-
miento de los descriptores y el modelo tridimensional del robot
En la figuras 4.13.a y 4.13.b, se muestran respectivamente los resultados de aplicar el
me´todo utilizando un solo descriptor como modelo de apariencia, en comparacio´n con el
me´todo propuesto a una trayectoria extensa que se muestra en la figura 4.11. En las figuras
4.13.a y 4.13.b se muestran los resultados del “matching”, diferenciando correspondencias
correctas o “inliers” del total de correspondencias. Para realizar dicha diferenciacio´n, se ha
utilizado un me´todo robusto, basado en RANSAC, que busca la pose consensuada del robot
a partir de las correspondencias totales encontradas. El me´todo utilizado para calcular la
pose sera´ comentado en el cap´ıtulo 6 y su aplicacio´n con RANSAC para resolver el problema
del secuestro en el cap´ıtulo 7.
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Figura 4.11: Trayectoria de prueba del me´todo de matching
Como se muestra en la figura 4.13.a, el me´todo SIFT con un solo descriptor pierde
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los emparejamientos ra´pidamente, mientras que el me´todo basado en PCA, en la figura
4.13.b, es capaz de mantener un conjunto de correspondencias estables. En la figura 4.12
se muestran las ima´genes utilizadas para realizar el entrenamiento de los descriptores SIFT
y en la figura 4.14 se muestra el “matching” resultante en ciertos instantes de tiempo
seleccionados y mostrados en el pie de la figura.
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Figura 4.12: Entrenamiento
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Figura 4.13: Numero de correspondencias totales (verde) e “inliers” (rojo) para cada instante de
tiempo de la trayectoria de prueba
4.4. Conclusiones
En este cap´ıtulo se ha presentado el proceso de medida utilizado, desglosado segu´n las
diferentes situaciones y requerimientos que resultan del sistema completo de localizacio´n
propuesto en la tesis. La aportacio´n ma´s notable que se realiza en este cap´ıtulo son las
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(a) k = 500
(b) k = 605
(c) k = 720
Figura 4.14: Resultado del “matching” para ima´genes seleccionadas de la trayectoria de prueba
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propuestas realizadas para cada problema planteado, segu´n la informacio´n disponible y los
requerimientos. Se ha demostrado que es necesario recurrir a una sinergia entre diferentes
metodolog´ıas, que si bien son ampliamente conocidas en la literatura, su aplicacio´n en la
problema´tica presentada es novedosa.
Las aportaciones principales de este cap´ıtulo se resumen a continuacio´n:
Se ha demostrado la debilidad de los descriptores SIFT en procesos de seguimiento
de objetos tridimensionales, en los que el modelo de deformacio´n af´ın local a cada
punto no es va´lido. Se han propuesto alternativas de “matching” guiado que dada
la ra´pida degradacio´n de los descriptores producen una serie de trayectorias visuales
insuficientes para el proceso de inicializacio´n.
Se ha propuesto un sistema de “tracking” que combina el algoritmo KLT, el cual
demuestra ser estable en objetos tridimensionales, con descriptores SIFT para evitar
la degeneracio´n propia del algoritmo KLT.
Se ha propuesto un sistema de emparejamiento “Wide-Baseline” para objetos tridi-
mensionales utilizando para ello una base de entrenamiento obtenida durante las fases
de inicializacio´n y el proceso secuencial de ca´lculo de la pose. Mediante una reduccio´n
de dimensionalidad utilizando PCA se ha obtenido un sistema que incrementa nota-
blemente el numero de emparejamientos correctos con respecto al uso de descriptores
SIFT convencionales.
Todas las propuestas realizadas han sido validadas con experimentos pra´cticos y se
encuentran integradas en el proceso de localizacio´n que se desarrolla en esta tesis.
Cap´ıtulo 5
Inicializacio´n de la pose y
geometr´ıa
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5.1. Introduccio´n
En el presente cap´ıtulo se aborda el problema de la inicializacio´n del vector de estados,
es decir, la obtencio´n del valor de Xa0 , compuesto por pose y estructura, en el primer
instante en el que se observa un nuevo robot. Por motivos de claridad en la notacio´n, el
instante de tiempo correspondiente a la inicializacio´n se identifica con k = 0, y as´ı sera´
expuesto a lo largo del cap´ıtulo. En el caso de existir varios robots, cuya aparicio´n puede
ocurrir en momentos diferentes de tiempo, el instante de tiempo inicial no correspondera´
con k = 0, sin embargo, las conclusiones y el proceso sera´n equivalentes a las expuestas en
este cap´ıtulo.
El problema propuesto de inicializacio´n presenta una dificultad an˜adida dada la carencia
de informacio´n que permita una estimacio´n directa de Xa0 . En k = 0 se tiene como fuentes
de informacio´n acerca de un robot nuevo los siguientes elementos:
1. Capacidad para ejercer control sobre el robot a trave´s de la red de comunicaciones.
2. Lecturas de odometr´ıa obtenidas de los sensores locales del robot.
3. Medidas en el plano imagen, a modo de marcas naturales, incluyendo informacio´n de
las zonas de la imagen correspondiente a objetos en movimiento.
En esta tesis se propone que cada robot de reciente aparicio´n en el entorno realice
un movimiento de inicializacio´n o “calibracio´n” que permita que el “Espacio Inteligente”
obtenga informacio´n del mismo.
Las medidas de odometr´ıa, au´n trata´ndose de informacio´n precisa sobre el movimiento
del robot en trayectorias cortas, ofrecen una estimacio´n siempre relativa a una posicio´n
inicial X0 y por tanto, desconociendo dicha informacio´n, no son suficientes para obtener la
pose del robot. Las medidas en el plano imagen, dadas las caracter´ısticas de la funcio´n de
proyeccio´n, no pueden ser utilizadas para calcular la pose del robot, en ausencia de otras
fuentes de informacio´n adicionales.
Bajo estas condiciones se propone un algoritmo de estimacio´n de la pose inicial Xa0 .
En este cap´ıtulo se aborda dicho problema fundamental ante dos circunstancias que exigen
diferentes planteamientos:
En primer lugar se trata el problema de la obtencio´n de la pose cuando el robot es
visible por una sola de las ca´maras. En este primer caso, la pose y la estructura inicial
del robot se obtienen mediante un proceso de reconstruccio´n a partir de medidas
tomadas en el plano imagen usando la u´nica ca´mara disponible. Dichas medidas
sera´n correspondientes a una trayectoria realizada por el robot y que permite generar
suficiente informacio´n para obtener un conjunto de puntos tridimensionales de su
estructura, as´ı como el valor de su pose. La ambigu¨edad natural, debida al uso de
una ca´mara, permite obtener una reconstruccio´n del robot definida en todos sus
para´metros salvo un factor de escala. Dicho factor de escala necesita de una referencia
me´trica, independiente de las medidas en la ca´mara, que traslada la solucio´n a su
escala correcta. En esta tesis se propone el uso de los sensores de odometr´ıa como
estimacio´n me´trica del movimiento del robot.
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Sin embargo, dadas las propiedades de error acumulativo presentes en el posiciona-
miento por odometr´ıa, su uso puede dar lugar a importantes errores en la solucio´n
buscada. Se propone, por tanto, un sistema de reconstruccio´n que incluya entre sus
propiedades la capacidad de ponderar adecuadamente la influencia de dicho error en
la pose y la geometr´ıa obtenida.
En segundo lugar, se tratara´ el caso del uso de varias ca´maras para inicializar la
pose del robot. En este caso, la referencia me´trica provendra´ del conocimiento de la
configuracio´n geome´trica entre las distintas ca´maras. El algoritmo, al igual que en el
caso de una sola ca´mara, tomara´ medidas de puntos pertenecientes a la geometr´ıa
del robot en las respectivas ima´genes. Dada la configuracio´n de ca´maras separadas o
“wide-baseline”, la informacio´n en cada uno de los planos imagen es dif´ıcil de correlar
directamente. Por ello se propone evitar correspondencias entre ca´maras, y emplear
la fusio´n de informacio´n directamente en te´rminos de la pose del robot. Este enfoque
permite que cada ca´mara, en principio, obtenga su propia estimacio´n independiente
de la geometr´ıa del robot. Un paso posterior, dedicado a refinar la solucio´n obteni-
da, fundira´ aquellos puntos reconstruidos desde distintas ca´maras, que pertenecen al
mismo punto geome´trico, y formara´ con el conjunto el vector de estados inicial Xa0
buscado.
5.2. Inicializacio´n de la pose y geometr´ıa del robot utilizando
una u´nica ca´mara
La motivacio´n de esta seccio´n es proponer una solucio´n, mediante una sola ca´mara, al
problema de la inicializacio´n de la pose y la geometr´ıa que componen el vector aumenta-
do Xa0 del robot. Dada la imposibilidad de obtener informacio´n tridimensional mediante
una sola imagen, se plantea una propuesta que implica la realizacio´n de una trayectoria
de inicializacio´n por parte del robot, la cual es captada por la u´nica ca´mara disponible.
Mediante un conjunto de ima´genes del robot en movimiento y la informacio´n proveniente
de la odometr´ıa, integrada en el algoritmo como referencia me´trica, se obtiene la “recons-
truccio´n” del vector Xa0 . El te´rmino “reconstruccio´n” sera´ utilizado a este cap´ıtulo puesto
que el vector Xa0 requiere la obtencio´n no so´lo de la pose del robot sino tambie´n de un
modelo tridimensional del mismo.
La reconstruccio´n de una escena, en este caso la pose del robot y su estructura, a
partir de medidas realizadas por una ca´mara es un problema cla´sico en visio´n por compu-
tador. Entre el amplio conjunto de propuestas, destacan aquellas te´cnicas agrupadas bajo
el nombre de “Bundle Adjustment” [Triggs et al., 2000] [Hartley and Zisserman, 2003] y
cuyo cometido esencial es estimar, de manera conjunta y o´ptima, la estructura 3D de una
escena y los para´metros de ca´mara de un conjunto de ima´genes tomadas de la misma. El
perfeccionamiento de dichas te´cnicas hace posible la reconstruccio´n de escenas consistentes
en miles de puntos y vistas por cientos de ca´maras en un tiempo del orden de segundos
con el “hardware” actual.
En te´rminos generales, la reconstruccio´n a partir de informacio´n visual se resuelve
mediante un proceso iterativo que busca optimizar una medida de discrepancia entre las
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magnitudes medidas en la imagen, con respecto a lo que se espera medir, dada una esti-
macio´n de Xa0 . La medida de discrepancia permite, tanto asegurar que todas las medidas
contribuyen a la solucio´n final de una manera justa, atendiendo a su incertidumbre, como
evitar la inclusio´n de “outliers” o espurios en el problema.
En este punto se propone reconstruir el vector Xa0 a partir de medidas en el plano
imagen y la informacio´n de los sensores de odometr´ıa utilizando para ello una te´cnica de
“Bundle Adjustment”.
El conocimiento estad´ıstico y detallado del problema visto en el cap´ıtulo 3 permite
generar una medida de discrepancia que atenu´a la influencia negativa que tiene el error
acumulativo de la odometr´ıa en la solucio´n final de Xa0 . Para ello se plantea utilizar un
criterio de Ma´xima Verosimilitud que relaciona medidas y el valor de Xa0 , utilizando una
funcio´n de densidad de probabilidad (f.d.p.) como medida de discrepancia.
La contribucio´n que realiza la tesis en este respecto es la inclusio´n de todo el modelado
estad´ıstico del problema para generar una versio´n realista de la f.d.p. utilizada para medir
la verosimilitud. Si se identifica por YT al proceso que representa a todas las medidas
obtenidas en la secuencia de inicializacio´n, se buscara´ el ma´ximo de distribucio´n p(YT |Xa0 )
en funcio´n de Xa0 . Dicho enfoque garantiza que las contribuciones a la solucio´n final por
parte de la informacio´n, tengan un peso final en Xa0 que depende de su verosimilitud o en
otras palabras de la varianza calculada para ellas mediante la distribucio´n p(YT |Xa0 ), la
cual sera´ determinada en gran medida por la odometr´ıa.
La solucio´n propuesta se muestra esquematizada en la figura 5.1. Se distinguen los
siguientes puntos:
En primer lugar, usando un me´todo de deteccio´n y seguimiento de marcas naturales,
se obtiene un conjunto de N trayectorias T 1, · · · , T N en el plano imagen. Cada una
de las trayectorias T i, tambie´n denominadas “tracks” en la literatura, muestra la
evolucio´n temporal en el plano imagen de un punto perteneciente a la estructura en
movimiento del robot.
Una vez obtenido el conjunto de trayectorias, se obtiene la posicio´n del robot median-
te la odometr´ıa relativa a la posicio´n inicial X0, au´n desconocida. Desde un punto de
vista estad´ıstico se obtiene la distribucio´n p(X1, · · · , XK |X0), dependiente funcional-
mente del para´metro desconocido X0.
Mediante un proceso iterativo de optimizacio´n, se obtiene el valor de Xa0 que ma-
ximiza la distribucio´n p(T 1, · · · , T N |Xa0 ). Dicha distribucio´n se obtiene a partir de
p(X1, · · · , XK |X0) y los modelos de formacio´n de la imagen. Como se comentara´
en detalle en esta seccio´n, maximizar la verosimilitud permitira´ aprovechar de una
manera eficiente la informacio´n dada por la odometr´ıa, teniendo en cuenta el error
acumulativo que presenta.
A continuacio´n se detalla la construccio´n de la funcio´n de verosimilitud y el algoritmo
para obtener la solucio´n.
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Figura 5.1: Inicializacio´n de Ma´xima Verosimilitud, mediante la reduccio´n de la discrepancia entre
las medidas estimadas (c´ırculos rojos) y las medidas tomadas en la imagen (c´ırculos azules).
5.2.1. Odometr´ıa y medidas en el plano imagen
Las medidas de odometr´ıa U1, · · · , UK se registran en una secuencia de K instantes de
tiempo consecutivos k = 1, · · · ,K que corresponden a la trayectoria de inicializacio´n reali-
zada por el robot. Mediante el modelo de movimiento g(Xk−1, Uk) descrito en la expresio´n
(3.3), dada la posicio´n inicial X0, se obtiene una estimacio´n de la posicio´n del robot relativa
a dicha posicio´n de la secuencia de inicializacio´n completa:
X1 = g(X0, U1 +W1)
X2 = g(X1, U2 +W2)
...
XK = g(XK−1, UK +WK), (5.1)
donde Wk representa una realizacio´n del proceso Wk gaussiano de media nula, que
modela el ruido aleatorio presente en las lecturas de odometr´ıa Uk.
Mediante el uso del modelo de movimiento, y al igual que se comento´ en el cap´ıtulo 3,
se modela la pose como un proceso aleatorio Xk, condicionado en este caso a la pose inicial
X0. De este modo, en cada instante de tiempo, se tiene la distribucio´n de probabilidad
conjunta p(X1, · · · , Xk|X0) que se detalla a continuacio´n:
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p(X1|X0)
p(X1, X2|X0) = p(X2|X1) · p(X1|X0)
...
p(X1, · · · , XK |X0) = p(XK |XK−1) · · · · p(XK−1|X0), (5.2)
donde se entiende que la odometr´ıa Uk en cada instante de tiempo esta´ incluida en la
funcio´n de tra´nsito p(Xk|Xk−1) como fue descrito en el cap´ıtulo 3.
La distribucio´n conjunta de las poses del robot, agrupadas en un solo vector columna
X y condicional a la pose inicial X0 en el intervalo k = 1, · · · ,K de inicializacio´n sera´:
p(X|X0) =
K∏
k=1
p(Xk|Xk−1) X =
(
XT1 · · · XTK
)T
(5.3)
El equivalente gaussiano de (5.3), utilizando para ello una aproximacio´n de primer
orden, se presenta a continuacio´n:
En primer lugar, se reagrupa la expresio´n (5.1) para convertirla en una u´nica funcio´n
vectorial que da como resultado el vector X dada la pose inicial X0 y un vector con las
componentes de la odometr´ıa incluyendo el ruido gaussiano en las mismas:
U =
(
(U1 +W1)
T · · · (UK +WK)T
)T
(5.4)
X = gX(X0, U) =


g(X0, U1 +W1)
g(g(X0, U1 +W1), U2 +W2)
...
g(g(· · · (g(X0, U1 +W1), U2 +W2), · · · ), UK +WK)

 (5.5)
El vector U se puede representar como un proceso gaussiano U de media Uˆ , y matriz
de covarianza ΣU diagonal por bloques:
Uˆ =
(
UT1 · · · UTK
)T
ΣU =

ΣW · · · 0¯... . . . ...
0¯ · · · ΣW

 (5.6)
Mediante la aproximacio´n de primer orden de gX en torno a Uˆ se obtiene fa´cilmente la
aproximacio´n gaussiana de p(X|X0):
X ≈ gX(X0, Uˆ) + ∂gX
∂U
W, (5.7)
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donde W representa un vector columna con las componentes de ruido presentes en U .
W =
(
W T1 · · · W TK
)
(5.8)
Los valores de Xˆ y ΣX , y por tanto la distribucio´n de probabilidad que definen p(X|X0)
se aproximan mediante el uso de la expresio´n linealizada (5.7):
Xˆ = gX(X0, Uˆ) ΣX =
∂gX
∂U
ΣU
∂gX
∂U
T
(5.9)
p(X|X0) = 1
2K·nx/2|ΣX |
e−
1
2
(X−Xˆ)T Σ−1
X
(X−Xˆ) (5.10)
Se demuestra fa´cilmente que ΣX es, en general, una matriz de covarianza completa
y por tanto todos los elementos del vector X son dependientes estad´ısticamente entre s´ı.
De manera intuitiva, es fa´cil observar que debido a la naturaleza recursiva del modelo de
movimiento, el ruido en la pose cometido en un instante de tiempo se propaga al siguiente,
lo cual se traduce en dicha dependencia estad´ıstica.
Como se mostrara´ en este cap´ıtulo, el hecho de que ΣX sea completa tendra´ influencia
en aspectos clave de la inicializacio´n, como son la posibilidad de eliminar eficientemente
los “outliers” de la medida, el tiempo de co´mputo requerido o la influencia en el error de
reconstruccio´n. Por este hecho, en esta seccio´n se propondra´n alternativas consistentes en
aproximar la matriz ΣX mediante una versio´n de la misma donde la correlacio´n entre los
distintos instantes de tiempos sea nula, dando lugar a una matriz ΣX diagonal por bloques:
ΣX ≈

Σ1 · · · 0¯... . . . ...
0¯ · · · ΣK

 (5.11)
El uso de la aproximacio´n expuesta en 5.11 o de la matriz completa original sera´ indicado
en cada ocasio´n de manera expl´ıcita.
La distribucio´n (5.3) representa la informacio´n me´trica que posee el sistema acerca del
movimiento realizado por el robot en la trayectoria usada en la inicializacio´n. El objetivo
planteado consiste en establecer una relacio´n estad´ıstica entre la distribucio´n (5.3), depen-
diente de la solucio´n inicial X0 para la pose, con los puntos pertenecientes a la estructura
del robot M1, · · · ,MN y sus correspondientes medidas en el plano imagen. Dicha relacio´n
se obtendra´ a continuacio´n en forma de funcio´n de verosimilitud.
Durante la secuencia de inicializacio´n, un proceso de “tracking” de marcas naturales,
comentado en el cap´ıtulo 4, obtiene un conjunto de medidas que corresponden con la proyec-
cio´n en el plano imagen de cada uno de los puntos de la estructura del robot M1, · · · ,MN
en cada instante de tiempo.
El algoritmo de deteccio´n y“tracking”utilizado, obtiene un primer conjunto de medidas
Y1:
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Y1 =
(
(y11)
T · · · (yN1 )T
)T
, (5.12)
el cual contiene N puntos yi1, i = 1, · · · , N . Para cada uno de ellos se obtiene una
trayectoria en el plano imagen nombrada como T i. Cada trayectoria contiene un conjunto
de Ki ≤ K puntos que corresponden a instantes de tiempos donde el punto correspondiente
M i a la estructura del robot es visible:
T i =

 y
i
1
...
yi
Ki

 , (5.13)
El me´todo de“tracking”usado no garantiza que en general los puntos contenidos en una
trayectoria sean ni consecutivos ni siquiera que existan para todos los instantes de tiempo
correspondientes a la secuencia de inicializacio´n k = 0, · · · ,K.
Ejemplo: si se tiene un punto y11 detectado en el primer instante de tiempo k = 1 en una
secuencia donde K = 8, una posible trayectoria visual T 1 podr´ıa ser la mostrada en (5.14).
En ella el proceso de “tracking” mantuvo la deteccio´n en instantes consecutivos hasta el
instante k = 3, volviendo a ser detectado en k = 7 y desapareciendo definitivamente en
k = 8.
T 1 =


y11
y12
y13
y17

 , (5.14)
Considerando cada medida yik como la realizacio´n concreta del proceso aleatorio y
i
k
, se
construye la f.d.p. condicionada del conjunto de trayectorias YT =
(T 1, · · · , T N), conocido
el valor de la solucio´n inicial Xa0 :
p(T 1, · · · , T N |Xa0 ) = p(YT |Xa0 ), (5.15)
donde todas las trayectorias son empaquetadas por comodidad en un vector columna
de medidas global YT .
La distribucio´n (5.15) representa el conocimiento estad´ıstico que se tiene de las medidas
en funcio´n de la solucio´n buscada Xa0 . En dicha distribucio´n se encuentran incluidos el
modelo de proyeccio´n de la ca´mara y los para´metros de calibracio´n de los que depende,
los modelos de movimiento del robot y las lecturas de odometr´ıa, as´ı como los procesos
asociados al ruido de medida y movimiento Vk y Wk.
La aproximacio´n anal´ıtica de (5.15) como una f.d.p. gaussiana, a partir de los elementos
que la componen, y su dependencia funcional con el vector Xa0 se expone a continuacio´n.
Se parte de la distribucio´n expuesta en (5.3) que describe la estimacio´n de movimiento
dado por la odometr´ıa. Puesto que el movimiento del robot no depende de los puntos de
su estructura M1, · · · ,MN , la siguiente igualdad es cierta:
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p(X1, · · · , XK |X0) = p(X1, · · · , XK |X0,M1, · · · ,MN ) = p(X1, · · · , XK |Xa0 ) (5.16)
La relacio´n estad´ıstica de la pose del robot con su geometr´ıa se obtiene mediante la
propagacio´n de la distribucio´n (5.16) a trave´s de la dependencia funcional existente entre
las trayectorias en el plano imagen y el vector Xa0 .
Dado el conjunto de trayectorias T 1, · · · , T N , se define la siguiente funcio´n vectorial:
YT =

T
1
...
T N

 =

 f
1
T (X1, · · · , XK ,M1)
...
fNT (X1, · · · , XK ,MN )

+ V V =

V
1
...
V N

 , (5.17)
donde V representa una realizacio´n concreta del proceso V = N(0¯,ΣV ), que aglutina
la incertidumbre en la medida del conjunto de trayectorias ya comentado en el cap´ıtulo 3:
ΣV i =

Σv · · · 0¯... . . . ...
0¯ · · · Σv

→ ΣV =

ΣV 1 · · · 0¯... . . . ...
0¯ · · · ΣV N

 (5.18)
Cada una de las funciones f iT (X1, · · · , XK ,M i) representa la proyeccio´n en el plano
imagen del punto M i:
f iT (X1, · · · , XK ,M i) =

 h(t(X1,M
i), P )
...
h(t(XKi ,M
i), P )

 , (5.19)
Tanto (5.16) como su propagacio´n a trave´s de la expresio´n (5.17), para obtener la
distribucio´n buscada p(YT |Xa0 ), resultan ser en la pra´ctica funciones no anal´ıticas sobre los
para´metros que las definen.
Mediante el uso de te´cnicas de aproximacio´n gaussiana, como puede ser la linealizacio´n
de primer orden o la transformada “Unscented”, se obtiene con facilidad una aproximacio´n
gaussiana de p(YT |Xa0 ), parametrizada por un vector media YˆT y una matriz de covarianza
ΣT :
p(YT |Xa0 ) ≈
1
2NY |ΣT |e
− 1
2
(YT −YˆT )
T Σ−1T (YT −YˆT ) ΣT ∈ R2NY ×2NY , (5.20)
donde NY representa el nu´mero de puntos totales contenidos en el vector YT .
Tanto YˆT como ΣT son en general funciones no lineales con respecto a la solucio´n
buscada Xa0 debido principalmente a los modelos de proyeccio´n de la imagen y movimiento
del robot.
Se describe en el siguiente punto el uso de la distribucio´n (5.20), utilizando para ello
un enfoque de ma´xima verosimilitud, como base para la obtencio´n de Xa0 que da solucio´n
al problema de la inicializacio´n.
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5.2.2. Enfoque de ma´xima verosimilitud
Se plantea como algoritmo de reconstruccio´n del vector Xa0 un criterio de Ma´xima Vero-
similitud, consistente en encontrar el valor de Xa0 que maximiza la aproximacio´n gaussiana
de la f.d.p. p(YT |Xa0 ):
ma´x
Xa0
p(YT |Xa0 ) = ma´x
Xa0
{
1
2NY |ΣT |e
− 1
2
(YT −YˆT )
T Σ−1T (YT −YˆT )
}
, (5.21)
donde YT representa una realizacio´n concreta del proceso YT determinado por la f.d.p.
p(YT |Xa0 ), es decir, las medidas concretas tomadas en el plano imagen para la inicializacio´n.
Tomando el logaritmo de la expresio´n (5.21) y cambiando su signo, se obtiene un pro-
blema equivalente en el que se busca el mı´nimo en funcio´n de Xa0 de la siguiente funcio´n
de coste:
mı´n
X0,M1,··· ,MN
(YT − YˆT )TΣ−1T (YT − YˆT ), (5.22)
la cual se ha simplificado a una funcio´n de coste cuadra´tica, muy similar a la propuesta
por los me´todos de “Bundle Adjustment”, donde se utiliza una matriz de ponderacio´n W
en lugar de Σ−1T . A diferencia de otras propuestas [Triggs et al., 2000], donde no existe una
estimacio´n de movimiento y el criterio a minimizar se basa en la distancia de reproyeccio´n,
en este caso la matriz ΣT es una aproximacio´n de la covarianza real del proceso de medida
y, por tanto, su uso supone una ventaja en la precisio´n obtenida para la estimacio´n de Xa0 .
La estructura de la matriz ΣT sera´ completa, presentando te´rminos de correlacio´n cru-
zada no nulos tanto entre diferentes medidas como la misma medida en diferentes instantes
de tiempo. Si ΣX es aproximada por una matriz diagonal por bloques, entonces ΣT presen-
tara´ correlacio´n nula en diferentes instantes de tiempo. De hecho, tras una reordenacio´n del
vector YT , presentara´ una estructura diagonal por bloques. Una demostracio´n ilustrativa
de este hecho se consigue acudiendo a una aproximacio´n de primer orden para la obtencio´n
de ΣT .
Se obtiene la aproximacio´n de primer orden de la funcio´n (5.19) con respecto al conjunto
de posiciones X:
f iT (X + ∆X ,M
i) ≈ f iT (X,M i) + J iX∆X , (5.23)
donde:
J iX =


∂yi1
∂X1
· · · 0¯
...
. . .
...
0¯ · · · ∂y
i
K
∂XK

 , (5.24)
siendo:
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∂yik
∂Xk
=
∂h(t(Xk,M
i), P )
∂Xk
(5.25)
Extendiendo la aproximacio´n de primer orden a la expresio´n (5.17) se obtiene:
YT (X + ∆X) =

 f
1
T (X0, · · · , XK ,M1)
...
fNT (X0, · · · , XK ,MN )

+ JX∆X + V, (5.26)
siendo JX :
JX =

J
1
X
...
JNX

 (5.27)
Utilizando la aproximacio´n de primer orden, y suponiendo independencia estad´ıstica
entre X y V se obtiene la media YˆT y la varianza ΣT :
YˆT =

 f
1
T (Xˆ,M
1)
...
fNT (Xˆ,M
N )

 ΣT = JXΣXJTX + ΣV (5.28)
En la figura 5.2 se observa como la estructura de la matriz JX transforma la matriz
diagonal por bloques ΣX en una matriz donde los te´rminos de YT pertenecientes a diferentes
instantes de tiempo son independientes entre s´ı. Para analizar este hecho con mas claridad
se realiza la siguiente ordenacio´n del vector YT que da lugar al vector YL, en el cual medidas
tomadas en un instante de tiempo esta´n agrupadas en un solo vector Yk:
YT =


y11
...
y1K
y21
...
y2K
...
yNK


=⇒ YL =


y11
...
yN1
y12
...
yN2
...
yNK


=

Y1...
YK

 (5.29)
En ese caso, denominando ΣL a la matriz de covarianza de YL, se ilustra mas claramente
la independencia entre diferentes instantes de tiempo que presenta la matriz de covarianza
ΣT y que se puede observar en la estructura diagonal por bloques de ΣL (ver figura 5.2). Si
se denomina a cada bloque independiente como ΣYk , donde k indica el instante de tiempo
a que pertenece, la matriz ΣL se expresa del siguiente modo:
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ΣL =

ΣY1 · · · 0¯... . . . ...
0¯ · · · ΣYK

 ΣYk ∈ Rny×N (5.30)
El hecho de que las medidas en el plano imagen este´n correladas entre si para cada
instante de tiempo sera´ importante en aspectos clave del algoritmo de inicializacio´n.



︸ ︷︷ ︸
JX
◦
( )
︸ ︷︷ ︸
ΣX
◦




︸ ︷︷ ︸
JT
X
+




︸ ︷︷ ︸
ΣV︸ ︷︷ ︸



︸ ︷︷ ︸
ΣT
⇒




︸ ︷︷ ︸
ΣL
Figura 5.2: Estructura de la matriz ΣT , formada a partir de la transformacio´n de la matriz ΣX
mediante el proceso de medida linealizado. Cada cuadrado sombreado representa un valor no nulo
en la matriz. El taman˜o de las matrices se ha dispuesto, a modo aclaratorio, para un total de K = 3
instantes de tiempo y un total de N = 4 puntos del modelo.
La estructura de la matriz de covarianza tendra´ efectos sustanciales en varios aspectos
destacados de la solucio´n propuesta, los cuales, se detallara´n a lo largo de esta seccio´n. Por
simplicidad, a partir de este punto se utilizara´ el proceso YL, resultado de la reordenacio´n
de YT .
Como ha sido descrito con anterioridad el objetivo es la determinacio´n del vector Xa0 que
minimiza la expresio´n (5.22). Las diferentes aproximaciones de la matriz ΣL transforman
la funcio´n de coste en las siguientes posibilidades, cuyas propiedades sera´n estudiadas en
este cap´ıtulo:
1. Dependencia estad´ıstica completa: En este caso, la matriz ΣL no tiene una
estructura interna que permita subdividirla en bloques y por tanto, todas las depen-
dencias estad´ısticas esta´n contempladas. La funcio´n de coste resultante sera´ la misma
que (5.22), salvo que por conveniencia se utiliza el vector reordenado YL:
mı´n
Xa0
(YL − YˆL)TΣ−1L (YL − YˆL), (5.31)
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2. Independencia estad´ıstica temporal: La aproximacio´n de ΣL, basada en consi-
derar que la estimacio´n de movimiento no esta´ correlada entre diferentes instantes de
tiempo, resulta en la siguiente funcio´n de coste:
mı´n
Xa0
K∑
k=1
(Yk − Yˆk)TΣ−1Yk (Yk − Yˆk), (5.32)
donde cada submatriz ΣYk corresponde al bloque que forma la versio´n de ΣL diagonal
por bloques.
3. Independencia estad´ıstica temporal y estructural: Se introduce en este punto
una nueva aproximacio´n de ΣL que en concreto elimina las dependencias estad´ısticas
entre diferentes marcas y entre diferentes instantes de tiempo. En este caso, la matriz
resultante sera´ diagonal en bloques Σyi
k
de dimensio´n 2 × 2, los cuales, describen la
dependencia estad´ıstica entre los diferentes elementos del vector yik ( es decir, ambas
coordenadas de la imagen). En este caso concreto la nueva funcio´n de coste sera´ la
siguiente:
mı´n
Xa0
K∑
k=1
N∑
i=1
(yik − yˆik)TΣ−1yi
k
(yik − yˆik), (5.33)
4. Ausencia de modelado estad´ıstico: Es interesante notar que si se obvia el mode-
lado estad´ıstico propuesto, suponiendo que ΣL corresponde con una matriz identidad,
la funcio´n de coste resultante sera´ la suma de los errores residuales en cada instante
de tiempo y para cada una de las marcas presentes. Dicha funcio´n de coste es utili-
zada con frecuencia en los procesos de reconstruccio´n o de “Bundle Adjustment”, y
es por ello que resulta como una opcio´n de comparacio´n con respecto al criterio de
ma´xima verosimilitud:
mı´n
Xa0
K∑
k=1
N∑
i=1
(yik − yˆik)T (yik − yˆik), (5.34)
El mı´nimo de cualquiera de las funciones de coste planteadas (5.31) (5.32) (5.33) (5.34)
se obtiene mediante la utilizacio´n de un algoritmo iterativo de optimizacio´n. En esta tesis se
hace uso del algoritmo Levenberg-Marquardt, el cual es usual en procesos de reconstruccio´n
de la misma ı´ndole.
El me´todo de Levenberg-Marquardt es esencialmente un algoritmo de optimizacio´n de
tipo Gauss-Newton, en el cual se aproxima la funcio´n de coste por una funcio´n cuadra´tica
en un entorno de Xa0 . De este modo, las dos primeras derivadas (Jacobiano y Hessiano) de
la funcio´n de coste con respecto a los para´metros deben estar disponibles.
Los me´todos de Gauss-Newton, requieren que localmente al mı´nimo que se busca la
funcio´n sea lo ma´s pro´xima posible a una funcio´n cuadra´tica. En el caso de las funciones de
coste propuestas, el principal problema que presentan para ser minimizadas por un criterio
Gauss-Newton es la dependencia funcional de la varianza ΣL con respecto a los para´metros
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Xa0 . Dicha dependencia es expl´ıcita si se utilizan linealizaciones para la obtencio´n de ΣL,
como ha sido expuesto en la expresio´n (5.28).
Este hecho tiene una repercusio´n clara en el algoritmo de minimizacio´n, puesto que
afecta a la suposicio´n cuadra´tica, incrementando a su vez el nu´mero de mı´nimos locales de
la funcio´n, donde el algoritmo puede quedar atrapado. En esta tesis se propone aproximar
las derivadas suponiendo que la matriz ΣL no es funcio´n de X
a
0 , aunque actualizando el
valor de ΣL en cada iteracio´n. Esta aproximacio´n permite reducir el incremento en la no
linealidad de la funcio´n de coste a expensas de decrementar la precisio´n en la actualizacio´n
de la solucio´n en cada iteracio´n. Una breve descripcio´n del me´todo de Levenberg-Marquardt
utilizado se presenta en el algoritmo 5, donde se obtiene el mı´nimo de la funcio´n de coste
general (5.31).
Algoritmo 5 Obtencio´n del mı´nimo de (5.31) mediante Levenberg-Marquardt
1: Requerimientos:
2: Medidas en el plano imagen YL
3: Lecturas de odometr´ıa U1, · · · , UK
4: Para´metros para los modelos de movimiento g y proyeccio´n h
5: Valor inicial para Xa0 , numitermax y ǫmin
6:
7: while ǫ > ǫmin and numiter < numitermax do
8: Obtener YˆL y ΣL usando (5.28).
9: Ca´lculo de J y H.
J = −2( ∂YˆL
∂Xa0
)TΣ−1L (YL − YˆL) (5.35)
H ≈ 2( ∂YˆL
∂Xa0
)TΣ−1L (
∂YˆL
∂Xa0
) (5.36)
ǫLM = ∞
10: while ǫLM > ǫ do
11: HLM = H + δI
12: ∆Xa = −(H)−1J
13: XaLM = X
a
0 + ∆Xa
14: Obtener YˆL y ΣL usando (5.28) y el valor X
a
LM
15: ǫLM = (YL − YˆL)TΣ−1L (YL − YˆL)
16: δ = δ · 10
17: end while
18: ǫ = ǫLM
19: δ = δ/100 Xa0 = XLM
20: end while
5.2.3. Influencia del modelado estad´ıstico en la solucio´n
Cada una de las estrategias que se han comentado, que dan lugar a las funciones de
coste planteadas, tendra´n un impacto directo en la solucio´n de la pose y geometr´ıa del
robot. La influencia se puede clasificar en los siguientes factores que sera´n desglosados y
comentados en e´ste cap´ıtulo:
Error de reconstruccio´n: Se entiende por error de reconstruccio´n a la diferencia
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entre el vectorXa0 estimado, con respecto a la solucio´n real o“Ground Truth”. Como se
vera´ ma´s adelante, el hecho de introducir la ponderacio´n dada por ΣL en la funcio´n
de coste permitira´ obtener un error de reconstruccio´n menor que en el caso de no
introducir conocimiento estad´ıstico.
Tiempo de Co´mputo: Como se ha visto en el algoritmo 5, en el caso de utilizar la
matriz ΣL, e´sta requiere su reco´mputo en cada iteracio´n del algoritmo de optimiza-
cio´n. Sin embargo, el uso de ΣL tiene a su vez un impacto directo en las propiedades
matriciales en el Hessiano H, el cual, en caso de no usar modelos estad´ısticos, tiende
a ser una matriz “dispersa” y por tanto la complejidad algor´ıtmica para obtener su
inversa en cada iteracio´n disminuye. Este hecho puede ser de suma importancia en el
caso de que Xa0 contenga un gran numero de puntos, es decir un valor para N grande.
Tratamiento de los “outliers” en la medida: El algoritmo 5 no tiene en cuenta
que algunos elementos del vector YL puedan ser producto de una mala deteccio´n en
el plano imagen, o que incluso pertenezcan a otros objetos en movimiento. En este
caso existen una serie de modificaciones posibles en la funcio´n de coste que permiten
modelar la aparicio´n de dichos puntos, denominados “outliers” y que minimizan su
aportacio´n erro´nea a la solucio´n final. La influencia de las diferentes aproximaciones
de ΣL, y su impacto en el disen˜o de algoritmos robustos sera´n convenientemente
detalladas en este cap´ıtulo.
5.2.4. Error de reconstruccio´n
Para ilustrar la influencia que tienen las distintas versiones de ΣL, incluyendo el caso
de suponerla una matriz identidad, en la solucio´n final de Xa0 , se propone un experimento
sencillo que comparta las propiedades esenciales con el problema planteado y que se presenta
a continuacio´n.
Se plantea reducir la dimensionalidad del problema propuesto, en el cual, mediante una
ca´mara proyectiva se obtiene una imagen a partir de puntos tridimensionales del robot. En
su lugar se utilizara´ una analog´ıa ma´s sencilla en la que se tiene un mundo bidimensional
proyectado en una ca´mara proyectiva unidimensional. El objetivo principal es reducir la
dimensio´n de las matrices involucradas y facilitar los ejemplos gra´ficos del problema.
Se propone un modelo de robot compuesto por un conjunto de tres puntos M =
{M1, · · · ,M3} definidos en un plano, los cuales rotan alrededor del punto (0, 0)T que
define el sistema de coordenadas del robot. Las coordenadas en el plano de los tres puntos
con respecto al origen de rotacio´n son las siguientes:
M1 = (−l/2, l/2)T
M2 = (−l/2,−l/2)T
M3 = (l, 0)T
l = 20(mm), (5.37)
en las que se han establecido unidades me´tricas para el para´metro l con el objeto de
presentar resultados nume´ricos que permitan ilustrar el ejemplo. La posicio´n y orientacio´n
de los tres puntos con respecto a un origen de coordenadas global, en el instante k se
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determina con un vector de 3 componentes Xk =
(
x1k x
2
k αk
)
. El vector aumentado
ana´logo al introducido para describir la pose y estructura de un robot sera´ por tanto:
Xak =


Xk
M1
M2
M3

 (5.38)
El modelo de movimiento g en este ejemplo es igual que el utilizado para un robot
diferencial y comentado en (3.3). De este modo, partiendo de una posicio´n inicial X0 y
dadas unas lecturas de odometr´ıa contaminadas con ruido Wk = N(O,ΣW ), se obtiene
una estimacio´n de la posicio´n del objeto.
Se propone el uso de una ca´mara proyectiva unidimensional como la mostrada en la
figura 5.3. Para simplificar se supone que la l´ınea de proyeccio´n (equivalente al plano de
proyeccio´n ) es paralela al eje vertical del plano (coordenada x2) y la ca´mara se encuentra
posicionada en el origen de coordenadas del plano.
Figura 5.3: Ca´mara proyectiva unidimensional que proyecta un mundo bidimensional
La proyeccio´n en el plano imagen del punto M1 = (r1x, r
1
y)
T en el instante k sera´:
M1k =
(
r1xk
r1yk
)
=
(
rxk
ryk
)
+
(
cos(αk) −sin(αk)
sin(αk) cos(αk)
)
M1 (5.39)
y1k = f
r1yk
r1xk
+ v1k vk = N(0, σ
2
v) f = 40mm (5.40)
Para que el ejemplo sea ilustrativo, los procesos de ruido Wk y Vk tienen las mismas
propiedades estad´ısticas ya comentadas con anterioridad.
El problema de la inicializacio´n, utilizando las condiciones expuestas en este ejemplo,
tiene ide´ntico planteamiento con el problema real de esta tesis, salvo el hecho de que la
estructura del robot es plana y la ca´mara es de proyeccio´n unidimensional.
Con este ejemplo se pretende ilustrar la influencia que existe al introducir las distintas
aproximaciones de ΣL en la funcio´n de coste, cuyo mı´nimo tiene como resultado el vector
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Xa0 . Para ello, en lugar de implementar un algoritmo de optimizacio´n para el problema
reducido que se propone, se discutira´ el coste de error que tiene una solucio´n intencionada-
mente erro´nea Xa0 + ∆Xa en las distintas alternativas para ΣL, comparado con la solucio´n
exacta. Se mostrara´ co´mo en determinadas configuraciones, la solucio´n erro´nea presenta
menor error medido por la funcio´n de coste que aquella correcta, lo que justifica el hecho
de utilizar el criterio de ma´xima verosimilitud para evitar este hecho.
En la figura 5.4 se muestra una secuencia con K = 3 posiciones del robot “triangular”,
generadas por los vectores de odometr´ıa U1,2,3 =
(
50 mm/s 15 o/s
)T
y una pose inicial
X0 =
(
70 mm −100 mm 100o). La matriz de covarianza de la odometr´ıa es ΣW =
diag(20, 2). La longitud focal de la ca´mara f = 40mm y el error unidimensional de medida
es de Σv = 2 mm
2. La “l´ınea imagen”de la ca´mara se representa como una linea vertical en
la que intersectan los rayos que unen la geometr´ıa del robot, rotada y trasladada mediante
Xk, y el origen de coordenadas de la ca´mara.
y1
1
yˆ1
1
yˆ1
1
y1
2
yˆ1
2
yˆ1
2
y1
3
yˆ1
3
yˆ1
3
Pose real y Modelo Real
Pose estimada por la odometria y modelo alternativo
Pose estimada por la odometria y modelo correcto
Figura 5.4: Ejemplo ilustrativo de una secuencia de K = 3 posiciones del robot y su proyeccio´n
en la ca´mara lineal mediante rayos que conectan un foco con los puntos del robot. Se muestran
las posiciones reales y aquellas estimadas por la odometr´ıa para dos modelos, uno correcto y otro
intencionadamente erro´neo (linea punteada)
El vector solucio´n buscado Xa0 sera´ el siguiente:
Xa0 =
((
70 −100 100)︸ ︷︷ ︸
XT0
(−10 10)︸ ︷︷ ︸
(M1)T
(−10 −10)︸ ︷︷ ︸
(M2)T
(
20 0
)︸ ︷︷ ︸
(M3)T
)T
(5.41)
La matriz de covarianza completa para la posicio´n del robot ΣX se calcula utilizando
una versio´n simplificada de la expresio´n (5.9):
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ΣX =


2,76 −4,62 −1,69
−4,62 18,76 −0,45
−1,69 −0,45 2,00
3,58 −3,40 −1,69
−4,40 19,09 −0,45
−2,66 −1,90 2,00
2,84 −2,13 −1,69
−4,60 19,43 −0,45
−1,78 −3,41 2,00
3,58 −4,40 −2,66
−3,40 19,09 −1,90
−1,69 −0,45 2,00
8,99 −8,89 −4,28
−8,89 37,87 −2,55
−4,28 −2,55 4,00
7,11 −5,67 −4,28
−10,02 39,79 −2,55
−2,51 −5,57 4,00
2,84 −4,60 −1,78
−2,13 19,43 −3,41
−1,69 −0,45 2,00
7,11 −10,02 −2,51
−5,67 39,79 −5,57
−4,28 −2,55 4,00
12,14 −16,13 −4,03
−16,13 59,37 −6,44
−4,03 −6,44 6,00


(5.42)
En una secuencia con K = 3 existen medidas en el intervalo k = 1, 2, 3, que forman el
vector YL formado por 9 componentes:
YL =
(
(y11)
T (y21)
T (y31)
T (y12)
T (y22)
T (y32)
T (y13)
T (y23)
T (y33)
T
)T
(5.43)
Se distinguira´n tres vectores de medida:
El vector YL corresponde a las proyecciones en la ca´mara lineal de la estructura del
robot, usando para ello las lecturas de odometr´ıa libres de error (color negro en la
figura 5.4) y el vector Xa0 . Cada componente y
i
k esta´ sujeta a un ruido aditivo de
media nula representado por ΣV .
El vector YˆL, corresponder´ıa a la estimacio´n realizada por el sistema mediante las
lecturas de odometr´ıa con un ruido aleatorio descrito por ΣW y el valor del vector
Xa0 (color rojo en la figura 5.4).
Por u´ltimo, el vector de medidas Yˆ ǫL corresponde al conjunto de medidas estimadas
en la “linea imagen” mediante el uso de una solucio´n inicial Xa0 + ∆Xa erro´nea, y el
vector de odometr´ıa contaminado con ruido (color verde en la figura 5.4).
La modificacio´n del vector de estados, descrito por ∆Xa , consiste en un simple despla-
zamiento en un punto concreto de la estructura del robot:
Xa0 + ∆Xa =
(
(X0)
t (M1)T (M2)T (M3)T +
(
8 0
)T)T . (5.44)
En la figura 5.4 se observan las posiciones en la “l´ınea imagen” de los vectores YˆL y Yˆ
ǫ
L,
comparados ambos con las medidas reales YL.
Mediante el uso de la aproximacio´n de primer orden, mostrada en (5.28), se calcula la
matriz ΣL del proceso YˆL y la correspondiente Σ
ǫ
L del proceso Yˆ
ǫ
L.
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ΣL =


4,40 2,15 2,49 3,00 2,66 3,13 3,98 3,48 4,34
2,15 3,96 2,24 2,63 2,37 2,78 3,45 3,06 3,82
2,49 2,24 4,59 3,11 2,76 3,25 4,12 3,61 4,50
3,00 2,63 3,11 8,94 6,12 7,32 9,52 8,28 10,45
2,66 2,37 2,76 6,12 7,47 6,51 8,26 7,28 9,18
3,13 2,78 3,25 7,32 6,51 9,76 9,95 8,73 11,01
3,98 3,45 4,12 9,52 8,26 9,95 20,56 16,12 20,62
3,48 3,06 3,61 8,28 7,28 8,73 16,12 16,16 18,09
4,34 3,82 4,50 10,45 9,18 11,01 20,62 18,09 25,13


ΣǫL =


4,40 2,15 2,43 3,00 2,66 3,05 3,98 3,48 4,16
2,15 3,96 2,19 2,63 2,37 2,70 3,45 3,06 3,65
2,43 2,19 4,47 3,03 2,69 3,08 4,01 3,52 4,20
3,00 2,63 3,03 8,94 6,12 7,10 9,52 8,28 10,00
2,66 2,37 2,69 6,12 7,47 6,31 8,26 7,28 8,76
3,05 2,70 3,08 7,10 6,31 9,29 9,66 8,46 10,20
3,98 3,45 4,01 9,52 8,26 9,66 20,56 16,12 19,66
3,48 3,06 3,52 8,28 7,28 8,46 16,12 16,16 17,22
4,16 3,65 4,20 10,00 8,76 10,20 19,66 17,22 22,96


(5.45)
Solucio´n correcta Xa0 Solucio´n alterada X
a
k + ∆Xa
Matriz completa (M.C.) ǫ = 8,8530 ǫ = 17,8131
Aproximacio´n por bloques (M.B.) ǫ = 7,5000 ǫ = 15,3317
Aproximacio´n diagonal (M. D.) ǫ = 7,8763 ǫ = 9,4938
Matriz identidad (M.I.) ǫ = 119,8060 ǫ = 87,4594
Tabla 5.1: Comparacio´n del error de coste obtenido con las diferentes alternativas para la matriz
ΣL, tanto para una solucio´n correcta como para una solucio´n alterada.
En la tabla 5.1 se muestra el residuo ǫ resultante de aplicar cada una de las aproxima-
ciones de la funcio´n de coste. Es decir, para un caso general:
ǫ = (YL − YˆL)TΣ−1L (YL − YˆL) (5.46)
Como se observa en la mencionada tabla, las opciones existentes donde existe un mo-
delado estad´ıstico (M.C., M.B y M.D.), el error resultante de cada funcio´n de coste corres-
pondiente es inferior cuando se trata de la solucio´n correcta Xa0 , con respecto a la que se
encuentra alterada Xa0 +∆Xa . Sin embargo, utilizando simplemente distancias eucl´ıdeas en
la “linea imagen”, lo que corresponder´ıa a la matriz ΣL identidad, revela por el contrario un
error menor en el caso de la solucio´n alterada. Se puede asegurar, por tanto, que el mı´nimo
global de la funcio´n de esta u´ltima funcio´n de coste, (i.e. ausencia de modelado estad´ıstico)
no puede ser Xa0 ya que existe un valor alterado X
a
0 + ∆Xa que posee un valor de ǫ menor.
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De este modo, el algoritmo de optimizacio´n con toda probabilidad no dara´ con la solucio´n
correcta utilizando una matriz ΣL correspondiente a la matriz identidad.
Sin embargo, la pregunta esencial consiste en aseverar si alguna de las funciones de
coste planteadas, que s´ı parecen acertar en otorgar un error menor a la solucio´n correcta,
tienen como mı´nimo global a Xa0 . Para ello se deber´ıa demostrar que no existe un valor
para ∆Xa tal que de´ como resultado un error en la funcio´n de coste menor que el resultante
de Xa0 .
Dicha aseveracio´n no puede ser abordada mediante un me´todo anal´ıtico sencillo, dada
la no linealidad de la funcio´n de proyeccio´n y los modelos de movimiento del robot. En el
caso del problema real con un mundo tridimensional, el cual es el objetivo de esta tesis,
la problema´tica es considerablemente mayor y la respuesta a la pregunta carece de igual
modo de justificacio´n anal´ıtica. En la presente tesis se abordara´ esta cuestio´n, y resultados
de similar complejidad, mediante experimentacio´n en condiciones de contorno reales, mos-
trando as´ı y en ese caso generalista las propiedades obtenidas en la reconstruccio´n de Xa0
en cada una de las opciones planteadas para la funcio´n de coste.
Sin embargo, para el problema reducido que se muestra en este apartado de la tesis, se
pueden no obstante resaltar una serie de observaciones que justifican de manera aproximada
las propiedades de un correcto modelado estad´ıstico para componer la funcio´n de coste.
Para ello se plantea proponer ejemplos parecidos al utilizado en la figura 5.4, que permitan
mostrar las carencias e inmunidad de las distintas aproximaciones de ΣL.
En primer lugar se resumen propiedades significativas del problema:
El error obtenido en la estimacio´n de movimiento es acumulativo y por tanto crece con
la longitud de la trayectoria, siendo las u´ltimas posiciones de la trayectoria aquellas
con un error esperado mayor ( ve´ase ΣX en (5.42)).
Las medidas en la imagen en general se ven de igual modo influenciadas por el error
de estimacio´n de movimiento y presentan un error que tambie´n es creciente a medida
que aumenta el ı´ndice temporal. (ve´ase los elementos de la diagonal principal de la
matriz ΣL en (5.45) ).
El efecto de considerar diferentes alternativas para la funcio´n de coste se muestra a
continuacio´n:
Matriz identidad (M.I): el uso de la matriz identidad en la funcio´n de coste, equivale
a medir la distancia una a una entre el conjunto de medidas y aquellas estimadas
dada una solucio´n para Xa0 :
ǫ = (y11 − yˆ11)2 + · · ·+ (y33 − yˆ33)2 (5.47)
El algoritmo de optimizacio´n minimiza por igual todos y cada uno de los residuos
(yjk − yˆjk)2, sin importar las consecuencias que ello conllevan. Puesto que el error
esperado en las medidas correspondientes al final de la secuencia es mayor debido a
la odometr´ıa, la solucio´n Xa0 se alterara´ de tal manera que se consiga disminuir dicho
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error, lo que explica con cierta claridad el feno´meno expuesto en el cuadro 5.1. En
ese caso, la modificacio´n de la geometr´ıa del robot mediante ∆Xa mejora la distancia
entre las medidas y la estimacio´n de movimiento, a pesar de modificar la solucio´n
exacta. Si resultara que los sensores de odometr´ıa fueran mejores que lo estimado, la
solucio´n diagonal ser´ıa una medida justa ya que no existir´ıa ninguna razo´n particular
para creer que las u´ltimas medidas contienen ma´s error que aquellas ma´s cercanas al
inicio de la trayectoria de inicializacio´n.
Matriz ΣL diagonal (M.D): en este caso, la funcio´n de coste consta de una suma
ponderada de residuos independientes:
ǫ = w1(y
1
1 − yˆ11)2 + · · ·+ w9(y33 − yˆ33)2, (5.48)
donde los pesos wi corresponden a la inversa de los elementos de la diagonal principal
de la matriz ΣL. En este caso, la ponderacio´n mide la influencia de cada uno de los
residuos en la solucio´n final. Aquellos con menor peso tendra´n menor influencia, o lo
que es lo mismo, aquellos para los que la varianza esperada es mayor. Este hecho es
una de las principales causas por las cuales mediante el me´todo diagonal, la solucio´n
erro´nea Xa0 + ∆Xa , en el ejemplo propuesto con anterioridad, obten´ıa mayor error
que el valor correcto de Xa0 .
Matriz ΣL diagonal por bloques (M.B): en este caso, adema´s de conservar los elemen-
tos de la diagonal principal, la matriz ΣL aporta informacio´n acerca de la correlacio´n
mutua que tienen las medidas correspondientes a un mismo instante de tiempo. La
correlacio´n mutua se describe como bloques de 3x3 (3 puntos del tria´ngulo medidos
en el plano imagen), alrededor de la diagonal principal. Para observar el efecto adicio-
nal, que tiene el hecho de considerar la correlacio´n cruzada, se disen˜a el experimento
de la figura 5.5.
M1
M2
M3
M1
M2
M3
y1
1
yˆ1
1
y2
1
yˆ2
1
y3
1
yˆ3
1
(a) Solucio´n correcta
M1
M2
M3 +∆
M1
M2
M3
y1
1
yˆ1
1
y2
1
yˆ2
1
y3
1
yˆ3
1
(b) Solucio´n alterada
Solucio´n correcta Xa0 Solucio´n alterada X
a
k + ∆Xa
Aproximacio´n por bloques (M.B.) ǫ = 3,0581 ǫ = 4,2080
Aproximacio´n diagonal (M. D.) ǫ = 6,4336 ǫ = 3,4581
Matriz identidad (M.I.) ǫ = 42,1770 ǫ = 21,1506
Figura 5.5: Diferencias entre compatibilidad individual y conjunta
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En la figura 5.5.a se muestran las medidas estimadas (color rojo) comparadas con las
reales (color negro) en el caso de utilizar la solucio´n correcta Xa0 . En la figura 5.5.b,
se muestran de nuevo la estimacio´n de las medidas (color verde) en comparacio´n con
las obtenidas realmente (color negro). Se pretende mostrar el efecto que tiene sobre
el coste del error, el hecho de considerar correlacio´n entre las distintas medidas, y por
ello el ejemplo se centra en un instante de tiempo k = 1.
En la tabla adjunta a la figura 5.5 se observa co´mo el me´todo diagonal y el me´todo de
matriz identidad fallan en este caso, dando lugar a un coste de error mayor en el caso
de la solucio´n incorrecta. Se observa tambie´n co´mo la deformacio´n introducida en el
punto M3 en la figura 5.5.b, estima una posicio´n yˆ31 en la imagen que es pra´cticamente
solidaria con la medida real y31, mientras que los residuos (y
1
1 − yˆ11)2 y (y21 − yˆ21)2
poseen el mismo error individual que la solucio´n correcta del caso (a). La ponderacio´n
diagonal ejercida por el me´todo M.D. en este caso no tiene efecto significativo sobre
el coste del error, ya que por separado los residuos individuales son inferiores a los de
la solucio´n correcta. Sin embargo se observa como en el caso del me´todo por bloques
(M.B.), el coste asociado a la solucio´n real s´ı es menor que el coste asociado a la
solucio´n erro´nea. Las correlaciones mutuas existentes en el bloque 3x3 de la matriz
ΣL son suficientes para determinar que la configuracio´n (b), a pesar de presentar
errores inferiores o iguales por separado en cada medida, es en realidad ma´s erro´nea
que la solucio´n (a), ya que supone un tria´ngulo deformado.
La principal justificacio´n, por la cual el error utilizando el me´todo M.B. es capaz de
acertar en atribuir a la situacio´n de la figura 5.5.b un coste menor que la situacio´n
de la figura 5.5.a, se justifica mediante la teor´ıa de la compatibilidad estad´ıstica
de procesos. Se considera al conjunto de medidas estimadas un proceso aleatorio
gaussiano de media (yˆ11, yˆ
2
1, yˆ
3
1)
T y matriz de covarianza ΣL. El coste atribuido a
las medidas reales (y11, y
2
1, y
3
1)
T corresponde a la compatibilidad estad´ısticas de e´stas
con respecto al proceso. Si la matriz ΣL es diagonal, ya sea identidad o no, cada
medida es independiente estad´ısticamente de las dema´s, y por tanto la compatibilidad
estad´ıstica es una suma individual de errores ponderados por los elementos de la
diagonal principal de ΣL. Sin embargo, si la matriz ΣL no es diagonal, las correlaciones
entre las distintas medidas establecen restricciones globales a la hora de comparar las
medidas reales o realizacio´n del proceso con respecto a la media del proceso. Dichas
restricciones globales, de forma intuitiva, establecer´ıan que para que el conjunto de
medidas sea compatible estad´ısticamente con el proceso, e´stas deben presentar la
misma relacio´n espacial entre ellas. De este modo en el caso de la figura 5.5.a, como
las medidas reales pertenecen al mismo tria´ngulo que las estimaciones, son a pesar del
error de la odometr´ıa una realizacio´n probable en conjunto del proceso. Sin embargo,
en el caso de la figura 5.5.b, puesto que el modelo del robot tiene otra geometr´ıa que las
medidas, au´n y a pesar de que una de las medidas acierte, la distancia entre las otras
dos no esta´ correlada con el escaso error que presenta la tercera. En otras palabras,
en conjunto las medidas no son una realizacio´n probable del proceso estimado, lo que
da lugar a un coste superior.
Las limitaciones de la compatibilidad estad´ıstica, radican en el hecho de que los
procesos son supuestos gaussianos en la vecindad de las condiciones actuales y por
tanto la veracidad del test de compatibilidad so´lo es aplicable en ese entorno. Sin
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embargo, en esta tesis se muestra su utilidad en el proceso de reconstruccio´n para
generar la funcio´n de coste de ma´xima verosimilitud.
Matriz ΣL completa (M.C.): la matriz de correlacio´n completa incluye la relacio´n
estad´ıstica que existe no solo entre las distintas medidas de un mismo instante de
tiempo, sino tambie´n la relacio´n temporal entre ellas. La trayectoria que predice
la odometr´ıa es una restriccio´n para el proceso gaussiano equivalente de media YˆL y
matriz de covarianza ΣL. El tipo de situaciones en las que el uso de la matriz completa
es necesaria se observa en la figura 5.6.
En ella se muestra una secuencia de tres instantes de tiempo, compara´ndose las
medidas estimadas (en color rojo) con dos grupos de medidas diferenciados. El primer
grupo (en color negro) corresponde a las medidas reales obtenidas con la solucio´n
correcta Xa0 . El segundo grupo coincide con el primero salvo en el instante k = 2, que
se muestra en l´ınea verde punteada. Se puede observar como en ese preciso instante
las medidas correspondientes a la l´ınea punteada son ma´s cercanas al valor estimado
de la posicio´n del robot. Debido a este hecho, el me´todo diagonal por bloques presenta
inevitablemente un error menor en k = 2 y el mismo que con las medidas reales en el
resto de instantes de tiempo. Como se puede observar en la tabla adjunta a la figura
5.6, el uso de la matriz completa es capaz de discernir que las medidas alteradas
del instante k = 2 son menos probables para el proceso completo YL, ya que no son
coherentes con el resto de la secuencia medida.
y1
1
yˆ1
1
yˆ1
2
y1
3
yˆ1
3
y1
2
y1
2
Pose real y Modelo Real
Pose derivada de unas medidas erroneas
Pose estimada por la odometria y modelo correcto
(a) Proyeccio´n en la l´ınea imagen
Medidas correctas Medidas alteradas en k=2
Matriz completa (M.C.) ǫ = 5,8501 ǫ = 6,0396
Aproximacio´n por bloques (M.B.) ǫ = 7,7262 ǫ = 3,2468
Aproximacio´n diagonal (M. D.) ǫ = 13,1293 ǫ = 8,4991
Matriz identidad (M.I.) ǫ = 172,9449 ǫ = 136,2753
(b) Comparacio´n de los errores de las funciones de coste utilizadas
Figura 5.6: Experimento que muestra el efecto del uso de la matriz completa en la funcio´n de
coste.
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Cada una de las propiedades mostradas para los ejemplos representativos utilizados,
se puede fa´cilmente extrapolar al caso de tener una ca´mara bidimensional en la que
se proyecta el mundo tridimensional, como es el caso del problema real de la tesis.
Como se ha comentado con anterioridad, las diferentes alternativas propuestas para
la inicializacio´n sera´n defendidas con experimentos representativos utilizando confi-
guraciones reales, dada la complejidad de asegurar cuestiones como la convergencia
del algoritmo a un mı´nimo global.
5.2.5. Tiempo de co´mputo
El mecanismo de inicializacio´n, expuesto en el algoritmo 5, requiere en la pra´ctica un
nu´mero de iteraciones determinado para obtener un mı´nimo de la funcio´n de coste. En
esta tesis se plantea en esencia aproximar la funcio´n de coste como cuadra´tica y utilizar
el me´todo de Newton para descender hasta el mı´nimo. Los me´todos de tipo Newton (o
me´todos de segundo orden), poseen propiedades asinto´ticas de segundo orden si la aproxi-
macio´n cuadra´tica de la funcio´n de coste es suficientemente precisa. Cerca del mı´nimo de
la funcio´n de coste, la precisio´n de la solucio´n avanza doblando el nu´mero de d´ıgitos con
cada iteracio´n.
Sin embargo, la bondad de los me´todos cuadra´ticos tambie´n conlleva ciertas desventajas,
que son detalladas a continuacio´n:
En muchas ocasiones la matriz Hessiana de la funcio´n de coste carece de inversa, bien
porque el algoritmo se encuentra lejos del mı´nimo, o bien debido a la propia estructura
del problema. En otros casos, el paso calculado mediante el me´todo de Newton da
lugar a mayor error que el calculado en la anterior iteracio´n, lo cual quiere decir que
la aproximacio´n cuadra´tica de la funcio´n de coste no es realmente precisa o aplicable
en ese punto.
En esos casos el incremento aditivo para los para´metros propuesto por los me´todos
de Newton, no es preciso y por ello se recurren a me´todos de control, como puede ser
el que se propone en esta tesis de Levenberg-Marquardt. Mediante este me´todo, el
cual es mostrado expl´ıcitamente en el algoritmo 5, la matriz Hessiana es modificada
mediante la adicio´n de una matriz diagonal ponderada por un para´metro unidimen-
sional λ. Mediante dicho para´metro, el me´todo de Newton se puede transformar en
uno de primer orden de descenso por el gradiente a uno de Newton. El criterio para
elegir entre uno y otro sera´ la singularidad de la matriz Hessiana o el incremento del
error de coste entre una iteracio´n y la siguiente.
El segundo problema de los me´todos de Newton radica en la complejidad nume´rica
que existe en cada iteracio´n del algoritmo.
El hecho de tener que calcular la inversa de la matriz Hessiana requiere en general
una complejidad O(N3Φ) en cada iteracio´n, siendo NΦ el taman˜o de los para´metros a
estimar. Aprovechando una posible estructura de tipo “disperso” de la matriz existen
me´todos ma´s ra´pidos que disminuyen considerablemente la complejidad del me´todo
(ver [Triggs et al., 2000]). En an˜adido a la inversa de la matriz Hessiana, el ca´lculo
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anal´ıtico de las derivadas de la funcio´n de coste pueden an˜adir un considerable gasto
computacional en funcio´n de la no linealidad y estructura de dichas funciones.
El uso de las distintas alternativas planteadas para la funcio´n de coste tiene un impacto
directo en la complejidad del algoritmo por dos razones fundamentales:
En primer lugar, para el ca´lculo de la matriz Hessiana, es necesario calcular no solo la
matriz ΣL sino adema´s su inversa. En general el taman˜o de las medidas, NY es mucho
mayor que el de los para´metros NΦ, ya que suelen necesitarse muchas mas medidas
que para´metros a estimar, y por tanto dicha inversa puede representar un problema
de complejidad dominante. En la tabla 5.2 se muestra la complejidad algor´ıtmica
derivada del ca´lculo e inversa de la matriz ΣL en las distintas alternativas planteadas.
Matriz Completa (M.C.) O(N3Y )
Aproximacio´n por bloques (M.B.) O(N3Y /K2)
Aproximacio´n diagonal (M.D.) O(NY )
Tabla 5.2: Complejidad computacional de la inversa de la matriz Hessiana en las distintas
alternativas de la funcio´n de coste ΣL
En an˜adido a la propia complejidad computacional de obtener la inversa de ΣL en sus
distintas variantes, la estructura de la matriz ΣL afecta directamente a la disparidad
de la matriz Hessiana, y por tanto a la posibilidad de acelerar finalmente el ca´lculo
de su inversa.
En la figura 5.7, se observan los distintos tipos de estructuras que dan lugar a la
matriz Hessiana. En los casos en los que la matriz Hessiana es completa correspon-
den con las alternativas de matriz completa y aproximada por bloques. En dichos
casos la complejidad para le ca´lculo e inversa de ΣL es claramente dominante a ob-
tener la inversa de H. Sin embargo en el caso de tener una matriz ΣL diagonal la
matriz H presenta una estructura de tipo “flecha”, por lo que es posible encontrar
una solucio´n para el incremento de los para´metros con una complejidad menor. En
la literatura de “Bundle Adjustment” existe una amplia documentacio´n de los me´-
todos para aprovechar las estructuras especiales de matrices de valores dispersos o
“sparse”. En concreto dada una matriz con la estructura de tipo “flecha” mostrada en
la figura 5.7.b, el me´todo de Schur [Hartley and Zisserman, 2003] permite obtener el
incremento de los para´metros en O(N2Φ). En este caso la complejidad de invertir ΣL
es muy baja (O(NY )), y en la mayor´ıa de los casos inferior al ca´lculo de la inversa
de la matriz Hessiana.
5.2.6. Tratamiento de los “outliers”
Como ya se ha comentado en cap´ıtulos anteriores, el hecho de usar la apariencia local
de cada punto detectado en la imagen como base para el proceso de seguimiento de marcas
naturales, produce inevitables errores de correspondencia y por lo tanto elementos del
vector YL que no corresponden con su respectivo punto de la estructura del robot. La
5.2. Inic. de la pose y geom. del robot utilizando una u´nica ca´mara 113
(a) Hessiano resultante de M.C. y M.B. (b) Hessiano resultante de M.D. y M.I.
Figura 5.7: Estructura del Hessiano de las distintas alternativas de funcio´n de coste
identificacio´n de las falsas correspondencias o “outliers” en la literatura anglosajona, se
plantea como imprescindible para obtener un valor de inicializacio´n no influenciado por
medidas erro´neas.
El modelado estad´ıstico realizado en las distintas alternativas para la funcio´n de coste
establece que, dada una solucio´n para Xa0 , el proceso de medida YL se ajusta a una distri-
bucio´n gaussiana, la cual sera´ mas o menos fiel a la realidad segu´n el caso. El criterio de
Ma´xima Verosimilitud utilizado permite obtener una solucio´n buscando el valor de Xa0 que
minimice una discrepancia estad´ıstica entre la media del proceso YˆL y las medidas reales
YL consideradas una posible realizacio´n del mismo.
El problema ocurre por tanto, cuando existen “outliers” en el vector YL que no perte-
necen al proceso gaussiano estimado y se ajustan a otra distribucio´n de probabildiad. E´se
es el caso si accidentalmente el proceso de seguimiento confunde la identidad de puntos
de la estructura del robot. En ese caso minimizar la distancia de Mahalanobis tiene como
resultado una solucio´n para Xa0 desviada o sesgada. El sesgo introducido puede ser ma´s
que suficiente para invalidar el proceso de inicializacio´n.
Una solucio´n muy extendida consiste en modificar la funcio´n de coste de modo que e´sta
reduzca la influencia de aquellos puntos que no son probables como realizacio´n de YL y por
lo tanto son considerados “outliers”. En general la versio´n robusta de una funcio´n de coste
consiste en determinar el mı´nimo grupo de residuos o discrepancias que son linealmente se-
parables y aplicarles una ponderacio´n que permita separar aquellos considerados “outliers”.
Dicha ponderacio´n es una funcio´n ρ(ǫ2), siendo ǫ2 un residuo concreto. La funcio´n ρ o
estimador robusto tiene la facultad de anular los residuos que no se ajustan correctamente
al problema y as´ı su influencia en la solucio´n.
Existen diversas propuestas de estimadores robustos, muchos de ellos ajustados a una
posible distribucio´n estad´ıstica de los “outliers” y otros como resultado de un ana´lisis heu-
r´ıstico. En [Triggs et al., 2000] se muestran muchos de ellos y sus propiedades, as´ı como
una reducida bibligraf´ıa donde encontrar ma´s informacio´n acerca de los mismos. En esta
tesis se empleara´ un modelado de los “outliers” como una distribucio´n de Cauchy, la cual
modela de manera sencilla y anal´ıtica errores “impulsivos” dentro del vector YL:
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ρ(ǫ2) = b2 log(1 + ǫ2/b2) (5.49)
La funcio´n ρ es no lineal y el efecto teo´rico de suprimir“outliers”se aplica a su argumento
en totalidad. Esto quiere decir que toda la informacio´n involucrada en calcular cada residuo
sera´ globalmente penalizada como erro´nea o por el contrario influenciara´ en la solucio´n final.
Matriz Completa (M.C.) ρ((YL − YˆL)TΣ−1L (YL − YˆL))
Aproximacio´n por bloques (M.B.)
∑K
k=1 ρ((Yk − Yˆk)TΣ−1Yk (Yk − Yˆk))
Aproximacio´n diagonal (M.D.)
∑K
k=1
∑N
i=1 ρ((y
i
k − yˆik)TΣ−1yi
k
(yik − yˆik))
Matriz identidad (M.I.)
∑K
k=1
∑N
i=1 ρ((y
i
k − yˆik)T (yik − yˆik))
Tabla 5.3: Versiones robustas de las distintas alternativas para la funcio´n de coste.
Como puede verse en la tabla 5.3, el bloque mı´nimo establecido para la aproximacio´n
diagonal de ΣL como para la matriz identidad corresponde al error en las coordenadas
horizontal y vertical de una medida concreta yik. E´ste suele ser el caso deseable ya que de
este modo cada medida por separado es analizada en funcio´n del residuo individual que
genera y puede ser eliminada sin afectar a medidas correctas correspondientes al mismo
instante de tiempo o a la misma marca.
Sin embargo, la situacio´n cambia cuando no existen grupos pequen˜os separables de
residuos como en el caso de la aproximaciones por bloques de ΣL o su versio´n completa.
En el caso de una aproximacio´n de ΣL por bloques, el mı´nimo residuo separable lineal-
mente es cada bloque correspondiente a todas las medidas en un mismo instante de tiempo
o Yk. El uso de una versio´n robusta en este caso no es aconsejable puesto que podr´ıan des-
cartarse pra´cticamente todas las medidas en el caso de que una sola de ellas fuera erro´nea
en la secuencia. En cuanto a la versio´n completa de ΣL, no existe un grupo separable y por
tanto el residuo es el bloque completo de informacio´n interrelacionada. La funcio´n robusta
no puede ser aplicada del mismo modo en este caso ya que so´lo puede ponderar al completo
la funcio´n de coste.
Para las alternativas de matriz ΣL en las que la separabilidad lineal de los residuos no
es posible, el problema planteado se puede transformar de manera que la funcio´n robusta
no afecte directamente a los residuos cuadra´ticos pero s´ı a cada vector resta YL − YˆL.
En ese caso la nueva funcio´n de coste robusta sera´:
(YL − YˆL)TW TΣ−1L W (YL − YˆL), (5.50)
siendo W la matriz diagonal de taman˜o NY ×NY dada por (5.51):
W =

w
1
1I2×2 · · · 0¯
...
. . .
...
0¯ · · · wNKI2×2


T
, (5.51)
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donde cada elemento de ponderacio´n wik, el cual afecta a su correspondiente residuo
ǫik = y
i
k − yˆik, es:
wik =
√
ρ((ǫik)
2)
√
2|(ǫik)|
, (5.52)
y ρ es la funcio´n robusta comentada en (5.42).
La matriz W esta´ disen˜ada para que en ausencia de ΣL la funcio´n de coste resultante
sea equivalente a la correspondiente versio´n robusta, es decir:
(YL − YˆL)TW TW (YL − YˆL) =
K∑
k=1
N∑
i=1
ρ((yik − yˆik)T (yik − yˆik)) (5.53)
Mediante esta propuesta es posible implementar una funcio´n robusta para cualquier
versio´n de ΣL, unificando, por tanto, la notacio´n y las distintas funciones de coste de la
tabla 5.3, en la expresio´n compacta (5.50).
Ajuste de la funcio´n robusta
La eleccio´n del para´metro “b”, mostrado en la ecuacio´n (5.49), se realiza asumiendo que
cada medida simple yik, considerada como “inlier”, se describe como un proceso gausiano
con covarianza Σv. Por tanto cada residuo simple (ǫ
i
k)
2, es una variable aleatoria χ2 de
dos grados de libertad. El valor del residuo |ǫik| que representa el 95 % de la distribucio´n
acumulativa de χ2 es 2.44, de tal modo que residuos de mayor valor pueden empezar a
considerarse “outliers” ya que su probabilidad de pertenecer a yik es inferior a 0,05. En la
figura 5.8, se muestra la evaluacio´n de la funcio´n robusta de Cauchy para varios valores de
b en comparacio´n con la versio´n cuadra´tica no robusta. Un valor de b ∈ [2, 3], se comporta
como una funcio´n cuadra´tica para valores de |ǫik| < 2,44, atenuando a trave´s de la pendiente
de la curva, casi plana, la influencia de los “outliers” debidos a errores de correspondencia.
5.2.7. Inicializacio´n de la solucio´n previa a la optimizacio´n
El me´todo de inicializacio´n propuesto en este cap´ıtulo, el cual obtiene la estimacio´n de
Xa0 mediante un algoritmo de optimizacio´n, requiere de un valor de inicio en la primera
iteracio´n de la optimizacio´n. Encontrar un valor cercano a la solucio´n es relevante para
que el me´todo iterativo alcance el mı´nimo global de la funcio´n y no se desv´ıe a puntos de
inflexio´n locales.
En general se busca un me´todo no iterativo, a ser posible lineal, que permita de una
manera directa alcanzar una primera estimacio´n del vector Xa0 o una parte significativa del
mismo.
Este apartado propone un me´todo lineal que obtiene el valor de Xa0 , en el caso de tener
una ca´mara proyectiva sin distorsio´n y un robot que se mueve en un plano.
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Figura 5.8: Valor de la distribucio´n de Cauchy en funcio´n del para´metro “b”
En este apartado se concretan las transformaciones en el plano imagen y el movimiento
del robot, de tal manera que se pueda presentar en detalle cada una de las propuestas.
Sea un punto M i perteneciente a la estructura del robot con una pose Xk, entonces su
proyeccio´n en el plano imagen yik sera´:
(
yik
1
)
= λikKc(Rc(RkM
i + Tk) + Tc), (5.54)
donde λik representa el factor de escala que permite transformar las coordenadas ho-
moge´neas en el valor de yik en el plano imagen, Rc y Tc y Kc representan los para´metros
extr´ınsecos y intr´ınsecos de la ca´mara respectivamente. La matriz de rotacio´n Rk y el vector
de traslacio´n Tk representan la pose del robot en el instante k en forma de transformacio´n
af´ın. Su relacio´n con las variables del vector de estado Xk = (x
1
k, x
2
k, αk), es la siguiente:
Rk =

cos(αk) −sin(αk) 0sin(αk) cos(αk) 0
0 0 1

 Tk =

x1kx2k
0

 (5.55)
De esta manera, la funcio´n M ik = t(M
i, Xk), sera´:
t(M i, Xk) = RkM
i + Tk (5.56)
Haciendo uso de los modelos de movimiento, la matriz Rk y el vector Tk se relacionan
con los valores iniciales de la pose del siguiente modo:
Rk = R
∆
k R0 Tk = T0 +R0T
∆
k , (5.57)
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dondeR∆k y T
∆
k corresponden a la estimacio´n que se obtiene de la odometr´ıa, suponiendo
que el valor inicial de la pose es el vector nulo.
La expresio´n (5.54), en funcio´n de R0 y T0 sera´:
(
yik
1
)
= λikK(Rc(R
∆
k R0M
i + T0 +R0T
∆
k ) + Tc). (5.58)
El valor de yik obtenido es una funcio´n no lineal de los para´metrosX0 yM
i que se quieren
calcular y que componen el vector inicial Xa0 . La no linealidad en este caso proviene de dos
fuentes fundamentales:
En primer lugar el valor de R0 es una funcio´n no lineal del a´ngulo α0. Adema´s, dicha
matriz aparece multiplicando a los valores de geometr´ıa del robot M i, los cuales
tambie´n son parte del vector Xa0 .
La segunda fuente de no linealidad proviene de la funcio´n de proyeccio´n en el plano
imagen, la cual requiere el ca´lculo del para´metro λik, igual a la inversa de la tercera
coordenada obtenida con la transformacio´n homoge´nea.
Se propone una reparametrizacio´n de Xa0 y una reestructuracio´n de la funcio´n de pro-
yeccio´n que permita evitar la inversa impl´ıcita en el para´metro λ. En primer lugar, puesto
que tanto la matriz R0 como los para´metros M
i no var´ıan con el tiempo, se puede incluir
en el vector de estados los puntos rotados M i0 = R0M
i, eliminando as´ı la no linealidad del
producto entre para´metros. Una vez calculados, el conjunto original se obtendr´ıa fa´cilmente
invirtiendo la rotacio´n.
Para evitar las funciones trigonome´tricas, el para´metro α0 sera´ sustituido por un vector
bidimensional unitario (a, b), donde a = cos(α0) y b = sin(α0). En todo caso se debera´
tener en cuenta que a y b tienen la condicio´n de contorno, a2 + b2 = 1.
Utilizando dicha parametrizacio´n, la expresio´n (5.54) se transforma en la siguiente:
(
yik
1
)
= λKc(Rc(R
∆
k M
i
0 + T0 + LT∆
k

ab
0

) + Tc), (5.59)
siendo LT∆
k
:
LT∆
k
=

 x1,∆k −x2,∆k 0−x2,∆k x1,∆k 0
0 0 1

 , (5.60)
donde x1,∆k y x
2,∆
k son las dos primeras coordenadas del vector T
∆
k .
El nuevo vector de estados con la reparametrizacio´n sera´:
Φ =
(
x10 x
2
0 a b (M
1)T , · · · , (MN )T )T (5.61)
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Desglosando en forma vectorial la transformacio´n proyectiva se obtiene:
(
uik
vik
)
= yik

U ikV ik
Sik

 = K(Rc(R∆k M i0 + T0 + LT∆
k
) + Tc), (5.62)
donde gracias a la nueva parametrizacio´n las componentes U ik, V
i
k y S
i
k equivalen a una
transformacio´n lineal de los para´metros Φ:
U ik = L
i
Uk
Φ + biUk V
i
k = L
i
Vk
Φ + biVk z
i
k = L
i
Sk
Φ + biSk (5.63)
Para evitar el para´metro λik en la transformacio´n en el plano imagen, y as´ı poder obtener
relaciones lineales, se utiliza la siguiente propiedad del producto vectorial:

uikvik
0

 = λik

U ikV ik
Sik

→

uikvik
0

×

U ikV ik
Sik

 =

00
0

 , (5.64)
de donde se obtienen tres relaciones lineales con los para´metros incluidos en el vector
Φ, de las cuales tan solo dos son linealmente independientes:
{
vikS
i
k − V ik = 0
−uikSik + U ik = 0
→
{
(vikL
i
Sk
− LiVk)Φ = vikbiSk − biVk
(−uikLiSk + LiUk)Φ = −uikbiSk + biUk
(5.65)
De este modo, cada medida en el plano imagen aporta dos soluciones linealmente inde-
pendientes y, dado el conjunto de medidas YL correspondientes a la trayectoria de inicia-
lizacio´n, se obtiene un sistema lineal, en general sobredeterminado, para la obtencio´n de
Φ:
AΦ = B A =


(v11L
1S1 − L1V1)
(−u1kL1S1 + L1U1)
...
(vNKL
N
SK
− LNVK )
(−uNKLNSK + LNUK )

 B =


v11b
1
S1
− b1V1
−u11b1S1 + b1U1
...
vNKb
N
SK
− bNVK
−uNKbNSK + bNUK

 (5.66)
Se puede demostrar fa´cilmente que el rango de A es inferior al taman˜o de Φ, consecuen-
temente tiene al menos un autovalor nulo, para cualquier trayectoria llevada a cabo por el
robot y con cualquier numero de puntos y configuracio´n de los mismos.
Para demostrar que existe al menos un autovalor de la matriz ATA que es nulo, se
propone mostrar una familia parame´trica de soluciones para el vector Φ que dan lugar a
proyecciones en la imagen YL ide´nticas.
Dado el conjunto de medidas {yik i = 1, · · · , N k = 1, · · · ,K} es generado por los
valores de Φ =
(
x10 x
2
0 a b M
1
0 · · · MN0
)
siguiendo la expresio´n (5.59):
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(
y11
1
)
= λKc(Rc(R
∆
k M
1
0 + T0 + LT∆1

ab
0

) + Tc)
...
...
...(
yNK
1
)
= λKc(Rc(R
∆
k M
N
0 + T0 + LT∆
K

ab
0

) + Tc). (5.67)
Se demuestra fa´cilmente que si el vector Φ0 es solucio´n, entonces Φ0 + ψ∆ tambie´n lo
es en cualquier caso y para cualquier ψ ∈ R, siendo ∆:
∆ =

Tc,x1 Tc,x2 a b

 00
Tc,x3

T · · ·

 00
Tc,x3

T

 (5.68)
De hecho, normalizando ∆ a un vector unitario ∆u, se obtiene el autovector de A
TA
asociado al autovalor nulo. Cabe destacar que el hecho de que exista una familia de so-
luciones para el vector Φ no proviene realmente de la falta de restricciones sobre Φ, sino
que es producido por el aumento de los grados de libertad en la reparametrizacio´n. Al no
imponerse restricciones de contorno para a y b, cabe la posibilidad de que el algoritmo
entregue un valor que no cumpla que a2 + b2 = 1. De hecho, la familia de soluciones esta
relacionadas por un factor de escala en a y b y como veremos a continuacio´n, fijando dicho
valor de escala la ambigu¨edad es resuelta.
Se propone a continuacio´n un sencillo me´todo sistema´tico para encontrar la familia
de soluciones gobernada por un para´metro, que sera´ calculado a “posteriori” utilizando la
condicio´n de contorno a2 + b2 = 1.
Sea la descomposicio´n en valores singulares de ATA, formada por la matriz ortogonal
U y la matriz diagonal D:
ATA = UDUT D =


0 0 · · · 0
0 λ2 · · · 0
...
...
. . .
...
0 0 · · · λNΦ

 U =
(
Uλ1 · · · UλNΦ
)
(5.69)
Cada columna Uλi de la matriz U contiene el autovector asociado al valor singular λi, y
por tanto Uλ1 corresponde con el vector unitario ∆u que parametriza la familia de infinitas
soluciones del sistema. La matriz U es ortogonal y por tanto su inversa existe siempre.
Despejando U en la expresio´n (5.66), se obtiene el siguiente sistema:
D


UTλ1
...
UTλNΦ

Φ = UTATB. (5.70)
120 Inicializacio´n de la pose y geometr´ıa
A su vez, la matriz A, la cual es de dimensiones Ny ×NΦ, tiene la siguiente descompo-
sicio´n en valores singulares:
A = V DAU
T V TV = INΦ×NΦ D
T
ADA = D, (5.71)
donde la matriz U es la misma obtenida en la diagonalizacio´n de ATA. Haciendo uso
de e´ste u´ltimo resultado, el te´rmino independiente UTATB sera´:
UTATB = DAV
TB =
(
0
Bp
)
(5.72)
Puesto que la matriz UT es ortogonal y de las mismas dimensiones que el vector Φ, sus
vectores en realidad forman una base del espacio de dimensio´n NΦ y por tanto el vector Φ
se puede expresar como una combinacio´n lineal de los vectores de dicha base:
Φ = κλ1Uλ1 + · · ·+ κλNΦUλNΦ (5.73)
Introduciendo dicha representacio´n en la expresio´n (5.70), se obtiene una solucio´n para
los coeficientes κλ2 , · · · , κλNΦ :
 κλ2...
κλNΦ

 =

1/λ2 · · · 0... . . . ...
0 · · · 1/λNΦ

Bp (5.74)
La familia parame´trica de soluciones para Φ se obtiene, utilizando como solucio´n cual-
quiera Φ0 la otorgada por los coeficientes κλ2 , · · · , κλNΦ , es decir:
Φ0 = κλ2Uλ2 + · · ·+ κλNΦUλNΦ (5.75)
Φ = Φ0 + κλ1Uλ1 (5.76)
Para encontrar el valor de κλ1 , correspondiente a la solucio´n real, se impone la restriccio´n
a2 + b2 = 1.
Llamando au y bu a las componentes correspondientes a a y b del vector Uλ1 , se obtiene
una ecuacio´n cuadra´tica para solucionar el valor de κλ1 :
κ2λ1 +
(
2aua+ 2bub
a2u + b
2
u
)
κλ1 +
a2 + b2 − 1
a2u + b
2
u
= 0 (5.77)
De la expresio´n (5.77) se obtienen dos soluciones para el valor de κλ1 . Una de ellas da
lugar a una solucio´n ficticia que se proyecta en la ca´mara en direcciones del eje Z de la
ca´mara negativas. Para encontrarla, tan solo hay que calcular la posicio´n del centro del
robot desde el origen de coordenadas de la ca´mara, es decir RcT0 +Tc, y observar para cual
de las opciones de κλ1 se obtiene una tercera coordenada negativa.
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Una vez obtenido el valor de κλ1 de la solucio´n correcta, el valor de Φ u´nico se obtiene
particularizando la familia de soluciones Φ = Φ0 + κλ1Uλ1 .
La solucio´n buscada del vector Xa0 requiere invertir la parametrizacio´n utilizada:
α0 = tan
−1(a, b) M i = R−10 M
i
0 X
a
0 =
(
x10 x
2
0 α0 (M
1)T · · · (MN )T )T .
(5.78)
El me´todo lineal propuesto es por tanto exacto y so´lo requiere calcular una vez la
descomposicio´n en valores singulares de ATA. Al ser exacto, incluso en los para´metros de
rotacio´n, entregara´ una estimacio´n al algoritmo de optimizacio´n que en pocas iteraciones
sera´ ajustado con precisio´n.
5.2.8. Obtencio´n de la distribucio´n gaussiana de la solucio´n
Una vez obtenida la solucio´n Xa0 a la inicializacio´n, utilizando el me´todo propuesto
en este cap´ıtulo, es necesario obtener a su vez la matriz de covarianza Σa0 que describe
la dispersio´n del error obtenido en la optimizacio´n. A su vez, la obtencio´n de Σa0 se hace
necesaria de tal modo que el me´todo de inicializacio´n conecte con el me´todo secuencial que
se detalla en el siguiente cap´ıtulo, en el que todos los procesos son descritos con funciones
de densidad de probabilidad gaussianas.
La metodolog´ıa utilizada para caracterizar la varianza de Xa0 consiste en suponer que
una vez finalizado el proceso de optimizacio´n descrito en el Algoritmo 5, la solucio´n obte-
nida se encuentra contaminada con un ruido aleatorio ∆Xa , correspondiente al incremento
obtenido para Xa0 alrededor del mı´nimo calculado:
∆Xa = −(H)−1J H = 2( ∂YˆL
∂Xa0
)TΣ−1L (
∂YˆL
∂Xa0
) J = −2( ∂YˆL
∂Xa0
)TΣ−1L (YL − YˆL) (5.79)
Si se ha obtenido el mı´nimo de la funcio´n de coste, se cumple que E[∆Xa ] = 0 y su
varianza, la cual coincide con Σa0, sera´:
Σa0 = E[∆Xa∆
T
Xa ] = (H)
−1JJTH−T (5.80)
Definiendo como JXa a la expresio´n
∂YˆL
∂Xa0
:
Σa0 = (J
T
XaΣ
−1
L JXa)
−1JTXaΣ
−1
L E[(Y − YˆL)(Y − YˆL)T ]Σ−1L JXa(JTXaΣ−1L JXa)−1 (5.81)
Sustituyendo E[(Y −YˆL)(Y −YˆL)T ] = ΣL, la expresio´n (5.81) se simplifica en la siguiente
expresio´n compacta:
Σa0 = (J
T
XaΣ
−1
L JXa)
−1 (5.82)
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5.2.9. Configuraciones degeneradas
El me´todo de inicializacio´n propuesto en este cap´ıtulo requiere que el robot realice
una trayectoria de inicializacio´n con el objetivo de utilizar el movimiento generado para
reconstruir la geometr´ıa y pose del robot. Sin embargo, existen situaciones en las que el
movimiento realizado por el robot da lugar a mu´ltiples soluciones para el vector Xa0 . Existen
tres tipos fundamentales de trayectorias en las que se demuestra con facilidad que dan lugar
a mu´ltiples soluciones:
Ausencia de velocidad angular: dada una trayectoria rectil´ınea, no existen suficientes
restricciones para encontrar un punto del espacio en el que fijar el origen de coorde-
nadas del robot, dando lugar a una familia infinita de posibles reconstrucciones de la
geometr´ıa del robot, de las cuales so´lo una sera´ correcta en el caso de que el robot
realice una rotacio´n.
En estas circunstancias, un punto cualquiera de la geometr´ıa M i del robot se proyecta
en la imagen en el instante k, dando lugar al punto en el plano imagen yik:
yik = K(Rc(R0M
i + T0 +R0

x1,∆0
0

)) T0 =

x10x20
0

 , (5.83)
donde, al tratarse de una trayectoria rectil´ınea, la posicio´n dada por la odometr´ıa,
normalizada a la orientacio´n inicial, tan solo posee componentes en una de sus coor-
denadas (x1,∆). Se demuestra fa´cilmente co´mo la siguiente familia biparame´trica de
soluciones Xa0 (∆1,∆2) da lugar a las mismas medidas en el plano imagen:
M i∆ = M
i +R−10

∆1∆2
0

 T0∆ = T0 −

∆1∆2
0

 (5.84)
Xa0 (∆1,∆2) =
(
T0∆ α0 M
1
∆ · · · MN∆
)
(5.85)
Ausencia de velocidad lineal: dado un movimiento compuesto u´nicamente por con-
signas de velocidad angular, el origen de rotacio´n del robot permanece constante
mientras cada punto de la estructura del robot describe una circunferencia alrededor
del eje de rotacio´n definido por T0.
En este caso un punto M i del robot se proyecta en la imagen en el instante k, dando
lugar al punto en el plano imagen yik mediante la siguiente expresio´n:
yik = K(Rc(R
∆
k R0M
i + T0) + Tc), (5.86)
Se demuestra que la siguiente familia uniparame´trica de soluciones Xa0 (n) da lugar a
medidas ide´nticas en el plano imagen:
M in = nM
i + (n− 1)

 00
T¯c(3)

 T0n = nT0 + (n− 1)

T¯c(1)T¯c(2)
0

 , (5.87)
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siendo T¯c = R
T
c Tc.
Xak (n) =
(
T0n α0 M
1
n · · · MNn
)
(5.88)
Trayectoria circular: dada una trayectoria en la que la posicio´n del robot describe una
circunferencia de radio ρ, la proyeccio´n de un punto M i de la geometr´ıa del robot se
determina por:
yik = K(Rc(R
∆
k R0M
i + T0 +R0

ρcos(α∆k ) + xcρsen(α∆k ) + xc
0

) + Tc), (5.89)
Se demuestra que la siguiente familia uniparame´trica de soluciones Xa0 (n) da lugar a
medidas ide´nticas en el plano imagen:
M in = nM
i +RT0 T0n = nT0 + (n− 1)RTc Tc (5.90)
Xak (n) =
(
T0n α0 M
1
n · · · MNn
)
(5.91)
Como se ha demostrado en este apartado, los movimientos puramente rectil´ıneos o
aquellos puramente circulares corresponden con situaciones degeneradas, en las cuales se
pueden encontrar mu´ltiples soluciones al problema planteado. De este modo, se debe evitar
este tipo de movimientos en la trayectoria de inicializacio´n realizada por el robot. La mejor
estrategia resulta en la pra´ctica de una combinacio´n de trayectorias curvas con tramos
rectos, con el fin de no acercarse a una configuracio´n degenerada.
5.2.10. Evaluacio´n experimental del me´todo propuesto
Con el objetivo de evaluar las distintas alternativas propuestas para el mecanismo de
inicializacio´n mediante una ca´mara, se plantea la realizacio´n de un conjunto de experi-
mentos basados en datos artificiales, lo cual permite evaluar los errores cometidos ante la
variacio´n de diferentes para´metros de intere´s.
El entorno de prueba, utilizando una ca´mara, se basara´ en la distribucio´n geome´trica
de una situacio´n realista, sobre la que se realizara´n pruebas reales en el cap´ıtulo 8. A
continuacio´n se resumen las caracter´ısticas del entorno de prueba, el cual se describe con
ma´s detalle en el citado cap´ıtulo:
Se dispone de una ca´mara “pin-hole” con para´metros intr´ınsecos
(fu = 636,7888, fv = 637,5610, u0 = 313,3236, v0 = 210,6894),
y la posicio´n y orientacio´n con respecto al origen del mundo OW que se muestra en
la figura 5.9. La matriz ΣV , que modela el ruido de medida, se supone diagonal con
un valor de σ2v = 10 en su diagonal principal.
El robot consta de un conjunto de N = 10 puntos distribuidos aleatoriamente dentro
de un cilindro de radio R = 0,5m y altura h = 1m, lo cual corresponde con la altura
ma´xima que tendra´ el tipo de robot utilizado.
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Se ha simulado un sistema de odometr´ıa en el robot en el que la incertidumbre en
las lecturas de odometr´ıa se representa mediante la matriz diagonal ΣW , definida por
las varianzas del ruido de la lectura de velocidad lineal y angular σ2V l = 10 y σ
2
Ω = 1
respectivamente.
La trayectoria de inicializacio´n utilizada en los experimentos se visualiza en la figura
5.9, y consta de un tramo rectil´ıneo de 3m de longitud y media circunferencia de 1m
de radio.
Por simplicidad se supone que todos los puntos del robot son visibles en todas las
ima´genes y que no existen oclusiones en los mismos. Para comprobar la inmunidad
ante la presencia de “outliers”, se utiliza una distribucio´n realista que concuerde con
la distribucio´n real de los mismos. Los outliers se generara´n a partir de una proba-
bilidad pout con respecto al total de puntos medidos y contenidos en el vector YL.
Mediante dicha probabilidad, se eligen que puntos del vector YL corresponden con
“outliers”, siendo sustituidos por tres fuentes de ruido diferentes: la primera fuente
de ruido se compone de puntos de la estructura del robot que no forman parte del
conjunto de N = 10 original y que consecuentemente se mueven junto con el robot
y modelan los errores de “matching” con puntos del robot. El segundo tipo de fuente
de error consiste en la utilizacio´n de puntos fijos en el entorno y que teo´ricamente
corresponder´ıan con falsas correspondencias con puntos del fondo de la escena. La
tercera fuente de error se modelo como un ruido aleatorio gausiano que se an˜ade a
la correspondencia en cuestio´n. Dicho ruido tiene una varianza en el plano imagen
representada por la matriz ΣV,o cuya diagonal principal tiene un valor alto ≈ 1000
para representar ruido impulsivo de medida. Como se ha visto en el cap´ıtulo 4, esta
u´ltima fuente de ruido es la menos probable debido al me´todo de “tracking” supervi-
sado que se utiliza. La cantidad de “outliers” que se introducen de cada parte se ha
distribuido experimentalmente de tal forma que el 60 % de los “outliers” generados
sean producidos por la primera fuente de error, el 30 % con puntos del fondo y el
10 % restante corresponde con la distribucio´n impulsiva. Los porcentajes utilizados
se corresponden con aquellos encontrados aproximadamente en situaciones reales.
Los errores en la inicializacio´n se dividen en tres magnitudes.
1. Se define como error en la reconstruccio´n del modelo ǫM al error relativo resul-
tante de la siguiente expresio´n:
ǫM =
√∑N
i=1 ||M i −M igth||2√∑N
i=1 ||M igth||2
, (5.92)
donde M igth corresponde con los valores del modelo del robot utilizado como
referencia para generar el ejemplo.
2. Se define como error en la pose estimada al error en posicio´n (distancia eucl´ıdea)
y el error en orientacio´n (grados):
ǫT = ||T0 − T0,gth|| ǫα = ||α0 − α0,gth||, (5.93)
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Figura 5.9: Configuracio´n geome´trica de la escena utilizada para el experimento de iniciali-
zacio´n.
donde T0 y α0 representan el valor del vector de posicio´n y el a´ngulo de orien-
tacio´n del robot respectivamente.
Los experimentos se realizan para todas las posibilidades de funcio´n de coste plan-
teadas, describiendo cada una mediante los acro´nimos siguientes:
1. Funcio´n de coste con matriz de covarianza ΣL completa (M.C.).
2. Funcio´n de coste con matriz de covarianza ΣL aproximada por bloques (M.B.).
3. Funcio´n de coste con matriz de covarianza ΣL aproximada mediante bloques
2× 2 (M.D.).
4. Funcio´n de coste con matriz de covarianza ΣL igual a la matriz identidad (M.I.).
En todos los experimentos realizados se ha utilizado el me´todo de inicializacio´n previo
a la optimizacio´n que se ha presentado en este cap´ıtulo para obtener un valor de inicial
en el vector de para´metros.
Bajo las condiciones anteriormente expuestas, se realizan los siguientes experimentos,
en los cuales se mostrara´n los resultados para las cuatro posibilidades de funcio´n de coste
planteadas:
Comparacio´n del error de inicializacio´n ante variaciones en el error que se comete en
odometr´ıa. Para ello se variara´ el valor de ΣW mediante un factor multiplicativo ρ
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que variara´ en el intervalo:
ρ ∈ (0,01 0,1 0,5 1 5 10)
Para este experimento se supondra´ que pout = 0. En las figuras 5.10.a, 5.10.b y 5.10.c
se muestra el error de inicializacio´n en funcio´n de la variacio´n del para´metro ρ.
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Figura 5.10: Experimento que muestra la variacio´n del error de inicializacio´n en funcio´n del
error en la odometr´ıa.
Como se muestra en la figura 5.10, el aumento en el ruido presente en la odometr´ıa,
u´nica fuente me´trica en el proceso, afecta con diverso impacto en los errores de ini-
cializacio´n de los diversos me´todos presentados. El me´todo que considera la matriz
ΣL como una matriz completa o M.C. mantiene un nivel de error simular ante las
variaciones en el error de la odometr´ıa, lo cual indica la capacidad del modelo de ma-
xima verosimilitud de desacoplar el error en la odometr´ıa del error de reconstruccio´n.
El resto de aproximaciones sigue una evolucio´n diferenciada, en la que el error de
odometr´ıa eleva el error de la reconstruccio´n considerablemente, tanto en pose como
en geometr´ıa. A pesar de ello se puede observar como los me´todos M.B. y M.D. me-
joran el me´todo que aproxima ΣL como una matriz identidad, con el que se obtiene
una funcio´n de coste convencional. Como regla general, a medida que se aproxima la
funcio´n de coste a aquella resultado del enfoque de ma´xima verosimilitud, el cual se
modelo con el me´todo M.C., ma´s capacidad posee el me´todo propuesto de eliminar
la influencia del ruido de la odometr´ıa de la solucio´n para la pose y geometr´ıa.
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Comparacio´n del error de inicializacio´n en funcio´n de la longitud total de la trayecto-
ria. Mediante un factor de escala ρt se realiza un escalado isotro´pico de la trayectoria
utilizada para la inicializacio´n, de forma que se pueda comprobar la relacio´n entre la
longitud de la trayectoria y el error de inicializacio´n. El para´metro de escala se var´ıa
en el rango siguiente:
ρt =
(
0,2 0,4 0,6 0,8 1 1,2 1,4
)
En la figura 5.11, se muestra el error de inicializacio´n en funcio´n de la longitud de la
trayectoria.
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Figura 5.11: Experimento que muestra la variacio´n del error de inicializacio´n en funcio´n de
la escala aplicada a la trayectoria aplicada a la inicializacio´n.
La figura 5.11 pone de manifiesto que, debido al ruido acumulativo de la odometr´ıa, un
aumento de la trayectoria utilizada en la inicializacio´n supone un incremento notable
en los errores de inicializacio´n en los me´todos M.B, M.D y M.I. Sin embargo se observa
como el me´todo M.C. es capaz de eliminar eficazmente el error acumulativo presente
en las medidas de odometr´ıa de la reconstruccio´n. Por otro lado, si la trayectoria
es reducida, el error tambie´n aumenta, debido principalmente al error de medida y
la disminucio´n en la calidad de la informacio´n. Este hecho produce que exista un
taman˜o o´ptimo de trayectoria para los me´todos propuestos a excepcio´n del me´todo
M.C., el cual es capaz de mantener el error con la longitud de la trayectoria.
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Comparacio´n del error de inicializacio´n en funcio´n de la cantidad de “outliers” conte-
nidos en las medidas. Se var´ıa el valor de pout en el rango:
pout ∈
(
0 0,05 0,1 0,15 0,2
)
,
mostra´ndose los resultados de aplicar el me´todo de inicializacio´n con funcio´n robusta
en las figuras 5.12.a, 5.12.c y 5.12.e.
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Figura 5.12: Experimento que muestra la variacio´n del error de inicializacio´n en funcio´n del
porcentaje de “outliers” en la medida.
5.3. Inicializacio´n de la pose y geometr´ıa del robot mediante
mu´ltiples ca´maras
En esta seccio´n se aborda el problema de la obtencio´n de la posicio´n y geometr´ıa
inicial del robot visto por un mı´nimo de dos ca´maras. Debido a la estructura de ca´maras
alejadas, donde cada ca´mara es susceptible de ofrecer una instanta´nea complementaria de
la geometr´ıa del robot, se propone en esta seccio´n un enfoque de reconstruccio´n a partir de
movimiento, similar a la utilizada en el caso monocular, en la que no sean estrictamente
necesarias las correspondencias entre las diferentes ca´maras. La idea ba´sica que se plantea
en esta tesis es que cada ca´mara obtenga de manera independiente una serie de “tracks”
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o trayectorias correspondientes a puntos de la geometr´ıa del robot en movimiento durante
una secuencia de inicializacio´n. La informacio´n de cada ca´mara se combina para ofrecer
una solucio´n u´nica a la pose del robot y la reconstruccio´n de su geometr´ıa, vista por todas
las ca´maras. Bajo este enfoque, los procesos de emparejamiento de puntos entre ca´maras
separadas no son necesarios y son reemplazados por procesos de seguimiento, que en general
representan un problema ma´s sencillo y mejor condicionado.
Al igual que en el caso de una ca´mara, se propondra´ el uso de una te´cnica de “Bundle
Adjustment”, que es capaz de reconstruir eficientemente la posicio´n del robot y su geo-
metr´ıa, utilizando para ello movimiento. Sin embargo, en este caso, la odometr´ıa no es
estrictamente necesaria, ya que las restricciones geome´tricas impuestas por la calibracio´n
de las ca´maras son suficientes para obtener la pose del robot a lo largo de la trayectoria y
su estructura.
En la figura 5.13 se resume el proceso de inicializacio´n de la pose y geometr´ıa del robot
mo´vil utilizando mu´ltiples ca´maras.
Figura 5.13: Estructura del proceso de inicializacio´n mediante mu´ltiples ca´maras
5.3.1. Definiciones preliminares
La secuencia de inicializacio´n consta, del mismo modo que en el caso de una sola
ca´mara, de K + 1 instantes de tiempo que comienzan con k = 0, en los cuales el robot
esta´ en movimiento. Los vectores X0, ·, XK definen la posicio´n y orientacio´n del robot en
cada instante de tiempo de la trayectoria. A pesar de que la odometr´ıa no es estrictamente
necesaria, siempre que exista y partiendo del valor de X0 se puede obtener una estimacio´n
susceptible de contener ruido acumulativo utilizando el conjunto de lecturas de odometr´ıa
U1, · · · , UK y el modelo de movimiento recursivo g.
Se supone la existencia de un conjunto de Nc > 2 ca´maras involucradas en el proceso
de inicializacio´n que, por motivos de claridad, suponemos que observan la geometr´ıa del
robot en la secuencia completa. En cada ca´mara, indexada con el ı´ndice n, se realiza el
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seguimiento de un conjunto de Nn puntos pertenecientes a la estructura del robot. No se
puede asegurar a priori que en cada ca´mara se detecten el mismo nu´mero de puntos ni
puntos coincidentes, por lo que Nn es necesariamente dependiente del ı´ndice de la ca´mara.
En el frame k de la secuencia y suponiendo la ca´mara n, el vector de medidas consiste
en lo siguiente:
Y nk =
(
y1,nk · · · yNn,nk
)
yi,nk = (u
i,n
k , v
i,n
k ), (5.94)
El vector de medidas global, que en este caso se representa directamente mediante el
vector YL, se forma mediante la concatenacio´n en una misma columna de todas las medidas,
desde todas las ca´maras y para todos los instantes de tiempo que componen la trayectoria.
YL =
((
Y 11 · · · Y 1K
)︸ ︷︷ ︸
Ca´mara 1
· · · (Y Nc1 · · · Y NcK )︸ ︷︷ ︸
Ca´mara n
)T
(5.95)
De este modo, el conjunto yi,n0 , · · · , yi,nK describe la posicio´n de un mismo punto en los
distintos instantes de tiempo, y el conjunto Y n0 , · · · , Y nK , representa el conjunto de medidas
completo de la ca´mara n.
Cada medida individual yi,nk es funcio´n de los para´metros de la ca´mara n a la que
pertenece, el vector de pose Xk y el punto de la estructura del robot correspondiente:
yi,nk = h(t(Xk,M
j), Pn) + vi,n
k
vi,n
k
= N(0,Σv), (5.96)
donde la correspondencia de M j con el punto i y la ca´mara n es dado por el ordena-
miento correspondiente en el vector de estados:
Xak =
(
Xk
(
M1 · · · MN1)︸ ︷︷ ︸
Ca´mara 1
· · · (M r · · · M r+NNc )︸ ︷︷ ︸
Ca´mara Nc
)
r =
Nc−1∑
n=1
Nn. (5.97)
El vector aumentado Xak aglutina la geometr´ıa del robot vista por cada ca´mara, aunque
referida siempre en el mismo sistema de coordenadas, utilizado para definir la pose del
robot. Por el momento se supone que las ca´maras observan puntos diferentes del robot y
por tanto no se considera el caso de que la expresio´n (5.97) contenga repeticiones del mismo
punto visto por diferentes ca´maras.
5.3.2. Funcio´n de coste
El conjunto completo de inco´gnitas se compone del conjunto de poses en la trayectoria
X0, ·, XK y las coordenadas tridimensionales de puntos vistos por las ca´marasM1, · · · ,MN ,
donde N =
∑Nc
n=1 Nn. Todos los para´metros de intere´s se agrupan en el vector Φ, corres-
pondiente a Xa0 y el resto de poses de la trayectoria:
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Φ =
(
X0, ·, XK ,M1, · · · ,MN
)
N =
Nc∑
n=1
Nn (5.98)
Se plantea un enfoque de ma´xima verosimilitud, como el planteado en el caso monocular,
donde el objetivo se centra en la obtencio´n del valor de Φ que maximiza la funcio´n de
densidad de probabilidad p(YL|Φ):
ma´x
Xa0
p(YL|Φ) = ma´x
Φ
{ 1
2NL/2|ΣL|
e−
1
2
(YL−YˆL)
T Σ−1
L
(YL−YˆL)}, (5.99)
donde YL representa una realizacio´n concreta del proceso YL determinado por la f.d.p
p(YL|Φ) , es decir, el conjunto de medidas tomadas por el conjunto de ca´maras a lo largo
de la trayectoria de inicializacio´n.
Tomando el logaritmo negativo de la expresio´n (5.99) se obtiene un problema equiva-
lente en el que se busca el mı´nimo en funcio´n de Xa0 de la siguiente funcio´n de coste:
mı´n
Φ
(YL − YˆL)TΣ−1L (YL − YˆL), (5.100)
La expresio´n (5.100) consiste en una funcio´n de coste cuadra´tica que en funcio´n de
Φ compara la distancia de Mahalanobis entre las medidas reales YL y aquellas que son
estimadas a partir de Φ o YˆL, y que son obtenidas a partir de los modelos de proyeccio´n
en la ca´mara.
La matriz ΣL representa la matriz de covarianza resultante del vector YL, aunque en
esta ocasio´n se trata de una matriz diagonal por bloques, donde cada bloque consiste en
el ruido atribuido a cada medida Σv. La simplicidad de ΣL en este caso contrasta con las
diferentes alternativas que se propusieron en el problema de una sola ca´mara. En este caso,
puesto que la pose completa en cada instante de tiempo es un para´metro independiente
del vector objetivo Φ, las relaciones estad´ısticas temporales entre las distintas medidas
desaparecen, lo que simplifica enormemente la funcio´n de coste, permitiendo reescribirla en
la siguiente adicio´n simple de te´rminos:
ǫ2 =
K∑
k=1
Nc∑
n=1
Nn∑
i=1
, (yik − yˆik)Σ−1v (yik − yˆik)T (5.101)
,
La obtencio´n del mı´nimo de (5.101) con respecto a Φ representa la reconstruccio´n
completa de la trayectoria y la geometr´ıa del robot. Con el objetivo de alcanzar el mı´nimo
de la funcio´n, se propone el mismo me´todo Levenberg-Marquardt, utilizado en el caso
monocular. Del mismo modo, las derivadas anal´ıticas de las funciones involucradas en el
ca´lculo de la funcio´n de coste son imprescindibles en este caso. Una breve descripcio´n del
algoritmo se presenta en el algoritmo 6.
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Algoritmo 6 Obtencio´n del mı´nimo de (5.101) mediante Levenberg-Marquardt
1: Requerimientos:
2: Medidas en el plano imagen YL
3: Para´metros para los modelos de proyeccio´n h
4: Valor inicial para Xa0 , numitermax y ǫmin
5:
6: while ǫ > ǫmin and numiter < numitermax do
7: Obtener YˆL y ΣL usando (5.95).
8: Ca´lculo de J y H.
J = −2( ∂YˆL
∂Xa0
)TΣ−1L (YL − YˆL) (5.102)
H ≈ 2( ∂YˆL
∂Xa0
)TΣ−1L (
∂YˆL
∂Xa0
) (5.103)
ǫLM = ∞
9: while ǫLM > ǫ do
10: HLM = H + δI
11: ∆Xa = −(H)−1J
12: XaLM = X
a
0 + ∆Xa
13: ǫLM = (YL − YˆL)TΣ−1L (YL − YˆL)
14: δ = δ · 10
15: end while
16: ǫ = ǫLM
17: δ = δ/100 Xa0 = XLM
18: end while
Mecanismo de agregacio´n
El conjunto de puntos M1, · · · ,MN , contenidos en el vector Φ y resultado de la mini-
mizacio´n de (5.101), esta´ formado por la aglutinacio´n en el mismo vector de cada porcio´n
de la geometr´ıa vista en cada ca´mara. Dicha geometr´ıa se supone complementar´ıa, sin em-
bargo, en la pra´ctica existira´ un cierto nivel de solape entre los puntos vistos por diferentes
ca´maras. En este punto se propone un me´todo que refina la solucio´n Φ de tal manera que
los puntos coincidentes en varias ca´maras sean tratados como tal y por tanto se eliminen
las versiones repetidas de los mismos. A su vez, el hecho de identificar dichos puntos es de
intere´s, puesto que permite recalcular el vector entero con mayor precisio´n.
Se propone un me´todo sencillo para la identificacio´n de los puntos repetidos. Una vez
obtenida la inicializacio´n, y si e´sta finalizo´ con e´xito mediante un error de reconstruccio´n
bajo, se realiza la suposicio´n de que aquellos puntos M q en la ca´mara np, y M
p en la ca´mara
nq, incluidos en Φ que representan el mismo punto desde diferentes ca´maras obtengan
valores muy pro´ximos en sus coordenadas reconstruidas. Se impone un criterio de distancia
euclidea ||Mp −Mq|| < dmı´n entre cada par de candidatos a ser un punto coincidente. De
esta manera, se considera que dos puntos suficientemente cerca son identificados como uno
so´lo.
Una vez identificadas las coincidencias del vector Φ, se repite el mecanismo de optimi-
zacio´n teniendo en cuenta este hecho. La u´nica modificacio´n que requiere el algoritmo es la
eliminacio´n de todas las repeticiones menos una de los puntos identificados. Dentro de la
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optimizacio´n el Hessiano y el Jacobiano debera´n tener en cuenta que puntos del plano ima-
gen de las ca´maras involucradas son en realidad dependientes funcionalmente de uno solo.
De esta manera, la optimizacio´n se lleva a cabo teniendo en cuenta las nuevas restricciones
utilizadas.
5.3.3. Tratamiento de los “outliers”
De un modo ana´logo al caso monocular y asumiendo la existencia de puntos en YL
considerados “outliers”, la funcio´n de coste mostrada en (5.101) es modificada para incluir
una funcio´n robusta. Puesto que la matriz ΣL produce residuos separables por cada medida
independiente, la aplicacio´n de la funcio´n de coste se puede expresar como:
ǫ2 =
K∑
k=1
Nc∑
n=1
Nn∑
i=1
ρ((yik − yˆik)Σ−1v (yik − yˆik)T ), (5.104)
siendo ρ(ǫ2), la funcio´n mostrada en (5.49). El uso de funciones robustas, como ya fue
comentado con anterioridad, afectan a la convergencia del algoritmo, por lo que debera´
existir un me´todo para inicializar el valor de Φ en la primera iteracio´n.
5.3.4. Tiempo de co´mputo
El tiempo de co´mputo necesario para llegar a una solucio´n para Φ requiere de un con-
junto de iteraciones del algoritmo de optimizacio´n Levenberg-Marquardt. Como se comento´
con anterioridad, si la aproximacio´n cuadra´tica de la funcio´n es suficientemente precisa, la
precisio´n aumenta en dos decimales con cada iteracio´n, por lo que la convergencia esperada
en tal caso deber´ıa ser ra´pida aunque dependiente de muchos factores de dif´ıcil ana´lisis,
como pueden ser los mı´nimos locales de la funcio´n o la eficiencia del me´todo de obtencio´n
de la solucio´n inicial que se comentara´ ma´s adelante en este cap´ıtulo.
La complejidad algor´ıtmica para resolver cada iteracio´n del algoritmo 6 se debe al
ca´lculo de las derivadas de las funciones de proyeccio´n y en gran parte en la obtencio´n de
la solucio´n del sistema H∆Xa = −J .
La estructura que presenta la matriz Hessiana se muestra en la figura 5.14 para un
ejemplo ilustrativo. En todo caso se puede observar una estructura de tipo disperso (“fle-
cha”) y por lo tanto se puede acudir a me´todos que aprovechan esta caracter´ıstica para
acelerar el ca´lculo de la solucio´n ∆Xa . En la presente tesis se propone el uso del me´todo
de “Schur” para resolver el problema mediante un me´todo con complejidad O(N2).
En el caso de utilizar funciones robustas, la matriz Hessiana tiene la misma estructura,
ya que la funcio´n ρ es aplicada individualmente a cada bloque 2 × 2. El me´todo robusto
tendra´ impacto en el nu´mero de iteraciones necesarias para llegar al mı´nimo y en el ca´lculo
de las derivadas.
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H=


︸ ︷︷ ︸
X0,···XK
︸ ︷︷ ︸
M1,··· ,MN


Figura 5.14: Matriz Hessiana para K = 14 Nc = 3 y N = 6
5.3.5. Inicializacio´n de la solucio´n previa a la optimizacio´n
El me´todo propuesto para obtener el mı´nimo de la funcio´n de coste requiere un valor de
inicializacio´n para el vector Φ con el que comenzar a iterar. Se proponen dos metodolog´ıas
diferentes en funcio´n de la informacio´n presente en el sistema.
Disponibilidad de lecturas de odometr´ıa del robot: en este caso se propone
un algoritmo de reconstruccio´n en el que el origen de coordenadas del robot queda
fijado por la odometr´ıa, obteniendo un algoritmo similar al utilizado en el caso de
una sola ca´mara, donde se obten´ıa una solucio´n lineal.
Robot sin sistema de odometr´ıa: se propone un algoritmo sencillo que obtenga
una solucio´n inicial para el caso de no utilizar la odometr´ıa del robot. El principal in-
tere´s de este caso radica en la utilizacio´n del sistema de posicionamiento para objetos
o robots no controlados por el espacio inteligente.
Inicializacio´n utilizando varias ca´maras y odometr´ıa
Se plantea en este punto el uso de la informacio´n proveniente de la odometr´ıa presente
en el robot para obtener una solucio´n inicial para el vector de inco´gnitas necesario para la
inicializacio´n. El uso de la odometr´ıa permite obtener una solucio´n no iterativa y adema´s la
posicio´n del origen de rotacio´n del robot, de tal modo que es posible utilizar la odometr´ıa
como estimacio´n de movimiento en el me´todo secuencial.
En este apartado se expone el problema desde un enfoque similar al utilizado en la
seccio´n 5.2 en la que se obten´ıa un resultado homo´logo utilizando una sola ca´mara.
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Sea un punto M i perteneciente a la estructura del robot con una pose Xk, entonces su
proyeccio´n en el plano imagen de la ca´mara n, yi,nk sera´:
(
yi,nk
1
)
= λKnc (R
n
c (RkM
i + Tk) + T
n
c ), (5.105)
donde λ representa el factor de escala de la transformacio´n no homoge´nea y Rnc , T
n
c ,K
n
c
corresponden a los para´metros de calibracio´n de la ca´mara n, en la que el punto i es
detectado. La matriz de rotacio´n Rk y el vector de traslacio´n Tk representan la pose del
robot en el instante k en forma de transformacio´n af´ın. Su relacio´n con las variables del
vector de estado Xk = (x
1
k, x
2
k, αk), es ide´ntica a la expresada en (5.55).
Utilizando la expresio´n (5.57), se establece una relacio´n entre la pose en el instante k y
la pose inicial descrita por R0 y T0:
T0 =

x10x20
0

 R0 =

cos(α0) −sin(α0) 0sin(α0) cos(α0) 0
0 0 1

 (5.106)
La expresio´n (5.106) en funcio´n de R0 y T0 sera´ entonces:
(
yik
1
)
= λKi(Ric(R
∆
k R0M
i + T0 +R0T∆) + T
i
c). (5.107)
Al igual que ocurr´ıa en el caso monocular, el hecho de considerar funciones trigono-
me´tricas en el a´ngulo y la necesidad de calcular el valor de lambda, el cual depende de la
inversa de muchos para´metros, impide abordar el problema directamente.
Mediante el cambio de para´metros a = cos(α0), b = sin(α0), y suponiendo que M
i
0 =
R0M
i se obtiene un nuevo vector de inco´gnitas Φ ide´ntico al expresado en (5.61):
Φ =
(
x10 x
2
0 a b (M
1
0 )
T , · · · , (MN0 )T
)T
(5.108)
Desglosando en forma vectorial la transformacio´n proyectiva se obtiene:
(
ui,nk
vi,nk
)
= yi,nk

U
i,n
k
V i,nk
Si,nk

 = Knc (Rnc (R∆k M i0 + T0 + LT∆
k
) + Tnc ), (5.109)
donde gracias a la nueva parametrizacio´n las componentes U i,nk , V
i,n
k y S
i,n
k equivalen
a una transformacio´n lineal de los para´metros Φ:
U i,nk = L
i,n
Uk
Φ + bi,nUk V
i,n
k = L
i,n
Vk
Φ + bi,nVk S
i,n
k = L
i,n
Sk
Φ + bi,nSk (5.110)
Haciendo uso de las propiedades del producto vectorial y para evitar la aparicio´n del
para´metro λ, se obtienen dos relaciones linealmente independientes del vector Φ por cada
medida yi,nk :
136 Inicializacio´n de la pose y geometr´ıa
{
vi,nk S
i,n
k − V i,nk = 0
−ui,nk Si,nk + U i,nk = 0
→
{
(vikL
i,n
Sk
− Li,nVk )Φ = v
i,n
k b
i,n
Sk
− bi,nVk
(−ui,nk Li,nSk + L
i,n
Uk
)Φ = −ui,nk bi,nSk + b
i,n
Uk
(5.111)
Utilizando todas las medidas tomadas por todas las ca´maras en la trayectoria de ini-
cializacio´n k = 1, · · · ,K, se obtiene un sistema lineal, en general sobredeterminado, para
el vector de inco´gnitas Φ.
AΦ = B A =

 A1...
ANc

 B =

 B1...
BNc

 , (5.112)
donde la principal diferencia con respecto al caso monocular radica en el hecho de que
la matriz A se puede dividir en bloques correspondientes a medidas so´lo determinadas por
una ca´mara concreta con para´metros de calibracio´n determinados.
An =


(v1,n1 L
1,nS1 − L1,nV1 )
(−u1,nk L1,nS1 + L
1,n
U1
)
...
(vN,nK L
N,n
SK
− LN,nVK )
(−uN,nK LN,nSK + L
N,n
UK
)


Bn =


v1,n1 b
1,n
S1
− b1,nV1
−u1,n1 b1,nS1 + b
1,n
U1
...
vN,nK b
N,n
SK
− bN,nVK
−uN,nK bN,nSK + b
N,n
UK


(5.113)
En el caso de mu´ltiples ca´maras, el sistema no contiene ningu´n valor singular nulo, y
por tanto mediante el uso de la pseudoinversa de A se obtiene directamente una estimacio´n
del vector Φ:
Φ = (ATA)−1ATB (5.114)
Debido al ruido presente en las medidas, es probable que el valor de a y b no cumplan
exactamente la condicio´n de contorno a2 + b2 = 1. Con el objetivo de encontrar los valores
de a+ ∆a y b+ ∆b que cumplen la condicio´n de contorno, se obtiene la descomposicio´n en
valores singulares de la matriz R0 que resultar´ıa de utilizar a y b:
R0 =

 a b 0−b a 0
0 0 1

 = U

α1 0 00 α2 0
0 0 α3

V T (5.115)
Si los valores de a y b fueran los correctos, se cumple que α1 = α2 = α3 = 1. En general,
una aproximacio´n de R0 se consigue forzando dichos valores a la unidad:
R0 = UV
T ∆a = R0(1, 1)− a ∆b = R0(2, 2)− b (5.116)
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La solucio´n buscada del vector Xa0 requiere invertir la parametrizacio´n utilizada:
α0 = tan
−1(a+∆a, b+∆b) M
i = R−10 M
i
0 X
a
0 =
(
X1 · · · XK (M1)T · · · (MN )T
)T
,
(5.117)
donde la pose del robot en la secuencia X1, · · · , XK es obtenida mediante el uso de la
estimacio´n de la odometr´ıa a partir de la pose inicial X0 = (x
1
0, x
2
0, α0)
Inicializacio´n de Φ utilizando varias ca´maras
Para este caso se propone un me´todo muy simple que permite obtener una aproximacio´n
inicial a la solucio´n Φ. Consiste en los siguientes pasos:
Para cada instante de tiempo k y cada ca´mara n, se obtiene el centro de masas µnk
de los puntos incluidos en Y nk :
µnk =
1
Nn
Nn∑
i=1
yik (5.118)
La posicio´n del robot, excluyendo la orientacio´n, pk se obtiene mediante la suposicio´n
de que el conjunto de centros de gravedad en cada ca´mara corresponden al mismo
punto en el espacio, lo que permite utilizar una funcio´n de triangulacio´n:
pk = Tr(µ
1
k, · · · , µNck , P1, · · · , PNc) (5.119)
Una vez que las K + 1 posiciones del robot p0, · · · , pK se han obtenido mediante
triangulacio´n de los centros de masas, el conjunto de orientaciones α0, · · · , αK se
obtienen de manera que se ajusten al tipo de movimiento que se espera en el objeto a
detectar. En general los objetos en movimiento presentan algu´n tipo de movimiento
no holono´mico, de tal manera que su orientacio´n esta´ restringida de alguna forma a
la propia curvatura de la trayectoria realizada. En tal caso, la orientacio´n del objeto
se calcula fa´cilmente a partir de las posiciones p0, · · · , pK . Sin embargo, en aquellos
casos en los que el movimiento del objeto sea enteramente holono´mico esta suposicio´n
deja de ser cierta. En dichos casos se puede utilizar un valor aleatorio.
Una vez obtenido el conjunto de orientaciones, la pose del robot en la trayectoria de
inicializacio´n X0, · · · , XK se define concatenando la posicio´n y su respectiva orienta-
cio´n:
Xk =
(
pk, αk
)
k = 0, · · · ,K (5.120)
La geometr´ıa del robot M1, · · · ,MN se inicializa de manera aleatoria alrededor del
volumen ocupado por una esfera de radio Re y centrada en el origen. El radio de la
esfera se calcula de tal manera que sea el mı´nimo radio que contiene a las medidas
de todas las ca´maras en un frame espec´ıfico.
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5.3.6. Obtencio´n de la distribucio´n gaussiana de la solucio´n
Una vez obtenido el mı´nimo de (5.101), es necesaria la obtencio´n de la matriz de co-
varianza que representa el vector aumentado Xa0 , en el instante inicial. De esta manera se
hace posible conectar la inicializacio´n con el algoritmo online que se trata en el cap´ıtulo 7.
Al igual que se propone para una ca´mara, la covarianza del vector Φ se obtiene fa´-
cilmente a partir de las derivadas de primer orden de los residuos alrededor del mı´nimo
obtenido. De esta manera ΣΦ se obtiene utilizando la siguiente expresio´n:
ΣΦ = (J
T
ΦΣ
−1
Φ JΦ)
−1, (5.121)
donde JΦ es el Jacobiano de Yˆ con respecto Φ usado en la optimizacio´n. La matriz
de covarianza del vector aumentado Xa0 y representada como Σ
a
0, se obtiene fa´cilmente
mediante truncamiento de ΣΦ.
5.3.7. Configuraciones degeneradas
Las configuraciones degeneradas en el caso de mu´ltiples ca´maras son mucho menos res-
trictivas que aquellas resultado del uso de una sola ca´mara en combinacio´n con la odometr´ıa.
En este caso, la trayectoria que sigue el robot puede ser circular, o rectil´ınea. Existen no
obstante ciertas configuraciones de mu´ltiples ca´maras y geometr´ıa vista por ellas, que da
lugar a reconstrucciones ambiguas [Hartley and Zisserman, 2003]. El sistema propuesto tie-
ne una baja probabilidad de dar con una de dichas configuraciones, y por tanto el problema
no se considera en esta tesis.
5.3.8. Evaluacio´n experimental del me´todo propuesto
A continuacio´n se presenta un conjunto de experimentos realizados en un entorno si-
mulado, que al igual que en el caso de la inicializacio´n con una ca´mara, tiene como objetivo
evaluar el rendimiento del algoritmo propuesto ante la variacio´n de diferentes para´metros.
El entorno de prueba elegido para esta simulacio´n consiste en un total de Nc = 8
ca´maras, dispuestas como se muestra en la figura 5.15. La distribucio´n coincide con una
distribucio´n real de “Espacio Inteligente”, en la que se mostrara´n resultados reales en el
cap´ıtulo 8. Las caracter´ısticas del entorno de prueba se resumen a continuacio´n:
Se dispone de Nc = 8 ca´maras “pin-hole”, con para´metros intr´ınsecos
(αu = 636,7888, αv = 637,5610, u0 = 313,3236, v0 = 210,6894),
y la posicio´n y orientacio´n con respecto al origen del mundo OW que se muestra en
la figura 5.15. La matriz ΣV que modela el ruido de medida, se supone diagonal con
un valor de σ2v = 10 en su diagonal principal.
El robot consta de un conjunto de N = 6Nc puntos distribuidos aleatoriamente
dentro de un cilindro de radio R = 0,5m y altura h = 1m, lo cual corresponde con la
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Figura 5.15: Configuracio´n geome´trica de la escena utilizada para el experimento de inicializacio´n
mediante mu´ltiples ca´maras.
altura ma´xima que tendra´ el tipo de robot utilizado. Cada ca´mara observa un total
de Nc = 6 puntos diferentes de la estructura del robot y se supone que no existe
solapamiento.
Se ha simulado un sistema de odometr´ıa en el robot en el que la incertidumbre en
las lecturas de odometr´ıa se representa mediante la matriz diagonal ΣW , definida por
las varianzas del ruido de la lectura de velocidad lineal y angular σ2V l = 10 y σ
2
Ω = 1
respectivamente.
La trayectoria de inicializacio´n utilizada en los experimentos se visualiza en la figura
5.15, y consta de una circunferencia de 1m de radio.
La generacio´n de “outliers” utiliza el mismo sistema y para´metros presentados en los
experimentos de una sola ca´mara que se expusieron en el punto 5.2.10.
Los errores en la inicializacio´n se dividen, al igual que en el punto 5.2.10, en tres
magnitudes, ǫM , ǫT y ǫα, que describen el error en la geometr´ıa del robot, posicio´n y
orientacio´n respectivamente.
Los experimentos realizados, bajo las condiciones anteriormente citadas, se describen a
continuacio´n:
Comparacio´n del error de inicializacio´n en funcio´n del de la cantidad de “outliers”
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contenidos en las medidas. Se var´ıa el valor de pout en el rango:
pout ∈
(
0 0,05 0,1 0,15 0,2
)
,
mostra´ndose los resultados de aplicar el me´todo de inicializacio´n con funcio´n robusta
en las figuras 5.16.b, 5.16.d y 5.16.f y en ausencia de ella en las figuras 5.16.a, 5.16.c
y 5.16.d.
Como puede observarse en las figuras que esta´n en la columna izquierda de la figura
5.16, en la que se muestran los errores mediante un me´todo de inicializacio´n no
robusto, una porcion pequen˜a de “outliers” (5 %) es suficiente para elevar el error
de pose y geometr´ıa ma´s alla´ de un valor u´til. En contraposicio´n, la columna de la
derecha de la figura 5.16 muestra co´mo la funcio´n de coste robusta mantiene el error
aproximadamente constante en funcio´n de los outliers. En dicha columna se puede
observar co´mo el incremento en el nu´mero de ca´maras disminuye el error de pose y
geometr´ıa.
Evaluacio´n del error de inicializacio´n en funcio´n del porcentaje de trayectoria utilizada
como inicializacio´n. El porcentaje de trayectoria utilizada var´ıa en el rango siguiente:
ρt =
(
0,2 0,4 0,6 0,8 1
)
. El resultado se muestra en las figuras 5.17.a, 5.17.b y 5.17.c.
En la figura 5.17 se muestra claramente co´mo, mediante una trayectoria que consiste
en al menos el 40 % de la circunferencia mostrada en la figura 5.15, se obtiene un
valor de error que se mantiene constante, indicando la convergencia del algoritmo.
5.4. Conclusiones
En este cap´ıtulo se ha propuesto un sistema de inicializacio´n del vector de estados que
resuelve el problema de la obtencio´n de la geometr´ıa y la pose del robot, necesarias para
comenzar un proceso online de localizacio´n. Se plantea un algoritmo de reconstruccio´n di-
sen˜ado para su funcionamiento mediante una o varias ca´maras. Este requisito, se traduce
en un me´todo diferenciado cuando se tiene una o varias vistas del robot. En ambas alter-
nativas se plantea que el robot realice una trayectoria de inicializacio´n en la que se muestra
al conjunto de ca´maras el robot en diferentes poses.
En el caso de una sola ca´mara, el problema de la ambigu¨edad proyectiva se salva
utilizando la odometr´ıa del robot mediante un criterio de ma´xima verosimilitud. Se ha
demostrado que dicho criterio es capaz de mejorar la precisio´n obtenida en el caso usual
de que la estimacio´n de pose, dada por la odometr´ıa, presente ruido acumulativo. Se han
propuesto varias alternativas de verosimilitud que tienen diferente influencia en el error
cometido en la reconstruccio´n. Cada una de dichas alternativas da lugar a una funcio´n
de coste que es minimizada con una te´cnica de “Bundle Adjustment”, la cual implica un
algoritmo iterativo de tipo Gauss-Newton. Se han planteado soluciones a cada aspecto del
problema, incluyendo el tiempo de co´mputo, tratamiento de los “outliers”, inicializacio´n del
algoritmo iterativo de optimizacio´n y las configuraciones degeneradas de movimiento del
robot.
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Figura 5.16: Experimento que muestra la variacio´n del error de inicializacio´n en funcio´n del
porcentaje de “outliers” en la medida. En la columna de la izquierda y derecha se muestran
los errores de reconstruccio´n y pose en el caso de no utilizar un me´todo robusto y en el caso
de utilizar la funcio´n robusta, respectivamente
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Figura 5.17: Experimento que muestra la variacio´n del error de inicializacio´n en funcio´n del
porcentaje de trayectoria de inicializacio´n utilizado.
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El algoritmo de mu´ltiples ca´maras propone una alternativa a la inicializacio´n, en la que
no es necesaria la informacio´n proveniente de las correspondencias de un mismo punto en
las diferentes ca´maras. De este modo, se permitir´ıa su uso en configuraciones de ca´maras
do´nde el robot presenta vistas pra´cticamente complementarias. Al igual que en el caso de
una u´nica ca´mara, el algoritmo propuesto aborda cuestiones derivadas de la propuesta,
como versiones robustas del algoritmo, inicializacio´n, etc.
Las principales aportaciones del cap´ıtulo, referentes a la inicializacio´n mediante una
ca´mara se enumeran a continuacio´n:
Se ha propuesto un sistema de optimizacio´n, basado en una te´cnica de “Bundle Ad-
justment”, el cual se deriva de un criterio de ma´xima verosimilitud. Dicho criterio
permite obtener una estimacio´n del vector de estados en la que el impacto del error
acumulativo de la odometr´ıa se ve mitigado considerablemente.
Dentro del criterio de ma´xima verosimilitud, se han propuesto diversas alternativas,
relacionadas con la estructura de la matriz ΣL, con las que se obtiene una relacio´n
de compromiso entre precisio´n en la inicializacio´n y el tiempo de proceso de cada
propuesta.
Mediante una funcio´n de coste robusta, se ha propuesto una versio´n del algoritmo
inmune a posibles “outliers” en la medida.
Se ha desarrollado una te´cnica no iterativa que permite resolver el problema de la
inicializacio´n del vector de estados previa a la optimizacio´n no lineal.
Las principales aportaciones relacionadas con la inicializacio´n mediante mu´ltiples ca´-
maras se enumeran a continuacio´n:
El me´todo presentado mediante de inicializacio´n mediante mu´ltiples ca´maras permite
obtener la pose y geometr´ıa del robot sin necesidad de recurrir a correspondencias
entre mu´ltiples vistas, lo cual es indispensable en situaciones con ca´maras alejadas o
incluso no solapadas.
Se han propuesto una versio´n robusta del algoritmo que permite la presencia de
“outliers” en la medida.
Se han presentado dos me´todos de inicializacio´n previa a la optimizacio´n. Uno de
ellos se basa en la utilizacio´n de la odometr´ıa, siendo equivalente al presentado me-
diante una sola ca´mara. El otro me´todo, ma´s gene´rico, permite obtener una primera
aproximacio´n del vector de estados sin recurrir a la odometr´ıa.
Cap´ıtulo 6
Obtencio´n de la pose del robot a
partir de mu´ltiples ca´maras
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6.1. Introduccio´n
El ca´lculo de la pose de un objeto a partir de correspondencias entre un modelo tri-
dimensional del mismo y su proyeccio´n en una ca´mara de perspectiva se conoce como el
problema PnP (“Perspective n Point problem”), el cual ha sido objeto de amplio estudio
en la literatura. Sus aplicaciones se extienden a a´reas relevantes como la fotogrametr´ıa,
reconstruccio´n tridimensional, robo´tica mo´vil, etc.
Existen ba´sicamente dos tipos de propuestas que ofrecen una solucio´n al problema
PnP. La primera consiste en algoritmos iterativos [Liu et al., 1990] [Phong et al., 1995],
que obtienen la solucio´n de la pose mediante la optimizacio´n de un criterio me´trico (p. ej.
minimizar la distancia entre las medidas y aquellas generadas artificialmente mediante la
pose y el modelo). Suelen presentar una precisio´n muy alta siempre y cuando su conver-
gencia se garantice. Para ello, en general requieren partir de un valor de la pose pro´ximo
al exacto, de tal manera que se minimice la probabilidad de caer en un extremo local. Su
tiempo de co´mputo es elevado cuando el nu´mero de correspondencias entre el modelo y la
imagen es grande.
El segundo enfoque del problema, el cual es el objetivo en el presente cap´ıtulo, se centra
con atencio´n en algoritmos no iterativos y exactos, los cuales no requieran inicializacio´n y
no presenten problemas de convergencia. Las propuestas no iterativas del problema PnP
han proliferado en la literatura [Nister and Stewenius, 2007], requiriendo en numerosas
ocasiones dar solucio´n a complejos sistemas de polinomios mediante el uso de conceptos de
matema´tica simbo´lica (p.ej. resultantes de polinomios) [Quan and Lan, 1999] [Stewenius
et al., 2005]. Dichas te´cnicas son especialmente adecuadas para resolver el problema PnP
en sus casos l´ımite, usando tan solo 3 o 4 correspondencias en la imagen pertenecientes al
modelo. La solucio´n de los casos l´ımite o de nu´mero mı´nimo de correspondencias juega un
papel importante en su aplicacio´n a algoritmos robustos, que discriminan los “outliers” de
un conjunto de medidas.
Muchos de los algoritmos no iterativos, disen˜ados para casos l´ımite, no son adecuados
para solucionar el problema cuando el nu´mero de correspondencias es grande, dada su
complejidad y el hecho de que no se benefician del aumento en el nu´mero de puntos para
obtener una medida de la pose de menor error.
Al contrario que en el caso de una sola ca´mara, en la literatura el problema PnP desde
mu´ltiples ca´maras calibradas o mPnP (“Multiple Perspective n Point Problem”) no ha sido
estudiado con tanta atencio´n , aunque existen trabajos dedicados como el propuesto por
[Chang and Chen, 2004] y recientemente se han ofrecido soluciones al problema para 3 y
4 puntos [Nister and Stewenius, 2007]. En la variante para mu´ltiples ca´maras, se plantea
el problema de la estimacio´n de la pose cuando las correspondencias pertenecen a varias
ca´maras, de las cuales se suponen conocidos sus para´metros de calibracio´n. Las aplicaciones
de esta situacio´n a espacios inteligentes y en concreto al problema propuesto en esta tesis
es fundamental.
Los me´todos no iterativos, que solucionan el problema PnP en el caso de una sola
ca´mara, son dif´ıcilmente aplicables al caso de mu´ltiples ca´maras calibradas, a excepcio´n
del me´todo propuesto por [Nister and Stewenius, 2007] y aproximaciones de mı´nimos
cuadrados lineales [Ess et al., 2007]. El principal inconveniente radica en el hecho de que
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pra´cticamente todos los me´todos exactos existentes solucionan la pose en el sistema de
coordenadas de la ca´mara y suponen un solo centro de proyeccio´n. La inclusio´n directa
de medidas de ca´maras diferentes requiere utilizar un origen de coordenadas diferente
y de manera general una ca´mara gene´rica con mu´ltiples centros de proyeccio´n. Dada la
dificultad de este hecho, en la literatura se propone a menudo restringir la solucio´n al
problema PnP en cada ca´mara por separado utilizando para ello los me´todos existentes.
Este tipo de soluciones desperdician informacio´n valiosa, como puede ser aquella en la que
existen correspondencias entre ca´maras.
En esta tesis se propone un me´todo exacto y no iterativo para resolver el problema PnP
generalizado a varias ca´maras. Se presenta el problema gene´rico para NY correspondencias.
Entre ellas, se distinguira´n las corresponencias simples, en las que un punto del modelo
tridimensional es visto por una ca´mara y las correspondencias mu´ltiples, en las que un
mismo punto es visto por ma´s de dos ca´maras. Siendo de especial intere´s para su utilizacio´n
en algoritmos robustos, se comentara´ la particularizacio´n para el caso l´ımite en el que
NY = 4 correspondencias simples. Se mostrara´ a su vez la particularizacio´n del me´todo
propuesto en el caso de que la pose se encuentre restringida en un plano conocido.
6.2. Propuesta no iterativa de obtencio´n de pose a partir de
mu´ltiples ca´maras
La solucio´n propuesta en esta tesis al problema mPnP ampl´ıa el me´todo presentado
en [Moreno-Noguer et al., 2007], en el cual se da solucio´n al problema PnP con una sola
ca´mara mediante un algoritmo no iterativo de complejidad O(NY ), siendo NY el nu´mero
de correspondencias en total detectadas en las ca´maras. De entre todos los me´todos exactos
propuestos en la literatura, el reciente trabajo realizado en [Moreno-Noguer et al., 2007]
permite utilizar un origen de referencia, desde el que se obtiene la pose del objeto, que no
coincide necesariamente con el de la ca´mara. Este hecho permite obtener la pose mediante
una o varias ca´maras, con diferentes para´metros de calibracio´n y adema´s para un nu´mero
gene´rico de correspondencias. El me´todo propuesto se beneficia de manera natural de la
inclusio´n de mu´ltiples correspondencias para obtener menor error en la pose, ya que se basa
en una solucio´n de mı´nimos cuadrados.
En las siguientes secciones que componen este cap´ıtulo se comentara´ en primer lugar la
parametrizacio´n utilizada y el cambio a coordenadas barice´ntricas del modelo tridimensio-
nal, necesario en el desarrollo del algoritmo. En segundo lugar, el problema del computo de
la pose se trasladara´ a dar solucio´n a un sistema lineal, que, dependiendo de la circunstan-
cia, sera´ sobredeterminado o dara´ lugar a mu´ltiples soluciones, las cuales sera´n reducidas
a una u´nica an˜adiendo restricciones existentes en el planteamiento. El me´todo propuesto,
aplicado a movimientos en un plano conocido, sera´ expuesto a continuacio´n, cerrando el
cap´ıtulo con un ana´lisis del error cometido, y una expresio´n anal´ıtica para obtener una
caracterizacio´n estad´ıstica del mismo.
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6.3. Parametrizacio´n en coordenadas barice´ntricas
Se parte de un conjunto M formado por N puntos que componen el modelo tridimen-
sional del robot o un subconjunto del mismo:
M = {M i i = 1, · · · , N} (6.1)
Se definen 4 puntos de control, C1, · · · , C4, que forman un tetraedro, en cuyo interior
debera´n estar contenidos los puntos del modelo M i i = 1, · · · , N (ver figura 6.1):
Cj =

x
j
c
yjc
zjc

 j = 1, · · · , 4. (6.2)
donde las coordendas tridimensionales de los ve´rtices del tetraedro se expresan mediante
los s´ımbolos xjc, y
j
c , z
j
c (la coordenada y
j
c no se deben confundir con los elementos del vector
de medidas yi,nk , los cuales no utilizan el sub´ındice c).
C1
C2
C3
C4
Modelo 
Tridimensional
Esfera
Inscrita en el 
tetraedro
Figura 6.1: Tetraedro que inscribe a una esfera en la que estan contenidos todos los puntos del
modelo
Cualquiera de los puntos en el modelo M i se puede describir mediante la combinacio´n
lineal de los ve´rtices del tetraedro:
M i =
4∑
j=1
αijC
j
4∑
j=1
αij = 1, (6.3)
siendo αij j = 1, · · · , 4 las coordenadas barice´ntricas de los puntos del modelo, las
cuales son fa´cilmente obtenidas dados los ve´rtices del tetraedro. En la figura 6.2 se muestra
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Figura 6.2: Coordenadas barice´ntricas del punto P en el interior del tria´ngulo definido por los
ve´rtices C1, C2, C3. Las coordenadas barice´ntricas coincide con el valor de las a´reas de los tria´ngulos
PC3C2, PC1C3 y PC1C2, normalizadas por el a´rea total del tria´ngulo C1C2C3.
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Figura 6.3: Coordenadas barice´ntricas del punto P en el interior del tetraedro definido por los
ve´rtices C1, C2, C3, C4, y cuyo volumen se representa mediante VC1C2C3C4 . Las coordenadas bari-
ce´ntricas en este caso se obtienen mediante los volu´menes V1, · · · , V4 encerrados por los 4 posibles
tetrahedros, formados por el punto P y los 4 ve´rtices.
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gra´ficamente el ca´lculo de las coordenadas barice´ntricas en el plano y en la figura 6.3, se
muestra el equivalente en el espacio tridimensional.
En general cualquier posicio´n de los ve´rtices del tetraedro son va´lidas para representar
un conjunto gene´rico de puntos en el espacio, siempre que se asegure que los puntos esta´n
contenidos en el tetraedro. Sin embargo, con el objetivo de mejorar la estabilidad del
algoritmo, en [Moreno-Noguer et al., 2007] se propone un me´todo que dispone los ve´rtices
del tetraedro en funcio´n de las direcciones principales en el espacio de los puntos del modelo.
Se define como M ik i = 1, · · · , N a los puntos M i transformados mediate una trans-
formacio´n af´ın, compuesta por una rotacio´n Rk y una traslacio´n Tk y definida por la pose.
Utilizando las coordendas barice´ntricas αij se comprueba la expresio´n siguiente:
M ik = RkM
i + Tk =
4∑
j=1
αij(RkC
j + Tk) =
4∑
j=1
αijC
j
k, (6.4)
C3k
C1k
C2k
OR
C4k
OW
Mk
Rk, Tk
Figura 6.4: Las relaciones geome´tricas entre los ve´rtices del tetraedro permancen inalteradas ante
una rotacio´n y traslacio´n, por lo que las coordenadas barice´ntricas del punto M no var´ıan.
donde se comprueba que el conjunto de puntos del modelo con respecto al origen de
coordenadas del mundo M ik, i = 1, · · · , N se definen mediante las mismas coordenadas
barice´ntricas calculadas a partir del conjunto M i, i = 1, · · · , N , y utilizando los ve´rtices
del tetraedro transformados por la pose y denotados como Cjk j = 1, · · · , 4.
El proceso que se propone a continuacio´n tiene como objetivo el ca´lculo de Rk y Tk que
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definen la pose del robot, a partir del conjunto M y las medidas en el plano imagen Yk. Para
ello, en lugar de plantear un sistema que relacione Yk en te´rminos de la pose, se propone
resolver un sistema de ecuaciones en te´rminos de coordenadas del tetraedro transformado
por la pose Cjk j = 1, · · · , 4. La relacio´n entre Yk y el tetraedro transformado se obtiene
a partir de las coordenadas barice´ntricas αij j = 1, · · · , 4. Dado que las coordenadas
barice´ntricas permanecen inalteradas con los cambios de pose, e´stas se calculan a partir del
modelo disponible M y un tetraedro “base” (Cj j = 1, · · · , 4), en el que esta´ contenido
dicho modelo. De este modo, a partir de los ve´rtices del tetraedro transformado Cjk y
mediante la expresio´n (6.4), se obtiene el conjunto de puntos del modelo M ik i = 1, · · · , N ,
transformados segu´n la pose. A partir de la te´cnica propuesta por [Horn et al., 1988] se
obtiene la matriz de rotacio´n Rk y el vector de traslacio´n Tk que cumplen que M
i
k =
RkM
i+Tk ∀i. Finalmente, el ca´lculo de la pose Xk que da lugar a la rotacio´n y traslacio´n
resulta sencillo.
6.4. Construccio´n del sistema lineal
Mediante el conjunto formado por Nc ca´maras, se obtiene un vector de medidas Yk,
compuesto de NY correspondencias entre puntos del modelo tridimensional y medidas
puntuales en el plano imagen de cualquiera de las ca´maras. El nu´mero de correspondencias
NY incluidas en Yk, y el nu´mero de ca´maras involucradas tendra´n diverso impacto en el
algoritmo propuesto. Es de gran intere´s el desarrollo de un algoritmo que sea versa´til en
el nu´mero de correspondencias y ca´maras involucradas, ya que de este modo, sera´ posible
su uso en el problema concreto planteado, en el cual la informacio´n medida proviene de un
nu´mero variable de ca´maras.
Dada una medida cualquiera yi,nk , incluida en el vector Yk, perteneciente a la ca´mara
n, y correspondiente al punto M i del modelo, se obtiene un sistema de ecuaciones lineales
que la relaciona con la posicio´n del tetraedro Cjk j = 1, · · · , 4, transformado segu´n la pose
actual del robot Xk.
SiendoKnc , R
n
c , T
n
c , los para´metros de calibracio´n de la ca´mara n, la medida y
i,n
k , incluida
en el vector Yk sera´:
(
yi,nk
1
)
= λi,nk K
n
c
4∑
j=1
αij(R
n
cC
j
k + T
n
c ) i = 1, · · · , N n = 1, · · ·Nc (6.5)
donde λi,nk es el factor de escala proyectivo. Desarrollando la ecuacio´n (6.5) mediante
la descripcio´n de Rnc como la concatenacio´n de tres vectores fila F
n
1 , F
n
2 , F
n
3 , el vector T
n
c
en sus tres coordenadas Tnx , T
n
y , T
n
z y considerando que y
i,n
k =
(
ui,nk v
i,n
k
)T
se obtiene la
siguiente expresio´n:

ui,nkvi,nk
1

 = λi,nk

fnu 0 un00 fnv vn0
0 0 1

 4∑
j=1
αij

F
n
1 · Cjk + Tnx
Fn2 · Cjk + Tny
Fn3 · Cjk + Tnz

 i = 1, · · · , N n = 1, · · ·Nc (6.6)
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Las inco´gnitas del sistema son u´nicamente el conjunto de cuatro puntos del tetraedro
Cjk, que forman un total de 12 inco´gnitas y el valor de los NY factores de escala proyectivos
λi,nk , los cuales dependen de manera no lineal con la solucio´n buscada. El valor de los
factores de escala se puede eliminar de las inco´gnitas notando que la tercera fila de la
expresio´n 6.6 resulta:
1 = λi,nk
4∑
j=1
αij(F
n
3 · Cjk + Tnz ) (6.7)
Sustituyendo la ecuacio´n (6.7) en las dos primeras filas de (6.6) se obtiene el siguiente
sistema de ecuaciones dependiente linealmente de los ve´rtices del tetraedro:
4∑
j=1
[
αijf
n
u (F
n
1 · Cjk + Tnx ) + αij(un0 − ui,nk )(Fn3 · Cjk + Tnz )
]
= 0
4∑
j=1
[
αijf
n
v (F
n
2 · Cjk + Tny ) + αij(vn0 − vi,nk )(Fn3 · Cjk + Tnz )
]
= 0 (6.8)
Denotando como vector de inco´gnitas Φ =
(
C1k
T
C2k
T
C3k
T
C4k
T
)T
, y a partir de
las expresiones expuestas en (6.8), se obtiene el correspondiente sistema lineal en Φ:
AΦ = B A ∈ R2NY ×12 B ∈ R2NY (6.9)
Se debe notar que para cada medida en el plano imagen y para cada ca´mara, el sistema
obtiene dos ecuaciones linealmente independientes en funcio´n del vector Φ que contiene los
cuatro ve´rtices del tetraedro.
Utilizando la expresio´n (6.9) como base y en funcio´n de la situacio´n concreta, el sistema
propuesto sera´ sobredeterminado, y por tanto se resolvera´ directamente mediante mı´nimos
cuadrados lineales, o contendra´ infinitas soluciones, en cuyo caso se an˜adira´ informacio´n
extra para resolver la ambigu¨edad.
El sistema propuesto en 6.9 tendra´ una solucio´n, ya sea sobredeterminado o necesitando
restricciones extra, siempre que los puntos del modelo tridimensional cumplan la condicio´n
de no ser ni coplanares ni colineales.
Si se cumplen dichas condiciones en el modelo, el nu´mero de autovalores nulos del
sistema dependera´ de la configuracio´n y tipo de correspondencias. Se distinguira´n dos
tipos de correspondencias en el vector de medidas Yk:
1. Correspondencias simples: aquellos puntos del modelo que son vistos por una sola
ca´mara.
2. Correspondencias dobles o mu´ltiples: aquellos puntos del modelo que son vistos por
dos o mas ca´maras.
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Se presentan a continuacio´n dos resultados que sera´n importantes para clasificar los
valores singulares nulos del sistema (6.9).
Resultado1 : Si todas las correspondencias son simples existe al menos un
autovalor nulo en la matriz ATA:
Demostracio´n. Sea un vector Yk compuesto por medidas correspondientes a una sola
ca´mara (Nc = 1), existe un conjunto de para´metros de calibracio´n u´nico P
1, que da
lugar a los para´metros extr´ınsecos T 1c y R
1
c e intr´ınsecos K
1
c .
Si C1k , · · · , C4k es una solucio´n, aglutinada en el vector columna Φ, al sistema re-
presentado por las ecuaciones (6.9), entonces la siguiente familia uniparame´trica
Cp1k(ν), · · · , Cp4k(ν) tambie´n es solucio´n a dicho sistema:
Cpik(ν) = (ν + 1)C
i
k + ν(R
1
c)
TT 1c (6.10)
Basta sustituir los puntos Cpik en (6.8) para obtener el siguiente sistema:
AΦp = (ν + 1)AΦ− νB = B → (ν + 1)AΦ = (ν + 1)B, (6.11)
donde el vector Φp contiene los puntos Cp
i
k:
Φp =

Cp
1
k
...
Cp4k

 . (6.12)
Dado que Φ es solucio´n del sistema, Φp tambie´n lo es y el sistema tiene al menos un
autovalor nulo.
Resultado2: una correspondencia mu´ltiple solo aporta 3 ecuaciones lineal-
mente independientes al sistema:
Demostracio´n. Sea un conjunto de medidas y1,ik , · · · , yn,ik , contenidas en el vector Yk,
que representan una correspondencia mu´ltiple (punto M i en n ca´maras).
Cada una de las medidas aporta dos ecuaciones segu´n la expresio´n 6.8, dando lugar
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al siguiente conjunto:
4∑
j=1
[
αijf
1
u(F
1
1 · Cjk + T 1x ) + αij(u10 − ui,1k )(F 11 · Cjk + T 1z )
]
= 0
4∑
j=1
[
αijf
1
v (F
1
2 · Cjk + T 1y ) + αij(v10 − vi,1k )(K1 · Cjk + T 1z )
]
= 0 (6.13)
...
...
... (6.14)
4∑
j=1
[
αijf
n
u (F
n
1 · Cjk + Tnx ) + αij(un0 − ui,nk )(Fn3 · Cjk + Tnz )
]
= 0
4∑
j=1
[
αijf
n
v (F
n
2 · Cjk + Tny ) + αij(vn0 − vi,nk )(Fn3 · Cjk + Tnz )
]
= 0 (6.15)
Sabiendo que M ik =
∑
j α
i
jC
j
k y que
∑
j α
i
j = 1, entonces el sistema se simplifica en
la siguiente expresio´n:
(f1uF
1
1 + (u
1
0 − ui,1k )F 13 )M ik = −f1uT 1x − (u10 − ui,1k )T 1z
(f1vF
1
2 + (v
1
0 − vi,1k )F 13 )M ik = −f1vT 1y − (v10 − vi,1k )T 1z (6.16)
...
...
... (6.17)
(fnuF
n
1 + (u
n
0 − ui,nk )Fn3 )M ik = −fnuTnx − (un0 − ui,nk )Tnz
(fnv F
n
2 + (v
n
0 − vi,nk )Fn3 )M ik = −fnv Tny − (vn0 − vi,nk )Tnz (6.18)
,
donde el sistema se simplifica matricialmente como AMM
i
k = BM . Notando que:
M ik = MαiΦ Mαi =

αi1, · · · , αi4 0¯1×4 0¯1×40¯1×4 αi1, · · · , αi4 0¯1×4
0¯1×4 0¯1×4 α
i
1, · · · , αi4

 , (6.19)
entonces el sistema sera´:
AMMαiΦ = BM AM ∈ R2n×3,Mαi ∈ R3×12 (6.20)
Puesto que el rango ma´ximo de AM es 3 y el rango ma´ximo de Mαi es 3, entonces
la matriz del sistema A = AMMαi tambie´n tiene un ma´ximo de tres ecuaciones
linealmente independientes, sin importar cuantas ca´maras observan el mismo punto.
6.4.1. Sistema sobredeterminado o perfectamente determinado
En el caso de que el sistema expuesto en (6.9) sea sobredeterminado, la solucio´n para
los cuatro ve´rtices del tetraedro se obtiene mediante la pseudo inversa de la matriz A, que
resulta de la solucio´n de mı´nimo error cuadra´tico del sistema:
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Φ = (ATA)−1ATB (6.21)
La solucio´n Φ contiene coordenadas espaciales del tetraedro modificado por la pose y
por tanto sera´ exacta en el caso que el vector de medidas no contenga ruido. Obtenido
el vector Φ, se utilizan las coordenadas barice´ntricas resultantes αij , j = 1, · · · 4 para
regenerar el conjunto de puntos del modelo tridimensional M1k , · · · ,MNk , con respecto a la
pose actual del robot:
M ik =
4∑
j=1
αijC
j
k i = 1, · · · , N (6.22)
La pose actual del robot Xk resulta de la obtencio´n de la rotacio´n y translacio´n existente
entre el conjunto de puntos del modelo M1, · · · ,MN y aquellos calculados en (6.22) y
referenciados con respecto a OW :
M ik = RkM
i + Tk ∀i (6.23)
En la literatura existen me´todos exactos y sencillos para la obtencio´n de las matrices Rk
y Tk a partir de los pares M
i
k →M i. En esta tesis se propone usar la propuesta desarrollada
en [Horn et al., 1988], la cual hace uso de cuaterniones de rotacio´n para encontrar una
solucio´n directa y anal´ıtica al problema. Una vez obtenida la transformacio´n af´ın Rk, Tk,
se obtienen sin dificultad los elementos que componen el vector Xk.
El sistema lineal resultante en (6.9) esta´ completamente determinado si el sistema tiene
al menos 12 filas de la matriz A linealmente independientes. Acudiendo a los resultados
anteriormente expuestos, si denominamos N sY al nu´mero de correspondencias simples y N
m
Y
al nu´mero de correspondencias mu´ltiples, se necesita cumplir las condiciones siguientes:{
2N sY + 3N
m
Y >= 12
Nc > 1
(6.24)
donde se entiende que por cada correspondencia mu´ltiple se cuentan todos los puntos
del vector Yk que son imagen de un mismo punto del modelo del robot.
Ejemplo: se tiene un conjunto de NY = N
s
Y ≥ 6 correspondencias simples, donde al
menos una de ellas corresponde a una ca´mara diferente del resto.
6.4.2. Sistema con un u´nico valor singular nulo
Se plantea en este punto la existencia de un u´nico valor singular nulo en la matriz ATA.
En ese caso, el sistema admite una familia uniparame´trica de soluciones que se expresa como
sigue:
Φ = Φ0 + λv λ ∈ R (6.25)
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La obtencio´n de Φ0 es directa a partir de la descomposicio´n en valores singulares de
ATA y el te´rmino independiente B. El vector v corresponde con el autovector de ATA
asociado al u´nico autovalor nulo presente.
La expresio´n (6.25) da lugar al siguiente conjunto de puntos Ck:
Cjk = C0
j
k + λCv
j
k j = 1, · · · , 4 (6.26)
Obviando configuraciones degeneradas de puntos del modelo o ve´rtices del tetraedro,
el sistema tiene en realidad una u´nica solucio´n asociada a un valor de λ concreto. Para
encontrar dicho valor es necesario aplicar restricciones existentes en el problema y que no
han sido impuestas en la construccio´n del sistema de ecuaciones.
Los puntos del tetraedro de referencia Ci, i = 1, · · · , 4 se relacionan mediante una
rotacio´n Rk y una traslacio´n Tk, con aquellos contenidos en Φ y denominados C
i
k, i =
1, · · · , 4. Puesto que dicha transformacio´n af´ın se compone de rotacio´n y traslacio´n, las
distancias entre los puntos del tetraedro de referencia C se conservan en Ck.
Este hecho se traduce en la siguientes restricciones geome´tricas:
||Cj − Ci||2 = ||Cjk − Cik||2 i 6= j, (6.27)
siendo un total de 6 restricciones para 4 puntos del tetraedro.
Aplicando la restriccio´n expresada en (6.27) a la solucio´n obtenida en (6.25), se obtiene
la siguiente relacio´n cuadra´tica en el para´metro λ:
a0 + a1λ+ a2λ
2 = 0, (6.28)
donde los coeficientes a0, a1 y a2 resultan de la siguiente expresio´n:
a0 = ||C0jk − C0ik||2 − ||Cj − Ci||2 (6.29)
a1 = 2(C0
j
k − C0ik)
T
(Cv
j
k − Cvik) (6.30)
a2 = ||Cvjk − Cvik||2 (6.31)
Repitiendo el proceso para todas las restricciones de distancia, se obtiene el conjunto
de 6 relaciones cuadra´ticas para el para´metro λ, siendo e´ste por tanto la solucio´n de un
sistema sobredeterminado de polinomios:
a10 + a
1
1λ+ a
1
2λ
2 = 0
...
...
...
a60 + a
6
1λ+ a
6
2λ
2 = 0 (6.32)
Al igual que en el trabajo propuesto por [Moreno-Noguer et al., 2007], se propone
obtener la solucio´n de mı´nimos cuadrados del sistema (6.32) mediante la te´cnica de la
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relinealizacio´n. Dicha te´cnica convierte el sistema de polinomios en un sistema lineal el
cual es resuelto de manera convencional.
Se define el vector Ψ = (λ, λ2)T , y el sistema lineal equivalente al expuesto en (6.32) en
Ψ como:
AΨΨ−BΨ = 0 AΨ =

a
1
1 a
1
2
...
...
a61 a
6
2

 BΨ =

−a
1
0
...
−a60

 (6.33)
El sistema expuesto en (6.33) se resuelve mediante la pseudoinversa de la matriz AΨ,
obteniendo as´ı el vector Ψ y con e´l, el valor de λ que establece una u´nica solucio´n para los
puntos del tetraedro:
Ψ = (ATΨAΨ)
−1ATΨB λ = Ψ(1) (6.34)
En determinadas configuraciones la matriz AΨ puede ser de rango unidad y por tanto
la solucio´n de mı´nimos cuadrados no esta´ definida. En dicho caso, se obtiene la solucio´n
del para´metro λ mediante la solucio´n directa de las ra´ıces de uno de los polinomios que
forman el sistema a partir de sus coeficientes. De dicho polinomio existen dos soluciones
posibles para el para´metro λ:
λ1 =
−a1 +
√
(a21 − 4a1a0)
a0
λ2 =
−a1 −
√
(a21 − 4a1a0)
a0
(6.35)
Uno de los para´metros λ posibles da lugar a un tetraedro que se encuentra detra´s del
plano imagen de la ca´mara y por tanto es fa´cilmente descartable.
Configuraciones que dan lugar a un autovalor nulo
Las situaciones en las que se encuentra un u´nico autovalor nulo se resumen en las
siguientes condiciones:
{
2N sY + 3N
m
Y = 11
Nc > 2
o
{
2N sY + 3N
m
Y > 11
Nc = 1
(6.36)
es decir, si el nu´mero de filas linealmente independiente es 11 o si se usa una u´nica
ca´mara. La expresio´n 6.36 se cumple en los siguientes ejemplos:
Se tienen N sY > 5 correspondencias simples, pertenecientes a la misma ca´mara. Ejem-
plo: Una sola ca´mara n = 1, N = 10 puntos del modelo y N sY = 10 correspondencias
simples
Yk = (y
1,1
k , · · · , y1,10k ).
6.4. Construccio´n del sistema lineal 159
Se tienen N sY = 4 y N
m
Y = 1.
Ejemplo: Dos ca´maras n ∈ {1, 2}, N = 5 puntos del modelo y NY = 6 correspon-
dencias
Yk = (y
1,1
k , y
1,2
k , y
1,3
k , y
2,3
k , y
2,4
k , y
2,5
k ).
Ejemplo: Cinco ca´maras n ∈ {1, 2, 3, 4, 5, 6}, N = 5 puntos del modelo y NY = 6
correspondencias
Yk = (y
1,1
k , y
2,2
k , y
3,3
k , y
4,3
k , y
5,4
k , y
6,5
k ).
Se tienen N sY = 1 y N
m
Y = 3. Ejemplo: Tres ca´maras n ∈ {1, 2, 3}, N = 4 puntos del
modelo y NY = 7 correspondencias
Yk = (y
1,1
k , y
1,2
k , y
1,3
k , y
2,1
k , y
2,2
k , y
2,3
k , y
3,1
k ).
6.4.3. Sistema con dos valores singulares nulos
En este caso, A posee dos valores singulares nulos y por tanto existe la siguiente familia
de soluciones biparame´trica:
Φ = Φ0 + λ1v1 + λ2v2 λ1, λ2 ∈ R, (6.37)
que a su vez da lugar al siguiente conjunto de puntos Ck:
Cjk = C0
j
k + λ1Cv1
j
k + λ2Cv2
j
k j = 1, · · · , 4 (6.38)
Aplicando una restriccio´n de distancia cualquiera de las seis disponibles (6.27), se ob-
tiene la siguiente ecuacio´n cuadra´tica:
a0,0 + a1,0λ1 + a0,1λ2 + a1,1λ1λ2 + a2,0λ
2
1 + a0,2λ
2
2 = 0, (6.39)
donde los coeficientes a0, a1 y a2 resultan de la siguiente expresio´n:
a0,0 = ||C0jk − C0ik||2 − ||Cj − Ci||2
a1,0 = 2(C0
j
k − C0ik)
T
(Cv1
j
k − Cv1 ik)
a0,1 = 2(C0
j
k − C0ik)
T
(Cv2
j
k − Cv2 ik)
a1,1 = 2(Cv1
j
k − Cv1 ik)
T
(Cv2
j
k − Cv2 ik)
a2,0 = ||Cv1jk − Cv1 ik||2
a0,2 = ||Cv2jk − Cv2 ik||2 (6.40)
En este caso la relinealizacio´n consta de 5 para´metros en el vector Ψ = (λ1, λ2, λ1λ2, λ
2
1, λ
2
2)
T
y 6 restricciones que forman el sistema AΨ, BΨ:
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AΨΨ−BΨ = 0 AΨ =

a
1
1,0 a
1
0,1 a
1
1,1 a
1
2,0 a
1
0,2
...
...
...
...
...
a61,0 a
6
0,1 a
6
1,1 a
6
2,0 a
6
0,2

 BΨ =

−a
1
0,0
...
−a60,0

 (6.41)
Si al menos existen 5 de las 6 restricciones linealmente independientes, el vector Ψ se
obtiene de manera general mediante la expresio´n de la pseudoinversa de la matriz AΨ.
Ψ = (ATΨAΨ)
−1ATΨBΨ λ1 = Ψ(1) λ2 = Ψ(2) (6.42)
En el caso de que la matriz ATΨAΨ sea singular, se an˜aden restricciones que se obvian
en la relinealizacio´n y que tratan las relaciones no lineales existentes entre los propios
elementos del vector Ψ (p. ej. Ψ(1)Ψ(2) = Ψ(3)). Dicha te´cnica se introduce en el siguiente
punto, ya que con ma´s de dos autovalores nulos, sera´ siempre necesario su uso.
Configuraciones que dan lugar a dos autovalores nulos
Las situaciones en las que se tienen dos valores singulares nulos en la matriz M son las
siguientes:
{
2N sY + 3N
m
Y = 10 (6.43)
Las situaciones en las que se cumple la condicio´n (6.43) se muestran a continuacio´n:
Se tienen NY = 5 correspondencias simples, pertenecientes a una o varias ca´maras.
Ejemplo: Una sola ca´mara n = 1, N = 5 puntos del modelo y NY = 5 correspon-
dencias
Yk = (y
1,1
k , · · · , y1,5k ).
Ejemplo: Cuatro ca´maras n =∈ {1, 2, 3, 4}, N = 5 puntos del modelo y NY = 5
correspondencias
Yk = (y
1,1
k , y
2,2
k , y
3,3
k , y
4,4
k , y
4,5
k ).
Se tienen N sY = 2 y N
m
Y = 2. Ejemplo: Cuatro ca´maras n =∈ {1, 2, 3, 4}, N = 4
puntos del modelo y NY = 5 correspondencias
Yk = (y
1,1
k , y
1,2
k , y
2,3
k , y
3,3
k , y
4,4
k , y
5,4
k ).
6.4.4. Sistema con ma´s de dos valores singulares
En este punto se tratan los casos en los que se tienen 3 o 4 valores singulares, producidos
por situaciones en las que se cubre completamente la casu´ıstica de correspondencias en el
vector de medidas, incluidas aquellas con un mı´nimo de 4 correspondencias simples del
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modelo. Se plantea con ma´s detalle a continuacio´n la solucio´n con 3 valores singulares
nulos.
En este caso existe una familia de soluciones de tres para´metros:
Φ = Φ0 + λ1v1 + λ2v2 + λ3v3 λ1, λ2, λ3 ∈ R, (6.44)
dando lugar al siguiente conjunto de puntos Cjk j = 1, · · · , 4:
Cjk = C0
j
k + λ1Cv1
j
k + λ2Cv2
j
k + λ3Cv3
j
k j = 1, · · · , 4 (6.45)
Mediante las restricciones de distancia de los puntos del tetraedro se obtiene un sistema
AΨ linealizado de 6 ecuaciones sobre un vector Ψ de 9 inco´gnitas:
Ψ =
(
λ1 λ2 λ3 λ1λ2 λ1λ3 λ2λ3 λ
2
1 λ
2
2 λ
2
3
)T
(6.46)
El sistema esta´ infradeterminado y por tanto la matriz ATΨAΨ tiene como mı´nimo 3
valores singulares nulos. Existe por tanto una familia, que supondremos en un caso general
de 3 para´metros, que define la solucio´n al vector Ψ:
Ψ = Ψ0 + δ1Ψv1 + δ2Ψv2 + δ3Ψv3 (6.47)
La indeterminacio´n de Ψ proviene del aumento de para´metros que requiere la relineali-
zacio´n del sistema de polinomios, y se puede resolver el valor exacto de λ1, λ2 y λ3 aplicando
restricciones a los elementos que lo componen.
Para representar de una manera compacta dichas restricciones, se propone la siguiente
descripcio´n de los elementos que componen el vector Ψ:
Ψ =
(
Ψ1,0,0 Ψ0,1,0 Ψ0,0,1 Ψ1,1,0 Ψ1,0,1 Ψ0,2,1 Ψ2,0,0 Ψ0,2,0 Ψ0,0,2
)T
, (6.48)
donde cada elemento se indexa por tres coordenadas que indican el exponente corres-
pondiente al para´metro λ. De este modo Ψ1,0,1 = λ1λ3 o´ Ψ2,0,0 = λ
2
1. Mediante dicha
numeracio´n, las restricciones corresponden a la siguiente expresio´n:
Ψi1,j1,k1Ψi2,j2,k2 = Ψi3,j3,k3Ψi4,j4,k4 (6.49)
(6.50)
i1 + i2 = i3 + i4 i1 + i2, i3 + i4 = 0, 1, 2
j1 + j2 = j3 + j4 i1 + i2, i3 + i4 = 0, 1, 2
k1 + k2 = k3 + k4 i1 + i2, i3 + i4 = 0, 1, 2,
(6.51)
donde se supone que el elemento Ψ0,0,0 = 1 y se deben eliminar todas aquellos casos que
se repiten bien debido a la propiedad conmutativa de la multiplicacio´n (p. ej. Ψ0,0,1Ψ1,0,0 =
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Ψ1,0,0Ψ0,0,1) o bien aquellos debidos a un intercambio entre los valores de los coeficientes
en ambos lados del signo de igualdad (p. ej. Ψ0,0,1Ψ1,0,0 = Ψ1,0,1 → Ψ1,0,1 = Ψ0,0,1Ψ1,0,0).
Cada restriccio´n, resultado de la expresio´n (6.49), da lugar a una ecuacio´n polino´mica
de segundo orden en las variables δ1, δ2, δ3.
Mediante una nueva relinealizacio´n se obtiene un sistema lineal en el vector de inco´gnitas
Υ:
Υ = (δ1, δ2, δ3, δ1δ2, δ1δ3, δ2δ3, δ
2
1, δ
2
2, δ
2
3) (6.52)
AΥΥ = BΥ Υ = (A
T
ΥAΥ)
−1ATΥBΥ (6.53)
Obtenido el vector Υ, se compone la solucio´n para el vector Ψ utilizando la expresio´n
(6.40) y de nuevo la solucio´n para los puntos del tetraedro mediante la expresio´n (6.38).
En el caso de que se tengan 4 autovalores nulos en el sistema (6.9), el desarrollo es exacto
al propuesto para 3, con la salvedad del aumento de variables requeridas en el vector Ψ,
que asciende a 14 y en el nu´mero de autovalores nulos de AΨ, que asciende a 8. El homo´logo
de la expresio´n (6.49) corresponde con la siguiente expresio´n:
Ψi1,j1,k1,n1Ψi2,j2,k2,n2 = Ψi3,j3,k3,n3Ψi4,j4,k4,n4
i1 + i2 = i3 + i4 → i1 + i2 = 0, 1, 2 i3 + i4 = 0, 1, 2
j1 + j2 = j3 + j4 → j1 + j2 = 0, 1, 2 j3 + j4 = 0, 1, 2
k1 + k2 = k3 + k4 → k1 + k2 = 0, 1, 2 k3 + k4 = 0, 1, 2
n1 + n2 = n3 + n4 → n1 + n2 = 0, 1, 2 n3 + n4 = 0, 1, 2
, (6.54)
donde de manera equivalente se obtiene un sistema de polinomios que se resuelve me-
diante una nueva relinealizacio´n usando el vector Υ, cuyo taman˜o asciende a 20.
En ambos casos, 3 o 4 autovalores nulos, existen determinadas configuraciones en las
que el sistema AΥ nuevamente posee al menos un autovalor nulo. En dichos casos, puesto
que el vector Υ proviene de una relinealizacio´n de un sistema de polinomios, admite un
conjunto de restricciones, como se hizo con el vector Ψ. Mediante la aplicacio´n de nuevo
del proceso al vector Υ, se obtiene un sistema determinado que admite solucio´n.
Configuraciones que dan lugar tres autovalores nulos
Las situaciones que requieren resolver el problema de 3 autovalores aparecen bajo las
circunstancias siguientes:
{
2N sY + 3N
m
Y = 9
Nc > 1
(6.55)
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Se tiene N sY = 3 y N
m
Y = 1.
Ejemplo: Dos ca´maras n =∈ {1, 2}, N = 4 puntos del modelo y NY = 5 correspon-
dencias
Yk = (y
1,1
k , y
1,2
k , y
1,3
k , y
2,3
k , y
2,4
k ).
Configuraciones que dan lugar a cuatro autovalores nulos
El problema que genera 4 autovalores corresponde al caso siguiente:{
2N sY + 3N
m
Y = 8 , (6.56)
donde puesto que el nu´mero de puntos del modelo tridimensional debe ser N > 3, ya que
de otro modo estar´ıa contenido en un plano, la condicio´n 6.56 implica que NmY = 0 y por
tanto se simplifica a exigir que N s = NY = 4.
Se tiene un vector de medidas de NY = 4 correspondencias simples en una o varias
ca´maras.
Ejemplo: Dos ca´maras n =∈ {1, 2}, N = 4 puntos del modelo y NY = 4 correspon-
dencias
Yk = (y
1,1
k , y
1,2
k , y
2,3
k , y
2,4
k ).
Ejemplo: Una ca´mara n = 1, N = 4 puntos del modelo y NY = 4 correspondencias
Yk = (y
1,1
k , y
1,2
k , y
1,3
k , y
1,4
k ).
La solucio´n al problema de los cuatro puntos corresponde al problema l´ımite y mediante
el me´todo propuesto es resuelto para una o varias ca´maras.
6.5. Solucio´n para movimientos restringidos a un plano
En aquellas configuraciones en las que el movimiento del objeto esta restringido en
un plano conocido, como es el caso de un robot con ruedas en su movimiento por el
plano del suelo, el algoritmo planteado se simplifica considerablemente y requiere de ciertas
modificaciones que se presentan en esta seccio´n.
Se supone que el plano, al cual esta´ restringido el movimiento, coincide con el plano
x3 = 0 en el sistema de coordenadas del mundo OW . En caso de que el plano no coincida
con el utilizado en el eje x3, sera´ suficiente con transformar el origen de coordenadas del
mundo OW de tal manera que coincidan.
6.5.1. Construccio´n del sistema lineal
Si el robot se mueve en el plano x3 = 0, la pose estara´ definida por un a´ngulo de rotacio´n
αk en el eje x
3 y la posicio´n en el plano x1, x2. Las matrices Rk y Tk de la expresio´n (6.23),
las cuales representan el movimiento del robot, sera´n:
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Rk =

cos(αk) −sin(αk) 0sin(αk) cos(αk) 0
0 0 1

 Tk =

Tx1,kTx2,k
0

 . (6.57)
Como consecuencia, las coordenadas en el eje x3 del tetraedro (transformado por la
pose) que se busca zjc,k, j = 1, · · · , 4 permanecera´n invariantes con respecto a las obtenidas
en el sistema de coordenadas del robot zjc , j = 1, · · · , 4. De este modo, el sistema lineal
expuesto en (6.8) posee en este caso como inco´gnitas tan solo las coordenadas en el plano
de cada ve´rtice del tetraedro:
Φp =
(
x1c,k y
1
c,k x
2
c,k y
2
c,k x
3
c,k y
3
c,k x
4
c,k y
4
c,k
)T
(6.58)
Si se descompone la matriz A original mostrada en (6.9) en sus doce columnas:
A =
(
AC1 · · · AC12
)
, (6.59)
entonces el sistema ApΦp = Bp resultante de incluir como constantes las coordendas
zjc,k, en las ecuaciones (6.8) sera´:
Ap =
(
AC1 AC2 AC4 AC5 AC7 AC8 AC10 AC11
)
(6.60)
Bp = B − z1cAC3 − z2cAC6 − z3cAC9 − z4cAC12 (6.61)
6.5.2. Sistema sobredeterminado o perfectamente determinado
Si el rango de la matriz Ap es ma´ximo, la solucio´n a los ve´rtices del tetraedro en el
plano x3 = 0, se obtiene, de forma general, mediante la pseudoinversa de la matriz Ap, de
manera ana´loga a la expresio´n (6.21):
Φp = (A
T
pAp)
−1ATpBp. (6.62)
Los puntos del tetraedro, transformados segu´n la pose actual se compondra´n por tanto
de la solucio´n obtenida en Φp y las coordenadas en el eje z, que permacen constantes:
Cjk =
(
xjc,k y
j
c,k z
j
c
)
j = 1, · · · , 4 (6.63)
Mediante la expresio´n (6.22), se obtienen las coordenadas de los puntos del modelo
tridimensional del robot con respecto a la pose actual M ik, i = 1, · · · , N . En este caso,
tal y como se ha mostrado en (6.57), la rotacio´n y traslacio´n que define la pose, y que
relacionan M ik con M
i, tiene una estructura simplificada. Su obtencio´n se realiza con una
versio´n modificada del algoritmo comentado en [Horn et al., 1988] y aplicado al caso de
movimientos en un plano.
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El sistema propuesto posee solucio´n directa siempre que se dispongan de al menos 4
correspondencias simples entre el modelo y las medidas y que e´stas no correspondan a
puntos coplanares. La propuesta restringida en un plano permite por tanto determinar la
pose, mediante una o varias ca´maras, sin necesidad de obtener descomposiciones en valores
singulares, como s´ı ocurr´ıa en el caso de movimiento no restringido.
Cuando el movimiento del objeto se realiza en un plano es posible en teor´ıa obtener
la pose un´ıvocamente mediante un nu´mero inferior a 4 correspondencias. Sin embargo en
dichos casos, que corresponden a modelos compuestos por 3 e incluso 2 puntos, e´stos son
necesariamente coplanares o colineales, lo cual no impone suficientes restricciones para
calcular los ve´rtices del tetraedro. El algoritmo propuesto para dichos casos particulares,
requiere modificaciones esenciales, las cuales sera´n validas para dar adicionalmente solu-
ciones al problema en caso de coplanaridad y colinealidad.
6.5.3. Co´mputo de pose para puntos coplanares
En este punto se describe el algoritmo de obtencio´n de la pose de un objeto que se
mueve en el plano x3 = 0 y cuyo modelo tridimensional se compone de puntos coplanares.
El plano Π, al cual pertenecen todos los puntos, se define por su vector director nΠ y su
distancia al origen dΠ. De esta manera la siguiente relacio´n se cumple:
nΠM i + dΠ = 0 i = 1, · · · , N (6.64)
Puesto que los puntosM i se encuentran contenidos en un plano, se contruye un tria´ngulo
cualquiera C1, C2, C3, que reemplaza al tetraedro de la seccio´n anterior, tal que el conjunto
de puntos se encuentre siempre dentro del mismo.
El conjunto de puntos se puede describir mediante las coordenadas barice´ntricas en
dicho tria´ngulo, como fue mostrado en la figura 6.2. Es decir, por cada M i existe un
vector de tres coordenadas barice´ntricas αi = (αi1, α
i
2, α
i
3) tal que:
M i = αi1C
1 + αi3C
2 + αi3C
3 αi1 + α
i
2 + α
i
3 = 1 (6.65)
Al igual que se propuso con los ve´rtices del tetraedro, en este caso ante un cambio en la
pose del objeto, las coordenadas del tria´ngulo Cjk · · · j = 1, 2, 3 bastan para definir la pose
del robot Xk y los puntos M
i
k transformados.
En este caso se construye un vector de nueve inco´gnitas Φ = ((C1k)
T
, (C2k)
T
, (C3k)
T
),
compuesto por las coordenadas de los tres puntos del tetraedro. Utilizando las mismas
ecuaciones presentadas en (6.8), pero particularizadas para utilizar tres puntos de control
en lugar de cuatro, que corresponder´ıan al tetraedro, se construye sin dificultad un sistema
lineal equivalente para el vector Φ:
AΦ = B A ∈ R2NY ×9 B ∈ R2NY (6.66)
Puesto que el robot se mueve en el plano x3 = 0, se propone de nuevo transformar el
sistema (6.66) en uno con seis inco´gnitas:
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Φp = (x
1
c,k, y
1
c,k, x
2
c,k, y
2
c,k, x
3
c,k, y
3
c,k)
T , (6.67)
donde xjk, y
j
k, representan las coordenadas en el plano x
3 = 0 de los puntos del tria´ngulo.
Del mismo modo, descomponiendo A en sus nueve columnas AC1 , · · · , AC9 , se obtienen las
matrices Ap y Bp
Ap =
(
AC1 AC2 AC4 AC5 AC7 AC8
)
(6.68)
Bp = B − (AC3z1c +AC6z2c +AC9z3c ) (6.69)
El sistema Ap, Bp esta´ determinado incluso con al menos 3 puntos del modelo (siempre
y cuando no sean colineales), vistos por un nu´mero gene´rico de ca´maras que aportan al
menos 3 correspondencias simples de los mismos.
6.5.4. Co´mputo de pose para puntos colineales
Si el conjunto de puntos forma una recta en el espacio tridimensional y el robot se
mueve en el plano x3 = 0, existe la posibilidad de obtener la pose. En este caso, puesto que
los puntos son colineales, es suficiente encontrar dos puntos C1, C2 de la recta que forman,
entre los cuales este´n contenidos todos aquellos del modelo. Las coordenadas αi en este
caso se compondra´n de dos valores que determinan un´ıvocamente la posicio´n de cualquier
punto del modelo:
M i = αi1C
1 + αi2C
2 αi1 + α
i
2 = 1 i = 1, · · · , N (6.70)
De un modo totalmente ana´logo al caso anterior, se construye un sistema lineal que tiene
como inco´gnitas las coordenadas tridimensionales de los dos puntos de control C1k , C
2
k , que
corresponden con C1, C2 transformados por la pose actual del robot. Mediante la restriccio´n
al movimiento en el plano x3 = 0, se obtiene el sistema Ap, Bp para el ca´lculo del vector Φp,
en este caso compuesto por 4 valores. El sistema con un mı´nimo de 2 puntos tiene solucio´n
directa en este caso.
6.6. Ana´lisis de la complejidad nume´rica del me´todo
Una de las propiedades ma´s interesantes del me´todo propuesto en este cap´ıtulo radica
en que su complejidad es O(NY ) para un nu´mero grande de correspondencias. Puesto
que los puntos del tetraedro son siempre 4 independientemente de NY , el sistema lineal
expresado en (6.9) y en concreto la matriz ATA ∈ R12×12, siempre es del mismo taman˜o.
Despreciando la complejidad de obtener los valores singulares de una matriz 12 × 12, si
NY es suficientemente grande, la complejidad del algoritmo tiene como paso dominante el
tiempo empleado en solucionar el producto ATA, ya que la matriz A ∈ R2NY ×12. Dicho
producto tiene una complejidad de O(NY ) y al ser el paso ma´s costoso el me´todo completo
se puede considerar lineal en complejidad.
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En el caso de un nu´mero reducido de correspondencias, la etapa dominante del algoritmo
recae en el ca´lculo de los valores singulares de la matriz ATA, siendo au´n as´ı una tarea que
se puede realizar cientos de veces por segundo dada la tecnolog´ıa actual.
6.7. Efectos del ruido de la medida y el modelo en la esti-
macio´n de la pose
En esta seccio´n se discute el efecto que tiene el ruido an˜adido en las medidas, en la
solucio´n propuesta para la pose. La presencia de ruido en las medidas afectara´ sensiblemente
no so´lo al valor nume´rico de la pose, sino tambie´n a la identificacio´n de los valores singulares
nulos del sistema.
6.7.1. Ruido y autovalores de la matriz ATA
El me´todo presentado en esta seccio´n requiere en general la identificacio´n de los valores
singulares nulos de la matriz ATA, para, de este modo, identificar su nu´mero y aplicar el
desarrollo correspondiente. Como se ha comentado, a lo largo del cap´ıtulo, dependiendo de
la situacio´n, se ha demostrado anal´ıticamente cuantos valores singulares exactamente igua-
les a cero se espera encontrar. Sin embargo, en los entornos donde las medidas contenidas en
el vector Yk o las coordenadas tridimensionales del modelo se encuentran contaminadas con
ruido, los valores singulares no son exactamente nulos, y el algoritmo debe encontrar aque-
llos que sean suficientemente pequen˜os. Los umbrales utilizados para discriminar los valores
singulares pequen˜os son en general dif´ıciles de ajustar automa´ticamente y no garantizan
que los autovalores elegidos sean los correctos. Un error en la eleccio´n de los autovalores
tiene como consecuencia una pose totalmente desplazada, y por tanto la eleccio´n de los
autovalores correctos se presenta como un problema crucial.
En el cap´ıtulo se ha puesto e´nfasis en las situaciones que dan lugar a distintos autovalo-
res en funcio´n del nu´mero de ca´maras y puntos del modelo. Se propone por tanto identificar
los autovalores atendiendo a dicha clasificacio´n, puesto que el origen de las medidas inclui-
das en Yk es conocido. Mediante una tabla de bu´squeda, el algoritmo averigua el nu´mero
de autovalores nulos que se espera encontrar, los cuales debera´n coincidir con los de valor
inferior encontrados realemente en ATA. En la tabla 6.1, se muestra una ordenacio´n de los
autovalores de la matriz en funcio´n del nu´mero correspondencias simples y mu´ltiples que
resume y simplifica todas las condiciones citadas en el texto.
En los casos en los que exista cierta ambigu¨edad en la eleccio´n de los valores singulares
ma´s pequen˜os, como ocurrir´ıa si poseen un orden de magnitud similar, se obtendra´n las
posibles combinaciones, eligiendo aquella que menor error de reproyeccio´n presenta. Dicha
te´cnica que tambie´n es propuesta en [Moreno-Noguer et al., 2007], aunque en dicho caso
no se realiza una clasificacio´n e identificacio´n de las configuraciones que dan lugar a un
nu´mero determinado de valores singulares.
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Nc No Corr. Simples NsY No Corr. Dobles NmY No Corr. Totales No Autovalores nulos
1 >5 0 >5 1
1 5 0 5 2
1 4 0 4 4
>1 4 0 4 4
>1 3 1 4 3
>1 2 2 4 2
>1 1 3 4 1
>1 X Y X+Y>4 0
Tabla 6.1: Clasificacio´n de los valores singulares de la matriz en funcio´n del nu´mero y tipo de
correspondencias
6.7.2. Propagacio´n del ruido de medidas y el modelo en la estimacio´n
En este apartado se pretende encontrar un me´todo que permita conocer la incertidumbre
que se espera obtener en el ca´lculo de la pose, a partir de la incertidumbre conocida en
medidas y puntos del modelo tridimensional. El ca´lculo de dicha incertidumbre, definida
como una matriz de covarianza, permite integrar debidamente el algoritmo planteado dentro
de la estructura de inferencia bayesiana del cap´ıtulo 7.
El vector de medidas Yk se considera como un proceso gausiano Yk de media Yˆk y
matriz de covarianza ΣL. Suponiendo un vector columna M =
(
(M1)T , · · · , (MN )T )T que
contiene los N puntos que forman el modelo tridimensinal del robot, se le considera tambie´n
un proceso aleatorio gausiano M, descrito mediante su media Mˆ y matriz de covarianza
ΣM .
Se pretende por tanto, a partir de la descripcio´n gausiana de las medidas y modelo,
obtener una estimacio´n, tambie´n gausiana, de la incertidumbre resultante en la solucio´n
de la pose, mediante la obtencio´n de su matriz de covarianza ΣX . La obtencio´n de una
estimacio´n precisa de la matriz ΣX permitira´ obtener en el cap´ıtulo siguiente un proceso
bayesiano de baja complejidad que hara´ uso del modelo estad´ıstico aqui presentado.
El algoritmo propuesto en este cap´ıtulo para la obtencio´n de la pose, requiere del
ca´lculo de magnitudes que dependen de una forma no lineal con Yk o M y que en muchas
ocasiones son obtenidas mediante te´cnicas iterativas (p. ej. ca´lculo de valores singulares en
la matriz ATA). La propagacio´n de procesos estad´ısticos en esas circunstancias requiere
de metodolog´ıas en las que no sea necesario disponer de una descripcio´n anal´ıtica de la
funcio´n sobre la que se quiere propagar el proceso aleatorio.
Como se comento´ en el cap´ıtulo 3, en la presente tesis se ha abordado el problema de
propagacio´n de procesos aleatorios mediante aproximaciones de primer orden que requieren
de funciones derivables, como hace uso el filtro de Kalman Extendido. Sin embargo, en
este caso se propone acudir explicitamente a una alternativa que no requiere de dichas
aproximaciones, como es la “Transformada Unscented”. Esta transformada, detallada en
[Van der Merwe et al., 2000], hace uso de puntos de prueba, llamados “Sigma Points” y
cuya evaluacio´n en la funcio´n de intere´s, en este caso el proceso propuesto de pose a partir
de medidas en el plano imagen, permite obtener una estimacio´n gausiana del proceso.
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Se plantea obtener, a partir de las descripciones de Yk y de M, y mediante la transfor-
mada Unscented, la descripcio´n del proceso Xk, que representa la pose obtenida mediante
el me´todo mPnP planteado en este cap´ıtulo.
En el algoritmo 7 se muestra la aplicacio´n de la transformada “Unscented” en el pro-
blema planteado. Se considera al proceso completo de ca´lculo de pose presentado en este
cap´ıtulo como una funcio´n no anal´ıtica nombrada fPnP , en la cual, dado un valor concreto
del vector Yk y un valor para M , obtiene un valor de la pose del robot Xk. La transformada
Unscented obtiene una caracterizacio´n de la media y varianza de la pose y que definen el
proceso Xk. Se considera en todo momento que los procesos Yk y M son incorrelados y por
tanto en el algoritmo 7, el ca´lculo de los puntos de prueba de la transformada “Unscented”
se realiza por separado.
La transformada “Unscented” posee una complejidad dominada por el ca´lculo de la
raiz cuadrada de la matriz de covarianza de los procesos Yk y M, que se muestra en las
ecuacio´n 6.73. La raiz cuadrada de una matriz de covarianza de N filas se calcula mediante
la factorizacio´n Cholesky de la misma, la cual posee una compledjidad O(N3). El me´todo
propuesto en el algoritmo 7 posee en un principio una complejidad O((2NY )3 + (3N)3),
dominada por las factorizaciones de las matrices ΣY y ΣM . Sin embargo, se puede considerar
que ΣY es constante, diagonal en la mayor´ıa de ocasiones, por lo que su raiz cuadrada
puede ser precalculada. La matriz ΣM generalmente variara´ con el tiempo en el algoritmo
presentado en el cap´ıtulo 7. Sin embargo, dada la naturaleza recursiva del filtro de Kalman,
la factorizacio´n Cholesky admitira´ una actualizacio´n recursiva con una complejidad O(N2),
siendo N el nu´mero de puntos tridimensionales dentro del conjunto M . Dicha actualizacio´n
recursiva se presentara´ en el citado cap´ıtulo, considerando que el tiempo de co´mputo de la
misma es el paso dominante del proceso de obtencion del proceso X aqu´ı presentado.
Con el objetivo de justificar el me´todo propuesto, se ha realizado una simulacio´n de
Monte Carlo de la desviacio´n real que se produce en la funcio´n fPnP en funcio´n del ruido
introducido en las medidas. El experimento que se ha realizado consta de un total deN = 40
puntos de un modelo tridimensional en un espacio de hasta cuatro ca´maras Nc = 4, cuya
distribucio´n geome´trica se muestra en la figura 6.5.
Se propone variar la desviacio´n t´ıpica de las medidas en el rango siguiente:
σv =
(
0,01 0,1 1 10 100
)
,
suponiendo una matriz ΣL compuesta por el valor σ
2
v en su diagonal. La varianza aso-
ciada al modelo, ΣM , se introduce diagonal suponiendo una desviacio´n t´ıpica individual
de σm = 2, que quedara´ fija en el experimento. La simulacio´n de Monte Carlo se realiza
para una poblacio´n total de NM = 10
5 muestras, comprobando que ma´s iteraciones no
modifician apreciablemente la varianza muestral. La simulacio´n se ha dividido para una o
varias ca´mras, ya que como se mostrara´ a continuacio´n existen diferencias evidentes en el
comportamiento y linealidad entre ambas.
Cada una de las NM muestras de Monte Carlo representan una posible medida Yk
de los N puntos en el conjunto de ca´maras y un modelo M de N puntos. Cada una de
dichas muestras se ha contaminado con el ruido correspondiente a los procesos Yk de
medida y el proceso M del modelo. A partir de la funcio´n fPnP , se obtienen un conjunto
de NM posibles valores de pose, definida esta como las tres posiciones en el espacio y los
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Algoritmo 7 Obtencio´n de Xk a partir de Yk y M
Require: Distribucio´nes gausianas Yk = N(Yˆk,ΣL) y M = N(M,ΣM ).
1: Se obtienen dos conjuntos de NS = 2NX + 1 (NX = 2NY + 3N) pesos escalares Ψ
m y ΨΣ:
Ψm0 =
λ
NS + λ
ΨΣ0 =
λ
NS + λ
+ (1− α2 + β) (6.71)
Ψmi = Ψ
Σ
i =
1
2(NX + λ)
, i = 1, · · · , 2NX , (6.72)
donde λ = NX(α
2 − 1). La constante α determina el esparcimiento de los puntos de prueba
alrededor de la media (10−4 < α ≤ 1) y β = 2 para distribuciones gausianas.
2: Calcular NS puntos de prueba o´ptimos (puntos sigma) (χ
Y , χM ) y sus correspondientes para
los procesos (Yk,M).


χY0 = Yˆk
χYi = χ
Y
0 +
√
(NX + λ)ΣY i i = 1, · · · , NX
χYi = χ
Y
0 −
√
(NX + λ)ΣY i i = NX + 1, · · · , 2NX
(6.73)


χM0 = Mˆ
χMi = χ
M
0 +
√
(NX + λ)ΣMi i = 1, · · · , NX
χMi = χ
M
0 −
√
(NX + λ)ΣMi i = NX + 1, · · · , 2NX
, (6.74)
donde cada te´rmino
√
(NX + λ)ΣMi corresponde con la fila i de la raiz cuadrada de la matriz
(NX + λ)ΣM .
3: Propagacio´n de los puntos sigma a trave´s de la funcio´n fPnP .
χXi = fPnP (χ
Y
i , χ
M
i ) i = 1..NS
4: Ca´lculo de la media y varianza del proceso Xk
Xˆk =
NS∑
i=0
ψiχ
X
i
ΣX =
NS∑
i=0
ψi[(χ
X
i − Xˆk)(χXi − Xˆk)T ]
(6.75)
5: La distribucio´n gaussiana buscada para la pose y estructura es Xk = (Xˆk,ΣX)
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Figura 6.5: Distribucio´n de ca´maras y puntos del modelo tridimensional
valores del cuaternio´n de rotacio´n. Mediante los valores evaluados de pose se obtiene la
correspondiente varianza muestral ΣmX y media muestral X
m
k del proceso. Dicha varianza
y media se compara con aquella obtenida mediante el algoritmo 7. En las figuras 6.6.a y
6.6.b se muestran respectivamente los errores relativos cometidos en la varianza y media
entre la simulacio´n de Monte Carlo y el me´todo propuesto, para Nc = 2 y Nc = 1 ca´maras.
El error relativo de la varianza y la media se definen a continuacio´n:
ǫΣ =
||ΣmX − ΣX |
||ΣX || ǫX =
||XmK − Xˆ||
||Xˆ|| , (6.76)
definiendo el operador norma a una matriz como la norma de todos sus elementos ordenados
en un vector columna.
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Figura 6.6: Errores relativos en la media y varianza del proceso para una y dos ca´maras.
Como se aprecia en la figura 6.6.a, la estimacio´n de la varianza es muy precisa, ǫΣ <
1 %, para desviaciones t´ıpicas inferiores a σv = 10. Superando ese valor, el error en la
172 Obtencio´n de la pose del robot a partir de mu´ltiples ca´maras
estimacio´n aumenta considerablemente. En la figura 6.7 se muestra la estimacio´n de la
varianza gra´ficamente. En las figuras 6.7.a, 6.7.b y 6.7.c se muestran los planos X − Y ,
X−Z e Y −Z respectivamente. En cada uno se han representado como puntos la posicio´n
de una porcio´n de las part´ıculas utilizadas en la simulacio´n de Monte Carlo, y como elipses
las covarianzas, tanto la muestral como la estimada para el caso en el que σv = 0,1. En
las figuras 6.7.d, 6.7.e y 6.7.f se muestran las mismas magnitudes para el caso en el que
σv = 100. Como se observa fa´cilmente, las distribucion de puntos no es gausiana en este
u´ltimo caso, y por tanto la transformada Unscented falla en su estimacio´n. Sin embargo para
una varianza en el ruido de medida inferior, la distribucio´n es gausiana y la transformada
Unscented es precisa.
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Figura 6.7: Simulacio´n de Monte Carlo de la varianza del error cometido en el ca´lculo de la pose.
Mediante mu´ltiples ca´maras, la estimacio´n de ΣX es ma´s precisa para un nivel de ruido
superior que en el caso de una sola ca´mara, llegando a ser precisa para una varianza en la
imagen de σv = 10. E´ste hecho es razonable, ya que en general, mediante varias ca´maras el
problema esta´ mejor condicionado y por lo tanto es esperable una mejor´ıa, la cual se hara´
patente tambie´n en los resultados que se presentan en la proxima seccio´n.
6.8. Evaluacio´n experimental
Se propone realizar, mediante un entorno de medida simulado, una serie de experimentos
que verifiquen y validen el algoritmo propuesto. El entorno simulado que se utilizara´ en esta
seccio´n consta de un conjunto de ca´maras dispuestas en la misma distribucio´n geome´trica
y para´metros de calibracio´n utilizados con ca´maras reales. Al igual que en el experimento
anterior, la geometr´ıa del robot consta de una nube aleatoria de puntos que se encuentra
contenida en una esfera de radio R = 900mm. La disposicio´n geome´trica de las ca´maras se
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muestra en la figura 6.5. Los para´metros de calibracio´n de las ca´maras y ma´s detalles sobre
esta disposicio´n se mostrara´n en el cap´ıtulo 8. La posicio´n en el plano imagen dada por Yk
esta´ contaminada con un ruido aleatorio con desviacio´n t´ıpica σv que es independiente por
cada componente del vector.
El error obtenido en el ca´lculo de la pose se divide entre aquel cometido en la obtencio´n
de la orientacio´n del objeto y aquel derivado del ca´lculo de la posicio´n. El error en ambos
casos se muestra en porcentaje, segu´n la siguiente expresio´n:
ǫT =
||T1 − T2||
||T2|| ǫR =
||q1 − q2||
||q2|| , (6.77)
Donde T1 y T2 corresponden con los vectores de posicio´n real y estimado, respectiva-
mente. Los vectores q1 y q2 representan a su vez los cuaterniones de orientacio´n real y
estimado, obtenidos a partir de las matrices de rotacio´n correspondientes.
Se han propuesto los siguientes experimentos con el objetivo de validar la propuesta
presentada para el ca´lculo de pose mediante mu´ltiples ca´maras:
Influencia del nu´mero de correspondencias simples y el ruido de medida σv para la
estimacio´n de la pose mediante una ca´mara. (Ver figura 6.8)
Influencia del nu´mero de correspondencias dobles o superiores y el ruido de medida
σv en la estimacio´n de la pose mediante mu´ltiples ca´maras. (Ver figura 6.9)
Influencia del nu´mero de correspondencias y el ruido de medida σv en la estimacio´n
de la pose en un plano mediante una o varias ca´maras. (Ver figura 6.10 y 6.11)
0 20 40 60 80 100
0
20
40
60
80
100
120
Numero de correspondencias totales
%
 d
e 
er
ro
r e
n 
po
sic
io
n
 
 
σl=1.00
σl=5.00
σl=9.00
σl=13.00
(a)
0 20 40 60 80 100
−10
0
10
20
30
40
50
60
Numero de correspondencias totales
%
 d
e 
er
ro
r e
n 
or
ie
nt
ac
io
n
 
 
σl=1.00
σl=5.00
σl=9.00
σl=13.00
(b)
Figura 6.8: Error vs nu´mero de correspondencias y varianza del ruido σv en la versio´n de una
ca´mara.
Como se observa en las figuras, las soluciones que implican el uso de una ca´mara pre-
sentan un error relativo considerablemente mayor que el mismo experimento con varias
ca´maras. La incertidumbre, vista como barras verticales, es reducida en todos los experi-
mentos, salvo en aquellos casos en los que el nu´mero de correspondencias es pequen˜o, en el
174 Obtencio´n de la pose del robot a partir de mu´ltiples ca´maras
0 20 40 60 80 100
0
2
4
6
8
10
12
14
Numero de correspondencias totales
%
 d
e 
er
ro
r e
n 
po
sic
io
n
 
 
σl=1.00
σl=5.00
σl=9.00
σl=13.00
(a)
0 20 40 60 80 100
0
0.5
1
1.5
2
2.5
Numero de correspondencias totales
%
 d
e 
er
ro
r e
n 
or
ie
nt
ac
io
n
 
 
σl=1.00
σl=5.00
σl=9.00
σl=13.00
(b)
Figura 6.9: Error vs nu´mero de correspondencias y varianza del ruido σv en la versio´n de mu´ltiples
ca´maras.
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Figura 6.10: Error vs nu´mero de correspondencias y varianza del ruido σv en la versio´n de una
ca´mara para un movimiento en el plano X-Y.
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Figura 6.11: Error Vs nu´mero de correspondencias y varianza del ruido σv en la versio´n de mu´ltiples
ca´maras para un movimiento en el plano X-Y.
cual aumenta considerablemente. Se observa tambie´n como el me´todo que tiene en cuenta
el movimiento en un plano es ma´s preciso que el problema general, y por lo tanto el me´todo
se beneficia de la reduccio´n en la dimensionalidad del problema. Para pra´cticamente todas
las simulaciones con un nu´mero elevado de puntos, el error se mantiene por debajo del 5 %
y por lo tanto se puede considerar un algoritmo preciso.
6.9. Conclusiones
Se ha planteado en este cap´ıtulo una solucio´n exacta, no iterativa y de baja complejidad
computacional del problema PnP aplicado a mu´ltiples ca´maras. El me´todo se basa en el
trabajo propuesto por [Moreno-Noguer et al., 2007], el cual, mediante las modificaciones
propuestas en este cap´ıtulo, permite su aplicacio´n a mu´ltiples ca´maras. Se han planteado
soluciones tanto para la obtencio´n de la pose tridimensional de un objeto como aquellas
en las que el movimiento del mismo se restringe a un solo plano. El problema planteado
demuestra ser muy preciso incluso con niveles de ruido altos en el plano imagen. Con
el objetivo de conectar el me´todo planteado en este cap´ıtulo con el me´todo secuencial
presentado en el cap´ıtulo 7, se ha propuesto un me´todo que permita obtener una estimacio´n
precisa de la incertidumbre obtenida en el resultado de la pose a partir de aquellas en las
medidas y el modelo tridimensional del robot.
A continuacio´n se enumeran las aportaciones principales del presente cap´ıtulo:
Se ha ampliado el trabajo de [Moreno-Noguer et al., 2007], que soluciona el problema
PnP en una ca´mara, para su utilizacio´n en mu´ltiples ca´maras o equivalentemente en
ca´maras con mu´ltiples centros de proyeccio´n. El algoritmo propuesto sigue siendo de
complejidad lineal con el nu´mero de correspondencias en el plano imagen.
Se ha propuesto a su vez una solucio´n para movimientos restringidos a un plano y se
ha demostrado el incremento en precisio´n que aporta, adema´s de permitir soluciones
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para el problema de los 2 puntos.
Se ha demostrado anal´ıticamente la relacio´n entre las diferentes configuraciones de
correspondencias y los autovalores nulos de la matriz ATA, lo cual permite evitar una
deteccio´n de los mismos por umbral.
Se ha propuesto un me´todo que permite evaluar y estimar la incertidumbre que
existe en la solucio´n de la pose, dada la incertidumbre en las medidas y el modelo
tridimensional.
Cap´ıtulo 7
Localizacio´n secuencial de robots
mo´viles
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7.1. Introduccio´n
En el presente cap´ıtulo se aborda el problema de la localizacio´n secuencial del robot,
esto es, la obtencio´n en cada instante de tiempo k, del valor del vector de estados Xak
dada la solucio´n del instante anterior Xak−1 y el vector de medidas Yk. A diferencia del
problema planteado en el cap´ıtulo anterior, donde la pose del robot se obtiene resolviendo
el problema directo a partir de correspondencias de mu´ltiples ca´maras, en este caso se
propone un esquema de filtrado, en el cual se suponen pequen˜os movimientos del robot y
por tanto se simplifican tanto el proceso de obtencio´n de correspondencias como el propio
ca´lculo de la pose.
A pesar de que la solucio´n del problema mPnP, propuesta en el cap´ıtulo anterior,
resuelve el problema de la pose sin necesidad de conocer una estimacio´n de la misma
en instantes adyacentes, el me´todo de filtrado propuesto en este cap´ıtulo posee ventajas
adicionales:
El conocimiento de la pose anterior y su inclusio´n en un esquema de filtrado per-
mite condicionar la solucio´n obtenida para la pose en el instante siguiente, lo que
incrementa la estabilidad de la estimacio´n.
El filtrado permite simplificar enormemente el problema de correspondencia de puntos
en la imagen, ya que limita en gran medida, aunque no completamente, la probabili-
dad de introducir “outliers” en la misma.
El esquema propuesto permite aplicar un estimador bayesiano, lo que simplifica la in-
tegracio´n coherente de todas las fuentes de informacio´n, controlando al mismo tiempo
la incertidumbre obtenida en la pose.
7.1.1. Descripcio´n de la propuesta de obtencio´n secuencial de la pose
El proceso “online” planteado, parte inicialmente del instante k = 0, utilizando para
ello el valor de la pose y la geometr´ıa del robot Xa0 = {X0,M1, · · · ,MN} obtenidos por el
proceso de inicializacio´n comentado en el cap´ıtulo 5.
Las fuentes de informacio´n involucradas en la obtencio´n de Xak son las siguientes:
Estimacio´n de movimiento, proporcionada por la odometr´ıa, y la suposicio´n de rigidez
de la geometr´ıa del robot.
Xak = f
a(Xak−1, Uk) =
(
f(Xk−1, Uk),M
1, · · · ,MN) (7.1)
Vector de medidas Yk compuesto por la proyeccio´n y
i,n
k de cada punto M
i, i =
1, · · · , N , pertenecientes a la geometr´ıa del robot, en el conjunto de ca´maras dispo-
nibles n = 1, · · · , Nc.
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Yk =


y1,1k
...
yN,1k
...
yN,Nck

 y
i,n
k = h(t(Xk,M
i), Pn) (7.2)
El me´todo que se propone en este cap´ıtulo es aplicable, independientemente del nu´mero
de ca´maras involucradas y por tanto el vector Yk posee una descripcio´n gene´rica.
El hecho de que la solucio´n en el instante anterior Xak−1 sea conocida, junto con la supo-
sicio´n de pequen˜os incrementos de pose entre cada instante de tiempo, permiten desarrollar
un esquema de estimacio´n-correccio´n.
Como ha sido descrito en el cap´ıtulo 3, y esencialmente a lo largo de la tesis, cada
proceso dina´mico involucrado en el ca´lculo de la pose es considerado una variable aleatoria,
descrita mediante una distribucio´n gausiana. El problema principal, consistente en obtener
el vector de estados Xak , dadas las observaciones Yk y el vector X
a
k−1, es considerado como
un problema de inferencia estad´ıstica. Se propone como objetivo obtener la distribucio´n
de probabilidad “a posteriori” del vector de estados dadas las medidas p(Xak |Y1, · · · , Yk).
Dicha distribucio´n representa la estimacio´n de ma´xima verosimilitud de la solucio´n Xak
dado el conocimiento e informacio´n obtenida hasta el tiempo presente. Mediante la regla
de Bayes, se plantea una solucio´n secuencial al problema, la cual es generalizada para
cualquier configuracio´n y nu´mero de ca´maras.
En este cap´ıtulo se plantea a su vez la inclusio´n en el proceso de inferencia de un al-
goritmo robusto, capaz de eliminar las falsas correspondencias o “outliers” que contaminan
el vector de medidas. La discriminacio´n de los “outliers”, al igual que ocurrio´ en los pro-
cesos de inicializacio´n, representa una tarea imprescindible para dotar de estabilidad a las
estimaciones realizadas.
El algoritmo “online” planteado se resume por tanto en tres fases principales (ver figura
7.1):
Fase de estimacio´n: la fase de estimacio´n tiene como objetivo obtener la distribu-
cio´n p(Xak |Y1, · · · , Yk−1), es decir, la prediccio´n ma´s probable del vectorXak , utilizando
para ello el modelo de movimiento disponible.
Eliminacio´n de “outliers”: como se ha comentado en anteriores cap´ıtulos, el meca-
nismo de correspondencia entre las medidas en la imagen y los puntos de la geometr´ıa
del robot, puede introducir “outliers” o falsas correspondencias que contaminan el
vector Yk. En este punto se propone el uso de un mecanismo robusto de deteccio´n y
eliminacio´n de dichos “outliers”.
Fase de Correccio´n: Utilizando como vector de medidas actualizado aquel libre
de “outliers” obtenido en la fase anterior, la correccio´n consiste en la obtencio´n de
la distribucio´n “a posteriori” p(Xak |Y1, · · · , Yk) a partir de la obtenida en la fase de
estimacio´n.
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Tanto el proceso de estimacio´n como el de correccio´n son resueltos mediante el teorema
de Bayes aplicado al problema secuencial, que sera´ descrito convenientemente en el siguiente
punto.
Figura 7.1: Esquema resumido del proceso secuencial para la estimacio´n de la pose
7.2. Proceso de inferencia secuencial
El proceso de inferencia planteado en esta tesis tiene como objetivo la obtencio´n de
la distribucio´n “a posteriori” p(Xak |Y1, · · · , Yk) del vector de estados Xak dadas todas las
medidas realizadas hasta el momento actual. Se propone el uso del teorema de Bayes como
una formalizacio´n del algoritmo secuencial, dando lugar a un esquema de estimacio´n y
correccio´n.
Considerando las distribuciones de probabilidad para los procesos implicados, el algo-
ritmo secuencial se compone de la siguiente secuencia:
Dada la distribucio´n “a posteriori” en el instante k − 1,
p(Xak−1|Y1, · · · , Yk−1), (7.3)
el proceso de estimacio´n consiste en la obtencio´n de la distribucio´n p(Xak |Y1, · · · , Yk−1),
la cual representa la mejor estimacio´n del proceso descrito por Xak , sin considerar la medida
actual Yk. Esta fase se puede considerar de prediccio´n, puesto que se determina el valor
esperado del proceso sin contrastar su estado actual con las medidas. El ca´lculo de la
distribucio´n p(Xak |Y1, · · · , Yk−1) implica la resolucio´n de la siguiente ecuacio´n integral:
p(Xak |Y1, · · · , Yk−1) =
∫
Xa
k−1
p(Xak |Xak−1)p(Xak−1|Y1, · · · , Yk−1)dXak−1 . (7.4)
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La distribucio´n de probabilidad p(Xak |Xak−1) representa el nu´cleo o distribucio´n de tran-
sicio´n de estados del proceso Xak , siendo e´ste considerado por tanto un proceso de Markov.
La distribucio´n de transicio´n se modela a partir de los modelos de movimiento comentados
en el cap´ıtulo 3.
Obtenida p(Xak |Y1, · · · , Yk−1), resultado de la fase de estimacio´n, el Teorema de Bayes
permite utilizar el vector Yk para actualizar o corregir la estimacio´n, obteniendo de este
modo la distribucio´n objetivo p(Xak |Y1, · · · , Yk) mediante la regla de Bayes:
p(Xk|Y1, · · · , Yk) = 1
h
p(Yk|Xak )p(Xak |Y1, · · · , Yk−1), (7.5)
siendo h un coeficiente de normalizacio´n necesario para que la funcio´n (7.5) sea una
funcio´n de densidad de probabilidad:
h =
∫
Xa
k
p(Yk|Xak )p(Xak |Y1, · · · , Yk−1)dXak (7.6)
El algoritmo de inferencia secuencial planteado requiere del ca´lculo de integrales de
funciones de densidad de probabilidad, lo cual da lugar en general a soluciones no anal´ıticas.
Se requiere por tanto recurrir a versiones aproximadas de las distribuciones involucradas en
la obtencio´n de p(Xak |Y1, · · ·Yk). En esta tesis se plantea el uso de descripciones gausianas
de cada proceso y por tanto el proceso de inferencia secuencial debe ser particularizado y
aproximado por este hecho. Como ya se ha comentado a lo largo de la tesis, los dos primeros
momentos de una distribucio´n, (media y varianza) otorgan en la mayor´ıa de los casos la
informacio´n necesaria para un sistema de localizacio´n. Una funcio´n gausiana es definida
por completo por ambas magnitudes, siendo identificada la media de la distribucio´n con el
valor del proceso utilizado como solucio´n y la varianza con la incertidumbre presente en la
misma.
La propagacio´n de procesos gausianos a trave´s de un proceso de inferencia secuencial
es conocido como filtro de Kalman, y su solucio´n es anal´ıtica y Gausiana en ambas fases de
estimacio´n y posterior correccio´n. La aplicabilidad del filtro de Kalman como solucio´n al
proceso de inferencia planteado dependera´ de la exactitud de las aproximaciones gausianas
de las distribuciones. En general, au´n considerando a la distribucio´n p(Xak−1|Y1, · · · , Yk−1)
un proceso gaussiano exacto, el hecho de que el modelo de movimiento y proyeccio´n de
la ca´mara, sean funciones no lineales, produce una solucio´n no gausiana como funcio´n de
densidad de probabilidad “a posteriori”.
En este cap´ıtulo se tratara´ en detalle el proceso de inferencia cuando se realizan apro-
ximaciones de primer orden de las funciones no lineales involucradas (ha y fa) en torno
a la media de cada proceso. Las aproximaciones de primer orden permiten obtener una
solucio´n compacta de los procesos de estimacio´n y correccio´n del filtro de Kalman, lo que
facilita la obtencio´n de conclusiones y la lectura del algoritmo. El filtro de Kalman en este
caso se conoce como el filtro de Kalman extendido (EKF), y ha sido utilizado en procesos
de similar complejidad y cara´cter no lineal que el planteado (ver [Davison et al., 2007]).
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7.3. Me´todo “online” de co´mputo de pose a partir de mu´lti-
ples ca´maras
Teniendo en cuenta que los procesos debera´n ser gausianos, la distribucio´n obtenida
en el frame anterior p(Xak−1|Y1, · · · , Yk−1) se describe mediante su vector media Xˆak−1 y
su matriz de covarianza Σak−1. La distribucio´n inicial, N(X
a
0 ,Σ
a
0) es obtenida mediante el
proceso de inicializacio´n comentado en el cap´ıtulo 5.
La distribucio´n “a posteriori”, p(Xak |Y1, · · · , Yk) se obtiene en dos fases de filtrado: fase
de estimacio´n y fase de correccio´n.
7.3.1. Fase de estimacio´n
La fase de estimacio´n hace uso de los modelos de movimiento disponibles con el objetivo
de inferir o predecir la pro´xima pose del robot. El uso de modelos de movimiento se des-
cribe en numerosas ocasiones como un proceso de acumulacio´n de incertidumbre, como fue
comentado en el cap´ıtulo 3, en el que se muestra como la covarianza de la posicio´n aumenta
con la longitud del camino recorrido si se utilizan medidas de velocidad. Partiendo de la
distribucio´n p(Xak−1|Y1, · · · , Yk−1) = N(Xˆak−1,Σak−1), los modelos de movimiento y el ruido
incluido en la odometr´ıa, se obtiene la siguiente expresio´n:
Xˆak|k−1 = g
a(Xˆak , Uk)
Σak|k−1 = J
T
x Σ
a
k−1Jx + J
T
UΣWJU , (7.7)
siendo Xˆak|k−1 y Σ
a
k|k−1 la media y varianza de la funcio´n p(X
a
k |Y1, · · · , Yk−1). Las ma-
trices Jx y JU representan los Jacobianos de la funcio´n g
a con respecto a Xak y Uk res-
pectivamente. Generalmente en sistemas de posicionamiento por odometr´ıa, la matriz Jx
es la identidad, de modo que la matriz de covarianza resultante Σak|k−1 posee autovalores
mayores que Σak−1, lo cual indica el incremento en incertidumbre que supone la fase de
estimacio´n.
7.3.2. Fase de correccio´n
La fase de correccio´n obtiene la distribucio´n “a posteriori”, usando para ello el vector
de medidas Yk actualizado y la distribucio´n obtenida durante la fase de estimacio´n. La
transformacio´n de p(Xak |Y1, · · · , Yk−1) en la distribucio´n buscada p(Xak |Y1, · · · , Yk) requiere
de la obtencio´n de p(Yk|Xak ), obtenida a partir de los modelos de proyeccio´n en el plano
imagen y se define mediante el vector media Yˆk|k−1 y la matriz de covarianza Σ
a
k:
Yˆk|k−1 = h
a(Xak )
ΣYk|k−1 = J
T
h Σ
a
k|k−1Jh + ΣV , (7.8)
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donde Jh es el Jacobiano de la funcio´n h
a con respecto a Xak y ΣV es la matriz de
covarianza asociada al ruido de medida y comentado en el cap´ıtulo 3.
El proceso de correccio´n incluido por el filtro de Kalman establece una correccio´n lineal
de los procesos Xak|k−1 y Σ
a
k|k−1 por medio de la matriz de Kalman KG:
KG = Σ
a
k|k−1Jh(ΣYk|k−1)
−1
Xak = X
a
k|k−1 +KG(Yk − Yk|k−1)
Σak = (I −KGJTh )Σak|k−1 (7.9)
7.3.3. Complejidad algor´ıtmica
El algoritmo secuencial propuesto, que hace uso del filtro de Kalman y utiliza como
vector de medidas el propio Yk, posee una complejidad de orden O(N3Y ), suponiendo que
2NY ≥ 3N . Dicha complejidad corresponde al paso dominante que consiste en la inversio´n
de la matriz ΣYk|k−1 , necesaria para el co´mputo de la ganancia de Kalman KG. La matriz
ΣYk|k−1 , puesto que las medidas esta´n correladas, es de estructura densa y por tanto no se
puede proponer un me´todo de ca´lculo ra´pido de su inversa.
En general, cuando el nu´mero de puntos pertenecientes al modelo tridimensional del
robot es grande y hay un nu´mero de ca´maras suficientemente elevado para que todos los
puntos sean observados al menos por una de ellas, la complejidad del filtro de Kalman es
considerable, pudiendo comprometer una implementacio´n en tiempo real o soluciones al
problema de bajo coste.
7.4. Me´todo secuencial de ca´lculo de pose de baja compleji-
dad
Se propone en esta seccio´n una solucio´n que reduce la complejidad del algoritmo“online”
planteado, convirtie´ndolo en un problema de complejidad O(N2), es decir, cuadra´tica con
el nu´mero de puntos en el modelo tridimensional del robot. La idea ba´sica consiste en
transformar el proceso de medida Yk, que se forma a partir de medidas en el plano imagen,
en el proceso Sk, que representa directamente la pose del robot. La transformacio´n entre
ambos procesos se obtiene mediante el algoritmo propuesto en el cap´ıtulo anterior, el cual
como se detallo´, permite obtener la pose a partir del modelo tridimensional del robot y un
conjunto de medidas del mismo con una baja carga computacional.
La utilizacio´n del proceso Sk, en sustitucio´n de Yk, reduce el taman˜o de las medidas
Nr, al del vector que compone la pose (p.ej. Nr = 3 en el caso de un robot en un plano),
disminuyendo la complejidad del filtro de O(N3Y ) a cuadra´tica con el nu´mero de puntos del
modelo tridimensional. En la figura 7.2 se muestra un esquema del algoritmo planteado, y
los procesos involucrados.
A continuacio´n se detallan sus diferentes fases de estimacio´n y correccio´n.
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Figura 7.2: Diagrama del proceso online de baja complejidad algor´ıtmica
7.4.1. Vector de medidas
El proceso de medida Sk se obtiene a partir de los procesos M, formado a partir del
conjunto de puntos de la estructura del robot contenidos en Xa
k−1, y el proceso de medida
en el plano imagen Yk. Utilizando el algoritmo 7, comentado en el cap´ıtulo 6, se obtiene
una caracterizacio´n estad´ıstica de Sk, descrita mediante un vector media Sˆk y una matriz
de covarianza que denominaremos ΣSk .
El vector Sk correspondera´ con Xk que determina la pose del robot y que ocupa los
primeros elementos del vector de estados Xak . De este modo, el nuevo vector de medidas,
Sk, se relaciona con el vector de estados completo mediante la siguiente expresio´n:
Sk = CX
a
k + VSk C =
(
INr×Nr , 0¯Nr×3N
)
, (7.10)
El ca´lculo de ΣSk depende de la configuracio´n de medidas en el vector Yk y la covarianza
de e´stas ΣV , as´ı como de la covarianza ΣM,k asociada a los puntos del modelo M observados.
El ca´lculo de ΣSk se ha desarrollado en el cap´ıtulo 6, utilizando para ello la transformada
“Unscented”. Como se comento´ en dicho cap´ıtulo, el ca´lculo de ΣSk requiere en general una
complejidad O(N3), dada por el ca´lculo de la factorizacio´n Cholesky de la matriz ΣM,k,
suponiendo el preca´lculo de la factorizacio´n de ΣV . En el siguiente apartado se comentara´
co´mo obtener de manera recursiva dicha factorizacio´n, lo cual reducira´ su complejidad a
O(N2).
7.4.2. Etapas de estimacio´n y correccio´n
La principal diferencia en el me´todo propuesto de baja complejidad, con respecto
al propuesto en la seccio´n anterior, es el vector de medidas, y por tanto, la estima-
cio´n Xak|k−1 permanece igual a la anteriormente propuesta. Partiendo de la distribucio´n
p(Xak−1|S1, · · · , Sk−1) = N(Xˆak−1,Σak−1), los modelos de movimiento y el ruido incluido en
la odometr´ıa, se obtiene la distribucio´n expuesta en la expresio´n (7.7).
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La etapa de correccio´n sin embargo se simplifica considerablemente como se detalla a
continuacio´n:
La fase de correccio´n elimina la incertidumbre an˜adida en la estimacio´n usando para
ello el vector de medidas Sk actualizado y calculado mediante el me´todo planteado en el
cap´ıtulo anterior. La transformacio´n de la distribucio´n p(Xak |S1, · · · , Sk−1) en la distribu-
cio´n buscada p(Xak |S1, · · · , Sk) requiere de la obtencio´n de la distribucio´n p(Sk|Xak ), la cual
se obtiene a partir de la matriz C.
Sˆk|k−1 = CX
a
k|k−1
ΣSk|k−1 = C
TΣak|k−1C + ΣV Sk , (7.11)
donde C en realidad es una matriz que trunca el vector Xak en los te´rminos que definen
la pose Xk. La expresio´n (7.11) es exacta y no requiere del ca´lculo de derivadas aunque s´ı
el ca´lculo de ΣV sk mediante la transformada “Unscented”.
El proceso de correccio´n incluido por el filtro de Kalman establece una ponderacio´n
lineal de los procesos Xak|k−1 y Σ
a
k|k−1 por medio de la matriz de Kalman KG:
KG = Σ
a
k|k−1C(ΣSk|k−1)
−1
Xak = X
a
k|k−1 +KG(Sk − Sk|k−1)
Σak = (I −KGCT )Σak|k−1 (7.12)
Puesto que el vector de observacio´n Sk es directamente una parte del vector X
a
k , la
mayor´ıa de las operaciones involucradas en el filtro de Kalman se simplifica enormemente,
siendo innecesario el uso de Jacobianos en la fase de correccio´n.
Ca´lculo recursivo de la factorizacio´n Cholesky
Como se ha comentado con anterioridad, es necesario el ca´lculo de la factorizacio´n
Cholesky de la matriz ΣM,k, necesaria para obtener la matriz ΣSk , que representa la matriz
de covarianza del ruido del vector de medidas Sk. La matriz ΣM,k consiste en la submatriz
Σak correspondiente a las 3N u´ltimas filas y columnas, correspondiendo con la informacio´n
del modelo tridimensional del robot:
ΣM,k = C2Σ
a
kC
T
2 C2 =
(
0¯3N×3 I3N×3N
)
. (7.13)
Dada la matriz ΣM,k, sime´trica y definida positiva, la factorizacio´n Cholesky consiste
en una matriz Lk tal que:
ΣM,k = (L
M
k )
tLMk L
M
k =
√
ΣM,k (7.14)
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donde LMk es una matriz triangular. La factorizacio´n Cholesky, comu´nmente utilizada
como ra´ız cuadrada de una matriz, posee una complejidad O(N3), siendo N el nu´mero de
puntos en el modelo tridimensional del robot, contenidos en vector de estados.
La matriz Σak se actualiza mediante la ecuacio´n de correccio´n de Kalman (7.9), pudie´n-
dose aprovechar dicha regla de actualizacio´n para calcular con baja complejidad el valor
de LMk .
Se parte de la expresio´n (7.12), sustituyendo el valor de KG:
Σak = Σ
a
k|k−1 − Σak|k−1C(ΣSk|k−1)−1CTΣak|k−1, (7.15)
donde ΣSk|k−1 es una matriz del taman˜o de la pose (3× 3) y Σak|k−1C es igual a las tres
primeras columnas de la matriz. Aplicando la expresio´n (7.13) se obtiene la regla recursiva
para obtener la matriz ΣM,k:
ΣM,k = ΣM,k|k−1 − C2Σak|k−1C(ΣSk|k−1)−1CTΣak|k−1CT2 (7.16)
La expresio´n (7.16) se simplifica del modo siguiente:
ΣM,k = ΣM,k|k−1 − LTSLS LTS = C2Σak|k−1C
√
(ΣSk|k−1)
−1, (7.17)
donde LTS es una matriz 3N × 3 y
√
(ΣSk|k−1)
−1 es la factorizacio´n Cholesky de la
inversa de la matriz ΣSk|k−1 , cuyo ca´lculo, al ser una matriz de reducido taman˜o no afecta
a la complejidad dominante del problema. De este modo el ca´lculo de LS implica una
complejidad de orden O(3N2).
El te´rmino LTSLS se puede expresar como la siguiente suma:
LTSLS = L
T
1 L1 + L
T
2 L2 + L
T
3 L3, (7.18)
siendo L1, L2, L3 las tres filas que componen la matriz LS . La actualizacio´n recursiva
de la covarianza, descrita en (7.17) queda por tanto como sigue:
ΣM,k = ΣM,k|k−1 − (LT1 L1 + LT2 L2 + LT3 L3) (7.19)
Si se denomina como LMk|k−1 a la factorizacio´n de la matriz ΣM,k|k−1, el objetivo es
encontrar un me´todo de complejidad cuadra´tica con la dimensio´n del vector de estados que
calcule la factorizacio´n LMk .
Acudiendo al me´todo propuesto en [Dongarra et al., 1979], si L es la factorizacio´n
Cholesky de la matriz Σ, entonces el ca´lculo de la factorizacio´n Cholesky de la matriz
Σ +XTX, donde X es un vector fila, se puede realizar con complejidad cuadra´tica con el
nu´mero de elementos del vector X. Aplicando dicho me´todo a la ecuacio´n (7.19) de manera
recursiva para los tres vectores fila L1, L2, L3, se obtiene la factorizacio´n L
M
k en funcio´n de
LMk|k−1 con complejidad O(N2). El desarrollo propuesto sera´ cierto siempre que ΣM,k|k−1
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sea igual a ΣM,k−1, lo cual se cumple ya que el modelo tridimensional no influye en las
ecuaciones de movimiento del robot.
7.4.3. Complejidad algor´ıtmica
En el caso del me´todo propuesto en esta seccio´n, el paso dominante no recae en el ca´lculo
de la inversa de la covarianza de las medidas, en este caso ΣSk|k−1 , puesto que el taman˜o
del vector utilizado para representar la pose es reducido. En este caso, la complejidad del
algoritmo esta´ dominada por O(N2), para el co´mputo de la factorizacio´n recursiva de la
matriz de covarianza ΣM,k, necesaria para el ca´lculo del vector Sk.
Se puede por tanto asegurar que el algoritmo propuesto es cuadra´tico con el nu´mero
de marcas existentes en el modelo tridimensional, lo cual mejora en al menos un orden de
magnitud una propuesta basada en el uso de las medidas en el plano imagen directamente en
el filtro de Kalman. Como ventaja an˜adida se tiene la reduccio´n en el nu´mero de derivadas
necesarias, siendo tan solo necesarias en el caso del paso de estimacio´n.
7.5. Capa robusta
El vector Yk utilizado como vector de medidas, extra´ıdas en el plano imagen, es sus-
ceptible de contener “outliers”. El proceso “online” propuesto en esta seccio´n producira´ una
estimacio´n coherente de la pose siempre que Yk represente una realizacio´n concreta del
proceso de medida, produciendo en caso contrario una desviacio´n en la estimacio´n, la cual
supone divergencia en el ca´lculo de la pose.
El objetivo de la capa robusta, incluida entre el proceso de estimacio´n y correccio´n
del filtro de Kalman, es la eliminacio´n de los “outliers” presentes en el vector de medidas
Yk, de modo que el filtro no produzca correcciones inconsistentes en el vector de estados.
En esta tesis se propone el uso del algoritmo RANSAC (“Random Sample Consensus”),
ampliamente utilizado en visio´n artificial como algoritmo robusto en problemas de similar
complejidad que el propuesto en esta tesis.
El funcionamiento de este tipo de algoritmos se basa en la inclusio´n de restricciones
geome´tricas sobre las componentes del vector de medidas Yk, que permiten discernir cuales
de ellas son consideradas “outliers” . Las restricciones impuestas se disen˜an para que un
subconjunto cualquiera de Yk, o conjunto mı´nimo, genere un modelo geome´trico, el cual
puede ser utilizado para comparar la cantidad de puntos de Yk que son consistentes con
dicho modelo. Mediante una pol´ıtica estad´ıstica de muestreo de subconjuntos de Yk y
comprobacio´n de los modelos obtenidos frente al conjunto de medidas, se averigua hasta
un grado de “confianza” requerido la identidad de las medidas descartadas.
La eleccio´n del modelo utilizado en el me´todo RANSAC depende en gran medida de
las condiciones concretas del problema. En el caso ma´s simple utilizado para describir este
tipo de me´todos se muestran resultados en la deteccio´n robusta de primitivas geome´tricas
como rectas o planos, y en casos ma´s aplicados se utilizan restricciones geome´tricas entre
ca´maras como puede ser homograf´ıas, la matriz fundamental o el tensor trifocal.
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En el caso que ocupa a esta tesis, el hecho de poseer un modelo tridimensional del objeto
buscado contenido en Xak−1, permite elegir como modelo la pose del objeto Xk actual, dadas
un conjunto de s medidas.
Como fue desarrollado en el cap´ıtulo 6, se dispone de un me´todo que obtiene la pose del
objeto dadas las medidas y el modelo tridimensional. Se requiere de un mı´nimo de s = 4
puntos si el robot se mueve en el espacio tridimensional y un mı´nimo de s = 2 si el robot
se mueve en el plano horizontal. Como se describira´ a continuacio´n, el nu´mero mı´nimo de
correspondencias necesarias para obtener la pose estara´ directamente relacionado con el
nu´mero de iteraciones necesarias en el me´todo RANSAC, para eliminar “outliers”.
7.5.1. Descripcio´n del algoritmo RANSAC
Se presenta a continuacio´n una breve descripcio´n del algoritmo RANSAC, de manera
que sirva de referencia en el texto y se comentara´n las alternativas utilizadas para definir
las restricciones geome´tricas del problema.
A continuacio´n se exponen las definiciones necesarias para la descripcio´n del algoritmo
RANSAC:
La probabilidad de aparicio´n de los “outliers” en el vector Yk de define como pout, y
su valor sera´ calculado y actualizado por el propio algoritmo.
Se define como Y sk a un subconjunto de s elementos del vector Yk elegidos de manera
aleatoria. En el caso de que Yk contenga correspondencias de mu´ltiples ca´maras,
el muestreo no var´ıa, puesto que el algoritmo desarrollado en el cap´ıtulo 6 admite
correspondencias de mu´ltiples ca´maras.
Para cada grupo de s elementos existe una funcio´n fPnP que calcula el vector de
para´metros del modelo Φ, utilizando para ello el conjunto Y sk y el conjunto de pun-
tos tridimensionales M , incluidos en el vector de estados obtenido del proceso de
estimacio´n Xak|k−1.
Φ = fPnP (Y
s
k ,M) (7.20)
De manera impl´ıcita quedar´ıan ocultos otros para´metros de los que depende la trans-
formacio´n fPnP , como pueden ser para´metros de calibracio´n de las ca´maras o matrices
de covarianza de los procesos implicados.
El me´todo RANSAC obtiene, mediante la expresio´n 7.20, candidatos a la pose del
robot, de los cuales requiere averiguar el grado de consenso con las medidas. Para ello
se define una funcio´n escalar D(Φ, yik), que representa la distancia de una medida y
i
k
al modelo Φ.
La probabilidad de encontrar al menos un conjunto de s medidas Y sk libre de“outliers”
se define como p (e.g. p = 0,99). Dicha probabilidad actu´a a modo de intervalo de
confianza del me´todo y es un para´metro de disen˜o.
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El nu´mero de medidas que esta´n de acuerdo (“inliers”) con el modelo obtenido Φ, o
de otro modo, que obtienen una distancia D al modelo Φ suficientemente pequen˜a, se
caracteriza por Nin. Se denomina ǫ al porcentaje de inliers Nin con respecto al total
El modelo geome´trico Φbest corresponde con aquel que obtiene un nu´mero de “inliers”
mayor N bestin .
El nu´mero de iteracionesN it necesario para cumplir con la probabilidad p, suponiendo
un muestreo aleatorio, se obtiene con la siguiente expresio´n:
N it =
log(1− p)
log(1− (1− ǫ)s) , (7.21)
donde el valor de s determina, segu´n la expresio´n 7.21, el nu´mero de iteraciones necesarias
para cumplir las restricciones impuestas por p. En el algoritmo 8 se muestra la versio´n
algor´ıtmica del me´todo RANSAC. El funcionamiento ba´sico consiste en encontrar mediante
muestreo varios conjuntos Y sk de s medidas. Cada uno da lugar a un modelo Φ y un conjunto
de “inliers” asociado a ese modelo. Aquel Φ con mayor numero de “inliers” es considerado
como el mejor candidato libre de “outliers” del vector Yk.
Algoritmo 8 RANSAC
1: N it = 0, N bestin = 0, X
a
best, n = 1, p = 0,99.
2: while n < mı´n(N it, N itmax) do
3: Muestreo aleatorio del vector Yk para obtener un conjunto Y
s
k con s elementos.
4: Obtencio´n de una hipo´tesis para la pose Φ = fPnP (Y
s
k , X
a
k|k−1) y el conjunto Y
in =
{yik | |D(Φ, yik)| < dmax} con Nin.
5: if Nin > N
best
in then
6: Φbest = Φ, N
best
in = Nin, ǫ = Nin/NY .
7: N it = log(1−p)log(1−(1−ǫ)s)
8: end if
9: n = n+ 1
10: end while
11: La identidad de los N bestin representa los “inliers” del vector Yk.
Una vez identificadas aquellas correspondencias del vector Yk que son consideradas
“inliers”, se elimina el resto, truncando a su vez las matrices de covarianza relacionadas con
dichas componentes.
7.6. Evaluacio´n experimental del me´todo propuesto
En esta seccio´n se propone un experimento realizado en un entorno simulado, que tiene
como objetivo validar el algoritmo“online”planteado en este cap´ıtulo. El entorno de prueba
utilizado para este experimento coincide con aquel utilizado en el cap´ıtulo 5 para presentar
los resultados del algoritmo de inicializacio´n con mu´ltiples ca´maras.
7.6. Evaluacio´n experimental del me´todo propuesto 191
El entorno de simulacio´n consta por tanto de un total de Nc = 8 ca´maras, con la dispo-
sicio´n mostrada en la figura 5.15 del cap´ıtulo 5. Las caracter´ısticas del entorno de prueba
coinciden con aquellas descritas en la seccio´n 5.3.8 del citado cap´ıtulo, con la salvedad del
nu´mero de puntos utilizados para describir el robot. En este caso se utilizara´n un total
de N = 35 puntos repartidos uniformemente en el interior de un cilindro de radio 0,5m y
altura 1m. La trayectoria utilizada para la evaluacio´n experimental es tambie´n la misma
utilizada en la inicializacio´n, siendo circular de radio 1m, y mostra´ndose en la figura 5.15
El error de localizacio´n se mostrara´ como el error de posicio´n ǫT y orientacio´n ǫα medios
a lo largo de la trayectoria. El error instanta´neo, correspondiente a la estimacio´n de la pose
del robot en un instante concreto de la trayectoria se denotara´ como ǫTk y ǫαk .
En todos los experimentos propuestos, se supone que el vector de estados Xak es ini-
cializado mediante dos ca´maras, utilizando para ello un cuarto de la trayectoria circular.
El me´todo “online” presentado completara´ una circunferencia a partir del punto donde
concluye la inicializacio´n.
En todos los experimentos se evalu´an ambos me´todos presentados en este cap´ıtulo. Se
denominara´ como me´todo “cu´bico”, a aquel que hace uso de medidas en el plano imagen
como vector Yk en el filtro de Kalman y cuya complejidad es O(N3Y ). Se denominara´ como
me´todo “cuadra´tico” a la aproximacio´n O(N2).
Se proponen los siguientes experimentos:
Comparacio´n del error de localizacio´n en funcio´n del nu´mero de puntos de la estruc-
tura del robot. En este experimento se var´ıa el nu´mero de puntos que componen el
vector de estados en el rango siguiente:
N =
(
2 5 10 15 20 25 30 35
)
,
mostra´ndose los resultados del error medio de la pose a lo largo de la trayectoria para
los dos me´todos. En las figuras 7.3.a y 7.3.b se muestran, respectivamente, los errores
de posicio´n y orientacio´n para el me´todo “cu´bico” y en las figuras 7.4.a y 7.4.b se
muestran los errores para el me´todo “cuadra´tico”.
Error de localizacio´n en funcio´n del porcentaje de “outliers” en el vector Yk. Se var´ıa
el valor de pout en el rango:
pout ∈
(
0 0,05 0,1 0,15 0,2
)
,
mostra´ndose los resultados de localizacio´n del me´todo “cu´bico” en las figuras 7.5.a,
7.5.b, y los del me´todo “cuadra´tico” en la figuras 7.6.a, 7.6.b.
Como puede observarse en los resultados obtenidos, el me´todo cuadra´tico posee una
precisio´n inferior a aquella obtenida mediante el uso de Yk como medidas en el filtro de
Kalman. Este hecho pone de manifiesto que el filtro de Kalman en su versio´n de comple-
jidad “cu´bica” aprovecha el hecho de que la pose en dos instantes de tiempo var´ıa muy
poco. En el caso del me´todo cuadra´tico, la pose es obtenida “globalmente” a partir de las
medidas, siendo por tanto independiente del desplazamiento entre la estimacio´n de la pose
por la odometr´ıa y el valor medido. Si el nu´mero de correspondencias es pequen˜o y los
desplazamientos del robot son pequen˜os, dependiendo de la aplicacio´n, puede compensar
la utilizacio´n del algoritmo ma´s lento.
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Figura 7.3: Errores de localizacio´n en funcio´n del nu´mero de puntos en la estructura del robot.
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Figura 7.4: Errores de localizacio´n en funcio´n del nu´mero de puntos en la estructura del robot.
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Figura 7.5: Errores de localizacio´n en funcio´n del porcentaje de“outliers”presente en el vector
de medidas.
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Figura 7.6: Errores de localizacio´n en funcio´n del porcentaje de“outliers”presente en el vector
de medidas, utilizando el me´todo de complejidad cuadra´tica.
7.7. Inclusio´n de nuevos puntos en el vector de estados
En la presente seccio´n se muestra la propuesta utilizada en esta tesis para enriquecer
el modelo tridimensional, contenido en Xak , de manera secuencial. De este modo, el conoci-
miento acerca del objeto a localizar se incrementa a medida que e´ste muestra geometr´ıa, no
reconstruida previamente en el proceso de inicializacio´n. Uno de los requerimientos desea-
bles para el algoritmo propuesto en esta seccio´n es que sea integrado de manera natural en
la estructura Bayesiana utilizada para resolver la pose secuencialmente.
Al igual que en el proceso de inicializacio´n, existen diferentes planteamientos segu´n el
nu´mero de ca´maras y su disposicio´n. En esta seccio´n se distinguira´n dos casos fundamen-
tales:
Inclusio´n de nuevos puntos en el vector de estados utilizando una u´nica ca´mara.
Reconstruccio´n de puntos nuevos utilizando correspondencias entre ca´maras.
En cada caso, las te´cnicas empleadas difieren de manera sustancial. En este cap´ıtulo se
prestara´ especial atencio´n al caso que emplea una sola ca´mara, el cual es significativamente
ma´s complejo que su homo´nimo haciendo uso de mu´ltiples ca´maras, y que ha sido amplio
objeto de estudio en la literatura (ver [Hartley and Zisserman, 2003]).
7.7.1. Inclusio´n de geometr´ıa en el vector de estados utilizando una u´nica
ca´mara
La propuesta presentada en este punto tiene como objetivo la inclusio´n de nuevos
puntos de la geometr´ıa del robot a partir de medidas tomadas mediante una ca´mara y
la informacio´n obtenida en cada instante de tiempo por el algoritmo “online” propuesto
con anterioridad. El proceso que se detalla a continuacio´n se integra de manera natural
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con la obtencio´n de pose y el marco bayesiano de estimacio´n-correccio´n, ofreciendo como
resultado un sistema de localizacio´n simulta´neo a la reconstruccio´n del robot.
Se propone realizar un seguimiento o “tracking” de aquellas medidas de la imagen que
son detectadas como puntos de intere´s, pero que no corresponden con ninguno de los
puntos tridimensionales contenidos en el vector de estados Xak . Dichas marcas o medidas
corresponden a puntos nuevos, siendo de sumo intere´s su integracio´n en el vector de estados.
Se describe por simplicidad el algoritmo que obtiene las coordenadas tridimensionales
de un u´nico punto nuevo, que se nombrara´ como Mo. Dicho punto nuevo es observado
por primera vez en k = ko mediante una medida yko en el plano imagen de la u´nica
ca´mara utilizada. El algoritmo de “tracking” de marcas naturales obtiene, a partir de yoko ,
y mediante la misma te´cnica utilizada en el proceso de inicializacio´n del cap´ıtulo 5, el
conjunto de medidas correspondientes al punto Mo en instantes de tiempo consecutivos
yoko , · · · , yok hasta el momento presente.
Desde el punto de vista de la inferencia Bayesiana, el objetivo que se busca se representa
de nuevo como una funcio´n de densidad de probabilidad:
p(Mo, Xak |Y1, · · · , Yk, yoko , · · · , yok), (7.22)
donde Y1, · · · , Yk corresponden con las medidas correspondientes a los punto incluidos
en el vector de estados Xak . Es decir, se busca la distribucio´n conjunta del vector de estados
y las coordenadas del punto Mo, dadas las medidas que se tienen hasta ese momento.
El problema propuesto es conocido como la reconstruccio´n secuencial en procesos de
obtencio´n de estructura a partir de movimiento o´ SSFM (“Sequential Structure from Mo-
tion”). A pesar de orientarse hacia aplicaciones diferentes, existen soluciones en la literatura
equivalentes al propuesto en este cap´ıtulo, como los trabajos en SLAM visual presentados
por [Davison et al., 2007] [Civera et al., 2007]. En ellos, se demuestra que la distribucio´n
(7.22) no puede ser fa´cilmente aproximada como una funcio´n gaussiano y por tanto el fil-
tro de Kalman no es suficiente para resolver el proceso de inferencia, ana´logo al utilizado
cuando se busca la pose p(Xak |Y1, · · · , Yk).
Para solucionar la no linealidad, resultante de la distribucio´n (7.10), en el trabajo rea-
lizado en [Davison et al., 2007], el punto Mo es sustituido por la siguiente parametrizacio´n
alternativa:
Mo = λkDk + Lk, (7.23)
donde el para´metro λk representa la posicio´n o profundidad del rayo que conecta el origen
de coordendas de la ca´mara OC con el punto M
o transformado segu´n la pose en el instante k
(ver figura 7.7). El vector de tres coordenadas Dk representa el vector unitario, director del
rayo y Lk su desplazamiento, siendo ambos referidos con respecto al origen de coordendas
del robot.
Ambos vectores Dk y Lk se denominan observables ya que son obtenidos directamente
a partir de los para´metros de la ca´mara y la pose actual del robot como se muestra a
continuacio´n:
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Dk = gD(Xk, P, y
o
k) =
t−1(Xk,K
−1RTc y
o
k)
||Xk,K−1RTc yok||
(7.24)
Lk = gL(Xk, P ) = −t−1(Xk, RTTc), (7.25)
donde Kc, Rc y Tc corresponden a los para´metros intr´ınsecos y extr´ınsecos de la ca´mara.
La funcio´n t−1 es la transformacio´n inversa de un punto desde el origen de coordenadas del
mundo OW a uno en el origen de coordenadas del robot. Tanto Dk como Lk son observables
por la ca´mara directamente, ya que todos los te´rminos de los que depende, son conocidos.
Ambos Dk y Lk forman una recta en el espacio tridimensional que es recorrida por el
para´metro de profundidad λk, el cual, al contrario que Dk y Lk no es observable mediante
una u´nica medida y requiere un conjunto de ellas en diferentes poses del robot,
Puesto que Dk es un vector unitario con dos grados de libertad, admite una parame-
trizacio´n que consiste en dos a´ngulos φ1 y φ2:
Dk(φ
1
k, φ
2
k) =

cos(φ1)sin(φ2)sin(φ1)sin(φ2)
cos(φ2)

 , (7.26)
donde φ1k y φ
2
k se calculan a partir de gD como se expone a continuacio´n:
φ1k = atan(gD(Xk, P, y
o
k)2/gD(Xk, P, y
o
k)1)
φ1k = acos(gD(Xk, P, y
o
k)3) (7.27)
Figura 7.7: Parametrizacio´n de profundidad, en dos instantes de tiempo, de un punto candidato a
incorporarse al modelo tridimensional.
El punto Mo admite una parametrizacio´n diferente en funcio´n de la pose del robot, ya
que de e´sta dependen los valores de Dk y Lk. Sin embargo, el punto M
o calculado mediante
la expresio´n (7.23) es siempre el mismo, puesto que sus coordenadas no var´ıan en un objeto
r´ıgido. Se plantea parametrizar Mo en el primer instante de tiempo en el que es visible
k = ko, conservando los valores Dko , Lko y λko , como inco´gnitas.
Mo = λDko + Lko (7.28)
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La idea ba´sica del algoritmo es obtener el valor de λ, utilizando para ello el conjunto
de medidas yoko , · · · , yok. Se define el vector XM que contiene un total de seis inco´gnitas que
representan la nueva parametrizacio´n del punto, utilizando en este caso la descripcio´n de
Dko en sus dos a´ngulos:
XM =
(
λ φ1ko φ
2
ko L
T
ko
)T
(7.29)
La nueva distribucio´n de probabilidad “a posteriori” buscada, y que sustituye a (7.10)
sera´:
p(XM , Xak |Y1, · · · , Yk, y0ko , · · · , yok), (7.30)
donde cabe destacar que a pesar de que el vector XM posee tres dimensiones ma´s que la
parametrizacio´n usual de Mo, tan so´lo uno de sus para´metros, es decir λ, no es observable
directamente mediante las medidas.
La solucio´n de la distribucio´n conjunta (7.30) requiere ciertas modificaciones en el
me´todo “online” convencional, que se enumeran a continuacio´n:
En primer lugar, el proceso gausiano equivalente del vector XM , nombrado como
XM es obtenido. En ko la distribucio´n gausiana para los vectores Dko y Lko se
obtiene propagando las propiedades estad´ısticas de Xko e y
o
ko a trave´s de las funciones
no lineales (7.24) y (7.25). Las propiedades de Xko corresponden a la distribucio´n
p(Xko |Y1, · · · , Yko), obtenida por el algoritmo “online” convencional. Las propiedades
estad´ısticas de las medidas del nuevo punto son ide´nticas a las utilizadas para Yk.
El para´metro λ se inicializa suponiendo que el robot carece de dimensio´n en altura
(ver figura 7.8). Su valor de covarianza se fija a un valor de disen˜o σ2λ, que debe ser
lo suficientemente grande como para absorber la incertidumbre que se tiene de λ.
Figura 7.8: Inicializacio´n del para´metro λ suponiendo que el punto esta´ incluido inicialmente
en el suelo.
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El vector XM , incluido en la distribucio´n conjunta con Xak , se identificara´ no so´lo
por su vector media XˆM y covarianza ΣM , sino tambie´n por la correlacio´n existente
con Xak . Ambos vectores forman por tanto un proceso aleatorio gausiano conjunto
representado con el nombre Xa,M
k
y cuya funcio´n de densidad de probabilidad es
(7.22).
La inferencia Bayesiana utilizada para resolver la distribucio´n
p(Xa,Mk |Y1, · · · , Yk, yoko , · · · , yok),
requiere de la definicio´n de un modelo de transicio´n de estados para el vector Xa,Mk
que modele el movimiento en instantes consecutivos de tiempo. Se define el siguiente
modelo extendido:
Xa,Mk = f
a,M (Xa,Mk−1 , Uk)
fa,M (Xa,Mk−1 , Uk) =
(
fM (XMk−1)
fa(Xak−1, Uk))
)
, (7.31)
donde la funcio´n XMk = f
M (XMk−1) es:
fM (XMk−1) =


λk−1 +W
λ
k
φ1k−1
φ2k−1
Lk−1


El ı´ndice temporal, an˜adido al vector XM , indica que su valor cambia con el tiem-
po durante el proceso de estimacio´n. El para´metro λ, incluido en dicho vector se
modela estad´ısticamente mediante un proceso aditivo gausiano de media nula Wλ
k
=
N(0, σWλ). Dicho proceso, incorrelado con el resto de procesos aleatorios, permite que
el para´metro λ se ajuste a un valor real mediante los sucesivos procesos de correc-
cio´n. La varianza de dicho proceso, definida como σWλ , controlara´ con su magnitud
las propiedades de convergencia del algoritmo.
La funcio´n de observacio´n ha se extiende de igual modo en ha,M para incluir los
nuevos para´metros XMk :
(
yok
Yk
)
= ha,M (XMk , X
a
k )
ha,M (XMk , X
a
k ) =
(
hM (Xak , X
M
k )
ha(Xak )
)
, (7.32)
hM (Xak , X
M
k ) = h(t(Xk, λkD(φ
1
k, φ
2
k) + Lk, P )) + v
o
k (7.33)
donde vok es un proceso gausiano de media nula representado por v
o
k
= N(0,Σv). Este
ruido aditivo en las medidas de los puntos nuevos, es al igual que en las componentes
del vector Yk supuestamente incorrelado con el resto de procesos.
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El algoritmo implementa, mediante inferencia Bayesiana, una solucio´n iterativa que
calcula el valor de λ que da con la solucio´n para el punto nuevo Mo. Como todo
algoritmo de optimizacio´n, existe una condicio´n de parada en la que el valor del
para´metro a estimar se detiene en un valor concreto. En este caso se define la condicio´n
de parada mediante la observacio´n de la covarianza estimada para λk, extra´ıda en
cada iteracio´n de la matriz ΣM,ak . Su valor decrece desde un valor inicial grande, dado
al comienzo del algoritmo, hasta un valor cercano a σWλ .
Una vez que se considera que el punto obtenido Mo ha alcanzado su valor estimado
se propone un me´todo que permite su integracio´n en el vector de estados Xak en
su parametrizacio´n natural (coordenadas tridimensionales). La integracio´n de Mo
en el vector de estados requiere encontrar el valor medio de Mo y los te´rminos de
covarianza.
El muevo vector, nombrado temporalmente como Xa+1k se forma mediante la conca-
tenacio´n de Xak con el vector M
o:
Xa+1k =
(
Xak
Mo
)
= fd(X
a
k , X
M ), (7.34)
donde fd corresponde con la funcio´n que relaciona X
a+1
k con X
a,M
k :
fd(X
a
k , X
Mo) =
(
Xak
λkDk(φ
1
k, φ
2
k) + Lk
)
. (7.35)
Mediante la aproximacio´n de primer orden de fd, se obtienen las matrices de covarian-
za Σa+1k y la media Xˆ
a+1
k , las cuales dependen de la distribucio´n gausiana calculada
para el proceso Xa,M
k
.
El nuevo vector aumentado, que contiene el punto Mo adicional utilizado se renombra
para su uso en la siguiente iteracio´n:
Xak =
(
Xk,M
1, · · · ,MN ,MN+1 = Mo) (7.36)
En el algoritmo 9 se realiza una breve descripcio´n de la propuesta.
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Algoritmo 9 Inicializacio´n de nuevos puntos de la estructura 3D del robot
1: k − 1 = ko, Xa
k−1, N
o
it = 0
Require: Medida inicial yo del nuevo punto.
2: Inicializar Dko Lko y λ para crear el proceso conjunto X
a,M
k−1.
3: while σλk < σth & Nit < Nmax do
4: Obtener Yk y y
o
k.
5: Usar el Filtro de Kalman para la estimacio´n de Xa,Mk a partir de X
a,M
k−1 , h
a,M y fa,M .
6: Obtencio´n de la distribucio´n a posteriori Xa,M
k
.
7: σλk =
√
Σa,Mk (1, 1)
8: Noit = N
o
it + 1
9: end while
10: if σλk < σth then
11: Integrar Mo en el vector de estados Xak mediante el uso de la funcio´n fd.
12: end if
El algoritmo planteado para un so´lo punto Mo es fa´cilmente extensible a mu´ltiples
puntos mediante la bu´squeda de la distribucio´n:
p(Mo1 , · · · ,Mor , Xak |Y1:k, yo1ko1 :k, · · · , yorkor : k) (7.37)
En dicho caso, cada nuevo punto, a pesar de estar incluido de manera conjunta en la
funcio´n de densidad de probabilidad (7.37), su estimacio´n se declara finalizada mediante
la inspeccio´n del valor de la varianza σδ asociada a cada uno por separado.
7.8. Inicializacio´n de la pose o problema del secuestro
El problema del robot secuestrado tiene lugar cuando el sistema pierde completamente
la pose del robot y el sistema secuencial de obtencio´n de la pose deja de ser aplicable. A
diferencia de los me´todos de inicializacio´n comentados en el cap´ıtulo 5, cuando el problema
del secuestro ocurre se dispone de un modelo tridimensional y de apariencia del robot,
aunque no su pose actual.
En el sistema propuesto en esta tesis, el problema del secuestro se detecta en las si-
guientes dos circunstancias:
La deteccio´n de correspondencias utilizada en el me´todo “online” no obtiene candi-
datos compatibles en el plano imagen y por tanto se obtiene un vector muy pobre de
medida Yk.
El sistema de deteccio´n obtiene un vector Yk con suficiente nu´mero de corresponden-
cias, de las cuales un nu´mero insuficiente sobrevive a la criba realizada por la capa
robusta del algoritmo.
Si alguna de las condiciones anteriores se da lugar en un intervalo de tiempo conside-
rable, el robot se considera perdido o “secuestrado”. Existen muchos motivos para que se
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produzca una pe´rdida del robot, como puede ser la oclusio´n por otros objetos de la esce-
na o una degeneracio´n en el algoritmo de seguimiento. Es e´sta u´ltima situacio´n la que se
pretende resolver con el me´todo propuesto en este apartado.
La solucio´n propuesta en este apartado se basa en utilizar el me´todo de deteccio´n“wide-
baseline”, propuesto en el cap´ıtulo 4 como base para encontrar una correspondencia global
entre los puntos del modelo tridimensional del robot y el conjunto de ima´genes tomadas
por las ca´maras.
Cada punto M i de la estructura del robot, se halla definido mediante las matrices
W it y dˆ
i que forman la base PCA basada en descriptores SIFT. Dicha base se obtiene
durante la inicializacio´n, pudiendo ser refinada secuencialmente, mediante la inclusio´n de
nuevos descriptores en la misma. Mediante al algoritmo 4, descrito en el cap´ıtulo 4, se
obtiene la correspondencia entre la base PCA de cada punto del modelo tridimensional y
los descriptores SIFT encontrados en las ima´genes tomadas por el conjunto de ca´maras.
Una vez que el proceso de deteccio´n ha concluido y se tienen un conjunto de correspon-
dencias suficientes, se obtiene el vector Yk de medida. A partir de Yk el objetivo se centra
en el ca´lculo de la pose del robot Xk, desconocida debido al problema del secuestro. El
problema que se requiere resolver es por tanto el problema mPnP resuelto en el cap´ıtulo 6,
con la salvedad de que existen numerosos “outliers” en la medida.
Se propone una solucio´n cla´sica, implementada frecuentemente en la literatura, en la
que se utiliza RANSAC para descartar“outliers”en el vector de medidas obtenido y obtener
la pose consensuada por la mayor´ıa de medidas del robot.
El algoritmo a implementar es exacto al utilizado en la capa robusta introducida en el
seno del algoritmo de inferencia secuencial y que ha sido descrito en el presente cap´ıtulo.
Para ello se utiliza la versio´n del algoritmo mPnP en sus casos de mı´nimo nu´mero de
correspondencias ( 4 en el caso tridimensional y 2 en el caso de movimiento en un plano).
Para ofrecer una visio´n pra´ctica de la solucio´n planteada, se nombrara´ como Xk =
fPnP (X
a
k−1, Yk, P ) a la funcio´n utilizada para resolver la pose a partir de los puntos del
modelo M1, · · · ,MN , incluido en Xak−1 y las medidas Yk del conjunto de ca´maras.
El algoritmo 10 detalla el proceso de obtencio´n de pose en el problema del secuestro.
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Algoritmo 10 El problema del robot secuestrado
Require: Establecer la probabilidad de confianza necesaria para RANSAC p = 0,99
1: Obtener los descriptores SIFT de la imagen actual d1I , · · · , dNII .
2: Establecer la correspondencia con la base PCA utilizada como modelo W 1t , · · · ,WNt y
dˆ1, · · · , dˆN .
3: Componer el vector Yk a partir de la posicio´n detectada de los descriptores.
4: Utilizar la funcio´n fPnP como funcio´n generadora del modelo para un nu´mero mı´nimo
de correspondencias.
5: Utilizar distancias eucl´ıdeas como funcio´n distancia entre medidas yn,ik y la proyeccio´n
de las mismas usando la pose.
6: Algoritmo ransac definido en 8
7: if Nin > N
min
in then
8: Calcular el nuevo vector Xa
k
mediante la concatenacio´n del valor Xk y su covarianza
calculada mediante el me´todo 7 con los puntos M1, · · · ,MN y la covarianza Σak−1.
9: end if
La precisio´n obtenida mediante la solucio´n propuesta al problema del secuestro recae en
el me´todo mPnP presentado en el cap´ıtulo 6 y la capacidad para encontrar correspondencias
en las ima´genes obtenidas mediante el me´todo “wide-baseline”.
7.9. Conclusiones
El presente cap´ıtulo aporta una solucio´n secuencial al algoritmo global, la cual se nutre
de la inicializacio´n planteada en la tesis y el algoritmo que soluciona el problema mPnP.
El algoritmo planteado utiliza un estimador bayesiano, como es el filtro de Kalman para
solucionar el problema de la fusio´n de informacio´n de las ca´maras y la odometr´ıa del robot.
Las principales aportaciones de este cap´ıtulo se resumen a continuacio´n:
Se ha aplicado un enfoque de inferencia Bayesiana al problema del ca´lculo secuencial
de la pose del robot, que permite realizar la fusio´n de la informacio´n involucrada,
teniendo en cuenta la incertidumbre en cada fuente de informacio´n. A su vez, el
me´todo secuencial permite facilitar los me´todos de obtencio´n de correspondencias
entre el modelo tridimensional y el proceso de deteccio´n.
Utilizando los resultados obtenidos en el cap´ıtulo 6 se ha propuesto un algoritmo que
decrementa en un orden de magnitud la complejidad algor´ıtmica del filtro, utilizando
para ello una actualizacio´n recursiva de la factorizacio´n Cholesky de la matriz de
covarianza del vector de estados.
Se ha propuesto un proceso que obtiene las coordenadas tridimensionales de puntos de
la estructura del robot que no fueron considerados en la inicializacio´n. Este algoritmo
permite que el conocimiento que se tiene del objeto del que se realiza la localizacio´n
se incremente a medida que e´ste muestra su geometr´ıa al conjunto de ca´maras. La
solucio´n propuesta se integra directamente en el estimador bayesiano, lo que per-
mite obtener, adema´s de nuevos puntos en el vector de estados, su incertidumbre y
correlacio´n con el resto de puntos del modelo y la pose.
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Mediante la solucio´n al problema mPnP del cap´ıtulo 6, el algoritmo de obtencio´n
de correspondencias “wide-baseline” se ha propuesto una solucio´n al problema del
secuestro.
Cap´ıtulo 8
Resultados y validacio´n del
sistema propuesto
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8.1. Introduccio´n
En este´ cap´ıtulo se presentan los resultados obtenidos en un entorno real de la pro-
puesta de localizacio´n en “espacios inteligentes” que ha sido presentada en esta tesis. Se
propone realizar experimentos en dos configuraciones de “espacio inteligente”. la primera
configuracio´n mostrara´ los resultados del proceso completo de localizacio´n mediante el uso
de una ca´mara. La segunda configuracio´n se centra en el uso de mu´ltiples ca´maras.
El cap´ıtulo se estructura del siguiente modo: en primer lugar se presenta la tecnolog´ıa
utilizada en los sensores, la plataforma robo´tica y las comunicaciones que forman una im-
plementacio´n real del“espacio inteligente”. Descrita la tecnolog´ıa utilizada, se mostrara´n los
experimentos y sus resultados obtenidos en condiciones reales para las dos configuraciones
de una y mu´ltiples ca´maras.
8.2. Elementos que componen el “espacio inteligente”
La implementacio´n de “espacio inteligente” que se muestra en este cap´ıtulo se compone
de un conjunto de ca´maras de adquisicio´n sincronizada, robots mo´viles y una infraestructura
de comunicaciones y procesamiento distribuido.
8.2.1. Descripcio´n de las ca´maras
Todas las ca´maras utilizadas en los experimentos comparten ba´sicamente las mismas
caracter´ısticas de sensor, y tecnolog´ıa de adquisicio´n y sincronizacio´n de captura. Se trata
de ca´maras con tecnolog´ıa de adquisicio´n y control Firewire 1394, utilizando adicionalmente
una sen˜al de captura o “trigger” como elemento de sincronizacio´n externo. Cada ca´mara
posee un sensor CCD color de 640×480 p´ıxeles de resolucio´n y una velocidad de adquisicio´n
de 25 ima´genes por segundo. En el experimento de mu´ltiples ca´maras se utilizan ca´maras
“Marlin F-033B/C”[Allied Vision Technologies, 2008], las cuales tienen un taman˜o de sensor
de tipo 1/2” CCD (8mm de diagonal) con una o´ptica de 6,5mm. El experimento mediante
una ca´mara utiliza el modelo “DFK 21BF04” [Imaging Source, 2008], con un sensor de tipo
1/4” CCD y una o´ptica de 4,5mm. Desde el punto de vista de la amplitud de campo, FOV
(“Field of View”), ambas ca´maras son equivalentes (≈ 45o de FOV).
Calibracio´n de un conjunto de ca´maras.
La calibracio´n del conjunto de ca´maras consiste en la obtencio´n de los para´metros
intr´ınsecos y extr´ınsecos de cada una de ellas, fijando un origen del mundo comu´n, en el
cual, el plano x3 = 0 coincide con el suelo del “espacio inteligente”. Existen numerosas
te´cnicas que solucionan el problema de la calibracio´n de mu´ltiples ca´maras, utilizando para
ello patrones me´tricos y su deteccio´n en el plano imagen.
En la presente tesis se ha utilizado el me´todo propuesto por [Heikkila and Silven, 1997],
especializado para patrones planos en [Zhang, 1999]. Ambos me´todos son eficientemente
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(a) Modelo de ca´mara“Mar-
lin F-033B/C”
(b) Vista trase-
ra de “Marlin F-
033B/C”
(c) Modelo de ca´ma-
ra “DFK 21BF04”
(d) Vista trasera de “DFK
21BF04”
Figura 8.1: Ca´maras utilizadas en los experimentos
implementados por [Bouguet, 2008] en una herramienta de calibracio´n para el software
Matlab y disponible para su libre uso.
La calibracio´n del conjunto de ca´maras distingue dos fases: en la primera, independiente
por cada ca´mara, se obtienen los para´metros intr´ınsecos de la ca´mara, utilizando para
ello un plano de calibracio´n, el cual es observado desde diferentes puntos de vista. Los
para´metros intr´ınsecos obtenidos incluyen una estimacio´n de la distorsio´n radial existente
en las lentes, la cual es considerada en esta tesis como una fuente de incertidumbre en
el proceso de estimacio´n. En la figura 8.2 se muestran capturas del patro´n de calibracio´n
utilizado.
(a) Vista 1 del patro´n de calibra-
cio´n
(b) Vista 2 del patro´n de calibra-
cio´n
Figura 8.2: Ima´genes del patro´n de calibracio´n utilizado para obtener los para´metros intr´ınsecos de
una ca´mara.
La segunda fase utiliza un patro´n de calibracio´n que se dispone en el suelo del espacio
inteligente, el cual, es observado por el conjunto de ca´maras. Mediante dicho patro´n se
obtiene la posicio´n y orientacio´n de cada ca´mara con respecto al origen del mundo OW , el
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cual es marcado como una de las esquinas del patro´n. En la figura 8.3 se muestra el patro´n
de calibracio´n de para´metros extr´ınsecos, visto por cuatro ca´maras.
(a) Vista Ca´mara 1 (b) Vista Ca´mara 2
(c) Vista Ca´mara 3 (d) Vista Ca´mara 4
Figura 8.3: Ima´genes del patro´n de calibracio´n utilizado para calibrar los para´metros extr´ınsecos
8.2.2. Plataforma robo´tica
La plataforma robo´tica utilizada debe disponer de un enlace inala´mbrico a trave´s del
cual admita consignas de control y ofrezca las lecturas de odometr´ıa en tiempo real. Se
hara´ uso de dos plataformas robo´ticas diferentes en los experimentos realizados. Ambas
pertenecen a la empresa “ActivMedia Robotics” y sus caracter´ısticas se muestran en la
figura 8.4
Caracter´ısticas “Pioneer3-AT” “Pioneer3-DX”
Dimensiones 50 x 49 x 26 44,5 x 40 x 24,5
Peso 12 Kg 9 Kg
Carga ma´xima 30 kg 23 kg
Vl ma´xima 1.2 m/s 1.2 m/s
Bater´ıa 12 V 12V
Autonomı´a 4 - 8 h 18 - 24 h
Tiempo de carga 12 h 12 h
Traccio´n 4 ruedas motrices, skid-steer Diferencial
Conexio´n WiFi 802.11b o Serie WiFi 802.11b o Serie
Figura 8.4: Caracter´ısticas de las plataformas robo´ticas utilizadas.
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8.2.3. Arquitectura distribuida de adquisicio´n y procesado
La implementacio´n propuesta del “espacio inteligente” requiere la adquisicio´n y pro-
cesado de la informacio´n de un conjunto de ca´maras. La adquisicio´n de e´stas debe estar
perfectamente sincronizada entre s´ı y con las lecturas de odometr´ıa de los robots controla-
dos por el “espacio inteligente”. Se ha implementado una arquitectura cliente-servidor que
permite la adquisicio´n y procesado de las ca´maras, repartiendo la carga necesaria, tanto en
te´rminos de ancho de banda como en el procesado de las ima´genes.
Las ca´maras se dividen en conjuntos que son controlados por un nodo de procesamiento
que adquiere las ima´genes a trave´s del bus de adquisicio´n (IEEE1394). En dicho nodo
se realiza el procesamiento de bajo nivel de las ima´genes, como puede ser la obtencio´n
de marcas naturales de la imagen. Dentro de cada nodo de adquisicio´n y procesado se
implementa un servidor TCP/IP que sirve la informacio´n obtenida de cada imagen a un
cliente. Dicho cliente, el cual implementa el resto del algoritmo, es el encargado de fundir
la informacio´n proveniente de los servidores con la odometr´ıa obtenida del robot, que
implementa un servidor TCP/IP a trave´s del enlace inala´mbrico. La arquitectura planteada
permite otorgar una gran flexibilidad, dado que el cliente de procesado puede estar en un
lugar f´ısico diferente a los servidores de adquisicio´n. La sincronizacio´n de las ca´maras se
realiza a trave´s de una l´ınea dedicada que se activa a trave´s de uno de los servidores, el
cual recibe la orden de adquisicio´n a trave´s del bus de comunicaciones que lo conecta con
el cliente.
8.3. Experimento utilizando una ca´mara
En esta seccio´n se mostrara´n los resultados del proceso completo de localizacio´n me-
diante una ca´mara. El experimento mostrara´ los resultados del proceso de inicializacio´n
presentado en el cap´ıtulo 5 y el resultado de aplicar el algoritmo de localizacio´n secuen-
cial del robot, presentado en el cap´ıtulo 7. El modelo tridimensional, obtenido durante la
inicializacio´n sera´ aumentado mediante la incorporacio´n de nuevos puntos, como ha sido
presentado en la seccio´n 7.7.
Las condiciones del experimento son las siguientes:
El escenario propuesto para el experimento utiliza el modelo de ca´mara “DFK-
21BF04”y el robot “Pionner3-DX”. La ca´mara se encuentra dispuesta con respecto al
origen de coordenadas del mundo como se muestra en la figura 8.5. Los para´metros
de calibracio´n de la misma se muestran a continuacio´n:
P =


αc = 15,7918
o βc = −104,8724o γ = 77,2273
Tc = (675,7848 572,1395 2911,9)
T
fu = 838,0493 fv = 838,9801 u0 = 363,4370 v0 = 233,5077
(8.1)
El robot describe una trayectoria, cuya estimacio´n realizada mediante la odometr´ıa
se muestra en la figura 8.6. Se utilizara´n diversos tramos de dicha trayectoria para
evaluar el algoritmo de inicializacio´n.
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Figura 8.5: Distribucio´n geome´trica de la ca´mara y la trayectoria del robot.
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Figura 8.6: Trayectorias de inicializacio´n comparadas con la trayectoria total realizada por el
robot.
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En la figura 8.7 se muestra un modelo tridimensional del robot compuesto por N = 8
puntos de la estructura tridimensional del mismo, los cuales son fa´cilmente identifica-
bles por el ojo humano en una imagen. Las coordenadas tridimensionales del modelo
se obtienen por medicio´n directa en la plataforma real. Dicho modelo sera´ utilizado
como medida de “ground-truth” o referencia de la pose. Para ello se identifican ma-
nualmente los puntos del modelo de referencia en el plano imagen de las diferentes
ca´maras. Utilizando el algoritmo mPnP, descrito en el cap´ıtulo 6, como medida de
la rotacio´n y traslacio´n del robot, se obtiene una estimacio´n de la pose, la cual se
utilizara´ como referencia. La medida de “ground-truth” planteada, aunque afectada
por el error de anotacio´n y la calibracio´n de la ca´mara, permite no obstante disponer
de una estimacio´n precisa de la pose real que ocupa el robot y que no contiene error
acumulativo.
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Figura 8.7: Modelo tridimensional utilizado como referencia, obtenido mediante medicio´n
directa sobre la plataforma real y su anotacio´n manual en la imagen
El error esperado en las lecturas de odometr´ıa depende de diversos factores, como el
tipo de plataforma robo´tica utilizada, la friccio´n entre las ruedas y la superficie de
desplazamiento y el propio error y cuantificacio´n existente en los sensores utilizados.
En el experimento planteado se supone una desviacio´n t´ıpica del error en la velo-
cidad lineal σV l = 20mm, y una desviacio´n angular σΩ = 4
o, los cuales se ajustan
experimentalmente al comportamiento que posee la plataforma robo´tica.
El error de medida σ2v , que determina la incertidumbre en la deteccio´n por cada
coordenada de la imagen se establece en σv = 10 pixels.
8.3.1. Experimento de inicializacio´n
Se proponen tres trayectorias de inicializacio´n diferentes, las cuales se muestran en la
figura 8.6. En cada una de ellas se implementara´ el algoritmo de inicializacio´n, utilizando
la matriz de covarianzas completa. El modelo tridimensional obtenido en cada uno de los
experimentos se muestra en las figuras 8.8.a, 8.8.c y 8.8.e. La reproyeccio´n del modelo
tridimensional obtenido se muestra en 8.8.b, 8.8.d y 8.8.f.
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Figura 8.8: Resultados del algoritmo de inicializacio´n mediante una ca´mara. En cada fila se muestran
los resultados obtenidos, utilizando una de las tres trayectorias de inicializacio´n.
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8.3.2. Experimento de localizacio´n secuencial
El experimento de localizacio´n secuencial parte del modelo tridimensional del robot,
obtenido mediante la segunda trayectoria de inicializacio´n, mostrada anteriormente en la
figura 8.6 y que produce como resultado el modelo tridimensional del robot, mostrado en
la figura 8.8.c.
En la figura 8.9 se muestra la posicio´n estimada por ambos me´todos de posicionamiento
secuencial, diferenciados por su complejidad cu´bica y cuadra´tica, comentados en el cap´ıtulo
7. La posicio´n del robot, obtenida por ambos me´todos se compara con la estimacio´n de
odometr´ıa y la medida de “ground truth” obtenida mediante anotacio´n en ima´genes. Como
se observa, ambos me´todos obtienen similares resultados, muy cercanos a la medida de
referencia, y claramente diferenciados de la estimacio´n mediante odometr´ıa.
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Figura 8.9: Comparacio´n de las trayectorias obtenidas mediante las dos alternativas de me´todo
secuencial, comparadas con la medida de referencia.
Durante el experimento, el modelo tridimensional del robot es aumentado mediante el
me´todo comentado en el cap´ıtulo 7, obteniendo como resultado el modelo tridimensional
que se muestra en la figura 8.10, para ambos me´todos. En las figuras 8.11 se muestran
algunos instantes de tiempo de la trayectoria, con el objetivo de mostrar la precisio´n en la
reproyeccio´n de la imagen.
8.3.3. Experimento en una secuencia que incluye oclusiones
A continuacio´n se propone un experimento utilizando una sola ca´mara y el mismo
robot en una configuracio´n similar a la presentada en el punto anterior, salvo por el hecho
de que la secuencia propuesta presenta una longitud mayor y en la escena se producen
oclusiones. En la figura 8.12.a se muestra la disposicio´n geome´trica de la ca´mara, el robot
y la trayectoria total realizada por el mismo. En la figura 8.12.b se muestra un modelo
tridimensional del robot, resultado del proceso de inicializacio´n en la zona de la trayectoria
remarcada en la figura 8.12.a.
El resultado de localizacio´n, en comparacio´n con la medida de referencia se muestra
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Figura 8.10: Modelo 3D aumentado durante el proceso secuencial
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Figura 8.11: Reproyeccio´n del modelo tridimensional durante diversos frames de la trayectoria de
posicionamiento.
214 Resultados y validacio´n del sistema propuesto
−2500
−2000
−1500
−1000
−500
0
500
1000
1500
−500
0
500
1000
1500
2000
0
500
1000
 
x (mm)y (mm)
1
 
z 
(m
m)
Secuencia Completa
Secuencia Inicializacion
(a)
−300
−200
−100
0
100
−200
−100
0
100
200
200
300
400
500
600
M6
M5
X (mm)
M4
M2
M8
M7
M1
M3
Y (mm)
Z 
(m
m)
(b)
Figura 8.12: Disposicio´n geome´trica de la ca´mara en el experimento y modelo tridimensional obte-
nido
en dos figuras 8.13.a y 8.13.b, en las que se muestran respectivamente la comparacio´n
de la trayectoria estimada frente a puntos de referencia y el error en dichos instantes de
referencia. En la figura 8.14 se muestran varios instantes de tiempo en los que se producen
oclusiones en la escena.
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Figura 8.13: Localizacio´n del robot en una escena donde existen oclusiones
Como se desprende de las figuras 8.13.a y 8.13.b, la precisio´n obtenida en la localizacio´n
no presenta error acumulativo y su error con respecto a la medida de referencia utilizada
permanece relativamente constante. Las oclusiones mostradas en la figura 8.14 muestran
que el sistema no se ve afectado significativamente por ellas y aunque en los instantes de
oclusio´n tambie´n se carece de medida de referencia, los instantes adyacentes poseen un
error de localizacio´n comparable al resto de la secuencia.
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(a) k = 1465 (b) k = 1470 (c) k = 1475
(d) k = 1808 (e) k = 1810 (f) k = 1815
Figura 8.14: Ejemplo de oclusiones y su influencia en el posicionamiento
8.4. Experimento utilizando un entorno de mu´ltiples ca´ma-
ras
El experimento en el entorno real planteado para mu´ltiples ca´maras hace uso de cuatro
ca´maras dispuestas como se muestra en la figura 8.15.a. Para realizar este experimento se
utilizan las ca´maras “Marlin F33C” y el modelo de robot “Pioneer3-AT”.
La trayectoria de inicializacio´n es mostrada en la figura 8.15.a junto con la posicio´n
tridimensional del robot y las ca´maras. Los para´metros de calibracio´n de las ca´maras se
muestran a continuacio´n:
P 1 =


α1c = −36,8264o β1c = −33,3948o γ1c = −140,1743o
T 1c = (396,7794 1180,8 3643,1)
T
f1u = 631,3688 f
1
v = 637,0136 u
1
0 = 320,2614 v
1
0 = 228,2005
(8.2)
P 2 =


α2c = 56,4173
o β2c = 41,1233
o γ2c = −145,7345o
T 2c = (−1999,4 − 54,2618 5127,6)T
f2u = 642,7650 f
2
v = 643,7740 u
2
0 = 322,9353 v
2
0 = 211,0803
(8.3)
216 Resultados y validacio´n del sistema propuesto
P 3 =


α3c = 121,9742
o β3c = 46,3774
o γ3c = 146,5448
o
T 3c = (−1320,2 − 278,2942 6744,3)T
f3u = 636,0547 f
3
v = 636,5856 u
3
0 = 324,5558 v
3
0 = 237,8806
(8.4)
P 4 =


α4c = −114,6361o β4c = −45,4540o γ4c = 143,6925o
T 4c = (1336,9 804,3017 5442,2)
T
f4u = 635,4452 f
4
v = 637,3190 u
4
0 = 330,5558 v
4
0 = 217,0185
(8.5)
En la figura 8.15.b se muestra el modelo tridimensional obtenido, el cual consta de
N = 21 puntos.
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Figura 8.15: Trayectoria y modelo tridimensional resultante de la inicializacio´n mediante mu´ltiples
ca´maras.
En las figuras 8.16.a, 8.16.b, 8.16.c y 8.16.d se muestra dicho modelo reproyectado en
un mismo instante de tiempo en cuatro ca´maras. Se muestra a su vez la trayectoria de
inicializacio´n proyectada sobre el plano imagen de cada ca´mara.
En la figura 8.15.b se muestran tres medidas de distancias D1, D2 y D3, obtenidas en la
plataforma robo´tica real con el objetivo de crear una medida de precisio´n o “ground truth”,
que permita comparar el algoritmo de localizacio´n con un sistema de posicionamiento de
referencia. Mediante dichas medidas y un sistema que permite indicar manualmente a un
usuario la posicio´n de los puntos M12,M13,M5,M9,M2, se obtiene la rotacio´n y traslacio´n
del robot, utilizando para ello el algoritmo mPnP , descrito en el cap´ıtulo 6. Al igual que
la medida de referencia utilizada en el experimento de una sola ca´mara, el “ground-truth”
utilizado depende de los para´metros de calibracio´n de las ca´maras y los posibles errores
del usuario en acertar la posicio´n exacta de los puntos del robot, permitiendo en todo caso
acotar la precisio´n obtenida por el algoritmo.
En la figura 8.17, se muestra una comparacio´n entre la medida de “ground truth” y el
resultado de aplicar el me´todo online. El robot realiza una trayectoria en la que un humano
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Figura 8.16: Modelo tridimensional reproyectado junto con al trayectoria utilizada por el algoritmo
de inicializacio´n mediante mu´ltiples ca´maras.
camina alrededor del robot varias veces con el objetivo de generar oclusiones, como se
muestra en la figura 8.18 para una secuencia de ima´genes. El algoritmo secuencial se ha
probado utilizando cuatro ca´maras, un conjunto de tres ca´maras (1, 2, 3) y dos ca´maras
(1, 2). El resultado se compara con una medida de referencia, o “ground truth”. En las
figuras 8.17.a y en la figura 8.17.b se muestra el error de posicio´n en funcio´n del instante de
tiempo, con el objetivo de mostrar que las oclusiones producidas por el usuario humano (
en los instantes de tiempo indicados en el pie de la figura 8.17), no afectan sustancialmente
al resultado de posicionamiento.
En todo el experimento se utiliza el me´todo de complejidad cuadra´tica, puesto que su
precisio´n en este caso demuestra ser equivalente al caso de complejidad cu´bica.
En la figura 8.19, se muestra un experimento donde el robot recorre una trayectoria
en la que existen tambie´n cambios de iluminacio´n y oclusiones, utilizando para ello la
informacio´n proveniente de tres ca´maras. En la figura 8.19.a se muestra la posicio´n del
robot junto con la medida de “ground truth” y en la figura 8.19.b se muestra el tipo de
cambio de iluminacio´n producido en el experimento.
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Figura 8.17: Comparacio´n entre el “ground truth” y el resultado de localizacio´n mediante mu´ltiples
ca´maras
(a) frame k = 104 (b) frame k = 111
(c) frame k = 120 (d) frame k=131
Figura 8.18: Ejemplo del tipo de oclusiones ocasionadas por el usuario humano al rodear al robot.
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Figura 8.19: Experimento con cambios de iluminacio´n y tres ca´maras
8.5. Conclusiones
El presente cap´ıtulo presenta una validacio´n experimental del sistema de posiciona-
miento completo, propuesto como objetivo en esta tesis. Se han presentado dos escenarios,
uno centrado en el sistema de posicionamiento de un robot mediante una ca´mara y otro
escenario en el que se dispone de un anillo de hasta cuatro sensores y un robot que se
encuentra a una distancia a cada sensor superior al experimento monocular.
Los resultados obtenidos en ambos escenarios demuestran que el sistema de localizacio´n
propuesto es preciso y estable en secuencias extensas en las que se incluyen cambios de
iluminacio´n y oclusiones. Aunque la medida de referencia utilizada esta´ influenciada por
los errores de calibracio´n, e´sta es u´til para demostrar que el sistema no posee un error
acumulativo o una tendencia degenerativa en la estimacio´n. Se ha mostrado, en el caso
de una ca´mara, co´mo el algoritmo de complejidad cuadra´tica posee en este caso real una
precisio´n comparable a la versio´n “convencional” que posee una complejidad cu´bica, siendo
por tanto el proceso utilizado para el resto de simulaciones incluido el caso de mu´ltiples
ca´maras.
Como se ha demostrado en este cap´ıtulo, (ver figuras 8.6 y 8.15), la trayectoria de ini-
cializacio´n necesaria es de reducido taman˜o y por tanto el tiempo que el robot se encuentra
sin localizar permite su aplicacio´n en entornos reales. El sistema propuesto constata que
un conjunto de N = 6 o N = 8 puntos, obtenidos mediante me´todos de “tracking” de
marcas naturales, es suficiente para la inicializacio´n del sistema de localizacio´n y un poste-
rior proceso secuencial estable. Se ha mostrado a su vez el resultado de aplicar el me´todo
de ampliacio´n del modelo tridimensional del robot integrado en el proceso de localizacio´n
secuencial, el cual produce un modelo aumentado sin repercutir en la estabilidad del me´-
todo propuesto. El modelo tridimensional aumentado que se obtiene, demuestra tener una
precisio´n del mismo orden que el obtenido mediante el me´todo de inicializacio´n, a juzgar
por la correcta reproyeccio´n de dichos puntos en la secuencia de localizacio´n.
Aunque en ningu´n caso se especifican los tiempos de proceso, el algoritmo propuesto
admite una implementacio´n en tiempo real, siendo el detector SIFT el principal cuello de
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botella del proceso. El filtro, incluida la capa robusta mediante RANSAC, aporta una baja
complejidad debido al pequen˜o nu´mero de caracter´ısticas utilizadas del robot. En todo
caso, los experimentos propuestos demuestran que el filtro con complejidad cuadra´tica es
aplicable a casos reales, sin que ello signifique una pe´rdida de precisio´n sustancial. Dicho
filtro puede significar un ahorro de recursos en implementaciones mediante hardware de
bajo coste o modelos tridimensionales con un gran numero de puntos.
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9.1. Introduccio´n
En este cap´ıtulo se exponen las conclusiones obtenidas en cada uno de las propuestas
realizadas en la tesis, as´ı como un resumen de las aportaciones realizadas. El presente
cap´ıtulo incluye a su vez una disertacio´n sobre las lineas de investigacio´n que se pueden
continuar a partir del trabajo realizado en la tesis.
9.2. Conclusiones y aportaciones de la tesis
En la presente tesis se ha presentado un algoritmo completo de localizacio´n de robots
en “espacios inteligentes” a partir de ca´maras fijas en el entorno. El principal objetivo
propuesto en la tesis es la definicio´n de una algoritmo de localizacio´n que minimice el
conocimiento “a priori” que se requiere del robot a localizar. Este enfoque es novedoso en
la literatura sobre “Espacios Inteligentes”, ya que permite localizacio´n mediante ca´maras
sin necesidad de recurrir a marcas artificiales dispuestas sobre el robot. A continuacio´n se
destacan los objetivos planteados y las aportaciones realizadas.
El algoritmo de medida en el plano imagen que se ha planteado en esta tesis tiene
como objetivo encontrar de manera eficiente la proyeccio´n de puntos de la estructura
del robot en el conjunto de ca´maras existentes. La principal aportacio´n realizada a ese
respecto es la integracio´n de diversas te´cnicas dedicadas a la extraccio´n de marcas na-
turales (como son los descriptores SIFT y los algoritmos basados en KLT) para su uso
en el problema de “tracking” de objetos tridimensionales, donde las aproximaciones
de estructura plana, local a cada punto, no son aplicables.
Previo al proceso de localizacio´n, se plantean procesos de inicializacio´n que tienen
como objetivo encontrar la pose inicial del robot y un conjunto de puntos de su
estructura tridimensional, identificados mediante el proceso de medida en el plano
imagen.
El algoritmo de inicializacio´n mediante una sola ca´mara, posee como aportacio´n fun-
damental el uso de un enfoque de ma´xima verosimilitud que permite utilizar la odo-
metr´ıa como referencia me´trica en la reconstruccio´n. Se utiliza una te´cnica de“Bundle
Adjustment” con una funcio´n de coste adecuada al criterio de verosimilitud, utilizan-
do para ello una matriz de ponderacio´n, la cual permite disminuir el impacto del error
de la odometr´ıa en la solucio´n. Dicha matriz y sus diversas aproximaciones demues-
tran diferente influencia en la precisio´n y complejidad matema´tica del algoritmo. Se
ha propuesto una modificacio´n de la funcio´n de coste para incluir una distribucio´n
menos sensible a la presencia de “outliers” en la medida y se ha propuesto un algorit-
mo no iterativo y exacto de inicializacio´n previa a la te´cnica de“Bundle Adjustment”.
A su vez se han demostrado matema´ticamente situaciones en las que la trayectoria
efectuada por el robot produce una solucio´n degenerada.
La inicializacio´n mediante mu´ltiples ca´maras planteada, aporta la posibilidad de obte-
ner la pose y geometr´ıa del robot en distribuciones de ca´maras alejadas y no solapadas,
ya que no requiere correspondencias entre las mismas. Al igual que en el caso mono-
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cular, se han propuesto versiones robustas del algoritmo y me´todos de inicializacio´n
lineales.
A partir de la informacio´n obtenida durante la inicializacio´n, se ha disen˜ado un me´-
todo de localizacio´n secuencial del robot. Se han propuesto dos algoritmos necesarios
para la localizacio´n:
Se ha disen˜ado un algoritmo que soluciona el problema mPnP, que obtiene la pose
de un objeto a partir de su modelo tridimensional y la proyeccio´n de e´ste en el plano
imagen de mu´ltiples ca´maras. El algoritmo planteado para resolver el problema mPnP
ampl´ıa el trabajo propuesto por [Moreno-Noguer et al., 2007] para su uso en mu´ltiples
ca´maras. El algoritmo propuesto conserva las excelentes propiedades de precisio´n y
complejidad lineal del algoritmo con el nu´mero de correspondencias. Se ha propuesto
a su vez una solucio´n para movimientos restringidos a un plano y se ha demostrado el
incremento en precisio´n que aporta, adema´s de permitir soluciones para el problema
de los 2 puntos. Como an˜adido, se ha propuesto un me´todo que permite evaluar y
estimar la incertidumbre que existe en la solucio´n de la pose, dada la incertidumbre
en las medidas y el modelo tridimensional.
El segundo algoritmo presentado obtiene la pose del robot de manera secuencial. Tie-
ne como aportacio´n la aplicacio´n de un enfoque de inferencia Bayesiana al problema.
De este modo se realiza una sinergia coherente entre las fuentes de informacio´n dis-
ponibles. Utilizando la solucio´n al problema mPnP se ha propuesto un algoritmo que
decrementa en un orden de magnitud la complejidad algor´ıtmica del filtro as´ı como
un me´todo robusto que elimina los “outliers” del vector de medidas.
Se ha propuesto un proceso que obtiene las coordenadas tridimensionales de puntos de
la estructura del robot que no fueron considerados en la inicializacio´n. Este algoritmo
permite que el conocimiento que se tiene del objeto del que se realiza la localizacio´n
se incremente a medida que e´ste muestra su geometr´ıa al conjunto de ca´maras. La
solucio´n propuesta se integra directamente en el estimador Bayesiano, lo que per-
mite obtener, adema´s de nuevos puntos en el vector de estados, su incertidumbre y
correlacio´n con el resto de puntos del modelo y la pose.
Mediante la solucio´n al problema mPnP del cap´ıtulo 6, el algoritmo de obtencio´n
de correspondencias “wide-baseline” se ha propuesto una solucio´n al problema del
secuestro.
Mediante experimentos en entornos reales se ha confirmado la validez de la propuesta
como sistema de localizacio´n de robots mo´viles.
9.3. Lineas de investigacio´n futuras derivadas de la tesis
Es interesante destacar algunas de las l´ıneas de investigacio´n futuras que se plantean a
partir del trabajo realizado en esta tesis.
El algoritmo presentado de localizacio´n posee como restriccio´n fundamental la supo-
sicio´n de rigidez en el elemento sobre el que se realiza el posicionamiento. Este hecho
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impide el uso de una variacio´n del algoritmo para su utilizacio´n en el posicionamiento
de usuarios, puesto que e´stos presentan una estructura deformable. En la actualidad
existe una gran actividad investigadora en sistemas de reconstruccio´n para objetos
deformables y por tanto la creacio´n de un sistema con la misma filosof´ıa que la pre-
sentada en la presente tesis pero aplicada a dicho tipo de problema es una linea futura
de investigacio´n.
El sistema propuesto depende en gran medida de que el objeto tenga un taman˜o
suficiente en la imagen de las ca´maras, de tal modo que su geometr´ıa pueda ser inferida
o que su estructura presente suficiente contraste para ofrecer puntos de intere´s para
su reconstruccio´n. La te´cnica presentada en esta tesis permite ser combinada con
te´cnicas de reconstruccio´n basadas en “Visual Hull”, las cuales pueden entregar un
volumen acotado donde esta´ localizado el robot. Mediante dichas te´cnicas se puede
tener localizacio´n en objetos pequen˜os o sin textura, al mismo tiempo que se robustece
la propuesta de esta tesis.
En la tesis se ha utilizado el descriptor SIFT, el cual posee una complejidad al-
gor´ıtmica elevada. Existen en la literatura otros tipos de te´cnicas de deteccio´n de
marcas naturales y sus descriptores invariantes, como puede ser el descriptor SURF
[Bay et al., 2006]. El uso de dichas te´cnicas permite disminuir el tiempo de co´mputo
requerido por el sistema de localizacio´n.
En la presente tesis se realizan modelos tridimensionales basados en puntos, como
u´nica primitiva geome´trica, a partir de la cual realizar el posicionamiento. En los
objetos manufacturados es muy comu´n la existencia de un conjunto elevado de lineas
rectas, y por tanto su inclusio´n en el modelado y el vector de estados aportar´ıa
precisio´n y estabilidad.
Finalmente, la solucio´n planteada ha sido evaluada en estancias reducidas y no se
ha considerado el problema de cubrir un espacio grande con mu´ltiples ca´maras aso-
ciadas en diferentes espacios cerrados. La estabilidad del algoritmo en ese caso y la
problema´tica extra derivada de su implementacio´n es un linea futura de trabajo para
la implantacio´n de este tipo de sistemas en edificios.
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