Abstract:We expand the classic variational formulation of − log E e −f to the case where f depends on a diffusion, and not only a on Brownian motion, while decreasing the integrability hypothesis on f. We also give an entropic characterisation of the invertibility of a perturbation of a diffusion and discuss the attainability of the infimum in the aforementioned variational formulation.
Introduction
Denote W the space of continuous functions from [0, 1] to R n and H the associated canonical
Cameron-Martin space of elements of W which admit a density in L 2 . Also denote µ the Wiener measure, W the coordinate process, and (F t ) the canonical filtration of W completed with respect to µ. W is a Brownian motion under µ. Set f a bounded from above measurable function from W to R. In [4] , Dupuis and Ellis prove that
where the infimum is taken over the probability measures θ on W which are absolutely continuous with respect to µ and the relative entropy H(θ|µ) is equal to E µ dθ dµ log dθ dµ . In [1] , Boué and Dupuis use it to derive the variational formulation
where the infimum is taken over L 2 functions from W to H whose density is adapted to (F t ). This variational formulation is useful to derive large deviation asymptotics as Laplace principles for small noise diffusions for instance. This result was later extended by Budhiraja and Dupuis to Hilbertspace-valued Brownian motions in [2] , and then by Zhang to abstract Wiener spaces in [10] , using the framework developed byÜstünel and Zakai in [7] . The bounded from above hypothesis in 1.2 was weakened significantly byÜstünel in [9] , it was replaced with the condition E µ f e −f < ∞ and the existence of conjugate integers p and q such that
These relaxed hypothesis pave the way to new applications. The possibility of using unbounded functions is primordial in Dabrowski's application of 1.2 to free entropy in [3] . Ustünel's approach is routed in the study of the perturbations of the identity of W, which is the coordinate process, and their invertibility. The question of the invertibility of an adapted perturbation of the identity is linked to the representability of measures and was put to light by the celebrated example of Tsirelson [6] .Üstünel proved that if u ∈ L 2 (µ, H) and has an adapted density, I W + u is µ-a.s. invertible if and only if
To prove 1.2 with the integrability conditions specified above,Üstünel uses the fact that H-C 1 shifts, meaning shifts that are a.s. Fréchet-differentiable on H with an a.s. continuous on H Fréchet derivative, are a.s. invertible, and that shifts can be approached with H-C 1 shifts using the OrnsteinUhlenbeck semigroup. This paper focuses on getting a variational formulation similar as the one above in the case of a diffusion V which satisfies a stochastic differential equation
where B is a Brownian motion, thus generalizing the case of the Brownian motion. We also weaken the integration hypothesis on f since we only require E[f e −f ] < ∞ and f ∈ L p (µ) for some p > 1.
Ustünel's proof consists in approaching f with H-C 1 functions and then use H-C 1 shifts, which are invertible, obtained using those functions. This approach is deeply rooted in the Brownian motion specific case, since it relies on sophisticated stochastic analysis tool that were developed for a Gaussian framework. Here we write the density
as the Wick exponential of some v and then approach v with retarded shifts which generate invertible perturbations of the identity. Since we work under the law of a diffusion and not the Wiener measure, the perturbations of the identity we consider are not affine shifts. We work on W under the image measure of (V, B) that we denote µ X and we construct a Brownian motion β X such that W verifies
We only consider perturbations that verify the Girsanov condition. If u is such a perturbation, we denote X u the solution of the stochastic differential equation
and X u = (X u , β X + u). X u plays the same role as W + u in the Brownian case and it is invertible if and only if
We conclude the paper with a discussion over the attainability of the infimum in the variational formulation. We define the processes X and B on W by:
Framework
Under µ X × µ, the law of X is µ X , B is a Brownian motion and they are independent. We denote X i and B i the i-th coordinates of x and B. Define
ds is a local martingale and we have:
Now set y ∈ R. observe thatσ (y) :
is an isomorphism and set θ(y) the unique element of M d,m (R) which is equal toσ(y) −1 on im(σ(y)) and 0 on im(σ(y)) ⊥ and η(y) the unique element of M d (R) which is equal to 0 on ker(σ(y)) ⊥ and to the identity on ker(σ(y)). Notice that we have (θσ + η)(y) = I d (R). We define
β X,i will denote the i-th coordinate of β X . β X is a Brownian motion. Indeed, it is clearly a local martingale and since m and B are independent:
is a local martingale and:
This construction of β X is taken from [5] . We denote
and µ X its image measure. X is a µ X path-continuous strong solution of the stochastic differential
The filtration of a process m will be denoted (F m t ), the filtration of X will be simply denoted (F t ). Except if stated otherwise, every filtration considered is completed with respect to µ X . If m is a martingale and v admits a densityv whose stochastic integral with respect to m is well defined we will denote
We also denote the Wick exponential as follow
and for p ≥ 0 we denote
, we define β u X := β X + u and X u a path-continuous strong solution of the stochastic differential equation
Once again the hypotheses on σ ensure the existence and µ X -path uniqueness of X u . We also denote
and
We have a Girsanov-like change of measure theorem relative to µ X :
for every bounded Borel function f:
Proof: Set f a bounded Borel function and u ∈ G 0 (µ X , β X ), denote θ the probability on W defined by dθ dµ X = ρ(−δ β X u) According to the Girsanov theorem, the law of β X + u under θ is the same as the law of β X under µ X . Consequently, the law of X u under θ is the same as the law of X under µ X and
and set θ the measure on W given by
We have
Since θ ∼ µ X , X u θ ∼ X u µ X , which conclude the proof.
Set u, v ∈ G 0 (µ X , β X ), this theorem ensures that if g is a random variable defined on W, the compo-
In particular the compositions u • X v and X u • X v are well-defined since u and X u are random variables defined on W with values in H and W respectively.
3. Action of the composition by X u and invertibility results
Now,
v are path continuous strong solutions to the same stochastic differential equation so they are equal µ X -a.s.
Finally, we have µ X -a.s.
Now comes the criteria:
The three following propositions are equivalent:
dµ X and as in the proof of last proposition we have µ X -a.s.
Using Jensen inequality we have µ X -a.s.
The strict concavity of the function log gives
Finally we have
We apply the logarithm to 5.3 to get:
We have:
so finally we have:
According to Girsanov theorem β X + v is a X u µ X -Brownian motion, so:
and we can take the expectation with respect to ν in 5.4 to obtain u+v•X u = 0
(ii) ⇒ (iii) is immediate. Now we prove (iii) ⇒ (i). We still denote L =
Assume that X u admits a left inverse V. Set v = −u • V .
We have µ X -a.s.
we have:
An algebraic calculation gives µ X -a.s.
Now set g ∈ C b (W, R + ), we have:
and we can compute H(X u µ X |µ X ):
6. Approximation of absolutely continuous measures
.
Eventually sequentializing afterward, we have to prove that for any
s. invertible and
The proof is divided in five steps.
Step 1 : We approximate L with a density that is both lower and upper bounded. Denote
The monotone convergence theorem ensures that E µ X [φ n ] → 1 so for any α ∈ (0, 1), there exists some n α ∈ IN such that for any n ≥ n α ,
So the Lebesgue theorem ensures that
Ln 0 +a 1+a log
and the Lebesgue theorem ensures that
1+a is both lower-bounded and upper-bounded in L ∞ (µ X ), we denote these bounds respectively d and D. Also denote
We write
Step 2 : We prove that α ∈ L 2 (µ X , H).
is a sequence of stopping times which increases stationarily toward 1. We have, using
hence passing to the limit
Step 3 : we approximate α with an element of L ∞ (µ X , H).
Step 4 : we approximate α n with a retarded shift.
For η > 0 set
To prove that (N η (1) log N η (1)) is uniformly integrable, it is sufficient to prove it is bounded in any
. Furthermore, using Hölder inequality,
we have
where 1 r ′ + 1 r = 1. Consequently there exists η > 0 such that
using the triangular inequality, we have
Step 5 : We prove that X −γ η is µ X -a.s. left-invertible and is the solution to our problem.
We know µ X (X = I W ) = 1 and that there exists a measurable function Φ such that X = Φ(β X ) µ Xa.s., so set A ⊂ W , such that µ X (A) = 1 and for every w ∈ A, X(w) = w and X(w) = Φ(β X (w)).
η (s, w 2 )ds and β X (t, w 1 ) = β X (t, w 2 ) An easy iteration shows that β X (w 1 ) = β X (w 2 ) hence G 0 (µ X , β X ). We have, for f ∈ C b (W),
We have dX 
Variational problem
As stated in the beginning, we aim to provide a variational formulation of − log E µ X e −f . This first result is from [9] : 
Here is the main result.
Theorem 5. Set p > 1 and f ∈ L p (µ X ) such that E µ X (|f | + 1)e −f < ∞, then we have − log E µ X e −f = inf u∈L ∞ a (µ X ,H),X u µ X −a.s. invertible
Proof: Using proposition 6, we have easily − log E µ X e −f ≤ inf u∈L ∞ a (µ X ,H),X u µ X −a.s. invertible
Let θ 0 be the measure on W defined by
