Abstract: Markets are becoming independent of geographic barriers and industries are seeking new productive systems (PS) configurations, from centralized to distributed structures, moving their productive plants to countries with energy reserves and low operating costs. To allow the tasks coordination and management in this new distributed structure, it takes advantage of the advances in mechatronics and information technologies, which should assure cooperation between the system parties and between the involved users (clients, operators, managers, etc.). Each part of the disperse PS, which is also a PS, has a high level of operational autonomy. Thus, this kind of system presents new integration and coordination problems which must be overcome to achieve effective implementation. The users of the system require communication frameworks for negotiating the processes involved in production. In this context, this work initially shows a control architecture for users negotiation in a disperse PS. To implement the control architecture, computational models exploring the potential of the Petri net was developed using the production flow schema to systematize the construction of models.
INTRODUCTION
According to Garcia Melo et al. [2008] , productive systems (PSs) are defined as systems which perform process using material resources, equipment, human resources, and other physical entities and information for the production of goods and services.
Since the 1990s, production and supply chain systems have changed from the traditional mass production led by products to mass customization in order to face the increase in global market competition [Thomas and Artiba, 2009] . Markets demand for products with high quality at lower costs, highly customized and short life cycles, imposing new requirements on PS, namely in terms of quality, response agility and flexibility, crucial for a PS to remain in the business. In this kind of market, PSs can no longer be seen as a standalone actor, being forced to reconsider the way they are organized to increase their competitiveness [Leitão, 2009] . Consequently, the research on PS control has moved from traditional centralized and process-oriented approaches to distributed structures in which the PSs or parts of the PS are spread throughout the world, forming a disperse system. One of the reasons that contributed to the production decentralization is the displacement of the plants to countries with low energy and operation cost [Sousa et al., 2008] .
Some studies into distributed systems have focused on the use of a service-oriented structure, in which the functions and the information that users (composing the system) provide are seen as services. The growth in the number of internet services has given rise to communities around common interests. This growth brings increases in the scale of the internet and boosts the expectation of information retrieval [Wang et al., 2009] . These services, on the other hand, can be seen as computational resources of the Internet and can be shared among its users to meet common interests. However, according Han et al. [2008] , conventional computing cannot meet resources sharing, which motivated the development of applications based on Web services (WS), which provide advantages to share resources and to develop applications of greater complexity.
This work is organized as follows. Section 2 presents the methodology for modeling services using production flow schema and Petri net. Section 3 shows the modeling of an architecture applied to negotiation between users (clients, operators and PS) to answer the demand. Section 4 provides the results of models analysis. Section 5 presents some discussions about this work.
PETRI NET AND WEB SERVICES

Petri net
Petri nets (PNs), as graphical and mathematical tools, provide a uniform notation for modeling, formal analysis and design of discrete event systems (DES) and it is effective as a process description and specification technique [Yoo et al., 2010] . It is a representation that can be used both at conceptual and at functional level, in which the system can be analyzed and validated before proceeding with detailed design and implementation. It has the advantage that the same model can be used for analysis of behavioral properties and performance evaluation, as well as for systematic construction of simulators and controllers. Mathematically, PN can be described as a set of algebraic equations, and can be used for formal verification of precedence relations between events, concurrent operations, appropriate synchronization, freedom from deadlock, repetitive activities and mutual exclusion of shared resources [Zurawski and Zhou, 1994] .
The structure of a PN is a 4-tuple N = (P, T, F, W ) [Zurawski and Zhou, 1994] , where P and T are finite, nonempty, and disjoints sets. P is the set of places, and T is the set of transitions. F is the set of relationships between places and transitions and is also called set of directed arc. W is a set of nonnegative and nonempty integers that represents the weight of each directed arcs. A PN is called ordinary net if ∀f ∈ F, W (f ) = 1 and its structure is denoted as N = (P, T, F ) [Li and Zhou, 2008] .
A PN is a 5-tuple (P, T, F, W, M 0 ), where M 0 is a set of nonnegative integers that represents the initial tokens of places, which is also known as initial marking of places [Yoo et al., 2010] .
The main properties of PN used in the analysis of PSs is presented as follows.
Reachability In order to find out whether the modeled system can reach a specific state as a result of a required functional behavior, it is necessary to find such a sequence of firings of transitions [Li and Zhou, 2008] which would result in transforming a marking M into M i , where M i represents the specific state and the sequence of firings represents the required functional behavior. The existence of an additional sequence of transitions firings which transform M 0 into M i indicates that the PN model has alternative ways in which certain states are achieved. It can also indicate the presence of unexpected functional behavior of the real system [Zurawski and Zhou, 1994] .
Marking M i is called reachable from marking M if there is a sequence of transitions firings which transform M into M i , M i ∈ R(N, M ) [Han et al., 2008] .
Boundedness and safeness A PN is said to be k-bounded if the number of tokens in any place p, where p ∈ P , is always smaller than or equal to k (k is a nonnegative nonempty integer number) for every marking M reachable from the initial marking M 0 . With p ∈ P , if ∃B > 0 integer, so that ∀M ∈ R(N, M 0 ) and M (p) ≤ B, p is bounded. The boundary B of a PN is called max{B}, ∀p ∈ P [Han et al., 2008] .
A PN is safe if it is 1-bounded; in other words, B = 1 for all places of the PN [Han et al., 2008] .
Conservativeness A PN is conservative if the number of the tokens is constant, independently of the transitions firings. From the net structural point of view, this can only happen if the number of the input arcs for each transition is equal to the number of output arcs. However, in real PSs, resources are frequently combined together so that certain tasks can be executed, then separated after the task is completed [Zurawski and Zhou, 1994] .
A Petri net is also said to be conservative if there is a vector m, m = [m 1 , m 2 , . . . , m k ], where k is the number of places, and the weighted sum of m i tokens remains the same for each marking M reachable from the initial marking M 0 [Zurawski and Zhou, 1994] .
Liveness The concept of liveness is closely related to the deadlock situation (state at which the PN model cannot fire any of its transitions). Zurawski and Zhou [1994] showed that four conditions must hold for a deadlock to occur. These four conditions are:
• Mutual exclusion: a resource either available or allocated to a process which has an exclusive access to this resource; • Hold and wait: a process is allowed to hold a resource while requesting more resources; • No preemption: a resource allocated to a process cannot be removed from the process, until it is released by the process itself; • Circular wait: two or more processes are arranged in a chain in which each process waits for resources held by the next process in the chain.
A PN is considered live if ∀M , M 0 [> M , i.e. it can progress through some firing sequences. From a marking M 0 , it can be deadlock-free immediately, yet it can have a sequence of firings which can lead the PN to a deadlock situation [Han et al., 2008] . For this reason, different levels of liveness for transition t, and marking M 0 , can be considered.
Reversibility An important issue in the operation of real PS is the ability of these systems for error recovery (return to a normal state) after failure or error occurrence. I.e., these systems are required to return from failure states to the preceding correct states. This requirement is closely related to the reversibility property of a PN [Zurawski and Zhou, 1994] .
A PN is said to be reversible if M is reachable from M 0 and M 0 is reachble from M [Zurawski and Zhou, 1994] .
Production flow schema
The production flow schema (PFS) is derived from the PN of the channel-agent type and used to systematize the model building in PN. The PFS shows, at conceptual level, how items involved in the production act in the execution of functions necessary to obtain the desired products or services. An important concept presented by the PFS is the flow of items (materials or information), which is associated with allocation and deallocation of resources. The PFS indicates that the activities or production steps involve the interaction between items, their flows and other activities [Hasegawa et al., 1999] .
The PFS has 3 structural elements [Hasegawa et al., 1999 ]:
• Active elements or activities: (represents the events) elements which can be refined by obtaining a new PFS or some PN, shown in Fig. 1 (a) 
Web services modeling
According to Hamadi and Benatallah [2003] , a WS can be describe as a tuple S = (N ameS, Desc, Loc, U RL, CS, SN ), where, N ameS is the name of the service (used as its unique identifier), Desc is the description of the service provided (it summarizes what the service offers), Loc is the server where the service is located in, U RL is the invocation of the WS, CS is a set of its component services (if CS = N ameS then S is a basic service or atomic, otherwise, S is a composite service of atomics services), and SN = (P, T, F, W, M 0 ) is the PN model of the dynamic behavior of the service.
The services and their compositions can be modeled by using PN [Hamadi and Benatallah, 2003 ] associated with one of its interpretations, such as the PFS:
• ε is an empty service, ie, a service which performs no operation, Fig. 6 a) ; • S1 is a constant service, used as an atomic or basic service in this context, Fig. 6 b) ; • S1 S2 is a composite service that performs service S1 followed by service S2, Fig. 7 ; • S1 S2 is a composite service that behaves as either service S1 or service S2. Once one of them executes its first operation the second service is discarted, Fig.  8 ; • S13S2 is a composite service that performs either service S1 followed by service S2, or service S2 followed by service S1, Fig. 9 ; 
CONTROL ARCHITECTURE
There are different configurations for a disperse PS, so the focus of this work is to initialy consider a disperse PS with its basic users (client, operator and PS).
Consequently, in this work, some users of the disperse PS architecture have specific functions to perform: one user has equipment, resources and other physical entities; one user has the knowledge to operate equipments; and another user has a demand to be met.
The users above can be called productive system (or PS), operator and client, respectively. Each user must follow some rules to ensure proper system operation. In this architecture, the operator user is not an employee of the PS user and can operate the equipment of different PSs.
The PS user must negotiate the deadline to meet the demand (this could be an estimate of past demands or other estimate) and must fulfill the negotiated deadline (in other words, it is forbiden to propose a deadline in which the demand can not be met). Likewise, the operator user must negotiate the deadline to meet the demand and must fulfill the negotiated deadline. The client user must negotiate with the operator and PS users the deadlines to meet its demand and, based on the negotiated deadlines, it must choose the longest deadline as the deadline to meet its demand (because that is the most conservative time).
The negotiation between users to meet the demand of a disperse PS can be divided into 3 basic activities, each one performed by a different user (client, operator and PS). The activities execution involves an asynchronous communication, with secondary flow of information, in which there is specific data flow between users sub-activities, as in Fig. 10 (a) . In this case, after a refinement, activity [A2] is divided into 2 activities, each one responsible for communicating with activities [A1] or [A3] (Fig. 10 (b) ).
In Fig. 10 The communication activities involve 3 distinct subactivities: one for sending and receiving requests; one for sending and receiving proposals; and one for sending and receiving confirmation. These sub-activities are represented in Fig. 11 . In the case of multiple operators, the client has a choice (conflict) which the operator will negotiate. Fig.12 shows a representation of this conflict.
In Fig. 12 , the choice (conflict) is in the relation between the first distributor and the first activities of client. In this figure The representations above can be refined to PN. The distributors are refined as PN places. The activities with secondary flow of information can be refined as 2 transitions and 1 place, where the first arc of secondary flow of information is linked to the first transition and the second arc is linked to the second transition ( Fig. 15 (a) ). The brackets that include the activities flow can be refined as 2 transitions, and the activities flow is between these two transitions ( Fig. 15 (b) ). The results obtained by simulation were, the PN: reaches only the desired states; is 1-bounded (and, therefore, is safe); is conservative if considering the weighted sum of the tokens; is L3-live because it can be fired infinitely from the initial marking; is reversible. Other analyzed cases consider the client, initially, in communication with a PS and with an operator (client, operator and PS busy). The results were the same as for the previous case, confirming the expected behavior.
Then, the practical implementation of the architecture was carried out [Fattori, 2010] . In that work, a set of web services were developed and implemented in a disperse PS emulated by stations of an automated flexible manufacturing system. The tests made in these systems using the architecture confirm the results of the model analysis.
CONCLUSION
The use of information systems techniques in PS is not recent, yet the change of the paradigm from process-oriented centralized production to service-oriented disperse production has been investigated more strongly in recent years.
The negotiation between clients, operators and PS to meet the demand can also be understood as service and, as they are well known solutions in service-oriented applications. The web services facilitates the implementation of a structure which allows that negotiation with service orientation. Consequently, based on that, it was proposed an architecture for disperse PS in this work.
The operation in a PS plant can be understood as a sequence of events. Consequently, the behavior of the PS can be modeled as a discrete event system and it can use the PN. Combining this model to the PN model created by the systematics, it is possible to create a fuller model of disperse PSs behavior.
The systematic applied in this work allows the analysis of demand meeting using the PN to verify the properties of the modeled architecture. The use of PFS in the systematic allows a smooth conversion from a conceptual model to a formal model (as PN).
