In simulations, large-amplitude self-excited oscillations of high-Reynolds-number flow in a finite-length flexible channel often exhibit vigorous repetitive 'slamming' motion, during which the channel briefly becomes almost completely occluded over a very short lengthscale near its downstream end before rapidly reopening. Here we analyse this near-singular behaviour using an established one-dimensional PDE model of the two-dimensional physical system. Working in a distinguished asympotic limit, we systematically derive a low-order differential/algebraic model for the flow when it is close to the slamming state. The shape of the channel near the constriction is determined by a balance between membrane tension and fluid inertia; this region is also the predominant site of viscous dissipation, which balances energy changes distributed along the channel. The reduced model accurately captures a set of steady solution branches and their stability and shows how slamming is strongly coupled to the properties of the rigid channel downstream of the membrane. A singularity is identified in the low-order model which may explain the violent readjustment of the flow at the end of a slamming event.
Introduction
Self-excited 'slamming' oscillations appear to be a generic feature of collapsible channel flows. In simulations of two-dimensional flow through a finite-length planar channel having a segment of one wall replaced by an inertialess flexible membrane (as illustrated in figure 1 ), spontaneous largeamplitude oscillations commonly exhibit a near-complete occlusion of the channel that is abrupt, transient and spatially localised (1) . This can arise with either prescribed pressure or volume flux driving flow into the upstream end of the channel, and with pressure prescribed at the outlet (1) (2) . Similarly, experiments using flexible tubes in a Starling Resistor configuration reveal low frequency self-excited oscillations characterised by brief but severe drops in the tube's cross-sectional area and in the pressure and flux at its outlet (see (3) and figures 6 and 9 of (4)). Slamming is therefore of interest for a number of reasons: it appears to be a robust and dominant feature of collapsible tube and channel flow and therefore can be regarded as a canonical example of fluid-structure interaction; it may have a bearing on the mechanism of vigorous self-excited oscillations arising in physiological systems (such as blood vessels, lung airways or vocal chords) (5), (6) , (7), (8) , (9) ; and large spatial and temporal gradients make simulations difficult but offer opportunities for analytic insights.
Slamming oscillations have been predicted by two-dimensional (2D) Navier-Stokes simulations and captured successfully using an approximate 1D model (1) (2) . In deriving a closed system of 1D equations it is normally assumed that the flow's axial velocity profile has a self-similar form (for ‡ oliver.jensen@manchester.ac.uk 
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h(x, t) 1 Fig. 1 Schematic of a flexible-walled channel in a configuration close to the slamming state. The volume flux q is prescribed at the inlet and the pressure p is prescribed at the outlet. A membrane under tension occupies 0 < x < 1; the downstream rigid channel segment is of length L 2 . The width h of the channel has been exaggerated for clarity. The flow is governed by (2.1, 2.2). Asymptotic regions I, II and III are explained in §3. example, that it is everywhere parabolic) (2) . This assumption has been successful in predicting the onset of instabilities, when either the inlet pressure (10) or inlet flux (11) is prescribed, facilitating the subsequent development of systematic 2D and 3D asymptotic approximations (12) . During an abrupt near-total collapse of the channel the 1D approximation may become questionable, however, particularly downstream of the constriction, where transient flow separation can be anticipated (13) . Nevertheless, provided the local pressure field is approximated sufficiently well, 1D models can still offer useful insights into the mechanisms controlling the sudden collapse and reopening of the channel. This is therefore the approach we adopt here.
The 'static divergence' instability that promotes abrupt closure of the channel has a simple origin: a localised constriction can accelerate the internal flow, lowering the fluid pressure (via the Bernoulli effect); the low pressure then promotes further collapse of the membrane. While viscous effects might be expected to inhibit contact of the opposite walls of the channel through a lubrication effect, the role of friction in preventing complete occlusion is not obvious in an otherwise inertia-dominated flow. For example, motivated by 1D and 2D simulations, Stewart et al.
(1) used an approximate lumped-parameter (ODE) model of the slamming process to highlight an inertial restoring mechanism. This model showed how an elastic restoring force provided by the curved membrane downstream of the constriction competes with the inertia of the fluid column in the downstream rigid segment, yielding a description of the dynamics as a nonlinear oscillator. Sudden near-complete occlusion of the channel causes rapid deceleration of the fluid column: the column pulls on the membrane downstream of the constriction, increasing its curvature and thereby inducing a low fluid pressure that provides a restoring force, reversing the motion of the column and reopening the constriction. This simple approximation provides a useful starting point for understanding the mechanism of slamming, but fails to capture many aspects of the dynamics, such as a condition specifying the degree of collapse of the channel at its narrowest point.
Here we present a more quantitative low-order model that seeks to identify the main physical balances throughout the entire flow domain during a slamming event. Starting from a 1D model incorporating three small parameters (corresponding to high Reynolds number, high membrane tension and long downstream channel length), we identify a distinguished limit in which the system reduces to a set of nonlinear third-order ODEs, describing a channel that is tightly constricted at a single point. The approximation captures a turning point in a branch of steady solutions; both solution branches turn out to be unstable in the parameter regime of interest. Time-dependent solutions of the low-order model exhibit slamming behaviour which terminates in an abrupt singularity. The model has some similarities with an approximation of a highly collapsed channel derived in the low-Reynolds-number limit (14) , in which viscous effects play a dominant role at the constriction. Here, however, while viscous dissipation is again largest in the most constricted region of the channel, it does not influence membrane shape locally, and instead a global energy budget is needed to close the system. An energy balance provides a simple explanation of the finite-time blow-up of the low-order model, which may explain the vigorous 'kick' that a slam provides to sustain large-amplitude oscillations.
Model
A detailed derivation of the governing model can be found in (2) (10). Briefly, flow passes through a finite-length channel in which a segment of one wall is formed by a flexible membrane (figure 1). The flow is driven by a fixed upstream flux (per unit width) and a fixed downstream pressure is imposed at the outlet. In a long-wave approximation, assuming a parabolic internal velocity profile, the dimensionless unsteady governing equations representing mass and momentum conservation in the flexible part of the channel are
for 0 x 1 at time t, with boundary conditions
The system (2.1, 2.2) describes the evolution of the channel width h(x,t) and the volume flux q(x,t), which are controlled by three dimensionless parameters: R, a form of inverse Reynolds number; T , the tension coefficient of the membrane; and L 2 , the length of the rigid segment downstream of the membrane. In terms of dimensional parameters (denoted with asterisks), distance x along the channel and the downstream channel length L 2 are here scaled on the unstressed membrane length L * , the channel width h is scaled on the rigid channel width a * , flux q on the inlet flux q * 0 and time t on a * L * /q * 0 , with R = µL * /(ρa * q * 0 ) (where ρ is the fluid density and µ its viscosity) and T = T * 0 a * 3 /(ρL * 2 q * 2 0 ) (where T 0 is the membrane tension, assumed constant). The internal fluid pressure, scaled on
This illustrates how (for convenience) a linear pressure distribution is imposed external to the membrane, exactly balancing that of uniform Poiseuille flow, giving rise to the pressure gradient 12R in (2.1b) and making h = 1, q = 1 an exact solution of (2.1, 2.2). The pressure drop across the membrane is proportional to its curvature, which is linearised in this long-wave approximation, yielding the pressure gradient T h xxx in (2.1b). The boundary condition (2.2b) incorporates viscous and inertial contributions to the pressure drop across the downstream rigid channel segment.
Following (10) , and for later reference, the associated energy budget for the flow in 0 x 1+L 2 (obtained by integration of (2.1, 2.2)) is written as
where
5c)
Here K represents the rate of exchange of kinetic energy, F the net kinetic energy flux, P the rate at which upstream pressure does work on fluid, E the rate at which fluid does work on the membrane and D viscous dissipation plus a non-conservative term which arises from the choice of internal velocity profile. The stability of the uniform state h = 1, q = 1 was analysed in detail in (2), (11) . Disturbances can initially grow either in an oscillatory or divergent manner, depending on parameter values. An example of the latter, computed using a numerical method described in (11) , is shown in Fig. 2 . Here an initial single-humped disturbance is amplified via an interaction with the mean flow. An initially divergent instability drives the downstream part of the membrane to collapse, almost completely occluding the channel (Fig. 2a ) before reopening rapidly (Fig. 2b) ; this 'slam' generates a disturbance that propagates up and down the flexible channel segment a few times before the next slam occurs, yielding a sequence of large-amplitude oscillations (Fig. 2c) . The initial collapse can be explained using the Bernoulli effect. A partial mechanism for the recovery was offered in (1): abrupt near-closure of the channel causes rapid deceleration of the column of liquid in the downstream rigid segment. The pressure drops abruptly near x = 1, decelerating the fluid column and pulling on the membrane between the constriction and x = 1. This system then operates like a nonlinear mass-spring system, such that after deceleration the downstream fluid column rebounds sufficiently for the channel to reopen.
We now seek an approximate solution of (2.1, 2.2) characterising a brief slamming event. We investigate an asymptotic limit that provides a sensible balance of terms that explains some independent observations; it is likely that other limits involving different dominant balances are also likely to provide relevant insights. Specifically, we scale T and L 2 using the system becomes
with boundary conditions
Asymptotic approximation
As illustrated in Fig. 1 , we divide the interval [0, 1] into three parts: (I) 0 x < x 0 and
We assume that h is lowest at x = x 0 (t). The overlap regions between I and II and between II and III are R x 0 − x 1 and R
x − x 0 1, respectively. We will find that the fluid pressure is uniform in regions I and III, leading to locally uniform membrane curvature at leading order, and that the short intermediate region II has a dominant membrane-tension/inertia balance. Viscous effects, while largest in region II, do not influence the membrane shape at leading order but nevertheless play a critical role in the dynamics; these are captured by considering the flow's overall energy budget. The assumed scalings give a self-consistent approximation that we validate against the full model below.
In region I, we expand as h = h 10 + O(R), q = q 10 + O(R). Then the dominant part of (2.7) is
In region II, we rescale using h = RH(ξ ,t), x = x 0 + Rξ , where H = O(1) and ξ = O(1), and write q = Q(ξ ,t). Thus (2.7) is transformed to
We expand using
In region III, we expand as
Then the dominant part of (2.7) is
We now construct leading-order solutions in each region, starting from the downstream end.
Region III
Matching h and h x in the overlap between regions II and III, we have
Similarly matching q in the overlap between regions II and III, we have
Thus (3.4), (3.5) and (3.6a) have solution
Expressed as the outer limit of the solution in region II, (3.8) and (3.9) give 10) in the overlap between regions II and III. Integrating (3.4) from x 0 to 1, using
we have a statement of mass conservation for region III,
Region II
Integrating with respect to ξ , noting from (3.10) that H 0ξ ξ → 0 as ξ → ∞, (3.3) gives
Due to the symmetry of H 0 about ξ = 0, then we may set H 0ξ (0,t) = 0, giving
where H 00 (t) = H 0 (0,t). Matching membrane slopes in the overlap region between II and III, from (3.10), gives 15) due to 1/H 0 → 0 as ξ → ∞ in the overlap region.
gives 16) which has the implicit solutioñ
It follows (for later reference) that
3.3 Region I Finally, in the overlap between regions I and II, we have the matching conditions
Similarly matching q in the overlap between regions I and II gives
Thus, from (3.1) and (3.19), we have
Integrating (3.1a) from 0 to x 0 in a manner similar to (3.11) yields the mass conservation relation for region I
Thus we have two mass conservation conditions (3.12, 3.22) and the matching condition (3.15) for the four unknowns Q 0 , Q 1 , x 0 and H 00 . One further condition is needed to close the system. This is most easily obtained using an energy balance.
Energy balance
The dominant contributions to the energy balance (2.5) at order O(1/R) are
where (3.18) was used in (3.23e). Because the downstream channel is long, the greatest contribution to K is in the downstream rigid segment (3.23a). The dominant viscous dissipation is at the constriction (3.23e). Thus, the leading-order energy budget gives
Equations (3.12), (3.15), (3.22) and (3.24) constitute a system for Q 1 (t), Q 0 (t), x 0 (t) and H 00 (t). Once the system is solved, (3.8) and (3.21) provide (outer) approximations of the membrane shape.
Steady solutions
For steady flow, the system gives Q 1 = Q 0 = 1 with
and the asymptotic solutions of (2.1, 2.2) in region I and III are q = 1 and
The region-III membrane shape is linear in this case. The steady solution with one sharp constriction is parameterized by x 0 , where x 0 is determined asymptotically by T through (4.1). Steady solutions are independent of L . To assess the utility of this solution, we compute steady solutions of (2.1, 2.2) by letting q = 1 and solving the resulting nonlinear third-order ODE for h. The uniform state h = 1 loses stability to non-uniform steady solutions at a sequence of transcritical bifurcations (2); the resulting solution branches exhibit turning points. One such example is shown in Fig. 3 , where a branch of solutions with h < 1 in 0 < x < 1 connects to another branch for which h has a maximum and a minimum in 0 < x < 1. Fig. 3 shows good agreement between asymptotic and numerical steady solutions for small R. From (4.1), we deduce that 1/2 < x 0 < 1 for T > 0, and find that the two steady solution branches coalesce when
In this case, we have
The coalescence implies a saddle-node bifurcation: two steady solutions (lower-and upper-branch) coexist when T < T SN , and no steady solution of this form exists when T > T SN . As x 0 increases towards unity, the minimum channel width reduces via (4.1).
As the insets on Fig. 3 indicate, h in (4.2) represents two types of membrane shape: mode 1 (without an upstream bulge) and mode 2 (with an upstream bulge). The mode 1 solution transforms to the mode 2 solution as x 0 increases through 2/3 with T = 0.0075 (labelled by a square in Fig. 3) , which is slightly offset from the saddle-node point T = T SN .
Linear stability of steady solutions
The stability of the steady solutions (4.1) of the dynamical system (3.12), (3.15), (3.22) and (3.24) can be established from the linear system describing small perturbations to the steady state, as shown in Appendix A. Four equations in four unknowns (A.2) can be manipulated into a thirdorder constant-coefficient ODE for one unknown, which is then reduced to a cubic polynomial for a growth rate (A.5). Numerical evidence, coupled with asymptotic approximations of the roots for extreme values of L , demonstrate that both solution branches are unstable in the distinguished limit relevant to the present model (i.e. there always exists a growth-rate with positive real part).
For a further assessment of the accuracy of the low-order model, in Fig. 4 we compare the three eigenvalues computed from (A.5) againt the low-frequency modes of instability directly calculated from (2.1, 2.2) (using methods given in (2) (11)). We show lower-branch (mode 1) and upperbranch (mode 2) examples for two different values of L 2 . In all cases the three dominant eigenvalues are captured well by the asymptotic approximation; however the low-order model fails to capture negative eigenvalues of larger magnitude corresponding to rapidly varying perturbations. Evidently, the present asymptotic analysis does not have the capability to capture the Hopf bifurcation reported near the turning point in Fig. 5 (c) of (2), which may be because R used there was not sufficiently small.
Unsteady solutions
Next, we turn to unsteady solutions of the full system of nonlinear differential and algebraic equations (3.12, 3.15, 3.22, 3.24), seeking to characterize the slamming motion illustrated in Fig. 2 .
Writing Q 1t ≡ Q 2 (t), we express the full system as with F = (F 1 , F 2 , F 3 , F 4 , F 5 ) T and B = (B 1 , B 2 , B 3 , B 4 , B 5 ) T , where
2a)
2b)
2e) To approximate (6.1) numerically, we discretize it using implicit first-order finite differences via F (t + ∆t) − F (t) = ∆tB(t + ∆t). F involves only three state variables Q 1 , Q 2 and x 0 . We therefore need three initial conditions Q 1 (t 0 ), Q 2 (t 0 ) and x 0 (t 0 ) at some initial time t 0 to start the simulation. We extract these initial conditions from simulations of (2.1, 2.2) by choosing t 0 for which x 0t (t 0 ) = 0.
In Fig 5, we compare the time variation of H 00 , x 0 , Q 0 and Q 1 from calculations of (2.1, 2.2) (corresponding to the example shown in Fig. 2) with that from the simplified time-dependent system (6.1). The simplified system captures the onset of slamming motion, as the constriction advances to its most downstream point (at which x 0t = 0). However, while x 0 and Q 1 show regular behaviour, the variables characterising the constriction H 00 and Q 0 show evidence of finite-time blow-up shortly after the constriction starts to travel upstream, forcing the integration to be terminated. This is indicative of a physical process taking place on a timescale shorter than can be resolved with the present asymptotic approximation.
In order to understand how blow-up occurs, we consider the brief interval over which the constriction approaches the downstream end of the flexible segment, x 0 → 1. In this limit, the volume of fluid in region I is much larger than that in region III. To leading order, the two massconservation equations, (6.2a,b), become
Assuming further that, over a short timescale, Q 1 Q 0 = O(1) (the outlet flow exceeds that through the constriction), and that the terms within square brackets balance, we may write (to leading order)
for some (large) constant A proportional to the fluid volume in region I. Setting x 0 = 1 − (x 0 /A), it follows that
This can be integrated to give
for some constant C. This system has nested closed orbits for C > 24, and is analogous to the second-order nonlinear spring model derived in (1). In orginal variables, (6.7) becomes
Given an initial condition x 0 (t 0 ) and Q 2 (t 0 ) at initial time t 0 and assuming x 0t (t 0 ) = 0, we can numerically solve (6.8). In Fig. 6 , we compare the nonlinear spring model (6.8) to the PDE model (2.1, 2.2) and the full low-order model. The rebound of the constriction is captured well; the spring model predicts that the outlet flux vanishes at the moment the constriction reverses (Q 1 = 0 when x 0t = 0), but this approximation neglects a further component that allows the flow to avoid full reversal in practice. The timescale (L /T ) 1/2 = (L 2 /T ) 1/2 evident in (6.8), representing a tensioninertia balance, is consistent with experiments reporting that the period of self-excited oscillations increases with downstream inertia (3), (15) . The matching condition (6.2c) implies that 6Q 2 0 /(5T H 00 ) = A 2 , implying that Q 0 is slaved to H 00 . Further, since Q 0 1, H 00 1/T A 2 , so we may assume H 00 1. Finally, the energy equation (6.2d,e) gives
Eliminating Q 2 using (6.5) implies that
Then, since H 00 1, the leading-order terms in the energy equation are This shows a dominant balance between the rate of change of kinetic energy in the downstream segment and viscous dissipation at the constriction. As the constriction advances and narrows, the volume of fluid in region III falls and the downstream fluid column decelerates. As soon as Q 1 falls to zero, [Q 2 1 ] t vanishes and the balance in (6.11) is disrupted. In particular, (6.11) shows that the channel widens very rapidly as soon as the flow reverses (Q 1 = 0) with H 00 exhibiting a 1/(−t) singularity as t → 0−. Correspondingly, Q 0 rises like 1/(−t) 1/2 . This may explain the blow-up evident in figure 5 (a,c) (and its absence in figure 5(b,d) ), and demonstrates (a) how non-local effects regulate the thickness of the channel at the constriction and (b) how viscous dissipation has a weak but essential role in the dynamics.
Discussion
We have constructed approximate solutions of (2.1, 2.2) for which the channel is severely collapsed over a narrow region in space and a short interval in time. We split the flow into three regions shown in Fig. 1 , and using R as a small parameter we constructed matched asymptotic expansions for each region, assuming that the membrane tension and downstream rigid channel scale appropriately with R according to (2.6). The pressure is approximately uniform in the long (outer) regions I and III, giving the membrane a parabolic shape in each case. In the short intermediate (inner) region II, the channel width is O(R) and a tension-inertia balance determines the membrane shape. Viscous dissipation through this constriction balances changes in energy elsewhere in the flow. Unlike many problems involving thin films, sheets or jets (16) for which viscous lubrication forces are often dominant at a constriction, here viscous forces are subdominant to inertia in region II yet they still play a primary role in the overall dynamics.
The low-order model consists of two mass conservation conditions (3.12, 3.22), a matching condition (3.15) and the energy budget (3.24). We validated this approximation by showing that it reproduces two steady solution branches of the full problem (Fig. 3) , arising via a saddle-node bifurcation at T = T SN . The non-uniform solution branches exist for T < T SN , which in terms of physical parameters is
where Re = ρq * 0 /µ is the Reynolds number (in other words, the flow's inertia must be sufficiently large for Bernoulli forces to substantially deform the membrane).
We also examined the linear stability of the steady solutions and found that both branches are unstable in the distinguished asymptotic limit we investigated. Thus the Hopf bifurcation predicted close to the saddle-node bifurcation in figure 5(b) of (2) appears not to extend to the limit we have considered. The approximate model captures the three slowest-evolving eigenmodes of the full system. However it is possible that slamming may include motion that takes place on a timescale that is shorter than that of any of these modes.
The main purpose of the present study was to understand the origin of slamming motion. The low-order model provides a physical picture of its onset. The initial channel collapse appears to be a divergent instability driven by the Bernoulli effect, a transient analogue of the 'choking' singularity in collapsible tube flow (17) . The constriction advances towards the downstream end of the channel and narrows as it does so. The pinching of the channel pushes fluid downstream out of region III into the downstream segment, while increasing the curvature of the membrane in region III. This induces a low pressure that decelerates the fluid column. The elastic-inertial balance (captured most simply by (6.8) , derived assuming that the constriction lies close to the downstream end of the membrane) is sufficient to drive the reversal of the motion of the column, expansion of region III and reversal of the motion of the constriction. However, the system cannot always pass smoothly through the point of flow reversal. As the constriction advances, the kinetic energy lost by the decelerating fluid column further downstream is absorbed by viscous dissipation at the constriction. At the point of flow reversal the dominant energy balance (6.11) is disrupted (the viscous dissipation is strictly positive but the rate of change of kinetic energy changes sign at flow reversal), and the flow must adjust abruptly to another configuration. We postulate that the finite-time singularity in the reduced model ( figure 5(a,c) ), which of course is regularised in practice by higher-order physical effects that operate on a fast timescale and are retained in the full PDE system, is nevertheless sufficiently powerful to provide the 'kick' characteristic of slamming. Simulations of both 1D PDEs and 2D Navier-Stokes equations (1) show how this kick generates a long-lived disturbance that propagates up and down the channel before the next slam occurs. Repeated kicks may then be a considered a key feature in sustaining large-amplitude oscillations.
We have here presented a rational approximation of an ad hoc 1D model. However, given close qualitative agreement between the 1D model and 2D simulations (1) (11), we believe this effort is warranted. In particular, we anticipate that the dominant physical balances revealed by the loworder model provide useful insight into the full 2D system, even though many fine details of the internal flow are not resolved. We have addressed only one of what are probably many possible limits invovling different dominant balances of terms at the constriction; simulations in (18) , for example, show strong asymmetry in membrane shape at the constriction during a slamming event, indicating a more prominent role for viscous effects in some circumstances. A major question for further studies is to assess whether the physical balances identified in the present low-order model might also explain the slamming-type behaviour reported in 3D collapsible tube experiments (3) (4).
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APPENDIX A

Linear stability of steady solutions
We add a small time-dependent perturbation to the steady solution, giving
where ε 1. Upon substituting (A.1) into (3.12), (3.15), (3.22) and (3.24), we obtain two systems of equations at O(1) and O(ε). The system at O(1) is (4.1) as expected and therefore 1/2 < x 00 < 1. The system at O(ε) is
Using (4.1), (A.2) is simplified to a system involving Q 11 (t) and x 01 (t),
x 00 300L (−1 + x 00 )x 2 00 (−3 + 2x 00 )Q 11t + 9(−1 + 2x 00 )(8 + 7(−2 + x 00 )x 00 )x 01t + 50L (−1 + x 00 )x 2 00 (2 + (−4 + x 00 )x 00 )Q 11tt = 108 (−1 + x 00 ) 2 x 00 (−1 + 2x 00 )Q 11 + 1 − 2x 00 + x 
We then reduce (A.3) to a third-order ODE for Q 11 (t); writing Q 11 = e σt , the eigenvalue σ , which may be expressed as a function of x 0 and L alone, satisfies the cubic equation
− 27x 00 (1 − 2x 00 ) 2 (−1 + x 00 )(2 + (−2 + x 00 )x 00 )σ + 50L x 2 00 (−2 + x 00 (5 + 4x 00 (2 − 3x 00 (3 + (−3 + x 00 )x 00 ))))σ Fig. A(a,  b) ), the positive real eigenvalue increases after decreasing as x 00 increases from 0.55 to 0.8, while the pair of complex conjugates eigenvalues split into two positive real eigenvalues before one of them decreases through zero at x SN (= ( √ 5−1)/2). When L = 0.06 (Fig. A(c, d) ), first the pair of complex conjugate eigenvalues split into two positive real eigenvalues; the smaller one decreases through zero at x SN while the larger one coalesces with the positive real eigenvalue, splitting into a pair of complex conjugate eigenvalues before they become two positive real eigenvalues again. When L = 0.03 (Fig. A(e, f) ), the positive real eigenvalue decreases through zero at x SN while the pair of complex conjugate eigenvalues have increasing real part before they split into two positive real eigenvalues.
Finally, we can show that the limiting eigenvalue distributions for L 1 and L 1 are consistent with these examples. In the limit of L 1 and L 1, we can derive asymptotic approximations of the roots of (A. eigenvalue and a pair of conjugate complex eigenvalues for the lower-branch steady solution (see Fig. 4(c) , where x 00 < ( √ 5 − 1)/2); there is one negative eigenvalue and a pair of conjugate complex eigenvalues for the upper-branch steady solution (see Fig. 4(d) , where x 00 > ( √ 5 − 1)/2); for L 1, there is one positive eigenvalue and a pair of conjugate complex eigenvalues for the lower-branch steady solution (Fig. 4(e) , x 00 < ( √ 5 − 1)/2) and there are three real eigenvalues (two positive and one negative) for the upper-branch steady solution (Fig. 4(f) , x 00 > ( √ 5 − 1)/2). Fig. 4 gives a good validation of the prediction. In summary, this evidence strongly suggests that both the upper and lower steady solution branches, for which the membrane is sharply constricted at a point, are unstable in the present asymptotic limit.
