Livability reflects the quality of the person-environment relationship, namely how well the built environment or the available services in a city fulfill the residents' needs and expectations. We argue that livability assessment can aid the implementation of certain New Urban Agenda (NUA) goals by providing a flexible way to assess urban environments and their quality. However, a reliable and transferable assessment framework requires the key elements of livability to be defined in such a way that measurable factors adequately represent the person-environment relationship. As an innovative approach, we determined key livability elements accordingly and asked over 400 residents worldwide to evaluate their urban environments using these parameters. Thereby, we could calibrate the livability assessment workflow by including personal aspects and identifying the most relevant livability factors through an ordinal regression analysis. Next, we performed relational-statistical learning in order to define the individual and combined contribution of these statistically significant factors to the overall livability of a place. We found that urban form and mobility-related factors tend to have the highest influence on residential satisfaction. Finally, we tested the robustness of the assessment by using geospatial analysis to model the livability for the city of Vienna, Austria. We concluded that the workflow allows for a reliable livability assessment and for further utilization in urban planning, improving urban quality by going beyond simple city rankings.
Introduction
Cities are facing diverse challenges worldwide, both of local and global origin. Some cities are experiencing intensified urban heat [1] or natural disasters induced by climate change [2] , while others suffer from air and noise pollution due to traffic and industrial activity [3, 4] . These problems often generate or exacerbate social challenges, including poverty, segregation, gentrification, and overpopulation [4] . All of these phenomena tend to influence the perceived "livability" of cities-that is, the quality of the person-environment relationship, or how well the built environment and the available services fulfill the residents' needs and expectations. These impacts on livability are usually perceived as negative-although not every city is affected to an equal extent, due to their geographic locations or socioeconomic conditions [5] .
The term "livability" has become popular mainly thanks to livability rankings and indices aiming to quantify urban quality [6] . However, in this work, we argue that "livability"-if interpreted appropriately-is more than just a statistical index or marketing tool. By facilitating the evaluation of the person-environment relationship, livability can serve as a useful conceptual and analytical framework to improve the quality of urban life. This evaluation should aim to specifically measure how well the built environment and the available services in a city fulfill the residents' needs and expectations.
In recent years, two international landmark agreements have focused attention on urban challenges and the high relevance of improving the quality of life in cities: the United Nations' Sustainable Development Goals (SDGs) and the New Urban Agenda (NUA). In particular, SDG #11 aims for inclusive, safe, resilient, and sustainable cities, while the NUA articulates a number of actions needed to improve cities all over the world [7] . In the case of the SDGs, there is extensive language about "good health and well-being", "clean water and sanitation", solid waste management, air quality, provision of basic services and infrastructure, control of sprawl, and other cornerstones of urban livability. In the case of the NUA, there is even more specific language about "enhancing livability".
It is important to recognize the challenges of creating more livable cities and to raise awareness amongst citizens and decision-makers about urban issues; however, both the SDGs and the NUA represent only the starting point of any solution for these challenges. While researchers and decisionmakers seem to be aware of what goals should be achieved and why, the follow-up question is how to actually achieve these goals. As part of the SDG framework, several UN institutes designed a list of indicators to facilitate the achievement of the SDG targets [8] . However, these indices predominantly focus on data and quantitative metrics to allow for statistical performance values, instead of addressing how the residents experience living in a given city. For example, SDG indicator 11.2.1 describes the "proportion of population that has convenient access to public transport, by sex, age and persons with disabilities", where we may need to define first what "convenient access" means to these different groups, ideally followed by the mapping of this accessibility within the city to differentiate where and what types of problems are attributed to public transport. Such a spatially explicit approach could diagnose priority areas for planning actions, and may help to improve the understanding of such problems. We argue that the concept of livability, by focusing on the different aspects of the person-environment relationship, can provide a transferable framework for this purpose. Transferability of the assessment procedure is crucial, as one measure may work in a given city, but may not be a solution elsewhere.
To this end, existing urban quality (or livability) assessment approaches usually do not consider the person-environment relationship at different thematic and spatial scales, especially in a transferable way. Their analyses often focus either on a city or a region, e.g., [9] [10] [11] , or provide frameworks for ranking cities through complex indices, e.g., [6, 12] . Works in the former group are usually quite thorough, but often not transferable; their direct adaptation to other cities is thereby limited. On the other hand, complex statistical indices for city ranking often ignore spatial aspects, especially regarding the intra-urban variance of the different factors, as well as the varying socioeconomic backgrounds of the residents included in the analysis [13, 14] .
Hence, in this work we have proposed a methodology for conceptualizing urban livability and its assessment in a systematic way. As a follow-up to the conceptual framework, we designed a survey to inspect the subjective aspects of livability along with the satisfaction of dwellers concerning urban life. Next, we applied regression analysis to our questionnaire responses, which served as an input for relational-statistical learning. We were thereby able to estimate the contribution of each livability factor (individually and combined) in the form of probability values of being satisfied with urban life in a given area. To validate the results of these probabilities we compared our modeled values with the ones from the questionnaire for the city of Vienna, Austria. Overall, by identifying key factors to assess, and by developing a transferable analysis workflow, we have argued that the resulting livability assessment framework can "diagnose" a city by assessing the quality of the person-environment relationship. This approach can thereby help planners to improve urban quality of life more efficiently, and also in line with the objectives of the NUA and SDGs. 
Challenges of Defining and Assessing Livability
Livability is a widely used term, especially when referring to urban environments, and yet there is no general consensus on how to define it precisely [15, 16] . The existence of numerous similar and overlapping concepts (e.g., quality of life, well-being, sustainability) makes a consistent interpretation even more challenging [15, [17] [18] [19] [20] [21] . Livability is one of the main types of quality of life, and refers to an outer quality that can influence inner qualities of life such as life satisfaction [19] . Quality of life can be interpreted as a multiscale concept that represents conditions of individuals and society [22, 23] , and can be defined according to Glatzer through positive and negative well-being expectations and perceptions [24] . Moreover, quality of life is also a multidimensional concept that can be interpreted by understanding dimensions of physical, material, and emotional well-being, as well as development (e.g., individual choice or competence) and activity (e.g., work, leisure) [25] .
To provide a general overview on the variety of available livability definitions, we mainly focused on available literature review studies evaluating a large amount of urban environmental quality-related research, such as the work of van Kamp et al. [15] who scrutinized conceptual models (both theoretical and empirical) related to livability. The majority of the definitions collected by the authors agreed upon some basic elements of livability: what the urban living environment (both natural and built elements) provides and how it is connected to the individuals, e.g., according to their needs or capabilities, etc. The authors listed livability-related factors such as personal characteristics, community, built and natural environment, or public services, but did not consider their analysis per se, or how the overall livability of a place could be assessed. Van Kamp et al. [15] concluded that the concepts of livability, environmental quality, and sustainability overlap, because all of them represent different aspects of the person-environment relationship.
Pacione investigated this relationship, emphasizing the subjectivity of the objective environment, and explained that this "[ . . . ] perception of the city is represented as a joint function of the objective environmental conditions (e.g., population density, temperature, pollution levels) and the individual characteristics of the person (e.g., adaptation level, previous experience, and time in the city)." [18] (p. 8). One such personal factor is residential satisfaction, which depends on, among other things, the person's length of residence in the neighborhood and their socio-economic level [26] . Besides residential satisfaction, the degree of integration of the individual into society [27] , the hierarchy of human needs [28] , and the individual's aspiration level [29] are factors which can affect one's perception towards the environment.
To represent the highly practical aspects of livability, Young and Hermanson [20] systematically synthesized current practices in livability improvement and examined overlapping definitions and concepts. The authors analyzed interpretations by local actors, such as associations, governmental organizations, and policy makers, who implement livability-related principles on a daily basis. Their work reflects the relevance and importance of livability in planning [30] .
The fact that the connection between the environment and the person is bi-directional increases the challenges of livability assessment and improvement even further [21, 31] . People perceive their environment according to their individual characteristics, but as Pacione [18] observed, the "[ . . . ] built environment can influence the behavior and well-being of people [as well] by, for example, facilitating or discouraging interaction, fostering a sense of identity, or alienating people from their surroundings." [18] (p. 12) . Once this effect of the built environment is understood, the efficiency of decision makers' and urban planners' actions toward creating livable places can be enhanced. Since livability-related improvements are complex, this endeavor requires a firm theoretical basis and assessment of the current situation, as well as cooperation among planners, architects, social scientists, and policy makers [31, 32] .
Although there is a common agreement that livability is an essential concept in urban planning, assessing livability is still vulnerable to subjective variation among residents. Even if there is a set of (measurable) characteristics that define when a place is livable, these features do not have the same importance for everyone, and even for the same person, the importance varies over time [17] [18] [19] 21] . Furthermore, even seemingly objective factors are not perceived objectively, and their representativeness, in general, is hard to assess because of their ad hoc nature [22] . Due to these individual and varying characteristics regarding human needs and the subjectivity of people's perceptions, one must be careful not to try to over-assert the livability of a given place as an independent objective condition. Obviously, there are objective characteristics of a city (such as crime rates, demographical statistics, infrastructure-related metrics), but they are not directly usable as factors in livability assessment where the goal is to describe the highly contextual relationship between human needs and the functionality provided by the environment, and to what extent these needs are fulfilled. For example, crime rates (provided as official statistics) and the actual perceived safety (relying on subjective perception) can have very different interpretations.
Therefore, we have differentiated between measurable and objective factors in our assessment framework. A factor might be measurable (e.g., perceived safety), but instead of objectivity, our aim was to detect the relevance or perception of that specific factor for citizens on an individual level. In this context, it is helpful to treat cities as complex systems, due to the large number of different sub-systems featuring various spatial and temporal characteristics (e.g., transportation, road network, natural environment, building infrastructure) [33, 34] . Due to the dynamic nature of cities, it is crucial to consider the spatial and temporal aspects of these (sub)systems in urban analysis, which can be done by using geographic information systems (GIS) in a systematic way. The benefit of GIS is their demonstrated value in collecting, storing, and analyzing data systematically, usually with spatial (and temporal) relations, and also according to thematic groups representing various elements of the urban system (e.g., transportation, urban green, shopping facilities). Moreover, GIS combined with other methods, such as sensor measurements and questionnaires, can provide a powerful methodology for assessment and analysis, e.g., [35] [36] [37] . By visualizing the results of various GIS analyses in the form of maps, we can support planners and decision-makers or other stakeholders in urban quality improvement. However, before leveraging GIS in a new assessment framework, livability as a concept needs a more precise definition, particularly since its factors and their transferable assessment have not been sufficiently investigated to date.
Accordingly, instead of static, separate factors, the spatio-temporal patterns of urban life should be grasped in context to understand most of the phenomena. This can be performed by applying an integrated approach in an assessment framework where not only are simple values measured, but the connections between the factors and spatio-temporal aspects are also considered. For instance, encounters, optional and necessary outdoor activities and their spatio-temporal characteristics, or accessibility to specific functions (e.g., shopping, leisure, meeting) can provide indirect information on urban environmental quality, and therefore have an influence on livability. However, simple factors and metrics such as the number of shops or parks (without considering how they can actually be accessed) are not able to represent these phenomena in relation to each other, and thereby actual information on the person-environment relationship is lacking [21, 38] . The difference might be not so significant in the input data sets or the analysis methods, but the overall interpretation for livability is highly relevant.
The Conceptual Livability Framework

Theoretical Foundations
As stated above, we have interpreted livability as the quality of the person-environment relationship, based on what the environment provides and how it fulfills the needs and expectations of the residents. Regarding livability and urban life in general, we can differentiate between basic needs (shelter, safety, clean water, electricity, etc.), where the physical environment and infrastructure is clearly dominant [28, 39, 40] , and advanced needs (sense of belonging, creative activities, or prestige), where the environment is just the medium in which some of these activities take place. In this sense, the more needs a place can "effectively" satisfy, the more livable it is [28, 39, 40] . However, in the case of Sustainability 2019, 11, 4934 5 of 23 these more specific needs, there is a much stronger, non-physical benefit, which should be considered as well.
A common but difficult question is how one person's individual needs relate to the needs of other citizens. Although it is a challenging situation for planners who aim to improve livability if the interests of given people and groups conflict with the values or needs of other groups, a full investigation of this question is beyond the scope of this article. These conflicts often arise at a personal scale, owing, for example, to different personal tastes, especially in the case of more advanced needs, such as leisure or identity. However, conflicts are less frequent at larger intersubjective scales, where more "average" and shared tastes might apply, related to rather basic needs, such as mobility, safety, or legibility. Overall, scale can remain a major problem: the interpretation of livability is more subjective at individual scales, whereas planning actions are carried out on larger scales. Therefore, the acknowledgment of more intersubjective and more universal measures of livability might be beneficial.
Another significant challenge with livability as a basis of assessments is the subjective and potentially vague nature of the concept. A way to clarify the concept and its "intersubjective" status is the so-called "capability approach". Developed primarily by Nussbaum and Sen [41] , this approach establishes a deeper theoretical basis for livability assessment. People's capabilities are real opportunities to do and be what they have reason to value [42] . Thus, the livability of the environment is, in part, the degree to which it enhances these capabilities, or, conversely, frustrates them. The concept of capability (and the related concept of "affordance" [43] ) has been used in a wide range of economic and social fields, and has also been applied to the context of urban life and quality, e.g., [16, 41, 44] . However, to our knowledge, the direct application of the capability approach to overall livability assessment is a new line of inquiry.
By using the capability approach, we can acknowledge and manage the high level of subjectivity in livability assessment, since this concept relies on individual differences in the ability to transform resources into valuable activities [41, 42] . This statement reemphasizes the essence of livability, namely that the urban environment is there for every dweller in a city, but provides only "life chances" [19] , and, depending on the person's characteristics and motivation, it can result in very different perceptions and utilization of the same environment.
Key Elements and Their Relationships in the Conceptual Livability Framework
To conceptualize livability, we generalized urban life to three main components reflecting the key elements of the person-environment relationship [15, 18] . The first component is the built and natural environment along with the infrastructure, described as "urban form". The second component represents what this environment can provide for the citizens as "urban functions", also reflecting how the people use the environment in light of its functionality. The third component is the quality of the previous two components itself, described as "urban livability", i.e., how well the environment can satisfy the citizens' needs and expectations. As also acknowledged by the capability approach, this component depends on many individual factors, such as length of the residency, sense of place, and even the degree of integration into society, while the needs and expectations themselves can also vary according to the development of an area ( Figure 1 ). Figure 1 attempts to generalize the interrelationship of urban form, urban function, and livability. The upper part represents the expectations, i.e., the goal state towards the urban environment on an individual level, whereas the lower part contains elements of the urban environment as the appraisal (or actual) state on city level [45] . Among individual preferences, the two main elements are human needs and personal values, which define the goals and capabilities of the people and raise challenges in livability assessment by causing high subjectivity and variability. However, this approach is able to reflect the important aspects of urban life from different social groups' or individuals' perspective. mode. Moreover, urban form influences the actual route according to the infrastructure. Therefore, we argue that mobility has a special role in livability. We tested this hypothesis by including it in our survey (Section 4.1) to see how residents perceive mobility conditions in detail. Based on this hypothesis, mobility conditions in livability assessment should not just reflect quantitative aspects such as existing infrastructure, because, if interpreted correctly the analysis can also reveal important connections among other factors such as safety, health, or even economics. Another aspect of the relevance of mobility is the ability to represent effective access to urban functions. For instance, if we compare two areas with the same number and quality of functions, the area where the accessibility of these functions is better can be considered more livable. The reason for this is that better functionality cannot itself compensate weaknesses in mobility and accessibility, as those functions must also be reached by the people. Furthermore, data on people's mobility (e.g., trajectories) are tangible for quantitative livability measures. At the same time, they can also represent qualitative characteristics, such as the quality of the urban environment, based on the amount of time spent there and the preferences of the people, for instance, by comparing which route they took, what the destination is, or what transportation mode they chose. Therefore, using mobility as an indicator or proxy for livability assessment needs to be further examined, because it represents more than just one of the many livability factors. Rather, it allows the connections between other livability factors and urban phenomena to be revealed and highlights the relevance of spatio-temporal aspects when assessing livability. On a city level, we can distinguish urban form and urban function, but cannot separate them because of their complex mutual influence on each other [46] . Urban form represents the physical environment, including what people see and how they feel in this urban environment, and urban functions show how this environment is used or can be used. Figure 1 illustrates that livability is the representation of individuals' perception of the quality of urban form and function according to their own needs and further personal features.
One reason for mobility being highlighted in Figure 1 as a key phenomenon is that its aspects are related to all elements of livability. Human needs and available urban functions define the destination that a person intends to reach, while personal values might affect the transportation mode. Moreover, urban form influences the actual route according to the infrastructure. Therefore, we argue that mobility has a special role in livability. We tested this hypothesis by including it in our survey (Section 4.1) to see how residents perceive mobility conditions in detail. Based on this hypothesis, mobility conditions in livability assessment should not just reflect quantitative aspects such as existing infrastructure, because, if interpreted correctly the analysis can also reveal important connections among other factors such as safety, health, or even economics.
Another aspect of the relevance of mobility is the ability to represent effective access to urban functions. For instance, if we compare two areas with the same number and quality of functions, the area where the accessibility of these functions is better can be considered more livable. The reason for this is that better functionality cannot itself compensate weaknesses in mobility and accessibility, as those functions must also be reached by the people. Furthermore, data on people's mobility (e.g., trajectories) are tangible for quantitative livability measures. At the same time, they can also represent qualitative characteristics, such as the quality of the urban environment, based on the amount of time spent there and the preferences of the people, for instance, by comparing which route they took, what the destination is, or what transportation mode they chose. Therefore, using mobility as an indicator or proxy for livability assessment needs to be further examined, because it represents more than just one of the many livability factors. Rather, it allows the connections between other livability factors and urban phenomena to be revealed and highlights the relevance of spatio-temporal aspects when assessing livability.
Methodology
The Design of the Survey
The conceptual framework for livability is detailed in Section 3, which was used as a basis for our survey to collect the views of residents in various cities on their interpretations of a livable environment ( Figure 2 ). As study areas, we selected eight cities with different development statuses to represent a wide spectrum of population. The survey addressed five main livability categories as well as general satisfaction with living in the given city. The topics were sense of community, urban form, urban function, mobility, and housing. The whole questionnaire consisted of 49 questions and was available in four languages (English, German, Spanish, and Hungarian). Except for León, Nicaragua (and some instances in Nairobi, Kenya) we used the online version of the questionnaire to ask local people. As livability is a highly subjective concept, it was difficult to unambiguously define a representative population sample. Our selection criteria relied on the following principles:
• Represent different levels of economic development: Livability rankings tend to focus only on large cities located in countries with a mature development status; these rankings therefore predominantly represent a Western culture. To get a broader overview, we included cities from Africa and Latin America to study whether the level of economic development and cultural differences may influence the perception of relevant livability factors. • Different population sizes: We selected the study areas to represent cities with different sizes and political roles, such as regional centers and capitals with a few million people.
•
Age and sex of the respondents: We asked that residents were at least 18 years old, but we also tried to represent the older population, as their needs and expectations may be specific. In terms of sex, we tried to represent both sexes in around the same proportion.
Local expertise: Although we did not aim for city-specific results, it was relevant to select cities where the authors or their colleagues were familiar with the local circumstances. • Around 50 participants per study area: This sample size was not enough to support city-scale analysis, however, a minimum of 50 responses rendered it possible to represent the various age groups and areas within a city, while keeping the effort required to find respondents reasonable.
Our study area included eight cities from six different countries (Table 1) . Nicaragua, Kenya, and Ecuador represented developing areas, whereas Austria, the United States, and Hungary illustrated more developed countries. Altogether, 440 responses were used for the statistical analysis. Table 1 summarizes the most important information about all study areas. Our study areas representing developed areas included five cities, four from Europe and one from the United States. The comparisons of Austrian and Hungarian cities (Vienna-Budapest, and Salzburg-Szeged respectively) were interesting, because they often shared similarities in their cultural, geographical, and historical settings; however, their livability scores according to international rankings show high variances [6] . By including a North American city, we intended to consider the different nature of urban development between Europe and the United States. Portland, OR is not a huge metropolis, so comparison with European cities was still adequate. On the other hand, for developing areas, we considered Quito and Nairobi, capitals with significant roles in the urban hierarchy, and consequently with larger populations, whereas León has similarities in terms of population size and position in the urban hierarchy with Salzburg and Szeged, and thereby represented the respective aspects for developing areas in contrast with Europe. In future works, we intend to investigate these city-specific aspects and their effects on the satisfaction of the residents. The current manuscript serves as a conceptual and methodological basis for this further, more indepth livability assessment, where local differences can also be more emphasized and evaluated.
In our detailed questionnaire, we included altogether more than 100 possible livability factors representing the thematic categories described in Section 4.1.1 (see the full questionnaire and further results in the data descriptor by Kovacs-Györi and Cabrera-Barona [53] ). These factors were mainly identified by state-of-the-art research and our previous work regarding livability assessment [54]. This list of factors can never be complete, due to the inherent complexity of the concept of livability; however, through a thematic grouping we aimed to address all potentially relevant aspects. Using this extensive list of factors, as a first step, we intended to get an overview of the identified livability parameters, considering the subjective preferences of the respondents. Our study areas representing developed areas included five cities, four from Europe and one from the United States. The comparisons of Austrian and Hungarian cities (Vienna-Budapest, and Salzburg-Szeged respectively) were interesting, because they often shared similarities in their cultural, geographical, and historical settings; however, their livability scores according to international rankings show high variances [6] . By including a North American city, we intended to consider the different nature of urban development between Europe and the United States. Portland, OR is not a huge metropolis, so comparison with European cities was still adequate. On the other hand, for developing areas, we considered Quito and Nairobi, capitals with significant roles in the urban hierarchy, and consequently with larger populations, whereas León has similarities in terms of population size and position in the urban hierarchy with Salzburg and Szeged, and thereby represented the respective aspects for developing areas in contrast with Europe. In future works, we intend to investigate these city-specific aspects and their effects on the satisfaction of the residents. The current manuscript serves as a conceptual and methodological basis for this further, more in-depth livability assessment, where local differences can also be more emphasized and evaluated.
In our detailed questionnaire, we included altogether more than 100 possible livability factors representing the thematic categories described in Section 4.1.1 (see the full questionnaire and further results in the data descriptor by Kovacs-Györi and Cabrera-Barona [53] ). These factors were mainly identified by state-of-the-art research and our previous work regarding livability assessment [54]. This list of factors can never be complete, due to the inherent complexity of the concept of livability; however, through a thematic grouping we aimed to address all potentially relevant aspects. Using this extensive list of factors, as a first step, we intended to get an overview of the identified livability parameters, considering the subjective preferences of the respondents.
Thematic Categories of the Questionnaire
1.
General information: As the introductory part of the questionnaire, this section contained questions about demography (sex, age, marital status, education, household members, etc.) and monthly income.
2.
Sense of community and belonging: In the first main part of the questionnaire, participants were asked about the neighborhood and community they lived in and their general satisfaction with it. The community meant their home and the group of people living in its closest surroundings (few buildings/building blocks). The neighborhood is the part of the city where this community lives.
3.
Urban form: Participants were asked about their perceptions of the built environment in their neighborhoods. Built environment consists of the buildings, public spaces, and other elements of the street such as trees and street furniture.
4.
Mobility: This part of the questionnaire investigated transportation mode preferences according to different activity types, motivations for dominant car usage, importance and availability of different mobility-related factors, perceived transportation safety, and self-reported overall quality of walking, cycling, and transportation. 
5.
Urban functions: In the fifth part of the questionnaire, people were asked about specific urban functions and their accessibility, also considering further mobility parameters. We also asked respondents to evaluate the general fulfilment of their needs by urban functions.
6.
Housing: This part of the questionnaire addressed housing conditions and related infrastructure. 7.
General satisfaction: As a final topic, we asked the participants about their general satisfaction in terms of city quality.
Street Network Density Categories
By deriving an intersubjective parameter that represents street network density, we intended to test the following hypotheses:
•
A denser street network might provide better accessibility, and this could induce the perception of higher livability. However, too high density might have the opposite effect (higher building/population density may imply an overcrowded environment with more motorized traffic, which means more pollution and less traffic safety) •
The density of the street network might be a better predictor of the level of perceived livability/mobility conditions than the city-specific characteristics, or the level of economic development, mainly because people from areas with similar street network densities might have more similar perceived livability values than people from the same city but with different street network densities, due to the varying accessibility of functions.
As input data, we used the street network extracted from OpenStreetMap (OSM), because this dataset was available globally for all the study areas. However, data accuracy and data richness might vary in different study areas, as OSM is maintained by volunteers and there is no official verification of the available information beyond crowdsourcing. In our analysis, we intended to differentiate road types based on whether they prioritized human-scale or motorized traffic. "Human-scale" road types support pedestrians and cyclists over cars and other motorized vehicles, whereas the "motorized traffic" category included all the major and minor roads where pedestrians and cyclists were not allowed to go, or where they clearly had a subordinate role in traffic. The following queries were used to categorize the road segments:
Human-scale:
"fclass" = 'cycleway' OR "fclass" = 'footway' OR "fclass" = 'living_street' OR "fclass" = 'path' OR "fclass" = 'pedestrian' OR "fclass" = 'steps' Motorized traffic:
"fclass" = 'motorway' OR "fclass" = 'motorway_link' OR "fclass" = 'primary' OR "fclass" = 'primary_link' OR "fclass" = 'secondary' OR "fclass" = 'secondary_link' OR "fclass" = 'service' OR "fclass" = 'tertiary' OR "fclass" = 'tertiary_link' OR "fclass" = 'trunk' OR "fclass" = 'trunk_link' Initially we used a third category, labeled "residential", where no specific priority applied for any transportation mode. However, this variable was later excluded from the analysis, as it was not relevant in representing livability conditions. After the query was performed, we run the Line Density tool using the software ArcMap 10.6 for both road types and all cities, segmented the result layer to get more homogenized density areas, and reclassified the values into three categories (high-, normal-, and low-density, see Figure 3 as an example). We had no information about the respondents' addresses at street level, so we used the neighborhood in which they lived to assign each response semi-automatically to a density category. Local expertise of the authors particularly helped in heterogeneous areas, so we could decide on the density categories closest to the real situation. These final density categories for both human-scale and motorized traffic roads were added as parameters to the main data set containing all the responses before we performed the regression analysis. 
Evaluation of the Survey Results
In Section 4.1, we described our survey framework and explained why the large number of potential livability factors was necessary to use. However, in the next step, it was important to identify a set of final livability factors that were essential to many respondents in our study areas. For this purpose, we used logistic regression for the factors in each thematic group (Figure 2 ). Using this method, we intended to identify which of the parameters did actually have a statistically significant relationship with the value representing satisfaction with living in the city, also interpreted as perceived livability in this case. The results of this modeling step, however, showed statistical relationships and trends and not actual causal relationships.
We used GLM (generalized linear models) in RStudio to perform the statistical analysis. As a preprocessing step, we converted all the categorical values to binary ones and used the binomial version of GLM. This was necessary, as almost all the factors were categorical (Not at all, Somewhat, Mostly, Completely), slightly skewed towards the more positive values (Mostly, Completely), and with only a few responses for the lowest score (Not at all). Thus, after the conversion, the responses were divided into two groups (Not at all/Somewhat = 0, Mostly/Completely = 1) instead of four to give more responses for each answer category.
As a follow-up, Cronbach's alpha was calculated on the subset of factors identified as statistically significant, to test their reliability for consistency, or, in other words, how closely related these sets of items were as a group. A higher alpha value indicates higher consistency; the factors were therefore able to represent the subject of the survey, in this case livability.
Relational-Statistical Learning
The results of the binomial regression provided a few key factors for each thematic group, based on people's self-reported preferences. In the next step of the analysis (Figure 2) , we wanted to identify 
Evaluation of the Survey Results
Relational-Statistical Learning
The results of the binomial regression provided a few key factors for each thematic group, based on people's self-reported preferences. In the next step of the analysis (Figure 2) , we wanted to identify the relative contribution of each factor to livability. For this purpose, we chose probabilistic modeling, also called Bayesian inference, to discover how likely it was that if a factor was fulfilled (e.g., having trees along the street), a person would be satisfied with living in the city. This modeling was based on a Bayesian network, and an algorithm calculated these probabilities using the data represented by the responses of the residents as input. We selected this method because it can be reliably applied to a relatively small sample size, compared to other machine learning algorithms such as random forest. Furthermore, the algorithm that calculated these probability values was not a "black box"; the results can be derived and replicated by mathematical operations and these results were always the same. An even more significant advantage of the method is the ability to provide these probability values not just for single factors or as a final value considering all parameters, but also the probabilities of each possible combination (see Results and the Data Descriptor [53] ).
Validation-GIS Analysis
To test the validity of the final results (probabilities), we used these values as weights and "predicted" the livability in Vienna, Austria using geospatial data and compared it with the responses from the questionnaire (Figure 2 ). This was however, not just a validation, but could serve as an assessment scheme for any city where the required type of information representing the given livability factors is available. The only restriction is data availability, as the method can be applied in the first round mainly for parameters that have spatial reference.
For test purposes we used the group of factors with the highest probability based on 4.3, and collected the adequate data sets representing them from the open data portal of Vienna and OSM. In the next step we calculated a weighted value for each parameter in every analysis unit. As a last step, using again the probability values from the relational-statistical learning (see Sections 4.3 and 5.3), we summarized whether the individual values of these intersubjective (spatial) livability parameters would result in a higher satisfaction with living in the city and compared it with the original value from the questionnaire. Using this calculation, we were able to verify whether these spatial variables were indeed representing livability appropriately.
Results
Respondents of the Questionnaire
As described in Section 4, we had 440 responses overall within eight cities on three continents. Figure 4 shows the distribution of the responses according to city, age groups, and sex. The proportion of the participants among the cities varied from 7 to 21%, but for five cities it is around 10%. In terms of age groups, around half of the respondents were 35 years old or younger (55%) and the remaining 45% represented populations older than 35. There were slightly more women (58%) than men (42%) among the respondents. Overall, almost half of the participants (47%) were mostly satisfied with living in their city, and only one third of the residents were only "somewhat" or "not at all" satisfied. Further statistics are available in the data descriptor [53] . Sustainability 2019, 10, x FOR PEER REVIEW 12 of 24 Table 2 contains the statistically significant livability parameters based on the GLM algorithm. The different types of the questions we used are further detailed in the footer of Table 2 for each variable. Most often, the questions asked for the personal relevance of a factor, or how well that factor represented given characteristics. We also had a few questions with binary response options (yes/no), or where quality (poor to excellent) or frequency (every day to never) had to be rated. Only two variables in the table offered a different answering system: (a) "level of development", which was developing or developed based on the respondent's country, and (b) "salary" (less, more, or around the amount they needed to fulfill their basic needs). As stated above, we converted almost all parameters to binary values in the preprocessing step for the GLM (see Reference [53] ). Three factors among the community-related variables were not used in the next step of the analysis (and are therefore not included in the table) because the distributions of the responses among the study areas (and answer options, respectively) were strongly different from the other variables, also meaning that their interpretation was not self-explanatory.
Logistic Regression
The Cronbach's alpha indicated a reliability of 0.7366, which is, according to Nunnally [55], an appropriate value for such an exploratory research. For calculation of the alpha we did not use the car-related variables because they were only asked of those participants who used a car on an almost daily basis, and therefore the sample size was considerably different. Table 2 contains the statistically significant livability parameters based on the GLM algorithm. The different types of the questions we used are further detailed in the footer of Table 2 for each variable. Most often, the questions asked for the personal relevance of a factor, or how well that factor represented given characteristics. We also had a few questions with binary response options (yes/no), or where quality (poor to excellent) or frequency (every day to never) had to be rated. Only two variables in the table offered a different answering system: (a) "level of development", which was developing or developed based on the respondent's country, and (b) "salary" (less, more, or around the amount they needed to fulfill their basic needs). As stated above, we converted almost all parameters to binary values in the preprocessing step for the GLM (see Reference [53] ). Three factors among the community-related variables were not used in the next step of the analysis (and are therefore not included in the table) because the distributions of the responses among the study areas (and answer options, respectively) were strongly different from the other variables, also meaning that their interpretation was not self-explanatory. Trees along the streets. 4 1.16364 0.005797 ** Overall quality of the built environment. 1 1.47969 <0.001 *** Going to work by bicycle. 5 1.80005 0.01753 * Transportation mode (TM) 7 Going to shop by public transport. 5 −0.81267 0.03276 * Going to shop by bicycle. 5 −2.13342 0.00474 **
Perceived mobility (PM) 8
Perceived cycling and walking safety. 6 0.5308 0.06222. Perceived cycling and walking quality. 1 0.9728 0.00109 ** Perceived overall transportation quality. 1 1.2 <0.001 *** Car (CA) 9 Car is the only way to reach the person's destination. 2 −0.81582 0.068534.
Car is used because the person's destinations are too far. 2 0.98735 0.021055 *
Mobility infrastructure (M) 10
Special transportation services. 3 −3.227676 0.0118 * Easy to read traffic signs. 4 2.116724 0.0448 * Enforced speed limits. 4 1.194553 0.0372 * I would let my children to walk/cycle alone. 2 0.8991 0.00227 **
Function & needs (FU, N)
There is a lot of crime in the neighborhood. 2 −0.8912 0.01426 * Needs are fulfilled by the available urban functions. 2 0.4674 0.040538 * p-value: "***" < 0.001, "**" < 0.01, "*" < 0.05, "·" < 0. 7 What transportation mode (and how frequently) the people use for going to work, going shopping, or to reach their destination for free-time activities? 8 How do people perceive overall mobility conditions in terms of safety and quality for walking and cycling, or the transportation in general? 9 What are the reasons for a person to use a car as their main transportation mode (every day or almost every day)? 10 What factors or characteristics are the most relevant factors according to the people for the mobility infrastructure (e.g., road network, transportation services)?
The Cronbach's alpha indicated a reliability of 0.7366, which is, according to Nunnally [55], an appropriate value for such an exploratory research. For calculation of the alpha we did not use the car-related variables because they were only asked of those participants who used a car on an almost daily basis, and therefore the sample size was considerably different.
Interestingly, two variables with comparatively higher estimate coefficients indicated negative connection to satisfaction with urban life. This means that those people who found an element extremely important (e.g., special transportation services) or used it frequently (e.g., bicycle for shopping), reported lower satisfaction with living in the city-which in this case might even mean a real causality, not just statistical correlation. For example, if someone uses a bicycle almost every time to go shopping, that might reflect their lack of choice of better access to shopping facilities. However, if a person commutes by bicycle, that activity may be more associated with higher satisfaction levels associated with an urban environment that supports convenient cycling. In contrast to shopping by bicycle, commuting by bicycle might indicate a real choice, not just a constraint. Figure 5 shows the Bayesian network used for our probabilistic modeling. The acronyms and full descriptions of the factors can be found in Tables 2 and 3 . Table 3 shows the individual and combined probability values of each livability factor identified in the previous analysis step. This probability refers to the satisfaction of living in the given city for a given person, if that variable happens to be true or has a value indicating good quality. For example, if all the urban form-related parameters are fulfilled (i.e., true), there is a 91% likelihood that a person living in that area will have a higher perceived livability value. For almost all categories, the combined probability was higher than the corresponding values of single parameters. This can be explained by the nature of livability: if more parameters are positive and fulfilled, the area may be considered more livable.
Relational-Statistical Learning
Interestingly, the values for the category "Modifying factors" were different from the other livability-related parameters. These are the parameters that (also based on the probabilities) were likely to influence perceived livability greatly when combined, but they were relatively weak separately. For example, a person living in a developed area but with less optimal housing conditions may have relatively low livability. Likewise, a very high value for one single factor within one of the categories may not dominate the results for the whole category. Table 3 shows the individual and combined probability values of each livability factor identified in the previous analysis step. This probability refers to the satisfaction of living in the given city for a given person, if that variable happens to be true or has a value indicating good quality. For example, if all the urban form-related parameters are fulfilled (i.e., true), there is a 91% likelihood that a person living in that area will have a higher perceived livability value. For almost all categories, the combined probability was higher than the corresponding values of single parameters. This can be explained by the nature of livability: if more parameters are positive and fulfilled, the area may be considered more livable.
Interestingly, the values for the category "Modifying factors" were different from the other livability-related parameters. These are the parameters that (also based on the probabilities) were likely to influence perceived livability greatly when combined, but they were relatively weak separately. For example, a person living in a developed area but with less optimal housing conditions may have relatively low livability. Likewise, a very high value for one single factor within one of the categories may not dominate the results for the whole category. Figure 6 illustrates the combined probability values for each thematic category in our livability assessment. Urban form had the highest probability of representing higher satisfaction with living in a city, and we therefore also used this group for the validation step as an illustration (Section 5.4). Even the lowest probability was above 60%, referring to the transportation mode used to commute or for shopping. However, interestingly, other mobility-related parameters had a much higher probability value, such as perceived mobility conditions or speed limits and traffic signs. We found that street density showed a relatively low probability compared to urban form or urban function parameters. However, compared to the level of development (0.47727), we found that the probability was higher, so our respective hypothesis from Section 4.1.2 can be justified. & needs (FU, N) There is a lot of crime in the neighborhood. * 0.64734 Needs are fulfilled by the available urban functions. 0.76144
Road network density (RC)
Higher density of road network supporting human-scaled mobility 0.77559 * inverse (as all the other statements were formulated to represent better livability conditions, we used inverse values to refer to higher safety). When we additionally investigated how much the probability of the thematic group values increased if all the factors were true in a group, compared to when none of them was fulfilled-as scenarios-we found a different picture (Figure 7) . This showed the relative relevance of the livability factor groups compared to the absolute values from Table 3 . Modifying parameters that were not inherently livability-related but had a huge impact on the perception of the urban life produced an increase of more than 0.8, which shows how relevant the basic needs in livability assessment are. When we additionally investigated how much the probability of the thematic group values increased if all the factors were true in a group, compared to when none of them was fulfilled-as scenarios-we found a different picture (Figure 7) . This showed the relative relevance of the livability factor groups compared to the absolute values from Table 3 . Modifying parameters that were not inherently livability-related but had a huge impact on the perception of the urban life produced an increase of more than 0.8, which shows how relevant the basic needs in livability assessment are. Good housing conditions, a salary that is enough to cover basic needs, and a higher level of development in general are without a doubt all important factors contributing to satisfaction with living in a given area. Conversely, the more qualitative aspects regarding urban form and urban function ranked lower. Interestingly, transportation-mode-related factors had a low probability in general, but according to this additional comparison, it also made little difference if these were fulfilled or not, mostly because they originally referred to lower satisfaction (except for cycling to work). When we additionally investigated how much the probability of the thematic group values increased if all the factors were true in a group, compared to when none of them was fulfilled-as scenarios-we found a different picture (Figure 7) . This showed the relative relevance of the livability factor groups compared to the absolute values from Table 3 . Modifying parameters that were not inherently livability-related but had a huge impact on the perception of the urban life produced an increase of more than 0.8, which shows how relevant the basic needs in livability assessment are. Good housing conditions, a salary that is enough to cover basic needs, and a higher level of development in general are without a doubt all important factors contributing to satisfaction with living in a given area. Conversely, the more qualitative aspects regarding urban form and urban function ranked lower. Interestingly, transportation-mode-related factors had a low probability in general, but according to this additional comparison, it also made little difference if these were fulfilled or not, mostly because they originally referred to lower satisfaction (except for cycling to work). 
GIS Analysis
For validation purposes, we selected the urban form factors, not only because they had the highest probability, but because the factors concerning street furniture and trees represented quantitative measurement in an area, instead of qualitative measurement of their appeal, which would be more subjective. We therefore did not include the initially calculated architectural similarity in the final validation, because the factor referred to the personal importance of it. For street furniture and trees, we used the census tracts as spatial units and calculated the average distribution per kilometer along the streets within a given unit. Trees located 20 m or more away from the road were excluded from the analysis. We considered a value of at least one item per km for street furniture (bench, trash bin, fountain, drinking fountain) and 20 trees per km as optimal. If the calculated value was higher than this, we assigned "1" for the given spatial unit. The value "0" was assigned if these two criteria were not met.
The last parameter was the overall perception of the built environment, which was a subjective variable. Therefore, we used the responses from the questionnaire to represent individual differences. Using the results of the relational-statistical learning, we assigned a probability value for each combination of the three factors. As we inherently had probability values skewed to higher values (>0.6), we defined a threshold of 0.75 to distinguish a high (≥0.75) or low (<0.75) satisfaction value, indicated by 1 and 0. Table 4 shows the performance of our prediction in the form of a confusion matrix. Overall, the prediction yielded an 80% accuracy. This is a remarkable result for using only two calculated and one self-reported value, compared to the original set of over a hundred different livability parameters. A value of 80% can also be considered reliable because there will always be a segment of livability, which is highly subjective and cannot be grasped by intersubjective measures. Table 4 . Confusion matrix of the livability prediction (n = 75).
Predicted Higher Satisfaction Predicted Lower Satisfaction
Actual Higher Satisfaction 53 11 Actual Lower Satisfaction 4 7
Discussion
Although our sample sizes did not facilitate reliable city-specific results, we could still identify typical characteristics of perceived livability in developing and developed areas. This is also relevant, because urban processes influencing the livability of a city often differ in developing and developed areas. For example, due to rapid urbanization, many developing cities struggle with informal settlements [4] or lacking access to other basic needs, such as clean drinking water, as is also reflected by several SDGs and NUA goals addressing the issues of developing areas [7] . Differences between developing and developed countries in our survey were marked by the expectations that citizens based the satisfaction of their needs on the available urban services and facilities. While in developing countries people may often aim to have access to basic services such as clean water or a continuous electricity supply, in developed countries, practically almost all citizens are satisfied with the available basic services and they aim rather for higher quality of life, for instance having access to leisure facilities or urban greenery. This was also reflected by the overall satisfaction with living in a given city, where residents of cities from developing areas generally tended to have a lower satisfaction with urban life; however, in terms of the importance of the given factors asked about in the questionnaire, there were smaller gaps.
In the case of mobility, there were differences in the typical transportation modes between developing and developed areas, especially in motivations for car usage (Figure 8 ). It was clearly shown that in developing areas, the main reason why one might use a car on a daily basis was thanks to a lack of competitive alternatives, such as safe cycling infrastructure or accessible public transportation. Further details of car usage and the distribution of responses regarding other mobility-related factors can be found in Reference [53] . to a lack of competitive alternatives, such as safe cycling infrastructure or accessible public transportation. Further details of car usage and the distribution of responses regarding other mobility-related factors can be found in Reference [53] . Figure 8 . Motivation for daily car usage (based on Reference [53] ).
The livability framework described in the previous sections served as a basis for performing the actual livability assessment (Figure 9 ). The assessment has two possible use cases. It either considers all the livability-related elements in the form of a general assessment by analyzing all of the factors for the whole city (or a given area), or it can be used as a preparatory diagnostic step for specific The livability framework described in the previous sections served as a basis for performing the actual livability assessment (Figure 9 ). The assessment has two possible use cases. It either considers all the livability-related elements in the form of a general assessment by analyzing all of the factors for the whole city (or a given area), or it can be used as a preparatory diagnostic step for specific projects on urban quality improvement. In the latter case, depending on the goal of such a project, a subset of the relevant assessment factors should be selected. Our results can also be utilized and interpreted for implementation of the NUA and SDGs in various ways:
1. Detailed investigation using all factors: This approach provided a thorough analysis, where individual perceptions and expectations were given a high relevance. The limitation of the method is clearly how time-and resource-consuming it is to interview enough people. Therefore, this approach might be optimal for smaller areas, and for investigating the expectations of different socioeconomic groups. However, by adding spatial aspects based on the approximate addresses of the people, the GIS analysis can reveal further issues and differences at finer spatial scales as well. If the investigation has a more specific purpose than a "general diagnosis", some thematic factor groups may be omitted (see Figure 8 ). For example, in a transportation-related project, community aspects might have a lower relevance. 2. Using the key livability parameters: By using the identified subset of livability parameters, researchers and planners can still investigate the quality of an area thoroughly, but in a slightly less resource-consuming way. This type of assessment can still provide details about the different aspects of livability, along with the calculated probability values that can be utilized as weights in the end. Again, the responses of the people can be localized at finer scales within the city; it is therefore possible to locate areas with given problems based on the responses. For example, if in one area people are less likely to commute by bike, or have a lower level of perceived safety, such information may provide relevant input and starting points for further planning steps. 3. Using probability values as weights: Researchers and planners might decide to only use the calculated probability values as weights for some or all the listed parameters to evaluate the overall performance of an area in terms of livability. In this case, spatial aspects might have a lower relevance, depending on the purpose of the analysis. 4. Modeling: As our validation example illustrated, if a comprehensive analysis is not required, using only three parameters can also represent livability in an area very well. In our case, out of these three parameters, only one had personal relevance, which can again limit the direct involvement of residents in the analysis process. When asking a large enough number of people Our results can also be utilized and interpreted for implementation of the NUA and SDGs in various ways:
1.
Detailed investigation using all factors: This approach provided a thorough analysis, where individual perceptions and expectations were given a high relevance. The limitation of the method is clearly how time-and resource-consuming it is to interview enough people. Therefore, this approach might be optimal for smaller areas, and for investigating the expectations of different socioeconomic groups. However, by adding spatial aspects based on the approximate addresses of the people, the GIS analysis can reveal further issues and differences at finer spatial scales as well. If the investigation has a more specific purpose than a "general diagnosis", some thematic factor groups may be omitted. For example, in a transportation-related project, community aspects might have a lower relevance.
2.
Using the key livability parameters: By using the identified subset of livability parameters, researchers and planners can still investigate the quality of an area thoroughly, but in a slightly less resource-consuming way. This type of assessment can still provide details about the different aspects of livability, along with the calculated probability values that can be utilized as weights in the end. Again, the responses of the people can be localized at finer scales within the city; it is therefore possible to locate areas with given problems based on the responses. For example, if in one area people are less likely to commute by bike, or have a lower level of perceived safety, such information may provide relevant input and starting points for further planning steps.
3.
Using probability values as weights: Researchers and planners might decide to only use the calculated probability values as weights for some or all the listed parameters to evaluate the overall performance of an area in terms of livability. In this case, spatial aspects might have a lower relevance, depending on the purpose of the analysis.
4.
Modeling: As our validation example illustrated, if a comprehensive analysis is not required, using only three parameters can also represent livability in an area very well. In our case, out of these three parameters, only one had personal relevance, which can again limit the direct involvement of residents in the analysis process. When asking a large enough number of people only about their overall perceptions of the built environment, combined with the spatial analysis of the other two parameters, it was still possible in our study to get a good approximation of the level of livability.
Overall, researchers, decision-makers, urban planners, and other stakeholders can profit from considering spatial and temporal characteristics of livability and various urban subsystems using GIS. Especially valuable is the ability to identify and "diagnose" areas where residents have lower satisfaction. This "diagnosis" of a city, combined with different visualization techniques, can help raise awareness about the residents' needs and expectations, and aid in the achievement of SDGs and NUA goals. By using this assessment workflow in a local context, planners would be able to assess and address local circumstances in terms of livability and the satisfaction of the residents. For example, in the case of mobility, by considering the person-environment relationship, issues with commuting or specific problems with the quality and accessibility of public transportation can be identified and addressed within a systematic livability framework. Thus, the concept of livability can guide a whole-systems approach to the person-environment relationship, integrating spatio-temporal aspects as well as highly variable local circumstances.
Beyond utilizing the whole-systems approach of livability assessment in planning, these results can also be directly connected to specific SDGs and NUA goals. SDG 11 targets emphasize the role of adequate housing conditions (11.1), safe and affordable public transport (11.2), good air quality (11.6), and safe and inclusive public (green) spaces (11.7), and the relevance of these aspects in livability was also justified by our results (see also Reference [53] ). However, urban form and active mobility aspects (such as walking and cycling) were identified as even more important in terms of livability, but they are not addressed directly as targets in the SDGs. Active mobility can serve as an important way to reduce greenhouse gas emission (emphasized in the NUA); however, this is, again, more like an ultimate goal per se than a way to achieve such goals. Providing attractive conditions and environments for walking and cycling (as considered in our assessment framework) can have a widespread impact on people's perception and satisfaction, and also overall as an overspill effect on sustainability. Last, access to basic needs was also acknowledged as an essential characteristic of livable cities as part of both the SDGs and NUA [53] , and the spatio-temporal analysis approach can help to investigate this access in cities, contributing to the long-term achievement of the respective goals.
Once again it must be noted that livability assessments, like many other concepts and frameworks, have their limitations. These limitations might be deeply rooted in the concept itself, such as the high level of subjectivity in articulating human needs and perception, or the complexity arising from the several interrelated parameters. At the same time, this subjectivity should never be neglected or underrepresented in the process. This means that subjective parameters cannot be tested without surveying at least some residents. Other-less inherent-limitations tend to be more related to the data used for the assessment. For example, it matters whether they are available at the right spatial scale or for the right temporal extent, not to mention their representativeness regarding the investigated phenomena. As our GIS analysis illustrated, the results of an assessment usually have to be aggregated in spatial units. Like every aggregation, such a step may entail some information loss. However, aggregation at the right scale increases the range of assessment options, as data at very fine spatial scales are rarely available. In this sense, we suggest that future research related to our investigation could apply multi-level regression modeling in order to identify variations of livability perception through diverse zones within the city. The advantage of this modeling is that regression analysis considers both spatial (census tracts, neighborhoods) and human (interviewees) aspects.
As a follow-up of this work, it could be further investigated whether there is a general, intersubjective measure of "good quality" for those parameters with inherent spatial aspects.
This includes most of the introduced variables, except for the community-related ones. A deeper investigation of the street network density categories and their influence on livability could also bring new insights into livability assessment and improvement. Another promising field of future research is the integration of a sense of place into the GIS-based modeling of livability. Due to its perceptional and spatial characteristics, livability may be interpreted through a function-based model of place, where place is seen "as a system of interrelated components" [56] (p. 16). Moreover, components of livability could be modeled considering the integration of concepts of urban quality of life and geospatial information [23] .
Conclusions
Because of its complexity, livability assessment requires a whole-systems approach, considering both its key elements and their evaluation. First, we identified several such key elements, and then designed a survey to ascertain city-dwellers' preferences for the individual factors. As a follow-up, we implemented regression analysis and relational-statistical learning to investigate the role of individual factors in the overall livability of a place. We found that urban form and particular mobility-related factors had the strongest connection with experiencing high urban livability. However, the development of an area, the salary in terms of satisfying basic needs, and general housing conditions also strongly influenced this overall satisfaction with living in a city. As a final step, we illustrated the potential of GIS analysis by modeling livability based on two specific urban form-related factors, considering street furniture and trees.
We can conclude that the residential preferences towards the various elements of livability are similar in developing and developed areas; however, the overall satisfaction with urban life already shows significant differences, as dwellers in developing areas often lack access to basic services. Further city-specific results were beyond the scope of this research article, as we were focusing on transferable assessment techniques. However, in the case of planning actions, these local characteristics are essential to consider in order to improve livability more efficiently or to achieve SDGs and NUA goals.
Finally, we discussed possible methods by which to utilize the livability assessment framework in planning, in particular in implementing both SDGs and NUA goals. Although this approach has evident limitations, we concluded that it could be beneficial in urban planning to "diagnose" a city by measuring livability characteristics before and after performing actual planning actions, with the assessment of livability thereby providing better guidance in the process of urban quality improvement.
