There appears to be a longtime, very slowly evolving state in dense simple fluids which, for high enough density, approaches a glassy nonergodic state. The nature of the nonergodic state can be characterized by the associated static equilibrium state. In particular, systems driven by Smoluchowski or Newtonian dynamics share the same static equilibrium and nonergodic states. That these systems share the same nonergodic states is a highly nontrivial statement and requires establishing a number of results. In the high-density regime one finds that an equilibrating system decays via a three-step process identified in mode-coupling theory (MCT). For densities greater than a critical density, η * , one has time-power-law decay with exponents a and b. A key ingredient in identifying the universal nature of the long-time results is the recognition that the theory can be expressed in terms of two fundamental fields: the particle density ρ and the response field B. There are sets of linear fluctuation dissipation relations (FDRs) which connect the cumulants of these two fields.
nonergodic state parameters substantially.
I. INTRODUCTION
There is a large body of evidence 1 that dense simple fluids show an interesting long-time slow dynamics. We develop here the ingredients of a theory of the universal features of this long-time dynamics. The theory is applicable to systems evolving under Newtonian 2,3 , Smoluchowski 4,5 and, possibly, Fokker-Planck dynamics 6 in equilibrium. Each of these systems share the same thermodynamics and equilibrium static structure. We conjecture that there is a long-time slow kinetics regime governed by the solutions of what we call the ergodic-nonergodic problem (ENEP).
In this paper we formulate the ENEP within the self-consistent perturbation theory introduced in FTSPD 4 , SDENE 5 , NDI 2 , NDII 3 , MMSI 7 and SM 8 . We show, within perturbation theory, that both Smoluchowski dynamics (SD) and Newtonian dynamics (ND) lead to the same ENEP. We explore the degree to which the long-time kinetics of classes of simple fluids depend only on the nature of the interaction potential and not on the details of the kinetic process.
Given the form of an ENEP one must still, for each interaction potential, determine if the system undergoes an ENE transition and shows the famous two-step kinetic process explored in conventional mode-coupling theory (MCT) [8] [9] [10] . Here we establish the form of the ergodicnonergodic problem for simple fluids. In previous work in SDENE we established the ENEP for SD for the case where the dynamical vertices were evaluated using the noninteracting ideal gas dynamic three-point vertices. Here we find the appropriate ENEP for both SD and ND including vertex corrections and determine those properties which determine the members of a universality class.
We show that the ENEP has two sets of contributions. First there is a backbone loop structure which includes the one-loop contribution familiar from MCT. Upon this loop structure rests a set of vertex corrections. We show here how to add up all of the loop contributions. Explicit evaluation of the vertex corrections will be carried out elsewhere. Within our systematic development here, MCT is a one-loop theory without vertex corrections. Note the vertices in MCT differ from those found here.
We also show how to practically solve the ENEP in the rather sophisticated approximation where one treats all loops but ignores vertex corrections. We call this the no-vertex correction (NVC) approximation. In this approximation we removed the constraint that the pseudopotential, used in perturbation theory, be small.
In working out the NVC approximation in some completeness we have learned about the shared kinetic structure that leads to the universal nature of the ENEP. It is interesting (but not surprising) that with the proper identification of core variables, (the density ρ and a response field B), the matrix of cumulants among the variables ρ and B, share the same fluctuation-dissipation relations. (The first treatment of these higher cumulants is given in NDII.) This is despite the fact that the microscopic definitions of B are quite different for SD and ND. What is much less obvious is that the three-point cumulants and vertices for both SD and ND obey 3 eight new fluctuation-dissipation relations or identities among them.
These identities are of the same form for both sets of dynamics. We conjecture that one will find the same set of identities for Fokker-Planck dynamics. This is an exact nonperturbative set of results. These statements are true despite the fact the ideal gas realizations of, for example, G
Bρρ are very different for SD and ND. In carrying out the analysis of the self-energies (memory function) and showing that they collapse onto a single ENEP, it is crucial that one use these identities and certain theorems derived from them.
Roughly speaking, if one chooses the core variables for each system properly, then cumulants for two-systems share the same FDRs, thermodynamics, equilibrium static structure, and, we show, the same ENEP.
II. CLASS OF KINETIC SYSTEMS
We discuss two rather different particle kinetics. For a system of N particles with mass m, at positions R i and momenta P i we can consider Newtonian dynamics, with equations of motion
or Smoluchowski dynamics, with equations of motioṅ
The force in both cases is given by
where the total potential energy is
where V (r) is a standard pair potential. D is a diffusion coefficient and ξ i is gaussian noise with variance
Starting with these equations of motion we can reexpress each problem in terms of a pathintegral formulation. The SD are treated in FTSPD and ND in ND1. Both problems can be organised around a field-theoretic treatment of a core problem. All the members of a class have the same equilibrium static structure. In particular they share the same static equilibrium density correlation functions:
We now set up the general long-time kinetics in terms of a set of core variables; Φ = (ρ, B).
The core variables in these systems are the physical observables the number density,
and the crucial response field B(1) which depends on the particle dynamics, SD or ND.
In FTSPD and ND1 we introduced a field theoretical formulation of classical manyparticle dynamics. The grand canonical partition function is of the general form
where the trace is over the phase-space degrees of freedom plus the associated MSR 11 conjugate fields, A is the MSR action given by
where i and j labels space, time and fields ρ or B, and A 0 is the noninteracting MSR action and the interacting contribution can be written in terms of the core variables Φ which essentially defines the response fields B. The interaction matrix σ ij is given below. H i is an external-time and space-dependent field that couples to the core variables Φ i .
The generator of dynamical cumulants is given by
The cumulants are given by
It was shown in FTSPD and NDI that the one-point average
satisfies the fundamental identity
whereT r is the sum over all the defrees of freedom including the conjugate MSR 11 degrees of freedom for a typical particle. For the core variables we write
where α labels the particles and
and φ 
with
and where for systems fluctuating in equilibrium the force matrix, appearing in Eq. (10) , is given in terms of fourier transforms by
III. FLUCTUATION DISSIPATION RELATIONS

A. General Results
In this section we explore the nature of fluctuation-dissipation relations (FDR) obeyed by our class of systems. In ND2 we find the general FDR for Newtonian dynamics for the core fields ρ(x, t) and B(x, t). We found the simple result for n-point cumulants in terms of
Fourier transforms:
where
and for the single-particle quantities
In the case of SD these relations have been shown to hold for cumulants with up to five B insertions 12 . It seems likely that they hold in general. Do these results also hold for Fokker-Planck dynamics? These FDRs are extremely useful.
B. Two-point cumulants
Using the FD relations at the two-point level we find for the two-point cumulant:
where 1 = (q 1 , ω 1 ). Due to translational invariance in space and time
and
We can also show that
We see that Eq.(27) can be written as
Since G ρρ (1) is real, we have the conventional result
which can be used to construct the dispersion relation
Eq.(29) leads to the static sum rule
where S(q 1 ) is the static structure factor. Taking the inverse time Fourier transform of Eq.(29) we find one of the standard FDRs:
Combining Eqs.(27) and (25) we can write the very useful result
The matrix propagator, G αβ , is the first of a number of two-point FDR matrix propagators (FDRMP) defined in Appendix B. In addition to G αβ we have G αβ ,Ḡ αβ ,G αβ , and noninteracting counterparts enter our analysis.
C. Two-point Vertices
The two-point vertices Γ αµ (1) are defined by Dyson's equation:
This matrix equation reduces, using Eq.(26), to
Eq.(37) can be written in the form
We easily find
Starting with Eq.(27), we can use Eqs. (42) and (36) to write
Using Eq.(38) and cancelling a common denominator, gives
which can be compared with Eq.(32).
D. FD Relations and Three-point cumulants
There are substantial differences in specific cumulants for the different realizations of simple fluid dynamics. For example the noninteracting three-point cumulant G 
Each of these constraints give an identity relating the 3-point cumulants. Since we know
As shown in ND2, these cumulant identities lead to useful relations satisfied by the threepoint vertices. The relationships connecting the three-point cumulants and the three-point vertex functions are given by
If we introduce some simplfying notation:
then we find, after algebra, the FD vertex relations:
IV. KINETIC EQUATION
Now we start working toward a description we can use to identify the ENE problem. As a first step we want to obtain the form of Γ αβ (q, ω) in the time domain. If we look at
and note that the response functions vanish algebraically as ω → ∞, we see that the twopoint vertex diverges in this limit. We assume that
where the coefficients A, C and D are real. Define the "local" quantity
for all frequencies. We also define the subtracted quantities:
which vanishes for large frquencies. At low frequencies
where, using Eqs.(30) and (61)
This leads to
We assume that the FDR holds for Γ (ℓ) αβ and
and we assume A q ≥ 0.
Taking the inverse Fourier transform of Eq.(63) gives
We have then
It then follows for the subtracted parts that we have the dispersion relation
reflecting the fact that Γ (s) αβ is analytic in the upper-half plane and vanishes as ω → ∞. In the time domain the FDR reads
Now express Eq.(37) in the time-domain
where the q-dependence is surpressed and
The self-energies are defined by
and we have used the fact that
. We then use the fluctuation dissipation relations
to obtain
Integrating by parts in the first integral:
where we assume t > t ′ . We then have, putting in the q-depence, the kinetic equation
where for t > t ′ we can drop the Γ (ℓ)
Putting all these results together we have the kinetic equation
We see that our dynamical problem is now in the form of a memory function equation
and the dynamic part of the memory function is given by the self-energy Σ BB . The static structure factor is the same for all fluids essentially by definition. The coeffients A q and D q can be constructed using perturbation theory. Let us look at the two cases studied so far.
At zeroth-order the two-point vertex is given in the SD case by
From Eq.(63) we can read-off
In the ND case we have the more complicated result:
whereS (z) = 1 − 2ze
with mV 2 0 = k B T . In the large frequency limit
and we can identify
The kinetic equation, Eq.(85), is diagonalized using a Laplace transform in time. We
and we need the results
Laplace transforming the kinetic equation gives
We assume in the long-time limit and for high densities thatĜ ρρ (q, z) andΣ BB (q, z) blow up as z → 0. So the D(q)z − A(q) term can be dropped. The kinetic equation, Eq.(101), reduces toĜ
We must now turn to the mechanism which produces largeĜ ρρ (q, z) andΣ BB (q, z) as We now want to construct the self-energy Σ BB self-consistently as a functional of G ρρ .
The first step is the the derivation 4 of a Dynamic Ornstein-Zernike Relation.
Inserting Eq. (14) in
we can use the chain-rule for functional differentiation to obtain
where the single-particle FDRMP is given by
and c ij =T rφ i e H·φ+∆W δ δG j ∆W.
Since ∆W can be treated as a functional of G i we see at this stage that we have available a self-consistent theory. If we define the matrix-inverses
then the two-point vertex is given without approximation by
is the collective contribution to the two-point vertex.
B. General Analysis
Much of the analysis of the two-point vertex can be carried out to all orders in an expansion in the potential. In general the two-point vertex is given by
where the collective self-energy, Σ ij , is given by Eqs.(109), (105), and (107), (sums over repeated indices implied)
where we have used Eqs. (17) and (12) and generated the functional power-series in F i . Since F i is defined by Eq.(38) and is independent of G i , we have
After defining the single-particle quantity
and using the chain-rule for functional differentiation, we find
Introduce the amputated verticesΓ andγ:
Then we have quite generally
We see factors of the FDRMPḠ
entering the development. We can then write
In terms of Fourier transforms we have the general result:
Now we are interested in the BB component
In the long-time regime the internal propagators are dominated by ρρ lines and we have in the low-frequency regime
Next we note that the major contribution to the integals is from the low-frequency portions of theḠ ρρ . In that regime we can evaluate the vertices at zero-frequency. At zero-frequency we can use the vertex theorems (see Appendix A)
This is the long-time approximation for the collective part of the memory function. If we ignore vertex corrections and replace the static vertices with its ideal-gas form
we obtain
If we express theḠ ρρ (k i , ω i ) in terms of its space-time Fourier transform we can do the frequency integrals and obtain the very simple result
where we have
We can do the "loop" sum to obtain
If we expand in powers of D and keep the lowest nonzero result we obtain our previous perturbative results at second order 13 . We are able to sum up all the loop diagrams, wihout vertex corrections, and go well beyond MCT.
We also assume, consistent with the long-time approximation, that for low-frequencies
and inḠ ρρ (q, ω) the G ρρ (q, ω) term dominates and its coefficient can be replaced by its ω = 0 value. Then using the FDR we find
whereV
Taking the inverse Fourier transforms we obtain the very simple result
Finally, in conventional MCT the ENE problem is formulated entirely in terms of the structure factor. In our formulation here this is true only if we ignore vertex corrections. In general one must also include the n-point vertex corrections at n-loop order. This will be persued elsewhere.
VI. ANALYTIC LONG-TIME ANALYSIS
Putting the Fourier-Laplace transform of Eq.(135) into Eq.(102), we find that the universal long-time kinetics is governed in the no-vertex correction approximation by the equation:
Fourier-transforming over space
or Laplace transforming over time
or the double transform 
or
valid at long times and where ψ(r, t) is "small". f (q) is the crucial nonergodicity parameter.
In terms of the Laplace-transform over time
and the Fourier transform over space
The quantity D(r, t) can be written
Expanding in powers of ∆ we find keeping terms of second order
This is inserted into the right-hand-side of Eq.(136). The left-hand side of the same equation takes the expanded form
Eq.(136) takes the form
Now we match orders in our perturbation theory. The leading order goes as 1/z for small z. Matching coefficients at leading order we have
and the higher-order contributions are given by
Eq.(157) is critical in the development. The question whether we have an nonergodic phase is determined 14 by this "static" quantity. A nonzero f depends on static parameters.
Let us focus on the higher-order contributions to Eq.(158). Consider the linear contribution. Using Eq.(155) and Eq.(149), we have
where we have defined the important matrix,
and where we have
The higher-order contributions, Eq.(158), can now be written
It is notationally advantageous to introduce
and find in terms of φ
Let us turn to R 3 (q, z). Starting with Eqs. (156) and (148) we have:
we can write
Pulling all of this together we can rewrite Eq.(162) as
Continuing our perturbation theory and matching equal powers, we assume
and require that the first-order terms must satisfy
Then at second order we have
Looking for a first-order solution of the form
where A is independent of q and t, and ǫ p is the right eigenfunction of C q,k with unit
We also introduce the left eigenfunction
We normalize the eigenfunctions using
The second-order contribution is then given by
Matrix multiply byǫ q . This kills the first term on the left and after using the normalizations gives the rather simple result:
where we introduce the parameter
and Eq.(180) reduces to
Eq. (182) is satisfied by a power-law solution
with Laplace transform
Putting this into Eq.(182) we find
or, the MCT result,
As discussed in SM, one can go further and treat the full two-step decay process including the von Schweidler 15 contribution.
VII. PSEUDO-POTENTIAL
In SDENE we worked to second order in the pseudo-potential V (q) which was expressed in terms of the structure factor S(q). The development was self-consistent and thorough. It In the present case it is easier to simply work out the static manipulations giving the direct-correlation functions, C D (q), as a power-series in the static pseudo-potential. In the all-loops approximation we ignore vertex corrections and do the loop sums to obtain the static approximation
VIII. ENE PROBLEM
One then has the ENE problem to solve. Given a static structure factor, is there a full numerical analysis will be given in a separate paper.
IX. SUMMARY
We have shown here how one can the study of the ENE transition for dense fluids well beyond the one-loop treatment of mode coupling theory. We have shown how one can treat multiple-loop calculations in a straight-forward manner. We focussed on the approximation where we ignore static vertex corrections and sum all loop contributions. Still left to be worked out is the role of vertex corrections. Do they change the picture developed here in any significant way? This can be tested by doing perturbation theory in the pseudopotential. This will be discussed elsewhere.
A key result is that we have shown that SD and ND share the same ENE problem. It would be interesting to investigate whether the more elaborate Fokker-Planck dynamics falls into the same universality class. We speculate that it would lead to the same ENE problem.
As a first step one would need to show that the core-variables ρ and B satisfy the same FDRs as for SD and ND. 
We showed earlier
so we haveG
Taking ω 1 = 0 we find
Returning to the time domain we have
Fourier transforming over t 2 , . . . , t n we find
Taking all the external frequencies to zero we obtain G ρB...Bρ (t 1 , 0, . . . , 0, t n+1 ) = dω 1 2π e −iω 1 (t 1 −t n+1 )G ρB...Bρ (ω 1 , 0, . . . , 0, −ω 1 ) .
Setting t n+1 = t 1 we obtain the important result G ρB...Bρ (t 1 , 0, . . . , 0, t 1 ) = dω 1 2πG ρB...Bρ (ω 1 , 0, . . . , 0, −ω 1 ) .
C. Single-particle Quantities
It should be noted that this analysis goes through for the single-particle quantities. Thus we can replace G ρBB → G ρBB . Then we have the identities G ρ (x 1 , t 1 ) = T rφ ρ (x 1 , t 1 )e ∆W =ρ (214)
G ρB (x 1 , x 2 ; 0) = −βT rφ ρ (x 1 , t 1 )φ ρ (x 2 , t 1 )e ∆W = −βρδ(x 1 − x 2 ) .
G ρBB (x 1 , x 2 , x 3 ; 0, 0, 0) = β 2 T rφ ρ (x 1 , t 1 )φ ρ (x 2 , t 1 )φ ρ (x 3 , t 1 )e
G ρBBB (x 1 , x 2 , x 3 , x 4 ; 0, 0, 0, 0) = −β 3 T rφ ρ (x 1 , t 1 )φ ρ (x 2 , t 1 )φ ρ (x 3 , t 1 )φ ρ (x 4 , t 1 )e
an so on. Fourier transforming over space:
G ρB (q 1 , q 2 ; 0) = −βρδ(q 1 + q 2 ) (218)
G ρBB (q 1 , q 2 , q 3 ; 0, 0, 0) = β 2ρ δ(q 1 + q 2 + q 3 )
G ρBBB (q 1 , q 2 , q 3 , q 4 ; 0, 0, 0, 0) = −β 3ρ δ(q 1 + q 2 + q 3 + q 4 )
and so on. Then, for the associated amputated vertices, 
XI. FDR MATRIX PROPAGATORS
A FDR matrix propagator (FDRMP) A µν (q, ω) satisfies the properties A µν (q, ω) = A * νµ (q, ω)
+ iβωA ρρ (q, ω) = A Bρ (q, ω) − A ρB (q, ω)
A ρB (q, ω) = dω 2π
and A ρB (q, 0) = dω 2π βA ρρ (q,ω)
with A BB (q, ω) = 0 .
If A αβ (q, ω) and C αβ (q, ω) are FDR matrix propagators then
is also a FDR matrix propagator. The proof is rather direct. Look first at the response channel:
Consider next the off -diagonal componets D ρB (q, ω) = A ρB (q, ω)σ Bρ (q)C ρB (q, ω)
= A ρB (q, ω)V (q)C ρB (q, ω)
D Bρ (q, ω) = A Bρ (q, ω)V (q)C Bρ (q, ω)
It is easy to see that
Next consider the diagonal component D ρρ (q, ω) = A ρρ (q, ω)V (q)C Bρ (q, ω) + A ρB (q, ω)V (q)C ρρ (q, ω) = V (q) iβω [(A Bρ (q, ω) − A ρB (q, ω))C Bρ (q, ω) + A ρB (q, ω)(C Bρ (q, ω) − C ρB (q, ω))]
Together Eqs. (235) and (236) give
ThenḠ αβ (q, ω) = G αµ (q, ω)σ µν (q)G νβ (q, ω)
is a FDRMP, as isG αβ (q, ω) =Ḡ αµ (q, ω)σ µν (q)G νβ (q, ω) .
In operator notationG = GσGσG .
