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Abstract
In this paper, a kind of Riemann problem for the Euler equations in a van der Waals fluid is considered. We
constructed the weak solution in multidimensional space which contains one shock front and one subsonic
phase boundary. We mainly follow the arguments of Majda’s [A. Majda, The stability of multi-dimensional
shock fronts, Mem. Amer. Math. Soc. 275 (1983) 1–95; A. Majda, The existence of multi-dimensional
shock fronts, Mem. Amer. Math. Soc. 281 (1983) 1–93] and Métivier’s [G. Métivier, Interaction de deux
chocs pour un système de deux lois de conservation, en dimension deux d’espace, Trans. Amer. Math. Soc.
296 (1986) 431–479] work. The linear stability results are based on Majda’s [A. Majda, The stability of
multi-dimensional shock fronts, Mem. Amer. Math. Soc. 275 (1983) 1–95] work for the single shock front
and Wang and Xin’s [Y.-G. Wang, Z. Xin, Stability and existence of multidimensional subsonic phase tran-
sitions, Acta Math. Appl. Sin. 19 (2003) 529–558] work for the single phase boundary. The initial boundary
value problem concerned in this paper is different from the boundary value problem for double shock fronts
concerned in [G. Métivier, Interaction de deux chocs pour un système de deux lois de conservation, en
dimension deux d’espace, Trans. Amer. Math. Soc. 296 (1986) 431–479], we slightly modified Métivier’s
frame work to establish the existence for the solution to the nonlinear problem.
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This paper is devoted to the study of the weak solution to the Euler equations in a van der
Waals fluid in several space variables. We consider the weak solution to the Euler equations
which contains one shock front and one subsonic phase boundary.
For a fluid or a material, if the density-pressure relation p = p(ρ) is non-monotonic, multiple
phases will coexist, such as in a van der Waals fluid. There has been a rich literature devoted to
the existence and stability of phase transitions in one space variable, cf. [14,15] and references
therein. It is reviewed in a survey article by Fan and Slemrod in [5]. In the multidimensional
spaces, by using the mode analysis, Benzoni-Gavage [1] studied the weakly linear stability of
subsonic phase transitions in a van der Waals fluid under the capillarity admissibility criterion,
and obtained a sufficient condition on the uniform stability under the viscosity–capillarity cri-
terion in [2]. Recently, Wang and Xin [16] studied the uniform stability and local existence of
single multidimensional subsonic phase transition in a van der Waals fluid under the viscosity–
capillarity criterion.
There are many papers devoted to the study of multidimensional shock waves. For quasi-linear
hyperbolic conservation laws, such as the isentropic or non-isentropic gas dynamical systems,
Majda first proved the uniform stability and existence of single multidimensional shocks in [9]
and [10] respectively by developing Kreiss’ theory [8] on initial–boundary value problems of
hyperbolic equations to a non-classical initial–boundary value problem with shock fronts and
shock state functions coupled together. See also Métivier [12] for a survey of the theory as
well as a new study for weak regularity requirements on shock states by using para-differential
operators. In [11], Métivier obtained the local existence of two shocks for 2 × 2 systems of
conservation laws in two-dimensional space. Bui and Li [3] extended Métivier’s result to the
problem for N × N systems of conservation laws in n-dimensional space. The existence of N
multidimensional shocks for N × N systems of conservation laws was also studied by Wang
in [17]. Considering the general conservation law, Freistühler [6] studied the stability of the
under-compressive shock fronts in multidimensional spaces under Majda’s frame work.
It is well known that to have a weak solution with a single discontinuity, certain compatibility
conditions on the initial data should be imposed. If these compatibility conditions are violated,
in general, there will exist several singular waves, such as shock waves, rarefaction waves as
well as phase boundaries, when the time evolves. These phenomena are common in physics.
Considering the interactions and reflections of nonlinear waves, we can see that the problems are
similar to the Riemann problems. The data, in general, violates the compatibility conditions for
single discontinuity. Hence, it is necessary to study such kind of problems. So far as we know,
even for the one-dimensional space, to develop a theory for the general Riemann problem in a
van der Waals fluid, as the one for strictly convex conservation laws, is almost impossible due to
the non-uniqueness of solutions to the Riemann problem arising in the meta-stable region [5,14].
That is why a new model [4] was developed for the retrograde fluid. But we still expect to get
some insight of the Riemann problem when the states are away from the meta-stable region.
Our goal is to establish the existence of the weak solution in multidimensional spaces, which
contains one shock front and one subsonic phase boundary. We shall study this problem by
using Métivier’s [11] frame work for double shocks. Different from the boundary value problem
in [11], the one in this paper is an initial boundary value problem. But we modified it into a
boundary value problem by adding an artificial boundary. By using the techniques in [11], we
can establish the linear estimates based on Majda’s [9] result and Wang and Xin’s [16] result.
Then we construct the approximate solution and get the solution to the nonlinear problem by
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involve more computations on characteristics than those in [11]. Another important point is that
the stability condition on the edge of the dihedral is different from the one for double shocks
in [11]. We shall prove that this condition can be satisfied when the shock is sufficiently weak.
The paper is arranged as follows. In Section 1, we recall the concept of subsonic phase tran-
sitions, state the problem and main results. In Section 2, we first establish the linear estimates
in multidimensional spaces. Then we studied the linear estimates for the one-dimensional linear
problem which is essential to the construction of approximate solution for the nonlinear problem.
In Section 3, we first calculate the compatibility condition of our problem, then we construct the
approximate solution and prove the existence of the solutions to the nonlinear problem.
1.1. Admissibility criterion for subsonic phase boundaries
For simplicity, we shall only study the problem in two space variables, i.e. x = (x1, x2) ∈R2.
It is easy to carry out the same discussion for the problem in higher-dimensional spaces.
For a compressible inviscid isentropic fluid, the following well-known Euler equations
∂t
(
ρ
ρu
ρv
)
+ ∂x1
(
ρu
ρu2 + p(ρ)
ρuv
)
+ ∂x2
(
ρv
ρuv
ρv2 + p(ρ)
)
= 0 (1.1)
represent the conservation of mass and momentum, where ρ and (u, v) represent the density and
velocity of the fluid, respectively. Denote by U = (ρ,u, v)T ,
F0(U)=
(
ρ
ρu
ρv
)
, F1(U)=
(
ρu
ρu2 + p(ρ)
ρuv
)
, F2(U)=
(
ρv
ρuv
ρv2 + p(ρ)
)
,
and
A1(U)=
(
F ′0(U)
)−1
F ′1(U)=
⎛
⎝ u ρ 0c2
ρ
u 0
0 0 u
⎞
⎠ ,
A2(U)=
(
F ′0(U)
)−1
F ′2(U)=
(
v 0 ρ
0 v 0
c2
ρ
0 v
)
,
where c = (p′(ρ))1/2 is the sound speed. For smooth solutions, the system (1.1) is equivalent to
∂tU +A1(U)∂x1U +A2(U)∂x2U = 0.
In the van der Waals fluid, the pressure law P(τ) ≡ p(1/τ) with τ ≡ ρ−1 being the specific
volume, is given by
P(τ) = RT
τ − b −
a
τ 2
(1.2)
for τ > b, where T denotes the temperature assumed to be a positive constant, R is the perfect
gas constant and a, b are positive constants.
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the temperature a4bR < T <
8a
27bR is fixed, there are τ∗ < τ
∗ such that
{
P ′(τ ) < 0 if b < τ < τ∗ or τ > τ ∗,
P ′(τ ) > 0 if τ∗ < τ < τ ∗.
(1.3)
The state of τ ∈ (b, τ∗) represents the liquid phase while that of τ ∈ (τ ∗,+∞) is the vapor phase.
Generally, these two phases are likely to coexist and one may observe the propagation of phase
boundary.
As usual, the Maxwell equilibrium {τm, τM} of a phase transition is defined by the equal area
rule:
P(τm)= P(τM),
τM∫
τm
(
P(τ)− P(τm)
)
dτ = 0, (1.4)
and τm < τ∗, τM > τ ∗. It is obvious that there is a unique point τ1 > τM at which the tangent to
the graph of p = P(τ) passes through τm (refer to Fig. 3 of [2]). Denote by
j20 = −P ′(τ1) (1.5)
which equals to (P (τm)− P(τ1))/(τ1 − τm). A piecewise smooth function
U(t, x) =
{
U+(t, x) for x1 >ψ(t, x2),
U−(t, x) for x1 <ψ(t, x2),
(1.6)
satisfying that U± ∈ C1{±(x1 −ψ(t, x2)) > 0} belong to different phases with ψ ∈ C2 being the
phase boundary, is said to be a subsonic phase transition, if it satisfies the system (1.1) in the
regions where U(t, x) is smooth and satisfies the following Rankine–Hugoniot condition
ψt
[
F0(U)
]− [F1(U)]+ψx2[F2(U)]= 0 on {x1 =ψ(t, x2)}, (1.7)
where [ · ] denotes the jump of a function on the phase boundary {x1 = ψ(t, x2)}. Moreover, the
Mach numbers satisfy
M± = 1
c±
∣∣∣∣u± −ψx2v± −ψt(1 +ψ2x2)1/2
∣∣∣∣< 1, (1.8)
where c± = (p′(ρ±))1/2 are the sound speeds. Due to (1.8), the Lax entropy condition is vio-
lated at {x1 = ψ(t, x2)}. The subsonic phase boundary is different from the classical shock, it
is similar to an under-compressive shock [6]. Therefore, the Rankine–Hugoniot condition (1.7)
is not an enough one on the phase boundary to guarantee the well-posedness of the problem.
Additional boundary conditions are needed to select physically admissible solution satisfying
Eqs. (1.1) piecewisely and the boundary condition (1.7) on boundary. In [15], Slemrod intro-
duced the viscosity–capillarity admissibility criterion to determine the subsonic phase boundaries
in one space variable, i.e. a phase boundary is called the viscosity–capillarity admissible if the
states on both sides of the phase boundary can be connected by a travelling wave in a system
by adding viscosity and capillarity terms to (1.1). This viscosity–capillarity criterion was studied
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phase boundary (1.6) satisfies the viscosity–capillarity admissibility criterion (ν-admissible), if
on the boundary {x1 =ψ(t, x2)} the following relation
[
e′(ρ)+ (u−ψx2v −ψt)
2
2(1 +ψ2x2)
]
= −νa(j, ν) on {x1 =ψ(t, x2)} (1.9)
holds, where ν is the ratio of the viscosity coefficient with the square root of the capillarity
coefficient, e(ρ) = ρE(ρ) is the free energy per unit volume with E(ρ) being the specific free
energy, dρE(ρ)= p(ρ)/ρ2,
j = ρ±(u± −ψx2v± −ψt)/
(
1 +ψ2x2
) 1
2 (1.10)
is the mass transfer flux across the phase boundary, which is assumed to be non-zero, and
a(j, ν) = j
+∞∫
−∞
τ ′2(ξ ; j, ν) dξ, (1.11)
where τ(ξ ; j, ν) is the viscosity–capillarity profile satisfying
{
τ ′′ = νjτ ′ + π − P(τ)− j2τ,
lim
ξ→−∞ τ = 1/ρ−|x1=ψ, limξ→+∞ τ = 1/ρ+|x1=ψ
(1.12)
with τ ′, τ ′′ being the first and second order derivatives of τ with respect to ξ , π = p(ρ±)+j2/ρ±
valued at {x1 = ψ}. In [2], Benzoni-Gavage proved the existence of the viscosity–capillarity
profile τ(ξ ; j, ν) to (1.12) when 0 < ν  ν0 for some small ν0 > 0 and 0 < j2  j20 with j0 being
given in (1.5). Moreover, Benzoni-Gavage showed in [2] that U±|x1=ψ(t,x2) depend smoothly
only on (j, ν), and as a consequence a(j, ν) is a smooth function of (j, ν) in {0 < j2  j20 ,
0 < ν  ν0}.
1.2. The problem
Give the following piecewise smooth initial data:
U(0, x)=
{
U01 (x) if x1 < φ0(x2),
U03 (x) if x1 > φ0(x2),
(1.13)
where φ0 satisfies φ0(0) = φ′0(0) = 0. U0i (i = 1,3) and φ0 satisfy certain compatibility condi-
tions, which shall be described later. We are going to establish the local existence of the following
piecewise smooth solution
U(t, x)=
{
U1(t, x), x1 < φ1(t, x1),
U2(t, x), φ1(t, x2) < x1 < φ2(t, x2),
U3(t, x), x1 > φ2(t, x2)
1576 S.-Y. Zhang, Y.-G. Wang / J. Differential Equations 244 (2008) 1571–1602for the system (1.1), where φ1 is a shock front and φ2 is a subsonic phase boundary satisfying
φ1(0, x2) = φ2(0, x2) = φ0(x2). Here we have supposed the shock speed is slower than that
of the phase boundary and the other case can be studied similarly. Denote by G1 = {(t, x) |
x1 < φ1(t, x2), t > 0}, G2 = {(t, x) | φ1(t, x2) < x1 < φ2(t, x2), t > 0}, G3 = {(t, x) | x1 >
φ2(t, x2), t > 0}, G01 = {x ∈ R2 | x1 < φ0(x2)}, G03 = {x ∈R2 | x1 > φ0(x2)}, Γ1 = {(t, x) | x1 =
φ1(t, x2), t > 0}, and Γ2 = {(t, x) | x1 = φ2(t, x2), t > 0}. The unknown function {Uk}3k=1 and
(φ1, φ2) should satisfy the following free boundary problem⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂tUi +A1(Ui)∂x1Ui +A2(Ui)∂x2Ui = 0 in Gi (i = 1,2,3),
∂tφ1
[
F0(U)
]
1 −
[
F1(U)
]
1 + ∂x2φ1
[
F2(U)
]
1 = 0 on Γ1,
∂tφ2
[
F0(U)
]
2 −
[
F1(U)
]
2 + ∂x2φ2
[
F2(U)
]
2 = 0 on Γ2,[
e′(ρ)+ (u− ∂x2φ2v − ∂tφ2)
2
2(1 + (∂x2φ2)2)
]
2
= −νa(j, ν) on Γ2,
Ui(0, x)=U0i (x) in G0i (i = 1,3),
φi(0, x2)= φ0(x2) (i = 1,2),
(1.14)
where the second and third equations in (1.14) represent the Rankine–Hugoniot condition on
{x1 = φj (t, x2)} (j = 1,2) while the fourth one is the viscosity–capillarity condition on the
phase boundary {x1 = φ2(t, x2)} given in [2] with [ · ]i (i = 1,2) denoting the jump of a function
on Γi (i = 1,2), the parameters of the 4th equation are defined in the same way as (1.10)–(1.12).
Remark 1.1. Since the shock front Γ1 is a backward one, we can determine U1 from the initial
data U01 . Indeed, if we smoothly extend the initial data U
0
1 to be a function U˜
0
1 defined on the
whole space R2, then the following Cauchy problem
{
∂tU1 +A1(U1)∂x1U1 +A2(U1)∂x2U1 = 0,
U1(0, x)= U˜01 (1.15)
is well posed locally in time according to Kato’s theory [7]. On the other hand, since the shock
front Γ1 is a backward one, we see that G1 is contained in the determinacy domain of G01 for the
problem (1.15). So, the restriction of U1 in the domain G1 is independent of the above extension
for U01 , which gives the unknown U1 for (1.14).
Now the problem (1.14) is reduced to
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂tUi +A1(Ui)∂x1Ui +A2(Ui)∂x2Ui = 0 in Gi (i = 2,3),
∂tφ1
[
F0(U)
]
1 −
[
F1(U)
]
1 + ∂x2φ1
[
F2(U)
]
1 = 0 on Γ1,
∂tφ2
[
F0(U)
]
2 −
[
F1(U)
]
2 + ∂x2φ2
[
F2(U)
]
2 = 0 on Γ2,[
e′(ρ)+ (u− ∂x2φ2v − ∂tφ2)
2
2(1 + (∂x2φ2)2)
]
2
= −νa(j, ν) on Γ2,
U3(0, x)=U03 (x) in G03,
φi(0, x2)= φ0(x2) (i = 1,2),
(1.16)
where in the second equation the boundary value of U1 is known. The above problem is an initial
boundary value problem with two free boundaries Γ1 and Γ2. In order to unify the treatment for
problems in G2 and G3, we add an artificial boundary, Γ3 = {x1 = φ3(t, x2)} with φ3 being a
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large such that Γ3 lies in the determinacy domain of G03 and {x1 = φ3(t, x2)} is non-characteristic.
By the method used in Remark 1.1 we can determine U3 in the region {x1 > φ3, t > 0} from the
initial data U03 , as well as the boundary value of U3 on Γ3. Here we should note that once we
determine the smooth state U3 in {φ2(t, x2) < x1 < φ3(t, x3)}, then by that U3 is continuous on
the non-characteristic surface Γ3 = {x1 = φ3(t, x2)} and the sound wave can only be propagated
on the characteristic surface [13] we know that U3 should be smooth on Γ3. Therefore, to solve
the problem (1.16), it is equivalent to study the following problem:
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
∂tUi +A1(Ui)∂x1Ui +A2(Ui)∂x2Ui = 0 in Gi (i = 2,3),
∂tφ1
[
F0(U)
]
1 −
[
F1(U)
]
1 + ∂x2φ1
[
F2(U)
]
1 = 0 on Γ1,
∂tφ2
[
F0(U)
]
2 −
[
F1(U)
]
2 + ∂x2φ2
[
F2(U)
]
2 = 0 on Γ2,[
e′(ρ)+ (u− ∂x2φ2v − ∂tφ2)
2
2(1 + (∂x2φ2)2)
]
2
= −νa(j, ν) on Γ2,
U3 = b(t, x2) on Γ3,
(1.17)
where G3 = {(x, t) | φ2 < x1 < φ3, t > 0} and b(t, x2) = U3|x1=φ3(t,x2) with U3 being the state
in {x1  φ3(t, x2)} given as above.
As in [9,11], when we are dealing with free boundaries, a transform was used to map the free
boundaries into fixed ones. Since the situation that we are dealing with is of two free boundaries
and one fixed boundaries, we are going to modify the map in [11] slightly. For the problem (1.17),
we introduce a change of variables:
x˜1 =
{
t
x1−φ1(t,x2)
φ2(t,x2)−φ1(t,x2) in G2,
t
x1+φ3(t,x2)−2φ2(t,x2)
φ3(t,x2)−φ2(t,x2) in G3,
x˜2 = x2, t˜ = t, U˜ (t˜ , x˜)=U(t, x). (1.18)
which transforms G2, G3, and Γk (k = 1,2,3) into
G˜2 =
{
(t˜ , x˜)
∣∣ 0 < x˜1 < t˜, t˜ > 0}, G˜3 = {(t˜ , x˜) ∣∣ t˜ < x1 < 2t˜ , t˜ > 0},
and
Γ˜k =
{(
t˜ , x˜
∣∣ x˜1 = (k − 1)t˜ , t˜ > 0)} (k = 1,2,3),
respectively. Obviously, the curve Γ0 = {x1 = φ0(x2), t = 0} is changed into Γ˜0 = {x˜1 = t˜ = 0}.
Denote by A˜(i)1 = ∂x˜1∂t I +A1(Ui) ∂x˜1∂x1 +A2(Ui) ∂x˜1∂x2 and A˜
(i)
2 = A2(Ui). The problem (1.15) now
becomes ⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
∂tUi +A(i)1 ∂x1Ui +A(i)2 ∂x2Ui = 0 in Gi (i = 2,3),
∂tφ1
[
F0(U)
]
1 −
[
F1(U)
]
1 + ∂x2φ1
[
F2(U)
]
1 = 0 on Γ1,
∂tφ2
[
F0(U)
]
2 −
[
F1(U)
]
2 + ∂x2φ2
[
F2(U)
]
2 = 0 on Γ2,[
e′(ρ)+ (u− ∂x2φ2v − ∂tφ2)
2
2(1 + (∂x2φ2)2)
]
2
= −νa(j, ν) on Γ2,
U3 = b on Γ3,
(1.19)
where we have dropped the tildes for simplicity of notations.
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φ = (φ1, φ2). For the simplicity of notation, we denote the problem (1.19) in the following
form: ⎧⎪⎨
⎪⎩
Li(Ui,φ)Ui = 0 in Gi (i = 2,3),
F1(γU,φ)= 0 on Γ1,
F2(γU,φ)= 0 on Γ2,
γ3U3 = b on Γ3.
(1.20)
In the rest part of this paper, we only consider the above problem.
1.3. Assumptions and main results
In this subsection, we shall propose several necessary assumptions and state the main result
of this paper.
The assumptions are as follows:
(A1) There are two scalar functions σ1(x2), σ2(x2) ∈ C∞(Γ0) with σ1(x2) < σ2(x2) and a
state function U02 (x2) ∈ C∞(Γ0) satisfying⎧⎪⎪⎪⎨
⎪⎪⎪⎩
σ1
[
F0
(
U0
)]
1 −
[
F1
(
U0
)]
1 + φ′0
[
F2
(
U0
)]
1 = 0,
σ2
[
F0
(
U0
)]
2 −
[
F1
(
U0
)]
2 + φ′0
[
F2
(
U0
)]
2 = 0,[
e′
(
ρ0
)+ (u0 − φ′0v0 − σ2)2
2(1 + φ′20 )
]
2
= −νa(j0, ν)
(1.21)
on Γ0, where without any confusion with the definition of j0 in Section 1.1, we use j0 to denote
the initial mass transfer flux of the phase boundary as follows
j0 = ρ0i
(
u0i − φ′0v0i − σ2
)
/
√
1 + φ′20
∣∣
x1=0 (i = 2,3).
a(j0, ν)= j0
∫∞
−∞ τ
′2
0 (ξ ; j0, ν) dξ and τ0(ξ ; j0, ν) satisfies{
τ ′′0 = νj0τ ′0 + π0 − P(τ0)− j20 τ0,
lim
ξ→−∞ τ0 = 1/ρ
0
2
∣∣
x1=0, limξ→+∞ τ0 = 1/ρ
0
3
∣∣
x1=0
with π0 = p(ρ0i ) + j20 /ρ0i |x1=0. Denote by λ(i)1 < λ(i)2 < λ(i)3 the eigenvalues of A1(U0i ) −
φ′0A2(U
0
i ) (i = 1,2,3) valued on {x1 = φ0}, respectively. We assume that the following Lax
entropy inequalities
λ
(2)
1 < σ1 < λ
(1)
2 , σ1 < λ
(2)
1 (1.22)
are satisfied, which implies that the shock front is backward (1st shock), and we assume the
following subsonic conditions
λ
(2)
1 < σ2 < λ
(2)
2 , λ
(3)
1 < σ2 < λ
(3)
2 (1.23)
are satisfied.
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order s − 1 are satisfied, which will be described precisely in Section 3.
(A3) For x frozen at the origin (0,0), the planar shock front
U(t, x) =
{
U01 (0,0), x1 < σ1(0)t,
U02 (0,0), x1 > σ1(0)t
and the planar phase transition
U(t, x) =
{
U02 (0,0), x1 < σ2(0)t,
U03 (0,0), x1 > σ2(0)t
are uniformly stable in the sense of [9] and [16], respectively.
(A4) The stability condition on the edge of the dihedral Γ0 is satisfied, which is similar to the
one for double shocks proposed in [11] when considering the one-dimensional stability. We will
describe precisely in Section 2.
The main result of this paper is as follows:
Theorem 1.1. Suppose U0i ∈ C∞(Γ0) (i = 1,3), φ0 ∈ C∞(R), and the assumptions (A1)–(A4)
are satisfied, then there exists a local smooth solution (U,φ) to the problem (1.20).
Remark 1.2. To get the existence of a local regular solution to (1.20), it only requires the data
(U01 ,U
0
3 , φ0) having finite order smoothness. But for simplicity of presentation, we assume that
they are C∞ in this paper.
2. Estimates on linearized problems
As usual, to study the iterative scheme of a nonlinear problem, we need to study the linearized
problem first. In this section we study the a priori estimates of solutions to the linearized problem
of (1.20).
2.1. Linearized problems
Let (V ,ψ) be the variation of a solution (U,φ) to (1.20). It is easy to know that the linearized
problem of (1.20) at (U,φ) is as follows:⎧⎪⎪⎨
⎪⎪⎩
Li(Ui,φ)Vi = ∂tVi +A(i)1 (Ui,φ)∂x1Vi +A(i)2 (Ui)∂x2Vi = fi in Gi (i = 2,3),
F1,(γU,φ)(γ V,ψ)= b1∂tψ1 + c1∂x2ψ1 +m1γ1V2 = g1 on Γ1,
F2,(γU,φ)(γ V,ψ)= b2∂tψ2 + c2∂x2ψ2 +m2γ2V3 + n2γ2V2 = g2 on Γ2,
γ3V3 = 0 on Γ3,
(2.1)
where Fi,(γU,φ)(γ V,ψ) (i = 1,2) are the Fréchet derivatives of Fi (γU,φ) with respect to
(γU,φ), i.e.
Fi,(γU,φ)(γ V,ψ)= d Fi (γU + γV,φ + ψ)
∣∣∣∣ ,d =0
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b1 =
[
F0(U)
]
1, c1 =
[
F2(U)
]
1, m1 = ∂x2φ1F ′2(U2)+ ∂tφ1F ′0(U2)− F ′1(U2),
b2 =
( [F0(U)]2[v−∂x2φ1v]2
1+(∂x2φ2)2
+ ν∂j a ρ2√
1+(∂x2φ2)2
)
,
c2 =
( [F2(U)]2
ν∂j a
ρ2v2+∂x2φ2ρ2(u2−∂tφ2)
(1+(∂x2φ2)2)3/2
+ [v(u−∂x2φ2v2∂tφ2)]21+(∂x2φ2)2 +
∂x2φ2[(∂t φ2+∂x2φ2v−u)2]2
(1+∂x2φ2)2
)
,
m2 =
(
∂tφ2F
′
0(U3)+ ∂x2φ2F ′2(U3)− F ′1(U3)
l2
)
,
n2 =
(
F ′1(U2)− ∂tφ2F ′0(U2)− ∂x2φ2F ′2(U2)
l1
)
with ∂j a = ∂a∂j being the derivative of a(j, ν) with respect to the mass transfer flux,
l2 =
(
−e′′(ρ3), ∂tφ2 − u3 + ∂x2φ2v31 + (∂x2φ2)2
,
∂x2φ2(u3 − ∂x2φ2v3 − ∂tφ2)
1 + (∂x2φ2)2
)
,
l1 =
(
ν∂j a
∂tφ2 − u2 + ∂x2φ2v2√
1 + (∂x2φ2)2
+ e′′(ρ2),−ν∂j a ρ2√
1 + (∂x2φ2)2
+ u2 − ∂x2φ2v2 − ∂tφ2
1 + (∂x2φ2)2
,
∂x2φ2
(
ν∂ja
ρ2√
1 + (∂x2φ2)2
+ ∂tφ2 + ∂x2φ2v2 − u2
1 + (∂x2φ2)2
))
.
Remark 2.1. With all the coefficients given in the above. Now we can describe the detail of
assumption (A4) listed in Section 1.3. In what follows, we shall freeze all the coefficients at the
origin (0,0,0). Denote by λ(i)1 < λ
(i)
2 < λ
(i)
3 the eigenvalues of A
(i)
1 (i = 2,3) and r(i)1 , r(i)2 , r(i)3
the corresponding right eigenvectors. Let
R1 =
(
m1r
(3)
2 ,m1r
(2)
3 , b1
)−1
m1r
(2)
1 ∈R3×1.,
R2 =
(
n2r
(2)
1 ,m2r
(3)
2 ,m2r
(3)
3 , b2
)−1(
m2r
(3)
1 , n2r
(2)
2 , n2r
(2)
3
) ∈R4×3.
We impose the following stability condition:
∣∣(R1)11(R2)12∣∣+ ∣∣(R1)21(R2)13∣∣< 1, (2.2)
where (·)ij denotes the (i, j)-element of a matrix.
The above stability condition is similar to the one for the double shock problem given in [11].
It is satisfied when the shock front is sufficiently weak while the strength of the phase transition
is fixed. The detailed proof will be given in Appendix A.
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We shall introduce the weighted Sobolev spaces that we will use to establish the linear esti-
mates. Since the transform (1.18) is different from that one given in [11], it is necessary for us to
check all the equivalence of the spaces after transformations and dilations.
Denote by σ = (σ1, σ2), β = (β1, β2), GTi = {(t, x) | (t, x) ∈Gi, t ∈ (0, T )} (i = 2,3), Γ Ti ={(t, x) | (t, x) ∈ Γi, t ∈ (0, T )} (i = 1,2), and ∂x = (∂x1 , ∂x2). We introduce the following spaces
and the corresponding norms:
L2λ(Ω)=
{
u
∣∣ t−λu ∈ L2(Ω)},
‖u‖L2λ(Ω) =
∥∥t−λu∥∥
L2(Ω),
H rλ
(
GTi
)= {u ∣∣ ∂lt ∂βx u ∈ L2λ−l−β1(GTi ), l + |β| r} (i = 2,3),
‖u‖Hrλ (GTi ) =
{ ∑
l+|β|r
λ2(r−l−β1)
∥∥∂lt ∂βx u∥∥2L2λ−l−β1 (GTi )
} 1
2
(i = 2,3),
H rλ
(
Γ Ti
)= {f ∣∣ ∂lt ∂mx2f ∈ L2λ−l(Γ Ti ), l +m r} (i = 1,2),
‖f ‖Hrλ (Γ Ti ) =
{ ∑
l+mr
λ2(r−l)
∥∥∂lt ∂mx2f ∥∥2L2λ−l (Γ Ti )
} 1
2
(i = 1,2).
Analogous to [11], we introduce the following transformation,
j : s = t, y1 = x1/t, y2 = x2, (2.3)
which maps Γ Ti (i = 1,2,3) into
Γˆ Ti =
{
(s, y)
∣∣ y1 = (i − 1), s ∈ (0, T )} (i = 1,2,3)
and GTi (i = 2,3) into
GˆT2 =
{
(s, y)
∣∣ 0 < y1 < 1, s ∈ (0, T )},
GˆT3 =
{
(s, y)
∣∣ 1 < y1 < 2, s ∈ (0, T )}.
Denote by
Jλ: u(t, x) 	→ Jλu(s, y1, y2)= s
−λu(s, sy1, y2) in GTi (i = 2,3),
f (t, x2) 	→ Jλf (s, y2)= s−λf (s, y2) on Γ Ti (i = 1,2,3)
and ∂y = (∂y1 , ∂y2). Similar to [11], in the coordinates (s, y) we introduce the following spaces
and norms:
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(
GˆTi
)= {u ∣∣ (s∂s)l∂βy u ∈ L2(GˆTi ), l + |β| r} (i = 2,3),
‖u‖
Hˆ rλ (Gˆ
T
i )
=
{ ∑
l+|β|r
λ2(r−l−β1)
∥∥(s∂s)l∂βy u∥∥2L2(GˆTi )
} 1
2
(u= 2,3),
Hˆ rλ
(
Γˆ Ti
)= {f ∣∣ (s∂s)l∂my2f ∈ L2(Γˆ Ti ), l +m r} (i = 1,2),
‖f ‖
Hˆ rλ (Γˆ
T
i )
=
{ ∑
l+mr
λ2(r−l)
∥∥(s∂s)l∂my2f ∥∥2L2(Γˆ Ti )
} 1
2
(i = 1,2).
Lemma 2.1. Jλ is isomorphic from Hrλ+1/2(GTi ) to Hˆ rλ (GˆTi ) (i = 2,3), and from Hrλ(Γ Ti ) to
Hˆ rλ (Γˆ
T
i ) (i = 1,2,3).
Proof. Here we only prove that Jλ is an isomorphic mapping from Hrλ+1/2(GTi ) to Hˆ rλ (GˆTi )
(i = 2,3). The other conclusions can be proved in the same way. Noticing that the Jacobian of
the transformation j in GTi is ∣∣∣∣∂(s, y)∂(t, x)
∣∣∣∣= 1t , (2.4)
we see that Jλ is an isomorphic mapping from L2λ+1/2(GTi ) to L2(GˆTi ).
Considering the higher order norm, from (2.3), we have
∂t = ∂s − y1
s
∂y1 , ∂x1 =
1
s
∂y1 , ∂x2 = ∂y2 .
Then we have
∣∣λr−l−β1 t−(λ−l−β1)∂lt ∂βx u∣∣=
∣∣∣∣λr−l−β1s−(λ−l−β1)
(
∂s − y1
s
∂y1
)l(1
s
∂y1
)β1
∂β2y2
(
sλJλu
)∣∣∣∣
O(1)λr−l−β1
∑
kl
∣∣s−(λ−l−β1)∂ks (sλ−l−β1+k∂β+(l−k,0)y Jλu)∣∣
O(1)
∑
kl
∑
jk
λr−k+j
∣∣(s∂s)k−j ∂β+(l−k,0)y Jλu∣∣,
where O(1) denotes a constant depending only on λ and r , which implies that there exists a
constant M > 0 depending only on λ and r such that
‖u‖Hrλ+1/2(GTi ) M‖Jλu‖Hˆ rλ (GˆTi ).
Similarly, we can prove that there exists a constant m> 0 depending only on λ and r such that
‖Jλu‖Hˆ rλ (GˆTi ) m‖u‖Hrλ+1/2(GTi ).
Thus we have proved that Jλ is isomorphic from Hr (GT ) to Hˆ r (GˆT ) (i = 2,3). λ+1/2 i λ i
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χ ∈ C∞0 (R1) such that
suppχ ⊂
(
1
2
,2
)
and
+∞∑
j=−∞
χ
(
2j s
)= 1, s > 0.
Let
vj (s, y) = χ(2j s)v(s, y),
v˜j (s, y) = 2−j/2vj (2−j s, y),
Tj = min
(
2,2j T
)
,
Γ˜ Ti =
{
(s, y)
∣∣ y1 = i − 1, s ∈ (−∞, T )} (i = 1,2),
G˜T2 =
{
(s, y)
∣∣ 0 < y1 < 1, s ∈ (−∞, T )},
G˜T3 =
{
(s, y)
∣∣ 1 < y1 < 2, s ∈ (−∞, T )}.
The corresponding spaces and norms are as follows:
Hr
(
G˜Ti
)= {v ∣∣ ∂ls∂βy v ∈ L2(G˜Ti ), l + |β| r} (i = 2,3),
‖v‖
Hrλ (G˜
T
i )
=
{ ∑
l+|β|r
λ2(r−l−β1)
∥∥∂ls∂βy v∥∥2L2(G˜Ti )
} 1
2
(i = 2,3),
H rλ
(
Γ˜ Ti
)= {g ∣∣ ∂ls∂my2g ∈ L2(Γ˜ Ti ), l +m r} (i = 1,2),
‖g‖Hrλ (Γ˜ Ti ) =
{ ∑
l+mr
λ2(r−l)
∥∥∂ls∂my2g∥∥2L2(Γ˜ Ti )
} 1
2
(i = 1,2).
As in [11], we have the following lemma.
Lemma 2.2.
(i) If v ∈ Hˆ r (GˆTi ) (i = 2,3), v˜j is defined as above, then v˜j ∈Hr(G˜
Tj
i ) (i = 2,3) and∑
j
∥∥v˜j∥∥2
Hrλ (G˜
Tj
i )
C1‖v‖2
Hˆ rλ (Gˆ
T
i )
for a constant C1 > 0.
(ii) If there exists a sequence {wj } satisfying wj ∈Hr(G˜Tji ) (i = 2,3), suppwj ⊂ {γ  τ  Tj }
with γ > 0, and
∑
j ‖wj‖2
Hrλ (G˜
Tj
i )
<∞, then v =∑j 2j/2wj(2j s, y) ∈ Hˆ r (GˆTi ) and
‖v‖2
Hˆ rλ (Gˆ
T
i )
C2
∑
j
∥∥wj∥∥2
Hrλ (G˜
Tj
i )
for a constant C2 > 0.
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the conclusion of Lemma 2.2 is also true.
2.3. Linear estimates
To avoid tedious terms in our coming arguments, we first introduce some simplified notations.
Denote by f = (f2, f3), g = (g1, g2), Ai = (A(i)1 ,A(i)2 ) (i = 2,3), A = (A2,A3), b = (b1, b2),
c = (c1, c2), m= (m1,m2), n= n2,
‖V ‖2
H
k,T
λ
=
3∑
i=2
‖Vi‖2Hkλ (GTi ), ‖γV ‖
2
H
k,T
λ
=
2∑
i=1
(‖γiVi+1‖2Hkλ (Γ Ti )
)+ ‖γ2V2‖2Hkλ (Γ T2 ),
‖ψ‖2
H
k,T
λ
=
2∑
i=1
‖ψi‖2Hkλ (Γ Ti ), ‖f ‖
2
H
k,T
λ
=
3∑
i=2
‖fi‖2Hkλ (GTi ), ‖g‖
2
H
k,T
λ
=
2∑
i=1
‖gi‖2Hkλ (Γ Ti ).
We also use ‖·‖
Hˆ
k,T
λ
, ‖·‖
H˜
k,T
λ
to denote the corresponding quantities of the norms that we defined
in Section 2.2. We denote
∥∥∣∣(V ,ψ)∥∥∣∣2
k,λ,T
= λ‖V ‖2
H
k,T
λ+1/2
+ ‖γV ‖2
H
k,T
λ
+ ‖ψ‖2
H
k+1,T
λ+1
,
(L,F ) = max{∥∥A−A(0)∥∥
L∞ ,
∥∥b − b(0)∥∥
L∞ ,
∥∥c − c(0)∥∥
L∞ ,∥∥m−m(0)∥∥
L∞ ,
∥∥n− n(0)∥∥
L∞
}
,
‖L,F‖k = ‖A‖Hk + ‖b‖Hk + ‖c‖Hk + ‖m‖Hk + ‖n‖Hk ,
where A(0), b(0), . . . denote the coefficients frozen at the origin, Hk denote the normal Sobolev
spaces without weights. Denote by
Wkλ,T =
{
(V ,ψ)
∣∣ Vi ∈Hkλ+1/2(GTi ) (i = 2,3), ψi ∈Hk+1λ+1 (Γ Ti ) (i = 1,2)},
W ′kλ,T =
{
(f, g)
∣∣ fi ∈Hkλ−1/2(GTi ) (i = 2,3), gi ∈Hkλ (Γ Ti ) (i = 1,2)}.
We have the following theorem for the linear problem (2.1).
Theorem 2.3. Suppose s  9 and the assumptions (A1)–(A4) are satisfied. There exist 0 > 0,
λ0(K), C(K) such that under the condition
(L,F ) 0, ‖L,F‖s K, (2.5)
if ∂mt f |t=x1=0 = 0, ∂mt g|t=0 = 0 (0m k − 1) for k  s, then the problem (2.1) has a unique
solution (V ,ψ) ∈Wkλ,T for any λ > λ0(K), T  T0, (f, g) ∈W ′kλ,T . Moreover, the estimate
∥∥∣∣(V ,ψ)∥∥∣∣2
k,λ,T
 C(K)
(
1
λ
‖f ‖2
H
k,T
λ−1/2
+ ‖g‖2
H
k,T
λ
)
(2.6)
holds.
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transformation (2.3) to the problem (2.1). Then, Vˆ and ψˆ satisfy the following problem
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Lˆλ,i Vˆi = (s∂sVˆi + λVˆi)+ Aˆ(i)1 ∂y1 Vˆi + sˆA(i)2 ∂y2 Vˆi = Jλ−1fi in GˆTi (i = 2,3),
Fˆ1,λ(γ Vˆ , ψˆ)=
(
s∂sψˆ1 + (λ+ 1)ψˆ1
)
b1 + sc1∂y2ψˆ1 +m1γ1Vˆ2 = Jλg1 on Γˆ T1 ,
Fˆ2,λ(γ Vˆ , ψˆ)=
(
s∂sψˆ2 + (λ+ 1)ψˆ2
)
b2 + sc2∂y2ψˆ2 +m2γ2Vˆ3 + n2γ2Vˆ2 = Jλg2 on Γˆ T2 ,
γ3Vˆ3 = 0 on Γˆ T3 ,
where we still use γi · to denote the trace operator on Γˆ Ti (i = 1,2,3), Aˆ(i)1 = 1s (A(i)1 − y1I ) and
Aˆ
(i)
2 =A(i)2 (i = 2,3). From Lemma 2.1, we see that (2.6) is equivalent to the following estimate
on Vˆ and ψˆ
λ‖Vˆ ‖2
Hˆ
k,T
λ
+ ‖γ Vˆ ‖2
Hˆ
k,T
λ
+ ‖ψˆ‖2
Hˆ
k+1,T
λ+1
 C
(
1
λ
‖LˆλVˆ ‖2
Hˆ
k,T
λ−1
+ ∥∥Fˆλ(γ Vˆ , ψˆ)∥∥2Hˆ k,Tλ
)
, (2.7)
where LˆλVˆ = (Lˆλ,1Vˆ1, Lˆλ,2Vˆ2), Fˆλ(γ Vˆ , ψˆ) = (Fˆ1,λ(γ Vˆ , ψˆ), Fˆ2,λ(γ Vˆ , ψˆ)). For simplicity, we
still denote Vˆ , ψˆ by V , ψ . Introducing V j , ψj , V˜ j , ψ˜j by dyadic partition of unity and dilation
as in Section 2.2, we get
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
Lˆλ,iV
j
i = χ
(
2j s
)
Lˆλ,iVi +wji in G˜
Tj
i (i = 2,3),
Fˆ1,λ
(
γV j ,ψj
)= χ(2j s)Fˆ1,λ(γ V,ψ)+ gj1 on Γ˜ Tj1 ,
Fˆ2,λ
(
γV j ,ψj
)= χ(2j s)Fˆ2,λ(γ V,ψ)+ gj2 on Γ˜ Tj2 ,
γ3V
j
2 = 0 on Γ˜
Tj
3 ,
where wji = sχ ′(2j s)2jVi (i = 2,3), gji = sχ ′(2j s)2jψi (i = 1,2). Furthermore, Lˆλ,iV ji
(i = 2,3), Fˆi,λ(γ V j ,ψj ) (i = 1,2) can be written as L˜jλ,i V˜ ji (i = 2,3), Fˆ ji,λ(γ V˜ j , ψ˜j ) by
changing s into 2−j s in all coefficients in the equations and boundary conditions. From
Lemma 2.2, we see that (2.7) is equivalent to
λ
∥∥V˜ j∥∥2
H˜
k,Tj
λ
+ ∥∥γ V˜ j∥∥2
H˜
k,Tj
λ
+ ∥∥ψ˜j∥∥2
H˜
k+1,Tj
λ+1
 C
(
1
λ
∥∥L˜jλV˜ j∥∥2H˜ k,Tjλ−1 +
∥∥F˜ jλ (γ V˜ j , ψ˜j )∥∥2H˜ k,Tjλ
)
, (2.8)
where L˜jλV˜ j = (L˜jλ,1V˜ j1 , L˜jλ,2V˜ j2 ), F˜ jλ (γ V˜ j , ψ˜j )= (F˜ j1,λ(γ V˜ j , ψ˜j ), F˜ j2,λ(γ V˜ j , ψ˜j )).
Now we can separately establish the estimate on the shock front Γ˜ Tj1 , the phase boundary Γ˜
Tj
2
and the artificial boundary Γ˜ Tj . Let κ be a smooth cut-off function with κ ≡ 1 on [ 2 ,1] and κ ≡ 03 3
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and Ψ1 = ψ˜j1 , Ψ2 = ψ˜j2 , then (W1,W3,Ψ2) satisfies the following problem
⎧⎪⎪⎨
⎪⎪⎩
L˜
j
λ,2W1 = κ(y1)L˜jλ,2V˜ j2 +
(
L˜
j
λ,2κ(y1)
)
V˜
j
2 in G˜
Tj
2 ,
L˜
j
λ,3W3 =
(
1 − κ(y1 − 1)
)
L˜
j
λ,3V˜
j
3 +
(
L˜
j
λ,3
(
1 − κ(y1 − 1)
))
V˜
j
3 in G˜
Tj
3 ,
Fˆ2,λ(γW,Ψ )= F˜ j2,λ
(
γ V˜ j , ψ˜j
)
on Γ˜
Tj
2 ,
and (W2,Ψ1) satisfies the following problem
{
L˜
j
λ,2W2 =
(
1 − κ(y1)
)
L˜
j
λ,2V˜
j
2 +
(
L˜
j
λ,2
(
1 − κ(y1)
))
V˜
j
2 in G˜
Tj
2 ,
Fˆ1,λ(γW,Ψ )= F˜ j1,λ
(
γ V˜ j , ψ˜j
)
on Γ˜
Tj
1 .
From the assumption (A4), we can establish the following estimate by utilizing the results in [9]
and [16]:
λ
∥∥(V˜ j2 , (1 − κ(y1 − 1))V˜ j3 )∥∥2H˜ k,Tjλ +
∥∥γ V˜ j∥∥2
H˜
k,Tj
λ
+ ∥∥ψ˜j∥∥2
H˜
k+1,Tj
λ+1
C
(
1
λ
∥∥(L˜jλ,2V˜ j2 , (1 − κ(y1 − 1))L˜jλ,3V˜ j3 )∥∥2Hk,Tjλ−1
+ 1
λ
∥∥V˜ j2 ∥∥2Hk,Tjλ−1 +
∥∥F˜ jλ (γ V˜ j , ψ˜j )∥∥2H˜ k,Tjλ
)
. (2.9)
The problem for W4 is as the following
{
L˜
j
λ,3W4 = κ(y1 − 1)L˜jλ,3V˜ j3 −
(
L˜
j
λ,3κ(y1 − 1)
)
V˜
j
3 in G˜
Tj
3 ,
γ3W4 = 0 on Γ˜ Tj3 .
The above problem is a non-characteristic boundary value problem. By using the results in [8]
for the above problem, we can prove
λ
∥∥κ(y1 − 1)V˜ j3 ∥∥2Hkλ (G˜Tj3 )  C ·
1
λ
(∥∥κ(y1 − 1)L˜jλ,3V˜ j3 ∥∥2Hkλ (G˜Tj3 ) +
∥∥V˜ j3 ∥∥2Hkλ (G˜Tj3 )
)
. (2.10)
Summing up (2.9) and (2.10) and letting λ be sufficiently large, we see that (2.8) holds. Thus we
have proved (2.6). 
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In this subsection, we study the stability of (1.20) in the one space variable case, which is
essential to the construction of the approximate solution to the nonlinear problem. We mainly
follow Métivier’s idea given in [11]. The problem we consider here is as the following⎧⎪⎪⎪⎨
⎪⎪⎪⎩
L0i (Ui,φ)Vi = ∂tVi +A(i)1 (Ui,φ)∂x1Vi = fi in GTi (i = 2,3),
F 01 (γ V,ψ)= b2∂tψ1 +m1γ1V2 = g1 on Γ T1 ,
F 02 (γ V,ψ)= b2∂tψ2 +m1γ2V3 + n2γ2V2 = g2 on Γ T2 ,
γ3V3 = 0 on Γ T3 ,
(2.11)
where, without any confusion, we denote by
Γ Ti =
{
(t, x1)
∣∣ x1 = (i − 1)t, t ∈ (0, T )} (i = 1,2,3),
GTi =
{
(t, x1)
∣∣ (i − 2)t < x1 < (i − 3)t, t ∈ (0, T )} (i = 2,3),
and γi · (i = 1,2,3) the corresponding trace operators on Γ Ti , i.e.
γ1V (t)= V (t,0), γ2V (t)= V (t, t), γ3V (t)= V (t,2t).
As in [11], for λ > 0, τ > 0 we define the following norms:
‖v‖τ =
∥∥e−τ t v∥∥
L∞(GTi )
(i = 2,3),
‖|v‖|k,τ =
∑
|α|k
τ k−|α|
∥∥∂αv∥∥
τ
,
‖v‖τ,λ =
∥∥t−λe−τ t v∥∥
L∞(GTi )
(i = 2,3).
For λ 1, we define
‖v‖′τ,λ =
∥∥(λtλ−1 + τ tλ)−1e−τ t v∥∥
L∞(GTi )
.
The norms of a function on Γi (i = 1,2,3) can be defined similarly.
For the problem (2.11), we have
Theorem 2.4. Under the assumptions (A1)–(A4) there exist 0 > 0 and T0 > 0 such that if
(L0,F0)  0 and f |t=0 = 0, g|t=0 = 0, then for T  T0, (2.11) has a unique solution Vi ∈
C0(GTi ) (i = 2,3), ψi ∈ C1(Γ Ti ) (i = 1,2) for fi ∈ C0(GTi ) (i = 2,3) and gi ∈ C0(Γ Ti ) (i =
1,2), and
(i) for τ > 0
3∑
i=2
‖Vi‖τ +
2∑
i=1
(‖∂tψi‖τ + τ‖ψi‖τ ) C
(
1
τ
3∑
i=2
‖fi‖τ +
2∑
i=1
‖gi‖τ
)
; (2.12)
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3∑
i=2
‖Vi‖τ,λ +
2∑
i=1
‖∂tψi‖τ,λ  C
(
1
τ
3∑
i=2
‖fi‖′τ,λ +
2∑
i=1
‖gi‖τ,λ
)
; (2.13)
(iii) if the coefficients in (2.11) are Ck , fi ∈ Ck(GTi ) (i = 2,3), gi ∈ Ck(Γ Ti ) (i = 1,2) and
∂
j
t f |t=0 = 0, ∂jt g|t=0 = 0 (0  j  k), then Vi ∈ Ck(GTi ) (i = 2,3), ψi ∈ Ck+1(Γ Ti )
(i = 1,2). Moreover for sufficiently large τ , we have
3∑
i=2
‖Vi‖k,τ +
2∑
i=1
‖ψi‖k+1,τ  C
(
1
τ
3∑
i=2
‖fi‖k,τ +
2∑
i=1
‖gi‖k,τ
)
. (2.14)
Proof. We only sketch the proof for the estimate (2.12). The estimates (2.13) and (2.14) can be
established similarly. Without loss of generality, we only consider the case that A(i)1 (i = 2,3)
is diagonal, i.e. A(i)1 = diag(λ(i)1 , λ(i)2 , λ(i)3 ). In this case the first equation of the problem (2.12)
becomes
∂t (Vi)k + λ(i)k ∂x1(Vi)k = (fi)k in GTi (i = 2,3; k = 1,2,3), (2.15)
where the (·)k denotes the kth element of a vector. When (L,F ) is sufficiently small, due to the
assumption (A3), we can rewrite the second and third equation of (2.12) as
(
γ1(V2)2
γ1(V2)3
∂tψ1
)
=R1γ1(V2)1 + h1 on Γ T1 (2.16)
and
⎛
⎜⎝
γ2(V2)1
γ2(V3)2
γ2(V3)3
∂tψ2
⎞
⎟⎠=R2
(
γ2(V3)1
γ2(V2)2
γ2(V2)3
)
+ h2 on Γ T2 , (2.17)
where
h1 = (m1e2,m1e3, l1)−1g1, h2 = (n2e1,m2e2,m2e3, l2)−1g2
and R1, R2 are the same as defined in Remark 2.1, i.e.
R1 = (m1e2,m1e3, l1)−1m1e1, R2 = (n2e1,m2e2,m2e3, l2)−1(m2e1, n2e2, n2e3)
with ei ∈ R3 (i = 1,2,3) being the standard unit vector. Together with the boundary condition
on Γ T3
γ3V3 = 0 on Γ T , (2.18)3
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we can solve it by integrate along the characteristics. The key point is to determine the boundary
values of unknowns. First we are going to determine γ1(V2)1. For this purpose, first we analyze
the characteristics. For (t0, x0) ∈GTi (i = 2,3), we denote by
C
(i)
k (t0, x0)=
{(
t, x
(i)
k (t)
) ∣∣∣ dx(i)k
dt
= λ(i)k , x(i)k (t0)= x0, 0 t  t0
}
the backward characteristic of ∂t + λ(i)k ∂x1 passing through (t0, x0). Due to assumption (A1),
we can make the following list to describe intersection points between the boundaries and the
characteristics,
C
(2)
1 (t0, x0)∩ Γ T2 =
(
T
(2)
1 (t0, x0), T
(2)
1 (t0, x0)
)
,
C
(2)
2 (t0, x0)∩ Γ T1 =
(
T
(1)
2 (t0, x0),0
)
,
C
(2)
3 (t0, x0)∩ Γ T1 =
(
T
(1)
3 (t0, x0),0
)
,
where, as we can see, in GT2 , C
2
1 starts from Γ
T
2 while C
2
2 and C
3
2 start from Γ
T
1 . In G
T
3 , C
3
1 starts
from Γ T3 . Obviously, we have that 0 T
(i)
k (t, x) t .
By integrating along the characteristics, we get the solution to the problem (2.15)–(2.17) as
follows: ⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(V2)1(t, x) = γ2(V2)1
(
T
(2)
1 (t, x)
)+ (F2)1(t, x),
(V2)2(t, x) = γ1(V2)2
(
T
(1)
2 (t, x)
)+ (F2)2(t, x),
(V2)3(t, x) = γ1(V2)3
(
T
(1)
3 (t, x)
)+ (F2)3(t, x),
(V3)1(t, x) = (F3)1(t, x),
(2.19)
where (Fi)k, (F ′i )k are the integrals of (fi)k along the corresponding characteristics, i.e.
(F2)1(t, x)=
t∫
T
(2)
1 (t,x)
(f2)1
(
s, x
(2)
1 (s)
)
ds, (F2)2(t, x)=
t∫
T
(1)
2 (t,x)
(f2)2
(
s, x
(2)
2 (s)
)
ds,
(F2)3(t, x)=
t∫
T
(1)
3 (t,x)
(f2)3
(
s, x
(3)
2 (s)
)
ds, (F3)1(t, x)=
t∫
S
(3)
1 (t,x)
(f2)1
(
s, x
(3)
1 (s)
)
ds.
By substituting (2.16) and (2.17) into (2.19), we get that γ2(V2)1 satisfies the following equation:
γ2(V2)1(t)= (R1)11(R2)12γ1(V2)1
(
Z2(t)
)+ (R1)21(R2)13γ1(V2)1(Z3(t))+H(t) (2.20)
where
Z2(t)= T (1)
(
T
(2)
(t,0), T (2)(t,0)
)
, Z3(t)= T (2)
(
T
(2)
(t,0), T (2)(t,0)
)
2 1 1 3 1 1
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H(t)= (h2)1
(
T
(2)
1 (t,0)
)+ (R2)12(h1)1(Z2(t))+ (R2)13(h1)2(Z3(t))+ γ1(F2)1(t)
+ (R2)11γ2(F3)1
(
T
(2)
1 (t,0)
)+ (R2)12γ2(F2)2(T (2)1 (t,0))
+ (R2)13γ2(F2)3
(
T
(2)
1 (t,0)
)
.
Since 0 T (i)k (x, t) t , it is easy to verify
0 Zi(t) t (i = 2,3) (2.21)
and
‖h‖τ  C‖g‖τ , ‖F‖τ  C
τ
‖f ‖τ . (2.22)
From (2.21) and (2.22) we have
‖H‖τ C
(
τ−1‖f ‖τ + ‖g‖τ
)
. (2.23)
Denote by Λ the operator as follows:
Λ :v →Λv = (R1)11(R2)12v ◦Z2 + (R1)21(R2)13v ◦Z3.
Then from the assumption (A4) and (2.21) we can see that there exists a constant 0 < ρ < 1 such
that
‖Λv‖τ  ρ‖v‖τ . (2.24)
Therefore there is a unique solution v to the equation
v =Λv +H (2.25)
and the solution satisfies the following inequality:
‖v‖τ  C‖H‖τ . (2.26)
With the inequalities (2.23) and (2.26), we have
∥∥(V2)1∥∥τ  C(τ−1‖f ‖τ + ‖g‖τ ).
Since γ2(V2)1 is determined, (V2)1 is solved. Then by (2.16), γ1(V2)2, γ1(V2)3 and ∂tψ1 are
determined. Therefore (V2)2, (V2)3 and ψ1 are solved. Then by (2.17) and (2.18) we can solve V3
and ψ2, and the estimate (2.12) holds. For the case when A(i)1 is not diagonal, we diagonalize A(i)1
by a linear transformation of Vi . The difference is that we will encounter zeroth order derivative
terms of Vi in Eqs. (2.15), which is not a problem, since we can let τ be sufficiently large and
absorb these terms on the left side of the inequalities. 
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In this section, we establish the local existence of a solution to the problem (1.20). As usual,
first we need to impose certain compatibility conditions on the initial data.
3.1. Compatibility conditions
Denote by s1 = (1,0,0), s2 = (1,1,0) and s3 = (1,2,0) the directions in Γi (i = 1,2,3)
which is normal to Γ0. We have ∂s1 = ∂t , ∂s2 = ∂t + ∂x1 and ∂s2 = ∂t + 2∂x1 . Differentiating the
third equation of (1.19) with respect to s1 and taking values at Γ0, we get
∂k+1t φ1
[
F0(U0)
]
1 + F ′0
(
U02
)(
σ1I −A1
(
U02
)+ φ′0A2(U02 ))∂ks1U2 =H(k)1 , (3.1)
where H(k)1 depends smoothly on ∂
l
s1U2|t=0 (0  l  k − 1) and ∂lt φ1|t=0 (0  l  k). Differ-
entiating the fourth and fifth equations of (1.19) with respect to s2 and taking values at Γ0, we
get
∂k+1t φ2
[
F0(U0)
]
2 + F ′0
(
U03
)(
σ2I −A1
(
U03
)+ φ′0A2(U03 ))∂ks2U3
− F ′0
(
U02
)(
σ2I −A1
(
U02
)+ φ′0A2(U02 ))∂ks2U2 =H(k)2 (3.2)
and
a0(y)∂
k+1
s2 φ2 + l02∂ks2U3 + l01∂ks2U2 =H(k)3 , (3.3)
where H(k)i (i = 2,3) are functions depending smoothly on ∂ls2Ui |t=0 (i = 2,3, 0 l  k − 1)
and ∂ls2φ2|t=0 (0 l  k). And
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
a0 = φ′0
(
v03 − v02
)+ u02 − u03 − να(j0, ν)ρ02
√
1 + φ′20 ,
l02 =
((
1 + φ′20
)
e′′
(
ρ03
)
, u03 − φ′0v03 − σ2, φ′0
(
φ′0v03 + σ2 − u03
))
,
l01 =
(
να(j0, ν)
√
1 + φ′20
(
u02 − φ′0v02 − σ2
)− (1 + φ′20 )e′′(ρ02),
να(j0, ν)ρ
0
2
√
1 + φ′20 + φ′0v02 + σ2 − u02,
φ′0
(
u02 − φ′0v02 − σ2 − να(j0, ν)ρ02
√
1 + φ′20
))
with α(j, ν) = ∂
∂j
(j
∫ +∞
−∞ τ
′2(ξ ; j, ν) dξ) and j0 defined in assumption (A1). Differentiating the
fifth equation of (1.19) with respect to s3 and taking value at Γ0, we get
∂ks U3 = ∂kt b. (3.4)3
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂ks1U2 =
1
(σ2 − σ1)k ·
(
σ1I −A1
(
U02
)+ φ′0A2(U02 ))k∂kx1U2 + I (k)1 ,
∂ks2U2 =
1
(σ2 − σ1)k ·
(
σ2I −A1
(
U02
)+ φ′0A2(U02 ))k∂kx1U2 + I (k)2 ,
∂ks2U3 =
1
(σ3 − σ1)k ·
(
σ2I −A1
(
U03
)+ φ′0A2(U03 ))k∂kx1U3 + I (k)3 ,
∂ks3U3 =
1
(σ3 − σ2)k ·
(
σ3I −A1
(
U03
)+ φ′0A2(U03 ))k∂kx1U3 + I (k)4
(3.5)
at Γ0, where I (k)i (i = 1,2,3,4) depend smoothly on ∂lx2∂jx1U0i |x1=0 (i = 2,3) (0 j  k − 1,
l + j  k) and ∂lx2∂jt φi |t=0 (i = 1,2) (0 j  k, l + j  k + 1).
Substituting (3.5) into (3.1)–(3.4), we get the kth order compatibility conditions:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
[
F0(U0)
]
1∂
k+1
t φ1 +
1
(σ2 − σ1)k · F
′
0
(
U02
)(
σ1I −A1
(
U02
)+ φ′0A2(U02 ))k+1∂kx1U2 = J (k)1 ,[
F0(U0)
]
2∂
k+1
s2 φ2 −
1
(σ2 − σ1)k · F
′
0
(
U02
)(
σ2I −A1
(
U02
)+ φ′0A2(U02 ))k+1∂kx1U2
+
(
σ3 − σ2
σ3 − σ1
)k
F ′0
(
U03
)(
σ2I −A1
(
U03
)+ φ′0A2(U03 ))k+1((σ3I −A1(U03 )
+ φ′0A2
(
U03
))−1)k
∂kt b = J (k)2 ,
a0∂
k+1
t φ2 +
1
(σ2 − σ1)k · l
0
1
(
σ2I −A1
(
U02
)+ φ′0A2(U02 ))k+1∂kx1U2
+
(
σ3 − σ2
σ3 − σ1
)k
l02
(
σ2I −A1
(
U03
)+ φ′0A2(U03 ))k+1((σ3I −A1(U03 )
+ φ′0A2
(
U03
))−1)k
∂kt b = J (k)3
(3.6)
at Γ0, where J (k)i (i = 1,2,3) smoothly depend on ∂lx2∂jx1U2|t=0, x=0, ∂lx2∂jt b (0 j  k−1, l+
j  k) and ∂lx2∂
j
s1φ1|t=0, ∂lx2∂js2φ2|t=0 (0 j  k, l + j  k + 1).
As seen in (3.6), the compatibility condition involves the value ∂kt b|γ0 is given by the bound-
ary value of the U3 on the artificial boundary Γ3. This is determined by {∂jx1U03 }jk on Γ0 by
considering the problem of U3 in {x1 > φ3(t, x2), t > 0}:{
∂tU3 +A1(U3)∂x1U3 +A2(U3)∂x2U3 = 0, x1 > φ3(t, x2),
U(0, x)=U03 (x), x1 > φ0(x2).
If we make the following transformation
x˜1 = x1 − φ3(t, x2)+ 2t, x˜2 = x2, t˜ = t, U˜3(t˜ , x˜)=U3(x),
we get
{
∂tU3 +
(
(2 − ∂tφ3)I +A1(U3)− ∂x2φ3A2(U3)
)
∂x1U3 +A2(U3)∂x2U3 = 0, x1 > 2t,
3U(0, x)=U0 (x), x1 > 0,
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taking values at Γ0, and noticing b(t)=U3(t,2t, x2) we have
∂kt b = ∂ks3U3 =
(
σ3I −A1
(
U03
)+ φ′0A2(U03 ))k∂kx1U03 + I (k), (3.7)
where I (k) depends smoothly on ∂lx2∂
j
x1U
0
3 |x1=0 (0  j  k − 1, l + j  k). Substituting (3.7)
into (3.6), we get
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
[
F0(U0)
]
1∂
k+1
t φ1 +
1
(σ2 − σ1)k · F
′
0
(
U02
)(
σ1I −A1
(
U02
)+ φ′0A2(U02 ))k+1∂kx1U2 = J (k)1 ,[
F0(U0)
]
2∂
k+1
t φ2 −
1
(σ2 − σ1)k · F
′
0
(
U02
)(
σ2I −A1
(
U02
)+ φ′0A2(U02 ))k+1∂kx1U2
+
(
σ3 − σ2
σ3 − σ1
)k
F ′0
(
U03
)(
σ2I −A1
(
U03
)+ φ′0A2(U03 ))k+1∂kx1U03 = J (k)2 ,
a0∂
k+1
t φ2 +
1
(σ2 − σ1)k · l
0
1
(
σ2I −A1
(
U02
)+ φ′0A2(U02 ))k+1∂kx1U2
+
(
σ3 − σ2
σ3 − σ1
)k
l02
(
σ2I −A1
(
U03
)+ φ′0A2(U03 ))k+1∂kx1U03 = J (k)3
(3.8)
at Γ0, where J (k)i (i = 1,2,3) smoothly on ∂lx2∂jx1U2|t=0, x=0, ∂lx2∂jx1U03 (0  j  k − 1, l +
j  k) and ∂lx2∂
j
s1φ1|t=0, ∂lx2∂js2φ2|t=0 (0  j  k, l + j  k + 1). As the above discussion on
U3, it is easy to know that J (k)1 involves the values {∂lx1U01 }lk by studying the problem (1.15).
According to the above computation, we say that the initial data (U01 ,U
0
2 ,U
0
3 ) satisfy the kth
order compatibility conditions on Γ0 if there exist (∂k+1t φ1, ∂k+1t φ2, ∂kx1U2) such that (3.8) holds
for a fixed k  0.
3.2. Initial data and approximate solutions
With the compatibility conditions we computed in the above, we shall prove that there are
large classes of initial data satisfy the compatibility conditions. More precisely, on Γ0, if a part
of ∂kx1U
0
3 is given (as well for ∂kx1U01 ), we can get {∂kx1U2, ∂k+1t φi (i = 1,2)}Γ0 by solving linear
algebraic equations. For (t, x) ∈ Γ0, we denote by λ(i)1 < λ(i)2 < λ(i)3 the eigenvalues of A1(U0i )−
φ′0A2(U
0
i ) (i = 2,3). We have⎧⎪⎨
⎪⎩
λ
(i)
1 = ui − φ′0vi −
(
1 + φ′20
)1/2
ci,
λ
(i)
2 = ui − φ′0vi,
λ
(i)
3 = ui − φ′0vi +
(
1 + φ′20
)1/2
ci,
(3.9)
where ci = p′(ρi)1/2. The corresponding eigenvectors are
⎧⎪⎪⎨
⎪⎪⎩
r
(i)
1 =
(
1,−ci/ρi
√
1 + φ′20 , ciφ′0/ρi
√
1 + φ′20
)T
,
r
(i)
2 =
(
0, φ′0/ρi,1/ρi
)T
,
r
(i) = (1, ci/ρi√1 + φ′2,−ciφ′ /ρi√1 + φ′2)T .
(3.10)3 0 0 0
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(2)
2 the smoothly varying projections onto the subspaces
span{r(3)2 , r(3)3 }, span{r(2)1 } and span{r(2)2 , r(2)3 }, respectively. For simplicity of notations, we de-
note (3.8) by {
M1
(
∂k+1t φ1, ∂kx1U2
)= L(k)1 ,
M2
(
∂k+1t φ2, ∂kx1U2, ∂
k
x1U
0
3
)= L(k)2 (3.11)
with L(k)1 = J (k)1 and L(k)2 = (J (k)2 , J (k)3 ).
Similar to [10], we have the following result to show there are large classes of initial data
satisfying the compatibility conditions.
Proposition 3.1. If (v(3), v(2)1 , v(2)2 ) ∈ R3 ×R3 ×R3 satisfies
P (3)v(3) = v(3), P (2)1 v(2)1 = v(2)1 , P (2)2 v(2)2 = v(2)2 (3.12)
and β1, β2 are constants, then from the identities{
M1
(
β1, v
(2)
2
)= 0,
M2
(
β2, v
(2)
1 , v
(3))= 0, (3.13)
we have (β1, β2, v(3), v(2)1 , v
(2)
2 )= 0.
Proof. It is easy to know that the basis of the set
{(
β2, v
(2)
1 , v
(3)) ∣∣ P (3)v(3) = v(3), P (2)1 v(2)1 = v(2)1 }
is given by
(1,0,0)∪ (0, r(2)1 ,0)∪ (0,0, r(3)2 )∪ (0,0, r(3)3 ).
By simple calculation, we have
det
(
M2(1,0,0),M2
(
0, r(2)1 ,0
)
,M2
(
0,0, r(3)2
)
,M2
(
0,0, r(3)3
))
= ((σ1 − λ
(2)
1 )(σ1 − λ(3)2 )(σ1 − λ(3)3 ))k+1
(σ2 − σ1)k
×
∣∣∣∣∣
[F0(U0)]2 F ′0(U02 )r(2)1 F ′0(U03 )r(3)2 F0(U03 )r(3)3
a0(y)
l01r
(2)
1
σ2−λ(2)1
l02r
(3)
2
σ2−λ(3)2
l03r
(3)
3
σ2−λ(3)3
∣∣∣∣∣ .
According to the result in [16], we have that the determinant on the right side of the above
relation does not vanish. Thus we have (β1, v(2)1 , v
(3)) = 0 if M2(β1, v(2)1 , v(3)) = 0. Similarly,
we can obtain (β2, v(2)2 )= 0 from M1(β2, v(2)2 )= 0. 
As in [10], with Proposition 3.1 we can show that there is a large class of initial data satisfying
the compatibility conditions (3.11). One can refer to Majda’s [10] work for a similar discussion.
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Hφ =
(
φ,
φ
t
,∇φ,x1 ∇φ
t
)
,
T0(U,φ) = ‖U‖L∞ + ‖Hφi‖L∞,∥∥(U,φ)∥∥
WT0
= ‖U‖HN + ‖γU‖HN + ‖φ‖HN+1 + ‖Hφ‖HN ,
where the norms are valued at GT0i and Γ
T0
i , respectively. Similar to the method used by Mé-
tivier [11], we construct the approximate solution as follows by using Theorem 2.4.
Theorem 3.2. For  > 0, there exist M > 0 and a C∞ sequence {Uj ,φj } such that
Li
(
U
j
i ,φ
j
)
U
j
i =O
(
tj
)
(i = 2,3), (3.14)
Fi
(
γUj ,φj
)=O(tj+1) (i = 1,2), (3.15)
γ3U
j
3 = b, (3.16)
and
T0
(
Uj −U(0),φj − σ(0)t) , (3.17)∥∥(Uj ,φj )∥∥
WT0
M. (3.18)
Proof. The proof of this theorem is similar the one in [11] by iteration and using Theo-
rem 2.4. Here we sketch the proof for completeness. We take U02 = V2(x2), U03 = V3(x2)+ b(t),
φ0i = σi(x2)t with (V2(x2),V (x2), σ1(x2)t, σ2(x2)t) satisfying the zeroth order compatibility
conditions. We define successively Uj , φj by
U
j+1
2 =Uj2 + V j2 , Uj+13 =Uj3 + V j3 + b(t), φj+1 = φj +ψj
with (V j ,ψj ) satisfying
L0i V
j
i = −Li
(
U
j
i ,φ
j
)
U
j
i (i = 2,3),
F 0i
(
γV j ,ψj
)= −F1(γUj ,φj ) (i = 1,2),
where the operators L0i , F
0
i are the same as in (2.11) with the coefficients valued at (U0, φ0).
It is convenient to add two conditions
Uj −U0 =O(t), φj − φ0 =O(t2) (3.19)
to (3.14)–(3.15). Obviously, (3.14)–(3.16) and (3.19) are valid for j = 0. Now suppose that
they are valid for j  n, let us check they are also true for j = n + 1. By using Theorem 2.4,
from (3.14), (3.16) for j = n, we have
V n =O(tn+1), ψn =O(tn+2) (3.20)
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order partial differential operator with coefficients containing Un+1 −Un and Hψn, we get
(
Li
(
Un+1, φn+1
)−Li(Un,φn))Un+1i =O(tn+1). (3.21)
Similarly, Li(Un,φn)−L0i can be written as a sum of a first order operator with respect to x2 and
a first order operator with respect to (t, x1) with coefficients containing the factors Un −U0 and
H(φn+1 − φ0). Therefore by using ∇(t,x1)V n =O(tn), ∂x2V n =O(tn+1) and (3.19), we have
(
Li
(
Un,φn
)−L0i )V ni =O(tn+1). (3.22)
Combining (3.21), (3.22) with
f n+1i =
(
Li
(
Un+1, φn+1
)−Li(Un,φn))Un+1i + (Li(Un,φn)−L0i )V ni ,
we get f n+1i =O(tn+1).
Consider
gn+1i =Fi
(
γUn + γV n,φn +ψn)
=Fi
(
γUn + γV n,φn +ψn)+ Fi,(γUn,φn)(γV n,ψn)+O(∣∣γV n∣∣2 + ∣∣ψn∣∣2)
= (Fi,(γUn,φn) − F 0i )(γV n,ψn)+O(∣∣γV n∣∣2 + ∣∣ψn∣∣2).
From (3.19), we know γUn − γU0 = O(t), φn − φ0 = O(t2). Then by using γV n = O(tn+1),
ψn =O(tn+1) and ∂x2ψn =O(tn+1), we get gn+1i =O(tn+2).
To get (3.17) and (3.18), we modify the sequence {(Uj ,φj )}. Let ζ(t) ∈ C∞0 be a cut-off
function, equal to 1 near the origin. For j  J , set
U˜ j = ζ
(
t
δJ
)(
Uj −U0)+U0, φ˜j = ζ( t
δJ
)(
φj − φ0)+ φ0,
where δJ is a constant, which will be determined later. Obviously, (U˜ j , φ˜j ) still satisfy (3.14)–
(3.16). We may choose δJ sufficiently small such that finite pairs (U˜ j , φ˜j ) for j  J sat-
isfy (3.17). Moreover, letting M = 1 + maxjJ ‖(Uj ,φj )‖, the inequality (3.18) holds for
(U˜ j , φ˜j ).
For j  J , set
U˜ j = U˜J + ζ
(
t
δj
)(
Uj −UJ ), φ˜j = φ˜J ζ( t
δj
)(
φj − φJ ).
As mentioned above the equalities (3.14)–(3.16) are valid, and taking δj sufficiently small we
have T0(U˜ j − U˜J , φ˜j − φ˜J ) < , ‖U˜ j − U˜J , φ˜j − φ˜J ‖WT0 < 1. Hence, (3.17) and (3.18) are
valid for all (U˜ j , φ˜j ). 
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In this subsection, we introduce the iteration scheme and establish the existence of the solution
to the problem (1.20).
For 0 < T < T0/2, we denote by ET and E′T the two linear extension operators
ET :H
k
λ+1/2
(
GT2
)×Hkλ+1/2(GT3 )→Hkλ+1/2(GT02 )×Hkλ+1/2(GT03 ),
E′T :Hkλ
(
Γ Ti
)→Hkλ (Γ T0i ) (i = 1,2)
with norms bounded by a constant C for any k, λ ∈ R+. Moreover, suppET U ⊂ G2T2 × G2T3 ,
suppE′T g ⊂ Γ 2Ti for U ∈Hkλ+1/2(GT2 )×Hkλ+1/2(GT3 ) and g ∈ Γ Ti (i = 1,2).
The iteration scheme is as follows which is similar to [10]. For a fixed j0 > λ0(K), choose
(Uj0 , φj0) constructed in Theorem 3.2 as (U0, φ0). We set (V 0,ψ0)= (0,0), and
(
Un+1, φn+1
)= (U0, φ0)+ (ET V n+1,E′T ψn+1),
where (V n+1,ψn+1) is the solution of the following problem
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Li
(
Uni ,φ
n
)
V n+1i = −Li
(
Uni ,φ
n
)
U0i in G
T0
i (i = 2,3),
Fi,(γUn,φn)
(
γV n+1,ψn+1
)= −Fi(γUn,φn)+ Fi,(γUn,φn)(γV n,ψn)
on Γ T1 (i = 1,2),
γ3V
n+1
3 = 0 on Γ T3 .
(3.23)
With the above iteration scheme, we now give the following theorems to establish the existence.
Theorem 3.3.
(i) There exist 1 > 0, M1 > 0 and T ∈ (0, T0) such that for T  T1 the sequence defined above
satisfies
T0
(
Un −U(0),φn − σ(0)t) 1, ∥∥(Un,φn)∥∥WT0 M1. (3.24)
(ii) There exist C0 > 0, λ0 > 0 such that for λ > λ0, T  T1, the sequences defined in the above
satisfies
∥∥∣∣(Un+2 −Un+1, φn+2 − φn+1)∥∥∣∣20,λ,T  C0T ∥∥∣∣(Un+1 −Un,φn+1 − φn)∥∥∣∣20,λ,T . (3.25)
The proof of this theorem is similar to that given in [11]. Here we sketch the main steps for
completeness.
Proof. (i) The inequality (3.24) is valid for n = 0. Suppose it is valid for n, we prove that it is
true for n+ 1.
Write Li(Un,φn)U0 as Li(U0, φ0)U0 − (Li(U0, φ0)−Li(Un,φn))U0. Noticingi i i i i i i i
1598 S.-Y. Zhang, Y.-G. Wang / J. Differential Equations 244 (2008) 1571–1602∥∥A(Un,φn)−A(U0, φ0)∥∥2
H
N,T
λ−1/2
 C
(∥∥V n∥∥2
H
N,T
λ−1/2
+ ∥∥Hψn∥∥2
H
N,T
λ−1/2
)
,
∥∥Hψn∥∥2
H
N,T
λ−1/2
C
∥∥ψn∥∥2
H
N+1,T
λ−1/2
,
and Li(U0i , φ0)U
0
i =O(tj0) (j0 > λ0(K)), we get
∥∥L(Un,φn)U0∥∥2
H
N,T
λ−1/2
 C1T . (3.26)
Similarly, we have
∥∥F(γUn,φn)(γV n+1,ψn+1)∥∥2HN,T2λ−1  C(
∥∥γV n∥∥2
H
N,T
λ
+ ∥∥ψn∥∥2
H
N+1,T
λ+1
)
.
In the case 2λ > λ+ 1, the above inequality yields
∥∥F(γUn,φn)(γV n+1,ψn+1)∥∥2HN,T2λ−1  C2T . (3.27)
By properly choosing 1 and M1, we can verify the validity of the conditions given in Theo-
rem 2.3 for the problem (3.23). Thus, we obtain (V n+1,ψn+1) ∈WNλ,T and
∥∥∣∣(V n+1,ψn+1)∥∥∣∣2
N,λ,T
C3T . (3.28)
When N  9, we can use the embedding theorem to obtain
T0
(
Un+1 −U(0),φn+1 − σ(0)t) C3C4KT. (3.29)
Taking T1 = min(1/(C3K), 1/(C3C4K)), it follows that (3.24) is valid for (Un+1, φn+1). Thus
the sequences can be determined successively.
(ii) Denote by an =Un+1 −Un, αn = φn+1 − φn and
bni = Li
(
Un+1i , φ
n
)
an+1 (i = 2,3),
βni = Fi,(γUn+1,φn+1)
(
γ an+1, αn+1
)
(i = 1,2).
From the iteration scheme (3.23), we have
bni =
(
L
(
Uni ,φ
n
)−L(Un+1i , φn+1))Un+1i (i = 2,3),
βni = −Fi
(
γUn+1, φn+1
)+Fi(γUn,φn)+ Fi,(γUn,φn)(γ an,αn) (i = 1,2).
When N  9, we obtain
∥∥bn∥∥2
H
N−1,T
λ
 C1T
∥∥∣∣(Un+1 −Un,φn+1 − φn)∥∥∣∣2
N−1,λ−1,T ,∥∥βn∥∥2 N−1,T  C2∥∥∣∣(Un+1 −Un,φn+1 − φn)∥∥∣∣2 .H2λ−1 N−1,λ−1,T
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∥∥βn∥∥2
H
N−1,T
λ
C2T
∥∥∣∣(Un+1 −Un,φn+1 − φn)∥∥∣∣2
N−1,λ−1,T .
By using Theorem 2.3 on the problem of (an+1, αn+1), we get
∥∥∣∣(Un+2 −Un+1, φn+2 − φn+1)∥∥∣∣2
N−1,λ,T C3λ
∥∥∣∣(bn,βn)∥∥∣∣2
N−1,λ,T
which implies (3.25) immediately by fixing λ properly. 
With Theorem 3.3, the existence can be easily obtained.
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Appendix A
As mentioned in Remark 2.1, here we shall show that the stability condition (2.2) on the
dihedral holds for weak shocks.
Let us consider the following planar waves containing a backward shock front and a subsonic
phase boundary:
U(t, x) =
{
(ρ1, u1, v0), x1 < σ1t,
(ρ2, u2, v0), σ1t < x1 < σ2t,
(ρ3, u3, v0), x1 > σ2t,
(A.1)
where ρi , ui (i = 1,2,3), v0 and σi (i = 1,2) are constants. To simplify the calculation, we
make a change of variables
Wi = F ′0(Ui)Vi (i = 2,3)
in the linearized problem (2.1). Then, (W,ψ) satisfy the following one-dimensional problem:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂tW2 + 1
σ2 − σ1
(
A(U2)− σ1I
)
∂x1W2 = f2 in GT2 ,
∂tW3 + 1
σ3 − σ2
(
A(U3)− (2σ2 − σ3)I
)
∂x1W3 = f3 in GT3 ,
b1∂tψ1 +m1γ1W2 = g1 on Γ T1 ,
b2∂tψ2 +m2γ2W3 + n2γ2W2 = g2 on Γ T2 ,
γ W = 0 on Γ T ,
(A.2)3 3 3
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b1 =
( [ρ]1
[ρu]1
v0[ρ]1
)
, b2 =
⎛
⎜⎝
[ρ]2
[ρu]2
v0[ρ]2
[u]2 + ν˜ρ2
⎞
⎟⎠
and
m1 = σ1I −A(U2), m2 =
(
σ2I −A(U3)
l2
)
, n2 =
(
A(U2)− σ2I
l1
)
with
l1 =
(
e′′(ρ2)− u
2
2 − σ2u2
ρ2
+ ν˜σ2, u2 − σ2
ρ2
− ν˜,0
)
,
l2 =
(
u23 − σ2u3
ρ3
− e′′(ρ3), σ2 − u3
ρ3
,0
)
.
Here, according to [1], ν˜ = ν(α(j)+ o(1)) while ν → 0 with α(j) satisfying
α(j) = lim
ν→0
∂
∂j
a(j, ν) α > 0
for a positive constant α.
For i = 2,3, the eigenvalues of A(Ui) are
λ
(i)
1 = ui − ci, λ(i)2 = ui, λ(i)3 = ui + ci
with c2i = p′(ρi) being the sound speed, and the corresponding eigenvectors are
r
(i)
1 = (1, ui − ci, v0)T , r(i)2 = (0,0,1)T , r(i)3 = (1, ui + ci, v0)T .
Denote by
T1 =
(
m1r
(2)
2 ,m1r
(2)
3 , b1
)=
⎛
⎝ 0 −(λ
(2)
3 − σ1) [ρ]1
0 −λ(2)3 (λ(2)3 − σ1) v0[ρ]1
−(λ(2)2 − σ1) −(λ(2)3 − σ1) v0[ρu]1
⎞
⎠
and
T2 =
(
n2r
(2)
1 ,m2r
(3)
2 ,m2r
(3)
3 , b2
)
=
⎛
⎜⎜⎜⎝
(λ
(2)
1 − σ2) 0 −(λ(3)3 − σ2) [ρ]2
λ
(2)
1 (λ
(2)
1 − σ2) 0 −λ(3)3 (λ(3)3 − σ2) [ρu]2
v0(λ
(2)
1 − σ2) −(λ(2)2 − σ2) −v0(λ(3)3 − σ2) v0[ρ]2
(2) (3)
⎞
⎟⎟⎟⎠ .l1r1 0 l2r3 [u]2 + ν˜ρ2
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R1 = −T −11 m1r(2)1 , R2 = −T −12
(
m2r
(3)
1 , n2r
(3)
2 , n2r
(2)
3
)
.
The stability condition (2.2) on the edge of the dihedral reads
∣∣(R1)11(R2)12∣∣+ ∣∣(R1)21(R2)13∣∣< 1. (A.3)
With a simple calculation, we get (R2)12 = 0. Now we calculate (R1)2 and (R2)13. Denote by
(A)∗ij the algebraic cofactor of the element Aij of an n× n matrix A for 1 i, j  n. By direct
computations, we get
|T1| = −
(
λ
(2)
2 − σ1
)(
λ
(2)
3 − σ1
)2[ρ]1,
(T1)
∗
12 = −
(
λ
(2)
2 − σ1
)[ρu]1,
(T1)
∗
22 =
(
λ
(2)
2 − σ1
)[ρ]1,
(T1)
∗
32 = 0,
and
|T2| =
(
λ
(2)
1 − σ2
)(
λ
(3)
2 − σ2
)(
λ
(3)
3 − σ2
)([u]22 + c2c3ρ2ρ3 [ρ]22 + ν˜(ρ3c3 + ρ2c2)
)
,
(T2)
∗
11 =
(
λ
(3)
2 − σ2
)(
λ
(3)
3 − σ2
)( c3
ρ3
[ρu]2 − λ(3)3
([u]2 + ν˜ρ2)
)
,
(T2)
∗
21 =
(
λ
(3)
2 − σ2
)(
λ
(3)
3 − σ2
)([u]2 + γ˜ ρ2 − c3
ρ3
[ρ]2
)
,
(T2)
∗
31 = 0,
(T2)
∗
41 =
(
λ
(3)
2 − σ2
)(
λ
(3)
3 − σ2
)(
λ
(3)
3 [ρ]2 − [ρu]2
)
.
Now we get
(R1)21 =
(
λ
(2)
1 − σ1
)( (T1)∗12
|T1| + λ
(2)
1
(T1)
∗
21
|T1| + v0
(T1)
∗
31
|T1|
)
= (λ
(2)
1 − σ1)2
(λ
(2)
3 − σ1)2
and
(R2)13 = −
(
λ
(2)
3 − σ2
)( (T2)∗11
|T2| + λ
(2)
3
(T1)
∗
21
|T1| + v0
(T1)
∗
31
|T1| +
(
c2
ρ2
− ν˜
)
(T1)
∗
41
|T1|
)
= −λ
(2)
3 − σ2
λ
(2) − σ
· [u]
2
2 − [ρ]22(c2c3)/(ρ2ρ3)+ ν˜(ρ3c3 − ρ2c2)
[u]2 + [ρ]2(c c )/(ρ ρ )+ ν˜(ρ c + ρ c ) .1 2 2 2 2 3 2 3 3 3 2 2
1602 S.-Y. Zhang, Y.-G. Wang / J. Differential Equations 244 (2008) 1571–1602For a phase boundary with a fixed strength, we see that (R2)13 is a constant. If the first shock
containing in (A.1) is weak, we have λ(2)1 − σ1 = − < 0 for a small quantity . Hence, (R1)2 =
O() and the left side of the inequality (A.3) reads∣∣(R1)11(R2)12∣∣+ ∣∣(R1)21(R2)13∣∣=O().
Letting  be sufficiently small, then we can prove (A.3) being true for sufficiently weak shocks.
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