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Abstract 
The variation of the vertical reflectivity profile (VRP) of rain is one of the major prob. - 
lems for quantitative precipitation estimation using weather radars. In particular, during 
stratiform rainfall a region of enhanced reflectivity associated with echoes from melting 
snowflakes causes overestimation of precipitation. This work is focused on the study of 
this region commonly known as the bright band. A new algorithm to detect the bound- 
aries of the bright band from single-polarisation VRP has been developed. This algorithm 
has enabled the analysis of 1835 hours of vertically pointing X-band radar data and 1354 
S-band RHI scans from the Chilbolton radar in order to study the characteristics of the 
bright band such as intensity, depth, height and variability at both frequencies. In addi- 
tion, the differential reflectivity and the linear depolarisation ratio in the bright band are 
also included in the analysis. Using the results obtained, the Membership Functions (MF) 
of a Fuzzy Logic System (FLS) to classify hydrometcors have been proposed. The FLS 
receives as input parameters the conventional reflectivity factor, the differential reflectiv- 
ity, the linear depolarisation ratio and the height of the hydrometeors and retrieves three 
types of hydrometeors: rain, snow and melting snow. The classification of rain and snow 
presents a high degree of uncertainty because of the large overlapping regions between the 
NIP of both hydrometeors. The FLS is shown to perform a primary classification of melt- 
ing snow because the depolarisation characteristics are distinct. By establishing the mean 
height of melting snow it is possible to modify the MF of the height of the hydrometeors 
in a more constrained way. A secondary classification is then performed with the new 
MF providing a much improved classification. The hydrometeor classification is followed 
by an algorithm to estimate the expected rain reflectivity from bright band contaminated 
reflectivity data. This correction is based on an ideased VRP typical of stratiform pre- 
cipitation and obtained from the extensive analysis of the VRP at S-band frequencies. 
Keywords: bright band, dual-polarisation radar, fuzzy logic system, hydrometeor clas- 
sification, radar hydrology, rainfall estimation, vertical reflectivity profile, weather radar. 
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Chapter 1 
Setting the scene 
1.1 Introduction 
One of the main advantages of weather radars is that they can scan large areas and take 
millions of measurements from a single location in real-time (Wilson and Brandes, 1979; 
Doviak and Zrni6,1993). A network of rain gauges that can survey the same area with a 
similar spatial resolution would be practically impossible to maintain. However, weather 
radars have practical limitations and the estimation of precipitation using these devices is 
prone to several sources of errors. This is one of the reasons that radar meteorology has 
been a topic of active research. 
This thesis is focused on the study of the bright band, which is a layer of enhanced 
echo power due to the scattering of microwaves from melting snowflakes. Because the 
power reflected back to the radar is related to the rainfall intensity, the interception of 
the radar beam with the melting layer is interpreted as an overestimation of rainfall. In 
order to improve the estimation of rainfall using weather radars, it is necessary to apply 
a correction to eliminate the effects of bright band. It is therefore necessary to study its 
intensity, depth, height and variability in space and time. 
Chapter 2 describes firstly the general theory of weather radars and the development of 
the fundamental radar equations. It also describes the relationship between the backscat- 
tering cross section and the reflectivity factor, which is fundamental to the estimation 
of precipitation. The different measurements obtained with a dual-polarisation radar are 
also presented. The most important algorithms to estimate precipitation using single- 
and dual-polarisation measurements are described. The last part explains the main error 
sources in the estimation of precipitation using weather radars, in particular when the 
radar beam intercepts the melting layer. 
Chapter 3 describes in detail the characteristics of an X-band Vertically Pointing 
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weather Radar (VPR). The data set obtained with this radar has been used for the devel- 
opment of this thesis. The fluctuations of the echo intensities have been analysed in order 
to obtain the standard error associated with the measurement of the reflectivity factor 
when averaging N independent samples. The proposal of using real-time digital filters is 
developed and explored to reduce the standard error in the reflectivity signal when fast 
data acquisition is required. 
Chapter 4 describes a simple algorithm to detect the bright band boundaries from 
Vertical Reflectivity Profiles (VRP). This algorithm is based on an axis rotation algorithm 
to detect the height of the top and bottom of the bright band. However, one of the 
important steps in the detection process is the digital filtering of the VRP. Therefore, 
the frequency analysis of the reflectivity signal using the discrete Fourier transform is 
carried out in order to obtain the cut-off frequency of the digital filter to smooth the VRP. 
The cut-off frequency in filter design is important because a very narrow pass-band filter 
will produce excessive smoothing to the VRP, losing the important characteristics of the 
reflectivity signal such as the intensity, which is very important in this analysis. The cut-off 
frequency is dependent on the type of precipitation. The bright band detection algorithm 
has been tested on different events using height-time and range-height indicators types of 
data. 
Chapter 5 presents the analysis of the bright band characteristics at X-band frequencies 
in different climatological regions: the North West of England, the South West of England, 
Bristol in England, Marseille in France and the Southern Alps in New Zealand. Around 
1835 hr of X-band VPR observations have been analysed. The key parameters are the 
reflectivities above, within and below the bright band, their heights, the bright band 
thicknes, s and the seasonal dependency of the height of the bright band. 
Chapter 6 presents a similar analysis of the bright band characteristics at S-band 
frequencies in the South West of England. This analysis is important because it allows 
the comparison of the characteristics of the bright band at two different wavelengths. In 
addition, the analysis is extended to the polarimetric radar measurements in the bright 
band, which will establish the basis of the hydrometeor classification algorithm introduced 
in Chapter 8. 
Chapter 7 presents the analysis of the effect of the spreading of the radar beam from 
a frequency-domain point of view. As the range increases from the radar, the volume of 
the radar beam increases and has an important effect on the echo measurements. This 
impact is simulated using vertical profiles of reflectivity, differential reflectivity and linear 
depolarisation ratio obtained from hundred of observations at S-band frequencies. 
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Chapter 8 describes a Fuzzy Logic System (FLS) to classify hydrometeors using data 
from a dual-polarisation radar. Tile FLS receives as input parameters the conventional 
reflectivity factor, the differential reflectivity, the linear depolarisation ratio and the height 
of the measurement and retrieves three types of hydrometeors: rain, snow and melting 
snow. The classification process is followed by an algorithm to correct for the increase in 
reflectivity in the melting layer. This correction is based on an idealised VRP obtained 
from the analysis of a considerable number of bright balids at S-band frequencies. 
Chapter 9 presents the general conclusions from this research work and gives some 
suggestions and recommendations for future work. 
A key aspect of the thesis is that it has been able to completely analyse data collected 
over a period of over thirteen years at a number of locations in tile United Kingdom, 
Europe and the Southern Hemisphere (New Zealand). Additional data have been collected 
in a series of new experiments located in Bristol over the years 2000-2004. It is hoped 
that the results presented provide a seminal input to knowledge of the vertical reflectivity 
profile of precipitating storms and additionally provide a way forward in tile development 
of correction algorithms and the potential introduction of polarisation diversity radars 
into the UK. This data is unique and only available to the Water and Environmental 
Management Research Centre (NVEMRC) at the University of Bristol because the basic 
X-band VPR's were designed and commissioned by the group and the HYREX, SALPEX 
and HIRE key field programmes were designed and executed by the group since 1991. 
Future work in this area is likely to consolidate the results contained in this thesis, extend 
the dual-polarisation algorithms and improve the application potential of quantitative 




Radar observations of rainfall 
2.1 Introduction 
Since the beginning of weather radar research during the World War II, early researchers 
revealed many of the problems that weather radars face in quantitative precipitation esti- 
mation (Atlas and Ulbrich, 1990). Weather radars are subject to many sources of error and 
in order to obtain an accurate estimation of precipitation, it is necessary to understand 
each process involved in the estimation of precipitation. 
The basic principles of radar meteorology are well described in Battan (1973); Doviak 
and Zrni6 (1993); Collier (1996). This chapter only gives a general description of the 
theoretical basis of the estimation of precipitation by weather radars. It also covers several 
error sources affecting weather radar measurements, in particular when the radar beam 
intercepts melting snowflakes. 
2.2 Development of weather radars 
Before the World War II, the United States and the United Kingdom were carrying out 
intense research activity involving the development of radar (Atlas and Ulbrich, 1990). 
During the war, weather radar echoes were considered as annoyance rather than something 
of intrinsical interest (Probert-Jones, 1990). The major research work in the field of radar 
meteorology was carried out in the United Kingdom, where considerable work on radar 
propagation was carried out at the Telecommunication Research Establishment at Malvern 
(now QinetiQ) and at the General Electric Research Laboratories with the research work 
carried out by Ryde (Probert-Jones, 1990). Ryde (1946) who estimated the echo intensity 
and attenuation by atmospheric hydrometeors at centimetric wavelengths to determine 
the extent to which radars would be affected by weather. This established the basis of 
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radar meteorology by the end of the war (Atlas and Ulbrich, 1990; Probert-Jones, 1990). 
Marshall et al. (1947) were the first to show an excellent correlation between the received 
echo power from a 10-cm radax and the reflectivity, Z, computed from the drop size 
distribution of samples obtained from a filter paper on the ground. They stated that "it 
may be possible therefore to determine with useM accuracy the intensity of rainfall at a 
point quite distant (say 100 km) by the radar echo from that point". Since then, this work 
has stimulated many researchers to estimate precipitation using radars. 
2.3 Microphysics of precipitation 
There arc numerous physical processes that shape the evolution of precipitation. These 
physical processes are influenced and determined by the characteristics of the air mass, the 
liquid-water content of the cloud, the turbulence involving the vertical motion of the cloud 
and the time scales of the cloud (Cotton and Anthes, 1989). A cloud can be formed when 
moist air is brought to saturation through a physical process. Lifting is one of the most 
important processes, although there are others such as mixing of air parcels with different 
properties, radiative cooling and in situ pressure reductions (Jameson and Johnson, 1990). 
Lifting causes the air to expand and cool and when the air reaches saturation, condensation 
of water takes place. 
An important factor for precipitation development is the initialization phase. There are 
warm, cold and mixed-phase processes. The warm processes involve the liquid and vapour 
phases. In this process, rain formation can be produced by collision and coalescence of 
water droplets (Cotton and Anthes, 1989). Mixed-phase processes involve the three water 
phases, but according to Jameson and Johnson (1990) the existence of supercooled cloud 
droplets is the distinguishing feature of this type of process. Cold processes may involve 
the three water phases, but the solid phase is dominant. In this process, there are several 
mechanisms of growth of ice crystals. The subsequent melting of ice can produce raindrops. 
2.3.1 Microphysics of warm processes 
The evolution of a cloud is controlled primarily by its liquid -water content, which reflects 
the cloud-ba-se temperature and depth of the cloud (Jameson and Johnson, 1990). Another 
property to all clouds is the number of activated droplets or cloud droplet concentration. 
The cloud-base temperature influences the activation of cloud droplets (Cotton and An- 
thes, 1989). The cloud droplet concentration at cloud-base is an important factor that 
determine whether or not a cloud is going to precipitate (Cotton and Anthes, 1989) and 
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it can be the primary factor that determines the cloud's stability in the absence of large 
embryonic sources (Jameson and Johnson, 1990). This is because the limitation to pre- 
cipitation production is the generation of large embryos by stochastic collisions between 
the activated droplets. For instance, clouds with high droplet concentrations are consid- 
ered relatively stable (continental) whereas that clouds with low droplet concentrations 
are considered unstable (maritime) (Jameson and Johnson, 1990). Both, the liquid-water 
content and the cloud droplet concentration determine the mean droplet size. The United 
Kingdom being primarily maritime in influence is predominantly at the difficult end of 
the spectrum. 
The precipitation development of warm processes is restricted to condensation and 
coalescence because it occurs below the O*C isotherm. Effective coalescence growth not 
only depends on the availability of large embryos, but also on the liquid water content and 
mean size of the cloud droplets collected by the growing embryo (Jameson and Johnson, 
1990). For instance, if the liquid water content is low, no embryo can grow effectively by 
coalescence (Jameson and Johnson, 1990). When sufficiently large embryonic precipitation 
droplets are formed, then turbulence, electric fields and drop charges influence the rates 
of drop collision and coalescence (Cotton and Anthes, 1989). When the droplets reach a 
radius of approximately 50 jim they are considered as raindrops. Raindrops grow up to a 
critical size of approximately 6 mm in diameter and then break up due to hydrodynamic 
instability (Cotton and Anthes, 1989), although a maximum drop size of 8 mm is physically 
more representative in the calculation of the reflectivity (See Eq. 2.21). Each fragment 
produced from the breakup process will act as a new precipitation embryo, which can again 
grow to breakup size creating more precipitation embryos (Cotton and Anthes, 1989). 
This process is limited by the height of the O'C isotherm since this directly controls the 
maximum time available before raindrops reach the ground. 
2.3.2 Microphysics of cold processes 
Cold processes dominate winter storms. The parameterisation of the microphysical processes 
for the ice-phase is complicated because of the variety of shapes and physical processes 
involved in the formation of ice crystals. Cotton and Anthes (1989) described four growing 
processes of ice crystals: 
Nucleation of ice crystals. There are several mechanisms for the nucleation of ice crystals: 
Nucleation by vapour depositioN referring to the transfer of water vapour to a nucleus 
resulting in the formation of an ice crystal; 
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Nuckation by condcnsation, referring to the condensation of water vapour on a 
nucleus to form an embryonic droplet and then followed by freezing; 
NucIcation by imincrsion fmezing, referring to the nucleation of a droplet or raindrop 
on an ice nucleus immersed within the drop; 
Nucleation by contact, referring to the nucleation by contact in a supercooled state 
of a droplet or raindrop on an ice nucleus. 
Growth of ice particles by vapour deposition. The ice crystals can grow by vapour de- 
position providing that some kind of nucleation took place and if the environment 
is supersaturated with respect to the ice. The ice crystals then start growing by 
vapour deposition, reducing the vapour content and driving the environment below 
water saturation. But because an equilibrium must prevail, evaporation of droplets 
maintain the vapour pressure difference between ice and water. 
Growth of ice particles by timing. When the ice crystals become very large, they become 
an ideal nucleator. Then supercooled cloud droplets collide and coalesce upon the 
ice surface, freezing and forming a thin layer called rime. The riming in convective 
clouds is very high because of the higher liquid water contents (more than 1g M-3) 
becoming graupel and hail. 
Crowth of ice particles by aggregation. Collision and coalescence among ice crystals 
form large aggregates. These aggregates form snowflakes. However, even when 
there are collisions between the ice crystals, they do not always come together, but 
experiments suggest that efficiency of coalescence is higher at warmer temperatures 
and is dependent on the type of ice crystal. Additionally, the aggregation rate is 
proportional to the concentration of ice crystals. 
One of tile most important growth processes is the aggregation of ice crystals, which 
can produce large snowflakes, which by subsequent melting can produce raindrops. The 
most interesting feature of snowfall to radar meteorologists is the so called bright band, 
which is associated with echoes from melting snow (See Section 2.8.1). 
2.4 Propagation of electromagnetic waves 
Electromagnetic Waves (EW) in free space propagate in straight lines at the speed of light. 
However, in the atmosphere, the variation of temperature, moisture and pressure produce 
small changes in the speed of propagation, which lead to potential refraction of the EW. 






Fig. 2.1: Propagation of an EW in an equivalent Earth radius to account for atmospheric refraction. 
conditions. A simple atmospheric model of the Earth considers the temperature and the 
humidity as horizontally homogeneous, which determines the refractive index as a function 
of height above the ground. Thus, the path of an electromagnetic wave depends on the 
variation of the refractive index with height (h). The curvature (Co) of the path of an 
EW is approximately -dn/dh under the assumption that the height of the EW is small 
compared to the earth radius (a), that is, h<a. So, if n is well approximated by a linear 
function in the height interval containing the EW, the path of an EW will have constant 
curvature. The common method of accounting for atmospheric refraction is by replacing 
the actual earth radius (a) by an equivalent earth radius (ka) and by replacing the actual 
atmosphere by an homogeneous atmosphere in which an EW propagates in straight line. 
The value of k-, is given by (See Doviak and Zrni6,1993): 
ke =1 (2.1) 1+ adn/dh 
Researchers have found that the gradient dn/dh is approximately constant with height 
and equal to -1/(4a), thus the value of k is 4/3 resulting in an effective Earth radius 
of 4a/3. From this, the path of an EW in the 4/3rds Earth approximation is shown in 
Fig. 2.1. Applying the law of Cosines to the triangle OAC, it is shown that: 
(k, a + h)2 = (ka)2 +r2- 2(ka)rcos(90 + -y) (2.2) 
where -y is the elevation angle and r is the range. Thus, its height h is given by: 
[(k, a)2 +r2+ 2rk-, asin(-y)] 1/2 - k-, a (2.3) 
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The distancc s along the earth curvature of the point [-y, r] is given by: 
s=k, aa (2.4) 
Applying the law of Sines to the triangle OAC: 
k, a +hr (2.5) 
sin(90 + T)- sin(a) 
Solving Eq. 2.5 for a and substituting the result into Eq. 2.4, it is shown that: 
kasin- 1( rcos-y ) (2.6) k, a +h 
Eqs. 2.3 and 2.6 relate the height h above the ground and distance s along the earth 
surface respectively of an EW with elevation angle -y and range r from the source. 
A simplified form of Eq. 2.3 often employed in the literature is given by: 
8a + rsin-y 
(2.7) 
Eqs. 2.3 and 2.7 are considered adequate in most circumstance for weather radar 
applications. 
2.5 The radar theory 
2.5.1 The radar equation 
A radar sends a pulse of microwave energy in some specific direction. If a target (e. g. pre- 
cipitation particles) lies along the path of the beam, then a small percentage of the energy 
is reflected back to the radar. Considering an isotropic radiating transmitter with power 
Pt located at a single point in space. At a range r, the power per unit area on the virtual 
sphere surface created by the radiated energy is Pt/47rr2 . If the transmitter concentrates 
that energy into a narrow beam through an antenna with gain G, thus a target at a range 
r with cross-sectional area At will intercept an amount of power P, given by (Battan, 
1973): 
PtGAt P, 47rr2 (2.8) 
Assuming that the target does not absorb energy and re-radiates all the power isotrop- 
ically, then the power intercepted by the radar antenna P, with a cross section area A, 
will be given by: 
10 
p PtGAtA, '. = (47rr2)2 
(2.9) 
A, is related to the gain G and wavelength of the transmitter A by: 
G \2 /4r 
Therefore, Eq. 2.9 becomes: 
p G2, \2At 
(47r)3r4 
In reality, the target does not scatter isotropically and it is convenient to define the 
backscattering cross section, which is defined as 'the ama interrepting that amount of 
power, which, if scattered isottvpically, would return to the Mceiver an amount of power 
equal to that actually received" (Battan, 1973). Thus, for a single scatterer, Eq. 2.11 
becomes: 
p G2, \2a, pr =t (47r)3r4 (2.12) 
Eq. 2.12 applies for any type of target. In the case of raindrops, the radar beam 
illuminates a large number of scatterers within a volume defined by the beamwidth and 
pulse length of the radar (illuminated volume). The backscattered power from a volume of 
randomly distributed scatterers is the sum of the signals scattered by each of the scatterers. 
Because of the movement of the particles from pulse to pulse, it is necessary to average 
the power reflected over a large number of independent arrays. Thus, the average power 







The summation is carried out over the illuminated volume V,,,, which is a function of 
the horizontal and vertical beamwidths (Oh and 0,, respectively) and the pulse length in 
seconds (7-) of the radar. Thus, V,,,, can be approximated to: 
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The term ai is called the "radar reflectivity" (77) and represents the summation of 
a over a unit volume. Eq. 2.15 needs to be corrected because the transmitted power per 
unit area is not constant between the half power points. Probert-Jones (1962) assumed 
that within the main lobe, the power per unit area can be represented by a Gaussian 
function and also took into account the two-way power density pattern. Thus, the power 
reflected is finally given by: 
PtG2A2 OhOvC7 
(2.16) P, 
512(2 In 2)7r2r2 
Eo' 
Vol 
The signal intensity from precipitation echoes shows rapid fluctuations, which are 
caused by the movement, with respect to one another, of the randomly distributed particles 
within the illuminated volume (Battan, 1973). The backscattered power in a single radar 
pulse depends on the backscattering cross sections of the scatterers and their relative 
positions. The power averaging must be done over samples sufficiently separated in time 
or space to have zero correlation. A period of at least 10 ms is required to get uncorrelated 
samples (Battan, 1973). 
2.5.2 Scattering theory 
A plane-polarised wave passing over a spherical drop induces oscillating electric and mag- 
netic dipoles within the drop. Energy is obtained from the incident field, a part of it is 
absorbed as heat by the drop, and part is re-radiated as a scattered electromagnetic field 
having the same wavelength as the incident wave (Battan, 1973). Mie (1908) described 
the scattering theory of a plane wave by a sphere. Rom Mie theory, it has been shown 
that the backscattering cross section of a spherical drop is (See Fig. 2.2): 
7ra2 00 
2 
ý2 (2n + 1) (an - bn) (2.17) 
n=l 
where a is the drop radius, a= 27ra/A and a,, and b,, are the coefficients for the 
scattering field; a,, are the coefficients from the induced magnetic dipoles, quadrupoles, 
etc., whereas that b,, are the coefficients from the induced electric dipoles, quadrupoles, 
etc.; n is the number of the terms in the expansion of the coefficients for the scattering 
field. 
If the radii of the spheres are small compared with the wavelength, that is, a<1, the 
backscattering cross section of a single spherical drop is given by: 
A2 
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Fig. 2.2: Backscattering cross section of the sphere, where a is the radius and A is the wavelength 
(after Skolnik, 1980). 
where Di is the particle diameter and IK12 is the complex refractive index of the 
particle. If the scatterers are known to be composed of water IK12 is 0.93 and 0.20 for ice. 
Eq. 2.18 is known as Rayleigh approximation of the backscattering cross section (See left 
side of Fig. 2.2). According to Battan (1973), Eq. 2.18 is valid for D<0.07A, otherwise 
the Rayleigh value of o, underestimates the true a. For ice, Ryde (1946) indicated that the 
Rayleigh approximation holds for D<0.16X Wexler and Atlas (1963) calculated the Za 
for rainfall rates between 0.01 and 100 nun hr- I and for wavelengths between 3 and 10 cm 
using Mie and Rayleigh backscattering, concluding that the Rayleigh approximation is 
acceptable. However, if the wavelength is smaller than 3 cm, the discrepancies increase 
even at low rainfall rates. 
2.5.3 The reflectivity factor 
Assuming that the particle diameters are small compared to the wavelength, the backscat- 
tering cross section obtained in Eq. 2.18 can be substituted into Eq. 2.16 resulting in: 
Ov -) LK 2 73 PLG20h c7 Ký EM (2.19) 




where C is a constant depending on the radar characteristics and Z is the "reflectivity 
factor". If the drop size distribution is given as a number of drops ni, then Z= EniDj6- 
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Therefore, the echo intensities from precipitation particles are proportional to the sum of 
the sixth power of their diameters in the resolved volume illuminated by the radar beam 
providing that the Rayleigh scattering assumption is fulfilled. The reflectivity factor is 
then expressed as: 
00 
Z=j D6 N(D)dD; MM6 M-3 
0 
where N(D) is the drop size distribution and represents the number of drops with 
diameters between D and D+ dD in a unit volume. The units of 10log(Z) are dBZ. If 
the Rayleigh approximation is not valid, the reflectivity factor is given as a function of the 






2.6 Dual-polarisation weather radar measurements 
In order to fully exploit and interpret the backscattered electromagnetic radiation from 
hydrometeors, it is necessary to take into account the four fundamental properties of elec- 
tromagnetic waves: amplitude, phase, frequency and polarisation (Jameson and Johnson, 
1990). The use of reflectivity factor Zh exploits the amplitude property and it has been the 
most important parameter in the estimation of precipitation using weather radars. How- 
ever, there are several sources of uncertainty using only the reflectivity factor 
(See Wilson 
and Brandes, 19T9; Collier, 1996). Some of these uncertainties can be minimized 
by the 
use of dual-polarisation techniques, which are sensitive to size, shape, orientation and 
phase of the hydrometeors (Herzegh and Jameson, 1992) and can improve the estimation 
of precipitation using weather radars (ZrniC' and Ryzhkov, 1999). 
An electromagnetic wave is produced by the interaction of time-varying electric and 
magnetic fields. The direction of propagation is normal to the plane formed by the elec- 
tric and magnetic field vectors and according to Maxwell's equations both vectors are 
orthogonal. Polarisation refers to the orientation of the electric field vector when observed 
along the direction of propagation (See Staelin et al., 1994). The most general type of 
polarisation is elliptical and in this polarisation the electric field is rotating in such a way 
that draws an ellipse when viewed along the direction of propagation. If the direction of 
propagation is the +i axis in a xyz coordinate system, the electric field will have compo- 
nents in the ý and 9 directions (Ex and Ey respectively). Depending on the amplitude 
and phase of the components E,, and Ey, the ellipse may become either circular or linear 
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(known as either circular or linear polarisation respectively). Therefore, circular and linear 
polarisations are special cases of the general elliptical polaxisation. The electric field in 
linear horizontal polarisation is confined to the i direction and the component Ey = 0. 
On the other hand, the electric field in linear vertical polarisation is confined to the 
direction and the component E. = 0. 
Weather radars with polarisation diversity provide either for the variation of the trans- 
mitted and/or received wave polarisations or provide for dual-channel reception of or- 
thogonally polarised waves (Bringi and Hendry, 1990; Doviak and Zrni6,1993). Dual- 
polarisation is the use of two orthogonal polarisation states such as linear horizontal (11) 
and vertical (V) or right-hand circular and left-hand circular. In simultaneous transmis- 
sion/reception measurements, the transmitted II/V waves of equal amplitudes will gen- 
erate, in general, a right- or left-handed elliptically polarised wave having a tilt of ±45", 
but the received signals will always be the II/V components, which are not co-polar and 
cross-polar to the transmitted wave (Doviak et al., 2000). 
2.6.1 Backscattering matrix 
A dual-polarisation weather radar alternately transmits vertically and horizontally po- 
larised electromagnetic waves and receives polarised backscattered signals. The backscat- 
tering characteristics of a single precipitation particle are described in terms of the backscat- 
tering matrix S. The reflected electric field at the antenna in the horizontal and vertical 
directions respectively (Eh, E, ' ) are related to the backscattering matrix S and to the 
incident electric field Ei by (See Doviak and ZmM, 1993): 
SE' ( (2.23) 




r E, r, Svh Svv r, 
where ko is the free space propagation constant (ko = 21r/A) and r is the distance 
from the scatterer. The first index of the scattering elements refers to the polarisation 
of the backscattered field and the second to the polarisation of the incident field. The 
backscattering cross sections at horizontal and vertical polarisations respectively of a single 
scatterer are given by: 
orh, = 47rIShh, 12 (2.25) 
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The polarimetric radar observables are related to the scattering elements of the backscat- 
tering matrix and they are (Adapted from Doviak and Zmi6,1993): 





O'h, v(D)N(D)dD (2.26) 7r-51K12 
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2. The differential reflectivity: 





3. The linear depolarisation ratio: 
LDR = 10 log 
( 
(I Shh 12)) (2.28) 
4. The correlation coefficient: 






(The mathematical operation () is the expected value of a set of samples and it is also 
named the ensemble average). 
Differential reflectivity 
Pruppa, cher and Beard (1970) found that large raindrops falling to the ground are dis- 
torted into oblate spheroids due to aerodynamic forces. Their maximal dimensions are 
horizontally oriented even when turbulence, drop collisions and aerodynamic instability 
may disturb their orientation. Taking advantage of this fact, Seliga and Bringi (1976) 
proposed the use of differential reffectivities at orthogonal polarisations to improve the 
estimation of precipitation. The backscattering cross-section for raindrops is larger for a 
horizontal polarised wave than for a vertical polarised wave. 
Seliga and Bringi (1976) showed that the mean volumetric diameter of raindrops is 
related to the value of Zd,. Therefore Zd, is a measure of the mean particle shape. Large 
raindrops produce large values of Zd,. On the other hand, the sensitivity of Zd, to particle 
shape for ice is less than for water (Herzegh and Jameson, 1992). Ice particles tend to 
wobble and spin in their descent resulting in Zd, values closer to zero. 
Linear depolarisation ratio 
The cross-polar return is obtained by transmitting an electromagnetic wave with horizontal 
polarisation and receiving the echo in the vertical polarisation receiver (Zvh)- In contrast, 
the co-polar return is the echo received in the horizontal polarisation receiver by a signal 
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sent out by the horizontal polarisation transmitter MO. The linear depolarisation ratio is 
defined as the ratio of the cross-polar to the co-polar returns and it is given by (Eq. 2.28): 
LDR = 10 109(Z,, hlZhh) (2-30) 
LDR provides a mcasurc of depolarisation of the hydroincteors. When nonspherical 
hydrometeors fall with their major axis at an angle to the axis of polarisation, a small per- 
centage of the transmitted energy is depolarised and yields a cross-polar return (Ilerzegh 
and Jameson, 1992; Illingworth, 2003). Depolarisation is a measure of the canting angle 
of the raindrops. A theoretical model when compared to radar observations shows that 
the mean canting angle of raindrops is narrowly distributed with a mean of zero and a 
standard deviation of the order of 4 degrees (Beard and Jameson, 1983). Similar to Zd,, 
the response of LDR is also strongly tied to the dielectric constant of the hydrometeors 
(Herzegh and Jameson, 1992). Browne and Robinson (1952) were the pioneers in the 
study of polarisation radar measurements in the melting layer anticipated much of the 
modern work on polarisation diversity. They found that the cross-polarised component 
from melting snow particles is greater than the one from snow or rain. 
Correlation coefficient 
The correlation coefficient between horizontally and vertically polarised signals is affected 
by the variation in the ratio of the vertical-to-horizontal size of individual hydrometeors 
(Doviak and Zmi6,1993). The correlation coefficient is the correlation between successive 
estimates of Zh and Z,, and it gives a measure of the variety of shapes of the hydrometeors 
present in the volume illuminated by the radar beam (Illingworth, 2003). 
The effects influencing the correlation coefficient are distributions of eccentricities, 
differential phase shifts on scattering, canting angles, irregular shapes of hydrometeors 
and mixtures of different hydrometeor types (Doviak and Zrnic', 1993). Measurements in 
rain reveal an average jPhv(O)j of 0.98, whereas that for wet spheroids is considerably less. 
Specific differential phase 
Electromagnetic waves experience phase shifts as they propagate through regions of pre- 
cipitation. The horizontally polarised wave suffers larger phase shifts than the vertically 
polarised wave because raindrops are horizontally oriented as they fall. The differential 
phase (Ddp is the difference between the received phases of horizontally and vertically po- 
larised electromagnetic waves (ýPdp =, %h - 4ý,,,, ) and the specific differential phase (Kdp) 
is the rate of change of -I)dp along the range, that is, ICdp = id-I)dpldr. 2 
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In terms of the drop size distribution N(D), Kdp is given by (Doviak and Zrni6,1993): 
Kd, = 
180A Rel[fh(De) - f,,, (D, )]N(D, )dD,; M-1 (2.31) 7r 
where A is the wavelength, D, is the equivalent volume diameter of a drop and fh, " are 
the forward scatter coefficients of the drop for horizontal and vertical polarisations. Kdp 
can also be expressed as (Bringi and Chandrasekar, 2001): 
Kdp 180)j0-3CW(O. 062D,,, j; km-1 with Dm 
f D4N(D)dD (2.32) xf D3N(D)dD 
where A is the wavelength in m, C ; z: i 3.75, W is the water content in g M-3, D" is the 
mass-weighted mean diameter in mm and N(D) is the drop size distribution. Eq. 2.32 is 
important because Kdp is nearly linearly related to the liquid water content multiplied by 
the mean raindrop shape and therefore it provides the possibility of better estimates of 
the rainfall rate. 
2.6.2 Typical dual-polarisation systems 
There are two ways of implementing the dual-polarisation capability in weather radars: a) 
switching the transmitted polarisation between the horizontal and vertical polarised waves 
on a pulse-by-pulse basis using a single receiver (alternating transmission) and b) simul- 
taneous transmissions of the horizontal and vertical polarised waves with simultaneous 
reception using dual receivers (See Doviak et al., 2000). 
Alternating transmission means that the radar system switches between polarisation 
modes on a pulse by pulse basis. A primary issue using alternating transmission is the use 
of a high power switch. These switches axe expensive and difficult to maintain. However, 
the main advantage of a high power switch is the excellent isolation properties between the 
horizontal and vertical channels (Doviak et al., 2000). The mechanical switch has been 
used in S-band radars, as in the case of the Chilbolton radar (See Bringi and Hendry, 
1990) whereas a solid-state ferrite phase shifter switch has been used for C- and X-band 
radars. The latter is not used for S-band radars because with time there are changes in 
the crystalline structure of the ferrite material causing failures due to increased energy 
absorption, which is greater at longer wavelengths, because the size of the ferrite core is 
dependent upon the wavelength of the radar (Alford et al., 2002). The main benefits of 
alternating transmission are the use of single-channel rotating joints and a single receiver 
for the radar system. In addition, the cross-polar returns can be directly measured (as in 
the case of the linear depolarisation ratio). 
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Paiver sp 
Fig. 2.3: Illustration to switch from simultaneous transmission and reception of 11, V waves to 
transmission and reception of horizontally polarised waves (After Doviak et al., 2000). 
Doviak et al. (2000) proposed tile replacement of the dual- polarisation switch by a 
power divider in order to transmit the simultaneous horizontal and vertical polarised waves 
as an alternative polarimetric upgrade to the WSR-88D radars in USA (See Fig. 2.3). One 
of the main benefits of simultaneous transmission is tile elimination of the expensive and 
hard to maintain dual-polarisation switch. However, the use of simultaneous transmissions 
precludes the measurements of cross-polar returns. To overcome this problem, Alford et al. 
(2002) proposed a mechanical transfer switch designed into the waveguide structure to 
bypass the power divider. In this way, the full transmit power can be achieved in a single 
polarisation mode. This solution helps to obtain the linear depolarisation ratio, which is 
useful in hydrometeor classification algorithms. Another drawback of using simultaneous 
transmission is that the Signal to Noise Ratio (SNR) decreases 3 dB as the result of the 
split of the transmitted power. 
Both, alternating and simultaneous transmissions of horizontal and vertical polarised 
waves have proved to be the alternatives to implementing the dual-polarisation capability 
in weather radars. However, further research has to be done to estimate the errors in the 
resulting polarimetric variables when using any of these technologies. 
2.7 Estimation of precipitation using weather radars 
2.7.1 Raindrop size distribution 
Raindrops grow to a critical size and will then suffer breakup due to hydrodynamic in- 
stability (Cotton and Anthes, 1989). The different sizes of raindrops define a Drop Size 
Distribution (DSD) given by N(D). The DSD describes the probability density function 
of raindrops and it is one of the most important functions in rainfall rate algorithms. All 
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Fig. 2.4: Terminal velocities of raindrops (Atlas and Ulbrich, 1977) and snowflakes (Gunn and 
Marshall, 1958). 
the DSD. For a given DSD, the rainfall rate is given by: 
00 
R=0.00067r1 v(D)DaN(D)dD; mm hr-' (2.33) 
0 0 0 
where D is the raindrop diameter in units of mm, N(D) is the number of drops m-3 
in the interval D to D+ dD and v(D) is the terminal velocity of the raindrops in m. s-1 
(See Fig. 2.4). Atlas and Ulbrich (1977) expressed the terminal velocity as a function of 
the particle diameter, given by v(D) = 3.78DO . 67 m s-1. Eq. 2.33 assumes the absence 
of vertical air motions. Thus, R represents the 3.67th moment of the DSD whereas Z 
represents the 01 moment (See Eq. 2.21), with Z more sensitive to large drops than R. 
Similarly, the liquid water content (W) is given by: 
7rpw 10 00 
D3 N(D)dD (2.34) 
where p. is the water density of the drop. It is clear that not only the reflectivity 
factor (Eq. 2.21) depends on the DSD, but also the rainfall rate and the liquid water 
content (Eqs. 2.33 and 2.34 respectively). Knowledge of the DSD is important because it 
establishes the interaction between the radar reflectivity and the rainfall rate. Marshall 
and Palmer (1948) (MP) observed an exponential DSD using dyed filter paper to measure 
the density of drop diameters at the surface. The exponential form of the DSD can 
always be applied when a large number of DSD are averaged in space or time (Bringi and 
Chandrasekar, 2001). 
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The MP DSD is given by: 
N(D) = Noe(-AD) (2.35) 
where No is 8000 M-3 mm-1, A is the slope factor of the distribution in inin-I and 
D is the raindrop diameter in mm. The slope factor depends on the rainfall rate and it Is 
given by: 
A=4. lj? -0.21 (2.30) 
where R is the rainfall rate in mm hr-'. Substituting the NIP DSD into Eq. 2.34, the 





An important parameter is the median drop diameter Do, which is defined as the drop 
diameter such that 50 per cent of the water content is comprised of drops with diameters 
less than Do (Doviak and Zrni6,1993). This parameter can be obtained from: 
IV = 




Substituting Eqs. 2.35 and 2.37 into Eq. 2.38 and solving for Do, it turns out that: 
Do = 3.67/A (2.39) 
Thus, Eq. 2.35 becomes: 
N(D) = Nioe(-3.67D/Do) (2.40) 
Eq. 2.40 is a more general form of the NIP DSD because it depends on the median 
drop diameter. According to Marshall and Palmer (1948) the exponential DSD is slightly 
overestimated for raindrop diameters less than 1.5 mm. In reality there are larger varia- 
tions in the shape of the DSD not represented by the NIP DSD. Ulbrich (1983) proposed 
a more general three-parameter gamma DSD given by: 
N(D) = NoDOe 
(-(3.67+iA)D/Do) (2.41) 
where the parameter 14 can take values between -3 and 8. For ji = 0, Eq. 2.41 takes 
the form of the MP DSD. The shape of the gamma DSD is determined by the exponent it, 
that is, for positive values of u the gamma DSD is concave downward whereas for negative 
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values it is concave upward. A gamma DSD can describe many of the natural variations 
in the shape of the DSD. When there is a substantial depth between the melting level 
and the ground surface, the parameterisation of a gamma DSD appears to be suitable 
for stratiform and convective rainfall events (Bringi and Chandrasekar, 2001). Testud 
et al. (2001) proposed the normalisation of the DSD to avoid any assumption about the 
shape of the DSD. Illingworth and Blackman (2002) proposed a normalised gamma DSD, 
which either total drop concentration, liquid water content or rainfall rate remain constant 
when the parameter ti is changed. In this way, No, Do and it are independent parameters 
describing the concentration, mean size and breadth of drop spectra respectively. 
The most commonly used polarimetric radax measurements for rainfall estimation are 
the reflectivity factor (Zh), the differential reflectivity (Zd, ) and the specific differential 
phase (Ifdp). Several relationships for rainfall estimation are given in the following section. 
2.7.2 Algorithms to estimate rain from radar measurements 
For many years, radar meteorologists have tried to find a useful equation relating the 
reflectivity factor to the rainfall rate. The rainfall rate given by Eq. 2.33 can be obtained 
assuming a drop size distribution and terminal velocity of raindrops. By comparing the 
rainfall rate with the actual reflectivity measured by the radar, it is possible to derive Z-R 
relationships of the form: 
Z=aR b or R= a-llbZllb (2.42) 
where Z is the reflectivity factor in mm6 M-3, R is the rainfall rate in mm hr-' and 
a and b are the parameters obtained from a regression analysis. Atlas and Ulbrich (1990) 
showed that the first Z-R relationship can be traced back to the research work carried out 
by Ryde (1946). They showed that this relationship is approximately Z= 320R1.44. This 
relationship is very similar to that employed to estimate the rainfall rate from reflectivity 
measurements in the WSR-88D radar network, which is Z= 30OR1.4 (Serafin and Wilson, 
2000). Marshall et al. (1947) reported one of the first Z-R relationships (Z = 19OR 1.71), 
which was slightly modified to Z= 220R'-' (Marshall and Palmer, 1948). Years layer, 
Marshall et al. (1955) carried out a slight revision of the 1948 relationship, obtaining 
the well known Marshall-Palmer formula Z= 20OR1-6. This relationship is employed 
by the UK Meteorological office to estimate precipitation from reflectivity measurements 
(Harrison et al., 2000). Unfortunately, there is no single Z-R relationship that can be 
applied in every part of the world. Battan (1973) listed 69 different Z-R relationships 
derived from different climatological regions by several researchers. This variability is due 
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to the fact that the coefficient and exponent of the Z-R relationship depend on the shape 
of the DSD. Therefore, it is necessary to estimate in real-time the parameters of the DSD 
to allow flexibility in the variation of the parameters a and b of the Z-R relationship. 
Calheiros and Zawadzki (1987) developed a statistical procedure called the Probability 
Matching Method (PMM) to derive Z-R relationships. This method relates the rainfall 
rate R to the observed radar reflectivity Z by matching the cumulative distribution func- 
tion of R and Z. The cumulative distribution functions can be estimated independently 
from radar and raingauge measurements. Rosenfeld et al. (1994) proposed a modification 
of the PMM by matching raingauge intensities to rcflcctivity measurements taken from the 
same space-time window centered above the raingauges (known as Window Probability 
Matching Method-WPMM). 
One of the main goals of dual-polarisation radars is the improvement in quantitative 
precipitation estimation. Seliga and Bringi (1976) proposed the use of differential reflec- 
tivities at orthogonal polarisations to estimate the parameters of an exponential DSD 
(Eq. 2.40). They suggested that the parameter Do is obtained with Zd, whereas No is 
obtained with Zh and Do. The main advantage of using the differential reflectivitY Zd, is 
that the median raindrop diameter Do is related to the value of Zd, This advantage has 
been exploited by several researchers to obtain the shape of the DSD. 
In order to derive relationships between the rainfall rate and the polarimetric radar 
measurements a common method is based on varying the parameters No, Do and 11 of a 
theoretical gamma DSD and then calculating R, Zh, Zd, and Kdp assuming a scattering 
model (Holt, 1982, reviewed some methods to calculate the scattering of electromagnetic 
radiation by hydrometeors). In addition, the mean raindrop axis ratio r(D) or raindrop 
deformation as a function of the diameter D must also be specified. The coefficients and 
exponents of the different rainfall rate algorithms are obtained by performing a non-linear 
regression between the rainfall rate and the polarimetric variables (Bringi and Chan- 
drasekar, 2001). The deformation of raindrops is an important relationship that leads to 
different rainfall estimators. An important point made by Illingworth (2003) is that the 
choice of the drop shape model is crucial for the calculation of the rainfall rate estimator 
coefficients. Further research has to be done to reach a consensus on raindrop deformation. 
Gorgucca et al. (1994) proposed an algorithm to estimate the rainfall rate based on Zh 
and Zd, where the coefficients a, b and c of the rainfall estimator are wavelength dependent 
(See Table 2-1). The disadvantage of the algorithm R(Zh, Zd,. ) is that Zh and Zd, - are 
prone to attenuation of the horizontal reflectivity and differential attenuation respectively 
at frequencies higher than 3 GIIz, quite apart from the fact that Zh is subject to radar 
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Rain estimator f (C. Hz) cab 
R= a-Ilb 'Ib Zý 3 200 1.6 t Marshall et al. (1955) 
300 1.41 
cZhalOO-"zd, - 3 0,0067 0.93 -3.43 Bringi and Chandrasekax (2001) 
5 0.0058 0.91 -2.09 Bringi and Chandrasekar (2001) 
10 0.0039 1.07 -5.97 Bringi and Chandrasekar (2001) 
R= C"Cdbp 3-10 5.1AO. 866 - 0.866 SacWdananda and Zrni6 (1987) 
3 50.7 - 0.85 Bringi and Chandrasekar (2001) 
3 40.5 - 0.85 Bringi and Chandrasekar (2001) 
3 50.1 - 0.70 Illingworth (2003) 
5 31.4 - 0.70 Illingworth (2003) 
R= cKdaploO. IbZd, 3 90.8 0.93 -1.69 Bringi and Chandrasekax (2001) 
5 37.9 0.89 -0.72 Bringi and Chandrasekar (2001) 
10 28.6 0.95 -1.37 Bringi and Chandrasekax (2001) 
Table 2.1: Summary of relationships for rainfall estimation using polarimetric radar measurements 
at different frequencies f. R is in mm hr-1, Zh is in mm' M-3, Zd, is in dB, Kdp is in "km-' 
and A in cm. t This relationship is used in the UK NIMROD system (Harrison et al., 2000); t this 
relationship is used in the US NEXRAD system (Serafin and Wilson, 2000). 
miscalibration. To some extent, the use of the differential phase Kdp may overcome these 
difficulties. The main advantages of rainfall estimation based on Kdp are its immunity 
to attenuation by precipitation, its immunity to radar miscalibration and Kdp is also less 
affected by partial blockage of the radar beam (Zrni6 and Ryzhkov, 1996). Its immunity to 
attenuation and radar miscalibration is due to the fact that Kdp is a phase measurement. 
However, at shorter wavelengths or when there are large particles, -I)dp (and consequently 
Ifdj, ) is affected by the backscatter differential phase (5). The backscatter differential phase 
decreases to zero for particles smaller than about a tenth of the radar wavelength, but 
exhibits an abrupt increase for larger particles (Zrni6 and Ryzhkov, 1999). Therefore, the 
rainfall estimator R(Kdp) is more robust at 10-cm. wavelengths than at shorter wavelengths 
(Zrni6 and Ryzhkov, 1999). Rainfall estimators based on Kdp (Sachidananda and Zrnic', 
1987) and Kdp-Zd, (Bringi and Chandrasekar, 2001) have been proposed (Table 2.1). 
Polarimetric measurements are affected by the hydrometeors located within the radar 
resolution volume (backscatter effect) and by the hydrometeors along the propagation path 
between the radar and the measurement (propagation effect) (Zrni6 and Ryzhkov, 1999). 
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The propagation effects are attenuation of the II/V components (differential attenuation), 
depolarisation and differential phase shifts. Differential attenuation and differential phase 
shifts are caused by preferentially oriented hydroineteors whereas depolarisation is caused 
by nonspherical hydrometeors canted an angle with respect to the axis of polarisation. 
It is clear that the different algorithms to estimate the rainfall rate have advantages 
and disadvantages. Relationships of the form R(Zh) have been used from just after World 
War II. However, this type of relationship presents uncertainty in the coefficients a and 
b because they arc related to the shape of the DSD. Without extra information, apart 
from the rcflectivity factor, a and b have to be obtained empirically by establishing a 
single climatological Z-R relationship. Even if the DSD is known, the I? (Zh) relationship 
is critically dependent on the calibration of the radar system. To avoid any bias in the 
measurement of Zh, it is necessary to calculate accurately the radar constant (See Eq. 2.20). 
In addition, Zh is not immune to propagation effects and it is subject to attenuation due 
to rain at frequcncies higher than 3 ClIz. 
Relationships involving Zd, - are also questionable because although Z1, is independent 
of radar calibration, it is not immune to propagation effects being subject to differential 
attenuation in heavy precipitation and the depolarisation of the polarisal waves. Illing- 
worth (2003) discussed the accuracy of rainfall estimates using Zh and Zd,,. Ile argued 
that the accuracy of R(Zh, Zd, ) depends on several factors such as the accuracy of Zd, to 
0.2 dB for R> 10 mm hr-1 and less for lower rainfall rates. In practice, this is very diffi- 
cult to achieve because there are other factors limiting the accuracy of Zd,.. For instance, 
Zd, may be contaminated by the power of the sidelobes of the beam radiation pattern 
due to reflectivity gradients and it may also be affected by the mismatch between the 
horizontal and vertical beam radiation patterns causing the sampling of different volumes 
of precipitation (Illingworth, 2003). 
On the other hand, relationships of the form R(Ifdp) present several advantages as 
mentioned previously. However, 
Ddp is extremely noisy and consequently Ifdp will be 
even noisier (Kdp = 10)dpldr, See Section 2.6.1). To decrease the noise, R'dp is averaged 2 
for several kilometers along the beam. Ryzhkov and Zrni6 (1996) suggested to average 
Kdp in a window of 2-4 krn for high-reflectivity regions (Zh > 40 dBZ) and 7-11 km 
for low-reflectivity regions (Zh < 40 dBZ). This obviously leads to a considerable loss in 
resolution over the conventional R(Zh) rainfall estimator. Brandes et al. (2001) carried 
out an analysis between raingauge observations and rainfall rates estimated from Ifdp and 
Zh. They found similar bias factors and correlation coefficients between both estimators, 
concluding that no obvious benefit is obtained using Kdp to estimate rainfall rates over 
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using Zh from a well-calibrated radar. 
There is controversy whether or not polaximetry is going to improve radar rainfall 
estimates. Illingworth (2003) suggested that at the 2 krn scale needed for an operational 
environment, the additional information provided by Zd, and Kdp is not sufficiently accu- 
rate to improve rainfall estimates. However, some improvement in the quantitative pre- 
cipitation estimation from polarimetric radar measurements may be realised by applying 
not only one particular rain estimator, but exploiting the attributes of the different po- 
larimetric algorithms available depending on the circumstance. Ryzhkov and Ciangrande 
(2004) proposed a "synthetic" algorithm, which makes use of different combinations of 
rain rate algorithm depending on the rain rate estimated using only the conventional 
R(Z) relationship. They proposed the use of an algorithm of the form R(R(Zh), Zd, ) for 
low rain rates (R <6 mm. hr-1), and of the form R(R(Kdp), Zd, ) for medium rain rates 
(6 <R< 50 mm. hr-1) and the algorithm R(Kdp) for high rain rates (R > 50 mm, hr-1). 
Although the algorithms proposed by Ryzhkov and Giangrande (2004) axe slightly differ- 
ent from the rainfall rate estimators presented in this section, it is clear that by exploiting 
the performance of different relationships R(Zh), R(Zh, Zd, ), R(Kdp) and R(Kdp, Zd, ), 
it may be possible to improve the estimation of rainfall using dual-polarisation radars. 
However, the operational performance of such radars in practice is still to be identified. 
2.8 Problems associated with the estimation of rain 
The estimation of rain on the ground using weather radars is subject to many error sources, 
which become important for quantitative precipitation estimation. In the previous section 
the importance of the DSD has been described in relating the reflectivity factor Zh (or 
any of the polarimetric variables Zd,, Kdp) to the rainfall rate R. However, uncertainties 
in the knowledge of the DSD may not be the largest source of errors in radar rainfall 
measurements (Joss and Waldvogel, 1990) and there are additional errors that may require 
even more attention. Atlas et al. (1984) concluded that the average deviation in the rain 
rate estimation from reflectivity measurements due to DSD variability would be 33% 
whereas Doviak and Zrni6 (1993) suggested errors of 30-35%. Joss and Waldvogel (1990) 
suggested that after averaging over space and time, the errors in rainfall estimates due to 
the variability of the DSD rarely exceeds a factor of 2. 
On the other hand, problems associated with the variation of the vertical reflectivity 
profile of precipitation have received little attention (See Section 2.8.1). This variation is 
due to the growth or evaporation of precipitation, change of phase, in particular melting, 
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where a layer of enhanced reflectivity caused by melting snowflakes produces errors up to a 
factor of 5 (Joss and Waldvogel, 1990). Section 2.8.1 describes some correction algorithms. 
Partial blockage of the beam is specially problematic in hilly terrains. The radar usu- 
ally scans at low elevation angles in order to obtain measurements closer to the ground. 
Echoes from nearby mountains can be misinterpreted as heavy rainfall and therefore over- 
estimations may occur. Correction for partial beam blockage is also difficult because not 
only the power from the mainlobe is reflected back to the radar, but also from the side- 
lobes. By knowing the shape of the antenna radiation pattern it may be possible to apply 
a correction for the partial blocking, but in conditions where the radar beam slightly de- 
parts from the standard propagation it is not straightforward. The use of the differential 
phase Kdp for rainfall estimation may overcome problems due to partial blocking to some 
extent, but as mentioned in the previous section Ifdp is very noisy and it is only useful in 
very heavy precipitation. Therefore, it is important to establish accurate corrections to 
overcome the effects of partial blockage of the radar beam. 
Attenuation by precipitation is another source of error that requires attention, specially 
at frequencies higher than 3 GHz (See Section 2.8.2). To some extent this is now recognised 
as posing a problem at C-band frequencies as well as X-band. 
2.8.1 Variation of the vertical reflectivity profile 
The vaxiation of the vertical reflectivity profile may be one of the largest error sources in 
the estimation of precipitation from reflectivity measurements by weather radars. This 
variation is largely due to the growth or evaporation of precipitation, which is reflected in 
both, ice and liquid phases. 
As the range increases from the radar, the radar beam is at some height above the 
ground (See Eq. 2-3). At far ranges, the hydrometeors intercepted by the radar beam 
may be composed of raindrops, melting snowflakes, snowflakes, hail, etc. This variability 
affects reflectivity measurements and the estimation of precipitation is not representative 
of the rainfall rate at the ground. There are three zones easily identified in stratiform 
precipitation: snow, melting snow and rain. 
When the radar beam intercepts melting snowflakes, the result is an increase in the 
power reflected back to the radar. This enhanced reflectivity is known as the bright band 
and its increase is primarily due to the change of the dielectric constant of the hydrometeors 
from ice to raindrops (Battan, 1973). Interception of the radar beam with melting snow 
can cause overestimates of rain up to a factor of 5 (Joss and NValdvogel, 1990). Using 
polarimetric radar measurements to estimate the rainfall rate will not completely solve 
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this problem, because although Kdp is a useful estimator in heavy rain, it is also affecte 
by melting snowflakes. 
Additional error sources are due to horizontal winds (Doviak and Zrnid, 1993), which 
affect radar-raingauges inter-comparisons, because the radar beaxn is at some height above 
the ground. Raingauges obtain point measurements integrated in time whereas weather 
radars obtain volumetric measurements sampled with a given frequency (e. g. 5 min) and 
independent measurements from radars and raingauges are not necessarily comparable. 
In addition, vertical winds affect the DSD inducing errors in R by modifying the terminal 
velocity of the raindrops (See Eq. 2.33). 
The bright band 
The melting layer is the transition zone between ice particles and raindrops. Melting 
particles, as observed by a weather radar, present high values of reflectivity compared 
with the values observed above and below the melting layer (See Chapters 5 and 6). This 
important signature is called bright band and problems associated in the measurement 
of precipitation close to the ground arise when the beam from a scanning weather radar 
intercepts the melting layer causing an overestimation of the rainfall below. In addition, 
effects of absorption and scattering through the melting layer are important, as the fre- 
quency spectrum becomes crowded because of the use of shorter wavelengths for radar 
and satellite communications systems (Zhang, 1994). 
Since the early observations of the bright band as seen by weather radars, there have 
been many attempts trying to quantify its causes (Ryde, 1946; Hooper and Kippax, 1950; 
Austin and Bemis, 1950; Wexler, 1955; Lhermitte and Atlas, 1963; Ekpenyong and Sri- 
vastava, 1970; Battan, 1973). The factors contributing to the increase in reflectivity in 
the upper part of the bright band are the increase of the dielectric constant of the hy- 
drometeors because of the change from ice to liquid phase and the continuous growth of 
snowflakes by aggregation among ice crystals. On the other hand, the factors contributing 
to the decrease in reflectivity in the lower part of the bright band are an increase of fall 
velocity of raindrops followed by a decrease of particle concentration, a continuous breakup 
of raindrops and variations in particle shape from non-spherical to spherical particles. The 
change of the hydrometeor dielectric constant is the most important contributor to the 
bright band. The increase in reflectivity due to melting is calculated by (Hardaker, 1993): 




= 6.67 dBZ (2.43) Kice 
(5.20 
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There was controversy whether aggregation is dominant in the upper part of the bright 
band and breakup in the lower, mainly because of the lack of In-situ measurements of 
hydrometcor size distribution in the melting layer. Olitake (1969) found no evidence to 
support the suggested pair of aggregation-breakup from observations of snow and rain at 
two different altitudes along a mountain slope. Ile observed similar patterns of particle size 
distributions sampled below and above the melting layer, concluding that each snowflake 
yields one raindrop without any breakup. 
Uncertainties about the particle size distribution, composition and shape of the melt- 
ing particles made it difficult to establish general consent as to whether or not the pair 
aggregation-breakup is important for the bright band signature (Battan, 1973). However, 
recent research (Stewart et al., 1984; Willis and Ileymsfield, 1989; Barthazy ct al., 1998) 
helped to support the existence of aggregation and breakup within the bright band. 
Stewart et al. (1984) measured the particle size distributions in the melting layer 
using three different optical spectrometers fitted in. an aircraft while ascending through 
the melting layer in widespread precipitation. The measurements were supported with a 
weather radar. Their observations showed that aggregation was occurring in the upper 
part of the bright band but the decrease in reflectivity in the lower part of the bright band 
was largely caused by the increase of the particle fall speed and the particle evolution 
from non-spherical to spherical particles. They pointed out that breakup of raindrops 
only contributes a small amount to the total decrease in reflectivity. They also concluded 
that the intensity of the bright band is dependent upon the sizes of the largest particles. 
Similar experiments were carried out by Willis and Heynisfield (1989). They measured 
particle size distributions above, through and below the melting layer in stratiform pre- 
cipitation using three different spectrometers and with the support of two weather radars. 
The measurements were taken following an advecting spiral descent in an aircraft. They 
showed that in the isothermal layer, larger particles continue growing, with an increase of 
large-particle concentration. They suggested that drop breakup below the melting layer 
may contribute for the decrease in reflectivity. However, they also concluded that evapo- 
ration in the drier air may contribute to most of the decrease, because of the low rainfall 
rates involved in their measurements. 
Barthazy et al. (1998) measured the particle size distributions using an optical spec- 
trometer placed on the top of a mountain and a disdrometer 450 rn below. At the beginning 
of the measurements, both, the optical spectrometer and the disdrometer, were measuring 
raindrop sizes, and the melting layer was above both instruments; but due to the fact 
that the melting layer was slowly descending, it reached some point where it was located 
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between the optical spectrometer and the disdrometer, it then being possible to measure 
all the particle size distributions within the melting layer. Their work was supported with 
an X-band vertically pointing weather radar. Their results indicated that the flux density 
of particles measured with both instruments above and below the bright band respectively 
are the same, implying that on average, one snowflake melts into a single raindrop, which 
agrees with the results presented by Ohtake (1969). However, in relation to the measure- 
ments made by Olitake (1969), Barthazy et al. (1998) had the opportunity to measure 
the particle size distributions within the bright band, concluding that aggregation domi- 
nates over breakup in the upper part and breakup dominates over aggregation in the lower 
part. They also observed the largest particle diameters at the maximum reflectivity in the 
melting layer. 
Stewart ct a]. (1984); Willis and Heymsfield (1989); Barthazy et al. (1998) showed from 
different experiments that there is an increase of particle diameters due to aggregation of 
hydrometeors on the upper part of the bright band and the maximal radar reflectivity 
was associated with the biggest particle diameters that survive to warmer temperatures. 
If the aggregation efficiency of ice particles is higher at warmer temperatures (Cotton 
and Anthes, 1989; Stewart et al., 1984), then there is strong evidence to suggest that 
aggregation will take place in the onset of melting. Additionally, when large snowflakes 
start melting, the change in the dielectric constant becomes important because of the 
formation of liquid water on or within them, making them look like big raindrops to the 
radar (Fabry and Zawadzki, 1995). However, discrepancies exist whether or not breakup 
is the main cause that influences the decrease in reflectivity in the lower part of the bright 
band. While Barthazy et al. (1998) agree that breakup is dominant in the lower part of 
the bright band with significant increase of the fall speed of the raindrops, for Stewart 
et al. (1984), the latter is the most important. On the other hand, Willis and Heymsfield 
(1989) suggested that evaporation may contribute to most of the decrease. 
Fabry and Zav., -adzki (1995) in a similar way to Wexler (1955) quantified the contri- 
bution of the enhancement of the bright band, concluding that the shape and orientation 
of melting snowflakes and the distribution of water within the snowflake account for the 
missing enhancement. The relative contribution of aggregation and breakup is small. 
The influence of all the factors contributing to the increase-decrease effect of the bright 
band may differ from one vertical reflectivity profile to another because of the complex 
thermodynamic and microphysical. processes around and within the bright band, which are 
influenced at the same time by the characteristics of the air mass, the vertical motion of 
the cloud, liquid water content, turbulence, crystal habit, temperature, relative humidity, 
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atmospheric pressure and even when there is a general trend in the shape of the bright band 
signature, differences in the factors contributing to the increase-decrease of reflectivity in 
the melting layer will be associated with the variation of any of these variables. 
Correction for the vertical reflectivity profile 
There are several techniques to correct for the variation of the vertical reflectivity profile. 
Some of these techniques are based on a idealised vertical reflectivity profile obtained from 
a considerable amount of observations (e. g. Smith, 1986; Kitchen et al., 1994). 
The method proposed by Kitchen et al. (1994) has been adopted by the UK me- 
teorological office to correct for the variation of tile vertical reflectivity profile in radar 
reflectivity measurements. The profile shown in Fig. 2.5 is defined by the background 
reflectivity (the reflectivity in rain below the bright band), the height of the freezing level 
(0 0Q derived from the temperature profile predicted by the UK mesoscale model and the 
cloud top height derived from IR satellite imagery. This algorithm requires the height of 
the bright band to be known within 200 m (Kitchen et al., 1994) and according to Marion 
and Illingworth (2003), operational forecast models can provide the height of the bright 
band with a Root Mean Squared Error (RAISE) of 150 m. The area of the bright band 
peak (A) against the background reflectivity factor (Zb) is given by (Kitchen et al., 1994): 
log A=1.42 log(Zb) + 2.1 (2.44) 
where A is in mm6 M-2 and Zb is in mm3 M-3. The bright band is assumed to be 
triangular with a constant depth of 700 m. The correction is performed at each pixel of 
the radar scan by weighting the idealised vertical reflectivity profile with the beam power 
profile by an iterative method. This correction is not only intended to correct the increase 
in reflectivity in the melting layer, but also to correct measurements above the bright 
band and those due to orographic enhancement. According to Kitchen et al. (1994), this 
correction achieves a reduction of 63% in the RMSE in equivalent surface precipitation 
rates when compared to the raw radar data. However, systematic errors persist at ranges 
when the radar beam is above the bright band. 
Recently Gray et al. (2002) developed a new approach to correct scanning weather 
radar measurements due to the changes in reflectivity between the ground and the height 
at which the radar is measuring. 89000 vertical reflectivity profiles were evaluated and a 
set of five typical reflectivity profile functions were found. 
Szyrmer and Zawadzki (1999) pointed out that the complete understanding of the 
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Fig. 2.5: Idealised vertical reflectivity profile utilised to correct scanning radar reflectivity mea- 
surements in the Nimrod system (from Kitchen et al., 1994). 
obtained by observation. There are several bright band models in the literature (Hardaker, 
1993; Hardaker et al., 1995; Gray et al., 2001), but the initialization of these models de- 
pends on factors such as the initial density of snowflakes, relative humidity and vertical 
temperature profile, which are not available in real-time. Therefore, although it is impor- 
tant to model the bright band, in reality it is difficult to apply a correction based on a 
microphysical model, because of the lack of the aforementioned factors. 
2.8.2 Attenuation by rain 
Attenuation of an electromagnetic wave is a measure of the amount of power lost by 
scattering and absorption through the medium. Radars with shorter wavelengths suffer 
more attenuation in rain in comparison to larger wavelengths (A = 10 cm). It has been 
shown that the attenuation is directly proportional to the rain rate R and expressions 
of the form A= aRb have been obtained. One-way attenuation relationships given by 
Doviak raid Zmi6 (1993) at 18"C are presented in Table 2.2. Note that the coefficient 
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Table 2.2: One-way attenuation at a temperature of 180C (from Doviak and Zrnid, 1993). 
a increases by two orders of magnitude for wavelengths from 10 to 3.2 cm, whereas the 
exponent b only suffers a light increase. This will produce an attenuation for wavelengths 
of 3.2 cm 100 times larger than at wavelengths of 10 cm. Therefore, attenuation effects at 
shorter wavelengths have to be considered when radars with this characteristic are used 
for hydrological purposes. 
Larger wavelengths are required to avoid attenuation effects due to precipitation, but 
unfortunately at these wavelengths a large antenna diameter is required to obtain a small 
bearnwidth, whereas for the same beamwidth shorter wavelengths require a smaller an- 
terma diameter. Therefore, there is a trade-off between attenuation effects and resolution, 
which is related directly to costs. 
The power loss suffered by the incident wave due to scattering and absorption can be 
detern-ýined by the extinction cross section of the precipitation particles or,., t. Thus, a,. t is 
proportional to the sum of the total scatterer cross section (a, ) and the absorption cross 
section (a. ). The specific attenuation (A) in units of dB km-' is given by (See Doviak 
and ZrniC', 1993): 
00 
A=4.343 x 103 
10 
i7.. i(D)N(D)dD; dB km-' (2.45) 
where N(D) is the drop size distribution. a,,, t is proportional to o-, _-t ; z: ý 
C, \D" (Bringi 
and Chandrasekar, 2001), where CX depends on the wavelength and n is approximately 
equal to 4. It follows that the attenuation is approximately proportional to the fourth 
moment of the drop size distribution, that is: 
3c, 4.343 x 10 x1D4 N(D)dD; dB km (2.46) 
By substituting Eq. 2.34 into Eq. 2.32 and comparing the result with Eq. 2.46, it fol- 
lows that the specific attenuation is proportional to Kdp, that is, A= aICdp. The specific 
attenuation at horizontal and vertical polarisations (Ah and A,, respectively), can be di- 
rectly obtained from Eq. 2.46. Therefore, the differential attenuation Adp = Ah - A, to 
correct Zd, is Adp = OKdp. In reality, the exponent of ICdp for attenuation and differential 
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Frequency (GlIz) a bi 3 b2 
2.8 0.017 0.84 0.003 1.05 
5.5 0.073 0.99 0.013 1.23 
9.3 0.233 1.02 0.033 1.15 
Table 2.3: Coefficients and exponents of temperature-averaged (0-30"C) power-law fits given by 
DIs. 2.47 at different frequencies (from Bringi and Chandrasekar, 2001). 
attenuation departs from unity. Therefore, it is more convenient to express relationships 
of attenuation and differential attenuation respectively by: 
Ah = aK 
b, 
and Adp = OK 
b2 
(2.47) dp dp 
Bringi and Chandrasekar (2001) give some values for the coefficients a and 0 and for 
the exponents bI and b2 at different frequencies (See Table 2.3). Unfortunately, a and, 8 are 
temperature dependent and different values have appeared in the literature. Bringi et al. 
(2001) have proposed a self-consistent constraint-based algorithm to avoid any assumption 
about the a piwi values of a and P. 
Attenuation correction algorithms are applied when the radar beam passes through 
rain-filled media. However, additional research has to be done to correct for attenuation 
when the radar beam passes through melting snow or rnixed-phase precipitation. 
2.9 Conclusions 
Current research has sought to improve the estimation of precipitation using single- and 
dual-polarisation weather radar measurements. However, additional research has to be 
done to account for the variation of the vertical reflectivity profile, in particular, when 
the melting layer is at lower altitudes. This may not be a problem in regions where the 
melting level is at higher altitudes, but it is a real problem in regions such as the UK. 
Polarimetric radar measurements offer the possibility to classify hydrometeors (See Section 
8.1), which provides the possibility of applying different rainfall estimators within the rain 
region. However, the difficulty still remains in estimating rainfall rates in snow and melting 
snow. It is concluded that polarimetric radar measurements potentially provide important 
advantages over the conventional reflectivity factor. Such advantages have to be exploited 
in the best way to improve the estimation of precipitation from weather radars and its 
quantitative use in operational hydrology. 
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Chapter 3 
The high-resolution vertically 
pointing weather radar for 
atmospheric research 
3.1 Introduction 
This chapter describes the hardware and software characteristics of a low-power high- 
resolution X-band Vertically Pointing weather Radar (VPR) system for atmospheric re- 
search. The data set obtained from this VPR have been used for the development of this 
thesis. The VPR system has been used since 1991 and new real-time acquisition software 
has been written in order to obtain more accurately the reflectivity signal. The fluctua- 
tions of the echo intensities have been analysed to obtain an estimate of the accuracy of 
the standard errorl associated when averaging N independent samples. The possibility 
has been explored of using real-time digital filters to reduce the high-frequency noise of 
the reflectivity signal when fast data acquisition is required. 
3.2 Hardware characteristics 
A VPR provides the capability to study the variability of the vertical reflectivity profile 
of precipitation. An X-band radar transceiver was originally designed by Racal Decca Ltd 
as a marine navigation device (Racal, 1988). This device was adapted for meteorological 
applications by the Radar Weather Observatory of McGill University, Montreal, Canada. 
In 1991, a new device was built and commissioned by the Water Resources Research Group 




Fig. 3.1: Bristcl X-band vertically pointing weather radar. 
at Salford University in a. ssociation with McGill University for use iii a vertically pointing 
niode (Tilford and Cluckie, 1991). The components were shipped from Canada and they 
were assembled at Salford University. 
Initially, Ilic VPR was mounted on the north-ea. st corner of the roof of the Civil 
E, nginvering Telford Building (Tilford and Cluckic, 1991). Later in 1994, 
two further devices were designed and built with identical hardware to thc previous VPR, 
Imit mounted on it new trailer system (Tilford et al., 1995h; Cluckie et A, 2000). This 
fullY limbile capability combined with a portable power generator allows the Vf'R to be 
deplo. yed anYwhere (Sve Fig. 3.1). 
The Villi consists of the acrial system, the transceiver unit and the data acquisi- 
tion system: the technical specifications of each subsystem are explained in detail in the 
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3.2 cm (X-band) 
12 dBW 
44 dBW (25 kW) 
0.05t, 0.25t, P jis 
13009 and 650* Ilz 
Logarithmic with balanced n-ýxer 
Manual 
Better than 10.5t* dB 
Centred on 60 MHz 




256 pulses with 2048 data points 
Table 3-1: Technical specifications of the Bristol X-band vertically pointing weather radar (After 
Tilford and Cluckie, 1991; Racal, 1988). 
3.2.1 The aerial system 
The aerial system comprises the antenna, which is a metallic paraboloid reflector. The 
paraboloid shape of the antenna produce a pencil beam, which is commonly used to mea- 
sure the angular position of a target in both azimuth and elevation (Skolnik, 1980), being 
a suitable feature to detect precipitation echoes. The diameter of the antenna combined 
with the wavelength of the radar establishes the beamwidth, which is approximately 1.8 
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Fig. 3.2: Sdiematic representation of the VPR system. 
The antenna is housed within a sidelobe suppression unit (See Fig. 3.2). This unit 
is coated on the inside with a foam substance designed to absorb the power from the 
sidelobes, which arc typical of the antenna radiation pattern and could cause clutter 
echoes due to scattering from surrounding buildings. The antenna is inlayed approximately 
75 cm into the sidelobe suppression unit. This unit is covered with a radome fabricated 
with a rubber-like material transparent to the microwaves to protect the antenna from the 
weather. During the first tests of the VPR at Salford, the radar signal presented strong 
echoes in the lowest 500 m. This effect was attributed to the accumulation of a layer of 
water on the radome due to its horizontallity (personal communication, Prof. Ian Cluckie). 
The problem was solved by tilting the radome a gradient of 10% and reducing at the same 
time the attenuation effects that precipitation echoes may suffer at long ranges due to the 
same layer of water (Tilford and Cluckie, 1991). The antenna itself has drainage holes to 
prevent the building-up of any water that may enter. 
3.2.2 The transceiver 
The transceiver comprises the circuits which generate the transmitted pulses and receive 
the echoes from precipitation (See Fig. 3.2). The high power microwave pulses are gener- 
ated in the magnetron, an incoherent device, which means that the phase of the transmit- 
tcxl pulses is random and then no Doppler capability is obtained. The nominal frequency 
of the magnetron is 9410 NIHz (X-band). The magnetron is connected directly through 
the circulator and waveguide to the Meed which is fixed in the antenna dish. The length 
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Fig. 3.3: Calibration curve for the VPR (From Duncan, 1993). 
of the pulses generated by the magnetron are either 50 i7s (short pulse) or 250 ? Is (medium 
pulse) or 1 ps (long pulse). The pulse length establishes the spatial resolution of the radar. 
For the short pulse the spatial resolution is 7.5 m, for the medium pulse the resolution is 
37.5 m and for the long pulse the resolution is 150 m. The selection of the pulse length 
is through an external control box attached to the transceiver. The microwave pulses are 
modulated by the Pulse Repetition Frequency (PRF) which is either 1300 Hz for short 
pulse and medium pulse operation or 650 Hz for long pulse operation. Second or third 
trace echoes produced by superrefraction2 are eliminated by a low frequency oscillator, 
which introduces a small sweep in the PRF giving them an irregular shape (Racal, 1988). 
The precipitation echoes received by the antenna go directly to the Transmit-Receive (TR) 
limiter, which prevents the high power of the outgoing magnetron pulses from reaching 
the receiver, which they would damage. The TR limiter is connected to the mixer, which 
combines the echo signals with the output of a local oscillator to produce an Intermediate 
Frequency (IF) of 60 MHz; the receiver amplifies and demodulates the IF signal to produce 
the radar signal (Racal, 1988). The linear response of the receiver is shown in Fig. 3.3. 
The local oscillator is tuned through a potentiometer attached to the external control box 
in order to match the frequency of the receiver therefore maximizing the strength of the 
echo signal (McGill, 1992). However, the tuning process is not an easy task. On a day of 
2 Superrefraction of the beam is an abnormal downward bending due to deviations in the atmospheric 
temperature and humidity from the standard radio atmospheric conditions. In some situations, the wave 
can be trapped in a duct, directing the energy long distances (Battan, 1973). 
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moderate rainfall rate, the potentiometer should be turned clockwise or anticlockwise in 
order to produce changes in the strength of the precipitation echoes. There are two ways 
of measuring the strength of the precipitation echoes, one of them is by maximizing the 
DC voltage of the terminals on the external control box and the other one is by maxi- 
mizing the intensity of the averaged echo signal obtained directly through the acquisition 
system. Both methods are practically the same, although the second one is more reliable 
because the averaged signal can be taken only in the lowest 2000 m or 3000 m obtain- 
ing more accuracy. Tile problem of tuning is that the strength of the precipitation may 
change during the tuning process and there are 10 turns to cover the whole potentiometer. 
McGill (1992) recommends tuning tile oscillator periodically, at least every month or two 
when the transmitter is operating in a room of constant temperature and weekly when 
it is operating in the field because the tuning is temperature dependant. One obvious 
improvement could be automatic tuning, which can be carried out by software, every time 
the VPR is receiving echoes at the beginning of a storm. However, this improvement 
would only be possible if the acquisition system was able to produce analog outputs to 
control the tuning. 
3.2.3 The acquisition system 
The continuous improvement in digital processing technology enables a huge amount of 
data to be processed in a relatively short period of time. The radar acquisition system 
comprises the A/D converter and the Personal Computer (PC) to process the precipitation 
echoes. 
The A/D converter is a Metrabyte PCIP-Scope board which can digitize an analog 
signal in sets of 2048 data points with 8-bit resolution (256 levels) and with a maximal 
sampling frequency of 20 N111z (Keithley, 1996). This sampling frequency gives a maximal 
spatial resolution of 7.5 m. The digitizer board is attached to the PC as either ISA or 
PCI card. Providing the suitable software, the digitizer card is designed to allow the PC 
to be used as a digital oscilloscope. The digitizer board has two input analog channels 
and a third channel to connect an external trigger. There are two signals coming from the 
transceiver, the raw radar signal and the PRF signal to synchronize the data acquisition. 
While the capabilities of this digitizer board are suitable for radar signal digitization, new 
boards are available in the market, which offer more capabilities, such as, analog and 
digital outputs suitable for controlling the pulse length, switching and automatic tuning 
of the radar. In addition, the original Metrabyte PCIP-Scope board was to some extent 
sensitive to temperature changes which directly influenced the accuracy of the digitisation 
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Fig. 3.4: VPR data acquisition system. 
process (personal communication, ProL Ian Cluckie). 
3.3 Software characteristics 
The raw signals coming from the receiver are digitized with the PCIP-Scope board and 
through software can be read directly from the memory locations of the digitizer board. 
A decade ago, the PC utilised to control the digitizer board was a 386 based-processor 
at 33 MHz, but with the advance and decrease of the prices in PC technology, it was 
replaced by a Pentium MMX based processor at 166 MHz. The speed of the processor has 
a big impact in the real-time digital processing of the precipitation echoes, allowing more 
tasks in the same period of time than a lower-speed processor. Additionally, faster-speed 
processors had an impact on the improvement of the data quality and provided a better 
understanding of the precipitation processes. 
The original real-time data processing of the VPR data is described in Fabry (1094a, 
Chap. 2) and the acquisition software in Fabry (1994b). The software is called TRAILER 
and the acquisition and drawing routines were written in assembly language. Assembler is 
a very powerful low-level language, being the only way to tap the full power of the 80x86 
processor family. A small part of the software was written in the Basic language, but the 
speed in this part of the code does not have any effect on the real-time data acquisition. 
This software runs quite fast but there were several drawbacks to the processing of the 
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radar signal. Additionally, there was a lack of modularity within the code, which made it 
difficult to add and test now real-time subroutines. 
New real-time acquisition software called VIPER has been written in object ori- 
ented programming, conceptually based on the original TRAILER code. The acquisition- 
averaging subroutines have been written in assembler code to speed up the acquisition 
process. The signal processing of the precipitation echoes is divided in several blocks as 
shown in Fig. 3.4. The theory behind every block is explained in the following sections. 
3.3.1 Averaging of N independent pulses 
noin radar theory, radar echoes produced by precipitation show fast fluctuations in the 
returned signal. These fluctuations are due to the movement of particles within the vol- 
time being examined by the radar beam (Battan, 1973). The average power reflected 
back to the radar must be computed over a sufficient number of uncorrelated samples, 
ensuring the microphysics of precipitation has not changed between consecutive samples. 
Tile averaging of independent samples is important in order to obtain accurate values of 
reflectivity increasing the Signal to Noise Ilatio (SNR) (Keeler and Passarelli, 1990). Bat- 
tan (1973) proposed a period of approximately 10-2 s to have independent samples. The 
most common averaging technique is the uniformly weighted average over a fixed num- 
ber of independent samples. The averaging must be carried out in the power reflected, 
P, However, the receiver of the VPR uses logarithmic detection in order to increase the 
dynamic range of the radar, so the power reflected is proportional to log(P, ) instead of 
P, Therefore, it is required to convert each sampled logarithmic value to a linear power 
before averaging. An efficient way of doing this is using a look-up table, in which each 
log value has its corresponding antilog value in order to speed up the process. On the 
other hand, averaging in the logarithmic domain is easier and faster, but introduces a 
systematic bias in the estimation of the average power (Goddaxd et al., 1994). This bias 
can be around 2.5 dB for Rayleigh-distributed targets (Keeler and Passarelli, 1990). Using 
a look-up table for the estimation of the antilogarithm of log(P, ) is difficult because the 
estimation of log(P, ) must take into account the receiver calibration shown in Fig. 3.3. 
From this figure, a level of voltage delivered from the receiver corresponds to a certain 
value of log(P, ). Such a calibration curve is linear covering a range of nearly 60 dB, but 
there is a significant non-linearity at low/high received power (low/high voltages) which 
should not be neglected. If a constant calibration slope is assumed for the estimation of P, 
in an anti-logarithmic look-up table, there will be an error associated with the extremes 
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Fig. 3.5: Effects of averaging N independent samples from precipitation echoes measured with a 
VPR. The time interval between successive samples is 2.5 ms. The power reflected is related with 
the calibration curve shown in Fig. 3.3. 
independent values. The result is an estimate of P, which is heavily influenced by the 
calibration curve. On the other hand, if the averaging is carried out in log(P, ) - in the 
voltage domain - the value of 
P, is calculated in the last stage, even when it is assumed to 
have a constant calibration slope, but there is always the possibility to recover the original 
signal. If the non-linearities are taken into account, they should be defined accurately by 
proper calibration and have an intensity-dependent correction. Therefore, the averaging is 
carried out in log(P, ) rather than in P, introducing a bias into the system, but avoiding 
the accumulative error from the non-linearity of the calibration curve. According to Collier 
(1996), a factor of +2.5 dB must be applied to the averaged radar signal to compensate 
for the averaging in the logarithmic domain. 
The averaging routine has been implemented in assembly language for performance. 
The new data axe read directly from the digitizer board memory. The number of inde- 
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Fig. 3.6: Distributions of the fluctuating echo intensities for different number of averaging samples. 
Tile points represent the real distribution of the fluctuating echo intensities (the mean is 1LO and 
the standard deviation is ao); the crosses represent the Gaussian distribution of the fluctuating 
echo intensities assuming it = yo and a= ao; the solid line represent the Gaussian distribution 
asswning it =0 and a= ao. All the distributions integrate to 1. 
an integer value between 0 and 10. In this way, the division to compute the averaging 
is avoided and the averaged value is obtained by performing a rotation of k bits to the 
right. The acquisition-averaging process of 236 independent arrays with 2048 samples 
takes around 650 ms; in a Pentium-based processor at 166 MHz, being approximately 2.5 
ms the time interval between successive saxnples. Fig. 3.5 shows the effect of averaging N 
pulses. Although the decorrelation time is 2.5 ms, compared with the rain decorrelation 
time of 10 ms, the effects of noise have been reduced considerably with a small number 
of samples. In order to estimate quantitatively the noise reduction, it is possible to as- 
sume that the true profile of precipitation is the one obtained averaging 512 pulses. By 
subtracting the true profile from every profile shown in Fig. 3.5 is obtained a distribution 
of the fluctuating precipitation-echo intensities for different number of averages. The dis- 
tributiowq are shown in Fig. 3.6. From probability theory, a distribution is approximately 
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Gaussian when a random variable is the sum of a large number of independent random 
variables (See Rice, 1995). This type of distribution is observed in Fig. 3.6. It is interest- 
ing to note that the distribution of the fluctuating echo intensities can be represented as 
a Gaussian distribution with approximately zero mean and a standard deviation a that 
depends on the number of independent samples being averaged. Marshall and Ilitsclifeld 
(1953) developed the theory of fluctuating echoes from randomly distributed particles. 
They found that when the number of independent samples exceeds 10, the distributions 
are Gaussian. However, Fig. 3.6 suggests that the distributions of tile fluctuating echo 
intensities are Gaussian even for a small number of averages. Rom the definition of the 
Gaussian distribution (See Appendix C. 1), it can be shown that the probability distribu- 
tion of the fluctuating echo intensities can be approximated by: 
1 
-A2/20,2 f(A)= 7 -e uV27r (3.1) 
where A is the fluctuating echo intensity, and a is the standard error related to the 
number of independent samples. Linear regression analysis between N against a for 50 
different events reveals that the standard error associated with the fluctuations of the echo 
intensities is estimated by: 
a=0.1421N-0 . 3883 ;v (3.2) 
where N is the number of pulses with a time interval between successive pulses of 
2.5 ms. Assuming a calibration slope of 27.63 dB/V (Rom Fig. 3.3), the standard error 
is estimated by: 
cr = 3.925ON -0.3883 ; dB (3.3) 
Eq. 3.3 is plotted in Fig. 3.7. This equation is important because it allows a compromise 
to be found between the temporal resolution of the averaged data array and the reduction 
in error of the fluctuating echo intensities. The higher the number of independent arrays 
to be averaged, the lower the standard error associated because of the fluctuating echoes, 
but there is an increase of the processing time by a factor of 2.5N ms. For instance, 256 
independent arrays gives a standard error of 0.45 dB or approximately 16.49 mV (Eq. 3.2). 
However, the resolution of the digitizer board is 15.62 MV (full scale is 4V with 256 levels), 
and in order to reduce further the standard error, it is necessary not only to increase the 
number of independent samples to be averaged, but also the resolution of the board, c. g. to 
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Fig. 3.7: Standard error of the fluctuating echo intensities for different number of averages. The 
solid fine represents the empirical error with a time interval between successive pulses of 2.5 ms 
(Eq. 3.3, r=-0.99G5) and the dashed line represents the theoretical error assuming uncorrelated 
samples, that is, a[P(dB)] ; z:: 10loglo(l + IIVN-) (Bringi and Chandrasekar, 2001). 
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pulses of 2.5 ms, give the best quality of the precipitation signal, reducing the standard 
error of the fluctuating echo intensities up to 0.45 dB. However, a future modification 
which could have a significant impact would be to migrate to a 12 or 16 bit digitizer. 
3.3.2 Correction for AC coupling 
The averaged radar signal is AC coupled because of the characteristics of the radar receiver. 
AC coupling means that the average voltage of the radar signal for a single pulse is 0 Volts 
causing it to undergo a voltage shift (See Fig. 3.8). The original method in TRAILER to 
correct the voltage shift was inaccurate, revealingjumps between consecutive average radar 
signals. A new correction scheme has been implemented in order to locate the true base 
level more accurately. At 15 km above the ground, there are no echoes from precipitation 
and the voltage values obtained from the radar receiver at this height represent the true 
base level. However, small fluctuations of the echo intensities can introduce further errors 
when determining the base level. Averaging over a depth of 1 krn at 15 km above the 
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Fig. 3.8: True base level for AC coupling correction of VPR data. 
obtained, the correction is applied by adding the estimated base level to the averaged 
radar signal. The correction for AC coupling must be done to every averaged radar signal. 
Fig. 3.8 shows the effect of applying this correction. In this example, the estimated error 
caused by the AC-signal characteristics is approximately -3.5 dB. 
3.3.3 The minimum detectable signal 
The averaging of N independent samples reduces considerably the noise caused by the 
fluctuating nature of precipitation echoes but, does not completely eliminate it. The noise 
energy limits the ability of a radar receiver to detect a weak echo signal, because both 
signal and noise occupy the same portion of the frequency spectrum (Skolnik, 1980). There 
is therefore a level called minimum detectable signal, which has been reduced considerably 
with the averaging, but some fluctuations still remain around the base level that result from 
noise rather than from precipitation. Selecting a low threshold increases the likelihood 
that noise would be mistaken for a real signal, but too high means that some echoes from 
precipitation would be missed. The fluctuating echo intensities of the noise follow the 
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Fig. 3.9: Effects of applying a low-pass FIR filter to the averaged radar signals shown in Fig. 3.5. 
The quality of the signals has been improved considerably, reducing the effects of the echo fluctu- 
ations even when the number of independent samples is low. 
same distribution given by Eq. 3.1. Depending on the number of independent axrays, 
the value of a is given by Eq. 3.2. A threshold of one o, includes 68% of the fluctuating 
echo intensities of the noise, 2a includes 95% and 3a includes 99%; therefore, by choosing 
a threshold of 2ar guarantees that 95% of the noise at low levels of voltage is avoided. 
For instance, with 64 independent samples, the minimum detectable signal obtained is 
at 56.53 mV and all the values obtained below or equal to this level are neglected and 
equal to the base level (0 V). TRAILER utilises a threshold defined by the user, which is 
affected by the correction for AC coupling. VIPER utilises the improved algorithm. 
3.3.4 Digital filtering 
The averaging of N independent samples reduces considerably the effects of the fluctuat- 
Ing echo intensities and the inherent system noise. However, in applications where shorter 







the radar signal. For instance, a scanning weather radar system requires fast scanning 
at several elevation angles over a huge area. In such cases, the averaging intervals have 
to be reduced for real-time operation. Even when fast acquisition systems are used in 
the digitation process of the radar signal there will always be the constraint of averaging 
non-correlated samples. Therefore, real-time digital filtering techniques are proposed to 
reduce the standard error associated with the fluctuations of precipitation echoes when 
the number of independent samples being averaged is limited. Digital filters do not elimi- 
nate the averaging of independent samples, but they reduce the error associated with the 
fluctuations when the averaging is carried out over a limited number of samples. 
Appendix B presents one of the techniques employed to design a digital filter. Providing 
the suitable cut-off frequency to smooth the radar signals, the filtering subroutine has been 
implemented in the VIPER software for real-time operation. Fig. 3.9 depicts the radar 
signals shown in Fig. 3.5, but smoothed with a low-pass FIR filter. There is a noteworthy 
improvement in the quality of the radar signal because the high-frequency variations of 
the fluctuating echo intensities have been significantly reduced with the filtering. It is 
important to take into account digital filters as a possible alternative way of reduction of 
the standard error of the fluctuating echo intensities when fast scanning is required. 
Other applications of the digital filters described in Appendix B are in clutter sup- 
pression algorithms, as high-pass filters, in order to achieve attenuation of up to 40 dB in 
the low-frequency components (Keeler and Passarelli, 1990), but these uses are out of the 
scope of this research. 
3.3.5 Measurement of the equivalent reflectivity factor 
The calculation of reflectivity in the VPR is based on the Rayleigh approximation, where 
the radii of the hydrometeors should be much smaller than the radar wavelength (Battan, 
1973). Using this assumption, the Mie backscattering cross section of a spherical rain drop 
is reduced to the sixth power of the particle diameters. However, at X-band frequencies, 
with a wavelength of 3 cm, questions arise with the validity of this approximation for large 
scatterers. In the bright band, for instance, large aggregates are found (Barthazy et al., 
1998) and the Rayleigh approximation may be no longer valid. 




where C is a constant dependent on the characteristics of the radar, IK12 is the dielec- 
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tric constant3 of the hydrometeors, Z is the reflectivity factor and r the range from the 
radar to the scatterer. 
Applying the logarithm to both sides of Eq. 3.4, it follows that: 
10 log P, = 10 log(CK2) + 10 log Z- 10 log r2 (3-5) 
and the equivalent reflectivity factor in dBZ units is given by: 
10 log Z= 10 logP, + 10 log r2_ 10 log C- 10 log IK12 + 180 + 2.5 + XdB (3.6) 
The first term in Eq. 3.6 is the average power reflected back to the radax and it is 
given by: 
10 log P, = m, 'V + b, (3.7) 
where V is the averaged raw voltage coming from the receiver and m, and b, are 
related to the calibration curve of the receiver (See Fig. 3.3). The calibration slope of the 
receiver (m, ) is approximately 27.63 dB V-. The second term in Eq. 3.6 is the range 
correction; the third term is constant and dependent on the radar characteristics; the 
fourth term is the dielectric constant of the hydrometeors and it is taken to be 0.93 for 
water (Battan, 1973); the fifth term is a factor that must be added to obtain MM6 M-3 
rather than rn 6 M-3 ; the sixth term is the correction factor that must be added because the 
averaging is over the logarithm of the power reflected rather than over the power reflected; 
the seventh term is a correction factor to calibrate reflectivity measurements with other 
radar including system losses. 
To speed up the real-time acquisition process, a look-up table with a value equal to 
the sum from the second to the seventh term of Eq. 3.6 is built. Every element of the 
look-up table, is the additive correction for an echo found at a range r from the radar. 
3.3.6 Data compression and storage 
There is a need for data compression before any data storage takes place. Assuming 
the VPR gets around 1400 samples (with a maximum resolution of 7.5 m) every second, 
and the size of every sample is 1 byte, the data supply is 1400 bytes per second; in one 
day of data, it is around 115 Megabytes of information. However, there is no need for 
3The value of the dielectric constant depends on the complex index of refraction of the medium. For 
water is approximately 0.93, but for ice is 0.197 (Battan, 1973). 
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data storage in periods when it is not raining. Then, algorithms for data compression 
are quite important in order to optimize the storage capacity. According to Keeler and 
Passarelli (1990), there are two ways of compressing precipitation data; one of them is 
by keeping the data obtained at altitudes lower than the tropopause discarding any data 
above it. However, 1400 samples with a resolution of 7.5 m per sample cover 10.5 km in 
the vertical, which is just below the tropopause. The other way is by using a run length 
encoding algorithm, which compress strings of data having the same value. TRAILER 
had a compression algorithm to suppress the zeros (no echo condition) from the data set 
(McGill, 1992; Fabry, 1994b). This is based on the fact that regions with no precipitation 
usually contain long strings of zeros. When one region of no precipitation is found, the 
compression is carried out in two bytes, the first byte containing a0 value which will 
indicate the beginning of compression and the second byte containing the number of 
zeros that were compressed. This compression algorithm is quite useful and valuable and 
reduces the file size by around 70% in a day of moderate precipitation. Better compression 
could be achieved by encoding strings of the same value, but it will be dependent on 
the type of precipitation being measured. If large variations are found in the vertical, 
as in the case of convection, the algorithm rather than compressing will be increasing 
the amount of information to be stored. Then, attention must be focused when higher 
ratios of compression axe needed. Another point to take into account is that because the 
compression algorithm runs in real-time, it needs to be fast and easy to implement. It was 
therefore concluded that the zero-suppression algorithm is quite useful when compressing 
weather radar data and this was deployed in the VIPER code. 
With the advance of magnetic recording technology, the data transfer rate in hard 
drives has also improved considerably, reaching around 100 MBps. However, in order 
to estimate the average time that a hard drive takes saving information, there are other 
factors that control the performance of the hard drive, such as the seek time and latency. 
The seek time is the time that a drive takes to position its Read-Write (R/W) heads over 
the tracks; typical values are around 8 ms. The latency is the settling time of the R/W 
head; for a typical 7200 RPM drive it is just less than 8 ms. The sum of the seek time and 
latency is the access time. With the current technology, if around 1.4 KB of data must be 
recorded every second, the average time spent by the hard drive saving that information 
is around 16 ms. Thus, with the current technology, hard drives are fast enough to record 
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Fig. 3.10: Soft-ware developed for the acquisition and analysis of VPR data. 
3.4 Software developed 
3.4.1 Real-time acquisition software 
Taking into account all the processing tasks discussed in Section 3.3, two different rea, l- 
tillic applications have been developed to acquire VPR data. One of the applications runs 
mider Microsoft Windows (MW) and tile, other under DOS (See Fig. 3.10). 
Regarding the application running under MW, there are soine support files on the 
wcb site of the board-manufacturer 4 which include an ActiveX (forinerly OLE) custoin 
control to interface the digitizer board with the applications being developed under MW. 
The ActiveX control packages all the. functionality of the digitizer board in a very simple 
programming model. The. ActiveX control is a, low-level device driver that can be used with 
high-level languages as Visual C++ or Visual Basic. The applications using the ActiveX 
control run as two parallel tasks: the application runs as the foreground task while the 
ActiveX control runs as the background task in parallel with the digitizer board. In this 
way, the foreground task may be doing the digital signal processing while the background 
task is acquiring new data. The foreground and background tasks are synchronized using 
NIW events. The MW events are inessages, which indicate the finalization of some given 
activity, c. y. the acquisition of 2048 samples. When an event occurs, the application 
responds to the event by briefly suspending its current task and executing some specific 
code to process the new data. This is the principle of the event-driven multitasking 
environment under MW. There is a specific time interval over which the ActiveX control 
will check the hardware status, c. g. the end of data acquisition. The lowest interval that 
(,, in be set is of I ins. However, doing some tests with a PHI based processor al, 800 MHz 
the maximal interval obta. ined was of 10 in,;. This polling interval is sufficient to acquire 
"lit t 1): //www. k(,. itlil(ý. v. (7oiii. 
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Vertical Reflectivity Profile 
















Fig. 3.11: Real-time VPR data ac(plisition software (VIPER for Windows). 
precipitation echoes according to Battall (19'3). but unfortunately it is (jcpejj(j(qjt oll tjj(ý 
processor speed. In the Pentium MMX based processor at 166 MHz, the polling interval 
is around 50 ins. Additionally, there are many sources of events such as. lll()Ils(, jjjov(ý111(ýIlt 
and clicking, keyboard, etc.. which are running in Imi-allel with thc system. Every event 
has a priority, depending of how important it is in the system. But, more alarming than 
dependency on processor speed is the lack of predictability of MW events. Then. mider 
MW it is difficult to control with accuracy the time taken to average N independent 
arrays. In Fig. 3.11 is shown the application running under MW, averaging 128 samples. 
A second type of data acquisition software has been developed mider the DOS vil- 
vironnient. It follows what Fabry (1994b) stated: "Evem time I had to choosc bctiveen 
c1c gance and speed (cither programming or exe(ution), speed uias thc winner". Then, the 
only way to tal) t, he full power of the processor, is programming tit(, acquisition code in 
a low-level language such as assembler. However, there is no need to prograin the whole 
software in assembly language. The most important subroutine in a weather radar acqui- 
sition system are the data acquisition and averaging of N independent arrays. For this 
reason, tit('. ac(I'lisitioli-averaging subroutine has ])(! (! it written iii assembly language (See 
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Appendix A), which can be easily linked to C++, Basic or some other high-level language 
to take advantage of the full power of the processor. The software is intended to run under 
DOS, because tinder MW, there is no control of the operating system events and under 
DOS there is not such a problem because there is only one application running at any 
time. To soine extent this identifies an engineering deficiency in a modern windows-based 
environment. 
The rest of the signal processing described in Section 3.3 to obtain the reflectivity signal 
has been programmed under C++, which is an object oriented programming language 
and it makes it easier than the Basic or C standard to develop complex applications. 
The graphics environment has been developed with the help of the Mirbo C++ library 
(Borland, 1990). Several parameters can be modified in real-time, but in general, acquiring 
and averaging 256 independent arrays of 2048 samples takes approximately 650 Ms. It 
means that the average time interval between successive pulses is approximately 2.5 Ms. 
Reducing the number of samples in the vertical (e. g. < 2048) will reduce the acquisition- 
averaging time, but there is a limit, which is imposed by the PRF of the transceiver. For a 
PRF of 1300 Ilz (short and medium pulses) there are 1300 independent arrays per second 
and for a PRF of 650 Ilz (large pulse) there are 650 independent arrays per second. In 
theory, at 20 N111z acquisition frequency, it should be possible to obtain a sufficient amount 
of data (20 millions of bytes per second), but in practice, it is not possible. When the 
digitizer board finishes acquiring a set of samples, the application starts reading from the 
digitizer board memory and transferring the data to new memory locations. During the 
reading time, the digitizer board could have missed several pulses. Additionally, there are 
lost pulses due to internal errors in the digitizer board and it needs to be restarted. 
On the other hand, the digital signal processing takes around 350 ms and includes the 
transformation to the equivalent reflectivity factor, and the compressing and storing of the 
data for further analysis. This is the reason why the temporal resolution of the VPR is 
set in approximately one second, averaging 256 independent pulses. Temporal resolutions 
of one second guarantee to track the evolution of any type of precipitation using the 
VPR. However, scanning weather radars require shorter temporal intervals, because they 
usually scan over a large area in a very short period of time; this mainly to guarantee the 
microphysics of precipitation has not changed considerably during the data acquisition 
phase. In such cases, fewer independent samples should be averaged and digital filtering 
techniques can be applied in real-time to reduce the high-frequency fluctuations of the 
reflectivity signal (See Section 3.3.4). 
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Fig. 3.12: Off-lille VPR data analysis soft. ware (VIPER). 
3.4.2 Off-line data analysis software 








Ili order to carry out further analysis of the refivctivity data, all off-jille appji(-jjtiojl 11; u", 
been developed under MW (See Fig. 3.12). In this application tinic is not it constraint 
and several off-line processing ta,,, ks can be added to the software. 
The standard display formed of VPR data is the Height Time Indicator (11TI), which 
has the time ill the horizontal scale alid height ill the vertical. Ail example of 11TI during 
stratiforni rainfall is shown ill the Fig. 3.12. Before 11: 15 Ili- GNIT. the bright band is 
located between 1.5 kill and 2.0 kill, with peak reflectivities between 25 dBZ to 30 (113Z. 
Below the bright band, the rainfall refi(vtivities are under 20 (111Z. At 11: 15 lir 
the bright hand disappeared and ice pellets with diameters less than 5 min were observed 
during 10 minutes approximately. The vertical reflectivity profile presents large reflectivitY 
variations reaching up to 45 dBZ. After 11: 25 lir GMT, the bright band reappeared at 
the same height ws the beginning, with peak reflectivities around 30 dBZ and rainfall 
reflectivities around 20 dBZ. Then, with the VPI? is possible to study. ill great detail, the 
natural variation of the vertical refiectivity profile. 
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3.5 Conclusions 
This chapter has described in detail the characteristics in the hardware and software of the 
VPR system. Regarding the software characteristics, the most important part in the signal 
processing of precipitation echoes is the acquisition and averaging of a given number of 
independent samples. This averaging is necessary in order to reduce the fluctuations of the 
precipitation echo intensities. These fluctuations are due to the movement of the particles 
within the radar volume being examined (Battan, 1973). The reduction of error of the 
fluctuating echo intensities is related to the number of independent pulses to be averaged 
and the time interval between successive pulses. It has been found that the fluctuating 
echo intensities follow a well defined Gaussian distribution, as stated by Marshall and 
llitsdifeld (1953), with zero mean a standard deviation given by 0, = 3.925ON-0.3883 dB, 
with a time between successive pulses of 2.5 ms. The standard error associated when 
averaging 256 independent samples is 0.45 M. In order to reduce further the error it 
is not only necessary to increase the number of independent pulses but also to increase 
the resolution of the digitizer board (e. g. to 12 or 16 bits). The standard error associated 
with the fluctuating echo intensities is also a helpful parameter to define the minimum 
detectable signal. A threshold of 2o, avoids 95% of the fluctuating echo intensities due to 
noise for values of voltage close to zero. 
Taking into account the blocks involved in the signal processing of precipitation echoes 
(See Fig. 3.4), two different real-time applications have been developed to acquire VPR 
data. One of the applications runs under Microsoft Windows (MW) and the other under 
DOS. The former has been programmed in Visual C++, but it has been found to be de- 
pendent on the MW events and not reliable in real-time. The latter has been programmed 
in C++ under DOS. The acquisition and averaging subroutines have been written in as- 
sembly language, directing the whole processor power in caxrying out the most important 
task in a weather radar data acquisition system. The DOS application has been found to 
be very reliable and it is possible to obtain a temporal resolution of 1 second averaging 256 
samples with 2048 data points. The main advantage of this new software with respect to 
the TRAILER version is the modularity within the source code, facilitating to plug-in new 
real-time algorithms. Moreover, the processing of the reflectivity signal has been improved 
with the analysis of the echo fluctuations to produce a more accurate reflectivity signal. 
In applications where shorter temporal resolutions are required, digital filtering tech- 
niques can improve the quality of the reflectivity signal by reducing considerably the effects 
of the echo fluctuations. FIR filters can be applied in real-time to the averaged radar sig- 
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nal, even when the number of independent samples is low (Compare Figs. 3.5 and 3.9). 
This is particularly important in scanning weather radars, where fast scans are required 
to cover some specific area. 
In addition, an off-line application running under MW has been developed in order to 
study the variation of the vertical reflectivity profile of precipitation, which is the main 




Algorithm to detect the bright 
band from single- p olarisat ion 
vertical reflectivity profiles 
4.1 Introduction 
Several algorithms have been proposed to detect the bright band boundaries from the Ver- 
tical Reflectivity Profile (VRP) of precipitation. Some of them involve single-polarisation 
reflectivity data (Klaassen, 1988; Fabry and Zawadzki, 1995; Tilford et al., 2001) and 
others dual-polarisation techniques (Hines, 1983; Hopper et al., 1991; Tan and Goddard, 
1995; Bandera, et al., 1998). Dual-polarisation over single-polarisation techniques are more 
advantageous in the determination of the size, shape, phase and orientation of the hydrom- 
eteors and it can be easier to identify the bright band. However, algorithms involving 
dual-polarisation techniques can not be applied when only single-polarisation reflectivity 
data are available. 
Most of the bright band detection algorithms using single-polarisation VRP take into 
account the large reflectivity gradients associated with the bright band. Then, the varia- 
tion of the vertical reflectivity profile Z(h) is reflected in the first and second derivatives, 
that is, dZldh and d2Z/dh2. In image processing for instance, the object boundaries are 
related directly to the edge detection, being those places where the image intensity changes 
quickly. The use of the first and second derivative's is fundamental. 
The bright band detection algorithm proposed by Tilford et al. (2001) makes use of 
the reflectivity gradient dZldh. The peak reflectivity of the bright band is located at 
a height ho where the reflectivity gradient is zero, that is dZ(ho)/dh = 0. There are 
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two additional points below and above ho, where the reflectivity gradient is maximal and 
minimal respectively. Thm points represent the state where the reflectivity inside the 
bright band reaches maximum and minimum slopes respectively. Beyond these points, 
the vertical reflectivity gradient will tend to decrease. The bright band top and bottom 
arc estimated based on the fact that the maximum and minimum gradients mark the 
inid-points of the bright band boundaries. This is considering that these points define 
the mean reflectivity inside the bright band. However, the bright band signature changes 
constantly in space and time. The maximal gradients in the bright band are not always 
the mid-points of the bright band boundaries. For some cases, where the shape of the 
bright band is symmetric, the top and the bottom will be estimated correctly, but in most 
of the cases, it changes considerably and such an approximation often becomes invalid. 
Bandera et al. (1998) proposed that for stratiform events the estimation of the bright 
band boundaries are better determined by the reflectivity gradient for the top and through 
the use of the linear depolarisation ratio (LDR) for the bottom. In convective situations 
where no bright band is apparent, LDR is used to detect the boundaries. As a first 
approximation, the estimation of the maximum and minimum gradients of reflectivity as 
in Tilford's algorithm is carried out. Then, taking advantage of the fact that the value of 
the reflectivity gradient in the bright band is higher than the value outside, an iteration 
process is performed comparing the average slopes inside and outside the bright band. 
This algorithm initially depends on the values of reflectivity taken outside the bright 
band. It assumes that there is a certain homogeneity outside the bright band, and even 
when there is a general trend outside the bright band, large local variations may influence 
the estimation of the real boundaries. 
Klaassen (1988) defines the top of the bright band as either the point where the 
reflectivity is equal to the underlying rain or the height where the gradient d2Z/dh2 > 0; 
the bottom of the bright band is calculated when the Doppler velocity profile reaches its 
maximum value minus 0.5 m s-1. One disadvantage of this proposal is that the weather 
radar must possess Doppler capability. Additionally, the value of the reflectivity at the 
top of the bright band is not necessarily the same value of reflectivity at the bottom of 
the bright band. 
Fabry and Zawadzki (1995) define the top and bottom of the bright band as being 
where the curvature of the logarithm of the reflectivity is a maximum. No further details 
are given in the detection process, but assuming they make use of the curvature function 




[1 + (dZ/dl&)2]372- 
For instance, a large value of curvature is obtained on the peak of the bright band. 
However, around the bright band boundaries, there are several peak curvature values, 
which make it a bit confusing in the detection of the real boundary. Choosing the max- 
imal from all these values does not mean the real boundary of the bright band has been 
identified. The use of the curvature function to detect the bright band boundaries requires 
a strong curvature in order to have clear detection. This fact was also recognized by Fabry 
and Zawadzki in the analysis of the bright bands in Montreal. 
All the bright band detection algorithms discussed in this section have a good per- 
formance for certain types of profiles, but the variation of reflectivity in the bright band 
makes it difficult to detect the boundaries for any detection algorithm based on the gra- 
dient of reflectivity, dZldh. This chapter presents a new algorithm to detect the extent of 
the bright band from single polarisation vertical reflectivity profiles of precipitation. The 
proposed algorithm avoids the use of the reflectivity gradient dZldh by performing the 
detection process from a different perspective. 
4.2 Data 
An X-band Vertically Pointing weather Radar (VPR) has been deployed at several sites in 
order to study the variability of the vertical reflectivity profile. The overall characteristics 
of the VPR have been given in Chapter 3. The VPR measures echoes from precipitation 
along the vertical in the atmosphere at a specific time intervals (1 s averaging 256 indepen- 
dent samples) - These averaged echoes are related 
directly to reflectivity and then through 
empirical equations to rainfall rate. The standard display formed with VPR data is called 
the Height Time Indicator (HTI) with height and time in the vertical and horizontal axis 
respectively. VPR data from Bristol, UK have been employed in this analysis. 
On the other hand, it is not only possible to measure the variation of the vertical 
reflectivity profile with high-resolution VPR data, but also with a weather radar operating 
in a Range Height Indicator (RHI) mode. An RHI scan provides a cross-section of a storm 
and it gives information about the vertical structure of precipitation. It is composed, 
at some particular azimuthal angle, of several profiles at different elevation angles. The 
result, is a scan with range in the horizontal scale and height in the vertical. Every 
profile at different elevation angles should be fast enough to guarantee the microphysics of 
precipitation has not changed during the rest of the elevations. RHI scans from Chilbolton 
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Features of Chilbolton S-band radar 
Frequency 3075 MHz 
Wavelength 10 cm (S-band) 
Antenna diameter 25 m 
Bearnwidth 0.25 degrees 
Peak power 600 kW 
PRF 610 Hz 
Pulse width 0.5 As 
Polarisation linear: horz/vert 
Spatial resolution 75 m 
Temporal resolution 210 ms (64 pulses averaged) 
Table 4.1: Features of the Chilbolton weather radar (Rom Goddard et al., 1994; Goddard, 1995) 
weather radar have been used for this analysis. 
The Chilbolton radar is operated by the Radio Communications Research Unit (RCRU). 
It is an S-band (10 cm wavelength) weather radar developed to study the effects of rain 
on communication systems (Goddard et al., 1994). It is the largest steerable meteoro- 
logical radar in the world, with 25 m antenna diameter, allowing measurements with a 
very narrow beamwidth of 0.25 degrees. The short pulse width of 0.5 ps allows a range 
resolution of 75 m. The temporal averaging is done over 64 independent arrays in approx- 
imately 210 ms. The features of the Chilbolton radar are summarised in Table 4.1. The 
Chilbolton radar has dual-polarisation and Doppler capabilities, which allow the study of 
the size, shape, phase and orientation of the hydrometeors and wind field measurements 
respectively. Combining both capabilities, it may be possible to improve radar rainfall 
measurements. Similarly to the VPR, the reflectivity measurements from Chilbolton are 
obtained using the Rayleigh approximation. This assumption is valid even for large scat- 
terers due to the long wavelength of the radar. Additionally, attenuation effects at 3 GHz 
frequency may be neglected. 
An example of an RIII from 0 to 25 degrees is shown in the Fig. 4.1. The bright band is 
located at around 2 krn height with peak reflectivities up to 50 dBZ. As the range increases, 
there is an increase in the sampled volume and a decrease of radar resolution. In RHI 
scans, the bright band loses its intensity due to the spreading of the radar beam at long 
ranges. The same effect occurs in conventional scanning weather radar measurements. 
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Fig. 4.1: RHI scan from Chilbolton on 19 December 1995. 
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however HTI scans are single point inea. surements, observing the precipitation passing 
overhuid and RHI scans ; ir(, cross section invasurcinents observing precipitation ()%-(, r a 
long rangc. VRP from HTI scans are obtained directly because the radar heam is Imint- 
ing vertically, but for an RHI scan, the VRP has to be constructed from beams at dif- 
ferent clevations and taking into account the radar beam propagation through standard 
atmosphere. 
4.3 Fý-equency analysis of reflectivity 
The spatial and temporal variation of th" VIIP gives a Chh' to the "ature ()f the storm. 
Fabry and Zawadzki (1995) define five different categories of VRP in rain: low level rain, 
rain with bright band, rain from compact ice, showers and deep convection. Towers (1996) 
includes all these profiles in three broad categories: true stratiforin, mixed stratiforin and 
convective, and showers. Tile typical bright band signature is common in stratiforin precipý- 
itatioll, with small variation,,, of reflectivity below and above the bright band. Sometimes 
wind shear effects are strong enough that they distort the typical bright band shape and 
tile VRP presents large variations not only spatially (along tile vertical) but also tempo- 
rally (along tile horizontal). This type of VRP (, all 
be classified as stratiforin-convective 
and it is quite interesting because the bright band signature is not as well (lefille(l as in 
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Fig. 12: Vertical reflvctivity profiles froin Bristol, UK. a) b) and (7) Stratiforin rainfall, (1) v) and 
f) minfall. All the events are from 100 in to 4100 in, spati; d resolution 7.5 in 
and temporal msolution I s. 
stratiforni precipitation. Stratiforin and stratiforni-convective VRP have b(Tit. analysed 
becallse tll(.. v present the Illost important bright band features and the rest of the VRP 
defilled bY FlIbi-Y and Zawadzki (1995) and Towers (1996) are also important but, they are 
wit of* tit(, scopc of this research. 
Fig. . 1.2 shows three different events presenting stratiforin and stratiforin-convective 
VRP's. E'very image in Fig. 4.2 is composed of two signals: along the vertical every profile 
is described as it function of height Z(h), whereas along the horizontal every profile is 
described as a function of time Z(t): then every image is described Iýy a ffinction of time 
and height Z(t, h). The continuous reflectivity Z(h) (or Z(t)) can be represented as a 
discrete sequence -Y[n] 
Iýy: 
z[n] = Z(nT), n=0,1,2, (4.2) 
where T is the sampling period and it represents the space between two consecutive 
samples (T = 71.5 in for Z(h) and T=1.0 s for Z(t)). The reciprocal of the sampling 
period is called the sampling frequency (F, = 11T) 
The transformation of a signal from tinie/height domain into the frequency doinain 
phkYs it key role in the study of the signal frequency characteristics. Han (1991) explained 
the importance of spectral analysis in the temporal and spatial domain by choosing the 
right smnpling frequency in order to prevent large aliasing errors from radar rainfall data. 
Frequency ; malysis of reflectivity profiles involves primarily the computation of the Fourier 
transfimn. The Discrete Fourier Transform (DFT) of z[7t] is given by (Mitra, 2001): 
N-1 
ZA = ZWw)lw=27rk1N -E z[nl C-j27rkiil, 
%" 0<k<N-1 (4.3) 
? 1=0 
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where N is the number of elements in tile array and w is tile real frequency variable. 
The energy density spectrum of Zfkj is given by (Mitra, 2001): 
IZ[k] 12 or Sýý (W) =IZ (W) 12 (4.4) 
The energy density spectrum represents the distribution of energy for every frequency 
involved in the construction of the sequence z [n] . The total energy of the sequence is given 







The events shown in Fig. 4.2 are analyzed in the following way. For every event, the 
vertical reflectivity profiles Zj (h) are extracted and transformed to zj [n) using Eq. 4.2 and 
their DFT Zj[k] are calculated. The relationship containing all the frequencies involved 
in each vertical profile and for every event shown in Fig. 4.2 is calculated by: 
m 
Z. [k] =E Zj [k] 
j=l 
(4.6) 
where m is the number of profiles. Similarly, in the temporal domain, all the profiles 
Zi(t) are extracted and transformed to zi[n] using Eq. 4.2 and their DFT Zj[k] are cal- 
culated. Only those profiles below 1500 m are taken into account because variations on 
the top of the precipitation are not important for hydrological purposes. The relation- 
ship containing all the frequencies involved along the time scale for every event shown in 
Fig. 4.2 is calculated by: 
Zt [k] Zi [k] (4.7) 
where n is the number of profiles. Z, [k] represents the spatial variation of reflectivity, 
whereas Zt[k] represents the temporal variation of reflectivity. The magnitude of Eqs. 4.6 
and 4.7 is standardized to unity removing the DC component. The DC component is not 
important for this analysis, but it may have a large impact in the results. 
The spatial energy density spectrums for every one of the events shown in Fig. 4.2 
are depicted in Fig. 4-3. The frequency is normalised to 1, which is equivalent to half the 
sampling frequency (i. e. F, /2 with F. = 1/7.5 m-1). For instance, a frequency of wl7r =1 
corresponds to a signal with a sinusoidal component varying within 15 m; W/7r = 0.1 
corresponds to a signal with a sinusoidal component varying within 150 m and so on. The 
frequency scales of Fig. 4.3 are logarithmic to appreciate in detail the low-frequency signal 
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Fig. 4.3: Spatial power spectrum distribution for the events shown in Fig. 4.2. 
there are important frequencies composing the vertical reflectivity profiles, but what is 
the threshold defining these important frequencies? Unfortunately there is not a rule to 
follow to obtain this threshold. In filter design for instance, the designer defines a point 
above the noise level, where there is an abrupt change in the behavior of the signal. Below 
this level the signal will be buried by noise. For the signals shown in Fig. 4.3 there is a 
decrease of energy as the frequency increases up to the point where the signal reaches the 
level of noise. Therefore, it is not straightforward to apply the same criteria. It is possible 
to assume that the level of noise is constant over all the frequencies and the noise can be 
modeled as a white noise. The power spectral density of the white noise has a constant 
value (a2) for all the frequencies (Mitra, 2001) and o- corresponds to the levels of noise 
depicted in Fig. 4.3 and it is different for every event. Therefore, the averaged energy of 
the signal without noise is calculated by: 
1 7r 
I Z., t (w) - o, 
12 dw (4.8) F7r 
Tr 
The above expression represents the total energy of the signal considering the effects 
of the white noise. If the integration of Eq. 4.8 is carried out in an interval lower than 
[-7r, 7r], the result is a percentage of the total energy of the signal as a function of the fre- 
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Fig. 4A Percentage of the total energy of the spatial power spectrum distribution as a function 
of the integrated frequencies for the events shown in Fig. 4.2. The solid fine represents the results 
for stratiform precipitation and the dashed fine for stratiform-convective precipitation. 
quency. Following this procedure, the accumulative energy curve is depicted in Fig. 4.4. It 
is straightforward to establish that 95% of the total energy for stratiform and stratiform- 
convective VRP comprises frequencies smaller than 0.1 (i. e. wl7r < 0.1). Therefore, the 
spatial frequency analysis shows that stratiform and mixed stratiform-convective precip- 
itation present very similar characteristics. All the frequencies smaller than 0.1 contain 
95% of the total energy of the signal and for the design of a low-pass filter, this value can 
represent the cut-off frequency of the filter. 
The temporal energy density spectrums for the events shown in Fig. 4.2 are depicted in 
Fig. 4.5. Again, the frequency is normalised to 1, which is equivalent to half the sampling 
frequency (i. e. F, /2 with F, =1 s-1). A frequency of wl7r =1 represents a signal with 
a sinusoidal component with a frequency of 2 s; a frequency of wl7r = 0.1 represents a 
signal with a sinusoidal component with a frequency of 20 s and so on. Tile Fig. 4.5 
shows that there are high-frequency components due to noise and a similar procedure may 
be followed to obtain the percentage of the total energy of the signal as a function of 
frequency. The accumulative energy curve is shown in Fig. 4.6.95% of the signal's energy 
comprises frequencies wl7r < 0.011 for stratiform, reflectivity profiles and W/7r < 0.033 for 
stratiform-convective reflectivity profiles (See Table 4.2). 
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Fig. 4.6: Percentage of the total energy of the temporal power spectrum distribution as a function 
of the integrated frequencies for the events shown in Fig. 4.2. The solid line represents the results 
for stratiform precipitation and the dashed line for stratiform-convective precipitation. 
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F, 0.1/15 M-1 
F, - 0.1/15 m-1 
I Pc 0.011/2 s-1 
Fc 0.033/2 s-1 
Table 4.2: Cut-off frequencies from signals shown in Fig. 4.3 including the 95% of the total energy. 
It is interesting to note that the reflectivity profiles from stratiform and stratiform- 
convective precipitation in the spatial domain Z(h) present similar characteristics in the 
frequency domain Z, [k]. However the reflectivity profiles in tile temporal domain Z(t) 
present different characteristics in the frequency domain Zt[k] depending on the pre- 
cipitation type. The cut-off frequencies indicate that shorter temporal averages are al- 
lowed in stratiform-convective precipitation than in pure stratiform precipitation (See 
Section 4.4-1). 
A general frequency spectrum covering the spatial and temporal frequency domains 
with its respective cut-off frequencies is depicted in Fig. 4.7. In the discrete domain the 
spectrum is repeated every F, 12. Rom this figure is very clear that the spatial-temporal 
reflectivity signal can be resampled at a different frequency without losing the signal char- 
acteristics. The Nyquist theorem establishes that a signal can always be recovered given 
that the sampling frequency is more than twice the highest frequency component. Assum- 
ing that the highest frequency component is the cut-off frequency, the sampling frequency 
could be F. ý: 2F,. For instance, in the spatial frequency analysis the cut-off frequency 
is F, = 0.1/15 m-1; in the worst of the cases, the VRP could have been sampled every 
75 rn (i. e. F. = 1/75 m-1) and still would have similar frequency characteristics to the 
VRP sampled at 7.5 m. This is important in terms of designing a real-time VRP mea- 
surement system for on-line vertical reflectivity correction. Through the signal frequency 
Fig. 4.7: Frequency spectrum of the spatial and temporal reflectivity profiles depicted in Figs. 4.3 
and 4.5 respectively with cut-off frequencies shown in Table 4.2. 
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analysis is straightforward to develop digital filters to remove the high-frequency noise of 
the reflectivity signal. 
4.4 Bright band detection algorithm 
A good estimate of the bright band boundaries conveys a deep understanding of the bright 
band characteristics. The better the way to detect the boundaries of the bright band, the 
better the interpretation of results among the reflectivities above, within and below the 
melting layer. 
A general view of the algorithm to detect the bright band is shown in Fig. 4.8. The HTI 
or RIII scans are preprocessed independently to obtain the VRP. The VRP is the input to 
the bright band detection algorithm, which is divided in two blocks: digital filtering and 
boundary detection. 
4.4.1 Preprocessing of HTI scans 
The HTI scans are composed of VRP with a temporal resolution of 1 s. Every VRP 
can be filtered independently and the bright band boundaries can be detected at the 
same temporal resolution. However, it is not necessary to detect the bright band with 
such a high temporal resolution because the temporal variation of the reflectivity during 
stratiform precipitation occurs over a longer time scale. Rom Section 4.3, the temporal 
frequency response for different rainfall events has the shape shown in Fig. 4.7 with cut-off 
frequencies being 0.011/2 s-1 and 0.033/2 s-1 for stratiform and stratiform-convective 
precipitation respectively (F. =1 s-1). This means that the VRP can be averaged and 
resampled over longer time intervals and still will have similar frequency chaxacteristics 
to the VRP sampled at one-second temporal resolution. Therefore a compromise must 
be made between having enough measurements to smooth the vertical reflectivity profiles 
(Fabry and Zawadzki, 1995) while allowing the changes due to the dynamic nature of 
the storms. Two preprocessing tasks are applied to the VRP from HTI scans: temporal 
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averaging and resampling. Both of them depend on the cut-off frequency of the VRP in 
the temporal domain. 
Temporal averaging is a type of filtering and it reduces the noise by the factor 1/v'N-, 
where N is the number of samPles. A moving-average filter of N coefficients has a rectan- 
gular impulse response h[k] = 11N. This filter has the effect of smoothing a noisy signal by 
suppressing its high-frequency variations. The magnitude response of the moving-average 




The normalised cut-off frequency (W,, /7r) of the moving-average filter can be calculated 
from Eq. 4.9 for JH(eiw) I= 1/2. Using numerical methods to solve Eq. 4.9, it is obtained 
that the cut-off frequency of the moving-average filter is estimated by: 
1.0078 3.9107N- 2 e,. N < loo (4.10) 
Thus, the number of coefficients of a moving-average filter as a function of the cut-off 
frequency is estimated by: 
0.9922,0 
:5 N=3.8696w, - 
-, wc 
< 7r (4.11) 
The above expression indicates that the number of coefficients of a moving-average 
filter using the normalised. cut-off frequencies 0.011 and 0.033 (From Table 4.2, we = 0.011r 
and w, = 0.033r respectively) are approximately 109 and 36 for stratiform and stratiform- 
convective precipitation respectively. 
On the other hand, resampling involves to take into account the highest frequency 
component of Z(t). The sampling frequency must be at least twice the highest frequency 
component, that is, F. ý: 2F,. The sampling period is T= 11F,. The cut-off fre- 
quencies for stratiform and stratiform-convective precipitation are F, = 0.011/2 s-I and 
F, = 0.033/2 s-I respectively. Thus, the maximal sampling periods are 90 s and 30 s 
approximately. 







: 5,90 s 
<30 s 
Table 4.3: Maximal number of coefficients of the moving-average filter and maximal resampling 
periods in stratiform and stratiform-convective precipitation. 
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Fig. 4.9: Effects of temporal averaging of vertical reflectivity profiles. 
The temporal averaging and resampling are summarised in Table 4.3. In stratiform. 
precipitation is possible to apply a moving-average filter with up to 109 coefficients (i. e. up 
to 109 s of averaging interval) and the resampling interval can be up to 90 s. As soon as 
convection is present in stratiform, precipitation, the number of coefficients of the moving- 
average filter is reduced to 36 (i. e. up to 36 s of averaging interval) and the resampling 
interval to 30 s. Fig. 4.9 shows the effects of averaging VRP from stratiform precipitation. 
The maximal reflectivity in the bright band has decreased from 30 dBZ to approximately 
26 dBZ when averaging 120 s and 240 s respectively. This difference represents a big 
problem for the study of the bright band intensity and for the estimation to rainfall rate. 
Thus, the averaging interval should be small enough to deal with the temporal vaxiation 
of reflectivity and consequent changes in the bright band. In this study, the number of 
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coefficients of the moving-average filter has been fixed to 30 (i. e. 30 s of averaging interval) 
and the resampling interval has been fixed to 30 s. These results can be extended to rainfall 
events presenting similar characteristics. 
4.4.2 Preprocessing of RHI scans 
On the other hand, an RHI scan has M beams at Al different elevation angles from around 
0 to 30 degrees, every one of them separated approximately with the same incremental 
angle. In order to extract the VRP, a transformation from polar to rectangular coordinates 
should be carried out. In an RHI scan, every pixel represents reflectivity at some specific 
range from the radar site and height above the earth surface. The horizontal resolution is 
related directly to the pulse width whereas the vertical resolution to the beamwidth and the 
number of elevation beams. Every VRP from an RHI scan is extracted from several beams 
at different elevation angles and at the same range from the radar site. All this process 
is carried out following the beam propagation under standard atmospheric conditions and 
taking into account the 4/3 earth curvature approximation. The transformation from 
polar to rectangular coordinates is a kind of resampling. The spatial resolution along the 
vertical has been fixed in 10 m, which can be supported with the frequency analysis carried 
out in the last section. The spatial resolution along the range has been fixed as half the 
pulse width of the radar beam, according to the Nyquist theorem. 
An RHI scan is a composite image, which varies in space and time, but the variation 
between adjacent measurements is so small that the radar scan can be seen as a continuous 
image. It means that digital image processing techniques can be applied to RIII scans. 
The reflectivity values in an RHI scan are very noisy and the transformation from polar 
to rectangular coordinates will introduce more noise to the data. Using a two-dimensional 
average filter reduces considerably the noise in the RHI scan. With this filter, the echo 
intensity at some particular point is replaced with the average of the echo intensities in 
a square window around the echo. The resultant echo intensity depends on the window 
size and it is obtained directly by convolving the data with the window. The size of the 
window should be small to avoid taking into account reflectivity measurements too far 
away from the measurement in question. It has been found that with spatial resolutions 
of 10 m times 300 rn in the vertical and horizontal scale respectively, the effects of noise are 
reduced considerably when using an average window of 5x5. Every value of this window 
has a weight of 1/25 and it represents an averaging of 50 m by 1500 m along the vertical 
and horizontal scales respectively. 
The averaging is part of the preprocessing of the reflectivity signal in both IITI and 
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Fig. 4.10: Smoothed VRP using a low-pass a) IIR filter (9 coefficients) and b) FIR filter (66 
coefficients). Both filters have a normalised cut-off frequency of 0.1 and a transition width of 0.05. 
IIIII scans. Without it, the detection of the bright band between consecutive vertical 
reflectivity profiles would be highly variable. 
4.4.3 Digital filtering 
The VRP may have unwanted high-frequency noise due to either sampling errors or the 
characteristics of the radar transceiver. In order to reduce the visible effects of noise a 
low-pass digital filter must be applied. The spatial frequency characteristics obtained is 
Section 4.3 are taken into account to design the appropriate low-pass digital filter. The 
VRP may come from either HTI or RHI scans (either Z(ti, h) or Z(ri, h)). 
The design of a low-pass digital filter is presented in Appendix B. Finite Impulse 
Response (FIR) filters are prefered instead of Infinite Impulse Response (IIR) filters to 
guarantee stability in the filtering process. Fig. 4.10 shows a comparison between a FIR 
and a IIR filter. Small ripples or instabilities appear in the VRP using a IIR filter, which 
can produce further errors in the bright band detection process. This is the main reason 
for using FIR filters. 
The number and values of the filter coefficients h[k] are based on the characteristics of 
the reflectivity signal. From the spatial frequency analysis carried out in Section 4.3, the 
reflectivity echoes along the vertical have the majority of their energy in the low-frequency 
spectrum. The most important parameter in digital filter design is the cut-off frequency, 
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b) Smooding with a 64-c FIR filter 
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Fig. 4.11: Smoothed VRP using a low-pass FIR Mter with a) 32, b) 64, C) 96 and d) 128 coefficients 
and a normalised cut-off frequency of 0.1. 
which is F, = 0.1/15 m-1 for stratiform and stratiform-convective VRP (See Section 4.3, 
Table 4.2). 
Appendix B presents the design of a FIR filter using a Hamming window. The char- 
acteristics of the low-pass FIR filter are: 
The cut-off frequency has been established in F, = 0.1(F. 12) with F,, = 1/7.5 m-1. 
Thus, the normalised cut-off frequency is w, /7r = 0.1. Any change in the spatial 
resolution of the VRP will be reflected in a change of the normalised cut-off fre- 
quency of the filter. Therefore, the normalised cut-off frequency will change to 
w,, 17r = 0.1(T/7.5), where T is the new spatial resolution of the VRP and 7.5 is 
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Fig. 4.12: a) Impulse response of a low-pass FIR filter with 66 coefficients. b) Frequency response 
of the same filter. 
8) Filter coefficients h[k] 
digital filter design a percentage of half of the sampling frequency (F, 12) must be 
specified to calculate the filter coefficients. 
The number of filter coefficients is a function of the transition width. The higher 
the number of coefficients, the smaller the transition width and the sharper the 
frequency response of the filter. The transition width in a Hamming window is 
given by Aw = 3.32ir/N (See Appendix B). Fig. 4.11 shows the VRP after applying 
a FIR filter with 32,64,96 and 128 coefficients for the same cut-off frequency. As 
the number of coefficients increases, the filter frequency response becomes sharper 
and there are oscillations in the filtered VRP due to rapid changes of reflectivity. 
However, there is not a need to have a very sharp filter frequency response. A 
transition width being Aw = 0.5(w, ) is good enough to smooth the VRP and to 
minimize the oscillations due to the filter frequency response. Therefore, the number 
of coefficients is N=6.61(w. 17r). 
9 The stop-band attenuation of a Hamming window is 53 dB. 
The frequency response of the filter used in this analysis is shown in Fig. 4.12. 
4.4.4 Boundary detection 
It has been explained in Section 2.8.1, that there are several factors contributing to the 
enhancement of reflectivity in the melting layer. A few kilometres above the bright band, 
aggregation of ice particles is dominant. This is reflected as a continuous increase in 
reflectivity. Towards the O*C wet-bulb air temperature, there is a notable increase in 
reflectivity compared with the reflectivity above. This sudden change in reflectivity defines 
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the top of the bright band In the bright band, the reflectivity increases reaching 
a maximal value (Zpeak) and then decreases until the ice is completely melted (Zrain). 
This height defines the bottom of the bright band. Below this height, the reflectivity of 
water drops is approximately constant. 
As it was mentioned in Section 4.1, most of the existing bright band detection algo- 
rithms take advantage in some way of the variation of dZldh and d2Z/dl&2. During the 
development of this research, some tests were carried out taking into account the variation 
of dZldh without satisfactory results. The natural variation of reflectivity in the bright 
band makes it difficult to establish a general condition to obtain the boundaries. There- 
fore, it has been concluded that using the gradient of reflectivity to estimate the bright 
band boundaries is not the best solution. 
The new proposal to detect the bright band is based on the rotation of coordinates to 
obtain clear boundaries. The detection starts on the point hpak where the reflectivity of 
the bright band is a maximum. To get to this point, dZldh is calculated. Tile numerical 
differentiation of the vertical reflectivity profile Z(h) at the height ho is estimated by 
(Burden and Faires, 2001): 
dZ(ho) 
=1 [Z(ho - 2Ah) - 8Z(ho - Ah) + 8Z(lio + Ah) - Z(ho + 2A1i» (4.12) dh i -2, -A-h 
where Ah is the sampling period. The conditions to locate a maximum on Z(h) are: 
If 
I dZ(ho - Ah)/dh >0 
=ý- Z(ho) is maximum (4.13) 
dZ(ho + Ah)/dh <0 
If the condition 4.13 is fulfilled, the maximum is located at the height ho, then 
hp, ak = ho. This height can also 
be obtained from the maximum reflectivity in Z(h). 
Following this concept, the boundaries of the bright band are well defined if they are seen 
from different coordinate systems. The new coordinate systems have the origin on the 
point [hpeakt Z(hpeak)]. A translation of coordinates is performed on the original coordi- 
nate system h-Z to obtain the coordinate systems h' - z/ I upper upper and 
hlower - Zlower for 
the upper and lower parts of the bright band respectively (See Fig. 4.13). The coordinate 
systems hupper - Zu"pper and h" - Z" are obtained by performing a rotation of coordi- lower lower 
nates on the translated coordinate systems Wupper - ZupPr and hlower - Zlow, respectively 
(See Fig. 4.14). This algorithm searches for the maximal value in the rotated coordinate 
system rather than take into account local variations of dZldh. The boundaries may not 
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Fig. 4.13: Detection of the bright band boundaries by rotating the coordinate system. The VRP 
has been recorded at Bristol on 26/01/02 at 13: 07 hr GMT. 
coordinate system h" - Z". The location of the bright band boundaries depends on the 
rotation angle 0 (See Fig. 4.13). In order to establish the value of 0, it must be considered 
that the h" axis must intercept the reflectivity profile Z(h) at a height of 800 m above and 
below hpak, safe enough to guarantee it is outside the bright band boundaries. This value 
has been established, assuming that the upper and lower parts of the bright band were 
less than 800 m from hp,. L.. Fabry (1994a) found that in Montreal the total bright band 
thicknesses are from 150 m to less than 1000 m for rainfall reflectivities up to 40 dBZ. 
Kitchen et al. (1994) proposed a maximum bright band thickness of 700 rn based on the 
Chilbolton weather radar observations to correct scanning weather radar measurements. 
It is important to mention that this algorithm may fail when a bright band is thicker than 
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Fig. 4.14: Simplification of the detection of the bright band boundaries using coordinate rotation. 
The rotation angle in the upper part of the bright band is calculated by: 
1 
[Z(hp,,, 
k) - Z(hpeak+800) Oupper= tan- 800 
1 
(4.14) 
and the rotation angle in the lower part of the bright band is calculated by: 
Olower : -= tan- 
I 
[Z(hpeak) 
- Z(hpeak - 800) 
800 
where hp, ak is the height of the maximum 
bright band reflectivity. Therefore, the 
rotated coordinate systems are calculated by (See Fig 4.14): 
I h" rjawer : -- 
h' 
er lower COS 
Oupper, lower + Zu'pper, lower sin Oupý, r, tower uppe upp 9 
/I II Z. 'Pp,,, I,,,,, cos 
Ouppertower - huppr,, "W,, sin 
Oupper, lower (4.17) Z. 
pper, lotver --": 
The heights of the top and bottom of the bright band are those points in the rotated 
coordinate systems with the maximal values. The rotation algorithm avoids local maxi- 
mums that could be misinterpreted by some other algorithms as possible 
boundaries. This 
algorithm searches for the maximal variation in the 800 rn interval rather than local vari- 
ations of reflectivity along the vertical. When the reflectivity value on the interception 
with the new axis h" is less than or equal to zero, a new interval less than 
800 m is defined 
until the value of reflectivity on the interception is greater than zero. 
Following this procedure, a vertical reflectivity profile may have several possible "bright 
bands", but only one of them is due to melting snowflakes rather than to local variations 
of the reflectivity in the vertical. To overcome this problem, two more conditions have 
been defined. The first condition is to define an average gradient of reflectivity for the 
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lower and the tipper part of the bright band. It has been found that a slope greater than 
10 dBZ kin-' and smaller than -10 dBZ km-' for the lower and upper part of the bright 
band respectively are good thresholds. Below these limits, possible peaks can be found, 
but they will be the natural variation of the vertical reflectivity profile rather than bright 
bands. The second condition, is to measure the power inside the bright band. The power 









where f (h) is the line equation defined by the points [hbottomi Z(hb,, ttom)] and [htp, Z(htap)]. 
The bright band is that enhancement with maximum power. 
In convective situations the algorithm may fail in detecting the bright band because 
of the large gradients of reflectivity along the vertical. This applies to any algorithm that 
makes use of only reflectivity data. In this case, dual-polarisation radar measurements 
may help to overcome this problem (See Hines, 1983; Hopper et al., 1991). 
4.5 Results 
Fig. 4.15 shows a particular VRP with its gradient of reflectivity, dZldh, and its curva- 
ture function, p(h). The bright band boundaries have been obtained using the rotation 
algorithm and the algorithms proposed by Tilford et al. (2001) and Fabry and Zawadzki 
(1995). 
The asymmetrical shape of the bright band makes it difficult to extract the boundaxies 
using Tilford et al. 's algorithm. The top of the bright band is around 150 m above the top 
detected by the rotation algorithm, although the value of reflectivity is approximately the 
same. In such a case, the overestimation is only in the bright band thickness and not in 
reflectivity. However, the bottom of the bright band is 75 m above the bottom detected 
by the rotation algorithm and the value of the bottom reflectivity is being overestimated. 
Fabry and Zawadzki's algorithm takes into account the curvature of reflectivity to de- 
tect the boundaries. In this case the boundaries have been underestimated, resulting in 
the bright band thickness being underestimated and the top/bottom reflectivities overes- 
timated. In order to detect the boundaries accurately through the curvature function, it 
is necessary for a strong curvature to exist on the boundaries. 
Fig. 4.16 shows a HTI scan obtained from a VPR located at Bristol, UK. Every profile 
has been averaged and resampled over 30 s intervals, discarding no-rain periods. The 
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Fig. 4.15: Heights of the bottom, peak and top of the bright band from Bristol on 26/01/02 at 
12: 55 hr GMT. The boundaries are detected as follow: circles using the rotation algorithm, squares 
as in Tilford et al. (2001), diamonds as in Fabry and Zawadzki (1995). 
The RHI shown in Fig. 4.17 presents a convective cell with high values of reflectivity. 
The algorithm avoids the convective cell. It is important to remark, that the condition of 
the average slope in the upper and lower part of the bright band avoids misinterpreting 
some peaks as possible bright bands. Additionally, the average power inside the bright 
band selects the strongest peak found in every VRP, which fulfills the conditions for 
detecting a likely bright band. 
Fig. 4.18 shows an RHI scan from Chilbolton radar. The scan has been transformed 
from polar to rectangular coordinates and the VRP have been extracted individually and 
smoothed with a FIR filter to apply the boundary detection. In this case, there is no 
two-dimensional filtering in the RHI image. The result is reflected in the variation of the 
bright band boundaries between consecutive VRP. However, applying a two-dimensional 
averaging filter to the RHI image in rectangular coordinates, improves considerably the 

































Fig. 4.16: Bright band boundaries on 26 January 2002 starting at 10: 30 lir. 
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Fig. 4.17: Bright band boundaries on 24 October 1995. R. III froin the Chilbolton radar. 
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Fig. 4.18: Bright band boundaries on 19 December 1995. R. Hl from the Chilbolton radar without 
the two-dimensional filtering. 
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Fig. 4.19: Bright band boundaries on 19 December 1995. Pr(-filt, (, r(-(l IMI using it 5x5 averaging 
filter (50 ni vertical x 1500 in horizontal). 
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4.6 Conclusions 
The frequency analysis has been carried out applying the discrete Fourier transform to 
the reflectivity profiles in the spatial domain (along the vertical, i. e. Z(h)) and in the 
temporal domain (along the horizontal, i. e. Z(t)). Six events have been analyzed (See 
Fig. 4.2), which have been classified as stratiform and stratiform-convective precipitation. 
The spatial frequency analysis shows that the vertical reflectivity profiles have an in- 
herent low-frequency signal characteristic. The maximal normalised frequency is approx- 
imately 0.1. This frequency is the same for stratiform and stratiform-convective precipi- 
tation. This means the VRIP from either stratiform or stratiform-convective precipitation 
have similar low-frequency characteristics independent of the type of precipitation. This 
frequency becomes the cut-off frequency for digital filter design and any filter that may 
be applied to the VRP should take into account this frequency. 
The temporal frequency analysis shows the low-frequency characteristics of the reflec- 
tivity profiles in the temporal domain. The normalised cut-off frequencies for stratiform 
and stratiform-convective precipitation are 0.011 and 0.033 respectively. These cut-off 
frequencies indicate that the maximal temporal averaging between adjacent profiles and 
resampling of vertical reflectivity profiles without losing the dynamics of the storm is 
approximately go s for stratiform rainfall and approximately 30 s for mixed stratiform- 
convective precipitation (See Table 4.3). It is interesting to note that as soon as convection 
starts to be present in the stratiform rainfall the averaging interval is reduced due to the 
fast variation of the VRP. Longer temporal averaging will contribute to the exclusion of 
important low frequencies, which are part of the variation of precipitation. 
A new algorithm to detect the bright band has been developed. HTI scans from an 
X-band VPR and RHI scans from an S-band scanning weather radar have been analyzed. 
IITI or RHI scans are preprocessed to avoid large variations or reflectivity between adjacent 
VRP. From Section 4.3, HTI profiles from stratiform. precipitation may be averaged and 
resampled every 30 s. RHI scans are transformed from polar to rectangulax coordinates 
following the beam propagation equations and the 4/3 earth curvature approximation 
under standard atmospheric conditions. Then, a convolution with a two dimensional 5x5 
averaging filter is applied to the whole image to smooth the variations between consecutive 
profiles. 
After the preprocessing has been carried out, the VRP are extracted from either HTI 
or RIII scans. Every VRP is extracted and filtered independently using a low-pass FIR 
filter. The normalised cut-off frequency of this filter is wlir 0.1 for a sampling period 
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of 7.5 m. For a different sampling period, the normalised cut-off frequency would be 
w, lr = 0.1(T/7.5), where T is the new vertical resolution in metres of the reflectivity 
profiles. Once every VRP has been smoothed, the derivative of Z(h) is calculated to obtain 
the maximums on Z(h). For a maximum located on Z(h), the reflectivity values 800 in 
above and 800 m below are rotated an angle, 0 given by Eqs. 4.14 and 4.15 respectively. 
From this rotation, a new coordinate system V- Z" is establishal and the bright band 
boundaries are the maximal values reached in the new coordinate systems. 
Fig. 4.15 has shown that this new technique to detect the bright band boundaries 
performs better than the algorithms proposed by Tilford et al. (2001) and Pabry (1994a), 
because the boundary detection relies on the value of reflectivity where the maximal change 
has taken place. For instance, the algorithm proposed by Tilford et al. (2001) relies on 
the symmetry of the upper and lower part of the bright band to detect the boundaries 
and when the maximal gradient of reflectivity is not the mid-point of the bright band 
boundary, the result will be an overestimation or underestimation of the real boundaries 
(See Fig. 4.15b). On the other hand, the curvature function tends to underestimate the 
bright band boundaries because it relies on a strong curvature around the bright band 
boundaries (See Fig. 4.15c). 
It is clear that there is not a specific rule to detect the extent of the bright band using 
only single-polarisation vertical reflectivity profiles. Without additional information, the 
problem is closed to feature extraction, but when fall velocities of the hydrometeors or 
dual-polarisation measurements are available, the boundaries of the bright band may be 
more easily obtained (Hines, 1983; Hopper et al., 1991). All the conditions proposed in 
this chapter are based on the analysis of hundreds of profiles, concluding that tile best 
way to detect the bright band is not directly the variation of dZldh, but the establishment 
of a new coordinate system rotated in such a way that the boundaries of the bright band 




Long-term bright band analysis at 
X-band frequencies 
5.1 Introduction 
There has been important and continuous research conducted to measure the Vertical Re- 
flectivity Profiles (VRP) with Vertically Pointing weather Radars (VPR). All the research 
work presented in this chapter is based on the large amount of VPR data collected by Prof. 
Ian Cluckie since the building and commissioning of one VPR at Salford University in 1991 
(Tilford and Cluckie, 1991). Several studies have been conducted since the installation 
of this VPR- Preliminary tests were carried out in April 1991 and later two mobile VPR 
devices were designed and commissioned during 1993 and 1994, operating at different sites 
within the Manchester region. Then, three VPR devices operated continouslY from 1991 
to 1995 on the North West of England (Tilford and Cluckie, 1993; Tilford et al., 1995a); 
the sites included Liverpool, Warrington, Davyhulme, Salford, Audenshaw and Harrop 
Edge. In the second half of 1995 the VPR were deployed in the South West of England, 
during the HYdrological Radar EXperiment (HYREX) (Lane, 1997; Cluckic et al., 2000); 
the sites were Alhampton, Middle Wallop and Boscombe Down. Since 2001 onwards one 
of the VPR has been operating at Bristol, UK. The different deployments of the VPR 
within England are shown in Fig. 5.1. 
Additionally, the VPR have been deployed in different climatological regions. On 
October 1996, one of the VPR was shipped and deployed in the Southern Alps of New 
Zealand during the Southern ALPs EXperiment (SALPEX) (Wratt et al., 1996). The 
microphysical characteristics of the reflectivity data were studied in Lane (1997), where 
orographic enhancement influenced in great measure weather radar rainfall measurements. 
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Fig. 5.1: %TR deployments in 1", ngland from 1991 to 2002. 
AlItIIIIIII 199, S. mIc id the VPR was depl()yed in Nbu-scille, on the South East 
F1.1-11ch Me( lit erralwan omst during the HP11-ollict hilegroted Radar F"Xperiment (1111a') 
(1). 11villowt vt 11.. 1999). 
111111dred., (d ll()Ill. s (d vertical I-vilectivitY 1)1'()fil('S wen, collected during this time witil 
tw(ý and fillil. S(, (. ()Il(ls ()f felliporal i. c. "ollitioll and 7.5 in and 30 in of'spatial j-(ý, s()jjjtj()jj. 
The ti)t; ll hwirs (d VNI) hy the VPR are suiliniaris'ed iii Table 5.1. 
Gray vt al. (2001) Iminted ()'It the need to have reflectivity ineasurvinents (wer differ- 
clit chillatoll)gical areas ill ()rdvl- to have a bettcr understanding of t1w variability ()f the 
v(. 1-tical 1.4,11vctivit), It I., (,,, it(, illlpqtýlllt to study the variation ill the vertical re- 
11cctivit. N. pr(dile, ill particular when the bright band is present to suppml the developillent 
()f algorithms to c(n'rect scanning weather radar measill-villents, Which were collfaillillated 
"'Ith the Iligh scattering ()f microwaves due to inelting snowflakes. I'll(, influence ()f the 
bright balld (wel. raillf(III Invasurvincills depends oil its height, thickness and aillollilt of 
illcl-case. SmIle ()f thesc pal-ailletcl-S are chillate depcildent and therefore deterillilled bY 
Ihv clillland()gical regiml, but ()tll('I. s are 1-clated to the microphysics ()f pi-ccipitation and 
maY bc similar cven f0l- diff'Crellt clilllatoh)gical regions, This chapter presents the 
()f I he bright balld t lic Imig-terin datahas'e ()f X-band VRP observations (Sve 
'I"IbIc ! -). I ). 
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Site or region Data period PrecIpItation_ 
North West, England May 1991 to December 199.1 1201.26 lir 
South West, England April to December 1995 354.99 hr 
Bristol, England June 2001 to December 2002 98.10 hr 
The Southern Alps, New Zealand October 199G 115.43 lir 
Marseille, France I September to November 1998 65.93 lir 
Table 5.1: Precipitation time recorded with the VPR from 1991 to 2002. 
5.2 Data processing 
The analysis of the bright band characteristics has been carried out in the following way. 
Every region shown in Table 5.1 has been analysed independently and although the analysis 
is very sinfflar, different aspects of the radar bright band are covered individually in 
different sections. 
All the vertical reflectivity profiles have been averaged over one-minute intervals to 
smooth the noise in the reflectivity but at the same time ensuring the variation in pre- 
cipitation does not change too quickly from profile to profile. The temporal averaging of 
one minute is supported by the frequency analysis carried out in Section 4.3 for VRP in 
stratiform precipitation. 
The bright band detection algorithm developed in Chapter 4 has been applied to the 
database of X-band VRP. The key parameters are the reflectivity in snow at the 
height of the bright band top, the maximal reflectivity inside the bright band (Z, (Pak)) at 
the height of the bright band peak, the reflectivity in rain (Z, (, -ai,, )) at the height of the 
bright band bottom and the thickness of the bright band (TBB). The seasonal dependence 
of the height of bright band top have also been obtained. Additional parameters around 
the bright band were obtained where required. 
When describing the bright band increase in terms of dBZ units, it is important to re- 
mark, that dBZ units are a logarithmic scale and attention must be focused when compar- 
ing it to rainfall rates. For instance, 12 dBZ of bright band increase over rain reflectivities 
of 10 dBZ (0.15 mm hr-1) results in an increment of +0.71 mm hr-1 but 12 dBZ increase 
over rain reflectivities of 20 dBZ (0.65 mm hr-1) results in an increment of +2.99 mm hr-1. 
The same concept applies when a standard deviation in dBZ units is evaluated. 
Fabry et al. (1994) presented a similar analysis of the bright band characteristics over 
Montreal, Canada. He pointed out that whereas the relative frequency of the rainfall 
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Fig. 5.2: HYREX radar sites. Two X-band VPR. were located at Boscombe Down (BD), Middle 
Wallop (NI\Nl) and Allianipton; two C-band scanning radars located at Cobbacombe and Wardon 
Hill sitesand one S-band radar located at Chilbolton. 
inicrophysics of precipitation and theil, similar characteristics of the variation of reflectivity 
in the bright band may be expected. 
, ]Fll(, general descriptions of the differvilt radar experiments introduced in Section 5.1 
are presented iii the following subsections. 
5.2.1 HYREX 
HYREX was it UK Natural Environment Res(qtrch Council (NERC) radar experiment 
carried out in the South West of England from May 1993 to April 1997. The ol-ýjectives 
were to study the variability of precipitation as observed by weather radars in order to 
improve surface and radar estimates of rainfall for hydrological purposes. 
The infrastruct tire comprised two single-polarisation C-band scanning weather radars 
from t he nat lonal network at Wardon Hill and Cobbacombe Cross, an experimental dual- 
1)(&irisation S-band scanning radar at Chilbolton operated by the Rutherford Appleton 
Labonitory and two mobile X-band vertically pointing weather radars deployed and coin- 
inissioned by the Water Resource Research Group froin Salford University (Cluckic et al., 
2000). Additionally, a dense network of 49 recording rain gauges were dvploýyed in the Brue 
catchinent over an arva of 135 kin' (Moore et al., 2000). The VPR data were supported 
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with the deployment of automatic weather stations close to the radar sites (See Fig. 5.2). 
Initially, one of the VPR was deployed close to Chilbolton radar but two weeks later was 
relocated to Middle Wallop. At the same time, another VPR was deployed at Boscombe 
Down. During August, the VPR deployed at Boscombe Down was displaced to Alliampton 
on the Brue catchment. Therefore, two VPR were operating almost continuously within 
the South West region from April 1995 to December 1995. 
The Chilbolton radar was operating continuously from February 1994 to May 1996. 
The data include Plan Position Images (PPI) with azimuthal angles from 22511 to 31511 
and Range Height Images (RHI) with elevation angles from 00 to 25* above the regions 
where both, the VPR and rain gauges, were deployed. 
5.2.2 SALPEX 
SALPEX was developed to study the influence of the Southern Alps on the weather and 
climate of New Zealand (Wratt et al., 199G). During 1993 to 1995 the study was focused 
on the mountain influences on the South island. Later from 1996 to 1997 field experiments 
were carried out and an X-band VPR was shipped from Salford to New Zealand to study 
the microphysics of the rainfall in mountainous areas. 
The infrastructure of SALPEX comprises a research aircraft equipped with atmospheric 
instruments, a high resolution X-band scanning radar developed by the Atmospheric 
Physics Group from the University of Auckland and located on the West coast and a 
Doppler weather radar operated by the New Zealand meteorological service. The VPR 
shipped from Salford to New Zealand was deployed in Otira, at 360 m above the mean 
sea level in the west coast. Additional instruments such as tipping bucket rain gauges, a 
high-resolution drop counting gauge, a disdrometer and a weather station were deployed 
near to the VPR site. 
5.2.3 HIRE 
The main objective of HIRE was to improve the estimation of rainfall over a large Mediter- 
ranean urban area by the integration of additional radar equipment supported by conven- 
tional rain gauges. Improving the quality of the radar data for hydrological modelling was 
one of the main focus points of HIRE. 
The experiment took place in Marseille (South East French coast) between September 
and November 1998 (Uijlenhoet et al., 1999). The infrastructure comprised a network of 
25 rain gauges, an S-band weather radar located 93 krn North-West from Marseille which 
is part of the MeteoFrance Aramis radar network, an X-band weather radar operating in 
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RIII mode and a mobile X-band vertically pointing weather radar operated by the Water 
and Environmental Management Research Centre (WEMRC) (Dupasquier et al., 2000). 
5.3 Climatology of the different sites 
5.3.1 England 
The geographic location of Britain is the main factor controlling its weather, combining 
the influence of the mid-latitude westerly winds and the North Atlantic drift bringing 
warm water from the tropics (Hulme and Barrow, 1997). The general weather conditions 
and the climate of Britain are shaped by atmospheric circulation (Sterling, 1982). De- 
pending on the character of the surfaces over which the wind is flowing, the atmosphere 
will experience changes in temperature and humidity, giving rise to the four well-known air 
masses: maritime (humid), continental (dry), polar (cold) and tropical (warm) (Wheeler 
and Mayes, 1997). The sources and movement of air masses over the British Isles is a 
combination of those air masses and classified as tropical continental, polar continental, 
polar maritime and tropical maritime, the last two categories being the most common 
(Wheeler and Mayes, 1997). 
Rainfall over the British Isles is produced from three sources: frontal systems, local 
atmospheric static instability (thunderstorms) and atmospheric uplift by hills and moun- 
tains (Hulme and Barrow, 1997). In addition, it has recently become recognized that 
mesoscale processes are also responsible for precipitation development in the UK. The 
highest amounts of rainfall are usually produced by cyclonic, southerly or westerly cir- 
culations (Hulme and Barrow, 1997), driving moist maritime air masses originated from 
the Gulf of Mexico, the Caribbean and the Azores. Orography plays a major role in the 
distribution of precipitation not only in England, but also in any region with high moun- 
tains. Orographic enhancement of precipitation occurs at low levels over hills exposed to 
strong moist maritime air flows. When the wind is forced to rise over hills, large quantities 
of cloud and rainfall are formed. According with this, zones around mountainous areas 
are prone to suffer orographic enhancement, resulting in large quantities of precipitation. 
Thus, precipitation is greater in the western half of the British Isles due to the combined 
effect of the orography and westerly wind circulations. 
5.3.2 The Southern Alps, New Zealand 
The climate in New Zealand is often classified as warm temperate. According to Garnier 
(1958), there are two don-ýinant influences controlling the weather in New Zealand. The 
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first one is its oceanic position in the westerly wind belt of middle latitudes being exposed 
to the dominant flow of air. The second one is its orography, with very high mountains 
acting as a physical barrier to the atmospheric flows and contributing to most of the rainfall 
in some parts of the Islands. Both influences, work together to produce the diversity of 
climate in New Zealand. 
The Southern Alps form a mountain chain extending from the southwest to the north- 
east in the South Island for a distance of 800 km, with peaks exceeding 2500 m and the 
highest extending to 3754 m. The orography of New Zealand has a remarkable effect on 
its climate and weather with higher annual precipitation on the west coast (3.5 m with 
peaks at around 11 m in the mountains) than on the east coast of the South Island (0.7 m) 
(Wratt et al., 1996). The Western South Island is regarded as a very wet place and it 
is commonly called the "rainy Westland" (Garnier, 1958). Northwesterly fronts are very 
common in New Zealand. As these fronts approach the main alpine divide, orographic 
rain takes place on the west coast but not always reaching the east coast, henec decreasing 
the distribution of precipitation. This is the main reason of the variation in precipitation 
between the west coast and the east coast. 
5.3.3 Marseille, France 
The particular distribution of land and sea over Europe is a shaping factor of the different 
regional climates of the continent. The warm seas bordering the continent give central 
and western Europe a temperate climate even when the greatest part of Europe lies in 
the northern latitudes. The atmospheric circulation over Europe is essentially determined 
by the interactions of three well defined pressure centres: the cyclonic centres stationed 
over the North Atlantic (the Icelandic Low) which axe deeper in Winter, the Azores High 
which is reinforced in Summer and the continental highs and lows which are predominant 
in the months of Winter and Summer respectively (Martyn, 1992). 
The prevailing westerly flows during most of the year, are warmed by their passage 
over the North Atlantic ocean currents bringing a great amount of precipitation, but its 
strength varies in response with the North Atlantic Oscillation (NAO)'. For instance, in 
the Mediterranean area the Summer is usually hot and dry and most of the rainfall in 
this area occurs during the Winter. Marseille belongs to western Europe and it lies on the 
Mediterranean coast. The annual precipitation in this region is around 546 mm. 
"Ibe NAO is an atmospheric-mass oscillation between the North Atlantic regions of subtropical high 
surface pressure and subpolar low surface pressure (Laanb and Peppler, 1987). 
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Fig. 5.3: Rclative frequelic'N' of t'lle livight, of bright baild top Over Mil"'S6,10 (1111*iiig September, 
October and November 1998 (100 in steps). 
It iý, well known tI int Ili(, It ing st arts from tI ic II eight of tI ic 0 OC wct-bu Ib air tcniper; It I ire 
(Khm.. 'sell. N(S(S: Stewart ct al.. 1984). Therefore, the height of the bright hand top is 
ilithicliced ill gl-cat 111ca. "Ill-c hY the seasons. Ill Marsville. Hic VPR was deployed during 
II If ýIII oI It I Is ()I* Se p temb er. October and Noveinbcr 1998 and tI ic (I is tri b ution of' tI ic II vig III 
of briglit baild top is depicted ill Fig. 5.3. This (list ribution covers from around 1900 Ili to 
almost 1000 In, being the most fre(pivilt height at 2900 Ili. The nicail height of bright band 
top is 2? ý77 Ili with -163 Ili of standard deviation. This (list ribi it Ion is niore typical froin 
Summer, where I he bright band is above 2 kill, but the fluctuations obsorved below this 
height represent data taken at the end of November, where temperaturc slarts dropping 
and the bright band is morv frequent at lower altitudes. 
Althwigh the presellue ()I' the bright band ill Nlarscille is Iiinitcd to 21.67 hr, Fig. 5.4a 
6-picts a broad (list riblition of' raiii reflectivities from 5 dBZ to almost 50 (111Z. with 
23 dBZ being Ilic most frequent rain reflectivity. Similar reflectivity (list ribut ions are 
pl-csvilled for the maxinium reflectivity Ili the bright band and for the reflectivity at the 
bright balld top (I'l, "S. 5.41) ; Ili(] 5.4c respectively). The distribution of 7ýe(pcak) is Silift"I 
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Fig. 5.5 shows the P1()t ()f the illaxiiiiiiiii rctleclivilic., xvithill the bright balld 
(-7jc(pcak)) '19"'llst tll(' 'it tll(' 
1)1.19"t 1)""(' tOP (Zc(smn,, Oý Z, 
-(im-, ik) 
is 
strongly del)(II(ICI It oI It IW VAlle of' 
Z, 
ý sit mr) - 
TI I I; II iolls sI lowl IIIII he sa II le fig IIný were 
obtained through linear rcgression allalYsis of, the scattered dat'l gelling a col'I'411,11ioll I)I, 
0.91 and 3.63 dBZ of standard devi; ltioll. Both equations represent the SIMIC n, gre. "Sioll 
line but t he difference is that the llppcl. olle is for vallics of I-vilect ivil Y ill dBz unit , alld 
tjlv lower one for values of reflectivity ill inint' ill 
:' ullits. 
The of the regression line III dBz lillits is ch). se to 11111t. N. NvIll, ; III 44F. "cl 
of 10.90 dBZ. Assuming for histance that the skyc is 11110% IIIc Illaxilillilil illci-ca'sc III 
reflectivitY ill HIC bright IMI'd for allY possible vallic of "'llow rettectivilly Is 
10.90 (IBZ. 
However, the c(luatiolls show" in Fig. 5.5 arc it finiction ()t* the snow rellectivitY ; md 
in tcrins ()f comparisons it is bettcr to 
Amw the Scatter I )")ts ')" ""(I Zc(pe-ak) 
as a hillctioll Of Zv,, io, hecall-se the latter is the important parallicter that shmild be 
transformed to rainfall rate. 
Fig. 5.6 shows the scatter plot of the IllaxiIIIIIIII rellect ivil it's Nvithill the bright hand 
(Ze(peak)) against the reflectivities at the bright hand bottom (zc(ram, ), III tills liglirc it is 
obscrved that Z,, (,,,,,, k) 
is stl'01191Y dOPCIld("It Oll t1l(' V, 1111(' (of' 'I'll(, rcgressioll lillc 
Ilas a greater vahic of correlation (r 0-ý)'I) t1I('II t1l(' scatter plot shown III 
Fig. . 5.5. Thc 
st 111(jard deviation for this line is 3.11 dBZ. 
'I'll(, regression liliv ill (11 iz tillits Ila. -, a , I( yv 
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Fig. 5.5: Scatter plof ()f' the maximinn reflect, ivities wit, hin Hie bright, I)IIII(i (Z,, (I)f, (ik)) lig; tillSt, tll(' 
rellectivit. ios at the bright balld t, ()I) (7, ( )) at, 
X-band frequencies, over Marseille. 
id' 0.93 wit h an ()fFSvt ()f' 12.17 (113Z and it is given by: 
Z,. (,,,,,, k) -- 12.17 1- dBz (5.1) 
Fig. 5.7 sI I( )ws II ic scat te r 1)1()t of II Iv I-cfIcct ivit ics at II I(' brigI It I )i II Id top (Z,. (s II ow) 
) 
against Ihe reflectivitics at the ])I -ight band bottom (Z,, (,. oj, )). 
These data present more 
scatter thall the data sh()wn in Figs. 5.5 ond 5.6. The regression analysis shows that the I 
correlation between the regression Iinc and the scattcred data is 0.86 with a "'tandard 
deviat ion (d' 3.70 (11 ýZ . 
The regres-, sion line is given by: 
. 1,53 ý 0.71Z, (,.,, j,, )ý dBZ (5.2) 
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Fig. 5.6: Scat Wr IAW of the iI laxiiiiiiin ref Ivc I ivitics wit I iii It Ile I) I jg III 1); j k ýlg; IiI Is ff ho 
roflcct, i\'itri(', S ; It' tlli(' I)rigilt hand botloin (4q, 1111)) at 
X-band I iwer Nlarsville. 
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Fig. 5.7: Scatter plot of t liv refloct ivitles at the bright band t op against the rell(vt ivit ic. s 
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Fig. 5.8: Scatter plot, of dic in reflectivity in the bright. band over Marseille at 
X-balid I'l-equencies. a) Increwse frmn t-lic tol) to tbe peak ()f Ow bright, band as a fillict, joll ()f 
- 
1)) Decrease fi, olll the peak to the hottoin of the bright, ý-" ", "'Ill", ioll ()f Ze(rain)- 
I'lle sc, 01cl. 1)1()t ()f' fhe increase ill reflectivity ill the uppol. part of' the bright band 
-is a function of raill I-cf1ectivity is shown ill Fig. 5.8a. Therc is a lot of scatter froin the 
llicall k"1111c, but it Is' possible to extract some features. There are two differeilt regimes 
by -- 25 dBZ. For rain reflectIvitics between 10 dBZ to 25 dBZ the 
ilicyc; 1se becollics Illore rapid from -- 8 dBZ to ; ýý 14 dBZ: for raill reflectivitics greater 
tI tan 25 dBZ the increase is very slow and going frmti ýý- 14 (1 BZ to ýý 15 dBZ. This chailge 
ill incrca. s'e ill Z, (, jj7j) ; zzý 
25 (113Z is also observed with a slight bending ill the scatter plot 
depicted in Fig. 5-6. It is j)ossib1c t1lat this effCct is dile ill pat h) Hic attenuation effect's, 
in t it(, Inch ing layer of' electromagnetic waves at, X-band frequencies. However, t here is no 
ref'Crence point to corroborate this issue and at the moinent, the bending will be secil as 
part of' the parallicterisation of the bright band at X-band frequencies. 
A similar scatter plot fOr the ill retlectivity ill the lower part of the bright 
1), 111d, from the Inaximilin I-eflectivity to the bright band bottom as a function of the 
rain n, flectivit y is presented in Fig. 5.81). The decl-c-Ise ill reflectivity is represented as a 
iicgativc nundwr in comparison with the increase and similar to the previous analysis, two 
reginies are observed in t he scattered data. The Value of -- 215 (IBZ secilis, to be t he 
boundary in the bright band bchaviour. For valm-, of' between 10 (113Z to 25 dBZ 
I here is an absollite enhancement from 10 dBZ to 12 (113Z and afterwank decreases up to 
a v; ihic of' 8 (113Z for -- 45 (IBZ. 
The 111crease-docrease ill reflectivity ill t Ile bright hand oll Marseille Suggests t hat, there 
arc two reginics Imunded by ýý 25 (IBZ. Fabry and Ziwt(lzki (1995) from similar 
, ww'k carried oul with a long terin X-band VPR database froin Montreal found three 
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Fig. 5.9: Bright, band thickness over a) Scal t. cl. plot, of I he hright band t hickiws, vvrsiis 
the rain reffectivit. v; b) Relative frequellcy ()f the bright band thicknest, (50 in stvps). 
diffcrent rcginics lmundcd bY Z,. ( .... i,, ) 19 
dBZ and 25 dBZ. 11mvcvcj-. wilel, 
tjj(ý 111(,, islil-enivilts with ail UfIF pndiler (914 MHz, A 32., S ciii), they cmichided that the 
(. 11; lllg(, in dic bright band bell; 1vioul. i's a cw1se(piclice (d Noll, atteliliatioll and Ihc 1IS(, (d 
t1le Rayleigh appr(aililatimi al X-baild frequencics. It is very likely that Imth effects phiy 
a ina. j()r r(Ac Amping the intensity (4 the bright band. 11(m. ex, cl., this Is illtellded 
to (, stablish the behavior 4 the bright kind at X-hand frequencies and it is In Chaptvi- 6 
that "imilar analysis Im's been carried wit at ", baild frequencies. 
The tI iicknes's, of tIw brig I It hal I( I ; I.,, iI f) IlIct i() I I( & rain ref Ivc t ivi Iy i:, ( le I )ict c( I in F iýý . 
5.9a 
. 
j, (, v(, ýjjiiig ail increase in bright band thickness a. s Ilic raill 1-cflcctlvil'v 111crea.. "os'. which is 
COI I gr I Ic I It Nv it 11 1 he res III ts , how II bY K1,1, Is'. -v' I( 1988) ill d Fabry and ZtwI(Izki ( POT)). 
J, arge values of rain reflectivity are associated to large snowflakes melted over .11: 1rger 
(jepth, incre; ising the thickness of' the 
bright baild (Fabry et al., For nlill 1-cilectiv- 
ities greater thnn 25 TV the scatter is significant, Which 111valls that all equal vallic (d 
rain reflectivity cail 1)"odlice bright 
bands wil h different dept lis. 
Fig. 5.91) shows thc (list ribut ion of the bright band Ihickness, being Ow most freyiew 
depth of 350 111. The distribution presents values from 250 in lo 1000 in. with ;, nic;, ii 
of 479 in and 156 in of standard deviation. Such a (list ribi it ion may not he the gencral 
trend during the rest of the year because of t he lack of' data froin December to August . 
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`ig. 5.10: 1 ýe I; it ive f*r(, ( I iiency of tIw heigi It ()f brig I It, balu I t, o p over die Sout, I wrii AI ps, New Zva I, in( I 
during 1996 (100 111 st-VI)S). 
III Spite of the 1"Ict that tII(' VI1ý wý, -ý (1('I)I()Y('(i for a shorter period ill the Southern 
Alps thall III Marseille, the bright band hours recorded by the VPI? are 'illilost twice that 
ill the former (41.32 lir ill the Southern Alps agahist 21.67 lir in Marseille), primarily 
becallse of, t he influclice of' I lic Alps ill the Southern Island as explained in Section 5.3.2. 
The VPR was deployed during October 1996 all([ the (list ribut ion of' height of the bright 
bmid top over the Southern Alps is shown ill Fig. 5.10. The most frequent bright bands 
; ippe; ir at 2200 ill above the radar sitc, with a incan height of 2037 ill and a standard 
(1(, \-i; it Ion of' 382 ill. These results do not represent the gencral trend of t lic height of the 
bright band top during the rest of the year because the data were collected only during 
a pel-lod of olle Illolith. but they show the wide (list ri bi ition collected during that month. 
ThV hVight's of* bright balid tops are from 700 ill to almost 2500 ill, although with less 
fl-v(piclicy below 1800 Ill. 
I-) ýý. 5.11 depicts tI it ý (I istribi It ioI IS of' t he reflectivities 7,,, (ramp Zc(peak) Z111(l Zc(, nou? ) - 
'I'llese reflectivitles I-eve'll biniodal (list ributions with two well defined maxinm. For in- 
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Fig. 5.11: Relative frequency of t he I'VII(Ttivitic" Z, Z,, ;I III I Z, )\I ýIII if' S, o I III,, III 
Alps, New Zealand U dBZ st, ('I)s). 
st allce, t It(, (list ribilt it m of raill reflect ivit i(- llazs, INN. 0 111; 'Xillla ar, mild 13 d BZ ;iI 1( 1 2! 1dIM. 
This nicans that not Iligh-ilifellsitY stralifol-Ill (-3 111111 Ill- ,)I., develt)ped ill 
the Southern Alps a. -, expected bccallsc ()I' thc ilithiclice of the illmilltaills, but al. ml light 
rain with rates less than 0.24 inin Iff 1. 'I'lle bimodal (list ribution iii is aim) rc- 
flected in the (list ribut ions of Zc(pcak) ; 111(1 Zcýsttojpj- AS It Was said before. the results ; 11-c 
not the general trend pr(wailing in the Solithern Alps during Ille rest of Illc N-car. but it 
is i lit cresti I Ig to I Io tcf 11,11 (111111119 ;1 1)(11,10d of mic II I( )I It IIa bn ); 1(1 SI wc 1 1-11111 1 1' 1-i IiII 
reflect ivit ics was 
011 t he other hand, t he Scatter plots (dt he reflect ivit ivýs at I lic till) and peak ()t' t he hright 
I mii( I against tI ic reflectivit ics at t lic bright I )a I I( I ho I I( )III 1-(ýprvsc III ille 111irrophYsics of 
precipitat ioll t hat illa. v bV s('('II (I'll'illg t hC I'Vst of' t lic ý VV, 11' 
ill I he Sout lici-ii Alps ( Figs. . 5.12 
III, 1-; jin and 5.1-1). Fig. 5.12 reveals I hat t he variat 'oil 'it t he peak reffect ivity jtp 
rcilectivity fo11()Nx"- ý' %V('11 sli'aight lilic. %vith a correlation of 0.96 and I stall(jal-(I 
(1(ýN, i, ition of 2.20 (IBZ. III the hright hand analysis of Marseille, Fig. 5.6 rvN-valed a kind (it' 
around 25 dBZ ill ('"'ll whell the estimatcd regression hile fitted thc (1,11a 
well. However. the bendilig is not ill the bright balld allaIN's-is of ille SmIthern 
Alps. Thcre are two factors, whid, ill"s, bc Collshicred to explaill the diffel-clice". 
'Iffic Illobilc VPR deplo. wd ill 
New Zealand wa., fitted With a new ant clilla alld op, ratcd 
Without IIIC sidelobe Suppression lillit . 
Becallse of the liew aillenlia, thc VPR had to be 
recalibrat ed wit h anot he" fixed VPR froill New zealam 1 111) to I lic poilit I hat bot II VI 'R 
it(. Ijj(, vc(j similar output., (Laile. 1997). 
The fixed VPH in New Zealand xvýis , ccjjj-; jj, IY 
calibrated. 
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Fig. 5.12: Scatt. cr plol, ()f Hic maxinolin reffectivities within Hic bright, band (Zýc(pcak)) ilgilillst til(' 
I-vilect, ivit, jes (it the 
bright, band I)Ot, t, Olll (Z,. ( at X-band frequencies over Now Zealand. 
T=1 IPPF 
a) 
Microwave frequency fo 
---------- 
to Frequency ýýf= 
VT 
Fig. 5.13: a) Scliviiiati(- ivpr(ýsviitatioli of div J)'llsVs s0lit, mit, Iýv Ow traiismittvr. b) 1(1(, alis(, (i 
spvctrum ()f the i-adax pulsvs (From C'()I(ý, 1992). 
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The mobile VPR was operating with a pulse length of 250 qs. Usually to obtain a 
spatial resolution of 7.5 m, the pulse length is fixed to 50 t1s. A pulse length of 250 t)s 
changes the spatial resolution of the radar to 37.5 m, even if the data were sampled every 
30 m as was the case. 
By increasing the pulse length there is a notorious increase in Signal to Noise Ratio 
(SNR). The radar pulses leaving the transmitter have a carrier frequency fo in the mi- 
crowave band (10 GHz at X-band frequencies). The pulses are modulated by the Pulse 
Repetition Frequency (PRF), which has a duty cycle given by the pulse leligtil, r, of 
the radar (See Fig. 5.13a). The frequency spectrum of the radar pulses is depicted in 
Fig. 5.13b. The envelope of the spectral lines follows a SinC2 function centred at the 
frequency fo. It is noteworthy to remark that the narrower the pulse length, the wider 
the main lobe of its frequency spectrum and the higher the number of frequencies that 
construct the modulated pulses. The radar receiver must have the capability of receiving 
all those spectral lines being transmitted through a pass-band filter centred on fo with 
a limited Bandwidth (B). The optimal relationship between the pulse length and tile 
bandwidth necessary to recover the signal through tile receiver without distortion and 
maximizing the SNR is Br = 1. Therefore, for a pulse length of 50 7P the bandwidth is 
equal to 20 MHz, but for a pulse length of 250 77s the bandwidth is 4 MHz. A bandwidth 
of 20 MHz allows more components of noise to pass to the output of the receiver than a 
bandwidth of 4 MHz. The narrower the bandwidth the less the noise power at the output 
of the receiver, that is (See Skolnik, 1980): 
P,, = kTB (5.3) 
where P, ý, is the thermal-noise power 
in the receiver, k is the Boltzmann's constant and 
T is taken to be 300 K (room temperature). Therefore, it is clear that the noise power 
increases proportionally with the receiver bandwidth. The SNR is given by: 
pl 
SNR = 7- (5.4) 





(7r3PtG 2 OhOvC7) IK12Z 
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(C,, T)IK12Z 
(5.5) R 1024, \2 In 2 r2 r2 
21le Sinc function is given by sinc(x) = sin(x)lx. 
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where Q, depends on the radar characteristics. Substituting Eqs. 5.3 and 5.5 into 
Eq. 5.4, SNR becomes: 
SNR = 
C,, IK12Z 
- r2kT B 
('r) (5.6) 
If the product Dr is kept constant and equal to 1, the SNR is proportional to the 
square of the transmitted pulse width, that is (See also Doviak and Zrni6,1993): 
C,, IK12Z 
T2_7 SNR = kT (5.7) 
It is interesting to note the trade-off between having the smallest spatial resolution 
and having the highest SNR. A shorter pulse length leads to a smaller spatial resolution. 
As the pulse length increases, the SNR increases. The larger the pulse length the higher 
the SNR, but there is a loss in radar resolution. For instance, an increase in the length of 
the pulses sent out by the radar from 50 ? Is to 250 r1s increases the SNR by 13.97 dB, but 
the spatial resolution of the radar increases from 7.5 m to 37.5 m. However, this factor is 
important when there are low-intensity echoes. An increase in SNR improves the ability 
of a radar to differentiate low-intensity echoes from noise, as on the top of the cloud. But 
in the bright band there are high-intensity echoes and the increase in SNR does not play 
a major role. 
On the other hand, the processes producing heavy rain in the Southern Alps may 
be the shaping factors leading to a slightly different scatter plot between the maximal 
reflectivity in the bright band and the rain reflectivity below. The Southern Alps act 
as a natural barrier to the air flow. According to Revell et al. (2002), there are two 
possible trajectories of air parcels crossing the Southern Alps, which can produce lifting 
and therefore heavy precipitation. They are the normal flow Perpendicular to the Alps and 
the barrier jet flow, where the flow is turned and lifted as it flows parallel to the divide. 
Revell et al. (2002) showed that in the barrier jet flow, the rising air in the layer between 
1 and 2 km AMSL is saturated long enough to grow drizzle size drops, providing seeder 
drops that could grow quickly by coalescence as they fell into the intense updrafts at the 
foot of the Alps. Through this mechanism, they explain shallow convection producing 
very heavy precipitation. Although the bright band is the result of a cold process, the 
factor producing larger reflectivities compared to Marseille may be a continuous seeder- 
feeder mechanism operating within the melting layer. Studies carried out by Hill et al. 
(1981) in South Wales, UK showed that 80% of the precipitation growth takes place within 
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Fig. 5.14: Scitlcr plot, of the reflectivitics ; it II Ic hrigl It, 1), 11 id t op (Z, (s7j, jj, ) 
) ýipiinst iIwI cI I, vt viti es 
at the bright, kind botlom (4ji-iiii? )) "I X-Imild frequencies over New Zethind, 
tllc Southern Alps, the VPR was d(TI"Y"I (-h), 'ý(' 10 1 IW M)Mita ills, which are armilld 2 kill 
ill ll(, igllt ml average with smile pcaks exceeding 2., ") kiiiý and the 
(A)served by Hill ct aL (1981) ill Sout 11 Wales illv()l\vS lll()Illlt ains wit 11 height s Icss t 11,111 
800 ill Olle highest illmilltaills ill \N" , ales a re iI It I Ic \()i-t Ii wl IIi peaks around I kill I icig I it). 
'Q()St of' the bright hands ()b'-(TVVd ill Zealand were behm, 2.1 kiii. (From Fig. 
which suggests that imt Only on)gral)llic enliallceinent may take place at l(nver levels. but 
ýjlso witilill the melting layer callsilig all increase ill t he reflect ivit ics ill I lic bright hall(l. 
Therefore. it is suggested that dic Southern Alps play a ina. im, ndc ill the developilivilt of 
heavy precipitation and they Illay be the limill rea-Soll fOr the diff(IrClIC(I'll, With the scatter 
ph)t observed ill Marseille. 
Fig. 5.14 shows the variation ()f Z, (Sluylv) against z"(rom). TllV N19NIssioll lille ()f the 
scattered data present a correlation ()f 0,87 with a standard deviation ()f 3.62 dBZ. The 
sl()I)(, ()f the regression line is 0.81 with ill (dset of -0.21 dBZ. This mealls t1l. 1t t I, (, to), ) 
reflectivitY is s"1111](T tIM11 tll(' raill reflectivitY bY a filctor of approximately 0.81. 
Fig. 5.15a depicts the scatter plW of the increase in reflectivity frmn the briglit b, 11111 
top to the bright band penk it.; a flilictioll ()f raill reflectivit. y. It is ilitcres'lling to ImIc that 
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Fig. 5.15: Scatter phit, of t, ll(' illcrease-decrease ill reffectivity ill the hright, hand (),., (, r the Southern 
Alpý, at X-band fivylvilcivs. a) Increase t, ll(' top to the peak ()f Hie bright, hand aýs a I*,,,, (. t, joll 
(it' Z, b) Decrease from the peak t, () Hie 1)()t, t, ()iii ()f the bright, hand as a fillictioll Of . Z, ( ram) . 
approximately 12 dBZ ; md thc other mic is for rain reffectivities greater thail 32 dBZ but 
sill'Iller timll 10 dBZ wilcre there is a gi-ndlial illelvase fr()m 12 (IBZ up to appr()xijnatvjY 
15 dHZ. 
The decrea. se ill reffect ivity ill t 11c bright hand f, l. ()Ill I he 111,1XIIIIIIIII vallic to t he rain 
ref I ect ivit. v is (I c I) ict ed in 5,151). From tII is fig II re it is possible t () estal) I is IItI lat fin. 
raill rellectivitics betwecil 10 (111Z and 40 (113z, therc is an absollitc clillaticcillent froill 
's dBZ to 6 (Iliz. 
The scatter plot of the bright band thickness against the rain reflectivity is shown in 
Fig. 5.16a. It is cvident HIM thVre is a lowcr vertical I-csollitioll When compnred to the 
scatter plot of the thicknesses observed ill -Marseille 
(Fig. 5.9a). Ill spite of this fact, the 
frend in inurca-sing the thickne-; s when increasing the precipitation rate is still observed. 
The trend is similar to that ill Marseille and thc standard deviations (Iifl'(, r only bY 
Aa flowever. as it , vaý, observed before, there is a lot of scatter for greater 
vallics of raill I-cilectivitY and Illa1v be Well relat('d to the 1111111bel. of Variables that model 
111c melting lalwr. Tlll'ý point is extended ill Section 5.10.3. 
'I'lle (list riblit ioll ()f the bright band thickucss is plotted in Fig. 5.161) where the illost 
frequent is . 100 ill. with a invan vahic of 459 ill and i standard deviation of 137 ill. It is 
lilt crest ing to note t Ilat t lic distrihiit ion of t he bright band thickn(Ns obsvi-ved ill -Nllrs(, ill(, 
pres, vill" a Similar (list ribut ion to the bright hand thicknes's observed in the Southern 
:kI I)-,, Mm-evcr. ill Marseille the heights of the bright hand tops are at higher altitudes 
2200 ill) than the heights of the bright band tops observed ill the Southern Alps 
2300 In). F; ibry vt ;, I. (JYM) found evidence that the bright band thickness inay be 
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Fig. 5.16: 1 ýrigl it haii(I II iickness (wer iIw Sot it I wrii AI ps, No %, Zf 'a la I Id. a) Sc, It I vr I do it ()f 1114' 1 )1 Wht 
hand t hickness versus t liv raill rellectivit. N.; b) Belat ive fre(piencY (d t lil, hright I iand t hickiii-s-, (50 111 
st cps ). 
I I] I lenced bY II Ic ;I It iI lide of tI Ic hrigl it ba I Id. TI ico mlparis( ins ca I-ried m It iIIIIII,, all'i Ivsis 
repi-csvilt INN-() dill'Crent chillatol()gical region" and I IIVI'(1 ; 1i'C %1'c\'CI'; d filchn-S ildhiclicing flit, 
tIII ckness (d tI ic b rigl it Nind (Sce Sect imi . 5.10.3 ). 
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Fig. 5.17: 11 vlati ve fr(, ( I iiency ( )f tIIv livigi It, of brig I It I )a I I( I t, ( )p ( wer tI I(, Sot it, li NVest, of England 
from April 1995 t(i November 1995 (100 111 steps). 
The Smith WcS1 analYsis covers, mil. v VPR data from HYREX. Despite the flict that 
ll() dal a are available dill-ing t he Wilit cr Season. tIlc height dist ribiltion 4t Ilc bright band 
nip. s (Fig. 5.17) shows bright balid. s at vel-Y hm' altitudes (loss thall 1000 111). With the 
bright band at these lower altitudes, the low clevatioll angles of scanning weather radars 
will be cont ninin"It ed by the increase in rellectivitY in the melthig layer. The height 
from the grollild to the centre of' the radar beam is givcii by Eq. 2.3, assiuning standard 
refraction and tin, 4/3 mrth alqnoxhimthm. For instance, the radar beam hitercepts Ille 
bright band at 26 km away from the radar site, assuming that tin' bright band is 500 ill 
abovi. the grolind "111-face and the beamwidth of the radar and elevation angle are I" and 
0.5 respcctively. This nivans that not only the increase in reflectivity in Hie bright band 
will ; iffect I he est imat ion (d precipit at ion using wvat her radars. Nit also thc reflectivity in 
sinAk, (d). m. 1-ved vvcu 1,111-ther than 26 kni m4A mmlion to (Whi n lmqmi Winmdwi of 
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1. 'ig. 5.18: Seasonal distributions id the height ()f the hright halid I(q) over the S(Illtll 
1,:, jgj, jjjd frmn April 1995 h) Novelliber 1995 Mx) III Steps). 
Fig. 5.17, the nican height of bright balld t( )p is )Xillllt vlY I 'S39 III, huf 
beca I Ise I he (list I. 
ibI It lol I is 11111fiffIll tIW St I (I('%' I; It 1( )11 is IIIgII( (7 7-11 111) 
Fig. 5-16 simA'S tll(' S(N I (list 1,11)111 ioll of the livight Id, the 1)1'lglll hand top. I)III-Ilig 
Spring (Fig. 5.18a), the influence of the cildcd Willtul- and HIc S1111111ler 
1 )1'( )d 11( .( ýs fII Ict I In t i( mis ill t villpel"If ul. c. Nv II i( -h iIn, n '11( 1iII wI( fe gII 
balld tops including those at low altitude"'. 
It is interest ing f () note t hat during Spring t 11cre is a billiod'd (list ribut i( )11 wit 11 111aX111111 
around 1000 Ill and 2200 Ill, which may 
hc ývvll I-clatc(l to the influelice ()f the adjacellt 
seasons. During SumnuT (Mg. 5-181A th, 
bHght bmml nlay llot a , (ýI-iojjs 
1(ýIjl because generally is at higher alt it Ilde" with a Illeall valliv Im-aled at 2700 Ill. During 
Aiamnn (Fig. 5-18c) the (list "ib"t i0l, is very similar to) Spring, althwigh the height ()f' the 
bright band tol) is "WIT fIT(OW"t *It Ollit'l(ICS- `\lso the bimodal (list ribut ion is 
present. with Inaxillia at 1800 Ill and 2600 Ill. Then. Spl-illg ; 111(1 1)(ýiiig t)i,, t ransi- 
ti()Ilal seasons from Summer and Winter respectively, also represent ;I poential s(IIII-ce ()f 
(Tror Waum, (d thv h6ght SO mHandlIndon (4.1"ming weather I'mlaj- InCaSUN11114,11IS 
at low (ýJ(, vatioji ailgles, although Spdng to a AgluT th%nv. 
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Fig. 5.19: sc; Lt. t. er I )1()t ( )f dic maximum refiect ivit, ivs wit, I iin tI ic I )rigl it, ban( I agaii is t, the rel lechvit ies 
at tIwI )rig I it I om I Im )t. I, ( )m at X-band fr(, ( I nencies Ow Sot it, Ii Wesl, ()f I 'i I,,,, I ml( I. 
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I -'i 5-20: Scat t cr plot of t, Iw rell(w6vitles at. t, IwI )rig I it, I )a I I( I top agai I Is t. tIw rell ect'ivit ivs 
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Fig. 5.21: Scat Wr phIt, (If t, Iw increi I sc-dccrea., c III ret I ect I\ it \ III thr halld (1\rl Ow S"'11111 
West (dEngland at X-band frequellcies. a) hicream, froll, the 1()p I(, III(, Iwak (dthc bright hatid ; I,.,, 
a fillict, ion (If 710r, 1110- b) Decremse 
frmn till, IwA 1() till' 1)()tf()Ili (It' the brigill ball(I J fll,, cti, )ll 
Of 
Fig. 5.19 shows the scat ter Idol ()f the vari; it ii)n ()f Z, (, ,,; sc I moý I VVI-111,11S z"(1-all? ). 'FIli. , at f 
plot prcsvilts a Similar trend n. 's the Scatter 1)1()t ()btailwd III Mar-wille (FIg. -5.6), wilh a 
slight bending around 20 dBZ in Zq i"). ThC 1,41gressloll allal. N.. "Is (d the "cat tcri'd (1; 11; 1 111 
Fig. 5.19 gives: 
11.6 2-0.93 (111Z (5., s) 
Froill Eq. 5.8, it is obtained that the peak ()f the briglit 1); Ill(l is 11.62 dBZ 
above thc rain refloci ivitv bill I cilds Io dcclvasc 1,01- hip'llcr vallics ()f Z, Tllc swat I vI, 
1)1()tS fol' Zv(peak) 
for Marscillc ; md the S)olitlict-11 Alp., have ;, Is, ) 'Hilihil. 
slopos alid the differences are with the ()ff, s(, I., of the regresion IIII(IS. 
Fig. 5.20 shows the variation bel"'cell Ihe almvc and helow Ille bright 
band. that is, Zf, ('mm, ) Vs The slope of the regression hne Is 0.6, S willi an ()If's('t ()f 
3.64 (113Z. The standard deviation of this fille is 3-50 dBz, twing the lowcst ()btailled 
to il()W With such 111 alliount ()f dlta. 'I'lle equation is givell b. N.: 
Z,, ( . ...... )=3.64 f 0.68Z, (,, j, ); dBz (. 5.9) 
The scat ter 1)1()t of tll(' ill("'("Ise ill reflectivitY f*l. ()Ill tilt, l()p to t he pvak of t he bright 
a function of the rain rellectivity is depicted in Fig. 5.2h. There is a gradual 
ill reffect ivity from t he bright band t( q) from 10 (11 ýz t() F) dBZ 1,01, raill reflect IV- 


















I-Ij,,, 'J. 2 2: 1? o1; 1ti ve f 'n ý(Iii(ýii(. Y ()ffIIcrvII ec t, i N, i t, i4 'S Z,. iii(1Z, ove r t. IioSiitIi 
Wr. st (11, Filglalid (I 4111Z Stvps). 
1,01,1'; Iili reflectivitic-, 111) to 10 dBZ. Fig. 5.211) shows the scatter plot of the decrease in 
reflect I vitY frmii IIw lwak 1() tI Ic bot to III ()f tI Ic brighl hand. The ('1111alicel I wilt is ; 11)1)1. ()Xi- 
malclY II dBZ (Scc E(1.5., S) for values ()f rain retlectivitY lower than 25 dBZ, then there is 
"III ('1111all(villelit frmll II dBZ t() 6 dBZ fi)r rain rctlectivitics between 25 dBZ and 40 dBZ. 
Tllc distributions, ()I, the bright balld reflectivitics, are shown in Fig. 5.22. 'I'll(, distrib- 
I It io II of Z,. (,. "j, ) 
I las arII ige of reflectivit ics from 5d BZ ii p to 42 d BZ (0.07 min I ir 1 to 
15.37 min 111- 1 ), wit ha nican value of 17 dBZ (0.42 inin Froin t lie (list ribut ion of 
Z, 
I)c(lk), the ralige of' reficctivilies obtained 
in the bright band is from 10 dBZ to 50 dBZ 
(0.15 min 111- 1 to . 18.62 min 111- 
1) with I IIINIII 111flectivitY of 29 dBZ (2.36 111111 111- '). 
The (list riblition of, reflectivitics ; it Ilic bright band Iop presents values froin 4 (113Z to 
; ffollild 35 dBz (0.06 111111 Ill. I to 5.61 111111 hr') with a mean rctlectivity of' 16 dBZ 
(0.36 111111 hr 1). 
Tllc scattcr plot of t lic bright band thickness as it function of rain reflectivitY is depicted 
in Fig. 5.23a. The trend is ill increase ill bright band thickness with the increase in 
raill reflectivity ms ill Nhwsvilk and New Zealand, although the data ill the Smith West 
ri-pre'sclit alillost 9 colitilitious months. Fig. 5.231) depicts the (list ribution of' the bright 
hand thickness, the most frequent being at 300 in. The nican thickness is 395.40 ill with it 
: -Aalldard deviathm to IM144 in. fig. 5.24h AlActs the s(ammal (list ribut ion of' Ihe bright 
band thickness. It is interesting hi w4v Owt the b6ght Imiul is thV6T (Mig the Annnivi, 
; illd thililler during Spring and Antimin. For instance, ill Spring the inean bright band 
thickness is approximately MO ill wit h 100 ill of'standard deviation. Ill Aidunin the incan 
thickness is approxinuitely : 175 ill willi 125 in of' standard deviation. However, ill Summer 
112 
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Fig. 5.23: Bright band thickne"s over the Smith West ()f England. a) Scatter p](It ()f the hlip'llf 
I mn( ItI Ockness ver-su, ", t lit, rai II refle( -t ivit vý b) liclat ive fro( ji wi icy ( )f t lit, I )right I mw It hick i ivss ( 5( )I il 
Steps). 
tit(, incan thickiicss increases to 500 tit with 150 tit ()I* standard deviati4m. Fabry vt ; if. 
(1994) suggesivol that IS smsontal (loTolobw 4M Right Innit! Ihiobuon is (hu, I" thc 
fact that they an, higher and thicker during Summer than during Ailtilill I(- )-ill I( In SI I, ) 
this isslu% tit(, mcan bright band thicknesses are 16mcd against their huights 
ill Fig. 5.25. It is interesting to ]I(), (' that the hi'L"her illc heights ()I' ille bright balld tops 
are, t he thicker t It(, incan bright hand t hicknesses. I fmv(, v(, r. I It(' scat t er illcre"I'ses at higher 
altitudc, s, prescuting higher fluctuatimis around tit(, incan thickness. This mcail" that 1114, 
licight (d the bright halld top is all illipm, taill filchn* illfillencing tit(, bright band thickncss. 
J)ilt there are nk() additimlal factors that Illay to this cIfccI. 
4(11 
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Fig. 5.2 1: Seasonal (list rihut ions (d' I he bright band t hickness over the South West of England 












Fiý4.5.25: Dependence of' the bright, band thickness with the height of' the bright band top over 
1114. Solll 11 West Id Fliglaild. 
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Fig. 5.26: Relative I'l-equencY of the 11(lighl of bright balld top (wer Bristol. I IN fi, m Amw 2001 t(, 
December 2002 (100 in steps). 
'I'll(, Vert ical reflect ivitY pr(Ailes fro )111 1 ýrist (d have becil (Idlecto'd the devcl- 
()pnivni ()f this research thesis froin June 2001 h) 1)(vember 2002. Thc VPR Ilas becil 
(I(ýpI(). ved beside the NVEM10, building. Dlic h) securit. N. rea. "mis. Ihc VI'k %va", swilched 
()ff ()verilight aild all the data have beell c(Olected during daY tillic. Dc"plic the blict t hat 
Bristol belmigs to the Sollth WC"t (4 England. this analysis Im. s becli carried wit illdcpc1l- 
dclitlY frwil the South West alialYsis becallse tIlc data Ilave beell c(Alvoed at a difff'relit 
tilliv and possible differviices in the results inaY be more vasil. v explained. The (list riblitioll 
()f the height ()f the bright balid top is depicled ill Fig. 5.26. 'I'll(, heights ()f briglit hall(I 
tops are froin 700 ill to 3500 ill. bellig the lll()St fre(Ilicill top at ISDO Ill. The illeall bright 
1)ýljj(l top is at 1943 ill with 502 ill ()f standard d(wiation. 
The an'llYsis (d the (list riblitiolls (4 the hright baild top bY svaý, ()lls is depicted ill 
Fig. 5.27. Ill the aimlysis fro"' tIlc South West region, there are ill data available ill, rijig 
Winter. Fig. 5.27a shows ll()N\, 1()N\- tlic bright balld call be ill Bristol during Ille 111(nith. s 
frolli JaimarY to March with bright hands sevil a. " 1mv as 700 ill, bvilig verY crillcal fiff 
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Fw,. 5.27: Seasimal (list ributIons of the height ()f Hie bright kind top over Brist, ol, UK froin . 111m, 
2001 ti) Do-vinher 2002 ( 100 in stvps). 
0111-111A Sprill", the height ()I' the bright band top is between 1100 ill ind 2000 ill, dis- 
; ippearing completel), at lower altitudes. III t1w South West allalYsis, during Spring the 
1wight ()I' flic bright baild top Is is low 1. -, . 500 ill (Fig. 5.18a). Obviously. this is climate 
(1cpcildclit alld it is directlY related lo tculperat III, (, chailge, fn)m Year lo year and difFer- 
I-lit (list I-il )I it H )II" can I )c exi )cct vd ill I fle c( mililip, years. Ill S1111111ler, t he (list riblit ion ( )f 
thc bright balld ti)p is bOween 2200 ill and 3500 ill with I nivan value of 2650 ill and 
250 ill ol'standard dcviation. Ill Sullillier III) bright balldsarcobserved at lower altitudes. 
I )III-Ing Ailt 1111111.1 he bright band t(y is lower t han during Summer ( 1-100 Ili), blit still 
w It II c%-I ý I.; IIIII Ict I I, It P) I IS 3 100 Ili, It is im I)( )"I m it to rel I Iar ktI mt at tei it i0i II iiiist 
he 
1*( (. 1 I, -A, ( ImI Sca IIIIiI Ig We; It I it -I- I.; u I, Ir 111c; I., II I-cille I Its (1111-i IIgt Ile Wi I It cr III ()I It 
I is, bec; III se tI Ie 
Plflvct WHY dat a wIII be coIII aillillan'd wit ht fiv Inch ing I'llycl. aild allY col-rect ion algorit 
11111 
1111I. st p-1-fol-Ill accurately (1111,111p, I Ills SVIISMI. 
Tlw dis'll-1hiltiolls fi )I. thl, I-ellectivitic" bcI()W, withill alld above the bright balld are 
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Fig. 5.28: Relat ivo frequencY ()t' t he reflect ivit Z, Z, I,, "k , alld Z, ()vvr I iri,, t , d, I! K 
(I (113Z Steps). 
dix C. 2) given by Eq. C. 2. with (1 6-35 and A at it . "I'lli I'Mlihill 0,50.111 Bristol. sti, 
is predominant I. N. light because of t Ill, lmv %-; ll1Ivs (d I, eflecl ivit ic., III I he (list I. il)llII4)11. Tllc 
Invan Vallic ()I' I his (list ribut ion is around l2. GdBZ (0.2235 mill Ili- 1) witlj. 5(11ýZol Stan- 
dard d(wiatioll. The (list riblit ion of Z,. (. qjj(ojj-) (Fig. 5.28c) is quitc siIIIij. 11- to IIIv 
(list ribut lon. which is gainina (list riblited altholigh Ibe foI-Ill(, I- is slightlY 11.11-1-mver thall 
the hitter. The distriblitioll 1)f (F4,1- . 5-2(Sb) still prcscjjt., ý tlj(ý )f j g. 1111111a 
(list ribut imi although it is verly cl()Sc to the (list "iblit ion. Thc mcan rvilectivitv 
is 22.5 (113Z wit h (; dBZ of standard deviat ion. 
Fig. 5.29 showS t 11C SC; 'l Wl- Pl"t 4)1' Z, -(I)(-(ik) 119; 1ill't 
Zc, 
,. 
Fr( )III t he regression allal. v- 
sis, it is (A )tanw( III mt tI ic reffe" iX"tY ZcqwtiO 'Is ;I fl III(. I i( )I Itdt 114, re II vct ivit. N. Z, (I, I I? I) 
is 
giv'ii 1w: 
Z1c(pcak) - 9,52 - 1.037, ý,,, j,, ): dBz (5.10) 
The con-clation of Eq. 5. W is 0.89 wIt] 1 2.72 (H iZ of standard deviatim I. It is straight- 
fol. w, I rd to est iII )I is IItI lat tI Iv decrea-se in reflect ivity fr( )i ntI ic I wit k( )f tI Ic I wight ImI I( I 
t () tI Iv bot h )I II as iI fl II Ictiol I of ra ill ref Ivc I ivity is it I )I )n )xima I cly 9.52 (111 Z f( )r ally %-, it II it , 
of rain reflect ivit, v. However, the regression line was obtailled wIt )l ['aill 1-vilv(. 1 ivil les llot 
exceeding 30 dBZ (Sce Fig. 5.2, s(t) and it is possible that higher vahle., of reflectivil. N. will 
product, it slightlY different regression line. 
The scat tcr plot hetween tI I(' rellect iv It I c" ; 11)( we and bek )w tI Ic I )I- I gi It 1), 111( 1 are SI I( )wII 
in Fig. 5.30. The regression lille If 10 Scott my (boa I ms an shyv ()f 0.5 1 wit II all (dF. 'el ()I' 
4.07 dBZ- The owrelation is 0.75 and Av stmidard deviation is 2.3.1 dBZ. This rq, gression 
it-, 
10 20 30 
Z, (hrain) (dBZ] 
10 20 30 40 
Z, (hpeak) (dBZ] 
line has the lowest slope found at the moment, but also has the lowest correlation. It is 
likely that a wider distribution of Z, (,. i,,, ) will produce a regression line with a different 
slope, which may present similar trends as the regression lines observed in Marseille, New 
Zealand and the South West of England. 
As expected, the thickness of the bright band increases as the rain reflectivity increases 
(Fig. 5.31a). Thinner bright bands are expected because of the low values of rain reflec- 
tivity. However, the bright bands in Bristol are thicker than the bright bands analysed 
in the South West region for similar values of rain reflectivity. This is one of the points 
that has been remarked in the last sections, where the complexity in the melting layer 
contributes to different values of bright band thicknesses for one particular value of rain 
reflectivity. The distribution of the bright band thickness for the whole data base is shown 
in Fig. 5.31b. The values range from 200 m to 800 m with a mean thickness of 449 m and a 
standard deviation of 122 m. The most frequent bright band thicknesses have 350 rn depth. 
The seasonal distributions of the thickness of the bright band are shown in Fig. 5.32. As 
expected, thinner bright bands are found during Winter and thicker ones during Summer. 
But not only during Summer the bright bands are thicker, but also during Spring and 
Autumn. However, there is a lack of data during Summer and it is not possible to suggest 
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Fig. 5.29: Scat t ("' ])lot, of 010 111; 1 xil IIIMI 1'0fI('('t, ivit, i('s wit. hi IIt he hrigI It ba IvI(4 (/,,, 1 A)) ýIg, IiII st tIw 
reflect, ivities 14, ti W b"i91 It NI "d bot toll I n(I fi-(, ( I, Iv I 1(-i(ýs I I, i.,, t 1,11 K 
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Fig. 5.30: S(, at, t(, r plot of the reflectivities at div bright band t, op against fliv I-efiect'ivit ies 
11t, dw bright hand b0t, t, 0111 (Zc(rain)) (it, X-band frequencies over Brist, ol, UK. 
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Fig. 5.31: Bright kind thickness over Bristol, UK. a) Scatter plot. of' the bright band thickness 
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Fig. 5.32: Scasolml distributions of t1w briglit Nuid thicknoss over Brist, ()I, UK (50 in stvps). 
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Fig. 5.33: Relative frequency (If' t, ll(' ll('igllt, (If' 11"ight- 1), 111d tol) over the North West of, Ellglall(l 
from May 1991 to December 1994 (100 in stops). 
silice the bililding of the S, 111'()1*(l VIT ('Filford and Chickie. 1991) several field ex- 
periments havc been c(nalucted (Tilfi)rd and Chution 1992.1993) in ()rder to sill(ly tlic 
variation ()f the vertical reflectivity '1'owvrs (1996) (arried wit a detailed study 
of the bright band over Salfor(I ý11111 P11"t of 11"' l'('S'lIt. '- w("'(' Imblishcd ill Chickic ct al. 
(2000). Towers (1996) found that 82(Y( of vertical refiectivity 1)1. ()til(, s oN, (q- Sýjjfol, (j 1)1. (, s(, Ilt 
the bright band. However, , 1'()w(, rs only selected 35 straliforill rainfall events. (-()Illl)l. iSillg 
approximately 21-0 fir of data ill comparison with the 650 hr (A' bright bands found in 
the North West, database. The cornipted data were not Included by Towers (1996) lior 
in this analysis. Towers (1996) carried out the bright band analysis using the Automatic 
Bright Band Recognition Algorithm (ABBRA) developed at Salf'ord (Tilford et al., 1992. 
2001). However, there are remarkable differences i'mind by using ABBRA to estimat ct lic 
bright band boundaries (Sev, Section 4.5. Fig. 4.15). Therefiwe, t he analysis of' 650 hr of 
b rigI it band events observed over tIw Nort 11 West of' England ilsi I ig tI Iv 1, otýjt jol II Igo ri III,,, 






























Fig. 5.3-1: Seasmial dist, ributions ()I' tile height (d Hic bright band t, ()p ()%, (, r Ow North West ý)f 
England fn)m May 1991 to Deceiii1wr 1994 (I(A) in steps). 
Fig. 5.33 shows the (list rikit iol, of HIC height of the bright band top over the North 
West ()f England. The height of' the bright band top i,. -; from 500 in to ýIjjjjost 3800 111, 
with a nican of 1628 111 and 687 In of standard deviation. Similar (list riblit'loll's have beell 
observed ill t he bright balld analysis of* t llc South Wcst 1-cgioll, alt liough with fewer data. 
It is ilitel-csting to llote that Fig. 5.33 presents a bimodal (list ribut ion with two maxinia at 
1000 ill and 1900 ill. A similar (list ribut lon was obtained by Towers (1996) although not as, 
well defined as ill Fig. 5.33. 'I'll(, difFerences are due to the delineation techilique employed 
ill the algorithilis to dviect the bright hand boundaries alid the sizes of tll(' databases. This 
billit)(1,11itv is (Ille to the existence ()f two prevalent 0"C isotherm temperature regimes that 
maY be related 1() the Winter and S11111111cr seasons. The answer IllaY be in the "va"Onal 
distribimon (d height ()f the bright band top (Fig. 5.34). During Winter. the bright 
ImIld is l1wre fi-cylvilt at 1()W(, I. altitudes with a IllaxiIIIIII11 fivight at 1000 ill but with 
valile., ranging frmll 500 in to almost 2500 in (Fig. 5-34a). During this scason, the bright 
ImIld clkvt is a (ImIlinant swirce ()f' cri-or in the estimation ()I' precipitation using Nventlivi. 
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Fig. 5.35: 1 ýv h, t ive fro(i uonc N, of t, Iw 1-of I octivit ic's Z, Z, ý /, ('I ...... I the 
Ni'vill 
West of England (I dBZ Steps). 
radars. During Spri 119,1 h("T is a bi II imh IId is I I-II)III i ()I IIIIII Ic heip'l It ()f II Ic bright baild oy 
(Fig. 5.341)). This bimodality may be 11 t riblitable I () I It(' I 1"Illsit i()JI ))(, I weell Sullillicl. : 111d 
Winter reffectcd ill temperatill-c changes betwecii thc (. ()I(l and the Nval-111 sen, "'im. ". This 
pat tern is it lso ref I ected in At it unin am I it is clearly (0 )serve( I by IIwbI moo I, IId is I riblit H) II 
shown iii Fig. 5.34d. During Suninier, the (list riNition ()f' tlI(, 1)1-igllt top is at 
higher altitudes. The values range fl-()Ill 1600 111 to 1000 111 Willi ;I 111vall top 4)1* 
2500 111. 
Tli(, i-(, t'()r(,, there are himodal (list rihill ion", (1111-ing Spring and A1111111111 with 
ýjt 1()()() in and 2000 in approximatcl. y. During Winter, Ille (list ribut ion is ; it 1mv ; Iltillides 
With one InaxiIIIIIIII at approximatelY 1000 ill. During S11111111cr. tlic di. "Iriblition is at 
Ifigh altitildes With One 111aximuln at appr()ximalely 2000 in. Thus, the (list ribution of 
tlic 11cight of thc hright baild top during the whole year is a combination of the swasolml 
(list ribut ions and the res"It is il bil'10d, 11 (list I*ihlition with maxima at 1000 in and 2000 in 
approximately. 
The (list ributions of the bright band reflectivities are shown in Fig. 5.35. The ram rc- 
fiectivity (list ribi it ion comprises va I ucs froin 5 dBZ (0.07 inin I ir ') to . 10 dI ýZ ( 11-53 inin I ir 
1 ). 
with a incan rain reflectivity of IS (113Z (0-49 inin Ill-- 
') (Fig. 5.35a) . The di. stributioll 
of Z,, ( i,, ) over Montreal presents a similar trend (Fabry mid 
Z; twi(lzki, 1995). alihough 
ill thc North West of' England t1w ino: -0 frequenI rain retlectivitY is 2 dBZ smaller ihan 
tll(, most frequent rain reflectivitY ill Montreal. This Suggests. thal the rainfall rale ill 
the North West of England is on avcragc slighIlY less intclisc thall ill Moliti-cal. It is' 
illt(, r(, >tillg to note that die distriblitioll of 
lias a sitililar Alape thall the distribli- 
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FIg. 5.36: sc; It, t I'l, plot of tI Ic Illaxi II It IIII rollect ivi I, ivs wit, I iiii tIw hrigl it, hand against, Hie rof I ect, ivit, ics 
at t he bright, balld hol t, ()Ill at X-band frequencies over Hie Nort, h West of England. 
tioll ()I' alt1wilgh the f()riil(, r is slightly narrower than the latter (Fig. 5.35c). The 
diStl-il"Itioll (If' Z,, (,,,,,, k) PI-esents vahus 
himi 10 MZ t" ahmat 50 MZ with a numn peak 
MwHvity (d 250 MZ (Fig. 515h). 
The scatter ph)t (If' the maximuill rctleclivity withill the bright band against the raill 
relleciivity behm, is d(Ilml in Fig 5.36. Regressimi anHVis shows that there is a corre- 
Lit ioll (d 0.90 bet wcell t lic scat tered data and the regression line defined by: 
10.29 t 0.86Z,,. (j-j, jj, ); (113Z (5-11) 
Tllc standard deviation of EAl. 5.11 is 2.91 dBZ. It is noteworthy to state that the 
bright balld increase is lower thnn 10.29 (113Z ýis the rain reflectivity increases, bccausc of 
t he slope of' ON; ill Eq. 5.1 L Tlwre is a light bending ill the scattered data of Fig. 5.36 
; it approximately 22 dBZ ill similar to Ille bending observed ill Marseille, Bristol 
Mid the South Wcst ()f England. 
Fig, 5.37 depicts Ilic variation ()f the reflectivity above against the reflectivit. ", below 
Ilic bright balld. Then, is a lot of' scatter of data and the regression line presents it poor 
c()ri, clatioil ill' 0.7, S with a standard deviation of3.65 dBZ. The slopc of thc regrcssion line 
is 0.65 with ill offset of 3.92 dBZ. This equation is vel-Y silililar to the one obtailled ill 
121 
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Fig. 5.37: Scaft, er plot, oft I I(, rcliect-ivit ivs ; It, tIw brig I It ba I I(l top ( Z' (ýStwlv I) ag: IiI Ist tI Iv I-c I lect ivit 11 I. s 
at the bright band botloin 'It X-NII'd f"O(viollcies the North West ()f England. 
the S()Ilt ll "vVcst bright hand allalYsis. The scattcr Ili'lY hc dile ill Imil to I lic filict I hat I llc 
b rigl it ha IAI ()I) is llot aI NV8Ys wC1 I (1(, fiii(, ( I a-s tI ic I )right ba I I( IN )t ImII. 
The increasc ill rctlectivity frmn the top to the peak ()f the bright band as a functiml 
(if the rain rcHectivity is depicIcd ill Fig. 5.3, sa. Then, are 1\%. () regillies Imillided bv 
Z, (ram) - 
20 dBZ- For Z,, p, j,, ) < 20 dBZ. there is all ilicrease ill r(licclivity fl-mll Ilic 
I(q) to the peak ()f the bright band frmn 7 dBZ to II dBZ and fOr 7,, (,, j,, )1 > 20 dBZ Ilic 
increase ill reflectivity is constant and ('(111,11 to II dBZ. The dccrvasc ill refiectivitY frmll 
t1le peak to the bottoin ()f Ille bright band it.; a function ()f the raiii rellectivity is dcpictvd 
< IS dBZ the decrease is 1) dBZ. afterwank, decreas' ill Fig. 5.381). For Z, illýý 111) 1() 
; zý 5 dBZ for < 35 dBZ- 
Fig. 5.39a shows the scatter plot (if the bright hand Ihickness ; is a functi0ii (it' raill 
reflectivity. There is a lot of scatter frmli Ill(, illeall vallic and the standard deviation is 
approximately 100 Ill. The Inea" bright baild thickness shows that thel-c Is ; 111 
from 350 ill to 500 ill for rain reflectivilies between 5 dBZ 1() 30 dBZ (0.07 mill Ili- I 
2.73 inni hrl) and afterwards a decreiise of 50 ill for rain rellecilvitics of 35 dBZ. This 
last decrease inav be evlained by thc lack ()f rain reflectivitic., greater 1111all 30 dBZ (Frmll 
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Fig. 5.: N: Scatter plot, oftlic bright baild ('1111aliceillent, over the North Wc: st, of England at X-band 
frequencies. a) Enhanceinvill, from the top to the peak of dic bright, band as a function ofZ, (, j,, ). 
h) Decrease from the peak to the bottom of the bright kuld as a filliction of 
the rain reflectivity hicreases. Towers attributed this effect to the inten., se precipitation 
ti-, iilsl), issiiigov(, rtll(, I)riglit band. However, itistruct, hat 
the accuracy (d the estimation (dthe height (dthe bi-ight band topý but the scatter in the 
bright band thickness is real and it depends mi several factors such as the variation of the 
vertical temperat un, profile, the 1,11)S(' rat, v and relative humidity alliong Others al-wind 
the Inciting layer. Then, even when there is a dependence (d bright band tliickiicsscý with 
precipilation intensity the scafter will be large and modelling the bright, band t1lickness 
is not an vasy t, ask because it involves t, ll(' integration ()I' ; III the filctors influencing the 
smowHAv melting rate. The inean value ()f the bright band thickness is 425 111 with 15() 111 
(dstandard deviation (From Fig. 5.391)). 
As pointed out in preceding sections, there is a certain depondence of I lic bright hand 
tliickiivs, ý ml the season of the year, where the height ()f Hic Iffight, band t, ()I) is very 
inilmi-taiii. Fig. 5.40 shows this iliffilence and it, is interesting to note that when the bright 
band top is between 500 m and 1300 in, Hiere is a clear increase in bright band thickness 
; zzý 150 in to ; ýý 450 m. However, wheil flic bright band top is il)()v(, 1: 100 in and lip to 
: M00 in the thickness of the bright band mily increases by around 50 in on average. This 
analysis takes int, o account the incan bright band thickness and its scatler is represented 
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Fig. 5.39: Bright band thickness Hic North West ()I' 1"'Ilglaild. l) 1)10 ()f the bright 















500 1000 1500 2000 2500 




Fig. 5.40: Del eudence of the bright, band tllicknv-, ý, with the height of the bright hand 1()p over 
the North West, of England. 
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5.9 Multiple bright band events 
A particularly interesting feature is observed when there are temperature inversions along 
the vertical. As ice particles fall through an upper O'C isotherm layer, they start melting, 
then re-freezing again until melting begins in another layer of sub-zero temperature. The 
result, when observed by a VPR is a double bright band. Usually, double bright bands are 
common in fronts, which cause temperature inversions (Hardaker, 1993; Fabry, 1994a). 
A double bright band event recorded in Marseille on November 1998 is depicted in 
Fig. 5.41. At 23: 48 hr the bright band top was around 2.5 krn height, but at 23: 50 hr 
a second bright band appears 400 m above the first one. Both of them remained for 
approximately 4 minutes. After that, the prevailing bright band was the one at 2.9 km 
height. 
In Boscombe Down, UK, a double bright band event was recorded on 26th May 1995 
(See Fig. 5.42). The top of the upper bright band was at 2.6 km with a thickness of 
approximately 300 m. The second bright band appeared at 1.8 km with a thickness of 
300 m. Both bright bands stayed for around 25 minutes. 
The most impressive multiple bright band event recorded in the long term database 
took place close to the Chilbolton radar facility during HYREX. The multiple bright bands 
are shown in Fig. 5.43. First a bright band appeaxs at 12: 50 hr, approximately 2.3 km 
above the VPR with a thickness of 300 m. At 12: 55 hr, some pockets of instabilities are 
observed below 1.8 km. At 13: 02 hr, two additional bright bands are formed; one at 1.6 krn 
and the other one at 1.3 km. Finally at 13: 14 hr, the higher bright band disappeared and 
the other two came together into a single highly variable bright band. This event shows 
clearly the complexity of the vertical reflectivity profile. 
Fabry (1994a) reported a double and a triple bright band over Montreal. Towers 
(1996) reported around 50 min of double bright band events over Salford. In conventional 
scanning weather radars, double bright band events are observed in a slightly different 
way. Scanning radars usually scan over a wide area where fronts are easily identified. 
They may observe a double bright band as a very thick single bright band, due to the 
beam spreading at long ranges. 
The bright band detection algorithm developed in Chapter 4 can be applied to double 
bright band events. If the bottom of the upper bright band is fax away (more than 800 m) 
from the top of the lower bright band, the algorithm will detect the one with more power 
or area. However, if they are very close, the algorithm may see them as a very thick single 
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Fig. 5.41: Double bright band in Marseille, France on 3rd November 1998 between 23: 50 hr and 

















03/1198 0311198 030 1198 !,.,, I ,I, Ii..., I... I. 
234000 234500 235000 23 55 00 _-, ", 1ý1 O. ''ll Wi001 OU 1-', ui,., .l., .1 
200995 200995 26,0995 2V05N, -, . 
., 264 "W 
1? 45 00 17 5000 175500 180000 lsoso., 
'1-" 
18 . 10 02 18.50.18 3D G-' 














Fig. 5.43: Multiple bright. bands in Chilholton radar site, Oxfordshire, UK oil 17th April 1995 
bet-ween 12: 55 lir and 13: 10 hr. 
5.10 Summary of results 
It has been folind timt the ])right band was recorded approximately 54(X, of tit(, time in 
the North West, 47V in the South West mid 63W in Bristol. In the Southern Alps and 
Marseille, the bright band was recorded 36% and 33(/( of tit(, tinic respectively. These 
results are suininarised in Table 5.2. With these percentages in inind, the bright band can 
be one of the main error sources on the estimation of precipitation using scanning weather 
radars. However, its impact depends on the (list ribi it ion of its height during the year. its 
incream, in reflectivity and its thickness. 
Site or region Precipitation time 
with bright band (hr) 
Percentage of time 
with bright band % 
Nortli West, Eilglaii(I 650.70 54-16 
Soutli W(ýst, Eiiglaii(l 168.21 47-38 
Bristol, Eiigliui(l 62.45 63.62 
Tliv Soutli(, rii Alps, N(ýw Z(, alaii(l 41.32 35.80 
Nlarsvill(-, Fr; iii(-(, 21-67 32.87 
Tfible 5.2: Pr(vipitation tinie with bright band observed with the VPR, froin 1991 to 2002. 
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Fig. 5.43: Multiple bright bands in Chilbolton radar site, Oxfordshire, UK on 17th April 1995 
between 12: 55 hr and 13: 10 hr. 
5.10 Summary of results 
It has been found that the bright band was recorded approximately 54% of the time in 
the North West, 47% in the South West and 63% in Bristol. In the Southern Alps and 
Marseille, the bright band was recorded 36% and 33% of the time respectively. These 
results are summarised in Table 5.2. With these percentages in mind, the bright band can 
be one of the main error sources on the estimation of precipitation using scanning weather 
radars. However, its impact depends on the distribution of its height during the year, its 
increase in reflectivity and its thickness. 
Site or region Precipitation time 
with bright band (hr) 
Percentage of time 
with bright band 
North West, England 650.70 54.16 
South West, England 168.21 47.38 
Bristol, England 62.45 63.62 
The Southern Alps, New Zealand 41.32 35.80 
Marseille, France 21.67 32.87 
Table 5.2: Precipitation time with bright band observed with the VPR from 1991 to 2002. 
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5.10.1 Height of bright band top 
In England, the mean height of bright band top in the North West (1628 m) is at lower 
altitudes than in the South West including Bristol (1839 in and 1943 in respectively). 
In the Southern Alps and Marseille, the mean heights of bright band tops are at higher 
altitudes, although these results represent only a couple of months and they may not be 
representative during the rest of the year. The mean heights of the bright band tops of 
every site analysed in the past sections are summarised in Table 5.3. The sites are placed 
in descending order according to the number of bright band hours recorded by thc VPR. 
Site or Region Bright band top 
/I (M) a (M) 
North West, England 1628 687 
South West, England 1839 721 
Bristol, England 1943 502 
Southern Alps, New Zealand 2037 382 
Marseille, Rance 2877 463 
Table 5.3: Statistics of the height of bright band top recorded by the VPR from 1991 to 2002. 
The seasonal analysis of the height of bright band top in England reveals that the bright 
band may be a potential error source in the estimation of precipitation using scanning 
weather radars, not only during the Winter months but also during Spring and Autumn 
although in a lesser degree (See Table 5.4). For instance, the mean height of the bright 
band top in the North West during Winter is 1225 rn with 430 rn of standard deviation. 
The UK weather radars have a bearnwidth of P and the lowest elevation angle they are 
able to scan is at 0.5". Considering both parameters and applying Eq. 2.3 to calculate the 
mean useful range of a scanning weather radar without intercepting the bright band and 
assuming a mean bright band thickness of 400 m (From Fig. 5.39a), it is obtained that the 
mean useful radar range is approximately 41.5 km. Beyond this limit, problems arise in 
rainfall overestimation because of the interception with the bright band and further away 
the radar is intercepting snow rather than rain. 
In the South West, including Bristol, the mean height of bright band top tends to 
be higher than in the North West at least during Summer and Autumn, but not during 
Spring. During Winter, there is no way to compare with the results from the South NVest 
or Bristol, because of the lack of measurements in the former and the small amount of 
data obtained in the latter during the same season. 
131 
Site or region Spring Summer Autumn Winter 
A (M) a (M) A (M) a (M) A (M) a (M) t, (M) a (M) 
North NVest 1635 613 2474 518 1465 571 1225 430 
South West 1429 597 2701 419 2176 532 -- 
Bristol 1546 205 2652 248 2055 466 1735 369 
Table 5A Seasonal dependency of the height of bright band top in England. 





The North West of England 
Zej(peak) = 10.29 + 0.86Z, ý(r) 0.90 2.91 
Z,,, (, ) = 3.92 + 0.65Zeý(, ) 0.78 3.65 
86 426, 
eak) = 
10-694ý(rain) 65 ZC2(8now) = 2.47ZOý(rain) 
Ze2(peak) 
= 1018.27R"38 I 
Ze2(snm) = 77.33R1 . 04 
The South West of England 
Zei (peak)= 11.62 + 0.93Zeý 0.91 2.84 Zej(, )=3.64+0.68Ze1(, ) 0.80 3.50 
ZO. 93 Ze2(peak) = 14.52 e2(rain) 
1ZO. 68 Ze2(anow) = 2.3 e2(rain) 
ZC2(PCaL') = 2004.12Rl-49 Ze2(8now) = 84.78R1-09 
Bristolq England 
Zei(peak) = 9.52 + 1.03Zel(r) 0.89 2.72 4ý100=4-07+0.51Z, ý(, ) 
0.75 2.34 
Ze2(peak) = 8.96 1.03 Z12(rain) = 2.55Zeo; 5(rl ZC2 (anow) 2(rain) 
42(Peak) = 2100.72R1.65 Ze2(ancvw) = 38.02RO. 82 
The Southern Alps, New Zealand 
Zei (peak) = 9.25 + 0.92Zel(r) 0.96 2.20 Zel(8) = -0.21 + 0-814eý(r) 0.87 3.82 
42(peak) = 8.42ZO. 02 C2(rain) = 
0.95ZO. 81 42(8now) 
e2(rain) 




12.17 + 0.93Ze, (, ) 0.94 3.11 Zeý(, ) = 4.53 + O. Weý(r) 0.86 3.70 




= 2274.65R'. 49 H 
42(snow) = 122.19R'- 14 
Table 5.5: Regression analysis results between the reflectivities Z, (p,. k) VS Ze(rain) (left side) and 
Ze(snow) VS Ze(rain) (right side) at X-band frequencies for the North West, South West and Bristol 
in England, the Southern Alps in New Zealand and Marseille in France. Z,., is in dBZ, Z,, in 
mm 6 m-', R in nun hr-I and o, in dBZ. For the calculus of Z,, (R), it is assumed the M-P Z-R 
relationship, i. e. Ze(rain) = 20ORI-6 (Marshall et al., 1955). 
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5.10.2 Reflectivities at the top, peak and bottom of bright band 
The equations obtained in the last sections from regression analysis among the maximum 
reflectivities in the bright band, and the reflectivities at the top and bottom of the bright 
band are summarised in Table 5.5. 
The maximal correlation between the variation Of Ze(peak) and Z, (,.. i,, ) has been found 
with the Southern Alps database (r = 0.96) and also with the lowest standard deviation 
(or = 2.20 dBZ). Despite the fact that the Southern Alps database represents only one 
month of data, it contains a wide spectrum of rain reflectivities between 5 dBZ and almost 
45 dBZ (See Fig. 5.11a). The reason for the higher correlation is due to the fact that the 
bending experienced in the other sites, does not exist in the Southern Alps database, 
fitting the regression line more accurately. It has been explained, that in the Southern 
Alps a longer pulse length was used to increase the SNR of the radar signal, trading-off 
resolution with SNR. However, an increase in SNR improves the ability of a radar to 
differentiate low-intensity echoes from noise, as on the top of the cloud. This is not the 
case in the bright band, which high-intensity echoes are expected. It has been suggestetl 
that orographic enhancement takes place not only at lower altitudes, but also within the 
melting layer because of the influence of the Alps, causing an increase in the bright band 
reflectivities. 
Fig. 5.44 depicts the regression lines Ze(peak) against Ze(rain) for all the sites. It is 
interesting to note that the slopes of the regression lines are very close among them with 
a mean slope of 0.93. The differences are more remarkable in the offsets of the regression 
lines, with values from 9.25 dBZ for the Southern Alps to 12.27 dBZ in Marseille with 
a mean offset of 10-57 dBZ. Fabry and 
Zawadzki (1995) carried out a similar analysis in 
Montreal, using a similar X-band VPR and from their results, fitting a regression line to 
the scatter Plot Of Ze(peak) vs Ze(rain)i it is 
found that Ze(Peak) "'ý! Ze(rain) + 10 dBZ, which 
means the slope is slightly higher than the ones obtained 
in this analysis with an offset of 
10 dBZ. Even when there are slight differences among the results obtained in this chapter 
for the different climatological regions, it is possible to suggest that at X-band frequencies 
the variation between the maximal reflectivity in the bright 
band and the rain reflectivity 
below presents a general trend given by: 
Z, (p,, k) -- 10.57 + 
0.93Ze(rain); dBZ (5.12) 
Eq. 5.12 has been obtained by regression analysis among the Eqs. Zt(peak) vs Ze(rain) 
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Fig. 5.44: Regression fines of the maximum reflectivities within the bright band (Z, (peak)) against 
the reflectivities at the bright band bottom (Zý(, j,, )) at X-band frequencies for all the sites. 
On the other hand, the regression lines between the variation of and Z, (,. i,, ) 
for all the sites are shown in Fig. 5.45. It is interesting to note that the regression lines 
from the North West, the South West and Marseille databases follow similar trends, but 
they are slightly different in the Southern Alps and Bristol databases. In Bristol, the 
bias may be explained by the lack of data with greater rain reflectivities (See Fig. 5.28a). 
The rain reflectivities; prevailing on the regression line are those less than 20 dBZ (See 
Fig. 5.30). Therefore, a wider distribution of rain reflectivities in the Bristol database will 
produce a change in slope of the regression line shown in Fig. 5.45. On the other hand, 
the regression line in the Southern Alps database presents the highest correlation. The 
slope of the regression line is 0.81 with an offset of -0.21 dBZ. The difference between 
this regression line and the rest of the regression lines is more remarkable at low rain 
reflectivities (Z, (,.. i,, ) < 20 dBZ). There is always more uncertainty to locate the bright 
band top than the bright band bottom because the former is not as well defined than the 
latter. Fabry and Zawadzki (1995) found that reflectivities at the bright band top are 
approximately the same as the reflectivities at the bright band bottom. The differences 
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Fig. 5.45: Regression lines of reflectivities at the bright band top (Z. ( ........ )) against the reflectivities 
at the bright band bottom at X-band frequencies for all the sites. 
detect the bright band boundaries. 
The results presented in this chapter are only valid at X-band frequencies and ques- 
tions arise as to the validity of the equations presented in Table 5.5 at C-band or S-band 
frequencies. The reflectivity values presented in this analysis have been obtained mak- 
ing use of the Rayleigh approximation, valid only for small particles compared to the 
wavelength, but large aggregates are found in the melting layer (Barthazy et al., 1998) 
and the use of the Rayleigh approximation in the measurement of reflectivity may be no 
longer valid. Additionally, the effect of attenuation in rain at X-band frequencies is de- 
pendent on the rainfall rate (Battan, 1973), but in the melting layer the scattering effects 
of the melting particles will reduce the amount of power received by particles just above 
the melting layer. Both effects are difficult to quantify without the support of data at 
non-attenuating wavelengths. Chapter 6 presents a similar analysis of the bright band at 
S-band frequencies. 
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5.10.3 Bright band thickness 
The mean bright band thicknesses are shown in Table 5.6. The mean value obtained in 
the North West of England (424 m) is greater than the mean value obtained in the South 
West (395 m) even when the mean height of the bright band top was higher in the latter. 
In Marseille, thick bright bands have been observed, correlating well with the mean height 
of the bright band top. However, in the Southern Alps of New Zealand, the mean bright 
band thickness is 459 m, slightly smaller than in Marseille, but with the difference that 
in the latter, the distribution of the height of the bright band top is centred at higher 
altitudes than the distribution experienced in New Zealand (See Figs. 5.3 and 5.10). 
Table 5.7 presents the equations relating the thickness of the bright band and the rain 
reflectivity. The equation relating the bright band thickness to the reflectivity in the North 
West is not presented because of the large amount of scatter from the mean value (See 
Fig. 5.39a). On the other hand, the equations modelling the bright band thickness in the 
Southern Alps, the South West and Marseille present similar characteristics. 
Klaassen (1988) found a relationship between the bright band thickness and the rain 
reflectivity given by: 
17 TBB = 1004ýrain); 
with a scatter of 100 m and for rain reflectivities between 20 dBZ and 45 dBZ. The 
equations presented in Table 5.7 result in thicker bright bands compared to the one pro- 
posed by Klaassen (1988). Fabry and Zawadzki (1995) found slightly thinner bright bands 
in Canada for rain reflectivities between 0 dBZ and 40 dBZ than the equations presented 
in Table 5.7. Gray et al. (2001) found thicknesses of 150 m at 10 dBZ and increasing to 
around 250 rn at 25 dBZ, which are more similar to Eq. 5.13. Some of the differences 
between the bright band thicknesses observed by all these researchers may be attributable 
Site BB thickness 
A (m) 0' (m) 
North West, England 424 146 
South West, England 395 130 
Bristol, England 449 122 
Southern Alps, New Zealand 459 137 
Marseille, France 479 156 
Table 5.6: Statistics of the bright band thickness at X-band frequencies. 
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Site BB thickness (m) 
South West, England TuD = 215.94ZOýrla (rain) 
Bristol, England T13, u = 301.83ZO- 
12 
e(rain) 
Southern Alps, New Zealand TDD = 275.85ZO-08 e(rain) 
Marseille, France TBB = 245.504041.1 P(rain) 
Table 5.7: Equations relating the bright band thickness as a function of rain reflectivity at X-band 
frequencies. Z, (,. i,, ) is given in mm6 m-1 and TBD in m. 
to the algorithms to detect the bright band boundaries as it was pointed out by Fabry 
and Zawadzki (1995). However, in this analysis the algorithm employed to estimate the 
bright band boundaries is the same and even here, different equations have been obtained 
relating the bright band thickness and the rain reflectivity. 
The thermodynamic equation relating the rate of melting of ice particles is a balance 
between the latent heat release due to melting and the rate of heat transfered. through 
the layer of water on the ice particle (Cotton and Anthes, 1989). Therefore, the melting 
rate is extremely dependent on the initial density of the snowflakes, the vertical temper- 
ature profile (T(h)) and the lapse rate (dTldh). Any change in the temperature profile 
will increase or decrease the thickness of the bright band to some degree even if the ini- 
tial density of the snowflakes remains constant. In the bright band model presented by 
Hardaker (1993), the thickness of the bright band is strongly dependent on the lapse rate 
and the relative humidity. Both parameters have a large effect on the speed of melting. 
Higher values of relative humidity speed up the melting process because the latent heat 
of condensation is released as water condenses onto the particle (Hardaker, 1993). The 
scatter in the paxameterisation of the bright band thickness is real and even when there is 
a general trend of increasing the bright band thickness with the rain reflectivity, there is 
not a single solution to relate both variables. These are some of the factors causing most 
of the scatter in the depth of the bright band. 
5.11 Conclusions 
The bright band detection algorithm developed in Chapter 4 has been applied to the 
long-term database of X-band vertical reflectivity profiles collected since the building and 
commissioning of the original VPR at Salford University in 1991. In the 
UK, the sites 
have been classified into two regions: the North West and the South West of England. 
In the latter the Bristol database has been analysed independently. Additionally, vertical 
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reflectivity profiles from experiments carried out in the Southern Alps in New Zealand and 
Marseille in France have been also analysed (See Table 5.1). 
In the North West of UK, it has been found that 54.16% of the precipitation time 
contains the bright band signature (650.70 hr), whereas in the South West and Bristol 
47-38% (168.21 hr) and 63-62% (62.45 hr) of the time respectively. In Marseille, the VPR 
was deployed for three months and the bright band was detected only 32.87% (21.67 hr) 
of the time. This is perhaps to be expected of a Mediterranean catchment subjected to 
Autumn thunderstorm activity, but the real surprise is that even in a highly convective 
situation that 32% of the precipitation time was classified as containing bright band. 
Despite the fact that the VPR was deployed for only one month in the Southern Alps, the 
bright band signature was present 35-80% (41.32 hr) of the time, more frequent than in 
Marseille. 
In the North West of England, the height of the bright band top during Winter is as 
low as 500 m, being very critical in the estimation of precipitation using scanning weather 
radars. During Spring and Autumn, it has been found that the distribution of the height 
of the bright band top presents two maxima, one of them centred at lower altitudes and the 
other one at higher altitudes (See Fig. 5-34b and 5.34d). It has been suggested that this 
bimodal distribution is due to the fact that Spring and Autumn are transitional seasons 
between the Summer and Winter, which explains the changes in temperature influencing 
the height of the bright band top. A similar bimodal distribution has been obtained in 
the South West database during the Spring and Autumn months (See Figs. 5.18a and 
5.18c). This is quite important in the estimation of precipitation using scanning weather 
radars because not only in Winter is the height of the bright band critical but also to some 
extent during Spring and Autumn. To some extent this fact also compromises existing 
bright band correction algorithms. In Summer, the height of the bright band does not 
represent a real threat in the estimation of precipitation using radars, being on average 
above 2000 m. 
The reflectivities at the top, peak and bottom of the bright band have been analysed. 
The results from all the sites show that there is in general a strong relationship between the 
maximum reflectivity in the bright band with the reflectivity at the bright band bottom, 
that is: Ze(peak) VS Ze(rain)- On average, the maximal reflectivity observed at X-band 
frequencies is 10.57 dBZ above the rain reflectivity and decreasing slightly as the rain 
reflectivity increases at a rate of 0.93 (From Eq. 5.12). 
There is an increase in the bright band thickness as the rain reflectivity increases, 
but there is a lot of scatter from the mean thickness. It is strongly suggested that this 
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scatter is real and due to the variation in the vertical temperature profile, which may 
increase or decrease the bright band thickness. To some extent, some relationships between 
the bright band thickness and the rain reflectivity have been found (See Table 5.7), but 
in the development of a bright band correction algorithm for scanning weather radar 
measurements, it is likely that a parameterisation of the bright band thickness will lead 
to further errors. A proper parameterisation of the bright band thickness must include 
the vertical temperature profile in order to estimate accurately its dependence on the rain 
reflectivity. 
It has been found that there is a relationship between the thickness of the bright band 
and the height of the bright band top (See Figs. 5.25 and 5.40). The thickness of tile 
bright band increases as the height of the bright band top increases. This suggests that 




Long-term bright band analysis at 
S-band frequencies 
6.1 Introduction 
Weather radar rainfall measurements at S-band frequencies axe less affected by attenuation 
effects. Attenuation of microwaves occurs as a result of both, absorption of energy by the 
medium and scattering of energy out of the radar beam (Battan, 1973). In the absence of 
precipitation, the attenuation of radar energy is due to the presence of oxygen and water 
vapour (Battan, 1973; Skolnik, 1980). In this case, the gases act as absorbers and this 
type of attenuation is negligible at frequencies lower than 10 G11z. Attenuation of radar 
signals by hydrometeors is the result from both, absorption and scattering. Ryde (1946) 
showed that attenuation by raindrops is a function of both, the radar wavelength and the 
rainfall rate. At S-band frequencies (3 GHz), this dependency is almost negligible and 
becomes independent of the rainfall rate. 
On the other hand, in the measurement of reflectivity at S-band frequencies, all the 
hydrometeors act as Rayleigh scatterers and are small particles when compared to the 
wavelength and therefore their backscattering cross sections are proportional to the sixth 
power of their diameters. They therefore reflect more energy as backscatter as the diameter 
of the particle increases. 
This chapter presents the analysis of the reflectivity in the melting layer at S-band 
frequencies. The study of the bright band at S-band frequencies minimizes to some extent 
the uncertainties experienced at X-band frequencies, which are due to both, the attenua- 
tion effects and the use of the Rayleigh approximation for the measurement of reflectivity 
within the melting layer. In addition, the polarimetric measurements in the melting layer 
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6.2 Data processing 
TlW I 1-cf1ccl ivitY dat a have hvell ( )bt allied fnnn t he Chilk dt ()n radarl during the 
II)'dr(d()gic; d Rmhr EXperinicit (HYPEX) (Sce Section 5.2.1). During IlYlUX the 
Chill)(41A)II radar qqwrated almo. st c(nitinuouslY froin February 199,1 to May 1996. The 
data Set 1611gv Height Indicator ( 1011) and Plall P()Sition Indicator 
I) sc; II is. TI Ic I)I, I sca I is ;I re cel II red mItIIcIýnIcc; It(. 1111 lel it ( West (d CI IiI Iml tm 1) 
arfmild 100 azimuthally. The 1? 111 scans are frwti 0' to vither 250 ()1- 30' ill 
clevati(ol ill thedirectioll ()f*tll(, Bruccalchillent. Two) X-band Vertically P(miting weather 
Radars NPIO were depl()ýyed ill 1111-ce different Sites to the Nvest of Chilboltoll. 
t lic precipit ; it lwl passing ()-verhead. The radar sites are shown in Fig. 5.2. 
The Rif I sc; Ills cmilprise a set ()f' 1354 scins. most (d t licin being recm-ded during 1995. 
The di-'ý, "il uli"n 'if flu, Hill scmis (luring th wholu (nwrilliclit is depicted in Fig. 6.1. It 
is evident t hat during ScIm"llb4T Hnd M A", a gnad imndwr of Hill smis mw wordil 
(coveri IIg 1); 1 rt of tI Ic St IIIIII ler and A ii I unin respectively) whvivius (I uring I une noscai is Nvere 
r(WW'ded (CoVill'ing part of* Spring). Tllc It III scaus have been transformed to rectangular 
Coordillates 'ussunling standard rAwthm awl hilowing flic bcani propigation equations 
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Fig. 6.2: Classification of precipitation events as observed bY the Chilholton radar during I IYR EX 
a) Stratiforin rainfall with snow trails; b) Stratiform rainfall c) Cojjv(x'tion embed(ki in stratiform 
rainfall; c) Showers; (1) Low level rainfall; v) Low level evaporation (The HIll scans are from 0 to 
95 kni in range and froin 0 to 10 kin in height). 
given in Section 2.4 (Eqs. 2.3 and 2.6). 
An RHI scan in rectangular coordimlt('s is CO'llimsed of Vertical Reflectivity Profiles 
(VBP) at different distances froin the radar. Only those profiles d()ser to the radar site 
(within 30 kill in raiige) have been extracted to avoid the spreading ()f the radar beam 
with range. The bright band detection algorithin devc1ope(I in Chapter 4 has been applied 
to tile whole set of VRP. The reflectivitiCs 11)()v(', within alid below the bright band are 
analysed in the following sectiolls. 
6.3 RHI classification 
The different sorts of precipitation events recorded in the RHI scans arc suninial-ised in 
Fig. 6.2. Stratiforin rainfall is a dominant signature in , lost of the events presentiiig a 
well defined bright band. This type of signature has been found in 83.08(; /( of the Rill 
scans. Convective precipitation has been found only in 6.64(7( of the Rill s(-all., with Iligh 
values of reflectivity along the vertical. Most of the Convective cells In the ME scalls 
are embedded in stratiforin rainfall. Showers are in 6.42(/( of the RHl scans. A typical 
signature of precipitation without bright band classified as low level rainfall by Fabry and 
Zawadzki (1995) has been found only in 0.88% of the RHI scmis. Precipitation vchov., with 
evaporation below the radar beani have beell found ill 0.811; /( of the RIII scillis. Only olle 
dolible bright, band event has been found very close to the radar because it is very likely 
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that either tile spreading of the radar beam at long ranges blurs double bright bands or 
the propagation of an electromagnetic wave departs from standard refraction due to the 
temperature inversion. 
It is evident that stratiform precipitation dominates this set of data, therefore problems 
associated with the radar beam intercepting the bright band is the dominant error source 
in weather radar measurements in the UK at the time of the year the HYREX data were 
collected. 
6.4 Statistics of the bright band 
The analysis of the radar bright band involves the estimation of the distribution of the 
height of the bright band top, the scatter plots among the reflectivities above, within and 
below the bright band and the scatter plot between the bright band thickness and its 
dependency on rainfall intensity. The results are compared to the long-term bright band 
analysis at X-band frequencies carried out in Section 5.6 over the South West region. 
The main source of discrepancies between the X-band and S-band bright band analysis 
is attributable to the attenuation effects and the use of the Rayleigh approximation for 
the estimation of reflectivity within the bright band. However, additional discrepancies 
may be attributable to the fact that the VPR data are point measurements whereas the 
RIII scans are measurements along the range. In RHI scans, only VRP no further than 
30 km in range have been analysed to minimize the spreading of the radar beam with 
range. An additional source of discrepancy could be the fact that the S-band database 
covers a longer period compared to the X-band measurements. 
6.4.1 Height of the bright band top 
The distribution of the height of the bright band top is depicted in Fig. 6.3. The heights 
of the bright band tops present a very broad distribution with heights ranging from 800 m 
to 3900 m. The mean height of the bright band top is centred at 2124 m with a standard 
deviation of 782 m. However, in the X-band analysis, the mean height of the bright band 
top is slightly lower at 1839 m with 721 m of standard deviation. 
The seasonal analysis of the distributions of the height of the bright band top is 
presented in Fig. 6.4. During Winter, the mean height of the bright band top is 1236 m 
with 303 m of standard deviation. These results are biased by the lack of data during 
January and the large amount of data during March. The distribution also presents some 









Fig. 6.3: Relative frv(pj(, jj(-Y ()f't, ll(, ll(, igllt ()f* t, ], (, 1)1*19111 balld top over I III, S()Ill 11 (ýJ' 1"Ilgland 
from March 1994 to February 1996 (100 in steps)- 
During Spring, thc bias, of the distribution is greater, hecallse the (bitaba. sw covers oIlIv 
the Illonth of' May With a small a"'OUnt of data during April and no data (1111-ilip, . 11111( 
The ulean height of the bright hand top is 1320 "1 with a Sk"Ida"d deviation (d 266 Ill. 
During Summer. the (list ributioll present's threv W(ýJj Illaxillia above 1500 ill. The 
Illeall height ofthe bright band top is 2611 ill witil spl. (, a(I ill till, stall(jal. (I 
((T = 625 ill). I'll(! maxinia at 2700 ill and 3,100 ill Alowil ill Fig. (; Ac also appears ill 
dic X-balld bright balld alialYsis OWT HIC South \Vcst (Sve Fig. 5.181)). However, ille 
Illaximum at 1700 ill does not exist ill the X-balld results because the S-balld data sel 
(-olltaills RM scalls froill the Sillmiler of' 1994 and 1995. During Autumn. there are threc 
w(d] defilled maxillia, Which al" also P"'I'llt ill tll(' X-I)alld allaIvsk. They are at 2000 in, 
2600 ill and 3200 ill, with a invan of 2438 ill and 532 ill ofstandard deviation. 
The seasonal analysis of the height of' hright band top mark. " the telliperatilre regillics 
pj. (ývaifiiig during those (lays and clearly sllow. s the variation of the licight of' the hright 
band during a relatively sbort period of time. Not only during Nkinter Hic briglit hand is 
at lower ; l1fitildes, but ]ISO (111"ing Spring ýmd Autunin ýdtlioiigli to a lesser degrev. 
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Fig. 6A SvLsonal distributions of the height of the bright band tol) over the Sout, 11 West, ofEngland 
from April 1995 to November 1995 (100 in steps). 
6.4.2 Reflectivities in the bright band 
Tllc scattei, plot sll()Willg thc 1-clatiollship 1)(4wevil the 1-offectivitics Z, (pvak) ý111(1 Zc(sumv) 
is (lepictc(I iii Fig. 6.5. 'Flic i-egi-ossioll lilic of t1le scattel-c(l (liltýl is givc1l I)Y: 
Ze(peak) = 9.72 + 1.09Z, (,, ajjj); 
dBZ (6.1) 
Eq. 6.1 indicates that the increase in reflectivity from the top to the peak (d the hright 
bmid is 9.72 (lBZ and increases linearly by a factor of 1.09 wit 11 Z(snou, ) - 
However, in order 
to compare the amount of increase in tlic bright band, it is more convenient to obtain Ole 
scatter plot between the rvfl(! CtiVIti('S Zc(peak) ý111(1 Zr(rai7l) (Sce Fig. 6.6). This scatter plot 
Pzý 20 dBZ ()btained in the X-band bright band (10('s 110t Oxhibit tll(' 
b(',, diIIg oll Zc(rain) 
analysis over the South West of England. On the contrary, the scat, tcred data follow a 
wcll defined regression line given by: 
8.34 + 1.05Z,, (,,, i,, ): (IBZ (6.2) 
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1234 
Height of bright band top [krnj 
c) Summer 
1234 
Height of bdght band top [kmj 
d) Autumn 
1234 
Height of bright band top jkm] 
123 
Height of bdght band top [km] 
1 Range 
1 
Ze(peak) VS Ze(rain) 
1 
r1 u1 
00 - 30 km Ze(peak) 8.34 + 1-05Ze(rain) 0.93 
2.70 
30 - 60 km Ze(peak) 7.14 + 1-06Ze(rain) 0.94 2.68 
60 - 90 km Ze(peak) 6.04 + 1.06Ze(rain) 
1 0.94 2.54 1 
Table 6.1: Regression equations relating the increase in reflectivity from the bottom to the peak 
of the bright band at different ranges from the radar site. (The reflectivities are in dBZ units and 
the beamwidth of the radar is 0.25 "). 
Therefore, the increase in reflectivity from the bottom to the peak of the bright band is 
8.34 dBZ and increases linearly by a factor of 1.05 with The correlation of Eq. 6.2 
is 0.93 with a standard deviation of 2.70 dBZ. Eq. 6.2 has been obtained from the analysis 
of VRP within 30 km in range from the radar site. The results from a sin-fflax analysis 
between Ze(peak) vs Z, (, i,, ) at different ranges from the radar are summaxised in Table 6.1. 
It is interesting to note that as the range increases by 30 km, the increase in reflectivity in 
the bright band decreases in average approximately 1.1 dBZ. The slopes of the regression 
equations remain constant in approximately 1.05. This decrease in bright band intensity is 
because of the spreading of the radar beam with range. However, the results presented in 
Table 6.1 are strongly dependent on the bearnwidth of the radar and a fatter bearnwidth 
will produce more spreading, reducing even more the increase in reflectivity in the bright 
band. Therefore, the effect of beam spreading in scanning weather radar measurements is 
an important factor to take into account in any correction algorithm for the bright band 
effect (See Chapter 7). 
The scatter plot showing the relationship between Z, (.. ) and Ze(rain) is depicted in 
Fig. 6.7. The regression line of the scatter data has a correlation of 0.88 with a standard 
deviation of 3.06 dBZ and it is given by: 
= 1-05 + 0-85Z, (rain); dBZ (6.3) 
Eq. 6.3 presents more scatter than Eq. 6.2 because the height of the bright band top 
is always more difficult to locate than the height of the 
bottom. The reason for this is 
because sometimes the snow trails above the bright band blur the precise 
location of the 
height of the bright band top. Eq. 6.3 indicates that the reflectivities at the height of 
the bright band top are always smaller than reflectivities at the height of the bright band 
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Fig. 6.5: S(-, i, t, t, (, r plot, of' Hic maximal reflectivities withill the bright, hand against. the reflectivities 
-it, the bright. band top at S-band frequencies over t-he South West of 1"Aiglaild. 
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Fig. 6.6: scatter plot of the maximal reflectivities within the bright, band against, the reflectivities 
at the blight band botfolll at, S-band frequencies over tlic South West of England. 
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Fig. 6.7: Scatter plot, of the reflectivities at, dw bright hand top against the reffectivilics al thl, 
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Fig. 6.8: Scatter plot between the bright, band thickness ail(I the rain refiectivity tt, S-1)(111(l f'r(- 
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6.4.3 Thickness of the bright band 
Tlw scat t or pl( )t (dt lic bright baw II is a hinct ion of the rain refiectivity is shown 
in Fig. 6.8. Although there is i loi ()f scatter frmii tlic nican thickncss. there is a trend 
(d illci-vasing ill(' bright band thickness when increasing the rain reffectivitY, which is 
cmignivilt with the (A)servations (A)tained in ill(, X-band analysis. Thc incall thickiless 
is 529 in with a standard deviation of Im ill. For rain reflectivitics lower than 13 dBZ, 
the invan thicknes, k approximately constant aild equal to 450 in: for rain reflectivities 
greater thall 13 dliz but Smaller than 28 dBZ thc invan thickness increases linvarlY from 
1,50 in to 580 111: for rdn reffectivitics greater than 28 (113Z but sinaller than 40 dBZ the 
nican I hickness inci-vases frmn 560 in Io 800 in. That is: 
/j T50: < 13 
t 337.33: 13 < Z, <28 (6.4) 
t 66.66: 28 < <40 
whi-rc Tj 11z.. 11M. Ill t he X-balld allalysis ()t' the Swit 11 NN"est ? /j is ill ill and is ill ( 
Ille hright hands ; 11. (. thinner. This eff'Vct cm, be (111c ill part to the combination of 
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the lower resolution of the S-band data set and to the effect of beam spreading, although 
the latter to a lesser degree. 
There is also a certain dependency of the bright band thickness with the height of the 
bright band top as suggested by Fabry et al. (1994) (See Fig. 6.9). This dependency is 
indicative of thinner bright bands during Winter and thicker bright bands during Summer. 
When the height of the bright band top is below 1900 m, there is a clear increase in the 
thickness of the bright band, but above this height, the mean thickness seem to oscillate 
around 550 m. These oscillations may be indicative of the limit of the bright band depth 
for higher altitudes. 
6.4.4 Slopes of the VRP in stratiform precipitation 
Stratiform precipitation is characterized by a very specific signature in the VRP. This 
signature can be divided into three different zones: the reflectivity below the bright band, 
which corresponds to echoes from raindrops; the bright band, which corresponds to the 
zone of high scattering of microwaves due to the melting of snowflakes and the reflectivity 
above the bright band, which corresponds to echoes from snowflakes and ice particles. The 
VRP obtained from a VPR or constructed from an RHI scan does not always represent the 
true profile, because it is affected by the trails of precipitation, which are usually slanted 
altering the shape of the VRP. For instance, the trails of snow are formed by echoes from 
ice particles or snow falling with a constant speed from the snow-generating cells leaving 
a trail in their descent (Battan, 1973; Dennis and Hitschefeld, 1990). A similar effect is 
observed in rain. The shape of the trails of precipitation is controlled by the terminal 
velocity of the precipitation particles and the wind shear effects. Large raindrops fall 
faster than snowflakes (See Fig. 2-4). Thus, snowflakes are affected more by the constant 
wind shear leaving a remarkable trail in their descent. 
To some extent it is possible to estimate the average slope above the bright band with 
some degree of certainty (See Fig. 6.10a). The average slope for every VRP is estimated 
from the top of the precipitation, once the formation of ice crystals in the generating cells 
begins, to the height of the bright band top. The positive slope is indicative of the growth 
of ice particles and it is interesting to note that in approximately 85% of the profiles, 
the growth occurs at a rate lower than 6 dBZ krn-1. If a column of saturated air with a 
constant lapse rate with height is to be lifted, the amount of water that would condense 
(becoming available to develop rain) would decrease markedly with height, because the 
saturation vapour pressure of air is strongly dependent on temperature (Gray, 1991). 
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Fig. 6.10: D is tri bI It, iolls of t, Iw average slopes oft I I(, VRP froin st. ratiforin precipitation. a) A verage 
Sl()I)(' a1mve the bright, band (ice particles and snowflakes). b) Average sl()pc below the bright 
hand (raindrops). c) Average slope in the upper part, ()f the bright, band (melting snowflakes). 
(1) Average slope in the lower part, of the bright, hand (melfing snowflakes aild raindrops). A 
positive Slope indicau's all increase in reflectivity, whervas a negative slope it decrease in reflectivity 
from precipitation particles along their descent. 
because the temperature in the troposphere also decreases with height. This is the illain 
reason for the decrease in ref-lectivity with increasing height (or the increase in refiectivity 
With decreashigheight). The nican growth ratvis4.75dBZ kill-' witha standard deviation 
of' 1.68 dBZ kill--. Fabry and Zawadzki (1995) found that there was an increase in 
i-cf1ectivity of' 7 dBZ kill-' in the last kiloinetre just above the melting layer of data 
Collected above Monti-cal iii Canada, but with little dependence Oil precipitation intensity. 
The ""cattel, plot of, the avvpjg(ý slop(, jI)ov(, tll(, bi-ight band against the raill reflectivity 
below is shown in Fig. 6.11, revealing that there is alt increase in the growth rate of 
snowflakes a. s the rain reflectivity illcrea"'c". This 111calls t1lat t1le slope of the reflectivity 
tv be a clear indicator ()f bright hand thickness . 11)()V(, the bright band III; , 
and rainfall 
actors such tbe saturation (hic to j(! (ý being different froin water inicusity. ll()w(, v(, r, fi 
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Fig. 6.11: Scatter plot. of t, Iw average slo po above t, I ic I wigl it, balld a gai I is t, tI Ic I.; IiII 1-4,11ccl ivitY be I()NN- 
ill stratiforill precipitatioll. This plot is illdicative of the growing rah, of, ico particles al differelit 
rain intensities. Although the spread of the scatlered data is high, there is corutin tendency d 
increasing the growing rate of ice particles with the rain rellectivily. 
nicans that the lapse rate is liever constant ill the bright balld and the refl"Ictive illdex 
will strongly drive the reflectivity. Fig. 6.11 presents a lot of scatter and the regression 
lille Alown ill the saille figure has a relatively poor COITClation of 0-69. The scatter Inav 
also be a COMSO(PlOMI, of the variation of the lapse rate with lielght. 
The distriNition of the average slopc ])('low the bright balld is depicted ill Fig. 6.101). 
The (list rib, it ioll is ýIPPI'Oxillla t cly Ga i issiall with a incanof-0.91 dBZkm ' (,,, (I 
deviation of 3.05 dBZ kill '. The spread of thc (list ribut ion is (ill(, mainly to the variation 
of the drop size distribution within the resolution volume being illuniiiijit(xi J)Y tll(, I-a(l; ij- 
beam. 111 addition, the average slope below the bright band is atfccted by the trails of' 
precipitatioll, whid, dVfillV zoiles of diff'Crent precipitation intensities from olle VRI, to t1le 
Ilext - 
The (list ri bi it ions of the averagO sl()I)('s ill the upper and the lower part of the I), -, gilt 
hand arc depicted in Figs. 6.10c and 6.10d respectiVelY. In the upper part of the bright 
I)a, 11(j, the nican slope is at 40.29 dBZ An 1 with n sklulard t4viation of T28 dBZ An 1, 
whereas in the lowe" Pal't the most frequent slope is at -33-84 dBZ kin 1 with a st; lll(l; il. (i 
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6-viat ion (d 71.77 dI iZ kill '. IfIIW dePt I'S of tIwII I) 1wr and lower Imi-t of tI ic brigl if 1); 1 ild 
wcf-c ffic saille, the 111crense ill 1-vilectivitv ill the lipper 1); Il. t of, the bright halld Would he 
groatel. Hum the decivase ill reflectivitY ill Ille lower part. The spi-eml (list riblit iolis 
is, indicntive of the c(miplexily within the inching layer. 
6.5 Analysis of errors due to the variation of the VRP in 
stratiform precipitation 
H, qs. 6.2 mid 6.3 can bc rcprcscljt, (j, ill terills of, raillf". 111 rate, f, ()11()Willg the M-P ZAJ 
ioliship, that is Z 20OR" (Nlarshall ct at., 1955), where Z is the reflectivity factor 
ill 1111116 ill 3 and I? t he rate ill nim Ill- '. If' the radar benin int, ercepts the iiielfing 
laYcr, the estilludioll ()I, raillf". 111 ratv following the M-P Z-H relationship oil Hic maximal 
bright baild reffeclivity Would bc: 
inin lir 1 (6.5) 
;I 11( 1 11 Ic ra III f*, I 11 rat cj 11-0 ýI b( we t lic bfigl it I )a I I( I W( )I I I( IIw: 
). 851 
inin lir- (6.6) 
The maximal (werestililation ()f rain in the nielting layer using Eq. 6.5 is depicted in 
Fig. 6.12. It is inipm-tant to (A)serve that the slope shown in this figure, is related to 
the (, xl)()il(, iit 1.05 ()f Eq. 6.5 (Sce also Eq. 6.2) and the amomit of overestimation to the 
cmAlicient 3.92. A slight ly changc iii t he expwivilt will cause a remarkable clialige ill slope. 
F()r inst. ance, an exponent (if 1.0 callses a cmistalit value ()f overestimation fOr any value 
(d railiffill ratc. Fi-mil Fig. 6.12, it follows that haerception of the radar beam with the 
melting 1,1yer cIII callse (werestiniation of rain III) to a filctor ()f 3.5 at 0.1 inin III-' and III) 
to a f(iclm- ()f 5 at 100 inin lir- '. However, values are also dependent oil the volume 
(dinching layer living intercepted by the radar beam and therefore the overestimation will 
tend to decrease with range (Sce Chapter 7). 
On Iliv olier hand, the rainfall rate (A)served by die radarjust above the melting layer 
is depicted in Fig 6.13. The trvial is an underestimation of rain because of Hit, fact, that 
the reflectivity in snow is lower than the reflectivity in rain. The underestimation is evell 
more sevcre its the radar beam reaches several kiloinetres above the melting layer because 
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Fig. 6.13: Underestimation of rain when the radar bea, in is above the nielting layer. 
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10,10,10, 
deviation of 7.77 dBZ km-1. If the depths of the upper and lower part of the bright band 
were the same, the increase in reflectivity in the upper part of the bright band would be 
greater than the decrease in reflectivity in the lower part. The spread of both distributions 
is indicative of the complexity within the melting layer. 
6.5 Analysis of errors due to the variation of the VRP in 
stratiform precipitation 
Eqs. 6.2 and 6.3 can be represented, in terms of rainfall rate, following the M-P Z-R 
relationship, that is Z= 20ORl-6 (Marshall et al., 1955), where Z is the reflectivity factor 
in mm6 M-3 and R the rainfall rate in mm hr-1. If the radar beam intercepts the melting 
layer, the estimation of rainfall rate following the M-P Z-R relationship on the maximal 
bright band reflectivity would be: 
Rpeak = 3.92R'-05 - mm hr-1 (6-5) rain i 
and the rainfall rate just above the bright band would be: 
A.,. = 0.711eý'i'.; mm hr-' (6.6) 
The maximal overestimation of rain in the melting layer using Eq. 6.5 is depicted in 
Fig. 6.12. It is important to observe that the slope shown in this figure, is related to 
the exponent 1.05 of Eq. 6.5 (See also Eq. 6.2) and the amount of overestimation to the 
coefficient 3.92. A slightly change in the exponent will cause a remarkable change in slope. 
For instance, an exponent of 1.0 causes a constant value of overestimation for any value 
of rainfall rate. From Fig. 6.12, it follows that interception of the radar beam with the 
melting layer can cause overestimation of rain up to a factor of 3.5 at 0.1 mm hr-1 and up 
to a factor of 5 at 100 mm hr-1. However, these values are also dependent on the volume 
of melting layer being intercepted by the radar beam and therefore the overestimation will 
tend to decrease with range (See Chapter 7). 
On the other hand, the rainfall rate observed by the radar just above the melting layer 
is depicted in Fig 6.13. The trend is an underestimation of rain because of the fact that 
the reflectivity in snow is lower than the reflectivity in rain. The underestimation is even 
more severe as the radar beam reaches several kilometres above the melting layer because 
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Fig. 6.13: Underestimation of rain when the radar beam is above the melting layer. 
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6.6 X-band VRP versus S-band VRP 
The infrastructure of IIYREX comprised two single polarisation C-band scanning weather 
radars from the national network at Wardon Hill and Cobbacombe Cross, an experimental 
dual-polarisation S-band scanning radar at Chilbolton operated by Rutherford Appleton 
Laboratory and two mobile X-band vertically pointing weather radars deployed and com- 
missioned by thc Water Resources Reseaxch Group from Salford University (Cluckie et al., 
2000). The locations of the weather radars are summarised in Table 6.2 (See also Fig. 5.2). 
During IIYREX, the Chilbolton radar was performing RHI scans in the direction of the 
vertically pointing radars. In order to compare the VRP observed by the Chilbolton radar 
with the VRP observed by the X-band radars was necessary to obtain the true distance 
and the true azimuthal angle between the X-band radars and the Chilbolton radar. 
The coordinate system employed in Table 6.2 to locate the radars is described by the 
Ordnance-Survey (2002). These coordinates are used to locate a position with respect 
to a map (in this case the UK National Grid System), which is a two-dimensional plane 
surface depicting features of the curved surface of earth. This map is a projection of a 
curved surface and therefore is not a perfect representation. 
The true distance between two points has to be estimated using the curved surface 
and applying adequate corrections. The equations relating the true distance and the 
true azimuth between two points are given in Ordnance-Survey (1998). The results are 
summarised in Table 6.3. The true azimuth is measured clockwise from the west. 
The VRP at Middle Wallop, Boscombe Down and Alhampton sites were extracted 
from Chilbolton RHI scans for the ranges and azimuths given in Table 6.3. The VRP 
obtained from the VPR were averaged over N seconds. The averaging interval has to 
be proportional to the time taken for the Chilbolton radar to acquire an RHI scan. The 
Location Frequency band Easting (m) I Northing (m) Altitude (m) 
Wardon Hill C-band 360910.5 102350.0 244 
Cobbacombe Cross C-band 298090.0 119245.0 286 
Chilbolton S-band 439378.8 138565.3 84 
Middle Wallop X-band 429292.0 137958.0 61 
Alhampton X-band 362500.0 134500.0 46 
Boscombe Down X-band 418500.0 139500.0 107 
Table 6.2: Locations of the weather radars during HYREX in the UK National Grid System. 
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Location (1) Location (2) aue Distance (1-2) I)rue Azimuthal (1- 
Chilbolton Middle Wallop 10109.0 m 356.9927" 
Chilbolton Alhampton 77016.5 m 357.4114 * 
Chilbolton Boscombe Down 20907.8 m 363.0016() 
Table 6.3: Distances and azimuths between the X-band radars and the Chilbolton radar during 
HYREX. 
acquisition time of an RHI scan in seconds can be estimated by: 
0.210k; s (6.7) 
where 0.210 is the averaging interval in seconds of 64 independent pulses typical for 
the Chilbolton radar (Goddard et al., 1994) and k is the number of rays in the RIII scan. 
A primary source of discrepancy between the X-band and S-band VRP is that the X- 
band VRP are single point measurements whereas'the S-band VRP are constructed from 
reflectivity data acquired in several elevation angles. Therefore, the spatial and temporal 
variation of precipitation may influence slightly the comparisons. 
The event to analyse took place on 11th of May 1995. Rainfall lasted for approximately 
ten hours with intensities no more than 1.4 mm hr-I and with accumulations of 3.6 mm 
in Boscombe Down and 2.1 nun in Middle Wallop. The variation of reflectivity in the 
temporal domain as observed by the VPR is depicted in Figs. 6.14 and 6.15 for Boscombe 
Down and Middle Wallop respectively. The top of the bright band was located at 1.1 km 
with a depth of 300 rn at 15: 00 hr, but descends approximately 400 rn during the 10 hr 
interval. 
The RHI scans from Chilbolton along the line of the VPR are depicted in Fig. 6.16. The 
same colour scale has been used in HTI and REI scans. The height of the bright band top 
in every RHI scan is approximately constant and its descent can only be observed between 
consecutive RHI scans. From Table 6.3, the azimuths 
between Chilbolton and the VPR 
are 357* and 363' for Middle Wallop and 
Boscombe Down respectively, but the nearest 
RHI scans are at 358 " and 362 " (See Fig. 6.16). In both cases, there is one degree of 
difference, which represents reflectivity measurements 175 m away from the VPR located 
at Middle Wallop and 349 rn away from the 
VPR located at Boscombe Down. However, 
in stratiform precipitation, reflectivity measurements separated 350 rn may not represent 



















Fig. 6.14: HTI scan from a VPR, located at Boscombe Down on 11/05/95. The rainfall rate is 
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Fig. 6.15: IITI scan froin a VPR located at Middle Wallop on 11/05/95. The rainfall rate is 
estimated between 2(X) in and 300 in using the relationship Zý 20OR" (Marshall et al., 1955). 
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Fig. 6.16: RHI scans froul Chilbolton on Ilth of May 1995. The scaiLs are froin 0 to 90 kin in 
range and from 0 to 5 kni 
in height. The azimuths, are ineaswed clockwise froin t, ll(, w(,. st,. 
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Fig. 6.21: VRP at Alhampton at X-band and S-band frequencies on 14/09/95 and 18/09/95. 
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The X-band and S-band VRP comparisons are shown in Figs. 6.17 and 6.18 for Middle 
Wallop, Fig. 6.19 and 6.20 for Boscombe Down and Fig. 6.21 for Alliampton. The X-band 
profiles at Middle Wallop are quite similar to the S-band profiles at low altitudes, but the 
former disappear long before the latter. At Boscombe Down, the X-band profiles seem to 
have higher values of reflectivity at lower altitudes than the S-band profiles. This effect 
could be due to the calibration slope of the receiver of the X-band radar employed to 
estimate the reflectivity. At Alhampton, it is evident that at long ranges the effect of 
beam spreading of the S-band profiles produces an increase in the bright band thickness 
and reduces the intensity of the maximal reflectivity in the bright band. 
It is evident that the vertical reflectivity profiles are quite similar in both frequencies, 
but the most remarkable difference between them is that the X-band profiles disappear at 
lower altitudes than the S-band profiles. For instance, in Fig. 6.17a, the X-band profile 
ends up at 3200 rn while the S-band profile ends up at 4400 m. This discrepancy among 
the profiles may be attributable to several effects: 
a) The effect of the pulse length (, r) .- The Chilbolton radar operates with a pulse length 
of 0.5 jis (Goddard, 1995), which gives a gate resolution of 75 m. In order to increase the 
number of independent pulses, an additional range-averaging over groups of four gates is 
performed decreasing the gate resolution to 300 m (Goddard et al., 1994). In order to 
recover the pulses sent out by the transmitter, the radar receiver should have a pass-band 
filter with a limited bandwidth (B). The relationship between the pulse length and the 
bandwidth necessary to recover the signal through the receiver without distortion is given 
by Br =1 (Cole, 1992). The bandwidth of the receiver in the Chilbolton radar is 4 MHz 
(Goddard et al., 1994). On the other hand, the pulse length of the VPR during HYREX 
was set to 50 ? Is (the spatial resolution is 7.5 m) and the bandwidth of the receiver is 
20 MHz (See Table 3.1). The effect of increasing the pulse length of the radar has a direct 
effect on the bandwidth of the receiver. 
A narrow bandwidth maximizes the Signal to Noise 
Ratio (SNR) (Jameson et al., 1997). Jameson et al. (1997) stated that the detection of 
rain depends only on the SNR of the radar. 
Therefore, a short pulse length (as in the case 
of the VPR) increases the spatial resolution of the radar 
but does not help to improve the 
SNR of the system. On the other hand, a large pulse length (as in the case of Chilbolton) 
increases the SNR of the system but decreases the spatial resolution. Doviak and Zrni6 
(1993) stated that if Br is constant, the SNR of a distributed scatterer is proportional to 
the square of the transmitted pulse length 
(See also Eq. 5.7). In addition, the maximal 
SNR is obtained as B -+ 0. Therefore, there is a trade-off between choosing the right pulse 
length to guarantee the detection of echoes from precipitation by increasing the SNR while 
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maintaining an appropriate spatial resolution of the radar. 
b) The radar receiver characteristics .- The signals from precipitation echoes are am- 
plified through logarithmic amplifiers. The VPR exhibits good log-linearity over a 50 dB 
range, while the Chilbolton radar uses a pair of log amplifiers with overlapping transfer 
characteristics that increase the dynamic range of the radar to 90 dB (Goddard et al., 
199-1). Tile weakest echoes received by the VPR fall in the range of the non-linear char- 
acteristics of the receiver. If the non-linearities are taken into account, they should be 
defined accurately by proper calibration (See Fig. 3.3). In the VPR, it is assumed that a 
constant calibration slope applies over the whole interval. Therefore, it is very likely that 
the characteristics of the receiver influence heavily the detection of the weakest echoes on 
the top of the precipitation. This is one of the main reasons for the differences between 
the X-band VRP and the S-band VRP. 
c) Attenuation .- There is no doubt that attenuation effects at shorter wavelengths must 
be taken into account (See Battan, 1973). The attenuation effect at X-band frequencies is 
a function of the rainfall rate. The total effect is a decrease in signal strength with range 
rather than a sudden extinction. For instance, the VRP at X-band frequencies shown in 
Fig. 6.17 disappear around 2500 m in average, but in Fig. 6.18 disappear below 1500 M 
even when in the latter the VRP present lower values of reflectivities along the vertical 
than the former. Therefore, the X-band VRP suffering extinction is more likely due to the 
characteristics of the radar receiver rather than attenuation, but there is no doubt that 
attenuation due to the melting layer is not negligible. 
The correlations between the X-band and S-band VRP just below the height where 
the reflectivity of the X-band VRP is extinct are presented in Fig. 6.22. The correlations 
oscillate between 0.6 and 0.9. These values are not too bad considering the low-cost 
involved in the construction of the VPR compared to Chilbolton. However, there is a 
need of improvement to detect weak echoes, by choosing a longer pulse length to increase 
the SNR and improving the characteristics of the receiver. 
In order to evaluate the differences in reflectivity in the melting layer at both frequen- 
cies, it is necessary to compare the results obtained in the last sections. Figs. 6.23a and 
6.23c depict the scatter plots of the peak reflectivities in the bright band against the reflec- 
tivities in rain, just below the bright band at X-band and S-band frequencies respectively 
(From Figs. 5.19 and 6.6). In order to obtain a more accurate comparison, the outliers 
of the scattered data have been removed following an approach discussed by Barnett and 
Lewis (1994, Chap. 8). As a first approximation, a regression curve (either of first or sec- 
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Fig. 6.22: Correlations from 35 pairs of VRP at X-band and S-band frequencies. The circles 
represent the VRP at Boscombe Down and the asterisks the VRP at Middle Wallop on 11/05/05. 
the studentized residuals ej. The studentized residuals provide an intuitively appealing 
measure of the aberrance of the separate observations (Barnett and Lewis, 1994). They 
are given by: 
ej (6-8) 
5j 
where ej are the residuals between the scattered data and the regression curve and sJ2 
is an unbiased estimate of the variance of the residuals ej (See Barnett and Lewis, 1994, 
for further details). The test of discordancy of a single outlier is: 
maxlej/sj 1 (6.9) 
When the value of t is sufficiently large, the observation yielding this value is a dis- 
cordant outlier. Rom the scattered data obtained in the analysis of the bright band, the 
distributions of -j are Gaussian. Therefore, values of t<2 represent 95% of the scattered 
data and for t>2 have been considered as outliers. A new regression curve is fitted to 
the modified scattered data and the results are shown in Figs. 6.23b and 6.23d. It is clear 
that there is an improvement in the correlations and standard deviations as much in the 

















Z P=l 1 . 
62+0.93Z, [dBZJ 
Z =1 4 52ZO. 93 IMM6/M31 ýT-0.91ý 
s=3.84dBZ ., 
10 20 30 
Z, (hrain) [dBZI 
c 
ZP=8.34+1 OV, (dBZ] 
-Z =6.82Z1 05 [MM6/M3] r ýPO. 93, S=2.70dBZ 
I- 
hI 
)0 50 so 
-Z =6 27+1 ' 
49Z +-0.01Z, 2 [dBZI 





30 zi 30 
M30 






40 0 10 20 30 40 






w30 0 c2. 
50 r: 20 
10 20 30 40 









10 20 30 40 
Ze(hrain) (dBZ] Samples per block 
Fig. 6.23: Scat, ter 1)1()t, s of the maximal reflectivities iii Hie bright, band against the rain retlectivities 
bolmv at, X-balld and S-balld frequencies. a) Original scat, t, cr plot, at, X-band frequencies; b) Scatt, or 
plot at, X-band frequencies removing outhors; c) Original scatter plot at, S-band frequencies; (1) 
Scatter plot at, S-band frequencies removing outliers. 
X-balld frequelicies as a function of the rain reflectivity is given by the regression curve: 
7ý, -(pcak) - 6.2728 + 1.4917Z, (,,, i,, ) - 0.0130Z, 
ý(,.,, 
j,, ); dBZ (6.10) 
At S-band frequencies the regression line is given by: 
7.9954 + 1.0637Z, (,.,, j,, ): dBZ (6.11) 
It is interesting to imte that the J)(qj(Iiijg in the scatter plot at X-band frequencies 
departs (-()iisi(l(! riil)l. v frmii the S-band analysis, for rain reflectivities higher than 28 dBZ. 
I ý()t II regressiol I (. 111. v(, s a re approximately II ic same f*()i- rain reflectivitics below 28 dBZ and 
their differelice", may be at tributable to the calibration of the X-band radar, but for higher 
rainbill intensities their differences bec(mic inore remarkable and (hic to a combination of 
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Fig. 6.24: Regression curves between the maximal reflectivities in the bright band against the rain 
reflectivity below at S-band and X-band frequencies. 
X-band frequencies. The "differences" in dBZ units are given by: 
OZ2 AZS-X=1.7226-0.428OZ, (,, i,, )+0.013 e(rain)i 28 !ý Ze(rain) -<, 
40 dBZ (6.12) 
This equation gives an estimation of the differences observed at X-band frequencies 
when the radar beam passes through the melting layer. The differences can be considered 
negligible when the rain reflectivity is lower than 28 dBZ, but should be taken into account 
when greater values of reflectivity are involved. For instance, an X-band vertically pointing 
radar measuring 40 dBZ in rain just before passing through the bright band will suffer a 
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Fig. 6.25: Average vertical profiles of Zh, Zd, and LDR at S-band frequencies in stratiform precip- 
itation. To generate the profiles, the height of an individual proffle has been normalised with the 
height of the bright band peak. The averages have been performed for values of Zh(, ) ±O-5 dBZ, 
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Fig. 6.26: Average vertical profiles of Zh, Zdj- and LDR at S-band frequencies in stratiform precip- 
itation. To generate the proffies, the height of an individual profile has been normalised with the 
height of the bright band peak. The averages have been performed for values of Zh(,. ) ±0.5 dBZ, 
being Zh(, ) the rain reflectivity below the bright band. Zh(,. ) = a) 25, b) 30, c) 35 and d) 40 dBZ. 
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6.7 Polarimetric signatures in stratiform precipitation 
Figs. 6.25a-d and 6.26a-d show averaged vertical profiles of Zh, Zd, and LDR for strat- 
! form precipitation at different intensities of rain reflectivity. The vertical profiles have 
been constructed from IUII scans from the Chilbolton radar. Only those vertical pro- 
files closer to the radar have been extracted to obtain the dual-polarisation measurements 
from ground level to 10 km in height, while minimizing the effect of beam-spreading with 
range. Profiles very close to the radar are not useful because of the truncation caused 
by the sweep of the radar from 0 to 30" in elevation, and profiles far from the radar are 
affected because of the spread of the beam with range. The optimal range is around 20 krn 
and only the vertical profiles within 18-22 krn from the radar have been analysed. The 
profiles represent hundreds of observations with similar characteristics, but taken from 
different precipitation events. The most striking features are the bright band signatures 
in Zt, - and LDR at different precipitation intensities. 
6.7.1 Dual-polarisation measurements in the bright band 
Figs. 6.25a-d and 6.26a-d show the evolution of the vertical profiles of Zd, as the rain 
reflectivity increases. There are several interesting features in such an evolution. For low 
values of rain reflectivity (Zh < 20 dBZ as in Figs. 6.25a-c), the maximum on Zh (its height 
is hj,,. k(z,, )) is approximately at the same height than the maximum on Zd, (its height 
is hp,. k-(zd,. )). However, as the rain reflectivity increases (Zh > 20 dBZ), the maximum 
on Zdr starts to descend and then hpeak(Zd, ) < hpeak(Zh) (See Figs. 6.25d and 6.26a-d ). 
This effect can be observed cleaxly when plotting the scatter between Zh in rain and the 
value of Zd, - at the height hpeak(Zh) (See Fig. 6.27a). In this figure, the values Of Zdr at the 
height Ilpeak(Zh) seem to decrease, but the reality is that the Zdr bright band signature is 
descending. 
Returning to Figs. 6.25a-d and 6.26a-d, it is interesting to note that below 20 dBZ 
in the rain reflectivity, not only the maxima on Zh and Zd, are approximately at the 
same height, but also the bright band thickness in both parameters has the same depth 
(See Figs. 6.25a-d). However, for rain reflectivities between 20 and 30 dBZ, the bright 
band thickness of Zd, is reduced to approximately half the bright band thickness in Zh 
(See Figs. 6.26a-b). For rain reflectivities above 30 dBZ, the bright band thickness of Zd, 
remains approximately half of the thickness of Zh (See Figs. 6.26b-d). 
A possible explanation could be as follows. The maximum on Zh in the bright band is 
caused by the largest particles (Barthazy et al., 1998) whereas large values of Zd, are caused 
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obtained a scatter plot relating Zh with Zd,. The theoretical results that they obtained at 
S-band frequencies are in good agreement with the dual-polarisation radar observations 
obtained in this analysis and depicted in Fig. 6.29a (See also Fig. 1 in Bringi et al., 1991). 
On the other hand, the scatter plot of depolarisation of raindrops against the rain 
reflectivity is shown in Fig. 6.29b. Very low values of depolaxisation LDR (<< -40 dB) 
are associated with very small values of reflectivity Zh (less than 15 dBZ). LDR is often 
limited to regions of relatively high reflectivity (Herzegh and Jameson, 1992) and LDR 
becomes significant only when the cross-polar power is above the noise level. In fact, 
the antenna limits the minimum LDR in Chilbolton to about -34 dB (Eastment and 
Illingworth, 1995). For reasons of analysis, the values of LDR have been set to -40 dB 
when is below the noise level of Chilbolton. Therefore the mean and standard deviation 
shown in Fig. 6.29b are more accurate for large values of reflectivity. 
As the reflectivity increases, the values of LDR become significant, presenting values 
between -30 and -35 dB for reflectivities greater than 15 dBZ- These results suggest that 
the canting angle of oblate raindrops is small (high values of depolarisation represent 
heavy tumbling and canting) as shown with the theoretical results presented by Beard and 
Jameson (1983), who estimated that the mean canting of raindrops is Gaussian distributed 
with a mean of zero and a standard deviation of less than five degrees. 
6.7.3 Dual-polarisation measnrements from snowflakes 
From to the top of the precipitation to the height of the bright band top there is a gradual 
increase in reflectivity (See Section 6.4.4), which is indicative of the growth of ice particles 
by aggregation forming large snowflakes. This process can also be observed in the vertical 
profiles of Zh shown in Figs. 6.25a-d and 6.26a-d. However, the vertical profiles of Zd, do 
not present any gradual increase and the values are very close to zero. The response of Zd, 
for snowflakes is different from that for water, because not only the shapes of ice particles 
and water are different, but also the dielectric constant of the hydrometeors (Herzegh and 
Jameson, 1992). Therefore, the sensitivity of Zd, to the shapes of snowflakes is very weak. 
Fig. 6.30a shows the scatter plot between Zh and Zd, above the bright band. The 
Zd, values are narrowly distributed between 0 and 1 dB. The values of Zd, decrease 
considerably towards zero as the snow reflectivity increases. According to Battan (1973), 
snowflakes tend to be preferentially oriented, with their long dimensions mostly horizontal. 
The results shown in Fig. 6.30a suggest that there is certain degree of orientation for low 
values of reflectivity. However, as the rain reflectivity increases, Zd, values are closer to 
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Fig. 6.30: a) Scatter plot between Zh and Zd, at the top of the bright band at S-band frequencies. 
b) Scatter plot between Zh and LDR at the top of the bright band at S-band frequencies. 
starting them to tumble during their descent and presenting very low values of Zd,.. 
The scatter plot between LDR and Zh above the bright band is shown in Fig. 6.30b. 
For low values of reflectivities, LDR is very small (less than -40 dB) and below the noise 
level as the case for very small raindrops. As the reflectivity increases, LDR is between 
-35 and -25 dB. The values of 
LDR in snow are slightly greater than in rain, but there is 
not a clear boundary between them (See Figs. 6.30b and 6.29b respectively). 
LDR observations in rain and snow usually present small values, but they are clear 
indicators of melting. This parameter, in conjunction with Zd,. can provide indications of 
mixed-phase hydrometeors using dual-polarisation radar measurements. Taking advantage 
of this fact, it is possible to detect the bright band without the need of knowing the height 
of the melting level. With this, a correction algorithm can be applied to eliminate the 
increase in reflectivity due to melting snow, which affects the estimation of rainfall using 
weather radars. 
6.8 Conclusions 
The results obtained in this chapter can form the basis of a hydrometeor classification 
system. By classifying melting snowflakes is possible to apply a correction to estimate the 
expected reflectivity in rain from bright band contaminated reflectivity data. However, 
the spreading of the radar beam with range is an important point that must be taken 
into account. The results presented in this chapter represent measurements close to the 
radar with a very narrow beamwidth of 0.25 * that for practical purposes, the spreading 
of the radar beam can be neglected at short ranges. However, when correcting scanning 
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weather radax measurements with conventional radars this effect must be considered and 
evaluated before any correction can be applied. 
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Chapter 7 
Effects of beam spreading at long 
ranges 
7.1 Introduction 
The effect of the beamwidth at long ranges is an issue, which has not had much attention. 
This effect, after the variation of the vertical reflectivity profile of precipitation, is also an 
important factor that may influence the estimation of precipitation at long ranges using 
weather radars. This chapter describes the effect of beam spreading with range on weather 
radar measurements, in particular when polarimetric radar measurements are available. 
7.2 The sampling theorem 
The Vertical Reflectivity Profile (VRP) of precipitation (Z(h)) at some specific location 
can be represented by the sequence z[n], with Fourier transform Z(ejw) (See Section 4.3). 
If the VRP is obtained with a high-resolution Vertically Pointing weather Radar (VPR) 
and sampled along the vertical at a rate F,, the frequency spectrum of Z(ej", ) is between 
the interval [-F. 12, F. 12]. However, as stated in Section 4.3, the VRP is a low-frequency 
signal, which is well reflected in its Fourier transform Z(eil). Therefore, the VRP has a 
range of important frequencies in the interval [-F ..... . F,, ý., ], where Fm,, is the highest 
frequency component of the continuous VRP. From the sampling theorem, the sampling 
rate has to be equal to or greater than twice the highest frequency component, that is: 
F, ýý 2F, ax (7.1) 
Therefore, the VRP may be recovered always that the condition 7.1 is fulfilled. When 
this is not the case, the result is an overlapping of spectrums and the true VRP is lost due 
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to the incorrect selection of sampling frequency. 
7.3 The antenna's radiation pattern 
In the case of Range Height Indicator (RIII) scans, the radar sweeps from low-elevation 
angles, e. g. 0.5 *, to around 30 ". Therefore, the reflectivity signal obtained from an RIII 
scan is a function of the elevation angle 0 and the range from the radar along the beam r, 
that is Z(O, r). A similar reflectivity function can be obtained in Plan Position Indicator 
(PPI) scans, although in this scanning strategy the radar scans at different azimuths by 
keeping constant the elevation angle. 
Assuming for instance that there are not large spatial variations of reflectivity along 
the range, it is possible to suggest that the VRP of precipitation at a range r,, from 
the radar can be well represented by the function Z(O, r,, ), which 0 is varying from low 
elevation angles to elevations up to 30'. Therefore, there is a strong correlation between 
the profiles Z(h) (obtained with a vertically pointing radar) and Z(O, r,, ) (extracted from 
an RIII scan), where h and 0 are the independent variables respectively. The reflectivity 
profile Z(O, r,, ) depends exclusively on the dimensions of the volume of the radar beam 
illuminating the precipitating particles. 
The two-way response of the beam power profile relative to the bearn centre is given 





where k depends on the beamwidth of the radar, e. g. k= 159.46 for 1' bearnwidth 
(See Fig. 7.1). Divjak (1995) gives another approximation of the horizontally averaged 
two-way beam pattern based on an exponential function given by: 
1 02/02 P(O) T7e- 1 1 7r 
(7.3) 
where 01 = OOIV8--ln2, being Oo the antenna bearnwidth at half power. Eqs. 7.2 and 7.3 
represent only approximations of the real antenna's radiation pattern, because in reality, it 
presents irregularities of considerable magnitude'. According to Hardaker (1993), Eq. 7.2 
is more representative when comparing with the true antenna patterns of Plessey radars. 
The averaged reflectivity factor weighted by the beam power profile and observed by 
the radar at some range and elevation angle is given by (adapted from Brown et al., 1991): 
'The radome geometry and its frainework shadowing contribute in some measure to the degradation of 
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Fig. 7.1: Two-way response of antenna power pattern for a radar with a beamwidth of 1 ". 
Oi+r/2 
Z., ' (oi) = Z(O)f (0)d0 (7.4) 
f0. 
-, r/2 
where Oi is the elevation angle, T is the half power beamwidth of the antenna, Z(O) is 
the ideal reflectivity profile that can only be obtained with a very narrow beamwidth that 
its effects can be considered negligible and f (O)dO is the fraction of the radar beam power 
in the range from 0 to 0+ dO. This fraction is given by: 
f (O)dO = P(O)dOl 
I Oi+7-/2 P(O)dO 
0 0 
(7.5) 
Oi -, r/2 
where P(O) is the beam power profile. Eq. 7.5 is considered negligible outside the range 
Oi ± -r/2. Eq. 7.4 indicates that the reflectivity measured by a weather radar involves all 
the reflectivities weighted by the beam power profile within the sampled volume. The 
most important of Eq. 7.4 is that the equivalent reflectivity measured by a radar is a 
direct convolution between the reflectivity profile Z(O) and the beam power profile P(O). 
This means that the beam acts as a filter and Z,,, (Oi) is a filtered version of reflectivity. 
The filtering characteristics of the beam radiation pattern depend on the range from 
the radar site to the precipitation measurements. At some range from the radar, the 
vertical depth in meters of the beam becomes increasingly large. Fig. 7.2 shows this effect, 
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Fig. 7.2: Beam propagation through standard atmosphere (elevation 0.5 " and bearnwidth 1 *). 
As the range increases from the radar, the beamwidth is spread into a deeper distance 
along the vertical. Fig. 7.3 show this effect at 10 km, 30 kin and 80 km from the radar 
site. It is interesting to note the effect of the antenna's radiation pattern in the frequency 
domain. In all the cases, the radiation pattern acts as a "low-pass filter", smoothing the 
natural variation of the vertical reflectivity profile. The characteristics of this filtering ef- 
fect depend on the range where the measurement takes place. At shorter ranges from the 
radar, the filter has a wide pass-band, but as the range increases the pass-band becomes 
narrower (Compare Figs. 7.3a and 7.3c for 10 krn and 80 km from the radar site respec- 
tively; in both cases P(ej"') is the Discrete Fourier Transform (DFT) of the bewn power 
profile p[n]). The effect is a decrease of the cut-off frequency of the filtering characteristics 
of the beam radiation pattern as the range increases from the radar. 
Fig. 7.4 shows a plot of the normalised cut-off frequencies as a function of range of 
the frequency response of the beam radiation pattern for 1' and 0.25' bearnwidths. It 
is interesting to note that there is a logarithmic decrease of the cut-off frequency of the 
"low-pass filtering" characteristics caused by the effect of the beam radiation pattern as 
the range increases from the radar. 
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Fig. 7.3: Two-way response of antenna power pattern and its frequency response using the DFT, 
assuming a window of 3 km at a) 10 km, 
b) 30 km and c) 80 km from the radar. (The antenna 
power pattern has been sampled every 7.5 rn in the vertical with respect to the beam centre, 
assuming 11 beamwidth and 0.5 ' elevation angle) - 
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Fig. 7A Normalised cut-off frequencies at -3 dB points of the frequency response of the low-pass 
filtering characteristics of the two-way response of the antenna power pattern as a function of 
range. 
In order to establish whether or not the frequency response of the low-pass filter af- 
fects the VRP of precipitation, it is necessary to know the frequency response of the VRP. 
From the results obtained in Section 4.3, the VRP is a low-frequency signal. The maxi- 
mal frequency component of the VRP during stratiform and stratiform-convective 
precipitation is w, 17r = 0.1 (the frequency is normalised to 1, being 1 half of the sampling 
frequency and the VRP has been sampled every 7.5 m in the vertical). This means that 
the VRP has a maximal sinusoidal component varying within 150 m. Faster variations 
can be considered noise in the VRP. These results were obtained using a high-resolution 
vertical pointing radar. Therefore, any low-pass filter applied to a signal with such char- 
acteristics should have a cut-off frequency greater or equal to 0.1, otherwise important 
frequency components will be lost. If the beam radiation pattern acts as a low-pass filter 
when receiving precipitation echoes, this filter should also have a cut-off frequency greater 
or equal than 0.1. For instance, returning to Fig. 7.4, a radar with a beamwidth of 0.25* 
(as the case of the Chilbolton weather radar, See Goddard et al., 1994), has an effective 
range of around 25 km without losing the highest frequency components involved in the 
natural variation of the VRP of precipitation. However, a radar with a beamwidth of 1* 
(as the case of the UK weather radars and most of the weather radars in the world) has an 
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effective range less than 10 km. This does not mean that beyond 10 km the data obtainal 
are not useful, but this means that beyond 10 km the reflectivity obtained by the rrular 
will be affected to some extent by the smoothing effect of the beam radiation pattern. 
There are techniques for digital image restoration, where an acquired image (whichever 
the source of) has been affected or degraded due to effects of the sensors (antenna) and 
the noise of the system (See Andrews and Hunt, 1977; Rico-Ramirez, 2000). However, any 
restoration algorithm is only valid when the signal has been sampled at least twice the 
highest frequency component, that is, the sampling theorem has been fulfilled. In this case, 
the filter effect of the beam radiation pattern has a laxge impact on the VRP causing an 
overlapping of spectrums in the frequency domain. Therefore, rather than trying to correct 
for the effect of the low-pass filtering characteristics of the beam radiation pattern, it is 
more convenient to evaluate its impact more directly on the weather radar measurements. 
7.4 Simulations of the effect of a one-degree beamwidth 
The impact of the beam radiation pattern is simulated taking into account typical functions 
of vertical reflectivity profiles (Zh) in stratiform precipitation. The reflectivity profiles 
have been obtained in Chapter 6 at different rain reflectivities. In addition, the effects of 
the beam radiation pattern on the polarimetric variables are also simulated using typical 
vertical profiles of Zd, and LDR. 
The aim is to convolve the beam radiation pattern with the vertical profiles of Zh, 
Zd, and LDR at different ranges from the radar. Vertical profiles with six different min 
reflectivities: 15 dBZ, 20 dBZ, 25 dBZ, 30 dBZ, 35 dBZ and 40 dBZ were chosen. The 
convolution with the beam radiation pattern 
has been simulated at 10 km, 30 km and 
80 km ranges from the radar site. The bearnwidth of the radar has been fixed at 10, 
which complies with the bearnwidth of most weather radars in the world. The results are 
shown in Figs. 7.5,7.6 and 7.7. 
The most remarkable effect in all the results is that the beam radiation pattern does 
not affect at all either the reflectivity profile 
Zh or the polarimetric variables Zd, and LDR 
in the rain and snow regions. This is due to the fact that there are not high frequency 
fluctuations of reflectivity Zh and the polarimetric variables Zd, and LDR above and below 
the bright band. Therefore any echo in these regions represent accurately that part of the 
vertical profiles of Zh, Zd, and LDR. 
However, Zh in the bright band, presents a reduction 
of enhancement in the medium range 
(around 30 km) and the total extinction of the bright 
band signature at long ranges (farther than 80 km). 
In the medium range is where most 
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weather radars struggle with the bright band enhancement. This obviously depends on 
the height of the bright band and there is a seasonal dependency (See Chapters 5 and 6). 
In addition, the filtering characteristics of the beam radiation pattern increase the depth 
of the bright band in proportion to the bearnwidth. 
The smoothing effect on the Zd, signature in the bright band is similar to that in Zh. 
In the medium range (around 30 km) the Zd, signature in the bright band is reduced in 
intensity, but at long ranges (farther than 80 km) disappears completely. It is interesting 
to note that for rain reflectivities greater than 35 dBZ, the Zd, signature in the bright 
band is a smooth transition between snow and rain (See Figs. 7.7a-b for Zd, ). This is 
mainly due to the fact that Z& in rain has much larger values than in snow when the rain 
reflectivity exceeds 35 dBZ due to oblate raindrops. 
The smoothing effect on LDR in the bright band is not as remarkable as in Zh and 
Zd, for high rain reflectivities. The reason of this is that melting snowflakes have quite 
remarkable depolarization characteristics. For instance, at high rain reflectivities (greater 
than 30 dBZ) even at long ranges (around 80 Ian) the LDR signature represents the 
enhancement due to the large depolarization of melting snowflakes (See Figs. 7.7a-b for 
LDR). 
However, at low rain reflectivities (less than 20 dBZ) the analysis of the linear de- 
polarization ratio turns out to be incorrect. In reality, the behavior of LDR at low rain 
reflectivities is slightly different. In Chapter 6, it has been stated that when low rain 
reflectivities are involved, the depolarization is so small that it is impossible to measure 
it. For reasons of analysis, the lowest depolarization has been set to -40 dB, although 
the antenna limits the minimum LDR to about -35 dB (Eastment and Illingworth, 1995). 
Therefore, when low rain reflectivities are involved at far ranges, LDR in the bright band 
disappears because the radar beam may cover either part of the rain or snow or both and 
because their respective depolarizations are very small (<< -40 dB), the total effect is 
the extinction of LDR in the bright band. 
7.5 Conclusions 
The effect of the beamwidth is to smooth the vertical reflectivity profile of precipitation. 
It resembles a low-pass filter, smoothing the high-frequency fluctuations of the vertical 
reflectivity profile. This filter has a variable cut-off frequency, which decreases as the 
range increases from the radar. This means, that measurements taken far from the radar 
suffer more smoothing than the closer ones. In stratiform precipitation, the effect of the 
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beamwidth is very remarkable in the bright band. At far ranges (more than 80 km), the 
enhancement of reflectivity caused by melting snowflakes is smoothed and eliminated by 
the effect of the bearnwidth (assuming one-degree bearnwidth). However, the problem 
at these ranges is that the radar beam is intercepting snow rather than rain, which will 
cause underestimates of rainfall rates when applying the conventional Marshall and Palmer 
relationship. On the other hand, the effect of the beamwidth on the bright band in the 
medium range (less than 80 km) is a big problem in the estimation of precipitation using 
weather radars. This is because the enhancement of reflectivity is reduced depending 
on how far the measurement is from the radar site. At the same time, the bright band 
increases its thickness in proportion to the depth of the beamwidth at that range. 
In addition, the polarimetric variables Zd, and LDR are also affected by the beamwidth. 
At far ranges from the radar (more than 80 km) the bright band signature in Zd, disappears 
completely. When high rain reflectivities are involved at these ranges, the result is a 
smooth transition from small values of Zd,, which are due to tumbling snowflakes, to large 
values of Zd,, which are due to oblate raindrops. The bright band signature is no longer 
available at these ranges, but the transition between snow and rain is clearly discernible 
(See Figs. 7-7a-b for Zd, ). 
It is clear that the bright band enhancement at far ranges (more than 80 km) is not a 
big problem. At these ranges the bright band is eliminated by the effect of the beamwidth. 
However, at these ranges the estimation of precipitation is affected by the snow particles 
illuminating the radar beam. For ranges less than 80 km, the bright band affects the 
estimation of precipitation depending on 
its enhancement and thickness as well as the 
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Fig. 7.5: Smoothing effect of aI" beamwidth on vertical profiles of Zh, Zd, and LDR in stratiform, 
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Fig. 7-6: Smoothing effect of a1' beamwidth on vertical profiles of Zh, Zd, - and LDR in stratiform 
precipitation at different ranges from the radar. Zh(h,. i,, 

























--- 30 Ian 





















---. go km 
- () km 
lan 
0 20 40 0123 -40 -30 -20 -10 
Zh [dBZI Zdr [dBI LDR [dBI 
Fig. 7.7: Smoothing effect of a1* beamwidth on vertical profiles of Zh, Zd, and LDR in stratiform 














Fuzzy logic system to classify 
hydrometeors 
8.1 Introduction 
A fundamental prerequisite for accurate estimation of precipitation amount using weather 
radars is knowing what precipitation type is reaching the ground (Zrni6 et al., 2001). 
Weather radars with dual-polarisation capability allow measurements of hydrometeors 
characteristics such as size, shape, spatial orientation and discrimination of thermody- 
namic phase (Doviak and ZrniC', 1993). There are several schemes developed to classify 
hydrometeors. According to Liu and Chandrasekax (2000) the potential techniques that 
can be used for automatic hydrometeor classification are the decision tree method, clas- 
sic statistical decision theory, neural network techniques and fuzzy logic. The decision 
tree method has predefined boundaries or thresholds to discriminate between the different 
hydrometeors. There is a fair amount of overlap between polarimetric observables for 
different precipitation types and therefore the use of predefined boundaries can lead to 
misclassification of hydrometeors (Vivekanandan et al., 1999). Doviak and Zmi6 (1993), 
Straka and Zrni6 (1993), Holler et al. (1994), Hagen et al. (1995) and Zeng et al. (2001) 
used decision tree methods to classify hydrometeors. In statistical decision theory, the 
probabilities of detection and false alarm have to be established, but the major drawback 
is the prior knowledge of the joint probability distribution of polarimetric variables be- 
ing measured (Zrnic', 1995). Neural network techniques require a considerable number of 
training sets to tune the network, which are often not available. For instance, Da Silveira 
and Holt (2001) proposed a neural network method to classify clutter and precipitation, 
based on the use of circular polarisation parameters such as the circular depolarisation 
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ratio (CDR) and tile degree of polarisation (p). On the other hand, the values of the 
polarimetric radar observables that delineate different types of particles overlap and they 
are not well defined as it is assumed with decision tree methods. Therefore, the problem 
is suitable for fuzzy logic classifiers. In addition, a Fuzzy Logic System (FLS) handles un- 
certainty in a very natural way (Mendel, 1995). ZrniC' and Ryzhkov (1999), Vivekanandan 
et al. (1999), Liu and Chandrasekar (2000) and ZrniC' et al. (2001) used FLS to classify 
hydrometeors. Both, decision tree methods and fuzzy logic classifiers have been widely 
utilised to classify hydrometeors and therefore, the following paragraphs explain briefly 
tile different systems employed up to date to classify hydrometeors. 
Doviak and Zrni6 (1993) proposed a range of values that polarimetric variables as 
the reflectivity factor (Zh), the differential reflectivity (Zd, ), the correlation coefficient 
(pi,,, (O)), the specific differential phase (KDp) and the linear depolaxisation ratio (LDR) 
are likely to have from different forms of precipitation. They stated that although the 
proposed range of values come from modelling, measurements and experience, much more 
modelling and verification has to be done before the full potential of dual-polarisation can 
be achieved. 
The scheme developed by Straka and Zrnic' (1993) is based on the spaces Zh - Zd,, 
Zh - IfDp, Zh - LDR and Zh - Phv(0). This boolean decision logic is utilised to classify 
ten different classes of hydrometeors (drizzle, rain, dry snow, dense snow, wet snow, dry 
graupel, wet graupel, small hail, rain/hail and large hail). This scheme is important and 
has been the departure point for different hydrometeor classification algorithms based on 
fuzzy logic. 
Holler et al. (1994) studied hailstorm processes in a convective storm using multipara- 
meter radar observations. They developed a hydrometeor classification scheme based on 
Zd, and LDR excluding Zh because of its strong dependence on maximum particle size as 
well as particle concentration. In addition, they used the height of the freezing level to dis- 
tinguish between snow and rain. They stated that this hydrometeor classification scheme 
is somewhat empirical and needs to be confirmed by further numerical and observational 
studies. 
Hagen et al. (1995) developed a classification scheme for rain, graupel and melting 
aggregates using a two-dimensional parameter space between the polarimetric variables 
Zd, and LDR. They supported the radar observations with in-situ measurements of 2D 
optical and precipitation probes. There are clear overlapping areas among rain, graupel 
and melting aggregates in the two-dimensional Zd, - LDR space. They concluded that 
rain or snow is not always easy to discriminate. In addition, they stated that additional or 
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redundant information could be gained using KDp and ph,, (0), pointing out that additional 
parameters could introduce additional error sources into the hydrometeor classifier. 
Zeng et al. (2001) developed a simple hydrometcor identification algoritliln based on 
Zh, Zd, and LDR to classify regions within the rain and snow portions of the storm Volumes 
that included hail, graupel and supercooled rain. In this algorithm, the classification of 
rain and snow is strongly dependent on temperature. 
Vivekanandan et al. (1999) developed a fuzzy logic algorithin for hydrometcor particle 
identification. They stated that in a fuzzy logic-based approach there is a smooth tran- 
sition in the boundaries of the polarimetric radar measurements among different types 
of hydrometeors. They constructed two-dimensional membership functions in the spaces 
Zh - Zd,, Zh - KDp, Zh - LDR and Zh - ph,, (O). In order to make easier the implemen- 
tation of the membership functions in a fuzzy-logic based system, the two-dimensional 
functions were decomposed into several one-dimensional membership functions depending 
on the value of the reflectivity Zh- In addition, the temperature (T) and the reflectiv- 
ity (Zh) are also one-dimensional membership functions. Therefore, in this fuzzy logic 
system, there are six different observations (Zh, Zd,, KDp, LDR, Phv(O) and T), which 
are fuzzified using the corresponding one-dimensional membership functions. The results 
of the fuzzifications are weighted depending on the general accuracy of the variable (the 
weights for Zh, Zd, and T were set twice the ureights for the rest of the variables). The six 
weighted results were summed to produce a single aggregated value for each of the fifteen 
different hydrometeors (cloud drops, drizzle, light rain, moderate rain, heavy rain, hail, 
rain/hail, graupel/small hall, dry snow, wet snow, ice crystals-, irregular ice crystals, super- 
cooled liquid droplets and insects). One important parameter in this classification scheme 
is the temperature profile, which is not available in real-time at every point of a radar 
scan. For instance, the hydrometeors with small values of reflectivity above the freezing 
level were classified as dry snow, ice crystals or supercooled liquid droplets whereas that 
below the freezing level were classified as drizzle or cloud drops. Thus, this fuzzy logic 
scheme is strongly dependent on the temperature profile and care should be taken when 
this parameter is not available. 
Another fuzzy logic system based on polarimetric radar measurements to classify hy- 
drometeors was proposed by Liu and Chandrasekar (2000). They combined a fuzzy logic 
system to infer hydrometcor types and a neural network for automatic adjustment of the 
parameters of the fuzzy logic system as new in-situ measurements become available. The 
system receives five polarimetric radar measurements (Zh, Zd, ICDI,, ph,, (O), LDR) and 
one additional parameter to indicate the altitude of the measurement. T'he membership 
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function for Zdr in rain is constructed from a two-dimensional membership function be- 
tween Zh and Zd, assuming a given value of Zh. The output of the fuzzy logic system 
produces ton different hydrometeor types for Summer storms (drizzle, rain, low density 
dry ice, high density dry ice, wet ice crystals, dry graupel, wet graupel, small hail, large 
hail and rain/hail) and five different hydrometeor types for Winter storms (drizzle, rain, 
dry snow, oriented ice crystal and wet snow). 
Straka et al. (2000) compiled a considerable number of observational and modelling 
studies to deduce the dominant polarimetric data signatures for different type of hy- 
drometcors. With this information, a fuzzy logic-based hydrometeor classification system 
was built and the results and sensitivity tests of the polarimetric radar measurables are 
described in Zrnic' et al. (2001). The FLS described by Zrni6 et al. (2001) uses two- 
dimensional functions in the space of Zh and any polaximetric variable (Zd,, KDp, LDR 
and ph,, (O)) to classify eleven hydrometeor classes (light rain, moderate rain, heavy rain, 
rain dominated by large drops, rain/hail mixture, graupel/small hail, hail, dry snow, wet 
snow, horizontally oriented ice crystals and vertically oriented ice crystals). The system 
also uses the vertical temperature profile (T) obtained from a proximity sounding. Straka 
et al. (2000) argued that the use of temperature is important in minimizing some unrea- 
sonable ambiguities; for instance, neither rain would be expected at -30'C nor ice crystals 
at 15'C. The results obtained by Zrni6 et al. (2001) reveal that the combination of the 
reflectivity factor and the differential reflectivity have the strongest discriminating power 
in the fuzzy logic-based hydrometeor classifier. In addition, the temperature profile plays 
an important role eliminating a substantial number of spurious errors, but without it the 
classification results are not far from the results obtained by adding this parameter. 
As presented in this section, there axe several approaches dealing with FLS to classify 
hydrometeors and although most of them include melting snowflakes in their classification, 
there is a lack of in-situ measurements to refine the system. Straka et al. (2000) stated 
that it is very difficult to obtain comprehensive in-situ measurements of different types 
of hydrometeors and amounts in order to validate the polarimetric radax data. With the 
exception from disdrometer measurements at the ground, there are some in-situ measure- 
ments with aircraft, but they have limited temporal and spatial resolutions. The study 
of the radar bright band in Chapter 6 at orthogonal polarisations and S-band frequencies 
has provided important characteristics of the polarimetric radar measurements (Zd, and 
LDR) above, within and below the melting layer. Taking into account all these results, a 
simple method has been proposed to define the membership functions of the FLS, whose 
values are the degree to which a given variable is a member of a fuzzy set such as rain, 
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snow and melting snow. The FLS to classify hydrometeors is describal in the followbig 
sections. A simple algorithm to correct for the increase in reflectivity in the inelting layer 
is proposed, which uses the output of the FLS to start the correction. 
8.2 Description of the FLS to classify hydrometeors 
A fuzzy logic system is a non-linear mapping of an input space into an output space 
(Mendel, 1995). The fuzzy sets have been proposed as a faster and cheaper method to 
model human reasoning. Fuzzy logic is tolerant of imprecise data. Fuzziness Is concerned 
with the lack of predefined boundaries of the set of objects to which some symbol refers. 
This reflects linguistic imprecision and a degree of uncertainty. Mendel (1995) remarks 
that a fuzzy logic system is able to handle uncertainty in a very natural way, because it 
is embedded in the framework of the system. The conventional boolean logic is either 0 
or 1, while the fuzzy principle establishes that everything is a matter of degree and the 
values can go from 0 to 1. 
The FLS uses expert knowledge to build the system and therefore is an expert system. 
This type of system is capable of resolving problems that require human experience. The 
FLS has four components: fuzzifier, rules, inference engine and defuzzifier (Mendel, 1995). 
The fuzzifier maps the precise measurements into fuzzy sets. Rules are provided by experts 
or extracted from numerical data. The rule base contains all possible fuzzy relations 
between input and outputs. They are expressed in the form of IF-TIIEN statements. The 
way in which the rules are combined is handled by the infemnce cngine. The inference 
engine takes into account all the rules and transform a set of inputs to corresponding 
outputs. The defuzzifier converts the resulting fuzzy outputs from the fuzzy inference 
engine into precise numbers. 
Fig. 8.1 depicts a block diagram of the FLS to classify hydrometeors. The FLS receives 
four input measurements: the conventional reflectivity factor (Zh), the differential reflec- 
tivity (Zd, ), the linear depolarisation ratio (LDR) and the height of the hydrometeor 
The output gives any of the three different hydrometeor types: rain (subdivided in drizzle, 
moderate rain and heavy rain), snow and melting snow. The four input measurements are 
fuzzified by using membership functions. The main element in the fuzzifier system is t1le 
membersWp function and it can be defined by: 
PA(X) :U --+ [09 11 (8.1) 
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x, = z4 
x) = zd, 
x, = LE 
x. = HO 
meteor 
Fig. 8.1: A fuzzy logic system to classify hydrometeors (After Liu and Chandrasekar, 2000). 
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This function represents a specific fuzzy set A, of a universe U with a continuous 
function in the interval from 0 to 1. From Fig. 8.11 the membership functions for Zh, Zdrs 
LDR and H,, axe ply(x), IiF, (x), jiF., - 3 (x) and 14F,, (x) respectively, where r=1 In drizzle, 2 
r=2 in moderate rain, r=3 in heavy rain, r=4 in snow and r=5 in melting snow. For 
instance, drizzle is very light rain composed of small sphericals raindrops, which present 
values of Zdr very close to zero. This membership function may be well represented as a 
Gaussian function with mean 0 and standard deviation of a few tenths of dB. However, 
according to Liu and Chandrasekar (2000), the specification of the membership function.,; 
is a critical point in the classification performance. Therefore, it is necessary to analyse 
the Zd, signature for a set of small spherical raindrops in order to specify the shape of the 
membership function. 
The problem in obtaining this knowledge is the lack of in-situ measurements of different 
types of hydrometeors. The method proposed here, makes use of the bright band detection 
algorithm developed in Chapter 4, which has been applied to a considerable amount of 
S-band vertical reflectivity profiles with bright band. This analysis has been carried out 
in Chapter 6. Rom this analysis, the Zh - Zd, and Zh - LDR spaces for rain, snow and 
melting snow are constructed and shown in Figs. 8.2 and 8.3 respectively (From Figs. 6.28, 
6.29 and 6.30). 
There is a large overlapping region in the Zh - Zd, space between rain and snow for 
Zh < 30 dBZ. This represents a serious problem in classifying either rain or snow using only 
these variables. On the other hand, for heavy precipitation (Zh > 38 dBZ) the overlapping 
region is between rain and melting snow. Although there is a lack of polarimetric radar 
data for rain reflectivities greater than 40 dBZ, it is relatively easy to follow the trend for 
the classification of rain. The same applies for snow (Zh > 40 dBZ) and for melting snow 
(Zh <8 dBZ). 
In the Zh - LDR space there is also a very large overlapping region between rain and 
snow and it is clearly discernible that LDR does not make a clear distinction between rain 
and snow. However, the classification of melting snow does not present any overlapping 
region and therefore LDR is a clear indicator of the bright band. 
For a given value of reflectivity, the two-dimensional spaces (Zh - Zd, - and Zh - LDR) 
for rain, snow and melting snow are decomposed into six different Gaussian membership 
functions for Zd, and LDR in rain, snow and melting snow. The membership functions for 
Zd,. in drizzle, moderate rain and heavy min are the same, that is, IiFi (X) = 11F. 2(x) = 
pF3(x). The same occurs for the membership functions 
for LDR in drizzle, moderate rain 
2 
= PF2 (X) = JIF3 
(X) 
- and heavy rain, that 












Fig. 8.2: Classification of rain, snow and inelting snow in the Zh-Z(Ir space. The dashed line 
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Fig. 8.3: Classification of rain, snow and melting snow iii the Zj, -LDR space. The dashed line 
represents the mean p and the solid line the standard deviation (7. 
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Fig. 8.4: Membership functions for Zd, and LDR, when Zh = 15 dBZ (extracted from Figs. 8.2 
and 8.3 respectively). 
For instance, assuming a value of reflectýivity of 15 dBZ, the membership functions 
of Zd, and LDR, are extracted froin Figs. 8.2 and 8.3 respectively and they arc shown 
in Fig. 8.4. Tile advantages of Gaussian membership functions are of being sinooth all(I 
non-zero at all points. In addition, in a very noisy environment, the membership function", 
may be modified by increasing their standard deviation allowing the FLS to handle the 
noise of the polarimetric radar measurements casily. 
The membership functions for ZI, are shown in Fig. 8.5. The class corresponding to 
ra, in has been subdivided into three subclasses, namely, drizzle, moderate rain and heavy 
rain. The boundaries among thern have been defined as follows. Fig. 8.2 shows that the 
distributions of Zd, in rain present similar characteristics for any value of reflectivity below 
15 dBZ. The mean Z& is around 0.23 dB and this mean value represents measurements 
from small raindrops. Therefore, this region has been defined as drizzle. On the other 






Fig. 8.5: Membership functions for Zj, to classiýy hydrometeors. 
median volume diameter (D,, ), which characterizes the drop size (list ribut ion as suggested 
iýY Seliga and Bringi (1976). D(, can be expressed as (Briilgi and Chaildrasekar, 2001): 
D, = 1.529(Zd, 
)0.467; 111111 (8.2) 
where ZI, is in (IB. The inedian volume diameters for drizzle, moderate rain and 
heavy rain using the nican values of the (list ribut, ion of Zd, (From Fig. 8.2) are presented 
in Table 8.1. This leads to the boundary in ZI, of 35 dBZ for raindrops bigger than 
1.5 inin. Then, trapezoidal membership functions for drizzle, moderate rain and heavy 
rain are defined to allow soille degree of fuzziness around the boundary (See Fig. 8.5). 
From t1le analysis of the height of the bright band top carried out in Chapter 6. it has 
been found that the height of the bright band top is above 500 m (See Fig. 6.3). However, 
this represents the height of the bright band top and the inelting takes place within the 
400 or 500 in below this height. Therefore, the distribution of the existence of inelting 
snowflakes has been slightly modified to cover between 0 to 4 kin and the. membership 
finictions of the height H, of the different types of hydrometeors is shown in Fig. 8.6. The 
membership functions for rain and snow present high degree of fuzziness because both 
classes depend oll the illellibership function of inelfing snow. 
Type of rain 
2d, ýdB1 D ýmiril Z [dBZI 
DrizzIe 2dr -z: 5 0.23 A, < 0.8 0< Z _: ýý 
15 
Moderate 0.23 < 2,1, < 1.00 0.8 < Dý, < 1.5 15 < Zh «: ýý- 
35 
Heavy Z, - > 1.00 
D, > 1.5 Z > 35 
Table 8.1: Median volume diameters for drizzle, moderate rain and heavy rain applying Eq. 8.2. 
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Fig. 8.6: Membership ffinctions for H,, to clmsify hydrometeors. 
The rules of the FLS are expressed in the forin of IF-THEN stateniviit,;. There are live 
rules (r ý1... 5 for drizzle, moderate rain, heavy rail', sIIOw alid Melting snow resp(x-tively): 
IF ( Zh is F, ' and Zd, is F2' and LDR isFý3' aild H, is F4r) THEN hydronietmr is r 
Interpreting an IF-THEN rule involves two steps: to evaluate the IF-side of the rule. 
which involves fuzzifying the input and applying the fuzzy operator, and to apply that 
result to the THEN-side of the rule. The fuzzy operator ("and") used to evaluate the 
strength of the rule is the product rather than the minimurn, because the former takes 
into account the product a, mong the membership degrev of all the inputs and the latter 
only the va, lue with minima] membership. Thus, the strength of each rule can be obtaine(I 
by evaluating the product aniong the membership functions Iýy (See Fig. 8.1): 
.1 
Sr ff IlFk(Xk) 
k=l 
(8.3) 
iS Vajjj(ý, tflat j. ý Zh! X2 ý Zdri X3 = LDR and x4 = H,,. The where Xk XI 
hydrometeor type is the oile. in that "I'le with maxinial strength. 
8.3 Hydrometeor classification 
The FLS devel()ped iii Section 8.2 to classify hydroineteors has been applie(I to s(ý%, (, ral 
scans from the Chilboltmi radar. 
These scans have been obtained from a precipitation 
event that took place on the, Ist of 
December 2003 over the Solith West of UK. The type 
of precipitation was stratiforin with very 
intensive rainfall rates and a clear bright band 
around I kin above the gromid surfave 
(See Figs. 8.7 and 8.8). 
The four different observations (Zh,, ZI,, LDR and H,, ) were fuzzified a, ccording to 




Were extracted froill the Scatter plots shown in Figs. 8.2 and 8.3 respc(lively, for a given 
va II Iv (d, I-ellectivitY, as explai I led iII the previoll", section. The hydromet vor classification is 
shown in Fig. 8.10. As expected, there is a lot of uncertainty between the classification of 
I., IiII and "llow duc tot he large owrlapping arems aniong tI ic inembershi p functioi is of bot Ii 
classe". The result is a misclassification of hydrometcors above thc inelting lewl. There 
; 11, (, large regions abow t1le Illeltilig liy(, I- belng Identified as moderate rain, wll(, r(, tile 
vxpected bydroinetcors were snow ratlier tban rain. On Hic otber band, tbe classification 
of Illelting Snow is sliccessfill when compared with the reflectivity ZI, shown in Fig. 8.7. 
This is becallse of the influence of LDR, which is a clear indicator of melting snowflakes 
(Sec Fig. 8.3). Tfiking int, () account this fact, an additional improvement can be obtailled 
when a primary classification is used to establish the invan height, of melting snowflakes 
(Sev Fig. 8.9). Using the incan height of melting snowflakes, new membership functions 
(H. ) reducing the are con. structed to inodifýv the height of the different hydrometeors 
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Fig. 8.8: PPI scans from Chilbolton radar on 01/12/03 at 09: 26: 25 lir. 
The result of the secondary classification is shown in Fig. 8.11. Other hydrometv(w 
classifications are shown in Figs. 8.12,8.14 and 8.16, which present some regions of ll(*;, vN, 
precipitation. The secondary hydrometeor classifications for these events are shown ill 
Figs. 8.13,8.15 and 8.17 respectively. 
These results present some regions very close to the ra, dar and at lower altitudes clas- 
sified as r1jelting snow. This is because of the fact that LDR is very easily contaminated 
with ground clutter or partial blocking by OW mountains causing significant depolarisa- 
tion. There are several alternatives to deal with this problem. One is by taking into 
account the Digital Elevation MO(jvl 
(DEM) surrounding the radar and ignoring region, 
prone to clutter containhiation. 
The second alternative is by incorporating the DEM into 
the FLS and adding a iiew class called ground clutter. This is obviously an issue of further 
research, because LD13 is prone to clutter contamination not only by the mainlobe of the 
antenna radiation 1)attern, 
but also by the sidelobes. The third alternative is the incor- 
poration of the correlation coefficient 
(pi,,, (O)) into the FLS, which is also slisc(,. ptil)l(, to 
the presence of mixed-I)hase I)recipitation 
(Zrniý, and Ryzllkov, 1999). LDR just as pl,,, (O) 
do not provide quantitative estimates of precipitation, 
but they are important in(licators 
of the presence of inixed-I)IMSC I)recil)itation. 
Unfortunately Phv(O) is not available on 
Chilbolton, but, the incorlmration of this I)araineter into the FLS may give more r(, Iial)ilitN- 
to the cla. 9sification procedure. Straka et al. 
(2000) suggested that self-consistenc-, I aul )ng 
the polarimetric variables may reduce classification ambiguities. 
That is, the ciassification 
system shoul(I be inore reliable 
if two or morc polarinietric variables suggest a certain type 
()f hydroineteor. 
The FLS ha. s also been applied to the PPI scans shown in Fig. 8-8. The resillt is 
show" in Fig. 8.18. This classification assumes a certain melting 
level from a previous 
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Fig. 8.9: Variable membership functions for H, to classify hydrometeors. The inean valliv (11) of 
the Illelting level llkLs beell obtained from it previotis classification. 
cla. ssification as in the case of RHI scans. The melting level has been obtained as an 
average of melting levels at every azimuth of the overall PPI scan. However, the variation 
of the height of the melting level causes some regions to be inisidentified. For instance, 
there are some regions identified as snow below melting snow along the azimuths between 
90' and 170' froin the North. The only way to avoid this is by sectorizing the PPI 
scans into small regions allowing small variations in the height of the inelting level. This 
can be particularly useffil in fronts, where the ra, dar may see two different inelting levels. 
Sectorizing the PPI scan every 30' allows flexibility in the variation of the inelting level. 
This is shown in Fig. 8.19. In this new classification, the. regions misidentified as, silow 
below t he inelting level have been classified as rain. Sectors of 30 ' are a trade-off between 
having enough azimuths to estimate the height of the melting level whereas allowing the 
natural variation of its height. 
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Fig. 8.10: Hydrometeor classification using 2D inembership functiows. 
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Fig. 8.11: Hydrometeor clamification using 2D membership function. s. The inelting level lims 1)(4,11 
obtained from a previous classification. 
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Fig. 8.12: Hydronleteor clwisification using 2D membership functions. 
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Fig. 8.13: Hydrometeor classificatimi using 2D membership fiinctions. The inelting level has been 
obtained from n previous clamification. 
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Fig. 8.15: Hydrometeor classification using 2D membership functions. The melting level has been 
obtained from a previous classificatioll. 
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Fig. 8.17: Hydr(nicteor classification using 2D membership ffinctions. The melting level has been 
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Fig. 8.18: Hydrometeor classification using 2D membership ftinctions. The melfing 1(, v(, l 11, Ls 
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Fig. 8.19: Hydronleteor classification using 2D membership functions. The ilielting level jjLý; I)eell 
obtained in sectors of 30 '. 
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HYDFCIMET7-OR CLAS2KCATION 
8.3.1 ID membership functions 
The classification procedure carried out in the previous section makes a decomposition 
of the 2D spaces Zh - Zd,. and Zh - LDR into a single one, assuming a certain value of 
reflectivity. In this section an alternative FLS to classify hydrometeors is being described. 
The Membership Functions (MF) for Zh and H,, are exactly the same as described in the 
previous section. The membership functions for Zd, and LDR have been obtained from 
their respective distributions according to the intervals defined in Zh for the different type 
of hydrometcors (See Figs. 8.20 and 8.21 respectively) and summaxised in Table 8.2. 
The main difference of the new FLS compaxed. with the previous one is the definition 
of 1D membership functions. The results of the classification after applying the modified 
FLS are shown in Figs. 8.22,8.24,8.26 and 8.28. As expected, the same problem in 
classifying either rain or snow exists. Taking into account the estimate of the height of the 
melting level using the first classification, the membership functions for H,, were modified. 
The results of the secondary classification are shown in Figs. 8.23,8.25,8.27 and 8.29. 
The secondary and 30-degree sectorization hydrometeor classifications for a PPI scan are 
shown in Figs. 8.30 and 8.31 respectively. 
In general, the hydrometeor classifications using the 2D membership functions in com- 
parison with the ID membership functions are very similar. It is difficult to establish which 
FLS performs better. The answer may be that by using 2D membership functions with the 
incorporation of more types of precipitation particles there will be a better classification. 
In this case, there are only three different hydrometeors: rain, snow and melting snow, but 
there are large regions in the Zh - Zd, and Zh - LDR spaces not yet being categorized. In 
this study the hydrometeor classification using 1D or 2D membership functions conveys 
practically to the same results. 




Drizzle 0.23 0.18 -40+ 6.66+ 
Moderate rain 0.42 0.31 -33.76 2.89 
Heavy rain 1.22 0.34 -33.46 2.74 
Snow 0.41 0.34 -40+ 6.66+ 
Melting snow 
1 1.93* 0.60* -17.03 1.71 
Table 8.2: ID Gaussian MF for Zd, and LDR for the different types of hydrometeors (* represents 
a Gamma NIF and + represents an adapted Gaussian MF). 
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Fig. 8.20: ID Gausýsiýin INIF for Z,. (* represents a Gaillilla AIF). 
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Fig. 8.23: flydrometmr cli: Lssification using 1D membership ffinctions. The melting level lim been 
from it previous classification. 
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Fig. 8.22: Hydrometeor classification using ID membership functions. 
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Fig. 8.25: HpIromet, vor chissification using ID membership functions. The melting level ljýLs 1)(ý(ýIj 
obtaine(l from ýt previous chissificalion. 
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Fig. 8.27: Hydrorneteor classification using 1D membership functions. The melting level has been 
obtained froin a previous classification. 
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Fig. 8.26: Hydrometeor dwsification using ID membership functions. 
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Fig. 8.28: IlYdrometeor clLssification using ID membership functions. 
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Fig. 8.29: Hydrometem- clwssificatioli using 11) invinbership functions. The, inelting level has 
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Fig. 8.30: Hydrometeor classification using 1D membership functions. The inelting level has been 
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Fig. 8.31: Hydrometeor classification using 1D membership functioms. The melting level has been 
obtained in sectors of 30 '. 
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HYDROMETEOR CLASSIFICATION 
8.4 Bright band correction 
The problem of the radar beam intercepting the melting layer is that, tile echo Intenssity 
depends on factors such as the variation of the drop size distribution of inciting I)articlc-j 
and the distribution of water within the snowflakes. However, even when observing exactly 
the same melting layer at two different ranges from the radar, two different echo intensities 
can be obtained. Therefore, it is not straightforward to apply a single explation to relate 
the reflectivity factor to the rainfall intensity when the radar beam intercepts the inciting 
layer. 
There are several algorithms that have been proposcA to correct for the bright band 
problem using single-polarisation radar measurements; some of them are either bmcd 
on a parameterised vertical reflectivity profile (Smith, 1986; Cray, 1991; Kitchen et al., 
1994), or using a melting layer model to generate the profiles (Ilardaker, 1993; 11ardaker 
et al., 1995; Gray et al., 2001) or using a vertically pointing radar to obtain the vertical 
reflectivity profile (Lane, 1997). In this section, a new algorithm to correct for the increase 
of reflectivity in the melting layer is being proposed. This algorithm uses the output of 
the fuzzy logic system to identify the melting snow and then a correction is applied in 
order to obtain an estimate of the expected reflectivity below the bright band. 
There are two critical parameters to take into account in any bright band correction 
algorithm: the estimation of the height of the bright band top and a proper parameteri- 
sation of the bright band thickness at any range and azimuthal angle from the radar site. 
The accuracy of the correction is proportional to the accuracy in the estimation of those 
parameters. 
The proposed correction algorithm for bright band, is based on the output of the FLS 
to estimate with accuracy the height of the bright band top and bright band thickness as 
shown on the left of Fig. 8.32. The proposal of using the output of the FLS to detect the 
bright band is due to the fact that most of the time it does not have the typical annular 
shape in a single-polarisation channel and it is difficult to detect its height and boundaries 
using only single reflectivity values. 
However, there is an important point in the estimation of the height of the bright band 
top from the output of the FLS. A close examination reveals that the LDR signaturc in 
the bright band typically occurs a few hundred metres below the signature of Zh. For 
instance, Ikeda and Brandes (2003) found that the LDR extreme was usually 200 ill below 
the Zh maximum. Thus, it is necessary to apply a correction to estimate more accurately 
the height of the bright band top. 
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Fig. 8.32: Parameterisation of the vertical reflectivity profile in stratiform precipitation. 
The scatter plot between Zh maximum and the difference in altitudes between LDR 
and Zh maxima in the bright band is depicted in Fig. 8.33. So, there is a relationship, 
which depends on the maximal reflectivity in the bright band in order to obtain an estimate 
of the shift of the height of the bright band top. This relationship is given by: 
Ah = 58 - 2.40Zp + 0.12ZP2; m (8.4) 
where Zp is the maximal reflectivity obtained in the bright band in dBZ units along 
the beam and Ah is the shift in metres; of the real height of the bright band top. 
Knowing the heights of the bright band top and bottom, an idealised vertical reflec- 
tivity profile similar as the one proposed by Smith (1986) and Kitchen et al. (1994) is 
constructed. This new parameterisation is supported with the long-term S-band bright 
band analysis carried out in Chapter 6. For a given value of rain reflectivity (Z,,, i,, ), the 
maximal reflectivity in the bright band (Zpeak) is given by Eq. 6.2, whereas the reflectivity 
above the bright band (Z ...... .) is given by Eq. 6.3. Below the bright band, the slope of 
the reflectivity has been set to 0 dBZ km-1 (From Fig. 6.10b), whereas above the bright 
band is approximately 5 dBZ km-1 (From Fig. 6.10a). The proposed idealised vertical 
reflectivity profile in stratiform precipitation is shown in Fig. 8.32. 
Depending on the beamwidth of the radar and its elevation angle, at some point the 
radar beam will be intercepting some part of the melting layer. Following the correction 
proposed by Brown et al. (1991) and adopted by Kitchen et al. (1994), the reflectivity 
218 
Meltin2 snow (from FTSI 
350 
A h=58.01-2 40Z+0.12Z2 
300 









-50, 05 10 15 20 25 30 










Samples per block 
35 40 45 
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Observed b. v t he radal. is the result (d Weight ing the be'lill ImWel, 1)1. ()fil(' wit 11 t lic -. 1-cal" 
vertical rellectivity profile and it is equivalent to: 
Z (0) f (0) (/o (8.5) 
where (i and il are the lower and upper clevation angles corresponding to ille -: I (11ý 
power) of the bealli power profile. Z..... is the averaged reflectivitY observe(I bY the 
radar, Z(O) is the -rcal" vertical rctlect ivity protile and f (0)(/0 is a I'l, act loll of I 11c be'lill 
power nt the '111gle 0. This friction is givell blv: 
f (0)do P (o) (10 - (8. (i) j', 
t 
31, (0)(10 
wliere il(0) is the beain power profile, which is obtained t(-(, ()r(Iiiig witli the character- 
istics of the radnr antenim. 
From the output oftlie FLS along any particular henin at anY clevation and azimuffial 
angles can be obtained 111 estilliate of Ilic height of the bright band top and bright baild 
thickness, following the correction proposed in Eq. 8.4. Thus, it" idealised vel-tical reflec- 
tivity profile (Z(O)) is constructed as'suilling ; 111 vstilliate of rain r(Alectivityjust ])(, low the 
bright hand, that is, Z,.,, i,,. As a first approximatioll, Zrain Cill' 
N' 0(11181 tO Zwr, which is 
the averaged reflectivity observed by the radar. The ideidised vertical reflectivilY profile 
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is weighted following Eq. 8.5 resulting in an estimate of the reflectivity Z,,,,. The error is 
then evaluated by: 
error = 
2ave 
- Zave (8.7) 
A new idealised. vertical reflectivity profile is constructed with a different value of Z,,, i,,,, 
which is estimated by: 
Z,. in[n - 11 - error (8.8) 
where Z,,, i,, [n] is the new estimate of the rain reflectivity and Zrain [n - 1] is the previous 
value. The process is repeated until the error is minimized. The threshold for the error 
has been fixed to: 
lerrorl < 0.0001; dBZ (8.9) 
Usually, Eq. 8.9 converges in less than five iterations. The correction process is applied 
pixel by pixel to the bright band contaminated reflectivity data. When the correction has 
been performed, the rain reflectivity can be transformed to an estimate of rainfall rate 
assuming the conventional M-P Z-R relationship. 
8.4.1 Results 
The bright band correction algorithm has been applied to several RHI scans from Chilbolton 
for the precipitation event that took place on 1st December 2003. For this particular pre- 
cipitation event, one of the major problems has been to compare the results applying the 
correction with reflectivity measurements from lower elevation beams. This is because the 
height of the bright band was at a very low altitude (less than 1 km) and sometimes even 
the lowest elevation beams were contaminated with the bright band. 
Some of the results are shown in Figs. 8.34a-c and 8.35a-c. The main characteristics 
of the correction algorithm proposed in this section is the use of the output of the FLS to 
identify the bright band boundaries to apply the correction, in comparison with Kitchen 
et al. 's correction, which uses the output of the mesoscale model to obtain the height of 
the 0 *C isotherm and assumes a constant depth of 700 m (See Section 2.8.1). 
The Root Mean Squared Errors (RMSE) between the estimated rain reflectivity and 
the actual rain reflectivity from lower elevation beams oscillate between I and 3.5 dBZ. 
The estimated and the actual rain reflectivitY profiles seem to have a shift between them. 
This is specially remarkable on reflectivity maxima and minima even when a correction has 
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been applied to compensate the differences in range with the elevation angle. The reason 
for the shift is because of the wind shear effects, that is, the change in wind velocity 
with height. This effect was first described by Marshall (1953). Raindrops falling from 
a particular point adopt the horizontal speed of the wind at each different height. This 
forms a kind of trail in their descent and it is difficult to establish a correction for this 
effect without knowing the wind shear speed. By using the mean radial velocity of the 
hydrometeors obtained with Doppler radars, it may be possible to apply a correction. 
Although this procedure was not implemented, it may help to reduce slightly the RMSE. 
In a real operational environment, a weather radar has a beamwidth of 1* rather than 
0.25 " and questions arises about the performance of this algorithm with fatter beamwidths. 
Fig. 8.36 presents a comparison between reflectivity profiles obtained with 1* and 0.25 * 
bearnwidths. The reflectivity profiles with one-degree beamwidth have been simulated 
according to Eq. 8.5 using several beams from a RHI scan. The bright band correction 
algorithm has been applied to both profiles obtaining very similar results. The RMSE 
between the estimated rain reflectivity at 1* and 0.25' are 0.8 and 1.32 dBZ as shown 
in Fig. 8.36. This is consistent with the definition of the model, where the effect of the 
bearnwidth is taken into account in order to estimate the rain reflectivity. 
From the results obtained in Figs. 8.34,8.35 and 8.36, there are some points that need 
to be observed. The bright band correction algorithm depends on the output of the FLS 
to estimate the thickness of the bright band and the height of the bright band top. All 
the misclassification errors due to clutter or partial blocking, which are reflected in the 
linear depolarisation ratio, have to be removed before applying the bright band correction 
algorithm. Second, the height of the bright band top estimated from the output of the 
FLS has to be corrected due to differences in height between the signatures of Zh and 
LDR. The correction for the height of the bright band top depends on the maximum 
reflectivity value within bright band contaminated data and it has a standard error of 
around 50 m (See Fig. 8.33). Third, the parameterisation of the Vertical Reflectivity 
Profile (VRP) with the bright band feature is based on the analysis of a considerable 
amount of S-band VRP observations. This paxameterisation is a general trend and there 
are standard errors associated with it (See Chapter 6). The triangular shape has been 
adopted from the parameterisation carried out by Smith (1986) and Kitchen et al. (1994) 
although with different values. Fourth, the proposal for bright band correction assumes 
that the triangular shape of the bright band has the same depth along one particular 
beam, which is not always the case. Usually along the 30 or 40 km that the radar beam 
passes through the bright band there are growths and decays of precipitation, which will 
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produce thicker and thinner bright band depths respectively. In summary, the total error 
associated with the estimated rain reflectivity assuming all the aforementioned sources of 
errors are from 1 to 3.5 dBZ compared to errors of 7-8 dBZ for the reflectivity contaminated 
by the melting layer. 
8.5 Conclusions 
The FLS developed in this chapter to classify hydrometeors presents several differences 
compared to existing classification systems. First, a method to obtain the MF for the 
different types of hydrometeors has been proposed. This method avoids the need of having 
in-situ observations of different types of hydrometeors, which are always difficult to obtain. 
From this analysis, the classification of rain, snow and melting snow has been defined in 
two-dimensional spaces, that is, Zh - Zd, and Zh - LDR. These spaces are slightly different 
from previous hydrometeor classification algorithms. For instance, the classification of 
wet snow in the space Zh - Zd, from Vivekanandan et al. (1999) and Straka et al. (2000) 
present smaller values in Zd, than the values observed in Fig. 8.2. The reason is because 
the Chilbolton radar data present less smoothing than radar data at 1* beamwidth. 
The FLS with the 2D MF has been applied to several scans from Chilbolton during 
the precipitation event that took place in December 2003. The classification procedure 
presents a lot of uncertainty to classify either rain or snow because of the large overlapping 
regions between both type of hydrometeors. Knowing the height of the melting level is an 
important parameter in any hydrometeor classification algorithm. However, this parame- 
ter is not available in real-time and for every scan of the radar. The fuzzy logic algorithm 
proposed in this chapter carries out a primary classification to identify mainly melting 
snowflakes because their depolarisation characteristics are very remarkable. Knowing the 
mean height of melting snowflakes, it is possible to modify the MF for the height of the 
different type of hydrometeors in a more constrained way. A second classification is then 
performed with these new MF providing much improved classification. 
An alternative FLS with one-dimensional MF has been proposed as an easy way to 
carry out the classification. This system has proved to have a similar performance to the 
one using the 2D MF. There is no doubt that 2D MF will provide a better classification 
when incorporating more types of hydrometeors, but 1D MF are sufficient to classify rain, 
snow and melting snow. 
The linear depolarisation ratio is without a doubt a very important parameter in 
the classification of melting snow. However, an important issue of using LDR is that 
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this polarimetric variable is more vulnerable to noise than any other variable for the 
simple reason that it is 30 or 40 dB smaller than the reflectivity, which in terms of power 
measurements is 3 or 4 orders of magnitude smaller than the co-polar signal. One way to 
deal with this is by incorporating the correlation coefficient into the FLS to obtain a much 
more reliable classification. In addition, Zh, Zd, and LDR are not immune to propagation 
effects at frequencies higher than 3 GHz and the measurements are biased by attenuation 
and differential attenuation due to rain (Zrni6 and Ryzhkov, 1999). In this analysis, 
both effects were neglected because of the 3 GHz frequency, but using data from C-band 
or X-band radars, they should be taken into account. Bringi and Chandrasekar (2001) 
described alternative power relations using the differential phase shift (Odp) to correct for 
these effects. 
In the last section a bright band correction algorithm to estimate the rain reflectivity 
just below the bright band has been proposed. The algorithm estimates the expected 
reflectivity below the melting layer, assuming a simple bright band model, which has been 
adapted from Smith (1986) and Kitchen et al. (1994). The RMSE of the estimated rain 
reflectivity when compared to a lower elevation beam not contaminated with the bright 
band are between 1 and 3.5 dBZ. 
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Fig. 8.3-1: Estimation of the rain reflectivity froin bright band contaminated reflectivity data. 
The plus marks are the bright band reflectivitiets, the circles are the estimated rain reflectivities 
following the correction proposed in Section 8.4 and the points are the actual rain reflectivities 
froin a lower elevation beam no contaminated with the bright band. 
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In Chapter 2, it has been pointed out that one of the most important errors sources in the 
estimation of precipitation using weather radars is the variation of the Vertical Reflectivity 
Profile (VPR) of precipitation. 
The study of the VRP has been possible thanks to the use of Vertically Pointing 
weather Radars (VPR). Chapter 3 described the hardware and software characteristics of 
the Bristol VPR. The most important part of the signal processing is the acquisition and 
averaging of precipitation echoes. New assembler routines have been written to initialize 
the digitizer board, to set the acquisition parameters and to obtain the average power 
of N independent arrays from the VPR, using a PCIP-Scope board from Keithley (See 
Appendix A). These assembler routines can be easily linked to a high level programming 
language such as C++, Basic or Fortran, directing the full processor power in acquiring and 
averaging N independent arrays. The intensities of the echo fluctuations from precipitation 
particles (Fig. 3.5) have been analysed in order to estimate the standard error a associated 
when averaging N independent samples. It has been found that the fluctuating echo 
intensities follow well defined Gaussian distributions (Fig. 3-6) with a zero mean and a 
standard deviation (standard error) given by a=3.925ON-O-*3813 [dBZ] (Fig. 3.7), for a 
time between successive pulses of 2.5 ms. For instance, 256 independent pulses produce a 
standard error of approximately 0.45 dBZ. In order to decrease further the error during 
shorter averaging intervals, the use of real-time digital filters has been proposed. The 
suggested digital filters are Finite Impulse Response (FIR) filters mainly bemuse the 
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transfer function of this type of filter is always stable. In addition, FIR filters have a linear 
phase response over the whole frequency range, which produces a constant lag between 
unfiltered and filtered reflectivity signals. The echo fluctuations produce high-frequency 
variations in the reflectivity signal, which can be removed using a low-pass FIR filter (See 
Fig. 3.9). Two different real-time applications have been developed to acquire VPR data. 
One of the applications runs under Microsoft Windows (MW) and the other under DOS. 
The former has been programmed in Visual C++, but it has been found to be dependent 
on the MW events and not reliable in real-time. The latter has been programmed in 
C++ under DOS being possible to obtain a temporal resolution of 1 second averaging 256 
samples with 2048 data points. The main advantage of this new software with respect to 
the TRAILER version is the modularity within the source code, facilitating to plug-in new 
real-time algorithms. Moreover, the processing of the reflectivity signal has been improved 
with the analysis of the echo fluctuations to produce a more accurate reflectivity signal. In 
addition, an off-line application running under MW has been developed in order to study 
the variation of the vertical reflectivity profile of precipitation. 
To study the characteristics of the bright band, a new algorithm has been proposed 
to detect the bright band boundaries from single-polarisation VRP (Chapter 4). The 
algorithm involves digital filtering and boundary detection through axis rotation. Rom 
the spatial frequency analysis of reflectivity, it has been shown that the VRP has an 
inherent low-frequency signal characteristic. The maximal frequency is approximately 
0.1/15 m-1 for either stratiform or stratiform-convective VRP. On the other hand, from 
the temporal frequency analysis of reflectivity, the maximal frequencies were 0.011/2 s-I 
and 0.033/2 s-1 for stratiform and stratiform-convective precipitation respectively (See 
Table 4.2). These boundaries are important to define the cut-off frequencies of the digital 
filters to smooth the high-frequency variations of reflectivity, which are due to noise rather 
than precipitation. For instance, the temporal analysis of reflectivity indicates that the 
maximal averaging and resampling intervals of the VRP without losing the dynamics 
of the storm are approximately 90 s and 30 s for stratiform and stratiform-convective 
precipitation respectively. The bright band boundary detection is performed by rotating 
the upper and lower part of the bright band (See Figs. 4.13 and 4.14). This algorithm 
performs better than conventional algorithms based on the variation of the gradient of 
reflectivity dZldh (See Fig. 4.15). 
The bright band detection algorithm has been applied to a long-term database of X- 
band VPR data (Chapter 5). The VPR data were obtained from experiments carried out 
in the North West and South West of UK, Bristol, UK, the Southern Alps in New Zealand 
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and Marseille in France. The percentages of data with bright band were 54%, 47%, 64%, 
36% and 33% for all the sites respectively (Table. 5.2). The reflectivities above (Z.. ), 
within (Zpeak) and below (Z,,, i,, ) the bright band have been extracted as well as their 
corresponding heights. There is a seasonal dependency on the height of the bright band 
in UK (Table 5.4, Figs. 5.18,5.27 and 5.34), which reveals that not only during Winter 
the bright band may be a potential error source in the estimation of precipitation using 
scanning weather radars, but also during Spring and Autumn. From the regression lines 
relating Zpeak and Z,,, i,, (Table 5.5, Fig. 5.44 ), it has been shown that on average the 
maximal reflectivity in the bright band is Zpeak ; ý-, 10.57 + 0.93Zain. The regression lines 
between Zpeak and Zrain presents similar trends for all the sites, except in the Southern 
Alps. It has been suggested that orographic enhancement may contribute to the increase 
in reflectivity in the melting layer because of the influence of the Southern Alps. On 
average, above the bright band the reflectivities were smaller than the reflectivities below 
(See Table 5.5). There was an increase in the bright band thickness as the rain reflectivity 
increased, but there was a lot of scatter about the mean thickness. It is strongly suggested 
that this scatter is real and due to the vaxiation in the vertical temperature profile, which 
may increase or decrease the bright band thickness. 
The bright band detection algorithm has been also applied to a long-term database of 
S-band radar data. The regression line between Zp,. k and Z,,, i,., (Fig. 6-6) reveals that the 
reflectivity enhancement (AZ Zpeak - Zrain) is approximately constant and increases 
slightly with the rain reflectivity. The peak reflectivity is Zpeak = 8.34 + 1.05Zrain. Above 
the bright band, the snow reflectivity is lower than the rain reflectivity below and it is 
given by Z,,,,,, = 1.05 + 0.85Zrain (Fig. 6.7). The errors due to the variation of the 
VRP in stratiform precipitation were as follows. In the bright band, at rainfall rates of 
0.1 mm. hr-1 the overestimation factor is approximately 3.5 and increases up to a factor 
of 5 for rainfall rates of 100 mrn hr-1 (See Fig. 6.12). These errors depend on the volume 
of melting layer being illuminated by the radar beam and tend to decrease with range. 
The rainfall rate estimated from reflectivity measurements obtained above the bright band 
suffers underestimation and decreases even more at high rainfall intensities (See Fig. 6.13). 
For instance, at rainfall rates of 10 nun hr-1, the underestimation factor is around 0.5 
whereas at low rainfall intensities (< 0.1 mm hr-1) is approximately zero. Above the 
melting layer, reflectivity measurements tend to decrease with height, decreasing even 
further the rainfall estimates (See Fig. 6.13). On average, the gradients were approximately 
5 dBZ km-1 (See Fig. 6.10a), but this estimate is somewhat dependent on the rain intensity 
(See Fig. 6.11). The combined effect due to attenuation and the use of the Rayleigh 
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approximation for the calculation of the reflectivity factor at X-band frequencies suggests 
that the maximal reflectivity in the bright band is underestimated for reflectivities between 
28 dBZ and 50 dBZ when compared to bright bands obtained at S-band frequencies. 
The differences are a function of the rain reflectivity and they are given by AZs-x = 
1.7226 - 0.4280Zrain + 0.0130Zr2. in (See Figs. 6.23 and 6.24). The differential reflectivity 
(Zd, ) and the linear depolarisation ratio (LDR) above, within and below the bright band 
have been also studied. The combined values of Zh, Zd, and LDR within, below and above 
the bright band form the basis of a hydrometeor classifier for melting snow, rain and snow 
respectively (See Figs. 6.28,6.29 and 6.30 respectively). 
The spreading of the radar beam with range has been analysed in Chapter 7. The 
effect of the spreading is to smooth the VRP of precipitation. It resembles a "low-pass 
filter", smoothing the high-frequency fluctuations of the VRP- This "filter" has a variable 
cut-off frequency, which decreases as the range increases from the radar (See Fig. 7.4). 
For one-degree bearnwidths, the filtering effect of the beam radiation pattern will affect 
the VRP of precipitation from ranges of around 10 km. 
A Fuzzy Logic System (FLS) to classify rain, snow and melting snow has been proposed 
(Chapter 8). The input parameters are Zh, Zd,, LDR and the height of the measurement 
(Ho). The Membership Functions (MF) of the FLS for Zd, and LDR are extracted from the 
two-dimensional (2D) spaces Zh - Zd, and Zh - LDR (Figs. 8.2 and 8.3) for a given value of 
reflectivity Zh. The MF for Zh and HO have been proposed according to the analysis carried 
out in Chapter 6 (See Figs. 8.5 and 8.6 for Zh and HO respectively). The classification of 
hydrometeors using 2D MF is very similar than using 1D MF (Figs. 8.20 and 8.21) mainly 
because there are only three types of hydrometeors. By incorporating more hydrometeors 
into the FLS it is prefered to use the 2D MF because the boundaries of every hydrometeor 
are well defined. The classification procedure presents a lot of uncertainty to classify 
either rain or snow because of the large overlapping regions between both hydrometeors. 
Knowing the height of the melting level is an important parameter in any hydrometeor 
classification algorithm, but unfortunately this parameter is not available in real-time and 
for every scan of the radar. The FLS performs a primary classification to classify melting 
snowflakes because their depolarisation characteristics are very remarkable. Knowing the 
mean height of melting snowflakes, it is possible to modify the MF of HO in a more 
constrained way (See Fig. 8.9). A second classification is then performed with the new 
MF providing much improved classification. Using the output of the FLS for melting snow 
it is possible to correct reflectivity measurements using an idealised VRP (Fig. 8.32). The 











EAST ING [kin] 
2143 
192 ý 10 : 
all 
Fig. 9.1: Digital elevation model surrounding Chilbolton radar and linear depolarisation ratio 
(LDR) on moderate precipitation. 
is performed only to reflectivity measurements contaminated with the meltilig layer a,, 
indicated by the output, of the FLS. Tliv classification of hydrometeors can be a previoll, 
step to improve the estimation of precipitation using weather radars. 
9.2 Recommendations for future work 
Dual-polaxisation over single-polarisation weather radar mea., surenients offer several ad- 
vantages. Polarinietric radar measurements have the potential to cla. ssiýv hydroineteors 
(See Chapter 8), which provides the possibility of al)Plying different rainfall estimatioll 
algorithims dew"Idilig 01' the output of the classification. 
The FLS to cla. ssiýy hydroineteors ( ail be ext ended. For instance, ail addit ional charac- 
teristic of the linear depolarisation ratio (LDR) is its sensitivity to ground chitter contain- 
irlation. This c1mracteristic cal, 1)(ý exploited as an alternative to detect partial blocking Iýy 
rrIountains. Fig. 9.1 presents the Digiud 
Elevation Model (DEM) with a coverage of 25 kni 
around the Chilbolton radar. 
The ra&ir is located approximately 85 in above mean sea 
level and any inountiiin below this height is represented with a whitc, color. The DENI is 
being represented according to the UK natrional grid system (See Ordnance-Survey, 2002). 
High inountah's when compitred to the altitude of the radar site are easily identified. on 
the sarne figure is shown LDR on moderate precil)itation. As expected, there is a high 
correlation between kirge 
d(, p(&irisijtion values and high mountains. By analysing LDR 
alld the rest of the poltrinietric varkibles 
in regions containinated with ground clutter 
alld with the support of the DEM, 
it may bc possible to incorporate this knowledge into 
the proposed FLS to clwssiýy regions contaminated with ground clutter and anomajoll.., 
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propagation. 
Additional research has to be done when the classification of hydrometeors is carried 
out at C-band or X-band frequencies due mainly to propagation effects. In this case, 
attenuation corrections have to be applied a priori to the classification. 
There are different rainfall estimators based on Zh, Zd, and Kdp that can be applied 
when the output of the classification hydrometeor is min. However, any rainfall estimation 
algorithm is obtained assuming a drop size distribution and a raindrop shape model. The 
latter is an important relationship that leads to different rainfall estimators and at the 
moment there is no consensus of a suitable raindrop deformation model. Further research 
has to be done to determine the uncertainty in Quantitative Precipitation Estimation 
(QPE) when using different raindrop shape models and the propagation of this uncertainty 
in river flow simulations. The performance of the different rainfall estimators based on 
Zh, Zd, and lfdp or any combination between them has to be investigated, not only when 
the radar measurements are in rain, but also in snow. In addition, a detail study of the 
effects of noise has to be realised in the measurements Zh, Zd, and Kdp for QPE. 
Another key aspect of future research is the use of low-power high-resolution dual- 
polarisation X-band and C-band scanning weather radars to estimate precipitation in 
small catchments or to control urban drainage systerns. In both cases the problems of 
attenuation can be addressed to some extent by the use of differential phase measurements. 
One of the great advantages of both systems is that the problems due to the variation of 
the vertical reflectivity profile of precipitation are minimized by scanning at short ranges 
(e. g. < 30 km). In the case of C-band systems, the impact of using small antennas has to 
be investigated to allow measurements with bearnwidths of 2 or 3 degrees. 
The EPSRC, in collaboration with the DEFRA/EA Joint R&D programme on Flood 
and Coastal Defence, UKWIR, NERC and the Scottish Executive, has agreed to fund an 
interdisciplinary research Consortium (Flood Risk Management Research Consortium - 
FRMRC) investigating the prediction and management of flood risk. The research port- 
folio for the Consortium has been formulated to address key issues in flood risk manage- 
ment through a multi-disciplinary research programme. One of the research areas in the 
FRMRC is "weather radar and remote sensing". This area will investigate the real-time 
application potential of polarisation diversity weather radar and this will be possible with 
the installation of the first UK operational C-band dual-polarisation weather radar at a 
site in Kent during 2005. The recommendations for future work proposed in this Section 
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The following code contains the assembler routines that can be linked to C++, Basic or 
Fortran languages in order to initialize the digitizer board, to set the acquisition parmlicters 
and to obtain the average power of N independent arrays froin a weather radar, using a 
PCIP-Scope board from the Keithley manufacturerl. 
. model small 
. 386 
. code 
; ROUTINES AVAILABLES IN THIS CODE 
PUBLIC -InitDigitizer ; 
Digitizer initialization 
PUBLIC -UpdateParameters ; 
Setting Acquistion Parameters 
PUBLIC -GetAveragePower ; 
Getting 2-K Averaged Independent ArraYs 
; DIGITIZER PORTS 
MEMORY EQU 300h 
CLOCK-CONTROLLER EQU 301h 
TRIGGER-LEVEL EQU 302h 
CHANNEL-A EQU 303h 
CHANNEL-B EQU 304h 
TRIG-TIME EQU 305h 
RESET EQU 306h 
STATUS EQU 307h 







I http: //www. keitWey. com. 
245 
push dx 
sID: mov dx, RESET Write any value to RESET port 
mov al, 0 
out dx, al 
mov cx, 8; Write any 8 values to CLOCK-CONTROLLER port 
mov dx, CLOCK_CONTROLLER 
mov al, 6 
lpt: out dx, al, 
dec cx 
jnz IPI 
mov dx, RESET 
in al, dx 
mov dx, STATUS 
in al, dx 
mov cx, 5 
lp2: mov dx, CLOCK-CONTROLLER 
mov al, 6 
out dx, al 
mov dx, STATUS 
in al, dx 

















ARG TL: WORD, CHNA: WORD, 
push bp 
mov bp, sp 
push ax 
push dx 
; Read RESET port 
; Read STATUS port 
; Read STATUS port 
; Compare until bits LOAD-ADD y DONE are low 
; ERRORI Try again (Possible board failure) 
Ft ACQUISTION PARAMETERS 
TRIGGERJEVEL, short CHAN_A-SENSITIVITY, 
CHAN-B-SENSITIVITY, short TRIGGER-TIME) 
CHNB: WORD, TT: WORD 
246 
mov dx, TRIGGER-LEVEL 
mov AX, TL 
out dx, al 
out dx, al 
mov dx, CHANNEL_A 
mov AX, CHNA 
out dx, al 
out dx, al_ 
mov dx, CHANNEL_B 
mov AX, CHNB 
out dx, al 
out dx, al 
mov dx, TRIG-TIME 
mov AX, TT 
out dx, al 







Write the value for the TRIGGER-LEVEL port 
Zero level - 127d 
Trigger should be above this level 
Set sensitivity of Channel A 
21 - 4V 
; Set sensitiviry of Channel B. 0- not used 
; Write the value for the TRIGGER-TIME port 
; 88h external trigger 
; 48h trigger on Channel A 
; 08h trigger on Channel B 
; ROUTINE TO AVERAGE 2-K INDEPENDENT ARRAYS 
; void GetAveragePower (long* POINTER-ARRAY, short NUMER-OF-DATA, 
short K, short CHANNEL) AVERAGE-2-K 
-GetAveragePower 
PROC 
ARG plong: WORD, N: WORD, K: WORD, CHANNEL: WORD 
push bp 
mov bp, sp 
mov cx, [N] 
mov bx, [plong] 
mov eax, 0 
lpAv2: mov [bxl, eax 
add bx, 4 
dec cx 
jnz lpAv2 
mov dx, I 
mov ax, [K] 
lpAv3: =p ax, 0 
jz IpGetD 
shl dx, I 
dec ax 
jmp lpAv3 
; Clearing array 
; every 4 bytes 
; Getting AVE - 2^K - dx 
247 
IpCetD: push dx 
mov dx, STATUS 
mov AX, CHANNEL 
out dx, al 
mov dx, STATUS 
in al, dx 
and al, OFh 
cmp al, 02h 
jz lp4 
call -InitDigitizer 
; Saving AVE 
Write 5 to STATUS port to acq data from Chan A 
Write 3 to STATUS port to acq data from Chan B 
; Read STATUS port until bit D1 is low 
; With trigger would be OAh, without 02h. 
; ERRORI Try to initialize digitizer againI 
lp4: mov dx, CLOCK-CONTROLLER; Write once more to CLOCK-CONTROLLER port 
mov al, 06h 
out dx, al 
mov dx, STATUS 
in al, dx 
and al, 02h 
jnz lp4 
mov dx, CLOCK-CONTROLLER; Write once more to CLOCK-CONTROLLER port 
mov al, 06h 
out dx, al 
mov dx, STATUS 
lp5: in al, dx ; The digitizer is getting data. Wait. 
and al, 05 ; until START bit is low 
jnz lpS 
mov dx, STATUS ; Addresing the MEMORY of the digitizerdata 
mov al, 5; DONE & LOAD-ADD biTS are low 
out dx, al 
mov bx, (plong] ; pointer where the data are going to be saved 
mov cx, [N] ; array size 
mov dx, MEMORY READING THE NEW DATA! 
lp6: mov eax, 0 
in al, dx 
add eax, [bx3 
mov Cbxl, eax Writing the data to other memory locations 





jnz 1pGetD Get next array 
mov bx, [plong] Averaging by bit rotation 
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mov cx, CNI 
IpAv7: push cx 
mov dx, [K] 
mov eax, [bxl 
lpAv8: cmp dx, 0 
jz lpAv9 
shr eax, 1 
dec dx 
jmp IpAv8 
IpAv9: and eax, OOFFh 
mov Cbxl, eax 












Finite Impulse Response Filter 
Design 
B. 1 Introduction 
Digital filters are divided into two classes: Finite Impulse Response (FIR) filters and 
Infinite Impulse Response (IIII) filters (See Proakis and Manolakis, 1996; Ifeachor and 
Jervis, 1999; Mitra, 2001). 
The transfer function of a FIR filter is given by: 
N 
H(z) =E lt[kjz-jý (B. 0 
k=O 
In the time-domain the input-output relation of the FIR filter is given by tile convo- 
lution sum: 
N 
y[n] = 1: hlklxfn - k] (B. 2) 
k=O 
where h[k] represents the impuls-se response sequence of the filter with N number of 
coefficients, y[n) and x[n] are the output and input sequences, respectively. In other terins, 
x[n) may represent the unfiltered radar signal and y[n] the filtered radar signal. 
The input-output relation of an IIR filter is given by the convolution sum: 
N At 
y[n] 1: akX[n - k] - 
1: bky[n - k] (B. 3) 
k=O k=l 
where ak and bk are the filter coefficients. 
There are two important points that should be taken into account in the design of 
digital filters: the election between an FIR or an 1111 filter and the specification of the 
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Fig. 13.1: Fývquency response of a low-pms filter. 
The output of a FIR filter is a function only of past and present values of the input 
(Sce Eq. B. 2) being the filter always stable. Additionall. v, a FIR filter ca, ii be designed 
to provide a linear phase response over the whole frequency rmige. On the other hand, 
the output of a, n 1113 filter is a function of past, outputs as well as present and past input 
saniples (See Eq. B. 3). ComputationallY an IIR filter is easier to implement than a FIR 
filter for similar frequency responses. 1111 filters aflow sharper cut-off frequencies with 
fewer coefficients than FIR filtcrs may require, but, the former may be unstable because 
of its dependency ofyýn - kj. Therefore, a FIR filter is prefered over an 1IR filter. 
The filter frequency respoilse depends, oil the requirements of the. systein where the 
filter will be employed. The design of FIR filters involves several conditions: 
9 Filtcr sy., cification. There are low-pass, band-pass, high-pass and band-stop filters. 
The desired amplitude and phase responses and the cut-off frequency must be spec- 
ified. 
* calculation. The coefficients of the transfer function H(z) are calculated 
according to the filter specification. There are several methods to calculate the filter 
coefficients: the window, optinial and frequency sampling methods. 
9 Rcalization and implementation. It involves converting tile transfer function H(z) 
into a suitable filter network or structure and producing the software (or hardware) 
to perform the actual filtering. 
B. 2 Filter specification 
The amplitude response of a FIR filter is specified in the form of a tolerance scheme. The 





Fig. B. I: Requency response of a low-pass filter. 
The output of a FIR filter is a function only of past and present values of the input 
(See Eq. B. 2) being the filter always stable. Additionally, a FIR filter can be designed 
to provide a linear phase response over the whole frequency range. On the other hand, 
the output of an IIR filter is a function of past outputs as well as present and past input 
samples (See Eq. B. 3). Computationally an IIR filter is easier to implement than a FIR 
filter for similar frequency responses. IIR filters allow sharper cut-off frequencies with 
fewer coefficients than FIR filters may require, but the former may be unstable because 
of its dependency of y[n - k]. Therefore, a FIR filter is prefered over an IIR filter. 
The filter frequency response depends on the requirements of the system where the 
filter will be employed. The design of FIR filters involves several conditions: 
Filter specification. There are low-pass, band-pass, high-pass and band-stop filters. 
The desired amplitude and phase responses and the cut-off frequency must be spec- 
ified. 
Coefficient calculation. The coefficients of the transfer function H(z) are calculated 
according to the filter specification. There are several methods to calculate the filter 
coefficients: the window, optimal and frequency sampling methods. 
Realization and implementation. It involves converting the transfer function H(z) 
into a suitable filter network or structure and producing the software (or hardware) 
to perform the actual filtering. 
B. 2 Filter specification 
The amplitude response of a FIR filter is specified in the form of a tolerance scheme. The 
Fig. B. 1 shows such a scheme for a low-pass filter. The parameters of interest are the peak 
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passband deviation (Jp), the stopband deviation (8. ), the passband edge frequency (wp) 
and the stopband edge frequency (w. ). The values of Jp and J, are expressed in decibels. 
The difference between w, and wp gives the transition width Aw of the filter. The cut-off 
frequency (w, ) is determined by: 
WC = 
Wp + wi, (B. 4) 
Another important parameter is the filter length N, which defines the number of filter 
coefficients. The question arises: What is the maximum number of coefficients for the 
digital filter? The answer will depend on the particular application which the filter was 
designed to operate with, and how small the transition width is, in order to obtain the 
optimal response of the filter. 
It is difficult to specify uniquely what constitutes the best choice for one of the para- 
meters mentioned above, so we may have to deduce in most of the cases by a trial and 
error process. 
B. 3 Coefficient calculation. Window method 
Once the specifications of the filter have been established, the filter coefficients must be 
calculated. There are several methods available to obtain h[k]. The method used in 
this study is the window method. The frequency response of a filter, lld(C41), and the 
corresponding impulse response, hD[k], are related by the inverse Fourier transform: 
1"H 
7r 
hd[k] =Td 7r 
TT 
(B. 5) 
The subscript d is utilised to make a distinction between the ideal and the practical 
impulse responses. Thus, given a frequency response specification Hd(eý"), it is possible 
to compute hd[k] using Eq. B. 5 and hence determine the transfer function Hd(z). For an 
ideal low-pass filter, Hd(ej"') = 1, with a normalized cut-off frequency w,, the impulse 





w. - sin(kw, 
) 
-oo <k< oo (B. 6) irkwc 
Although the value of hj[k] decreases as k -+ ±oo, the magnitude is never zero. With 
an infinite number of coefficients, it is of course impossible to have a FIR filter. One way to 
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avoid this is truncating the ideal impulse response by setting hd[k] =0 for k greater than 
N. However, this introduces undesirable ripples and overshoots in the frequency response 
of the filter 11d(w). This procedure is similar to multiply the ideal impulse response by a 
rectangular window. A practical approach is to multiply the ideal response, hi[k], by a 
suitable window function, w[k], whose duration is finite. In this way, the resulting impulse 
response decays smoothly towards zero. There are several window functions. The most 
widely used is the Hamming window because its simplicity. Hamming window is given by: 
w[k] = 0.54 + 0.46 cos 
Ilk N --, k --, N (B. 7) 
GN- 
-+I 
The relation between the transition width for a filter designed with the Harmning 
window and filter length is given by: 
Aw = 3.32r/N (B. 8) 
where N is the filter length and Aw the transition width. The maximum stopband 
attenuation is 53 dB and the minimum peak passband ripple is about 0.0194 dB. The 
magnitude of the passband and stopband ripples for this type of window is the same 
Vp = is) - 
BA Realization and implementation 
Knowing the functions hd[k] and w[k], from Equations B-6 and B. 7 respectively, the filter 
coefficients are given by: 
h[k] = hd[k]w[k] 





CA Gaussian distribution 
The Gaussian distribution is given by: 
1 
-(X-. U)2/2a2 p(x) = ; 7=--e - 00 <x< 00 (C. 1) 27r 
where p and o, are the mean and standard deviation respectively of the normal density. 
C. 2 Gamma distribution 
The garnma density function depends on two parameters, a and A, and it is given by: 
P(X =1A xa-le-Ax x ý! 0 (C. 2) r(a) 




u"-'e-'du a>0 (C. 3) 
The parameter a is called the shape parameter and A is called the scale parameter. 
The estimates of ý and & using the method of moments are given by (See Rice, 1995): 
or2 
(C. 4) 
it, (C. 5) or2 
where M and o, are the mean and standard deviation respectively of the 
data set. 
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C. 3 Rayleigh distribution 
The Rayleigh distribution is given by (See Bendat and Piersol, 2000): 
X2/2a2 
p(x) = -Le- rx>0 (C. 6) a2 r 
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