It is found that the thermal fluctuation level of the shear-Alfvén waves in a gyrokinetic plasma is dependent on plasma ␤(ϵc s 2 /v A 2 ), where c s is the ion acoustic speed and v A is the Alfvén velocity. This unique thermodynamic property based on the fluctuation-dissipation theorem is verified in this paper using a new gyrokinetic particle simulation scheme, which splits the particle distribution function into the equilibrium part as well as the adiabatic and nonadiabatic parts. The numerical implication of this property is discussed.
I. INTRODUCTION
Gyrokinetic particle simulation 1,2 was developed for the purpose of reducing the temporal and spatial disparities in the simulation plasma when one is only interested in the long-wavelength and low-frequency modes in magnetically confined plasmas. Another benefit of the gyrokinetic approach is the reduction of the numerical noise in the simulation. 2, 3 With the introduction of the perturbative (␦ f ) particle simulation scheme, 4 numerical noise is no longer an issue, because we can always make it arbitrarily small. 5 However, in this paper, we will show that the noise issue is still relevant for perturbative gyrokinetic particle simulation when finite-␤ effects associated with shear-Alfvén physics are important. Both analytic and numerical results will be presented. The former is based on the usual fluctuationdissipation theorem and the latter uses a new simulation scheme which is the finite-␤ extension of the split-weight perturbative gyrokinetic particle simulation scheme in the electrostatic approximation. 6 Specifically, the new splitweight scheme breaks up the distribution function into an equilibrium part, F 0 , as well as an adiabatic part and a nonadiabatic part. The adiabatic part is associated with the product of F 0 and the effective potential of ϭ ϩ͐‫ץ‬A ʈ /c‫ץ‬t dx ʈ , and the nonadiabatic part is followed dynamically. Here, is the electrostatic potential, A ʈ is the vector potential, and x ʈ is the spatial coordinate along the field line. As we will discuss, without the use of , numerical noise can interfere with the formation of shear-Alfvén normal modes. The present paper is organized as follows. In Sec. II, the basic finite-␤ gyrokinetic formulation based on the generalized Ohm's law is described. The theoretical properties in terms of the effective potential, , are discussed in Sec. III. The finite-␤ split-weight scheme and its use for the verification of the numerical properties are given in Secs. IV and V, respectively.
II. FINITE-␤ GYROKINETICS AND THE GENERALIZED OHM'S LAW
In the gyrokinetic units of s (ϵͱ i ) and ⍀ i Ϫ1 for length and time, respectively, the governing gyrokinetic Vlasov equation for a finite-␤ plasma in slab geometry in the limit of k Ќ 2 i 2 Ӷ1 can be written as
where ϵT e /T i , ␣ denotes species, v te 2 ϭm i /m e , v ti 2 ϭ1/, s e ϭ1, s i ϭϪ,
and the superscripts L͑ongitudinal͒ and T͑ransverse͒ denote the decomposition relative to the direction of wave propagation. The effective potential in Eq. ͑1͒ is defined as
and ‫‪x‬ץ/ץ‬ ʈ ϵb 0 "". The gyrokinetic Poisson's equation for k Ќ 2 i 2 Ӷ1 can be simplified as
͑5͒
where the electrostatic potential is normalized by T e /e and ͐F 0␣ dv ʈ ϭ1. Ampere's law then becomes 
The present paper represents the first attempt to study the properties of the generalized potential, , in both theory and simulation based on Eq. ͑7͒. The use of this equation for shear-Alfvén physics was first suggested in Ref. 8 .
III. THEORETICAL PROPERTIES OF FINITE-␤ GYROKINETIC PLASMAS
Starting from Eq. ͑1͒ and using F ␣ ϭF 0␣ ϩ␦ f ␣ and ‫ץ‬F 0␣ /‫ץ‬tϩv ʈ b 0 "‫ץ‬F 0␣ /‫ץ‬xϭ0, we obtain
where d/dt is defined in Eq. ͑1͒ and the zeroth-order inhomogeneity is ignored. The generalized Ohm's law, Eq. ͑7͒, should then be changed accordingly as
͑9͒
where the higher order nonlinear terms have been dropped. The theoretical and numerical properties of the shear-Alfvén waves can be studied as follows. The linearized version of Eq. ͑8͒,
with the ansatz of exp(ik ʈ x ʈ Ϫit) gives
͑11͒
Substituting it into Eq. ͑9͒, we obtain the dispersion relation as
where D is the dielectric constant for k 2 D 2 Ӷ1 and
For the cold response of ӷk ʈ v t␣ , Eq. ͑12͒ gives the normal modes as
where c/ pe (ϵ s ͱm e /m i ␤) is the electron skin depth.
In the electrostatic limit of pe 2 /c 2 k 2 →0, it recovers the shear-Alfvén modes in the electrostatic limit, i.e.,
, valid for ␤Ӷm e /m i , shows that the magnitude of the shear-Alfvén frequencies becomes lower for higher ␤'s. For the warm electron response of Ӷk ʈ v te , the oscillation frequencies from Eq. ͑12͒ become
and the corresponding damping rate is
where v A ϵͱ1/␤ is the Alfvén velocity. These are the usual kinetic shear-Alfvén waves for ␤ӷm e /m i and both the magnitude of the frequency and the damping rate continue to decrease for higher ␤'s. For ␤ϭ1, the normal modes are
The total thermal fluctuation level in a finite-␤ gyrokinetic plasma is the consequence of integrating over the whole spectra of the fluctuation-theorem, 3 i.e.,
for ϭ1, where ⌿ϵ͐ d, D is given by Eq. ͑12͒, and V is the volume of the system. The corresponding fluctuation potential becomes
where N is the number of simulation particles in the waves with the wave number k. These levels resemble those in terms of E L or obtained earlier for finite-␤ plasmas 9,10 as well as those for the electrostatic cases.
2,3 Thus, there is no reduction in the total noise level due to finite ␤ effects. The troublesome aspect of this result is that the noise level is greatly enhanced for long wavelength modes with k s Ӷ1. However, as we will show, the fraction of this noise that resides in the shear-Alfvén normal modes actually decreases with ␤. To proceed, let us again use in Eq. ͑9͒. Starting from the fluctuation-dissipation theorem, 11 we can express the thermal fluctuation level for the normal modes of interest as
where D R is the real part of the dielectric constant, Eq. ͑12͒, and ⍀ is the normal mode. For the cold electron response of ӷk ʈ v te and from Eq. ͑13͒, we obtain gives the normal mode of ϭϮk ʈ c s /ͱ1ϩk 2 s 2 , which is the gyrokinetic version of the ion acoustic waves and its thermal energy and noise level are the same as those given in Eqs. ͑21͒ and ͑22͒ with replaced by . For k 2 s 2 Ӷ1, we recover the noise level for the usual ion acoustic waves. Thus, these results give the first conclusive evidence of the favorable trend for the numerical noise. Specifically, comparing them with Eqs. ͑16͒ and ͑17͒, it is evident that most of the numerical noise resides outside the normal modes for finite-␤ plasmas for k Ќ s Ӷ1, while all the noise is in the normal modes for ␤ϭ0. As we will show, the elimination of the unwanted noise is essential for simulating shear-Alfvén waves of k Ќ 2 s 2 Ӷ1 and, moreover, finite-␤ effects are even helpful numerically for the case of k Ќ 2 s 2 ϳ1. The reasons that the total noise remains unchanged and that more noise resides outside the normal modes for higher ␤ plasmas are due to the fact that, in gyrokinetic plasmas, the electrostatic normal modes, Ϯ H , which can interact with the noise generated by the fast particles, change into shear-Alfvén waves with phase velocities less than the electron thermal velocity for ␤Ͼm e /m i . As such, there is no mechanism to damp out the noise generated by the fast particles and the total noise level remains the same regardless of ␤.
The interest in utilizing the desirable numerical properties of shear-Alfvén waves for simulation purposes was first mentioned in Ref. 8 . However, a simple application of the perturbative ␦ f scheme 4 to solve Eqs. ͑8͒ and ͑9͒ was limited to low ␤ plasmas, i.e., ␤рm e /m i . 9 The subsequent work 12 using the canonical momentum as a phase space variable 7 had to use a total f code to produce shear-Alfvén waves. We believe that, in both cases, numerical noise causes the problem, i.e., the interference of the nonadiabatic responses of the fast electrons with the collective oscillations of shear-Alfvén waves is the culprit.
IV. THE SPLIT-WEIGHT SCHEME FOR FINITE-␤ PLASMAS
To prove this point numerically, we have devised a new simulation scheme, which is the extension of the split-weight ␦ f scheme 6 to finite-␤ plasmas. Briefly, the scheme divides the perturbed electron distribution into the adiabatic and nonadiabatic parts, i.e., The corresponding equations of motion are
and the generalized Ohm's law is simplified as
͑27͒
where the perturbed ion distribution can be calculated by the standard ␦ f scheme 4 with
and the nonadiabatic electron contribution is given by
Taking ‫‪t‬ץ/ץ‬ of Eqs. ͑9͒ and ͑27͒ and using Eqs. ͑8͒ and ͑23͒, we arrive at
Equations ͑24͒-͑28͒ form the basic set for finite-␤ splitweight particle simulation. We should remark here that the dispersion relation, Eq. ͑12͒, which is the basis for the theo-retical properties presented in Sec. III, can easily be recovered by using Eqs. ͑23͒ and ͑28͒ together with the necessary equations for the ion response.
V. FINITE-␤ GYROKINETIC PARTICLE SIMULATION RESULTS
The simulation has been carried out with a onedimensional simulation with quiet start code, GK1D. 4, 6 In the code, both x and z are ignorable coordinates, yϭx ʈ , and Ӷ1 is the angle between the external B field and the z axis. This is a linear simulation in which Eqs. ͑24͒-͑26͒ are simplified to dx ʈ /dtϭv ʈ , dv ʈ /dtϭ0, and dw NA /dtϭϪ‫ץ/ץ‬t, respectively.
The simulation uses a 64 grid system with 6765 particles and includes only the modes with k s ϷϮ0.4. The other parameters are: m i /m e ϭ1837, ϭ1, ϭ0.01, and a ͑particle size͒ ϭ0. In all the simulations reported here, we initialized the system with w j Ӷ1 for the ions and w j NA Ӷ1 for the electrons. The properties of the resulting ͓ϵ(t)/(tϭ0)͔ in terms of the fluctuation ͑noise͒ level, damping rate, and frequency ͑based on the whole time history͒ for ␤ϭ0 are shown in Fig. 1 , where ⍀ i ⌬tϭ0.2 is the time step used in the simulation for resolving these modes. These are the wellknown H modes, which have first been studied in detail and well understood in Ref. 2. The noise level of e /T e Ӎ3% is reached at ⍀ i tϭ60. However, the noise fluctuates wildly in the ensuing simulation and reaches as high as 20% at times. These high amplitude oscillations are mainly due to the lack of simulation particles at the Maxwellian tail of /k ʈ Ϸ2.5v te . The simulation frequencies of /⍀ i ϭϮ0.51 shown in Fig. 1 are higher than the theoretical values of /⍀ i ϭϮ0.43 given by Eq. ͑13͒ again due to the enhanced noise as well as the high damping rate which tends to broaden the frequency spectrum. These discrepancies in amplitude and frequency can, of course, be improved with more particles. But, as we will show, they can also be improved with the finite-␤ effects without using more particles. For example, for the case of ␤ϭ0.01% with the same number of particles and the same time step, the measured frequencies become Ϯ0.32 compared favorably with the theoretical value of Ϯ0.3 from Eq. ͑13͒. As shown in Fig. 2 for the case of ␤ϭ0.1% where again the same number of particles are used, but with a larger time step of ⍀ i ⌬tϭ2, both the linear frequencies ͑based on the whole time history͒ and the damping rate of (ϩi␥)/⍀ i ϭϮ0.13Ϫi0.011 are in excellent agreement with the theoretical predictions of Ϯ0.14 Ϫi0.011 from Eqs. ͑14͒ and ͑15͒. In the steady state, the noise level reaches e /T e Ӎ1.0%, without any numerical enhancement. To compare these fluctuation levels to the theoretical predictions by Hu and Krommes, 5 let us renormalize the steady-state values for in Figs. 1 and 2 by the average particle weight of w ϵͱ͚(w NA ) 2 /N/2 in the corresponding steady state. We then obtain (e/T e )/w Ϸ8.0% and 1.0% for ␤ϭ0 and 0.1%, respectively. The corresponding fluctuation levels are 3.0% and 1.2%, calculated, respectively, from Eqs. ͑20͒ and ͑22͒. The former is in the cold electron limit and the noise enhancement due to lack of particles is evident. The latter is already in the warm electron limit for a nominal ␤ and the agreement is excellent. We have also studied the cases of ␤ϭ0.004%, 0.01%, 0.02%, 1.0%, and 3%, and their linear properties in terms of frequencies and growth rates agree well with the theoretical values. Their time-averaged fluctuations in the steady state are also in excellent agreement with theory based on Eqs. ͑20͒ or ͑22͒ as shown in Fig.  3 , where e/T e is normalized to w . Note that the total fluctuation level for the simulation should be about 3% as predicted by Eq. ͑17͒ for these cases and it is 2.5 times higher than the noise residing in the shear-Alfvén waves for the warm electrons with k s ϭ0.4 as given by Eq. ͑22͒. Thus, the split-weight scheme correctly keeps the noise associated with the normal modes while, effectively, eliminating the noise outside of them. For ␤ϭ10% and ⍀ i ⌬tϭ2, the frequencies and the damping rate of (ϩi␥)/⍀ i ϭϮ0.014Ϫi0.00011, as given by Fig. 4 , are in excellent agreement with Ϯ0.014 Ϫi0.00010 predicted by theory. However, the fluctuation amplitude of 5% at the end of the simulation is considerably higher than the theoretical prediction. The difficulty here is that the damping rate is more than 100 times smaller than the real frequencies. As such, we have to use a very large number of time steps to reach the steady state. A very large number of time steps in a linearized collisionless simulation such as this means that we have to use sufficient number of particles to carry all the necessary phase space history information for all these time steps. Thus, we need more particles and more time steps to have a converged solution. Since we prefer to keep the same number of particles for all the cases presented here for comparison purposes, we will defer further discussions of these high-␤ cases to a later time. Nevertheless, the simulation data in Fig. 3 cover the relevant range of ␤'s for the tokamaks and serve the purpose of this paper as well.
For comparison with the ␤ϭ10% case in Fig. 4 , we have carried out a similar simulation by using the ␦ f scheme based on Eqs. ͑8͒ and ͑9͒ 4 with the same parameters. It is found that the simulation is numerically unstable. However, the stability is restored by using ⌬tϭ0.2. This is shown in Fig. 5 . The excessive noise related to the tail distribution of the Maxwellian is evident, and the linear properties of the shear-Alfvén waves are substantially modified.
As for the time step for the warm electron cases, it is restricted by the parallel transit time requirement of k ʈ v te ⌬tϽ1.
2 This complication is caused by the presence of the skin term, ␤m i /m e , on the left-hand side of Eq. ͑28͒, which needs to be canceled by the leading term from the v ʈ 3 moment on the right-hand side to produce the correct response for /k ʈ v te Ӷ1. However, for /k ʈ v te ӷ1, the skin term becomes dominant, e.g., near the rational surfaces, regardless of the plasma ␤. Therefore, it is an important term. Because of the absence of high frequency normal modes for a sufficiently high ␤ plasma, one may use the adiabatic pushing scheme, 13 in which one pushes electrons more often, to improve the situation. Specifically, by depositing the velocity moments for the electrons at every small time step, ⌬t, and push ions and solve field equations with a large time step, ⌬T, one can use less electrons and, in turn, can effectively circumvent the parallel Courant condition. The adiabatic pushing scheme described here is a time-explicit scheme. Therefore, it is an improved version of the orbit-averaged implicit particle scheme proposed earlier.
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VI. CONCLUSION
In conclusion, we believe that we have finally resolved a decade old puzzle concerning the favorable numerical trend for a finite-␤ gyrokinetic plasma, 8 which is found here to be intimately related to the unique thermodynamic feature of the shear-Alfvén waves. Without such an understanding, one would conclude from Eq. ͑17͒ 9,10 that finite-␤ gyrokinetic particle simulation of long wavelength modes with k s →0 is nearly impossible, because the noise is so much enhanced. On the other hand, the dramatic improvement of the noise property when increasing ␤ from 0 to 0.1% for k Ќ s ϳ1 as shown in Figs. 1 and 2 highlights the important transition of the shielding effects from the ion polarization [1] [2] [3] to that of the adiabatic electrons. This transition can only be made apparent by the split-weight scheme. The usual ␦ f scheme 4 cannot detect this transition due to the interference of the numerical noise residing outside the normal modes. Most of all, we have developed a new simulation scheme that can be generalized to multidimensional simulations of finite-␤ plasmas.
