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Microscopes
Thesis directed by Professor Lucy Y. Pao
An atomic force microscope (AFM) can provide images with resolution at the atomic scale.
The quality and speed of AFM images depend upon the overall dynamics of the AFM system. The
behavior of AFMs varies considerably, and currently, the variability causes commercial AFMs to be-
have unreliably, which slows down and frustrates users. Since the time required to attain a quality
AFM image is typically on the order of several minutes or more, substantial motivation exists to re-
duce the imaging time in AFMs. This thesis discusses combining feedback control with feedforward
control for improved speed and performance in tracking applications for AFMs. In particular, two
model-inverse-based feedforward architectures are examined. Initial combined feedforward/feed-
back experimental results show improvement over the feedback-only tracking results, but, being
model-inverse-based, these controllers struggle in the presence of system model variation and/or
uncertainty. As a result, tracking performance degrades as trajectories vary from the conditions
with which the model was identified. To correct for this, a dual-adaptive feedforward algorithm
is introduced that adapts on parameters in two feedforward filters. This partnership of adaptive
feedforward controllers improved experimental tracking results and robustness to model uncertain-
ties resulting in repeatable high-performance and high-speed tracking throughout the range of the
device.
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Chapter 1
Introduction
An atomic force microscope (AFM) can provide images with resolution at the atomic scale
(10−10 m). The first AFM was developed in 1986, and became commercially available a few years
later. Today, commercial AFMs are produced by several companies including Agilent Technolo-
gies [7], Bruker AXS (formerly Veeco) [8], Asylum Research [9], and JPK Instruments [10]. In
terms of resolution, cost, imaging environments allowable, and ease of sample preparation, AFMs
have advantages over other micro- and nanoscale imaging instruments such as tunneling electron
microscopes (TEMs), scanning electron microscopes (SEMs), and optical imaging devices. How-
ever, the quality and speed of AFM images depend upon the overall dynamics of the AFM system.
The behavior of AFMs varies considerably across AFM corners as well as changes in samples and
environmental changes. Currently, the variability causes commercial AFMs to not behave like reli-
able instruments, and this slows down and frustrates AFM users. Since the time required to attain
a quality AFM image is typically on the order of several minutes or more, substantial motivation
exists to reduce the imaging time in AFMs. Faster imaging is required to capture and explore the
dynamics of biological samples [11, 12] and improved speed is also necessary for nanofabrication
to be economically viable. Further background on AFMs can be found in [13] and the references
therein.
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Figure 1.1: Schematic diagram of a scanning-sample-design AFM. Here, the piezo actuator enables
positioning of the sample both parallel (along the x and y axes) and perpendicular (along the z
axis) to the AFM cantilever tip.
1.1 AFM Basics
A schematic diagram of a scanning-sample-design AFM is shown in Fig. 1.1. The AFM
operation process is initiated by gradually reducing the distance between the AFM probe and
the sample (by using a piezo actuator or similar) until a prespecified probe-sample interaction is
achieved, i.e., the AFM cantilever deflection error reaches a specified setpoint value. The AFM
cantilever deflection error (which depends on the tip-sample interaction) can be measured using an
optical sensor as shown in Fig. 1.1. In order to obtain an image of the entire area of interest, the
x and y directions execute a raster scanning motion while the cantilever deflections represent the
sample topography. Typically, the x-direction motion is the fast scan direction, while motion in the
y direction is much slower. The output-error z-direction motion control is carried out depending
upon the amount of cantilever deflection, which depends upon the topology of the sample.
In Fig. 1.2, the dynamics of the AFM piezo actuator, cantilever and tip are represented in
the AFM block. The piezo actuators in the x, y, and z directions move the piezo scanner in these
directions. d is the surface of the sample being imaged, and since it is yet unknown, d acts as a
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Figure 1.2: A complete multi-input multi-output (MIMO) AFM block diagram consisting of a
feedback compensator C, a plant-injection feedforward controller FP , and a closed-loop-injection
feedforward controller FCL. d is the surface of the sample being imaged, and since it is yet unknown,
d acts as a disturbance to the AFM.
disturbance to the AFM. The sample surface causes the cantilever to deflect, the deflection z˜c is
measured by an optical sensor, and the result is fed back to the controller C.
Several AFM imaging modes exist. In constant-force mode, the control goal is to regulate the
AFM cantilever deflection z˜c at a constant value (the setpoint value z˜cd , which is often zero). Large
variations in the AFM cantilever deflection z˜c can cause sample or AFM-probe damage. Variations
in the setpoint value of the cantilever deflection z˜cd may be required, however, to manipulate or
modify a sample, e.g., to indent a sample during nanofabrication. This thesis generally assumes
constant-force mode, as opposed to dynamic or AC mode operation of AFMs [13–16]. Regardless,
the control methods discussed here are applicable to both constant-force and AC modes.
There are several variations in AFM designs in terms of whether the tip and cantilever
assembly are actuated and/or the sample stage is actuated. In one typical scanning-sample-design
AFM (Fig. 1.1), the sample is moved below a stationary tip, and the x, y, and z actuation are done
by a single piezo tube actuator [17]. In a scanning-tip-design AFM, the sample is stationary while
the tip is moved in x, y, and z. Commercial AFMs (which often employ one of these two designs)
historically do not measure the x and y directions and are often only controlled in a feedforward
manner. Only recently have commercial AFMs started to include feedback control in the x and y
4directions, and typically that is PID control. The optical sensor provides a measurement for the z
direction such that feedback control can be applied.
In a third AFM design, the x-y motion is driven by a stage that moves the sample while the z
motion is driven by a separate actuator moving the base of the cantilever up and down. Often this
design uses capacitive sensors or a linearly variable differential transformer (LVDT) to measure the
x-y motion allowing feedback control for all three directions [18, 19]. While this third design will
be the focus of this thesis, all the control techniques discussed here can be applied to each AFM
design.
1.2 AFM Raster Tracking
An example of a raster pattern is provided in Fig. 1.3(a). Here, we note that the trajectory
of the x direction with respect to time is much more challenging to track than the y direction as
it contains relatively high-speed motions with the requirement of instantaneous (constant speed)
change in directions in the raster corners. With respect to tracking control, the raster corners are
particularly difficult to track as they contain large amounts of high-frequency content that may be
beyond the bandwidth of the system.
In contrast, the y direction is a slow (relative to x) constant-velocity trajectory. As a result,
the x direction commands the majority of the attention of the control design. In fact, assuming each
direction of actuation has been sufficiently mechanically decoupled, simple feedback-only control is
likely adequate for the y direction in most applications.
Some question why this specific raster pattern is required for AFM imaging and suggest
that there are other patters that would provide more favorable characteristics for tracking. This is
true as a sinusoid, for example, would be much easier to track. But, for incorporation with AFM
imaging, this pattern is favorable as it provides an trajectory in which x and y are aligned an can
evenly be assigned to a pixel defining the entire image. With respect to a sinusoid, the trajectory
would slow down at the peaks of the sinusoid. This means that, with respect to a regular discrete-
time sample rate which defines the spacing of pixels, there will be a higher density of pixels at the
5peaks of the sinusoid than the other areas. Using some post processing technique might be able
to limit the effects of this irregular density of pixes throughout an AFM image, but adding such
complications is undesirable.
1.2.1 Further Actuation Decoupling Through Mechanical Design
One motivation for the third AFM design discussed in Section 1.1) is the decoupling of
the three actuated directions which can be a problem in the scanning-sample and scanning-probe
designs [13]. Generally, this separation of actuators allows one actuator to be dedicated to each
direction of motion while benefiting from mechanical designs that further aid decoupling. For
example, the x and y actuators of a stage typically benefit from a frame-within-a-frame design
(shown in Fig. 1.3(b)) in which an outer (larger) frame actuates the “slow” y direction while a
smaller inner frame actuates the “fast” x direction. Further, this design also yields a smaller
frame (containing less mass) for the “fast” direction. Given sufficient decoupling provided by this
third AFM design, the control design of the z direction can be separated from the tracking control
design of the x and y raster pattern. One can then focus on the individual control problems of each
actuation direction.
The hardware used for experimental purposes of the this thesis features an nPoint NPXY100A
x-y piezoscanner stage for the actuation of the x and y directions of the AFM [1]. The decoupling
mechanical design of the nPoint stage is described by Fig. 1.3(b). Given the decoupling design of
Fig. 1.3(b) and the decoupling with the z direction, this thesis focuses on improving the tracking of
raster patterns for AFM imaging applications with the dominate focus on the tracking performance
of the x direction. Provided that, the MIMO block diagram of Fig. 1.2 reduces down to the SISO
version in Fig. 1.4 that is discussed prominently in this thesis.
Since the goal is to improve SISO raster tracking, some performance metrics were developed
to judge the quality of the tracking. The following subsection will introduce two metrics used for
evaluating raster tracking.
6(a) Example x-y Raster
(b) nPoint Stage Schematic
Figure 1.3: Example x-y raster pattern and a diagram demonstrating the decoupling frame-within-
a-frame idea of the nPoint piezostage [1]. These drawings created by D.Y. Abramovitch.
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Figure 1.4: A single-input single-output (SISO) combined feedforward/feedback block diagram that
can be applied to the raster directions of a piezo-based positioning stage for AFMs. It consists of
a feedback compensator C, a plant-injection feedforward controller FP , and a closed-loop-injection
feedforward controller FCL.
1.2.2 Raster Tracking Performance Metrics
Our experimental nPoint piezoscanner is dedicated to providing the raster pattern (or any
other desired sample scan trajectory) of an AFM. When discussing the performance of the tracking
of a raster scan in AFMs, it is important to recall the overall goal of AFMs: to create a quality
image in a timely manner [13]. However, this goal requires a definition of a “quality image” when
referring to a x-y raster scan. Focusing on the x direction, an ideal controller would cause the
system output x(t) to track the desired raster pattern xd(t) flawlessly. This suggests that a mean-
square-error metric might be informative in defining the performance of a controller. However,
for imaging, mean-square error might not give us the best measurement of tracking quality. This
is because delay in the raster scan used for AFM imaging is not nearly as critical as consistently
tracking the magnitude. Ultimately, this means that if we know the delay well, perfectly delayed
tracking is better than imperfect timely tracking. So, to identify that delay, we examine several
periods T of the recorded raster scan after a time tss at which all transients (for example, from
initial conditions) have died out, and define the variable k∗ as
k∗ = argmin
k
∫ tss+NT
tss
(
xd(t− kTs)− x(t)
)2
dt. (1.1)
Here, k is a variable defined on [0, T
Ts
] where Ts = 40 µsec is the controller sample period, and N
is the number of recorded periods after transients have died out. For our experimental hardware,
8N is always greater than or equal to 10, but can vary depending on the raster frequency and the
size of the memory block to which the data is being written. The allowance of additional data
through the use of a larger N provides more confidence in the determination of k∗. Specifically, k∗
is the value in xd(t− k
∗Ts) that defines the amount of delay that minimizes the mean square error
with respect to the output x(t). k∗ can be used to define two metrics that emphasize magnitude
tracking over ten periods:
Je =
1
10
∫ tss+10T
tss
(
xd(t− k
∗Ts)− x(t)
)2
dt (1.2)
Jm = max
t∈[tss,tss+10T )
(
xd(t− k
∗Ts)− x(t)
)2
. (1.3)
In general, Je can be considered to be the mean-square error averaged over ten raster periods
while Jm is the max error over those ten periods. Both Je and Jm have the units of µm
2. When
comparing metrics from two different experiments, smaller values of Je and Jm indicate superior
performance.
For further clarification, example experimental feedback-only results are provided in Fig. 1.5
in which an actual 152.4 Hz raster scan input xd(t) is solid black, and the shifted 152.4 Hz input
xd(t− k
∗Ts) is dashed black. The system output x(t) is shown in solid red. On a green secondary
axis, we also provide the tracking error xd(t−k
∗Ts)−x(t) which is on the nm-scale as opposed to
the µm-scale. In the case of Fig. 1.5, the tracking mostly error contains the raster-corner-tracking
error and known signal noise. From Fig. 1.5, it is clear that this controller lacks the bandwidth to
be able to track the 152.4 Hz raster scan. Images created while using this raster scan would be
highly distorted at the edges. We will discuses these results further in Chapter 3.
Due to the limits of the physical implementation, the frequency of the raster input is typically
restricted to not be an integer such as 150 Hz. This is because the raster is generated on digital-
signal processor via a circular pointer and a look-up table stored in memory. Given that, a full
period of the raster pattern needs to be defined by an integer number of data points with respect
to the discrete-time sample period (Ts = 4.0×10
−5 seconds). Further, it is desirable to have the
raster corners defined by a single data point, rather than represented by the interpolation of the
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Figure 1.5: Example experimental results demonstrating using our nPoint piezoscanner for raster
tracking. Three curves appear in the figure: the 152.4 Hz raster input xd(t) that we desire to track,
the xd(t−k
∗Ts) used for the performance metrics Je and Jm, and the x(t) output. In this case,
k∗ (displayed in the lower left corner of the plot) is 35.07. The tracking error, xd(t−k
∗Ts)−x(t),
is provided on a secondary axis in green; it has an RMS of 0.1627. For scaling consistency with
similar plots, the largest values of tracking error are cut-off in this figure; the maximum tracking
error is 499 nm
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two adjacent data points. This ensures the best opportunity to track the raster corners. Provided
these two constrains, the raster pattern frequency is usually not an integer.
1.3 Thesis Objective and Structure
The objective of the research in this thesis is to increase the tracking accuracy and speed of
raster patterns. In Chapter 2, we will further discuss the experimental hardware and introduce the
software that was developed to interface with the hardware. In Chapter 3, we will demonstrate that
feedback-only control is not sufficient to track raster patterns at high frequencies. That chapter
will provide motivation for subsequent chapters (4, 5, 6, and 7) which discuss the application of
combined feedforward and feedback control. Specifically, Chapters 5, 6, and 7 will address the
use of feedforward methods in the presence of model uncertainty. Finally, in Chapter 8, we will
draw conclusions and discuss some ideas for future work. Appendices A through C contain related
research and contributions that do not fit well into the main body of the thesis. Appendices D
through J contain supporting documentation containing tutorial summaries of common system
identification methods and DSP controller implementations.
1.4 Summary of Major Contributions
Perhaps the single biggest contribution of this research is the development of the combined
feedback and dual-adaptive feedforward algorithm. It will be discussed in detail in Chapter 7, but
it can be summarized by Fig. 1.6 in which two separate adaptive methods are used to indirectly
adapt upon parameters of the two feedforward filters FP and FCL. Other than our own publica-
tions, the adaptation upon both of these filters has not yet been explored in the AFM literature.
The discussion in the following chapters that focus on combined feedforward/feedback control will
motivate the use of adaptive methods on both feedforward filters. Including that, the contributions
of this thesis include:
• an in-depth comparison of two combined feedforward and feedback architectures, the feed-
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Figure 1.6: The dual-adaptive feedforward control approach that combines the indirect-adaptation
of selected critically-variant parameters of the feedforward filters FP and FCL with the feedback
controller C to ensure the precision motion control of the plant P . Black signal lines indicate those
associated with adaptive processes.
forward closed-loop injection (FFCLI) architecture and the feedforward plant-injection
(FFPI) architecture (Chapter 4, and [20–23]),
• an examination of discrete-time nonminimum-phase zeros (Appendices B, E.2, and C, and
[5, 6, 24])
∗ in model-inverse-based feedforward controllers, and
∗ in systems with transport delay,
• an assessment of ILC architectures and FFPI and FFCLI (Chapter 6, and [25]),
• the creation of the adaptive-delay feedforward algorithm for the FFPI architecture that
applies to both minimum and nonminimum-phase plant models (Chapter 5, Appendix C,
and [26,27]),
• the development of the combined feedback and dual-adaptive feedforward algorithm (Chap-
ter 7, and [28]),
• the improvement of tracking bandwidth from sub-100 Hz levels to +150 Hz levels [25–28].
Chapter 2
The nPoint Piezoscanner and Plant Model
Much of the experimental AFM equipment used in this research was generously loaned to us
by Agilent Technologies. Additional elements had to be supplemented in order to implement our
controllers, and the following list summaries the core experimental equipment that supported this
research:
• Agilent 5500 AFM∗ [7](Fig. 2.1(a))
• nPoint NPXY100A x-y piezoscanner∗ [1] (Fig. 2.1(b))
• nPoint C300 x-y piezoscanner signal conditioner and controller∗ [1]
• Two desktop personal computers (host AFM PC∗ & host PC for controller development
and analysis)
• Voltage scaling board∗∗ (Fig. 2.3)
• Innovative Integration P25M floating-point DSP PCI board and associated components
(JTAG, etcetera.) [29]
• Texas Instruments Code Composer Studio development environment for DSP programming
• Microsoft Visual Studio development environment for graphical user interface (GUI) pro-
gramming
• Matlab and Simulink for for controller development and analysis
• Various cables, oscilloscopes, function generator, digital multi-meter, etcetera.
∗ On a generous loan from Agilent Technologies
∗∗ Custom designed and built by Agilent Technologies
13
The rest of this chapter is devoted to a complete discussion of some of these experimental
elements including an introduction to the experimentally determined model of the x direction of
the nPoint piezoscanner.
2.1 Experimental Hardware
Initial work on this project focused on improving raster tracking performance with the pro-
vided nPoint C300 x-y piezoscanner controller [1]. Early on, it was clear that the controller provided
by nPoint would not be sufficient with respect to performance or in flexibility of controller design.
Additionally, we required means for implementing system identification algorithms. This required
the purchase of digital signal processor (DSP) development board from Innovative Integrations [29].
Despite the use of another DSP, the nPoint C300 x-y controller remained in the control loop to pro-
vide signal conditioning to the nPoint stage. This is accomplished by using the C300 in a open-loop
manner.
2.1.1 The Innovative Integration P25M DSP Board
Since we planned to move beyond the provided nPoint controller, we required new means of
implementing our controller designs on the AFM. We investigated products featuring digital signal
processors (DSP), field programmable gate arrays (FPGA), and several higher-level control-specific
devices such as dSpace and NI products. The device had to offer at least 3 analog inputs and 3
analog outputs (for expansion in future work) and several discrete inputs and outputs. For the
needs of real-time control at high-sample rates, high processor speed and low processing latency
are of utmost importance.
Ultimately, we selected the P25M floating-point DSP development board from Innovative
Integration [29]. This device offers a prepackaged solution that included a Texas Instruments
floating-point DSP processor (300MHz TMS320C6713 DSP), two FPGAs (Xilinx 1M gate Spartan3
FPGA), a large memory (128 megabytes of SDRAM), 4 analog inputs (16 bit at 25MHz), 4 analog
outputs (16 bit at 50MHz), and 65 discrete inputs and outputs. When considering functionality
14
(a) The Agilent 5400 AFM
(b) Detail of nPoint Stage Integration
Figure 2.1: Photos of the experimental Agilent 5400 AFM integrated with the nPoint piezoscanner.
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and price, the P25M was the best option.
One issue with the P25M is that the four analog inputs can either be scaled to ±2 volts or
±200 millivolts and the four analog outputs to ±2 volts. This is in contrast to the ±10 volts common
to the nPoint x-y stage and Agilent 5400 AFM, which together comprises our AFM testbed. This
setback had to be addressed and will be discussed in the Section 2.1.2.
In addition, the P25M is programmed in C/C++ and as a result allows a lot of flexibility for
implementing the most computationally-efficient controller possible. However, the “cost” of this
flexibility is the time it takes to write and test the controller code. Further information concerning
the coding of the P25M will be discussed in Section 2.2.
2.1.2 The Voltage Scaling Board
A voltage scaling board is required to allow signals in and out of the P25M DSP to be accepted
by the AFM equipment (and more specifically the nPoint x-y piezoscanner). Agilent prepared a
scaling board to convert the signals. Specifically, the board converts the ±2 volt P25M output
signals to the ±10 volts for the nPoint x-y stage (see Fig. 2.2) and ±210 volts for the z piezotube
measurement for future work. Measurements are scaled down to ±200 millivolts and combined
with a diode clamp circuit to help protect the P25M from potential spikes in current.
Experimentation indicated that taking P25M measurements at ±200 millivolts may be low-
ering the signal-to-noise ratio (SNR) of the measurements. As a result, the noise floor may be
16
Figure 2.3: A photo of the voltage scaling board.
appearing at a level higher than desired which may limit our results. The choice to take measure-
ments at ±200 millivolts was made keep the circuit passive, but as the controller becomes more
aggressive, and if continued testing shows that the SNR is too low, an op-amp circuit may need to
be used for analog inputs in future work rather than the resistor-based passive circuit. This will
allow the analog inputs to be scaled to ±2 volts and may improve upon the SNR.
2.2 Experimental Software
The software coding of the P25M consists of three major components, the real-time DSP
code, the host-PC graphical user interface (GUI) code, and supporting Matlab scripts (see Fig. 2.4).
First, the real-time controller code is programmed on to the DSP on the P25M. This code provides
the the hardware interrupt (HWI) and associated calculations required to provide the real-time
discrete-time control environment. In addition, this code also handles data storage, safety checks,
communication, system identification algorithms, and more. In order to allow the P25M DSP to
run in a real-time manner, the user interface with the board consists of a graphical user interface
(GUI) that runs on the host PC. This is the the second major component of the coding project.
Via the connection at the PCI slot, the host code communicates with the board to issue commands
and transfer data. A snapshot of a version of the user interface is provided in Fig. 2.5. Finally,
supporting Matlab scripts provide support through controller analysis and design, data processing,
17
model fitting, etcetera.
The GUI allows the user to safely connect and disconnect the cabling to the AFM and nPoint
x-y stage. The user is given the choice to select “control mode” or “system identification mode”. Se-
lecting “control mode” gives the user the option to activate an high-performance feedback controller,
a raster pattern input, two types of feedforward controllers (feedforward closed-loop-injection and
feedforward plant-injection), record data, inject a external reference, or implement adaptive control
or iterative learning control (ILC). When not using the high-performance feedback controller, a non
aggressive PI controller is automatically applied to ensure the safety of the equipment. If the mea-
surement of the x-y stage position exceeds a certain set value at any time an advanced controller
or control method (e.g., ILC) is active the high-performance feedback or feedforward controller is
active, the reference input is forced to zero and the “safety” PI controller is activated. The user is
given the option to record data at any time.
In “system identification mode”, the GUI and P25M automatically takes the system through a
series of system identification experiments. Using a Matlab script, the user defines some parameters
of system identification (frequency range, amplitudes, etc.) and this script produces a data file that
the GUI uses to run the desired system identification experiments on teh P25M. The option to use
feedforward control, ILC or adaptive control is not available in “system identification mode”.
Upon arrival to the host machine, control and system identification data can be analyzed
by Matlab. New controllers can be designed within MATLAB and loaded back onto the P25M
for further experimentation. All controllers on the P25M are designed to run at a sample period
Ts=40 µs (25 kHz).
2.3 The nPoint Piezoscanner Stage and Plant Model
Using the hardware and experimental software discussed above, we identified a frequency-
response function (FRF) of the x direction of the nPoint stage. The specifics of obtaining the
measured FRF are described in Appendix D. In short, the measured FRF was obtained through a
swept-sinusoids method using 5 µm-amplitude sinusoids centered about 0 µm on the ±50 µm range
18
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Figure 2.5: A screen shot of the host GUI program. The buttons along the top are for the user to
activate various modes and features of the GUI and controller. The text box provides feedback to
the user as the host and the P25M communicate.
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of the stage. The measured FRF is the black curve in Fig. 2.6 and features a main resonance at
658 Hz. The coherence of the swept-sinusoids FRF measurement is provided in Fig. 2.7. Coherence
is explained in Appendix I, but it is sufficient to know that if the system were noise free (and
completely linear), the coherence would equal 1.0 for all frequencies of the measurement
Using a weighted-least-squares discrete-time-model-fitting (WLS-DTMF) algorithm (discussed
generally in [30] and [31], and more specifically in Appendix D), we fit a parameterized discrete-time
model to to the measured FRF data. Using a 25 kHz sample rate, the resulting minimum-phase
16th-order model included 10 samples of transport delay, and a relative degree r of 14 (including the
transport delay). For use later in this thesis, we define the order of the model n = 16, the number
of zeros m = 2, the number of transport delays d = 10, the number of poles not associated with
transport delay nˇ = 6, and the relative degree with respect to nˇ as rˇ= nˇ−m=4 . The model and
fit is provided in (2.1) and Fig. 2.6, respectively. Table 2.1 summarizes the characteristics of the
poles and zeros in (2.1); the information in Table 2.1 was extracted through the reverse mapping
of z=esTs .
The source of the ten samples of delay in the system has not been completely identified, but
we suspect that the likely the source is the combination of the electronics between the physical
nPoint stage and the DSP analog to digital converter. In particular, it is possible that a large
source of the delay is in the nPoint C300 controller that is being used in open loop as a signal
conditioner. In particular, and as per Fig. 2.2, we note the excess of required analog-to-digital and
digital-to-analog converters (ADCs and DACs). There is delay associated with each of these devices
(particularly with the ADCs), and it is reasonable to expect that much of the delay in the system
can be attributed to them. With respect to experimental hardware, one area of future work may
include a thorough investigation of the source of this delay in the system and methods (including
reducing the number of ADCs and DACs) to decrease the delay via hardware design.
It should be noted that the features of the FRF located at approximately 350 and 1000 Hz
were purposely ignored in the fitting algorithm in order to keep the order of the model as low as
possible. The features at approximately 4000 Hz were also ignored as the coherence plot indicated
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Figure 2.6: The frequency response of the plant model (2.1) plotted in red on top of the black
“centered” FRF measured at 0 µm on the ±50 µm range.
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Figure 2.7: The coherence of the swept-sinusoids FRF measurement in Fig. 2.6. One can reliably
fit linear models to FRFs only where the coherence is nearly 1.0.
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that these features may not be physical, or if they are, they are likely poorly measured. Regardless,
further justification for ignoring these features at approximately 4000 Hz is provided by the fact
that the magnitude in that frequency range is very low relative to the rest of the system. In
Chapter 8, we will discuss some effects of ignoring these FRF features at approximately 350 and
1000 Hz.
Pˆ (z) =
2.9238× 10−4(z2 − 1.84z + 0.8586)
z10(z2 − 1.897z + 0.9029)(z2 − 1.964z + 0.9897)(z2 − 1.816z + 0.8941)
(2.1)
Table 2.1: Poles and zeros of the discrete-time model, Pˆ (z) (2.1)
Poles Frequency (Hz) ζ
0.9081± j0.2636
0.9819± j0.1602
0.9484± j0.0582
0± j0 (quantity=10)
1145.9
658.0
317.5
∞
0.1944
0.0319
0.6402
∞
Zeros Frequency (Hz) ζ
0.9199± j0.1111 566.2 0.5356
The ten samples of pure delay in (2.1) will severely limit the tracking bandwidth of the closed-
loop system. That said, if that delay is not modeled correctly, we can expect a higher-order model
that requires additional poles and zeros manifesting themselves as discrete-time representations
of a Pade´ approximation. See Appendix E.2 for more information on the relationship between
transport delay and nonminimum-phase zeros. For reference in discussions later in this thesis, we
also introduce
ˆˇP (z) =
2.9238× 10−4(z2 − 1.84z + 0.8586)
(z2 − 1.897z + 0.9029)(z2 − 1.964z + 0.9897)(z2 − 1.816z + 0.8941)
(2.2)
which is (2.1) without the ten samples of transport delay.
Despite the carefully modeling used to produce the fit in (2.1) to the measured FRF data in
Fig. 2.6, it is important to question the overall accuracy of the model as we note the existence of
frequency response variation in the system. In particular, in Figs. 2.8 and 2.9, we plot seventeen
distinct frequency response functions (FRFs) measured over the range of the x direction while using
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the swept-sinusoids system-identification technique. A natural bias in the system restricted us to an
odd number of FRF measurements. Further, four of the measurements where taken on a different
day than the others. In Fig. 2.9, the thin black line represents the “centered” FRF measured at
0 µm on the ±50 µm range that is also seen in Fig. 2.6. In general, the largest variation occurs
at low frequencies with a variation of approximately 7 dB magnitude and 6 degrees phase. The
resonant peak remains fairly invariant, but the variation in the unmodeled feature at approximately
350 Hz causes some significant variation in the approach to the resonant peak (at approximately
400 to 600 Hz which is in the neighborhood of the model zeros). These variations will challenge our
feedforward controller designs and will be addressed by adaptive and learning methods described
in Chapters 5, 6, and 7.
To validate the FRF measurements in Figs. 2.8 and 2.9, we also provide a plot of the seventeen
coherence curves. Again, the coherence of the “centered” 0 µm is plotted with a thin black line.
It is interesting to note that coherence of the “centered” FRF appears to be one of the best. It
is possible that this is because the piezo stage behaves in a more nonlinear manner as we move
away from 0 µm, and these identification techniques force a linear assumption upon the system.
Regardless, it is safe to assume that beyond 3000 Hz, the quality of our FRF measurements suffers.
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Figure 2.8: Seventeen distinct FRFs measured over the range of the x direction of a nPoint
NPXY100A x-y piezoscanner stage while using the swept-sinusoids system identification method.
Each FRF was generated while injecting ±5 µm amplitude sinusoids; they each differ by their offset
value within the range of the stage. The thin black line represents the “centered” FRF measured
at 0 µm on the ±50 µm range. Four of the measurements were taken on a different day than the
others.
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Figure 2.9: A detail version of Fig. 2.8 provided to show detail.
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Figure 2.10: The coherence of the seventeen distinct FRFs in Fig. 2.8 measured with the swept-
sinusoids method over the range of the x direction of a nPoint NPXY100A x-y piezoscanner stage.
The thin black line represents the “centered” FRF measured at 0 µm on the ±50 µm range that
was used to define Pˆ (z) in (2.1).
Chapter 3
Feedback-Only Control
As mentioned previously in Chapter 2, the nPoint piezoscanner includes the nPoint C300 x-y
piezoscanner controller which can provide PID control for x and y and limited flexibility in control
design. Once the Innovative Integration P25M DSP was incorporated into the system we were not
only able to execute algorithms for system identification, but we were also afforded much more
flexibility in the implementation of feedback controllers.
First, a discrete-time PID controller (rendered via a backwards-rectangular representation of
the typical continuous-time PID control structure) was implemented. After careful tunning, PID
methods for feedback control design were left behind in favor of a modern control design technique,
H∞ design methods. The resulting feedback filter is a 5th-order H∞ filter designed following
techniques described in [32]. Design objectives include maximizing bandwidth, limiting saturation,
and avoiding excitation of the plant’s resonance frequency. The resulting feedback controller is
provided in (3.1). It is exactly proper and minimum phase, and will be used throughout the rest
of this thesis consistently in all provided experimental results.
C(z) =
0.74736(z + 1)(z2 − 1.816z + 0.8284)(z2 − 1.959z + 0.9864)
(z + 0.7072)(z − 0.7899)(z − 1)(z2 − 1.882z + 0.9019)
(3.1)
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Table 3.1: Poles and zeros of the feedback controller, C(z) (3.1)
Poles Frequency (Hz) ζ
−0.7072
1.0000
0.9409± j0.1285
0.7899
12576
0.0
578
939
0.1096
1.0000
0.3556
1.0000
Zeros Frequency (Hz) ζ
−1.0000
0.9797± j0.1634
0.9080± j0.0628
12500
658
464
0.0000
0.0414
0.8065
In summary, the H∞ feedback controller C is designed to minimize the H∞ norm of
Tfb =
∥∥∥∥∥∥∥∥∥∥∥∥
WeS
WuCS
WtT
∥∥∥∥∥∥∥∥∥∥∥∥
. (3.2)
In (3.2), S and T are the sensitivity and complimentary sensitivity functions, respectively,
S = (1 + PˆC)−1, (3.3)
T = PˆC(1 + PˆC)−1. (3.4)
Here, We, Wu, and Wt in (3.2) are weighting functions that act on the error signal ex, the plant
input ux, and the output x of the closed-loop system, respectively. The choice of the weights has a
large effect on disturbance rejection, robustness to modeling errors, and overall performance [32].
In general, We has low-pass characteristics as it penalizes the sensitivity function and is critical to
low-frequency tracking performance. Wu is often a constant to avoid saturating the actuators, or in
the presence of uncertainty near a resonance it can be designed to weight that resonance to avoid
exciting the plant near this uncertainty. Since it acts on the complimentary sensitivity function, Wt
has high-pass qualities to improve disturbance rejection and robustness to high-frequency modeling
errors [19,33]. In the next section we will provide experimental results of a feedback-only example
using (3.1) and discuss the metrics we use to compare tracking performance results.
When analyzing (3.1) and comparing it to the plant model (2.1), we note that (3.1) includes
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one complex-conjugate pair of zeros that provide an antiresonance to the main resonance of (2.1).
The gain in (3.1) and the first real zero and pole in (3.1) can be thought of a low-pass filter with
a relatively high cut-off frequency. Also, the last complex-conjugate zero pair in the numerator,
combined with the real poles (z−0.7899), and (z−1) appear to be something like a trapezoidal
discrete-time representation of a PID controller. Finally, the last complex-conjugate pole (3.1) in
appears to be trying to cancel the two zeros in (2.1). In short, we can think of (3.1) as being
comprised of a low-pass filter, some pole-zero cancellations with the plant model, and trapezoidal
discrete-time representation of a PID controller.
3.1 Feedback-Only Experimental Results
The results of using (3.1) in a feedback-only arrangement (FP =0 and FCL=1 in Fig. 1.4) on
a 152.4 Hz raster pattern are those of Fig. 1.5 in Chapter1, but they have be provided again in this
chapter in Fig. 3.1. It is clear that under this configuration, 152.4 Hz is beyond the performance
capabilities of this controller. In particular, it lacks the bandwidth to be able to track the 152.4 Hz
raster scan and we see large errors at the raster corners. Images created while using this raster scan
would be highly distorted at the edges. Further, the plot of tracking error in Fig. 3.1 also reveals
the presence of some signal noise.
3.2 Discussion
Despite the plant having a main resonance at approximately 650 Hz, the closed-loop band-
width of the system is severely limited by the presence of the ten samples of pure time delay
in (2.1). As a result, 152.4 Hz is beyond the tracking capability of of the feedback controller, and
a feedforward controller (used in conjunction with the feedback filter) is needed to achieve more
accurate raster tracking. One objective of the feedforward controller will be to reduce the tracking
error at the corners (reducing Jm) which will result in an reduction of overall tracking error (Jm
and tracking error RMS).
Provided the FRF of C(z) in (3.1), Fig. 3.2 plots the seventeen open-loop gains (PC) given the
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possible plant FRF variation given in Fig. 2.9. We note that the loop gain can cross 0 dB between
approximately 110 Hz and 148 Hz. This indicates that the closed-loop tracking bandwidth can
vary considerably depending on plant variation. As a result, there are times at which a feedforward
filter (combined with this feedback filter) will have to exert more control energy to achieve the same
tracking bandwidth. In Fig. 3.2, we note that the unmodeled feature at approximately 350 Hz is
fairly prominent.
In the next chapter we present combined feedback and feedforward control. Also, we discuss
feedback controller design relative to its use with a feedforward controller in Chapter 8.
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(a) Feedback Only: Je=1.75×10
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Figure 3.1: Experimental results using only feedback control for piezoscanner raster tracking.
Three curves appear in the figure: the 152.4 Hz raster input xd(t) that we desire to track, the
xd(t−k
∗Ts) used for the performance metrics Je and Jm, and the x(t) output. The tracking error,
xd(t−k
∗Ts)−x(t), is provided on a secondary axis in green; it has an RMS of 0.1627. For scaling
consistency with similar plots, the largest values of tracking error are cut-off in this figure; the
maximum tracking error is 499 nm
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Figure 3.2: Seventeen distinct system open-loop gains (PC) corresponding with the feedback con-
troller C(z) in (3.1) as applied to each measured FRF in Fig. 2.9. Depending on the measured
FRF used, the loop gain crosses 0 dB between approximately 110 Hz and 148 Hz. The thin black
line represents the open-loop gain using the “centered” FRF measured at 0 µm; it crosses 0 dB at
123 Hz.
Chapter 4
Introduction to Combined Feedforward/Feedback Architectures
In this chapter, we compare two combined feedforward-feedback control architectures. Nat-
urally, feedback-only control has been an obvious control solution to the task of improving AFM
performance. Recent work in mechatronic systems have shown improvements in performance when
feedback controllers are combined with feedforward controllers [3, 4, 20, 34–38]. Under this ar-
rangement, control designers attempt to design FP or/and FCL in Fig. 1.4 such that a desired
performance objective is met. If we look at the overall transfer function of the dual-feedforward
arrangement shown in Fig. 1.4, we have
X(z)
Xd(z)
=
P (z)FP (z) + P (z)C(z)FCL(z)
1 + P (z)C(z)
. (4.1)
It should be clear that if the feedforward filters FP (z) = 0 and FCL = 1, then (4.1) reduces to the
common expression for the dynamics of a feedback-only closed-loop system,
HCL(z) =
P (z)C(z)
1 + P (z)C(z)
. (4.2)
The dual-feedforward arrangement shown in Fig. 1.4 can be used to describe two distinct feed-
forward architectures that appear often in the control of mechatronic systems, the plant-injection
(FFPI) architecture and the closed-loop-injection(FFCLI) architecture. When using the FFPI ar-
chitecture, FP in Fig. 1.4 is designed to perform as the feedforward filter while FCL is set depending
on the type of controller used for FP . Typically, FCL is a unity-gain function with appropriate phase
properties. When using the feedforward FFCLI architecture, FP in Fig. 1.4 is set to zero and the
feedforward filter FCL acts on the reference signal ahead of the closed-loop system.
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Often model-inverse methods are an effective way to design these feedforward filters. For
example, when designing FCL for the FFCLI architecture, we can set FCL equal to the inverse of
the model of the closed-loop system, FCL = Hˆ
−1
CL. (Here, and throughout this thesis, we use the
symbol ∧ to indicate a model or estimate of a system, plant, or plant-model parameter.) Assuming
HˆCL is exactly proper, minimum phase, and perfectly modeled, then we can expect perfect tracking
of the reference signal xd as the overall transfer function reduces to unity.
Unfortunately, the above assumptions yield a simplification of the control problem which
may not be valid for a number of systems. In particular, in many mechatronic systems, the plant
and hence model typically have nonminimum-phase (unstable) zeros due to the existence of non-
collocated sensing and actuation and flexible modes. Further, sampling of a continuous-time system
can lead to additional nonminimum-phase zeros [39]. As a result, one can often not exactly invert
the system without forming an unstable feedforward filter. Not only that, it is also unlikely the
system is exactly proper.
Fortunately, our plant model (2.1) and feedback controller (3.1) are both minimum phase
so the inversion of HˆCL or Pˆ will not yield an unstable filter. That said, Appendices A, and B
provide extensive analysis and discussions regarding some common approximate inverse methods
for nonminimum-phase systems. Despite the fortune of having minimum-phase a system, we still
must address the fact that they are not exactly proper and their inversion produces and noncausal
filter. This accommodation will be discussed in the following subsections describing the FFCLI and
FFPI architectures in detail.
4.1 Feedforward Closed-Loop-Injection (FFCLI) Architecture
When compared to the feedforward plant-injection architecture, the closed-loop-injection
architecture’s superior ability to perform under the presence of uncertainties in a disk drive appli-
cation [3] provides motivation for application to piezo-based positioning system control and other
mechatronic systems. In this architecture, we set FP in Fig. 1.4 equal to zero and design FCL ac-
cordingly to arrive at Fig. 4.1. We can formulate an overall transfer function of the FFCLI system
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x d xff ex uxC xPFCL
Figure 4.1: The feedforward closed-loop-injection (FFCLI) configuration of Fig. 1.4.
from the desired input xd to the output x:
X(z)
Xd(z)
∣∣∣∣
FFCLI
= HCL(z)FCL(z). (4.3)
If we make the assumption that a stable inverse of HCL(z) exists, we can see that setting FCL(z)
equal to that stable inverse would result in perfect tracking as HCL(z)H
−1
CL(z) = 1. As it is designed
to act on the reference signal, it is important to note the FFCLI architecture’s connection to input
shaping methods [40].
4.1.1 FFCLI with Model-Inverse-Based Feedforward Control
The creation of a model-inverse-based feedforward controller for HCL(z) of the FFCLI archi-
tecture is rather straight forward. Since the inversion is stable for our system, no approximation
for nonminimum-phase zeros (such as those described in Appendix A) is required in the inversion.
That said, if the relative degree rCL of the closed-loop model HˆCL(z) is greater than zero, the
resulting Pˆ−1CL(z) will be noncausal. Additional delay equal to rCL will have to be added in order
for this feedforward filter to be implementable in a causal way as in
FCL = z
−rCLHˆ−1CL(z). (4.4)
In the case of our model Pˆ (z) (in (2.1)) and feedback filter C(z) (in (3.1)), rCL above is
equal to the relative degree r of the model Pˆ (z) as C(z) is exactly proper. It should be clear that
when the plant P (z) (and feedback controller C(z)) is known with certainty, (4.3) becomes unity
or a delay block. In that case, we theoretically expect x to perfectly track xd (perhaps with some
delay).
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We would be remiss to not mention that the causality of feedforward filters is not critical when
the desired trajectory xd is well defined ahead of time (and unchanging). This is true with a raster
pattern, and as such, we could ignore the inclusion of the delay r in (4.4) and simply implement
FCL in a noncausal manner. We chose to not do this for two reasons. One, whenever possible we
wished to explore possibility of injecting a desired scan trajectory that may not always be known
ahead of time. For example, the authors of [41, 42], and [43] investigate the use of non-raster scan
x-y AFM scan trajectories to track string-like features such as DNA strands. In their work, the idea
is to reduce AFM scan times by limiting the scan area to only those areas of interest. As a result,
the scan trajectory can vary considerably an its variation is not generally known ahead of time.
Two, when we introduced the performance metrics in Section 1.2.2, we mentioned that in AFM
imaging we are not concerned with delay as long as that delay can be determined. Given that,
there is no performance advantage provided when we include the added implementation complexity
that allows the use of noncausal feedforward filters.
Experimental results demonstrating the use of the FFCLI architecture on our system are
provided in Fig. 4.2. In this case, the feedback filter C(z) is exactly the same one used in the
feedback-only results of Fig. 3.1. We note the clear performance gains provided by the use of the
feedforward filter FCL. Specifically, the improvement of the tracking at the raster corners is drastic.
With the reduction in error at the corners, the plotted tracking error is within the scale of the plot,
and includes a feature that suggests the output slightly leads the shifted desired input before a
raster corner and slightly lags the shifted desired input after a raster corner.
Overall, we see order of magnitude improvements in our performance metrics over the feedback-
only results in Fig. 3.1. This is despite the fact that there still appears to be some overshoot at the
raster corners and tracking errors in the straight sections. An explanation for some of the tracking
issues experienced by the FFCLI architecture is expressed in Fig. 4.3 in which the feedforward path
HCLFCL is plotted for each of the seventeen FRFs from Fig. 2.9. Given a perfect closed-loop model
and a perfect controller FCL, the feedforward paths in Fig. 4.3 should be unity for all frequencies
(or as discussed later in this section and in Appendix B should possibly also “roll off” at high
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Figure 4.2: Experimental results of FFCLI control for piezoscanner tracking of a 152.4 Hz raster
pattern. The tracking error, xd(t−k
∗Ts)−x(t), has an RMS of 0.0767
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Figure 4.3: The magnitude of seventeen possible HCLFCL feedforward paths for the FFCLI ar-
chitecture. The curves were created from C in (3.1) and the measured system FRF’s in Fig. 2.9
to define HCL and the inversion of the closed-loop model (calculated with the model (2.1) and C
in (3.1)) to define FCL. The thin black line represents the feedforward path using the “centered”
FRF measured at 0 µm.
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frequencies). In contrast, we see a significant amount of variation about 0 dB. Further, at frequen-
cies above 3000 Hz, their is a large variation away from 0 dB which corresponds to the coherence
departing from 1.0 at about 3000 Hz in Fig. 2.10. With a rather high-order feedback filter C, it is
possible to address much of these plant features that result in variations away from 0 dB. At the
expense of a high-order C, it is possible that the measured closed-loop FRF will appear to look
much like a low-pass filter which could result in a possible (relative) low-order FCL if it is designed
via the inversion of a closed-loop model fit to that measured closed-loop FRF.
4.2 Feedforward Plant-Injection (FFPI) Architecture
The feedforward plant-injection (FFPI) architecture has appeared in recent literature in which
AFM performance improvements have been shown when feedback controllers are combined with a
feedforward controller [34–38]. In general, this architecture ensures stability through the feedback
controller C while the feedforward controller FP further increases tracking performance. Again,
when using the FFPI architecture, FP in Fig. 1.4 is designed to perform as the feedforward filter
while FCL is set depending on the type of controller used for FP . Typically, FCL is a unity-gain
function with appropriate phase properties.
Devasia and others have studied model-inverse methods applied in the plant-injection archi-
tecture for AFMs [20,27,34,35,38,44], where C in Fig. 1.4 is some feedback controller and FP is set
approximately equal to Pˆ−1, the inverse of the plant model. Again, the existence of nonminimum-
phase zeros in the plant often forces a stable approximate inverse to be used in place of the exact
inverse.
4.2.1 FFPI with Model-Inverse-Based Feedforward Control
As mentioned previously, when using the plant-injection architecture FP is the “primary”
feedforward controller (often designed using a model-inverse-based method), and FCL is typically
a unity-gain function with appropriate phase properties. Given our minimum-phase plant, the
inversion of Pˆ (z) does not require any approximation as the inverse is stable. That said, if the
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Figure 4.4: The feedforward plant-injection (FFPI) configuration of Fig. 1.4 for a minimum-phase
plant. The relative degree of the minimum-phase plant P is r and a delay of z−r is included in the
design of FP to ensure it has a causal implementation. The z
−r delay block in the FCL position is
then required to ensure the signals xff and uxff have the proper coordination of phase.
relative degree r of Pˆ (z) is greater than zero (recall that in (2.1), r = 14), the resulting Pˆ−1(z)
will be noncausal. Additional delay equal to r is added in order for FP to be implementable in a
causal way as in
FP (z) = z
−rPˆ−1(z). (4.5)
In cases when r > 0, then the feedforward block FCL should be defined as a delay block
equal to z−r (see Fig. 4.4). This will ensure that the injected signals, uxff and xff are timed
properly. In Appendix C, we present a more complicated variation upon the design of FCL for
systems with nonminimum-phase zeros in the plant model which is specific to the choice of the
stable approximate model inversion method of Appendix A.
Again, given that the desired pattern to be tracked is a known raster pattern, it is possible to
avoid adding delay to FP by implementing it as a noncausal filter and using the known pattern for
preview samples. Since we are not concerned with delay (see Subsection 1.2.2), there is no benefit
to adding this complexity. Plus, not forcing the feedforward filter to be causal would restrict our
future work to raster patterns and other signals that are known a priori.
That said, given that our plant model (2.1) has ten samples of transport delay, six poles not
associated with delay, and two zeros, we can cancel a number of poles and zeros at the origin (z=0)
in (4.5) such that FP (z)=z
−4(z−10Pˆ−1(z)) =z−4 ˆˇP−1(z). Here, ˆˇP is the plant model in (2.2) which
is (2.1) without any transport delay. This formulation still allows FP (z) to be causal while limiting
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the number of required data samples stored in memory. Additionally, this construction will limit
the overall delay of the system which may be important in time-critical systems. Consequently,
FCL=z
−4 in this case.
Our feedback filter C is exactly proper and minimum phase, and our plant model is minimum
phase. If we assume the model of the plant matches the plant dynamics exactly (Pˆ (z)=P (z)), we
can return to (4.1), and write the overall transfer function for this minimum-phase FFPI arrange-
ment as
X(z)
Xd(z)
∣∣∣∣
FFPI, Min.Phase
=
PFP + z
−rPC
1 + PC
. (4.6)
Assuming our model represents our system exactly (Pˆ−1 = P−1), we note the reduction of the
overall transfer function (in this minimum-phase case) to a delay equal to r samples,
X(z)
Xd(z)
∣∣∣∣
FFPI, Min.Phase
=
z−rPP−1 + z−rPC
1 + PC
= z−r
(
1 + PC
1 + PC
)
= z−r. (4.7)
Here, we can expect “perfectly-delayed” tracking of the desired input xd. Of course, this assumes a
perfect inverse of P (z) exists. Further, in equation (4.7), it is again clear why FCL=z
−r is required
as if it were not, the overall transfer function would not reduce to the compact form shown in (4.7)
and “perfectly-delayed” tracking would not occur. The reader should note that in the minimum-
phase case (when C is also minimum phase and exactly proper), the FFCLI and FFPI architectures
reduce to the same overall transfer function, z−r. In Appendix C, we discuss how the appearance of
nonminimum-phase zeros results in an overall transfer function that retains a connection to these
nonminimum-phase zeros.
Also, if we assume a perfectly modeled minimum-phase system with no disturbances or
noise, we can expect that (under a theoretically perfect implementation of the FFPI architecture)
the feedback loop will never be used. This is because the transfer function of the FP -feedforward
path (P (z)FP (z)=P (z)P
−1(z)) will reduce to unity and the error signal, ex will equal zero. As a
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result, C(z) will never be provided an error to correct and theoretically can even be eliminated. Of
course, this will never occur under real implementation as even in a near perfect implementation
ex will never be exactly zero. Plus, C(z) provides a valued amount of safety to the system and
equipment. Regardless, this point is critical to understating the FFPI architecture.
Experimental results using the FFPI architecture with the feedforward filters designed as
described above are given in Fig. 4.5. Here we see an increase in bandwidth as compared to
Fig. 3.1, which is reflected by an reduction in Jm and Je. Examination of these results indicates
that we have achieved improved bandwidth, but the FFPI results suffer from some “undershoot”
at the raster corners and does not track the straight sections of the raster very well. With respect
to the FFCLI results in Fig. 4.2, the FFPI architecture struggles.
Again, some of the tracking issues experienced by the FFPI architecture can be explained
when looking at the feedforward path PFP in Fig. 4.6. The feedforward path PFP is plotted for
each of the seventeen FRFs from Fig. 2.9. When provided with a perfect controller FP and model,
the feedforward paths in Fig. 4.3 should be unity for all frequencies (or as discussed later in this
chapter and Appendix B, perhaps “roll off” at high frequencies). But, similar to Fig. 4.3, we see
variation about 0 dB, and at frequencies above 3000 Hz, there is a large variation away from 0 dB
corresponding to the coherence departing from 1.0 at about 3000 Hz in Fig. 2.10. Both Figs. 4.6
and 4.3 indicate that not modeling the FRF feature at approximately 350 Hz plays a role in this
departure from 0 dB. In the next chapter, we will continue to discuss the source of the issues for the
FFPI architecture and introduce an adaptive-delay algorithm that can improve upon the results in
Fig. 4.5.
4.3 Discussion
In Fig. 4.7, we provide a graphical representation of the three performance metrics for each
experiment normalized to the feedback-only case. Here, we note that the FFCLI architecture is
out-performing the FFPI architecture with respect to all measurements. Form this plot, it appears
that FFPI does not perform much better than that of the feedback-only case. That said, the real
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Figure 4.5: Experimental results of FFPI control for piezoscanner tracking of a 152.4 Hz raster
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∗Ts)−x(t), has an RMS of 0.1463. For scaling consistency with
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Figure 4.6: The magnitude of seventeen possible PFP feedforward paths for the FFPI architecture
created from the measured system FRF’s in Fig. 2.9 to define P and the inversion of the model (2.1)
to define FP . The thin black line represents the loop gain using the “centered” FRF measured at
0 µm.
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performance gains of FFPI over the feedback-only case are reflected in the Jm metric which is the
maximum error over ten raster periods. In the feedback-only case, the raster-corner tracking error
dominated this metric, and when provided with FFPI this metric decreases by almost 60%.
4.3.1 Architecture Equivalence
When given the FFPI and FFCLI architectures, one can calculate the FCL filter of the
FFCLI architecture required to achieve theoretical design equivalence of the FFPI architecture
(and vice versa). This correctly suggests that, in theory, there is little value in comparing the two
architectures. In practice, FFLCI is easier to implement, but we have seen its performance degrade
as the order of the FCL filter grows, leading to numerical sensitivity issues. Further, if delay exists
in the plant model as in (2.1), we might expect the order of FCL to grow large relative to FP . This
is particularly true if, in the design of FP , we cancel poles and zeros at the origin (as described
in 4.2.1) an reduce the effective order of FP prior to implementation. An equivalent method for
filter order reduction is not typically available with the FCL filter of the FFCLI architecture. This
is because the the calculation of HCL from
PC
1+PC does not typically yield pure delays even if they
exist in the plant model. That said, it may be possible to achieve a lower order model of HCL if
we chose to determine a closed-loop model via a fit to measured closed-loop FRF data.
In general, implementation of FFPI is slightly more difficult, but it has the advantage of
reduced numerical sensitivity (relative to FFCLI) and it retains an obvious connection to identified
plant parameters which can be advantageous for applying indirect adaptive methods discussed
in Chapters 5, and 7. Further, the single-parameter adaptive-delay method of Chapter 5, and
[26, 27] continually results in better tracking performance, but it cannot be applied to the FFCLI
architecture. We will discuss more about the adaptive-delay method and its benefits in Chapter 5.
4.3.2 Control Signal Saturation and Low-Pass Filters
In the interest of clarity, one portion of the feedforward design process in the above discussions
was committed. In particular, as a result of the model-inverse-based feedforward control design,
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the feedforward signals required to achieve perfect raster tracking can contain a large amount
of high-frequency energy. The reason for this is clear when one considers that the inversion of
any system that “rolls off” at high frequencies will consequently include amplification at those
same high frequencies. As a result, the portion of the signal associated with the raster corners
(containing high-frequency content) can grow very large. Theoretically, this is not an issue, but in
real systems, signals can saturate if they are allowed to grow too large. Not only that, the coherence
measurements in Fig. 2.10 indicate that we cannot be sure of the accuracy of our plant model in
this frequency range. In our case, the result of control-signal saturation is a drastic reduction in
tracking performance.
That said, these high-frequency regions of signal amplification in the model-inverse based
feedforward filter reflect approximately zero-valued magnitude frequency regions regions of the
system to be inverted. As a result, we can expect that applying high control authority at these
regions has little-to-no effect in tracking performance, but that application includes the risk of
control signal saturation. Not only that, in these regions the signal-to-noise ratio is low and we
note that (with respect to frequency response) amplifications of this kind can be thought of having
associations with differentiation. Noise in signals is known to be amplified by differentiation.
In order to avoid this saturation and noise amplification in implementation, one can include
a low-pass filter (LPF) in the feedforward path (for either architecture) as shown in Fig. 4.8 [6].
In order to achieve the results of Figs. 4.2, and 4.5, a 4th-order Butterworth LPF (with a cut-
off frequency of 2250 Hz) was used as per Fig. 4.8. The cut-off frequency needs to be tuned
appropriately in order to balance the risks of saturation with the removal of high-frequency content
from xd the desired signal to be tracked. In situations in which the raster frequency is slower
(approximately 100 Hz or less) the LPF can be excluded altogether as saturation is not typically an
issue because the energy require in the feedforward signals to track these sub-100 Hz raster patters
tends to much less. Plus at these levels, the feedback filter can provide much of the tracking alone,
but there is still a chance of the lack of attenuation of signal noise if the LPF is not included in the
feedforward path.
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Figure 4.8: A single-input single-output (SISO) combined feedforward/feedback block diagram that
utilizes a low-pass filter (LPF) in the feedforward path to reduce control signal ux saturation and
noise.
Butterworth filters were chosen as they have favorable unity-gain properties in the pass region.
That said, this favorable magnitude characteristic includes less favorable phase characteristics in
which the phase effects of the LPF appear at much lower-frequencies than they appear in other
LPF designs.
An additional consideration in tuning the feedforward filter relates to maximizing as much of
the usable range of the piezo stage as possible. For example, if we only desire raster scans centered
about 0 µm on the −50 µm range of the stage, then the cut-off frequency of the LPF can be much
higher than if we wish to also track raster patters centered about +30 µm. This is because at
+30 µm we are much more likely to saturate at the +50 µm limit of the stage than at the −50 µm
limit. Our choice of LPF attempted to balance these design considerations and not just provide
the best performance when the raster is centered about 0 µm.
In Fig. 4.9, we demonstrate the effect of introducing a LPF into the feedforward path for
both FFCLI and FFPI. Here, the data in Figs. 4.3 and 4.6 has been filtered with an LPF and we
see an attenuation of the high-frequency region. As mentioned previously, prior to introducing a
LPF, the feedforward path FRFs make large departures from 0 dB in high frequency regions. The
lack of decent coherence can explain much of this effect, and given that, it is also nice to introduce a
LPF to attenuate the excitation of frequencies at which are difficult to identify an accurate model.
Also as mentioned previously, with a high-order C or Pˆ is may be possible to that the feedforward
paths in Fig. 4.9 are much closer to unity gain before rolling off.
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Figure 4.9: The magnitude of seventeen possible feedforward paths for the FFPI and FFCLI archi-
tectures when provided with a LPF in the feedforward path. Note the high-frequency attenuation
as compared to the cases in which the LPF is not used in Figs. 4.3 and 4.6. The thin black line
represents the loop gain using the “centered” FRF measured at 0 µm.
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4.3.3 H∞ Feedforward Controller Design
Although it is not a focus of this thesis, H∞ feedforward control has also been applied in
feedforward control in the plant-injection architecture [36,45]. For the FFPI architecture, the filter
H∞ FP is designed such that the H∞ norm of
TffP =
∥∥∥∥∥∥∥∥
WuPFP
WP −WP PˆFP
∥∥∥∥∥∥∥∥ (4.8)
is minimized. Here, WuP and WP are weighting functions. WuP acts on the signal to the plant.
WP weights the tracking error signal represented by the difference between the expected plant
output and the reference input. Similar to the H∞ feedback weights discussed in Chapter 3, the
selection of these weights is critical to the performance of the controller. Generally, WP has low-
pass qualities and is key to the low-frequency tracking performance of the reference input. Similarly
to Wu in the feedback case, the weight WuP can be designed to limit actuator saturation and/or
exciting an uncertain resonance of the model [36, 45]. Although H∞ feedforward control is not
necessarily a model-inverse based technique, with careful selection of the weighting functions the
result of minimizing the H∞ norm of (4.8) can result in a filter that has FRF properties that are
very indicative of the FRF of an approximate model inverse.
Chapter 5
The Adaptive-Delay Variation on the FFPI Architecture
Recall that in the FFPI architecture, the feedforward block FCL should be defined as a delay
block equal to z−r where r is the relative degree of the model (see Fig. 4.4). This will ensure that
the injected signals, uxff and xff are timed properly. Some experimental testing showed that the
performance of using the minimum-phase variation of the FFPI architecture (FCL = z
−r) on our
system could be improved upon if the value of the r delay in Fig. 4.4 was allowed to increase or
decrease incrementally. Due to day-to-day variation, we could not analytically determine the best
value for this delay which provided the motivation to develop an adaptive algorithm to determine
it.
Reserving r to be the relative degree of the plant, and introducing a new integer variable τ
that represents the delay in the FCL block, we found that performance improvements were possible
with each integer increment/decrement of τ until a point at which the performance began to degrade
again. Since this best value of τ tended to vary, the adaptive algorithm automatically calibrates
the system such that it uses the best choice of τ . This is done by comparing the sum of the squared
signals x(k) and xff (k) over each raster period to define an update direction. Fig. 5.1 is a block
diagram showing the variation upon the FFPI architecture. If we define the variable j as the raster
index (or the adaptive update count), we can calculate an update direction based on a comparison
of x(k) and xff (k) as
Ωj =
N−1∑
q=0
[x(j, q)2 − xff (j, q)
2]. (5.1)
Here, N is the total number of discrete-time data points that define the full period of a raster
51
x d xff ex
uxff
uxuxfb
Adpt. Alg.
xff
F
C xPz−τ
x
P
Figure 5.1: The adaptive-delay variation of the plant-injection configuration from Fig. 4.4. The
difference between this arrangement and the traditional FFPI configuration is the addition of an
online adaptive algorithm that updates the τ -delay block in place of the typical choice for FCL in
the FFPI architecture. The signals used as inputs to the adaptation algorithm are x(k) and xff (k).
pattern, and q is the specific time index within that raster pattern. We have used the notation
x(j, q) to indicate the value of the signal x at the qth time index during the jth raster period.
Introducing the positive constant µ as a scalar value used to weight the amount of the update to
τj+1, we define our adaptive update equation as
τj+1 = round(τj + µΩj) (5.2)
where round(·) converts the argument to the nearest integer. Note that constraining τj+1 to be an
integer results in the existence of a “dead zone” within the algorithm. Below, in Appendix C, and
in [27] and [26], we discuss the existence of an ideal τ , and that it is most likely not an integer.
However, having a non-integer τ complicates implementation, so it is constrained to be an integer
value. Regardless, the experimental results provided below show improvement despite this integer
constraint. Perhaps the most remarkable attribute of the adaptive-delay algorithm is that the
single-parameter adaptation calculation does not require knowledge of plant parameters which is
beneficial when we have an expectation of plant model variation.
It may not be immediately clear how (5.1) can accurately define the update direction, but
we can aid the intuition by noting that raster-corner overshoot (resulting in a positive Ωj) is the
product of an undervalued τ . Meanwhile, raster-corner “undershoot” (resulting in a negative Ωj)
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Figure 5.2: Experimental results for the adaptive-delay algorithm tracking of a 152.4 Hz raster
pattern. The results are shown after 1 raster period of adaptation (or 1 update of τ) after which
τ has reached the steady-state value of 13. The tracking error, xd(t−k
∗Ts)−x(t), has an RMS of
0.0661.
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is a product of an overvalued τ . Further, as τ converges, the output approaches the desired raster
pattern and (5.1) nears zero.
These undershoot and overshoot properties of the response are can be further explained
by observing a special case of the transfer function from xd to x (4.1). Specifically, we assume
that our model for P (2.1) defines the plant perfectly and FP is that plant’s perfect inverse (i.e.,
P = Pˆ = F−1P ). For simplicity in this example, we are assuming that FP is implemented in a
noncausal manner (z−r does not need to be included in the design of FP ). Consequently, FCL need
only be unity or z0, but we design it to be FCL= z
ρ to demonstrate the effect of non-zero integer
for ρ. For clarity, one might consider that ρ=0 represents the ideal or converged value of τ . Given
that, (4.1) becomes
X(z)
Xd(z)
=
PFP + PCFCL
1 + PC
=
1 + PCzρ
1 + PC
. (5.3)
If ρ=0, then (5.3) becomes unity, which is the desired response. However, as a result of modeling
errors or model variation and uncertainty, we might expect ρ 6=0. In Fig. 5.3(a), we demonstrate
the effects of ρ varying away from 0 which simulates the asynchronous arrival of xff and uxff into
the closed-loop system. As expected, when ρ 6=0, (5.3) is a non-unity transfer function which would
degrade tracking performance.
Without consideration of the frequency content of signal to be tracked, it is difficult to use
Fig. 5.3(a) to predict the behavior of the output x. We note that all the curves (other than the
black one associated with the ideal case, ρ=0) intersect 0 dB for the first time at some frequency
that is greater than 251 Hz which is far greater than the fastest raster frequency the nPoint stage
can track (due to system limitations such as control signal saturation). Further, despite harmonics
and other components associated with noise and disturbances, we can expect the frequency of a
raster pattern to be the dominate frequency in the spectrum of xff and x. In particular, a raster
pattern (or triangle wave) only contains odd harmonics and those harmonics “roll off” according
to the square of the harmonic number. As a result, we can use the low-frequency range (below
251 Hz) in Fig. 5.3(a) (and provided again in Fig. 5.3(b)) to aid the prediction the behavior of the
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Figure 5.3: The magnitude of (5.3) as ρ is varied from −10 to 10. Dark red through light green
curves are for ρ=−10 through −1, respectively. Dark green through dark blue curves are for ρ=1
through 10, respectively. The black curve on 0 dB is for ρ=0. All curves were created through the
calculation of (5.3) using Pˆ in (2.1) and C in (3.1).
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output x when ρ 6=0 and explain the how the adaptive-delay algorithm can provide an appropriate
update direction with (5.1).
Thus, for an approximately 150 Hz raster pattern, we note that when ρ > 0 (an overvalued
ρ) we can expect some raster corner undershoot as all curves in the neighborhood of 150 Hz are
less than 0 dB. In contrast, we expect the opposite for for ρ < 0 as the curves are all greater than
0 dB. Ωj of (5.1), can monitor this overshoot/undershoot behavior and adjust τ accordingly.
Some question why Ωj considers (x(j, q)
2−xff (j, q)
2) rather than a gradient-based approach
to minimizing (x(j, q) − xff (j, q))
2 over one raster period. The latter is a form common to adap-
tive methods in which one typically searches for the parameter(s) that minimize a quadratic cost
function (or error) by taking the partial derivative of that cost function with respect to the param-
eter(s) of interest and using that to to calculate the update direction. The challenge here is that
the parameter of interest is τ , and calculating a partial derivative of a signal with respect to the
delay value τ is intractable.
Provided that, the adaptive-delay algorithm (described in (5.1) and (5.2)) takes advantage
of the known response of the system (with respect to an incorrect value of τ resulting in raster-
corner over/undershoot) demonstrated in Fig. 5.3 and described above. In that case, we observe
differences in magnitude of the two signals (described by x(j, q)2 and xff (j, q)
2) over one raster
period and update τ based on the analysis of the expected response shown in Fig. 5.3.
Given that, the calculation
∑N−1
q=0 [x(j, q)
2 − xff (j, q)
2] provides the appropriate update di-
rection for τ . Note that
∑N−1
q=0 [x(j, q) − xff (j, q)]
2 can only provide a positive number which can
only update τ in one direction. Further, assuming the the over/undershoot error in magnitude is
equivalent at both raster corners in a period, the
∑N−1
q=0 [x(j, q)−xff (j, q)] results in cases in which
magnitude errors exists, but the sum over the raster period returns zero. One would have to update
τ at ever half raster period for this last variation to function properly, and further the addition
sign in (5.2) would have to become negative every other update.
Also, recall Fig. 2.9 which demonstrated the possible variation of the plant FRF. The variation
in phase at 150 Hz (approximately the raster frequency) is almost 6 degrees which corresponds to
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over 2 discrete samples of difference (when using a 25 kHz sample rate). This indicates that it is
possible for model variations to lead to a detrimental 2 discrete-sample mismatch in the injection
of the uxff and xff signals in an implementation of the FFPI architecture, and this is reflected
by the fact that when using the adaptive-delay algorithm, τ tends to converge to different values
(within an integer of each other) as we use the extent of the range of the stage in the x direction.
Further, the converged value for τ can vary by one integer value as data is taken throughout a day.
These natural variations further motivate the use of an adaptive algorithm to determine τ and the
motivation for additional adaptive methods for other control filters.
Experimental results of the adaptive-delay algorithm are provided in Fig. 5.2. The measured
data provided in Fig. 5.2 was recorded after the τ converged. µ, the adaptive scaling factor in (5.2),
equals 2.50 for these results. We note that with the algorithm, the raster pattern is tracked more
precisely which yields an order-of-magnitude reduction in Je and a reduction in Jm as compared to
the results using the standard FFPI architecture in Fig. 4.5. Additionally, the the tracking error
is considerably reduced as compared to the feedback-only results (Fig. 3.1)and the FFPI results
(Fig. 4.5), and the metrics indicate that the performance in in the neighborhood of the FFCLI
results of Fig. 4.2. Below, we will explore the output of the system and the value of τ immediately
after activating the adaptive-delay algorithm
5.1 Convergence Results and µ Tuning
Assuming the use of a relatively accurate model and a relatively accurate initial value for
τ , it is possible that the adaptive-delay algorithm only updates τ by only ±1, or (if conditions
are favorable) not at all. But as discussed previously, the FRF variation of phase in Fig. 2.9 at
low frequencies is almost 6 degrees which is equivalent to over two samples of delay when using a
25 kHz discrete-time sample rate. As a result, even with a relatively accurate initial value for τ , it
is possible to see updates of τ on the order of ±2.
In order to demonstrate the adaptive power of the algorithm, we provide the next two figures
in which we demonstrate parameter convergence in cases when the initial value for τ is poorly
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selected for two different raster frequencies. In particular, Fig. 5.4(a) demonstrates the parameter
convergence when the initial value of τ = 2 and the desired raster frequency is 99.2 Hz. The output
signal x (red) and the input signal xd (black) are plotted immediately after activating the adaptive
τ algorithm. Additionally, the value of τ (dark green) as it updates is plotted on an auxiliary axis in
Fig. 5.4(a). Also, Fig. 5.4(b) plots the progression of Ωj with respect to each raster period (which
is reset to zero at the start of each raster period). No adaptation occurs during the first raster
pattern. As a result, τ = 2 for this entire first period, and the output in first period experiences
overshoot associated with an undervalued τ . At the start of the second period, the adaptive-delay
algorithm updates τ , but the value is a bit large so the output experiences some undershoot at the
raster corners. By the start of the third period, τ converges to 15, the best integer value under
these conditions.
For the results in Fig. 5.4, the adaptive scaling factor µ = 2.50 was determined empirically
to work well. Larger values of µ may cause the instability of the adaptation while smaller values
result in slower convergence. On this system, the best choice of µ always tended to be in the
neighborhood of 2.50 ±0.25.
Provided that, µ needs some fine tuning at times. Typically, the need for fine tuning is an
artifact of forcing τ to be an integer when, in all likelihood, the optimal value of τ is not an integer.
This is because the discrete-time sampling period Ts is not likely an integer multiple of the delay
associated with the phase characteristics of the actual system P . If this is the case, we can expect
some fractional value of τ that is not accounted for in the rounding process of (5.2).
Again, to demonstrate the adaptive properties of the algorithm, we provide Fig. 5.5 in which
the desired raster frequency is now 152.4 Hz, and the initial choice of τ is poor. Again, before the
adaptive-delay algorithm converges, we see over/undershoot properties associated with incorrect
values of τ (similar to Fig. 5.4). Further, these results also indicate the effect of a µ that is slightly
too large. At the fifth raster period, the adaptive-delay algorithm erroneously increases τ resulting
in undershoot at the raster corners. The algorithm corrects the value at the very next raster period.
This extraneous update is also supported by the plot showing the progression of Ωj in Fig. 5.5(b).
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Figure 5.4: In (a), the output signal x (red) and the 99.2 Hz input signal xd (black) are plotted
immediately after activating the adaptive-delay algorithm. On an auxiliary (right) axis, we also
provide the value of τj (dark green) as it updates. After 3 raster periods (or 2 updates), the
algorithm settles at τ = 15 after being given an initial value of 2. In (b), the progression of the
calculation of Ωj is plotted with respect to raster period. Note that Ωj is reset to zero at the start
of each raster period.
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Figure 5.5: In (a), the output signal x (red) and the 152.4 Hz input signal xd (black) are plotted
immediately after activating the adaptive-delay algorithm. On an auxiliary (right) axis, we also
provide the value of τj (dark green) as it updates. In (b), the progression of the calculation of Ωj
is plotted with respect to raster period. Note that Ωj is reset to zero at the start of each raster
period.
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By using a slightly smaller value for µ, we can retain the convergence rate of two periods while
eliminating erroneous jumps in τ such as those at the fifth raster period of Fig. 5.5. We also note
that once τ converges in Fig. 5.5, the progression of Ωj shows much more variation about zero than
in Fig. 5.4(b). This is true, but it is also exageratted by the difference in scale between Fig. 5.5(b)
and Fig. 5.4(b).
Given the fast convergence of the adaptation of τ (typically 3 raster periods or less), we note
that the value of the algorithm remains for non-raster trajectories if the adaptive-delay algorithm
is used in a brief calibration step prior any non-raster AFM imaging. Similar to the learning phase
of an iterative learning control (ILC) algorithm, we can determine the best value for τ in FCL prior
to attempting to track scan trajectories such as those discussed in [41, 42], and [43].
5.2 Discussion
5.2.1 Limitations of the Adaptive-Delay Algorithim
Recall that raster patterns are periodic signals, so a the extents of τ are governed by a
modulus function with respect to the number of discrete-samples that define one raster period. For
example, the 152.4 Hz raster pattern sampled at 25 kHz has 164 unique data points that define a
single raster period before they are repeated. For example, two 152.4 Hz raster patterns sampled
at 25 kHz with one pattern delayed by 83 samples will be exactly out of phase. Knowing that, and
studying Ωj in (5.1), we note that there is an extreme and special case in which the adaptive-delay
algorithm may have difficulty converging to the correct value of τ . If one considers the situation
in which the output x is exactly out of phase of xff , and we boldly assume the unlikely situation
that (with respect to magnitude) x is still managing to track the desired raster pattern. In that
case, Ωj will yield a zero by nature of the individual squared terms of
∑N−1
q=0 [x(j, q)
2 − xff (j, q)
2].
This conjured example would represent an undesired local-minimum of the adaptive-delay method.
Further, we note that in this case, there are two possible local minimums (within the context of
one raster period). There is the one it which xff and x are exactly in phase and the other is when
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they are exactly out of phase.
That said, the assumption that the magnitude of x is still managing to track the desired
raster pattern in such cases (xff and x are exactly out of phase) is rather bold. This is because
when the dynamics of the system are considered, the signal timing issues between xff and uxff will
extremely degrade raster tracking. Noting that, even in the most general cases, it is unlikely that
Ωj is actually an local minimum when xff and x are exactly out of phase. In fact, the magnitude
of the overall transfer function in (5.3) when ρ is a value that represents xff and x being exactly
out of phase (with respect to a 152.4 Hz raster pattern sampled at 25 kHz) is provided in Fig. 5.6.
This indicates that Ωj will likely never be zero when xff and x are exactly out of phase.
This is not to suggest that there are not issues with the adaptive-delay algorithm at these
extents of the range of τ (or ρ with respect to (5.3)). In particular, the crossing of 0 dB at approx-
imately 105 Hz in Fig. 5.6 suggests some ambiguity as to the direction of the update calculated
by Ωj . Further, the ambiguity continues when τ is in the neighborhood of yielding an xff and
x that are exactly out of phase. These extents of τ represent one weakness of the adaptive-delay
algorithm.
Noting that, we can conservatively say that the strength of the adaptive-delay algorithm exists
as long as we remain in a “local” range of τ defined by±14(number of points defining a raster period).
So, for example, in the case of a 152.4 Hz raster pattern sampled at 25 kHz, that adaptive-delay
algorithm is best served if τ remains within ±41 of its converged value. With careful tuning of
µ, and selecting a reasonable initial value for τ (such as the relative degree), τ can easily remain
within this constraint and the experimental results demonstrating the convergence of τ support
that claim.
With respect to using the “round” function in (5.2), there exists another limitation to the
adaptive-delay algorithm. In the unlikely case that the optimal value of required delay in the FCL
block is exactly half an integer (e.g., 14.5), the algorithm will tend to bounce between the choice
of τ = 14 and 15. This suggests, that in this case, τ would be best served to not be an integer.
Knowing that allowing τ to not be an integer will increase the computational load considerably, we
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Figure 5.6: The magnitude of (5.3) when ρ is a value that represents xff and x being exactly out
of phase (with respect to a 152.4 Hz raster pattern sampled at 25 kHz). The curves were created
through the calculation of (5.3) using Pˆ in (2.1), C in (3.1), and the appropriate value of ρ.
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Figure 5.7: The FFPI single-input single-output (SISO) combined feedforward/feedback block di-
agram that utilizes two identical low-pass filters (LPFs) in the feedforward paths to reduce signal
saturation and noise. This figure is a reorganization of Fig. 4.8 which is also drawn with respect
to the FFPI architecture.
accept this flaw and note that not using the adaptive-delay algorithm in this case will result in the
same magnitude of error in the delay value, 0.5. That said, the use of the “round” function in (5.2)
and its resulting “dead zone” (with respect to updates on τ) stops any continued “hunting” for
an non-integer value of τ associated with any bias of Ω (resulting from error build-up) that exists
withing the “dead zone”.
5.2.2 Control Signal Saturation and Low-Pass Filters Revisited
In Chapter 4, we introduced the use of a low-pass filter (LPFs) in the feedforward path in
order to reduce control signal saturation and noise. With respect to the FFPI architecture, the
high-frequency magnitude-attenuating properties of the LPF are needed in the feedforward path
that includes FP (and not in the feedforward path that includes FCL). In fact, if we consider what
we already know about the FFPI architecture and reorganize Fig. 4.8 such that we use two identical
LPFs in each of the two feedforward paths of the FFPI architecture (as in Fig. 5.7), we note that
the LPF is only required in the FCL path to preserve the required phase characteristics of the two
injected signals xff and uxff . Further, the LPF in the FCL feedforward path is attenuating the
magnitude of xff when it is not desired, and when it is not needed (as long as we can match the
required phase characteristics with those of the FP feedforward path).
Given that, the adaptive-delay algorithm can replace the LPF in the FCL feedforward path as
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Figure 5.8: The adaptive-delay algorithm combined feedforward/feedback block diagram that uti-
lizes only one low-pass filter (LPF) in the feedforward path of FP to reduce signal saturation and
noise. Meanwhile, the adaptive-delay algorithm accommodates any phase mismatch in xff and
uxff that may be a result of not using the identical LPF in the feedforward path of FCL.
in Fig. 5.8. The experimental results in Fig. 5.9 show a performance gain in taking this approach,
although the adaptation of τ takes an additional raster period to converge. In fact, the convergence
results demonstrating this case are actually those presented in Fig. 5.5 with a poorly tuned µ. Here,
the initial value of τ = 14, or r the relative degree of the model in (2.1), but additional integers
of delay is required approximate the phase characteristics of the LPF and accommodate for any
additional variation. As a result, τ settles at 17. As mentioned in Section 5.1, with careful tuning
of µ, we eliminated erroneous jumps in τ (such as those at the fifth raster period of Fig. 5.5) to
produce the results in Fig. 5.2.
5.2.3 In the Presence of Model Uncertainty
It is clear that the adaptive-delay algorithm improved the results in Fig. 4.5, but because this
is a model-inverse-based feedforward design method, the plant FRF variation of Fig. 2.9 suggests
that the results will deteriorate if we were to offset the ±2 µm-amplitude raster away from the
0 µm centerline (at which the model was identified). In Fig. 5.10, we shift the ±2 µm-amplitude
raster pattern to 20 µm and note the increase in Je, Jm and tracking error relative to Fig. 5.9.
Similarly, we have provided FFCLI results in Fig. 5.11 that are subject to the same shift.
Fig. 2.9 indicates the variation in the system FRF due to changes such as these, and our
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Figure 5.9: Experimental results for the adaptive-delay algorithm tracking of a 152.4 Hz raster
pattern. Here, the LPF used for reduction in signal saturation is only applied to the feedforward
path associated with FP (as in Fig. 5.8). The results are shown after 2 raster periods of adaptation
(or 2 updates of τ) and τ has reached the steady-state value of 17. The tracking error, xd(t−k
∗Ts)−
x(t), has an RMS of 0.0597.
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system model is no longer accurate enough to be used for model-inverse-based feedforward control.
In the next two Chapters, we introduce methods that will will address plant variations such as
these and produce tracking performance that is more uniform throughout the range of the stage.
Further, noting the possibility of plant model uncertainty shown in Fig. 2.9, we acknowledge
that the discussion regarding Fig. 5.3 and functionality of Ωj above is rather simplified as presented.
In reality, the linear plant model Pˆ will never equal the plant P . As a result, an more revealing
version of Fig. 5.3 can be created with
X(z)
Xd(z)
=
PFP + PCFCL
1 + PC
=
PFRF Pˆ
−1 + PFRFCz
ρ
1 + PFRFC
(5.4)
where PFRF is (as an example) the experimentally measured +20 µm FRF data from Fig. 2.9.
Similar to Fig. 5.3, we can plot (5.4) as we vary ρ in Fig. 5.12. We note that increase in complexity
of Fig. 5.12 as compared to Fig. 5.3. In fact, in this +20 µm case, it is clear that the previously ideal
choice of ρ=0 is no longer the best choice of delay in FCL to endure the best tracking performance.
Further, the best choice is not as obvious, but it is clear that ρ=0 is now overvalued (resulting in
raster corner overshoot), and a more appropriate choice of ρ is the neighborhood of −4. We also
note that again this unmodeled feature at approximately 350 Hz is playing a big role in the shape
of the curves in Fig. 5.12.
5.2.4 The Adaptive-Delay Algorithm and NMP zeros
The adaptive-delay algorithm has also been shown to shown to work well in systems with
plant models that have nonminimum-phase (NMP) zeros [26,27]. This is discussed greater in detail
in Appendix C. In summary, the design of the feedforward filters FP and FCL require additional
considerations in the FFPI architecture when NMP zeros exist. FP will need to be designed in such
a way that the NMP zeros are inverted in a stable way through an approximation (such as those
discussed in Appendix A).
Further, FCL requires additional complexity beyond just the use of a delay block in the FFPI
architecture. In particular, FCL will contain polynomial representations of the NMP zeros and
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Figure 5.10: Experimental results for the adaptive-delay algorithm tracking of a 152.4 Hz raster
pattern offset to 20 µm. The tracking error, xd(t−k
∗Ts)−x(t), has an RMS of 0.0780. We note the
degradation in performance when compared to Fig. 5.9 that can be attributed to known system
variations associated with offset changes such as those shown in Fig. 2.9.
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Figure 5.11: Experimental results for the FFCLI architecture tracking of a 152.4 Hz raster pattern
offset to 20 µm. The tracking error, xd(t−k
∗Ts)−x(t), has an RMS of 0.1174. Note the degradation
in performance when compared to Fig. 4.2 that can be attributed to known system variations
associated with offset changes such as those shown in Fig. 2.9.
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Figure 5.12: The magnitude of (5.3) as ρ is varied from −10 to 10. Dark red through light green
curves are for ρ=−10 through −1, respectively. Dark green through dark blue curves are for ρ=1
through 10, respectively. The black curve on 0 dB is for ρ=0. All curves were created through the
calculation of (5.4) using Pˆ in (2.1), C in (3.1), and PFRF is the FRF data from the +20 µm case
in Fig. 2.9.
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their stable inversion in addition to delay associated with r. As a result, the success of the FFPI
architecture when NMP zeros exist in the system depends heavily on the accurate identification
of said zeros and assumptions that they are invariant over the range of the stage. That said, the
adaptive-delay algorithm is capable of adaptively determining an appropriate value of τ such that
FCL essentially becomes a delay block and FCL is no longer dependent on knowledge of plant
parameters.
5.2.5 Summary of Performance Metrics
Similar to Fig. 4.7, we provide summary of the experimental results presented thus far in
Fig. 5.13. In short, Fig. 5.13 is a graphical representation of the three performance metrics for each
experiment normalized to the feedback-only case. We note the superiority of the adaptive-delay
variation over the FFPI architecture, but also note the decline in performance as we shift the raster
pattern to +20 µm and expose model-inverse based feedforward control’s weakness with respect to
model variation.
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Figure 5.13: Je, Jm, and the tracking error RMS normalized to the feedback-only case for the
provided experimental tracking results at 152.4 Hz. The numbers on the horizontal axis correspond
to:
1 1. Feedback-Only, Fig. 3.1
1 2. FFCLI, Fig. 4.2
1 3. FFPI, Fig. 4.5
1 4. Adaptive-Delay FFPI (with LPF on FCL), Fig. 5.2
1 5. Adaptive-Delay FFPI (without LPF on FCL), Fig. 5.9
1 6. Adaptive-Delay FFPI, shifted to +20µm (without LPF on FCL), Fig. 5.10
1 7. FFCLI, shifted to +20µm, Fig. 5.11
Chapter 6
Iterative Learning Control for Raster Tracking
Iterative learning control (ILC) is not a feedforward method in the traditional sense, but
it can be considered to be closely related as the learned ILC commands are usually injected into
closed-loop systems in the same locations that FP and FCL of Fig. 1.4 [46]. That said, ILC is well
suited for systems that may demonstrate a certain level of variation or uncertainty such as those
shown in Fig. 2.9 [46]. Whereas, linear model-inverse-based control can struggle in the presence of
uncertainty, modeling errors, and/or nonlinearities.
Our system has some uncertainty and variation that challenge the performance of the tracking
of a raster pattern. This provides substantial motivation for the investigation of a self-calibrating
algorithm such as ILC to continue to improve upon raster tracking. This chapter is a discussion of
our application of ILC to our system. In particular, we focus on the use of the serial and parallel
ILC architectures [46] which is a natural extension (and comparison) to our work comparing the
feedforward plant-injection (FFPI) and feedforward closed-loop-injection (FFCLI) architectures of
Fig. 1.4 in Chapters 4 and 5. Further, in this chapter we show that ILC can accommodate shifts
in the center location of the desired raster pattern with better results than the FFCLI or adaptive-
delay FFPI architecture shown in Figs. 5.11, and 5.10, respectively.
In short, ILC requires a calibration (or learning) phase prior to the attempting the desired
objective. Three elements of the system are critical for the success of ILC. One, the trajectory to be
learned must be known ahead of time and be repeatable; we will take advantage of the periodicity
of the known raster pattern to achieve this. Two, the system must be reset to the same initial
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conditions for each learning iteration. Third, there must be bounds on system uncertainty. Also,
we note that ILC’s strength lies in reducing repeatable errors.
The arrangement for a parallel application of ILC is given in Fig. 6.1. The specifics of this
block diagram will be discussed in Section 6.2, but for now, the reader should note that the ILC
command vector uj+1 is injected into the same location of the general feedback loop as the output
of the FP filter in the FFPI architecture. As a result, it is natural to compare the parallel ILC
architecture with that of the FFPI architecture. The same can be said for a serial application of
ILC (Fig. 6.2) and the FFCLI architecture.
6.1 Motivation for the Application of ILC
In Fig. 6.3, we have repeated the FFCLI and adaptive-delay FFPI experimental results of
Figs. 4.2, and 5.9 in which we attempt to track the familiar 152.4 Hz raster pattern. Performance
metrics (provided in each subcaption) are discussed in Section 1.2.2 and can be used to compare
tracking results. That said, in this Chapter, it is more important to note the deficiencies of the
results in Fig. 6.3, and how ILC might be able to correct them. In particular, notice the repeatable
peak error in Fig. 6.3(a), and repeatable error over each raster period in Fig. 6.3(b). Both of
these repeated errors are also obscured by noise which can challenge the ILC results. Attempts at
reducing these errors through more accurate models have helped somewhat. However, the model
can vary slightly as we move about the range of the stage, and as we saw in Chapter 5, having an
accurate model for one particular operating point is not beneficial for all operating points.
6.2 The ILC Design
In conjunction with our current FFCLI and FFPI experimental testbed, both serial and
parallel ILC architectures [46] were investigated for use on our AFM nanopositioner. We chose to
implement a 1st-order ILC law [46],
uj+1 = Q(uj + Leej), (6.1)
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Figure 6.1: A single-input single-output (SISO) block diagram representing an application of par-
allel ILC. The dotted line encloses the ILC system that has been added to a standard feedback
control loop. Le and Q are learning filters. This parallel ILC architecture is a cousin of the FFPI
architecture of Fig. 1.4. Here, ej , uj , and uj+1 are vectors. In this arrangement, Le is typically set
to approximately the inverse of the plant P (z) and Q is a low-pass filter.
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Figure 6.2: A single-input single-output (SISO) block diagram representing an application of serial
ILC. The dotted line encloses the ILC system that has been added to a standard feedback control
loop. Le andQ are learning filters. This series ILC architecture is a cousin of the FFCLI architecture
of Fig. 1.4. Here, ej , uj , and uj+1 are all vectors. In this arrangement, Le is typically set to
approximately the inverse of the closed-loop system HCL(z) and Q is a low-pass filter.
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Figure 6.3: Experimental results for (a) model-inverse adaptive-delay FFPI and (b) model-inverse
FFCLI control when given a 152.4 Hz raster pattern with a ±2 µm amplitude. The tracking error,
xd(t−k
∗Ts)−x(t), is provided on a secondary axis in green; it has an RMS of 0.0597 and 0.0767 for
FFPI and FFCLI, respectively. These figures are the results of Figs. 5.8 and 4.2 which are repeated
here for ease of comparison with the ILC results.
as it is a natural extension to our previous work in that Le can be designed as the inverse of our
plant or closed-loop system as appropriate. In (6.1), j is the learning iteration index and Q and Le
are learning filters designed by the user. ej is the error vector of the j-th iteration while uj is the
j-th iteration ILC command vector. Generally, Q is a low-pass filter, and Le is the inverse of the
system to be learned. Learning is done over a repeated trajectory (in this case a few periods of the
raster pattern), and (6.1) is calculated between each learning iteration in order to determine the
next iteration’s ILC command vector, uj+1. In short, each new ILC command uj+1 is calculated in
a batch process. Despite the fundamental architectural differences, the basis of the ILC algorithm
is the same regardless of the serial or parallel application. Fundamental differences arise in the
design of Le (and perhaps Q), and the point of injection of the ILC command signal. We next
discuss the parallel ILC and FFPI architectures.
6.2.1 Parallel ILC and FFPI
When using a 1st-order ILC law as in (6.1), a good first choice of design for Le is the plant
inverse, P−1(z) [46]. However, this results in a noncausal Le as P (z) is not exactly proper. As with
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Figure 6.4: A summary of the experimental ILC learning for the parallel and serial arrangement.
Here, the 154.2 Hz reference signal xd(k) is black, and xf (k), the final output after 30 and 10
(respectively) iterations of learning is brown and green, respectively. Learning was done over 5
periods. The shaded yellow areas indicate the raster periods to be averaged to create a final
learned ILC feedforward command.
77
0 5 10 15 20 25 300
1
2
3
4
5
6
7
Iteration
N
or
m
al
iz
ed
 ||e
|| 2
Figure 6.5: A plot of the normalized error ||e||2 as a function of learning iteration for the ILC
learning in the parallel (brown) and serial (green) arrangement. The error was normalized to the
error at the first iteration (when using only the feedback controller). Due to its fast convergence,
only 10 iterations were used for the serial architecture learning.
the FFPI FP design, additional delay must be added in order to make Le causal. Unfortunately,
when using such a Le filter, the learning procedure failed to converge. We found success using
noncausal learning with 14 samples of “preactuation”. Recall that noncausal learning is possible
as the calculation of (6.1) is a batch process in which the full data vectors ej and uj are available.
In the process of tuning the learning algorithm, the filter Q was eventually chosen to be a
4th-order Butterworth low-pass filter with a cut-off frequency of 3.25 kHz. The feedback filter C(z)
used in the ILC results is the same (3.1) used in all previous results. A summary of the learning
results are provided in Figs. 6.4(a) and 6.5. The algorithm took 21 iterations to converge and learn
the 5-period 152.4 Hz raster pattern.
With respect to implementation, there is some inconsistency with the length of this reference
signal to be learned. In particular, most AFM image scans will require on the order of 100 or more
raster periods to obtain an image, but here, we are only learning over 5 periods. This is because
learning over 100 raster periods would exhaust the available memory of the system and take too
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Figure 6.6: Plots showing uj:ave(k), the average learned command input (bold brown and green,
respectively) of the parallel and serial ILC architectures over one raster period. Averages were
calculated from the learned ILC command input with the first and last raster periods removed; the
shaded yellow areas in Fig. 6.4 indicate this area. The colored curves behind the average are the
signals prior to averaging. For comparison, xd(k) is provided in black. For the sake of comparison,
the command signals have been scaled from volts to µm.
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long to converge. This problem can be circumvented if we take advantage of the periodicity of the
reference and assume that there will not be any further disturbances interacting with the raster
over the course of multiple periods.
This can be done by ignoring the first and last periods of the learned command input,
collating the remaining periods and averaging them. Chopping off the first and last periods of the
learned command input helps avoid any issues with transients and zero-padding from the noncausal
learning. In this particular case, the raster periods to be averaged are shaded in yellow in Fig. 6.4.
The result is a vector describing the average learned command input over the course of one period
that can be accessed in a look-up table by a microprocessor for as many times as the learned raster
pattern is required. This process is described by Fig. 6.6(a).
The inclusion of averaging has the added advantage of averaging out some variation and
noise. Noise, in particular is difficult for ILC to address as it is not repeatable. Clearly, learning
more than five raster periods would improve the effectiveness of averaging out noise and variation,
but there is a balance to consider. First, more raster periods in the learning signal require more
memory and computation time. Second, longer learning signals require more learning iterations.
Third, it appears that when using ILC, the more we “push” the performance of the nanopositioner
with respect to frequency, the shorter the learning signal it is able to learn.
The result of injecting the average learned command input of Fig. 6.6(a) can be seen in
Fig. 6.7(a), and should be compared with the FFPI results of Fig. 6.3(a). With respect to our
performance metrics, the standard FFPI architecture beats the learned ILC results. Further, the
tracking error is not reduced.
While, the “fixed” feedforward control of the FFPI architecture outperforms the ILC results,
the FFPI architecture is functioning under circumstances that show it in the best light. In partic-
ular, it is functioning in the operating region of the identified plant model. So, we expect ILC to
perform better than the “fixed” filter methods outside of this range. In the next Subsection, we
discuss the series ILC and FFCLI architectures.
80
0 0.005 0.01 0.015 0.02 0.025
−2
−1
0
1
2
Po
sit
io
n 
(µm
)
Time (sec)
k* = 5.1250
−200
−100
0
100
200
Tr
ac
kin
g 
Er
ro
r  
(nm
)
xd(t) xd(t− k
∗Ts) x(t)
(a) Parallel ILC: Je = 4.70× 10
−5 and Jm = 4.51× 10
−2
0 0.005 0.01 0.015 0.02 0.025
−2
−1
0
1
2
Po
sit
io
n 
(µm
)
Time (sec)
k* = 4.0750
−200
−100
0
100
200
Tr
ac
kin
g 
Er
ro
r  
(nm
)
xd(t) xd(t− k
∗Ts) x(t)
(b) Serial ILC: Je = 1.92× 10
−4 and Jm = 1.10× 10
−1
Figure 6.7: Experimental results for injecting the average learned parallel and serial feedforward
command input for a 152.4 Hz raster pattern with a ±2 µm amplitude. Similar to Fig. 6.3, three
curves appear in the figure: xd(t), xd(t− k
∗Ts), and x(t). The tracking error, xd(t−k
∗Ts)−x(t), is
provided on a secondary axis in green (parallel) and purple (serial); it has an RMS of 0.0843 and
0.1705 for parallel and serial, respectively.
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Figure 6.8: Plots showing the control signal ux(k) over one raster period for each of the four
feedforward methods. In (a), the FFPI results of Fig. 6.3(a) and the learned ILC feedforward
results of Fig. 6.7(a). In (b), the FFCLI results of Fig. 6.3(b) and the learned ILC feedforward
results of Fig. 6.7(b).
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6.2.2 Serial ILC and FFCLI
As in the parallel case, a 1st-order ILC law was used for learning in the series architecture,
where Le is designed to be an approximate inverse of the closed-loop system rather than of the
plant. Since C(z) in (3.1), the feedback filter is minimum phase, stable, and exactly proper, we
were able to use a noncausal ILC algorithm with the same 14 samples of “preactuation”. Q was
again tuned as a 4th-order Butterworth low-pass filter with a cut-off frequency of 4.25 kHz. A
summary of the learning results are provided in Figs. 6.4(b) and 6.5.
The dynamics of learning in the serial ILC architecture in Fig. 6.5 are different from the
parallel ILC version of the previous section. Compared to the parallel architecture, the series
architecture converged faster, but the learning resulted in poorer tracking of the raster pattern
(Fig. 6.7(b)). In general, Fig. 6.5 indicates the difference in learning in the parallel and serial
architectures. Specifically, we note that the learning dynamics of the parallel architecture is more
complicated because it is searching for balance with C(z). In contrast, the learning dynamics of
the serial architecture is similar to applying ILC to a stable open-loop system.
The cut-off frequency of the filter Q proved to define to the amount of overshoot in the learned
output. Specifically, low cut-off frequencies increased the amount of overshoot, but too high of a
cut-off frequency tended toward unstable learning. in simulation, 3.0 kHz proved to be the best
balance of those two factors. In general, the serial version of ILC seemed to be less sensitive to the
design of Q with respect to stability of learning.
As with the parallel architecture, we averaged the learned ILC command input (Fig. 6.6(b)).
This step revealed signal variation issues of the series architecture. As a result, it is difficult to
say that the average signal in Fig. 6.6(b) is a good representative of the signal the system actually
requires. The variation of the signals of Fig. 6.6(b) also indicates a chance of numerical sensitivity
issues that we have seen before the FFCLI architecture (see Chapter 4).
The standard “fixed” FFCLI architecture performs better than the learned ILC results. This
is not surprising based on the struggles of the serial ILC learning. It is interesting to note that
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the overshoot in Figs. 6.4(b) and 6.7(b) looks similar to the overshoot that has been seen when
using the FFPI architecture without the adaptive-delay algorithm on nonminimum-phase systems
described in [27] and used here with the FFPI results.
6.3 Discussion
6.3.1 In the Presence of Model Uncertainty
From the results provided thus far in this chapter, it is clear that ILC struggles to beat the
model-inverse-based FFCLI and FFPI methods when the nanopostitioner is operating in the range
at which the plant model was identified. However, Fig. 2.9 suggests that the “fixed” feedforward
filter results will deteriorate if we offset the raster away from the 0 µm centerline. Due to its
deficiencies in tracking performance, we leave behind the series ILC method and focus on FFPI
and parallel ILC methods, and we shift the raster pattern by 20 µm in Fig. 5.10 and note the
increase in Je, Jm, and tracking error relative to Fig. 6.3(a).
Fig. 2.9 describes the variation in the system FRF due to changes such as these, and our
system model is no longer accurate enough to be used for model-inverse-based feedforward control.
In other words, the parameters that describe the system models (the plant model and the closed-
loop model) have changed with this change in operating point, and these changes are unknown
without the identification of a new model in this range. ILC is not affected by such variations
because it attempts to learn the best command input with respect to this change in operating
point. The results in Fig. 6.9 show the parallel ILC architecture accommodating the shift and
beating the performance of the shifted FFPI results in Fig. 5.10. In contrast, in Fig. 6.10, the serial
ILC case continues to struggle in response to the +20 µm shift.
6.3.2 Architecture Equivalence
As with the FFPI and FFCLI architectures, there is theoretical equivalence between the
parallel and serial ILC architectures once learning is complete. For example, the learned command
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Figure 6.9: Parallel ILC experimental results for injecting the average learned parallel feedforward
command input for a 152.4 Hz raster pattern offset by 20 µm. The tracking error, xd(t−k
∗Ts)−x(t),
has an RMS of 0.0680. We note that in the presence of model uncertainty, parallel ILC can beat
the pure model-inverse-based feedforward controller results of Fig. 5.10.
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Figure 6.10: Serial ILC experimental results for injecting the average learned parallel feedforward
command input for a 152.4 Hz raster pattern offset by 20 µm. The tracking error, xd(t−k
∗Ts)−x(t),
has an RMS of 0.2096. We note that in the presence of model uncertainty, the performance of the
serial ILC continues to struggle.
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signal uj+1 for the serial architecture can be filtered such that it can be applied in the parallel
architecture (just after the feedback controller). In practice this will likely not provide the same
performance as this equivalence does not capture the learning dynamics, nor does it reflect the high
amount of noise in the learned command signal in Fig. 6.6. If Q for parallel and serial ILC is the
same (which is not the case in the work here), the expressions describing equivalence are simplified
considerably.
6.3.3 Control Signal Saturation and Low-Pass Filters
In Chapters 4, and 5, we discussed the need for the use of a low-pass filter in the feedforward
path of the FFPI, FFCLI and adaptive-delay FFPI architectures. LPFs such as these are not
required for the parallel and serial ILC implementations. This is because the Q filter (designed as
a LPF) not only ensures the stability of the learning procedure but it also serves to attenuate the
high frequency portion of the the ILC command signals. As a result, additional low-pass filtering
is not required.
6.3.4 ILC Conclusions
We have investigated the use of the serial and parallel ILC architectures on an AFM nanopo-
sitioner. This investigation is a natural extension and comparison to work in previous chapters
using model-inverse based feedforward control in the FFPI and FFCLI architectures. In general,
the parallel ILC architecture always outperformed the serial ILC architecture, although it did take
longer to converge.
Results comparing the serial ILC architecture with FFCLI and the parallel ILC architecture
with FFPI indicates the superiority of the nonlearning methods when implemented in a region which
reflects the same range at which a model for the plant was identified. However, given the plant
variations described by Fig. 2.9, the parallel ILC approach will outperform FFPI when operating
in regions where the identified plant model used is not fully accurate. The series ILC architecture
continued to struggle in both presented cases.
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Another item to note when comparing Fig. 6.7(a) and Fig. 6.3(a) is the difference in delay
of the output x(k) with respect to the input xd(k). As discussed in Subsection 1.2.2, delay is not
a concern as long as the magnitude of the signal is tracked well. That said, we investigated the
use of a time shift in the parallel ILC signals such that learning can be done in such a way that
ILC’s tendency to correct for time delay is not required. The performance gain was negligible,
but the result did emphasize the use of the feedback filter more. This may be beneficial in some
applications, but does not appear to be in this one.
A possible method for further ILC improvement may be provided by another approach to
implementation. In the implementation above, the stage was started from rest (i.e. with the raster
pattern reference off) at the start of each learning iteration. This was intended to ensure each
learning iteration began with the same initial conditions which is critical to the success of ILC [46].
It is possible that with careful timing of the injection of the each iteration of learned ILC command
, the raster pattern reference could remain on throughout the learning process. Given enough
time between iterations, it is possible that transients will die out and the state of the system will
settle such that we can assume we have the same initial conditions with each iteration. Due to
the possibility of the existence of hysteresis, this may provide faster convergence of learning as
the initial conditions associated with the continuous motion may be more repeatable than those
associated with a standstill.
In future work, we will explore a design for the feedback controller that may be more ap-
propriate for each ILC architecture. There is a chance that specifically designing the feedback
filter to address the nonrepetitive disturbances while having ILC address the repetitive motions
would also provide performance gains. This method of designing feedback filters with ILC filters is
discussed in [47]. In conclusion, there is a lot of promising potential for ILC methods on this AFM
nanopositioner, but when provided a very accurate model, the FFCLI and FFPI methods are still
better than the learned ILC feedforward methods.
Given ILC’s serial and parallel architectures’ inability to beat or closely match the perfor-
mance of the FFCLI and adaptive-delay FFPI architectures with rasters centered about 0 µm,
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motivation exists to explore other methods for addressing model variation and uncertainty. In the
next chapter, we explore the use of the combined feedback and dual-adaptive feedforward control
method.
Chapter 7
The Combined Feedback and Dual-Adaptive Feedforward Control Method
In this chapter, we leave behind the FFCLI architecture and focus on the the general structure
of the FFPI architecture and its extensions for the use of AFM raster tracking. We are particularly
interested in the FFPI architecture as it provides flexibility in implementation and tends to be more
robust to numerical sensitivity issues that can be a problem with the FFCLI architecture on our
experimental system (particularly when the order of the model is large). Additionally, the FFPI
architecture has the advantage of providing a direct relationship between the the parameters of FP
and the plant parameters that need to be estimated to accommodate model variation.
In the previous three chapters, we have introduced and discussed some related combined
feedforward/feedback approaches to trajectory tracking. Additionally, we have demonstrated the
limitations of model-inverse-based feedforward controllers in the presence of model uncertainty and
variation. In Chapter 5, we introduced the adaptive-delay variation of the FFPI architecture that
addresses one element of model variation (phase). Further, in Chapter 6, we used ILC to address
general model variation. In this chapter, we combine the adaptive feedforward method described
in Chapter 5 with a method to indirectly estimate plant parameters for inversion in the FP filter.
The result is the the combined feedback and dual-adaptive feedforward algorithm that improves
experimental tracking results and robustness to model uncertainties with respect to the feedforward
control design. Related adaptive work includes [48] and [49], but differs in that it combines the
adaptation of two feedforward filters, FP and FCL (as per Fig. 7.1) to achieve the control objective.
This is also why it is called the dual-adaptive feedforward method.
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Figure 7.1: The dual-adaptive feedforward control approach that combines the indirect-adaptation
of parameters of the feedforward filters FP and FCL with the feedback controller C to achieve the
control objective. Black signal lines indicate those associated with adaptive processes.
Typically, indirect adaptation methods can be used to broadly estimate all plant parameters
(that can then be inverted for the design of FP for the use in the FFPI architecture). Depending on
the expected order of the plant, estimating all plant parameters can be computationally cumber-
some, and further, may not be needed if some parameters are shown to be relatively invariant with
respect to others. The dual-adaptive feedforward approach introduced in this chapter reduces the
computational load of parameter estimation by only estimating the most variant plant parameters.
In the next section, we introduce the method used for partial parameter estimation.
It should be noted that some have correctly indicated that ILC (explored in Chapter 6)
provides an alternative approach to precise raster tracking [46]. Given that, we note that ILC applies
to the tracking of a known trajectory that can be repeated and cannot be used for nonrepetitive
trajectories such as those discussed in [41, 42], and [43]. In contrast, the dual-adaptive method
described here can be used for the tracking of nonrepetitive trajectories if the converged results
of the algorithm are applied after a brief calibration phase that typically takes less time than the
learning phase of the ILC results demonstrated in Chapter 6.
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7.1 A Partial-Parameter Adaptive Algorithm
In Fig. 5.10 we note the decrease in raster tracking performance that can be attributed to
failures in model-inversion-based feedforward control resulting from the system variations shown
in Fig. 2.9. In Chapter 5, we adapt upon the FCL block of Fig. 1.4 to create performance gains.
Here, we indirectly adapt upon the FP block as well. This is done by adaptively estimating the
parameters of the model of the plant P and using the inversion of these parameters to define FP .
In an effort to reduce computational load, use intuition about the physical system, and assure
a stable estimation of P , a partial-parameter estimation scheme is desired. The idea of partial-
parameter indirect adaptation was motivated by the fact that Fig. 2.9 indicates that much of the
variation in the system occurs at DC gain and in the approach to the resonant peak, while the
resonant peak itself varies relatively little.
To support this claim, the weighted-least-squares discrete-time-model-fitting algorithm (dis-
cussed in detail in Appendix E) is used to fit multiple models to each of the FRFs given in Fig. 2.9.
The resulting pole-zero maps associated with each of these models in provided in Fig. 7.2. In this
figure, poles/zeros of the same color represent the same pole/zero for each different model. The
poles associated with transport delay are not shown. The complex-conjugate poles associated with
the main resonance show the least amount of variation. Meanwhile the complex-conjugate zeros
show the largest variation. It is interesting to note that four of the FRF measurements in Fig. 2.9
were taken on a different day than the others and the four outlying zeros in each zero grouping
are associated with those four measurements. It is also interesting to note that other than the
main resonance, most of the variation of the other parameters occurs on the real component of the
parameters with respect to the imaginary.
It is important to consider that the locations of the poles and zeros in Fig. 7.2 are not
exactly representative of the FRF variations shown in Fig. 2.9. This is because pole-zero location
is dependent on the model-fitting algorithm used, and more specifically on the weight used in the
weighted-least-squares discrete-time model-fitting algorithm. As a result the weight used to obtain
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Figure 7.2: The pole-zero maps of seventeen different discrete-time models fit to each of the distinct
FRFs in Fig. 2.9 using a weighted-least-squares discrete-time model-fitting algorithm. Poles/zeros
of the same color represent the same pole/zero for each different model. The poles at the origin
that are associated with delay are not shown.
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these models was kept the same for each fit in Fig. 7.2. Regardless, the variation of these pole-zero
locations represent potential model variation with respect to the selected order of the plant n, the
relative degree r, and the amount of discrete-time delay d.
Given that, we note the variation of the zeros and the poles not associated with the main
resonance. The zeros appear to demonstrate the largest variance over the population of models and
we note that selecting only the parameters associated with the zeros for estimation (or adaptation)
has certain advantages. Specifically, adapting only upon the zeros will guarantee a stable estimate of
the plant model and stable output estimates of the estimation method. Further, the computational
load will be significantly reduced as we will be only estimating the three polynomial coefficients
associated with the zeros. Finally, one of these three polynomial coefficients is strongly associated
with the DC gain of the system which has been shown to be highly variant in Fig. 2.9.
7.1.1 Recursive-Least Squares
The partial-parameter estimation is executed through an intuitive variation upon an equation-
error predictor recursive-least squares algorithm for parameter estimation. Recursive-least squares
(RLS) is discussed extensively in a number of adaptive control texts including [31,50] and [51], and
we provide a brief description here. Using the equation-error predictor, we write the estimate for
the output of a system as the difference equation
xˆ(k) = φT (k − 1)θˆ(k − 1), (7.1)
where xˆ is the estimate of the output x, while φ(k − 1) and θˆ(k − 1) are the data-regressor and
estimated-parameter vectors that we will define in a moment. Note the careful use of the ∧ notation
which indicates an estimation.
With regard to RLS (and other parameter estimation methods), it is common to address
transport delay (such as the d = 10 samples of delay included in (2.1)) by delaying the input ux to
the RLS algorithm by the appropriate number of samples. This is done as an alternative to carrying
these pure delays through the RLS calculation in the form of regressor-vector element multiplication
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by zero-valued parameters. Since this transport delay is known, it can be incorporated to the result
of a RLS parameter estimate. In essence, this delay artificially reduces n (the order of the model)
such that we can define nˇ = n− d that we use to assume a generic structure of the plant
Pˆ (z) =
m∑
ℓ=0
βℓz
ℓ
zd
nˇ∑
i=0
αiz
i
. (7.2)
Typically, the model in (7.2) is forced to be monic such that αnˇ = 1. Given that, we can define
φ(k − 1) and the parameter estimate θˆ(k − 1) from (7.1) as
φ(k − 1) = [x(k − nˇ) · · · x(k − 1) (7.3)
ux(k−d−nˇ) · · · ux(k−d+m−nˇ)]
T ,
and
θˆ(k − 1) = [αˆ0 · · · αˆnˇ−1 βˆ0 · · · βˆm]
T . (7.4)
Here, ux is the input to the system. Further, x is the measured output of the actual system;
this is in contrast to xˆ which is the output of the estimate. This distinction is critical to the
equation-error predictor. Similarly, in (7.4), θˆ contains the estimated system parameters (αˆi and
βˆj) rather than the actual (and unknown) system parameters in θ. For both θˆ and θ, all αˆ, βˆ, α,
and β elements are restricted to not be imaginary. Recall, from Section 2.3, that m is the number
of zeros.
The typical RLS algorithm seeks to estimate all the parameters of a system using the above
structure in an effort to reduce the error between measured outputs and estimated outputs or
e(k + 1) = x(k + 1)− xˆ(k + 1) = x(k + 1)− φT (k)θˆ(k). (7.5)
Given input and measured output data (and thus the error given by (7.5), the RLS algorithm
updates parameter estimates with
θˆ(k + 1) = θˆ(k) +
R(k)φ(k)e(k + 1)
1 + φT (k)R(k)φ(k)
(7.6)
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where R(k) is the covariance matrix described in (7.7).
R(k + 1) = R(k)−
R(k)φ(k)φT (k)R(k)
1 + φT (k)R(k)φ(k)
(7.7)
The major benefit of the RLS is that it does not require the inversion of a matrix at each parameter
update but rather only the division by the scalar 1 + φT (k)R(k)φ(k). In the next subsection, we
discuss the intuitive partial-parameter variation of RLS for this system, the initialization of R(k)
and some properties of RLS.
7.1.2 Partial-Parameter RLS
In order to utilize RLS for a partial parameter arrangement, we make use of an intuitive
variation in which we partition θˆ in (7.1) in terms of θˆv and θf , or “variant” parameters (to be
estimated) and “fixed” parameters, respectively. In order to calculate the estimated output xˆ, this
partition requires a complementary separation of the φ vector as in
xˆ(k) = φT (k − 1)θˆ(k − 1) (7.8)
= φTf (k − 1)θf + φ
T
v (k − 1)θˆv(k − 1).
Similarly, the output of the system can be written as
x(k) = φTf (k − 1)θf + φ
T
v (k − 1)θv(k − 1). (7.9)
Next, we define the intermediary values x¯(k) and ˆ¯x(k) as
x¯(k) = x(k)− φTf (k − 1)θf , (7.10)
and
ˆ¯x(k) = xˆ(k)− φTf (k − 1)θf
= φTv (k − 1)θˆv(k − 1). (7.11)
Given (7.10) and (7.11), we can define a new equation-error value e¯(k) as
e¯(k + 1) = x¯(k + 1)− ˆ¯x(k + 1) (7.12)
= x(k + 1)− φTf (k)θf − φ
T
v (k)θˆv(k).
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Now, given φv and (7.12), we return to the standard RLS structure in which the algorithm
updates parameter estimates with
θˆv(k + 1) = θˆv(k) +
Rv(k)φv(k)e¯(k + 1)
1 + φTv (k)Rv(k)φv(k)
, (7.13)
where Rv(k) is the covariance matrix described in (7.14).
Rv(k + 1) = Rv(k)−
Rv(k)φv(k)φ
T
v (k)Rv(k)
1 + φTv (k)Rv(k)φv(k)
. (7.14)
Again, the major benefit of the RLS is that it does not require the inversion of a matrix at each
parameter update but rather only the division by the scalar (1 + φTv (k)Rv(k)φv(k)).
As per [31, 50] and [51], Rv(k) can be initialized with a large scalar constant multiplied by
an appropriately sized identity matrix. Further, Rv(k) will be monotonically decreasing as RLS
updates the parameter estimate, signifying the update step size is also decreasing which slows the
convergence rate. Given sufficient persistent excitation (or sufficient input/output signal frequency
content), this effect can be significant, but it can be diminished by occasionally resetting R(k) to
its initialized value. Similarly, without sufficient persistent excitation the update of the parameter
estimate can stall or result in even more serious problems addressed in [31, 50] and [51].
Given enough computational power, RLS can be implemented on systems in a manner that
continually improves estimates of plant parameters every discrete-time sample and uses these es-
timates to adjust controller parameters (such as those used in a model-inverse-based feedforward
control design). Unfortunately, in the case of this system, the desired trajectory to be tracked xd
(a raster pattern), results in signals ux and x that do not contain enough frequency content to be
sufficiently persistently exciting. Additionally, if we assume that there is sufficient persistent exci-
tation to estimate parameters that are used in a model-inverse-based feedforward controller such
as FP , we can expect a decrease in persistent excitation as the estimated parameters approach the
actual value. This is because the typical goal of a model-inverse-based feedforward controller is to
cancel the dynamics of the system, and these are the same dynamics represented by the parameters
that we are attempting to estimate. That said, it is possible that anther choice of model (with
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respect to model order, etcetera) will allow sufficient persistent excitation to estimate the desired
parameters.
As a result, we have chosen to use a brief adaptive-calibration signal (ACS) just prior to
the attempted tracking of a raster pattern to estimate the parameters of our model. The ACS is
a pseudo-random-sinusoids signal of length 4096, consisting of 173 frequencies ranging from 85 to
1465 Hz, but 36 of those frequencies (ranging from 85 to 300 Hz) contribute to over 75% of the
ACS amplitude. The individual frequency amplitudes are scaled to match the frequency weighting
used in the weighted-least-squares discrete-time-model-fitting algorithm mentioned in Section 2.3.
The FFT of the ACS signal is provided in Fig. 7.3, and we note that the largest amplitudes occur
at the lower frequencies (helping to estimate the DC componet) while there is also excitation at
the frequencies we expect the estimated zeros to exist. In addition there, is some frequency content
in the area of the main resonace.
The ACS signal is injected ahead of the plant P in the closed-loop arrangement shown in
Fig. 7.4. While the ACS is being injected, FP = 0, τ = 0, and xd is held constant at the desired
offset value such as 20 µm.
For the purposes of limiting the effects of noise and transients, the periodic signal of length
4096 is repeated 22 times continuously. Simultaneously, the ux and x data is run through a low-
pass filter and the last 20 repetitions are retained for averaging. We note that using low-pass filters
(LPFs) on the measured data prior to RLS is a common practice and was also used in [4]. Here,
the LPFs used are 5th-order Butterworth filters with a cut-off frequency of 1500 Hz. To retain
system characteristics, it is important that the LPF used on both ux and x is identical. Finally, ux
and x are averaged and injected into the RLS algorithm for a parameter estimate.
The resulting θˆv estimate can then be combined with θf and the known transport delay d to
create a model P that can be inverted (as per Section 4.2) to define FP . This FP can then be used
in conjunction with the adaptive-delay algorithm described in Chapter 5.
The use of the ACS can be thought of as being analogous to the learning time for iterative
learning control (ILC) [46]. However, the time to calibrate the adaptive scheme discussed above
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Figure 7.3: The FFT of the ACS signal used to help estimate the parameters associated with the
system zeros. For illustrative purposes, these magnitudes have been converted from volts to µm.
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Figure 7.4: The dual-adaptive feedforward control approach that combines the adaptive-delay
algorithm of Fig. 5.1 with a recursive-least squares (RLS) partial-parameter estimation for FP .
Parameter estimation is executed with the injection of an adaptive-calibration signal (ACS) prior
to raster tracking while τ = 0 and FP = 0. Once parameter estimation is completed, FP is set to
reflect the estimated parameters, and raster tracking can be initiated with the help of the adaptive-
delay algorithm. Black signal lines indicate a pre-raster tracking signal. A pair of identical low-pass
filters (LPFs) are used to aid the RLS parameter estimation, and they are typically of different
design than that of the LPF in the feedforward path.
(including calibration, calculation and implementation) is approximately 5 seconds which is signifi-
cantly less than that of our own ILC experiments on this same device which require about 1 minute
of learning time [25]. With respect to AFM use, this would require the user to recalibrate the
feedforward filter prior to creating an image at a each new location within the stage’s range, and
we consider the performance gains to be worth the additional 5 seconds of the total time-to-image.
Further, there is a safety benefit from completing the parameter estimation with a pre-raster
calibration signal rather than in an online manner (while actively attempting to track a raster
pattern). If there is a problem in the parameter estimation that yields largely erroneous results
(such as a nonminimum-phase zero when none are expected), the online version will transmit
these errors to the system potentially ruining the AFM image or damaging the equipment. In
contrast, with a pre-raster calibration signal, any errors can be detected prior to implementation
and corrected.
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7.1.3 Partial-Parameter RLS and the Piezoscanner
As per the discussion at the start of this section, we aim to only estimate the parameters
associated with the zeros of our model, so, for the purposes of partial-parameter estimation, we
assign the following structure to the model in (2.1)
Pˆ (z) =
z−10(βˆ2z
2+βˆ1z+βˆ0)
z6+α5z5+α4z4+α3z3+α2z2+α1z+α0
. (7.15)
Here, the α parameters are assumed to be those from the model generated from the “centered”
FRF in (2.1), and we chose the estimate the βˆ parameters. Given that, θˆ(k) cleanly partitions into
θˆ(k) = [θTf θˆ
T
v (k)]
T , (7.16)
where
θf = [α0 · · · α5]
T , (7.17)
and
θˆv(k) = [βˆ0 βˆ1 βˆ2]
T . (7.18)
Similarly,
φf (k−1) = [x(k−nˇ) · · · x(k−1)]
T
= [x(k−6) · · · x(k−1)]T , (7.19)
and
φv(k−1) = [ux(k−d−nˇ) · · · ux(k−d+m−nˇ)]
T
= [ux(k−16) ux(k−15) ux(k−14)]
T . (7.20)
After injecting the ACS into the closed-loop system, and partitioning the parameters and parti-
tioning the filtered and shifted data, we can activate the RLS algorithm with (7.13) and (7.14) to
determine the partial-parameter estimates. The convergence of the 3 parameters associated with
the 2 zeros of interest can be seen in Fig. 7.5. The parameters have converged after approximately
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0.08 seconds or 2000 samples. After arriving at a parameter estimate, we can reconstruct an es-
timate of P (including reintroducing the transport delay), causally invert it to formulate FP , and
combine these results with the adaptive-delay algorithm of Chapter 5 in the dual-adaptive feedfor-
ward approach described further in the next section. Here, we note that using the partial parameter
approach reduced the size of the covariance matrix R in (7.7) from (9 × 9) in the full-parameter
case to (3× 3).
7.2 The Dual-Adaptive Feedforward Algorithm
We describe this method as the dual-adaptive feedforward control because it combines two
separate adaptation processes on two distinct feedforward filters. Specifically, the algorithm in-
corporates the results of the parameter estimates from the partial-parameter RLS calibration in
Section 7.1 with the online adaptive-delay algorithm of Chapter 5. Results of implementing the
dual-adaptive feedforward control approach on the system when the the raster is offset by 20 µm
are provided in Fig. 7.6.
The results as well as the Je and Jm performance metrics in Fig. 7.6 clearly show an im-
provement over the adaptive-delay results of Fig. 5.10 indicating the value of including Section 7.1’s
partial-parameter RLS estimation of system parameters for the adaptation of FP . We also note
that the dual-adaptive feedforward algorithm produced the best tracking performance (with respect
to Je, Jm and tracking error) of all the discussed methods in the previous chapters. The tracking
error was not reduced to zero, but if we look at the frequency spectrum of the tracking error in
Fig. 7.6 we see that it mostly contains known signal noise and some peaking at harmonics of the
raster frequency. Given that, it may be difficult to make any more substantial performance gains
in raster-tracking performance on the system under its current configuration.
The results also indicate the validity of the assumption that a full-parameter estimation is not
necessary for performance gains. It should be noted that full-parameter estimation was attempted
for comparison, but the raster-tracking results never beat the partial-parameter version. It is
suspected that the reason for this is because the full-parameter version needs large signals (rich in
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Figure 7.5: The convergence of the three parameter estimates associated with the 2 zeros of interest.
These results are for the estimate of parameters at 20 µm offset. Using covariance resetting for
Rv(k) at three equally spaced moments in the process yielded negligibly improved estimates versus
when it was not used. As a result, in the interest of reducing overall complexity, it was omitted in
the implementation.
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Figure 7.6: Experimental results for the dual-adaptive feedforward algorithm tracking of a 152.4 Hz
raster pattern offset to 20 µm. We note the improvement in tracking performance provided by the
dual-adaptive feedforward approach relative to the adaptive-delay results of Fig. 5.10. Further, Je
and Jm show that the dual-adaptive feedforward method produces the best tracking performance of
all the discussed methods. The results are shown after 3 raster periods of adaptation (or 3 updates
of τ) and τ has reached the steady-state value of 19. The tracking error, xd(t−k
∗Ts)−x(t), has an
RMS of 0.0536.
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frequency content) to have sufficient enough persistent excitation at some frequencies for accurate
full-parameter estimation. As a result of the large signals, either signal saturation is reached or the
signal is so large that the distinction between an offset of 0 µm and 20 µm in ux becomes diluted.
7.3 Discussion
The key contribution of this chapter is the combination of the adaptation of the feedforward
filter FCL of Fig. 1.4 via the adaptive-delay algorithm of [27] and [26] with an adaptation of the
feedforward filter FP via system parameter estimation in what we have called the dual-adaptive
feedforward control approach. Experimental results show improvement of tracking performance by
combining a nonadaptive feedforward controller with the provided feedback controller (Section 4.2).
Tracking performance shows further progress when the adaptive-delay algorithm is included. How-
ever, the weakness of the model-inverse-based feedforward controller is demonstrated when a desired
raster pattern to be tracked is offset beyond the range of the identified model (Chapter 5).
Lack of robustness to model uncertainty or variation is a common failure for model-inverse-
based feedforward control, but the model variation present in our system is counteracted by a
partial-parameter-estimation scheme that adapts to find the appropriate feedforward filter FP (Sec-
tion 7.1). Finally, experimental results in Section 7.2 demonstrate the dual-adaptive feedforward
approach in which the adaptive-delay algorithm is combined with the parameter-estimation scheme
for the best tracking performance and robustness to model variation. In summary, for our AFM
piezoscanner stage, the presented dual-adaptive feedforward control adapts a total of 4 feedfor-
ward filter parameters (in two different feedforward filters) yielding a increase in raster-tracking
performance and robustness to changes in user-defined operating points.
Similar to previous experimental-summary figures, we provide summary of all experimental
results presented Fig. 7.7. With respect to all other results, the combined-feedback and dual-
adaptive method has provided the best tracking results.
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Figure 7.7: Je, Jm, and the tracking error RMS normalized to the feedback-only case for the
provided experimental tracking results at 152.4 Hz. The numbers on the horizontal axis correspond
to:
1 1. Feedback-Only, Fig. 3.1
1 2. FFCLI, Fig. 4.2
1 3. FFPI, Fig. 4.5
1 4. Adaptive-Delay FFPI (with LPF on FCL), Fig. 5.2
1 5. Adaptive-Delay FFPI (without LPF on FCL), Fig. 5.9
1 6. Adaptive-Delay FFPI, shifted to +20µm (without LPF on FCL), Fig. 5.10
1 7. FFCLI, shifted to +20µm, Fig. 5.11
1 8. Parallel ILC, Fig. 6.7
1 9. Parallel ILC, shifted to +20µm, Fig. 6.9
1 10. Dual-Adaptive Feedforward, shifted to +20µm (without LPF on FCL), Fig. 7.6
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7.3.1 Persistence of Excitation and Estimating βi
Limited persistence of excitation provided by a raster pattern did not permit the safe online
estimation of the β parameters of interest. As a result, an adaptive calibration signal was used
prior to raster scanning to estimate variant parameters (Section 7.1.2). Since much of the system
variation presented in Fig. 2.9 occurs in the DC gain, it may be possible (in future work) to estimate
the parameter most closely tied to the DC gain (β2) in an online manner while estimating β1 and
β0 as needed with the oﬄine ACS signal.
The achievement of sufficient persistence of excitation to estimate the parameter representa-
tive of the DC gain should be trivial as the plant output x will be scaled with respect to this DC
gain and the input to the plant ux. A raster pattern should contain more than ample information to
estimate this parameter. Also, in future work, it would be interesting to discover if only estimating
this DC-gain parameter provides satisfactory robustness to plant variations in model-inverse based
feedforward control (with respect to raster tracking).
7.3.2 Extending Beyond Estimating βi
In cases in which there is interest in estimating more plant parameters than just those as-
sociated with the zeros (βi) or those associated with the poles (αi), it is useful to express the
plant model as a series of two filters (as in Fig. 7.8) comprised of one filter containing the “fixed”
dynamics (F ) and the other the “variant” dynamics (V ). The process of doing this becomes more
clear if we express the plant model in groupings of real and complex-conjugate pairs as with this
expression for our plant model
Pˆ (z) =
2.9238× 10−4(z2 − 1.84z + 0.8586)
z10(z2 − 1.897z + 0.9029)(z2 − 1.964z + 0.9897)(z2 − 1.816z + 0.8941)
. (7.21)
Given that, and analysis such as the supporting text of the pole-zero maps of Fig. 7.2, we can break
apart the plant model into the multiplication of the F and V filters. Doing this helps determine the
appropriate structure for φf , θf , φv, and θˆf in (7.9), and, if using the alternate approach described
in Section 7.3.3, clearly defines the two filters. Typically, in these situations, φf , θf , φv, and θˆf are
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not defined simply as obvious portions of the full parameter φ, and θˆ in (7.1).
7.3.3 An Alternative Approach to Partial-Parameter Estimation
In Section 7.1, we took advantage of the structure of the parameter vector in (7.4) and the
fact that we only wanted to estimate the βi parameters to formulate the partial-parameter RLS
method. In a related method, and similar to the discussion in Section 7.3.2, we can separate the
plant model into the filters F and V in series that represent the “fixed” and “variant” dynamics,
respectively. This separation of P is described by Fig. 7.8. Since we assume that F is known and
not being estimated, we can invert it and filter the output of the plant x and yield the intermediary
signal x¯. It is reasonable to expect that the signal x¯ now contains only information about the
variant parameters θˆv that we wish to estimate.
This approach may be advantageous in situations in which it is not as easy to partition
the parameter vector in (7.4) as it was in Section 7.1 in which we only wished to estimate the
βi parameters associated with the zeros. For example, suppose we wanted to estimate various
parameters associated with poles and zeros, if that were the case, this alternative method may be
preferred. Not only that, with this method, it may be easier to isolate variant physical attributes
associated with real or complex-conjugate poles and zeros rather than just coefficients of the transfer
function numerator and denominator polynomials.
For example, one can express the plant model in groupings of real and complex conjugate
pairs as in (7.21). Given that structure, it may be easier to isolate variant pole-zero groupings and
define them as an expression of the F and V filters.
One caveat of this method is that the user must be careful to address any time delay issues
associated with a F−1 that is not exactly proper. It is essential the the data is properly timed
when it arrives to the RLS block in Fig. 7.8. Also, this approach may be further complicated if
F−1 is not stable. If that is the case it may be possible the use of an approximate model-inversion
method (such as those described in Appendix A) is needed to invert F .
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Figure 7.8: An alternate approach to partial parameter estimation in which we separate P into the
filters F and V which represent the “fixed” and “variant” dynamics, respectively. By inverting F
and filtering x, we can expect to estimate the variant parameters θˆv with the RLS algorithm.
Chapter 8
Discussion, Conclusions, and Future Work
The quality of trajectory tracking is critical to many applications of precision motion con-
trol including those of nano-manufacturing and nano-imaging. With respect to AFMs, the high-
performance tracking of raster patterns in the x and y directions is crucial to obtaining quality
images. Further increasing the frequency of those raster patterns (while maintaining high-quality
raster tracking) is essential to reducing the total AFM time-to-image and improving the user ex-
perience. In this thesis, we have examined techniques for increasing raster tracking bandwidth to
levels greater than 150 Hz while maintaining tracking quality.
In Chapter 3, we showed that relatively fast raster patterns (152.4 Hz) cannot be tracked
by our H∞ feedback-only controller. Specifically the feedback-only control scheme severely lacked
the ability to track the raster corners. Using the FFCLI and FFPI architectures in Chapter 4 to
combine feedforward control with feedback control, we made initial progress in improving the raster
tracking performance. In general the FFCLI architecture is the simplest to implement as it just
requires the pre-filtering the reference signal.
When compared to the FFPI architecture, FFCLI offers limited flexibility and can suffer from
numerical sensitivity issues as the order of FCL grows. In contrast, FP of the FFPI architecture
experiences far less numerical sensitivity issues as it’s order tends to be much smaller (except in the
case of a trivial C and plant model with little to no samples of transport delay). Further, when using
model-inverse based feedforward control design, FP retains an obvious parameter connection to
modeled plant parameters. This is particularly useful for the implementation of indirect-adaptation
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methods.
Chapter 5 demonstrated a weakness of the FFPI architecture lies in the injection of two
separate signals (xff and uxff ) into the control loop. Any mismatch in the arrival of these signals
into the control-loop (with respect to the plant) can be detrimental to tracking performance. The
source of this mismatch can be either modeling flaws or model uncertainties or variations. That
is not to say that FCL of the FFCLI architecture cannot suffer from such modeling errors and
uncertainty, but rather that (due to the single-signal injection of FFCLI) those flaws may not
result in the same type of raster tracking errors and/or the source of them may not be as obvious.
Given that, the adaptive-delay algorithm takes advantage of its architecture to calibrate itself in a
way that is not available with the FFCLI architecture
The adaptive-delay variation of the FFPI architecture has the benefit of being a single-
parameter adaptive method that requires no knowledge of plant parameters to perform the adaptive
calculation. Further, it yields convergence times as short as two raster periods. It’s main limitation
(with respect to the model-inverse-based feedforward designed FP filter) is shared with all other
model-inverse-based feedforward controllers which is the lack of robustness to model variations and
uncertainties.
ILC in Chapter 6 provides a solution to retaining tracking performance in the presence of
model variations. However, it was shown to struggle to match (or nearly match) the performance of
the “fixed” feedforward filter results (FFCLI and adaptive-delay FFPI) when operating in a range
at which the model was identified. Also, ILC is strictly limited to repeatable trajectories that
are known ahead of time which hinders the flexibility of the use of these methods on non-raster
based scanning techniques. Despite the fact that the calculation of the adaptive-delay method is
based on tracking a raster pattern, it can be used on non-raster based scanning techniques if the
adaptive-delay algorithm is used as a brief (five raster periods or less) calibration step prior to
implementing the desired scan trajectory. This is not possible with ILC methods.
In Chapter 7, we introduced the combined feedback and dual-adaptive feedforward method
that incorporated the adaptive-delay algorithm of Chapter 5 with a RLS method to identify the
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most variant plant parameters to be used in the FP filter (which limits computational costs). In
short, this method addresses known model uncertainty with a technique that adapts upon both FP
and FCL.
Unfortunately, raster patters do not provide sufficient persistent excitation for proper conver-
gence of parameters, and a adaptive-calibration step (before rastering for imaging) is required to
estimate the variant plant parameters. This requires the injection of a carefully designed adaptive-
calibration signal (ACS) to be used prior to raster tracking. The time required for calibration can
be considered to be analogous to the time an ILC method needs to learn a trajectory. That said,
ILC learning time proved to be much longer than the calibration time required in the dual-adaptive
feedforward method.
As per Fig. 8.1, the combined feedback and dual-adaptive feedforward method provides the
best tracking results overall (even in the presence of model uncertainty). But these results are
achieved not without design challenges. In particular the design of an adequate ACS can be rather
challenging and time consuming. It was interesting to discover the amount of frequency content
that was required in the ACS to accurately estimate the three parameters associated with the zeros
in (2.1). A summary of the performance metrics (normalized with respect to the feedback-only
case) are provided again in Fig. 8.1
8.1 Overview of Contributions
The most important contribution of this research is likely the development of the combined
feedback and dual-adaptive feedforward algorithm. This technique combines the adaptive-delay
variation on FFPI (developed and discussed in Chapter 5 and Appendix C) with a plant-model
parameter estimation method that (with respect to feedforward control) provides robustness to
plant model variations and uncertainties . The method is discussed in detail in Chapter 7, but it
can be summarized by Fig. 8.2 in which we take advantage of the structure of the block diagram to
indirectly adapt upon parameters of the two feedforward filters FP and FCL such that we address
phase and magnitude plant modeling errors.
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Figure 8.1: Je, Jm, and the tracking error RMS normalized to the feedback-only case for the
provided experimental tracking results at 152.4 Hz. The numbers on the horizontal axis correspond
to:
1 1. Feedback-Only, Fig. 3.1
1 2. FFCLI, Fig. 4.2
1 3. FFPI, Fig. 4.5
1 4. Adaptive-Delay FFPI (with LPF on FCL), Fig. 5.2
1 5. Adaptive-Delay FFPI (without LPF on FCL), Fig. 5.9
1 6. Adaptive-Delay FFPI, shifted to +20µm (without LPF on FCL), Fig. 5.10
1 7. FFCLI, shifted to +20µm, Fig. 5.11
1 8. Parallel ILC, Fig. 6.7
1 9. Parallel ILC, shifted to +20µm, Fig. 6.9
1 10. Dual-Adaptive Feedforward, shifted to +20µm (without LPF on FCL), Fig. 7.6
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In addition to the combined feedback and dual-adaptive feedforward algorithm, the contri-
butions of this thesis include:
• an in-depth comparison of two combined feedforward and feedback architectures, the feed-
forward closed-loop injection (FFCLI) architecture and the feedforward plant-injection
(FFPI) architecture (Chapter 4, and [20–23]),
• an examination of discrete-time nonminimum-phase zeros (Appendices B, E.2, and C, and
[5, 6, 24])
∗ in model-inverse-based feedforward controllers, and
∗ in systems with transport delay,
• an assessment of ILC architectures and FFPI and FFCLI (Chapter 6, and [25]),
• the creation of the adaptive-delay feedforward algorithm for the FFPI architecture that
applies to both minimum and nonminimum-phase plant models (Chapter 5, Appendix C,
and [26,27]),
• the development of the combined feedback and dual-adaptive feedforward algorithm (Chap-
ter 7, and [28]),
• the improvement of tracking bandwidth from sub-100 Hz levels to +150 Hz levels [25–28].
8.2 Future Work
Some elements of future work may include an investigation into more advanced ILC methods
such as the norm-optimal approach [46]. With these methods we may be able to obtain better
tracking results from ILC at the expense of additional computational complexity. Despite the
advanced method, ILC is always restricted to trajectories that are known ahead of time and can be
accurately repeated. Beyond ILC, it may also be worth investigating the use of repetitive control
which shares ILC’s restriction to repeated trajectories that are known ahead of time [52].
Future work might also include an expansion of the partial-parameter estimate method of
the Dual-Adaptive Feedforward method in Chapter 7 to include the estimation of variant poles in
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Figure 8.2: The dual-adaptive feedforward control approach that combines the indirect-adaptation
of selected critically-variant parameters of the feedforward filters FP and FCL with the feedback
controller C to ensure the precision motion control of the plant P . Black signal lines indicate those
associated with adaptive processes.
addition to the zeros. It will be important to verify that the performance benefit outweighs the
the added computational cost associated with estimating more parameters. Related to this, future
work might include an examination of the ACS signal with particular emphasis in determining the
best signal for parameter estimation while limiting its complication. Also, and as per the discussion
in Section 7.3.3, future work also might investigate the performance value in only estimating the
parameter associated with the DC gain (β2 in (7.15)). If simply estimating the DC gain shows
equivalent performance gains to those presented when estimating β0, β1, and β2, we may be able
to save additional computational cost and perhaps implement the estimation in an online manner
rather that relying on the adaptive-calibration signal. If the estimation of all three parameters (β0,
β1, and β2) is shown to be critical to the tracking performance, it is possible that the DC-gain
parameter (β2) can still be estimated in an online approach while β0 and β1 are estimated oﬄine
with the ACS as needed.
Further, actuator limits and signal saturation determine much about the overall achievable
tracking performance of a system. Had their been no limits of saturation (only possible in theory or
simulation), the raster tracking results would have better than those presented here, and they likely
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could have been faster. Also, signal saturation limits the effective usable range of the piezoscanner
as rasters near the extents of the stage’s range are not feasible (under these control arrangements)
due to heavy saturation on that same side of the stage. Future work could investigate methods
to to address control signal saturation (beyond the use of a LPF) such that good raster tracking
performance is possible near the extents of the range of the piezoscanner.
Beyond that, future work could also focus on the concurrent design of the feedback and
feedforward filters. As presented, this thesis presents a linear path of controller design in which the
feedback filter is designed first followed by the feedforward filter(s). Perhaps there are advantages
to designing C and the feedforward filter(s) relatively simultaneously.
Another interesting area of future work could focus on the feedback controller C when used
in conjunction with FFCLI and FFPI. For the sake of comparison, C remained constant for all the
results throughout this thesis, but there is evidence to suggest that one feedback controller may be
good for the FFCLI architecture, but not good for the FFPI architecture and its derivatives. The
same could be said for the feedback filter used in each of the ILC architectures.
For example, typically the design of FCL in the FFCLI architecture is dependent on the
feedback filter C. This is because FCL in the FFCLI architecture is often the inverse of the
closed-loop system which includes the dynamics of C. In contrast, the the FFPI architecture
uses the inverse plant model for the design of FP which clearly does not include the feedback
filter. As a result and similar to the ILC method in [47], one could consider designing C to
address non-repetitive disturbances while the feedforward element of control addresses the repetitive
disturbances.
Regardless, recent evidence suggests that the feedback filter C provided in (3.1) may not be
the best choice for to obtain the control objectives. In particular, the main objective of the feedback
control design for C in (3.1) was to maximize feedback-only tracking bandwidth. Typically, pushing
performance with an aggressive feedback filter can result in some undesired characteristics which
can be further amplified in the presence of model uncertainty and noise. An example of this is
provided in Fig. 8.3 in which we plot the sensitivity and complimentary sensitivity functions [32]
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Figure 8.3: The sensitivity and complimentary sensitivity functions associated with the seventeen
distinct measured FRFs in Fig. 2.9 and the feedback controller C(z) in (3.1). The thin black line
represents the loop gain using the “centered” FRF measured at 0 µm.
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Figure 8.4: The single-input single-output (SISO) combined feedforward/feedback block diagram
of Fig. 1.4 that includes sensor noise sn. We note that there is also actuator or process noise that
sums into ux, but it is often mitigated by the fact that P naturally tends to attenuate it. Given
that, we focus this discussion on the more prominent sensor noise.
with respect to the C in (3.1) and the seventeen measured FRFs from Fig. 2.9. We note that
the sensitivity function shows some amplification of error that becomes worse if depending on the
measured FRF data. Similarly, the complimentary sensitivity function shows some variation above
and below unity gain.
Generally, the majority of the issues associated with Fig. 8.3 is associated with the frequency
range at which the unmodeled feature at approximately 350 Hz exists. Future work could attempt
to address this feature or preferably redesign the feedback filter C (perhaps less aggressively)
to achieve more favorable sensitivity and complimentary sensitivity functions. In general, Fig. 8.3
suggests that a less aggressive feedback filter than (3.1) may be of interest. Further, a less aggressive
feedback filter may force the forfeit of some closed-loop bandwidth, but this loss of bandwidth can
be gained back with the feedforward filters while yielding less amplification of noise.
With respect to the FFPI architecture, we may be able to use a less aggressive feedback
controller (which might provide a more favorable sensitivity function) while the FP feedforward
filter provides the required frequency content to achieve the tracking of aggressive raster patterns.
That said, we should note that since FP is designed independently of C in the FFPI architecture,
the output of FP will be the same over a raster period regardless of the design of C. This also
suggests that one could design C rather modestly, and FP could provide the necessary frequency
content in the control signal ux such that the raster pattern is tracked well.
118
In particular, if we observe the situation in which some sensor noise sn enters the system
as shown in Fig. 8.4. If we are using an aggressive feedback filter such as the C in (3.1) that
maximizes tracking bandwidth, error and noise (such as sn) can be amplified by the feedback
loop. With more careful design of C, we can limit the effects of this noise and still achieve the
same tracking performance. This is done by designing a less aggressive feedback filter C that
“rolls off” sooner and therefore has more desirable characteristics with respect the sensitivity and
complimentary sensitivity functions. In particular, the noise sn will be more attenuated in the
feedback loop. As mentioned in the previous paragraph, this less aggressive feedback filter will
limit the closed-loop bandwidth, but the feedforward filter will regain the bandwidth for the overall
combined feedforward/feedback system. The end result will be high-quality tracking performance
with less effects of noise.
The idea of using a less aggressive feedback filter with combined feedforward/feedback control
is further supported when one considers the basic FFPI architecture in the “ideal” case (i.e., perfect
model, no noise, completely linear system, no control signal saturation, etcetera), the feedforward
path PFP will dominate the signal ux and the error ex will be zero. If we then add sensor noise sn
(as per Fig. 8.4) to this now-less-than-ideal system, we note that this noise will be carried through
the feedback-loop. The result will be a non-zero ex that will mostly include error from noise. With
an extremely aggressive feedback filter we can expect this noise to be amplified and injected into
the plant. In fact, a feedback filter and plant model that produce a sensitivity function such as the
one in Fig. 8.3(a) will amplify this noise in the feedback loop. A less aggressive feedback controller
will attenuate this noise much more and provide a more favorable sensitivity function.
In summary, when tracking aggressive trajectories, feedback-only control is limited by its
closed-loop bandwidth. Combining the feedback controller with a feedforward controller can pro-
vide further performance gains. Designing feedforward controllers with model-inverse methods is
common, but these feedforward methods lack robustness to model variation or uncertainty which
can limit tracking performance. By indirectly estimating variant plant-model parameters for use
in the feedforward filters, one can restore the tracking performance. When using repeatable and
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known trajectories, ILC can also be used to improve tracking performance in the presence of model
uncertainty and variation. Finally, when combining feedforward filters with feedback filters, using
a less aggressive feedback filter can reduce the amount of noise in the feedback loop while the
feedforward filter restores the overall tracking bandwidth.
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Appendix A
Model-Inversion-Based Feedforward Control for Nonminimum-Phase Systems
Model-inverse control has made several appearances in the literature demonstrating its strength
in improving tracking performance, settle time, and other performance metrics; a few examples in-
clude [3, 4, 20, 22, 23, 27, 34, 38, 44, 49, 53–60]. References [22] and [20] provide a comparison of
two typical control architectures that may be used to implement model-inverse control. While
our discussion here applies equally to both the closed-loop-injection architecture and the plant-
injection architecture (described in Chapter 4, and in [22] and [20]), we focus this appendix on the
closed-loop-injection architecture seen in Fig. A.1.
When using the closed-loop-injection architecture for model-inverse control, we first design
the feedback controller C of Fig. A.1 to address control objectives of the stand-alone closed-loop
system HCL(z) =
PC
1+PC . Next, we set FCL equal (or approximately equal) to H
−1
CL(z) for further
performance gains. The definition of “performance” depends on metrics defined by the designer,
but in general the inclusion of FCL using model-inverse control methods will usually improve rise
times, settle times, tracking performance and more.
Ideally, the design of FCL would yield a filter exactly equal to H
−1
CL(z). This would yield a
transfer function from xd(t) to x(t) (in Fig. A.1) of unity, and allows a system’s output x(t) to
perfectly track a desired trajectory xd(t). Often the existence of nonminimum-phase (NMP) zeros
in the plant force a stable approximate inverse to be used instead of the exact inverse.
NMP zeros in a discrete-time model can result from sampling a continuous-time system
to create the model [39]. They may also be a result of sensors and actuators being physically
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Figure A.1: The feedforward closed-loop-injection (FFCLI) configuration of Fig. 1.4. When model-
inverse control is used, FCL is designed to represent the inverse of the closed-loop system HCL
consisting of the feedback controller C and the plant P .
noncollocated [61]. Further, NMP zeros can appear in discrete-time models if transport delay
exists and it is not explicitly accounted for in the modeling process [24]. Due to all sources, the
appearance of NMP zeros in discrete-time systems is common.
Various stable approximate model-inversion techniques exist, including Tomizuka’s popu-
lar zero-phase-error tracking controller (ZPETC) [53]. A cousin of the ZPETC is the comparatively
named zero-magnitude-error tracking controller (ZMETC) that has appeared in [3, 4, 20,22,23,49,
56, 57]. Yet another approximation method is the use of the noncausal-series expansion discussed
in [60], [62] and [63]. Using a zeroth-order series expansion is effectively the same as choosing to
ignore the NMP zeros (while accounting for the proper DC gain); approximating the inverse of
a system in this way offers a more simplistic approach, but may not be as accurate [3, 4, 64]. In
contrast, some have chosen to use the exact unstable inverse and maintain stability of the system
by pre-loading initial conditions or using noncausal plant inputs [38, 54, 65].
In general, using an exact unstable inverse method or a higher-order noncausal-series expan-
sion method introduces additional complexity when the controllers are implemented. In contrast,
the zeroth-order series or NMP zeros ignore (NPZ-Ignore), ZPETC, and ZMETC approximation
techniques are natural options for designers of model-inverse controllers. This is largely due to their
documented effectiveness combined with their simplicity of design and implementation [3, 4].
In the remainder of this appendix, we discuss the use of these three common approximate
model-inverse methods used for stable inversion of systems with nonminimum-phase (NMP) zeros.
As mentioned above, we present these methods as though they will be implemented on FCL of the
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FFCLI architecture described in Chapter 4. That said, these methods can easily be transfered for
use on FP in the FFPI architecture. Specific examples of these three approximate model-inverse
methods appear in Appendix B
A.1 Three Stable Approximate Model-Inversion Techniques for NMP Sys-
tems
Expressing the closed-loop system in Fig. A.1 as HCL(z) =
PC
1+PC and writing out the transfer
function from xd(t) to x(t), we arrive at (A.1).
X(z)
Xd(z)
= HCL(z)FCL(z). (A.1)
Assuming HCL(z) is exactly proper and all zeros are minimum phase, we could define FCL(z) =
H−1CL(z), and achieve perfect tracking of an input signal. However, many systems are not exactly
proper and further have nonminimum-phase zeros that require a stable approximate model inversion
technique.
The design of the three feedforward techniques of interest begin with the same basic structure.
First, we write the dynamics of the system as in (A.2), partitioning B(z) into the polynomial
Bs(z) containing the stable (invertible) zeros and the polynomial Bu(z) containing the unstable
(noninvertible) zeros:
HCL =
B(z)
A(z)
=
Bs(z)Bu(z)
A(z)
. (A.2)
The polynomial A(z) contains all the poles of the closed-loop system model, and Bu(z) can be
written in the form of the nth-order polynomial
Bu(z) = bunz
n + bu(n−1)z
n−1 + · · ·+ bu0, (A.3)
where n is the number of NMP zeros. We can then write the basic model-inversion structure for
NPZ-Ignore, ZPETC, and ZMETC as:
H˜−1CL(z) =
A(z)
Bs(z)B∗u(z)
, (A.4)
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where the ∼ indicates an approximate inverse of the system. B∗u(z) is defined depending on the
type of stable model-inverse technique to be used, and the precise choice of B∗u(z) will be described
in detail in the following subsections. Since the order of the polynomial A(z) does not always equal
the order of the polynomial (Bs(z)B
∗
u(z)), (A.4) may not be causal. As a result, q units of delay in
(A.5) may be required to ensure a causal implementation of FCL(z) as in
FCL(z) = z
−qH˜−1CL(z). (A.5)
A.1.1 The NPZ-Ignore Technique
When using the NPZ-Ignore technique, the designer ignores any NMP zeros in the system
model and makes the proper adjustments for how this might affect the DC gain of the overall
system. This is the least precise of the approximate model-inverse techniques discussed here as
there is no accounting for a portion of the system dynamics. Nevertheless, this is the simplest of
the three and may have benefits if there are limited computational resources for implementing the
controller.
For a NPZ-Ignore design, B∗u(z) in (A.4) reduces to
B∗u:Ign(z) = Bu(z)
∣∣
z=1
= Bu(1). (A.6)
Here the NMP zero dynamics are ignored and B∗u(z) reduces to a scalar that compensates for losses
in the DC gain associated with not including the dynamics of Bu(z). The resulting NPZ-Ignore
design for FCL:Ign(z) appears in Table A.1 along with the overall transfer function that corresponds
to (A.1). For FCL(z) to be causal, the delay q must be equal to the order of A(z) minus the order
of Bs(z), (q = O(A(z))−O(Bs(z))).
A.1.2 The ZPETC Technique
The structure of the ZPETC technique is very similar to the NPZ-Ignore method, but the
ZPETC is higher order because it attempts to retain the dynamics of the NMP zeros. When using
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Table A.1: Approximate inverses & overall transfer functions for each approximate inverse method.
Method
FCL(z)
X(z)
Xd(z)
NPZ-Ignore
z−qA(z)
Bs(z)Bu(1)
z−qBu(z)
Bu(1)
ZPETC
z−(q+n)A(z)Bfu(z)
Bs(z)(Bu(1))2
z−(q+n)Bu(z)B
f
u(z)
(Bu(1))2
ZMETC
z−qA(z)
Bs(z)B
f
u(z)
z−qBu(z)
B
f
u(z)
the ZPETC method, B∗u(z) in (A.4) becomes:
B∗u:ZP (z) =
(
Bu(z)
∣∣
z=1
)2
zn
Bfu(z)
=
(Bu(1))
2zn
Bfu(z)
(A.7)
where Bfu(z) is defined by
Bfu(z) = bu0z
n + bu1z
n−1 + · · ·+ bun. (A.8)
Note that the difference between (A.3) and (A.8) is the “flipping” of the polynomial coefficients.
This action is equivalent to reflecting the roots zi of Bu(z) in (A.3) into the unit circle to 1/zi and
then “advancing” by zn so that Bfu(z) in (A.8) is also a polynomial in z. For the implementation of
FCL:ZP (z) to be causal, the delay q = O(A(z)B
f
u(z))−O(znBs(z)). Again, Table A.1 summarizes
the FCL:ZP (z) design.
The reader should note that for both NPZ-Ignore and ZPETC, (A.1) is a finite-impulse-
response (FIR) filter which can be advantageous in some applications [3, 4, 60].
A.1.3 The ZMETC Technique
In contrast to the ZPETC method that converts NMP zeros of the model into stable zeros of
the approximate inverse, the ZMETC technique transforms the NMP zeros of the model into stable
poles of the approximate inverse. In the overall transfer function ( X(z)
Xd(z)
), this creates a pole-zero
partnership that relates to a discrete-time representation of a Pade´ approximation and explains the
additional delay seen in experimental and simulated results [24].
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When using the ZMETC method, B∗u(z) in (A.4) becomes:
B∗u:ZM (z) = B
f
u(z), (A.9)
where Bfu(z) is defined in (A.8).
Table A.1 summarizes the feedforward design for FCL:ZM (z). In this case, q = O(A(z)) −
O(Bs(z)B
f
u(z)). No compensation for changes in DC gain are required for the ZMETC method
because the DC gain of (A.1) remains at unity as per design. Unlike the NPZ-Ignore and ZPETC
methods, the ZMETC technique leads to an overall transfer function that is an infinite-impulse-
response (IIR) filter.
Appendix B
Discrete-Time NMP Zero Location and Model-Inverse-Based Feedforward
Control
In Appendix A, we presented three common stable approximate model-inversion methods
for systems with nonminimum-phase (NMP) zeros. The analysis in Appendix A indicates that the
NPZ-Ignore method is the simplest to design, but that may be at the detriment of performance
as the dynamics of the NMP zeros are completely ignored in the inversion. Further, the ZPETC
and ZMETC methods include an approximation of the dynamics of the NMP zeros for use in the
inverse. This suggests that these results may be more accurate when implemented in model-inverse
feedforward applications. Also the reduction of the overall transfer function (A.1), to FIR for the
ZPETC technique or IIR for the ZMETC technique may suggest one of the two is better for some
applications. Although these design characteristics of each are important, a designer of feedforward
controllers should also consider the location of the discrete-time NMP zeros in the complex plane.
In general, the proper choice of the NPZ-Ignore, ZPETC, or ZMETC techniques for maxi-
mizing performance objectives depends largely on the system on which it will be applied. In this
appendix, we discuss how the position of a system’s NMP zeros might indicate to the designer the
more effective approximate model-inverse technique when considering NPZ-Ignore, ZPETC, and
ZMETC. The performances of these techniques vary considerably as a function of NMP zero loca-
tion. In addition, we show how the use of low-pass filtering (similar to Section 4.3.2) can increase
the number of feedforward design options available and performance at the cost of added design
and implementation complexity.
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B.1 Motivation
When attempting to maximize performance, the correct choice of the NPZ-Ignore, ZPETC,
or ZMETC techniques depends on the system on which the feedforward method will be applied. As
an example, and for motivation of this discussion, we apply the three types of model-inverse control
to two closed-loop mechatronic systems often investigated in the literature. The first system is the
nPoint x-y piezoscanner used for AFM raster scanning. In Chapter 2, we presented a model for
this system in (2.1) which is minimum phase with ten samples of delay. In addition, the feedback
filter (3.1) is also minimum phase which indicates that the closed-loop system HCL(z) for this
nanopositioner will also be minimum phase. That said, in Appendix E.2, we show that nonphysical
NMP zeros can result when fitting a model to a system with delay if that delay is not accounted
for in the fit. In short, the delay becomes approximated by a discrete-time representation of a Pade´
approximation and NMP zeros appear.
Whether the NMP zeros are physical characteristics of the system of artifacts of sampling or
modeling, one must still address them when implementing discrete-time model-inverse-based control
design and their existence will challenge the control design and resulting system performance. Given
that, a closed-loop model (HˆCL) for the x direction of this device which did not account for time
delay has been experimentally identified as
HˆCL:AFM (z) =
0.0019685(z + 1)
(z2 − 1.89z + 0.8985)
×
(z2 − 1.959z + 0.9864)
(z2 − 1.782z + 0.7966)(z + 0.7075)
×
(z2 − 2.313z + 1.368)
(z2 − 1.959z + 0.9864)
. (B.1)
Two of the zeros in (B.1) are NMP. The second system is a hard disk drive (HDD). An expression
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for the complete closed-loop HDD system appears in [3] and is provided again in (B.2).
HˆCL:HDD(z) =
0.10988(z + 0.4947)
(z2 − 1.24z + 0.4409)
×
(z2 − 1.874z + 0.8807)
(z2 − 1.859z + 0.8695)(z − 0.1541)
×
(z2 + 2.389z + 1.574)
(z2 + 1.233z + 0.878)
. (B.2)
The pole-zero maps for both are shown in Fig. B.1. The sample time for the HDD is slower
than that of the AFM and as a result the two systems can not be directly compared. Regardless,
the exact details of each system are not critical to our discussion, as we are more interested in the
relative location of the NMP zeros of each system and how they affect the results of the NPZ-Ignore,
ZPETC, and ZMETC techniques.
Both the HDD and the AFM stage have NMP zeros. The HDD has two nonminimum-phase
zeros in the left-half plane (LHP), while the AFM scanner has two in the right-half plane (RHP).
Extensive work by Rigney et. al. in [2–4, 58, 60] showed the successful use of the ZPETC and
NPZ-Ignore algorithms in settle-time applications for HDDs. Noting this, we started our study of
model-inverse based feedforward control for AFM scanning applications with the same algorithms.
We soon discovered that the ZPETC and NPZ-Ignore algorithms could not be safely applied to the
AFM system as the resulting signal output from FCL is extremely large and “ringy” to such an
extent that it cannot be implemented without risking damage to the system. This was in contrast
to the ZMETC algorithm which was directly implementable on the AFM scanner. In comparison,
one could safely implement any of the three algorithms on the HDD system.
In Fig. B.2, we provide several plots of simulation results for both systems under four different
control scenarios. The input xd (dash-dot black) to both systems is a 152.4 Hz raster scan. As
per Chapter 1 and [13], the raster scan is a common trajectory for scanners in AFM systems. The
corresponding outputs x of the HDD and the AFM stage are shown in solid blue and dashed red,
respectively. The top plot is a simple feedback-only simulation where FCL = 1 for both systems.
The three lower plots display simulation results for both systems when using the NPZ-Ignore,
ZPETC, and ZMETC techniques for the feedforward controller FCL, respectively. These shall be
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Figure B.1: The pole-zero maps of the closed-loop HDD and AFM stage discrete-time systems. The
sample time of each is 68 µsec and 40 µsec, respectively. Both have an order of 7 with a relative
degree of 2.
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considered best-case scenario results as the input to the plants in these simulations was allowed to
be as large as it needs to be (i.e., no saturation). Despite this generous allowance, the faults of the
AFM results for NPZ-Ignore and ZPETC are evident.
In Fig. B.2(a), we note that both the NPZ-Ignore and the ZPETC results of the AFM
scanner (dashed red) show high-frequency ringing that causes the trajectory to “bounce” at the
raster corners (containing the high-frequency components of the raster scan). The ZMETC method
(in Fig. B.2(d)) relieves the AFM stage of its ringing problems and forces a slightly delayed tracking
of the raster scan. The HDD continues to track the raster scan despite the fundamental change in
the feedforward model-inverse procedures.
In the next several sections, we discuss why the AFM scanner with RHP NMP zeros struggles
to track the raster scan using the NPZ-Ignore and ZPETC techniques while the HDD with the LHP
NMP zeros tracks the scan well regardless of the feedforward method.
B.2 Analysis of a First-Order Example
In this section, we will break down a simple first-order example for each model-inverse tech-
nique. We assume a sampling time Ts = 1.0 seconds and that the parameter representing the
position of the zero a ∈ (−∞,−1) ∪ (1,∞) is real and outside the unit circle in the system
HCL =
(z − a)
(z − p)
. (B.3)
In this case, A(z), Bs(z), Bu(z), and B
f
u(z) are defined as
A(z) = (z − p), Bs(z) = 1, (B.4)
Bu(z) = (z − a), and B
f
u(z) = (−az + 1).
Using each of the three techniques described in Section A, we can define FCL(z) for each as shown
in Table B.1. Recall, that as per the definition of a ∈ (−∞,−1)∪(1,∞), the equations in Table B.1
are not defined when −1 < a < 1. This is because when −1 < a < 1, exact inverses can be used.
As an example, we can assume p=0.5 and a=∓1.1 (to achieve LHP and RHP NMP zeros,
respectively), and we can plot pole-zero maps for each model and model-inverse method (Fig. B.3).
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Figure B.2: Simulation results for a 152.4 Hz raster scan input (dash-dot black) for the HDD
system (solid blue) and the AFM scanner system (dashed red) for (from top to bottom) feedback-
only control and the NPZ-Ignore, ZPETC, and ZMETC combined feedforward/feedback techniques.
AFM tracking at the raster corners for NPZ-Ignore and ZPETC is poor.
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Figure B.3: The pole-zero maps of X(z)/Xd(z) for the simple 1st-order example for each model-
inverse method. The three plots in the left-hand column represent the systems with LHP NMP
zeros whereas the right column of plots are the contrasting systems with RHP NMP zeros.
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Table B.1: Approximate inverses and overall transfer functions for the 1st-order example for each
approximate inverse method.
Method
FCL(z)
X(z)
Xd(z)
NPZ-Ignore
(z−p)
(1−a)z
(z−a)
(1−a)z
ZPETC
(z−p)(−az+1)
(1−a)2z2
(z−a)(−az+1)
(1−a)2z2
ZMETC
(z−p)
(−az+1)
(z−a)
(−az+1)
As expected from Table B.1, we see that in all cases the transfer function X(z)/Xd(z) retains the
NMP zero in the dynamics. Specifically for NPZ-Ignore, the LHP real zero in X(z)/Xd(z)|Ign
appears at an extremely high frequency. In contrast, we observe in Fig. B.4 that the RHP real
zero in X(z)/Xd(z)|Ign appears at a frequency two orders of magnitude lower than that of its
LHP counterpart. As a result, the RHP NMP zero plays a much larger role in the dynamics of the
system than the LHP zero. Fig. B.4 demonstrates the consequential amplification of high-frequency
components of input signals for RHP NMP zeros.
In Figs. B.3 and B.4, we see the problem with a RHP NMP zero becomes worse when using
the ZPETC method. Here the low-frequency RHP NMP zero gets reflected into the unit circle as
an additional zero. This compounds the problems of the NPZ-Ignore technique as another zero
(albeit stable) gets placed at the exact same frequency of the RHP NMP zero. This additional zero
counteracts the phase drop associated with the RHP NMP zero, but with respect to magnitude,
we get even more amplification of high-frequency components of input signals. In contrast, the
ZPETC method suffers no ill effects of the LHP NMP zero as it and the additional stable zero
occur at such extremely high frequencies that their influence on dynamics is limited to attenuating
the extremely high frequency region.
For the ZMETC method, we see in Figs. B.3(e) and B.3(f) that it reflects NMP zeros into the
unit circle as poles at the same frequency. This is how this method is able to attain “zero-magnitude
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Figure B.4: The frequency responses of the transfer function X(z)/Xd(z) of the 1st-order exam-
ple for each model-inverse method with a LHP and RHP NMP zero (a = −1.1 and a = 1.1,
respectively).
error” at all frequencies. The increasing magnitude effects of any NMP zero is canceled by a stable
pole. One should note that in Fig. B.4, the ZPETC method for both LHP and RHP systems does
not appear to have “zero-phase error” at all frequencies. This is due to the delay added to FCL to
make it causal.
The source of the high-frequency magnitude issues for NPZ-Ignore and ZPETC (demon-
strated in Fig. B.4) becomes clear if we look at the real (ℜ) and imaginary (ℑ) parts ofX(ejω)/Xd(e
jω)
for each model-inverse method. Defining
Γ = ℜ
[
X(ejω)
Xd(ejω)
]
and Φ = ℑ
[
X(ejω)
Xd(ejω)
]
for each model-inverse method, and utilizing some trigonometric identities, we can write Γ and Φ
for each method (see Table B.2). We note that the magnitude of ZMETC remains at unity for
all frequencies regardless of the value of a. In contrast, we see a very different behavior in the
NPZ-Ignore and ZPETC methods when the parameter a is varied.
Specifically, we note that as ω approaches the Nyquist frequency (pi radians/second in the
case of Ts = 1 second), the imaginary term ΦIgn goes to zero regardless of the value of a. That
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Table B.2: Summary of X(ejω)/Xd(e
jω) for the 1st-order example for each approximate inverse
method.
Method
Γ = ℜ
[
X(ejω)/Xd(e
jω)
]
Φ = ℑ
[
X(ejω)/Xd(e
jω)
]
Mag.
(√
Γ2+Φ2
)
NPZ-Ign. ΓIgn =
1−a cos(ω)
1−a ΦIgn =
a sin(ω)
1−a
√
1+a2−2a cos(ω)
(1−a)2
ZPETC ΓZP =
cos(ω)
(1−a)2
(1+a2−2a cos(ω)) ΦZP = − sin(ω)(1−a)2 (1+a
2−2a cos(ω)) 1+a
2−2a cos(ω)
(1−a)2
ZMETC ΓZM =
(1+a2) cos(ω)−2a
1+a2−2a cos(ω)
ΦZM =
(1−a2) sin(ω)
1+a2−2a cos(ω)
1
leaves the real term ΓIgn to dominate the magnitude of X(z)/Xd(z)|Ign and
∥∥∥ lim
ω→π
ΓIgn(ω)
∥∥∥ = ∥∥∥∥1 + a1− a
∥∥∥∥ . (B.5)
When −∞<a<−1, we see that (B.5) is less than one and as a result we expect a “rolling off”
of the magnitude near the Nyquist frequency. In contrast, when 1<a<∞, (B.5) achieves a value
greater than one that suggests amplification of any high-frequency components of the input signal.
A similar analysis on the ZPETC method shows that as ω approaches pi radians/second
∥∥∥ lim
ω→π
ΓZP (ω)
∥∥∥ = ∥∥∥ lim
ω→π
ΓIgn(ω)
∥∥∥2 = ∥∥∥∥1 + a1− a
∥∥∥∥2 , (B.6)
which indicates the squaring effects of a RHP NMP zero when compared to the NPZ-Ignore method;
this can also be seen in the magnitude column of Table B.2.
Fig. B.5 is a plot of the limit of the magnitude of X(z)/Xd(z) as ω approaches the Nyquist
frequency in (A.1) for the closed-loop system in (B.3) for each control method as a is varied. The
yellow shaded region in Fig. B.5 is not valid for comparison of the three approximate model-inversion
techniques as the exact inverse can be used. Again, we see that the ZMETC method achieves unity
gain for X(z)/Xd(z)|ZM for all a. For the NPZ-Ignore and ZPETC methods, we see peaking
magnitudes as a approaches 1 from the right; this will amplify any high-frequency components
of the input signal. Additionally, we see the “rolling off” of the magnitude as a approaches −1
from the left. As we will discover later in this paper, this “rolling off” may actually be a desired
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design feature of these methods. We should note that the “rolling off” of magnitude associated
with LHP NMP zeros in the NPZ-Ignore and ZPETC methods does not generally affect tracking
magnitudes as tracking at such high-frequencies is often beyond what the physical system is capable
of doing. Clearly, the effect of these NMP zeros (regardless of their existence in the LHP or the
RHP) becomes trivial as ‖a‖ becomes large.
B.3 Extension to Complex Zeros
Extending to an example with complex-conjugate NMP zeros, we observe the same trends of
the first-order system. If we define rz > 1 as the distance from the origin to the complex zeros and
θ as the angle (measured from the positive-real axis in radians) associated with rz, we can write
HCL =
(z − rze
jθ)(z − rze
−jθ)
A(z)
=
(z2 − 2rz cos(θ)z + r
2
z)
A(z)
, (B.7)
where A(z) is again polynomial of stable poles of order two or more. Assuming they are stable, the
exact poles in the system are not of interest as they will be canceled in any of the three model-inverse
methods. The angle θ determines the LHP or RHP location of the complex zeros.
Performing an analysis similar to that for the first-order system in Section B.2, we can show
that the conclusions in Section B.2 extend to the case of complex-conjugate zeros by considering
when ω approaches the Nyquist frequency similar to (B.5) and (B.6). We find that the imaginary
terms Φ go to zero and the real terms dominate the magnitude:∥∥∥ lim
ω→π
ΓIgn(ω)
∥∥∥ = ∥∥∥∥(1 + r2z + 2rz cos(θ))(1 + r2z − 2rz cos(θ))
∥∥∥∥ ,∥∥∥ lim
ω→π
ΓZP (ω)
∥∥∥ = ∥∥∥ lim
ω→π
ΓIgn(ω)
∥∥∥2 , and∥∥∥ lim
ω→π
ΓZM (ω)
∥∥∥ = 1. (B.8)
These limits are only valid when rz > 1 since exact inversion can be used when rz < 1.
Fig. B.6 shows the limit of the magnitude of X(z)/Xd(z) as ω approaches the Nyquist fre-
quency for constant rz = 1.1 and varying θ. Again, we see that the ZMETC method achieves unity
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Figure B.5: The limit of the magnitude of X(z)/Xd(z) as ω approaches the Nyquist frequency for
the 1st-order example for each control method as a is varied. The shaded yellow region indicates
the area where the zero would become minimum phase and is not a valid area for comparison.
gain for X(z)/Xd(z)|ZM as θ is varied. For the NPZ-Ignore and ZPETC methods, the effect of
NMP zeros becomes trivial as the zeros move close to the imaginary axis. Similar to Fig. B.5, in
Fig. B.6 we also see the “rolling off” effect of LHP zeros for the NPZ-Ignore and ZPETC methods,
and the amplification effect in the RHP.
B.4 Initial Conclusions on NMP Location in Feedforward Filter Design
We have provided 1st and 2nd-order examples demonstrating the effect of NMP zero position
on model-inverse-based feedforward control. Given these 1st and 2nd-order examples, we can expect
similar behavior with more complex systems comprised of 1st and 2nd-order subsystems. Provided
that expectation and given the analysis thus far in this paper, we have shown that:
(i) For systems with RHP NMP zeros near the unit circle, ZMETC is the only viable choice
of the three feedforward methods discussed here.
(ii) When NMP zeros are far from the unit circle (in either the RHP or LHP), their affect on
the feedforward methods is reduced.
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Figure B.6: The limit of the magnitude of X(z)/Xd(z) as ω approaches the Nyquist frequency for
the complex-conjugate zeros example for each control method as θ is varied and rz is a constant
1.1. θ is measured from the positive-real axis.
(iii) If the NMP zeros are near the unit circle and the real axis, the selection of a feedforward
method should be based on the desired control objectives.
Given our initial analysis, an inexperienced designer of approximate model-inverse controllers
might make the conclusion that she/he will always use the ZMETC method as it guarantees unity
gain of HCL(z)H˜
−1
CL(z) for all ω frequencies and any LHP or RHP location of the NMP zeros.
For NMP zeros in the LHP or far outside the unit circle, other considerations may be important
including signal saturation, control objectives with limited tolerance for delay and more.
When NMP zeros are far outside the unit circle (case (ii)), one should consider computa-
tional requirements and phase-lag issues. For any implementation that has limited computational
resources, the NPZ-Ignore method is the simplest and may be the best option. In terms of phase-lag
issues, depending on the system model, a different amount of delay (z−q) may be needed to make
any of the three feedforward filters causal. This consideration could be crucial for any time-critical
applications [3, 4, 58]. In contrast, some AFM scan applications are not time critical [20, 22], so
phase-lag or time delays may not be problematic.
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If NMP zeros are near the unit circle and the real axis (case (iii)), one should consider the
LHP or RHP location of these NMP zeros, computational requirements, phase lag issues, and
any implementations requiring high-frequency attenuation. Recall from Section B.2 that for LHP
NMP zero locations, the ZPETC or NPZ-Ignore provide potentially beneficial attenuation of high-
frequency regions.
Given a system like the HDD in which any of the three methods can be applied with some
level of success, the designer can make a choice of the three based on their ultimate control goals.
In general, ZMETC might not be an ideal choice for the HDD if the ZPETC provides sufficient
results as the delay associated with ZMETC might not be desired when implemented. An HDD
application might also have limited computational resources, so the NPZ-Ignore technique might be
the best option under those circumstances. Unfortunately, the RHP zeros of the AFM piezoscanner
limit it to only the ZMETC method.
B.4.1 Low-Pass Filters and RHP NMP Zeros
We note that in [63], the authors discuss the effectiveness of their higher-order noncausal-
series approximation for model-inverse control on a system with RHP NMP zeros. Further, in the
same paper, the authors preprocess the desired trajectory signal (xd(t)) with a low-pass filter in
order to allow the use of the ZPETC method with a system containing RHP NMP zeros. The
inclusion of low-pass filters (LPFs) in the feedforward design process for systems with RHP NMP
zeros is an interesting extension of these model-inversion methods and will be the focus of the latter
portion of this appendix.
B.5 Filtering Feedforward Signals
One conclusion of the discussions in the previous sections of this appendix is that when a
system has RHP NMP zeros near the unit circle, the only applicable design option of the three is
ZMETC. This is true if the feedforward design methods are used in the strict feedforward archi-
tecture as shown in Fig. A.1. By adding an additional design element in the form of a low-pass
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filter (LPF) after FCL (as suggested in [63] and used for minimum-phase systems in Chapter 4),
we discover that these previously unusable techniques become of value again.
Looking at the frequency response of the overall transfer function X(z)/Xd(z) of the AFM
system in (B.1) in Fig. B.7, we note the same trend we saw in Fig. B.4(b). Both the ZPETC
and the NPZ-Ignore techniques magnify the high-frequency regions, while the ZMETC provides
unity magnitude at all frequencies. By properly pairing a LPF with the ZPETC and NPZ-Ignore
filters, we can alleviate this magnification at high-frequencies and return these magnitudes to the
neighborhood of unity. A few drawbacks to adding a LPF to the system to make ZPETC and
NPZ-Ignore methods viable options are that (a) it is a further design requirement that adds design
complexity and computational cost to implementation and (b) the performance is sensitive to the
design of the low-pass filter.
In the following subsections, we introduce the use of LPFs with these feedforward filters
and discuss their use. Experimental results from the x-direction of the nPoint piezoscanner are
provided to support our conclusions. These experimental results can be compared using the same
performance metrics described in Section 1.2.2. That said, it is difficult to directly compare these
FFCLI experimental results presented here in this appendix with those FFCLI results presented in
Chapters 4 and 5. This is because the results presented here relies on the use of a model of the
plant that has RHP NMP zeros and is much higher order than that of the minimum-phase (2.1).
This is due in part to the Pade´ representation of delay that yields NMP zeros, but also that this
model was fit to data under different design circumstances. That said, the system model used here
is much more sensitive to variations in stage operating range such as those presented in Fig. 2.8.
B.5.1 LPF Design
In systems with RHP NMP zeros near the unit circle, the ZPETC and NPZ-Ignore methods
can be implemented if low-pass filters are included in the feedforward path. Based on the discussion
in previous sections of this paper, one might think that the best LPF would be the one that results
in an overall transfer function for ZPETC and NPZ-Ignore that mimics the ZMETC system and
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Figure B.7: The frequency responses of the transfer function X(z)/Xd(z) of the AFM system
in (B.1) for each model-inverse method.
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Figure B.8: The frequency responses of the transfer function X(z)/Xd(z) of an AFM piezoscanner
with each model-inverse method (NPZ-Ignore, ZPETC, and ZMETC) when a LPF is included.
The 5th-order Butterworth filter cut-off frequencies are 1050, 750, and 2500 Hz, respectively.
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retains approximately unity gain for all frequencies (see Fig. B.7). After several experiments on our
nPoint x-y scanner using low-pass filtered feedforward signals on ZPETC and NPZ-Ignore that were
designed to achieve approximately unity gain for all frequencies for the overall transfer function,
we discovered that this design approach is not ideal. As discussed in, Chapter 4, we also need the
overall transfer function to “roll off” at high frequency to reduce the propagation of signal noise
and limit the application of control authority to very high-frequency regions.
By designing the LPFs such that the frequency response function (FRF) of the overall transfer
function “rolls-off” at high frequencies (much like we see in Fig. B.4(a)) for feedforward filter design
for LHP NMP zeros), we note better experimental performance than when we design for unity gain
for all frequencies. Although not necessary, the ZMETC designs can also show gains in performance
when a LPF is included in the feedforward path.
In our system, these additional ZMETC performance gains present themselves as improved
raster tracking performance at speeds (152.4 Hz) greater than we had seen before. Prior to adding
LPFs to the feedforward path, our RHP-NMP-zero AFM piezoscanner was limited to ZMETC as
the only viable option of the three model-inversion methods discussed here. The result of using this
pure ZMETC design is well-performing raster tracking [20, 27], but the raster speed was limited
by saturation of the control signal ux. The ZMETC filter FCL produces signals with amplified
high-frequency components, and the result is that the control signal ux can easily grow beyond its
physical limits as the desired speed of the raster input increases. This is because ZMETC achieves
unity gain of X(z)/Xd(z) by applying an FCL filter that amplifies high frequencies in an effort to
counteract the typical low-pass shape of HCL(z).
Three Butterworth filters were used with varying cut-off frequencies for each of the three
feedforward model-inversion techniques. For the sake of comparison, the order of these LPFs is
kept at five. The choice of the exact cut-off frequency is made empirically for each feedforward
method by selecting a frequency that limits signal excitement to sufficiently avoid control signal
saturation. After including the LPFs into the overall transfer function, the overall transfer function
responses in Fig. B.7 become those in Fig. B.8.
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The NPZ-Ignore and ZPETC methods are more sensitive to the choice of the LPF cut-
off frequency. This is because in the case of these two techniques, the filter is playing the role
of “pulling-down” the amplification at high-frequencies as well as “rolling-off” at extremely high
frequencies. As a result, the cut-off frequency for these two methods must occur at a frequency
much lower than that of the LPF used with the ZMETC filter. Consequently, the LPFs for the
NPZ-Ignore and ZPETC methods will filter out more high-frequency components of the desired
raster-pattern.
B.6 Experimental Feedforward Results Using LPFs.
Experimental results of the low-pass filtered use of the NPZ-Ignore and ZPETC methods
on our RHP-NMP-zero AFM piezoscanner are shown in Figs. B.9 and B.10. Each method uses
the same feedback controller used in the feedback-only example of Fig. 3.1. As per the preceding
discussion, the LPFs enable the implementation of these feedforward design methods.
Experimental results of the low-pass filtered use of the ZMETC method on our RHP-NMP-
zero AFM piezoscanner are shown in Fig. B.11. Again, the LPF enables the tracking of a raster
pattern at this frequency as the control signal will saturate without it.
We plot the tracking error for each result for comparison. The performance metrics and the
tracking error of each all suggest that NPZ-Ignore provides the least desirable performance of the
feedforward methods. Recall that this is expected as NPZ-Ignore does not address the NMP zeros
in the dynamics of the system. That said, the design of the LPF plays a large part in the quality
of tracking performance.
B.7 Discussion
In this appendix we have reviewed three well-known discrete-time model-inversion techniques
and discussed their applications to systems with right and left-half plane NMP discrete-time zeros.
When using these methods in the strictest sense, we note the conclusions summarized in Section B.4.
Further, as suggested in [63], we combined the feedforward filters from each method with LPFs on
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Figure B.9: Experimental results for LPF NPZ-Ignore feedforward control when given a 152.4 Hz
raster pattern. The tracking error, xd(t−k
∗Ts)−x(t), is provided on a secondary axis in green; it
has an RMS of 0.0682.
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Figure B.10: Experimental results for LPF ZPETC feedforward control when given a 152.4 Hz
raster pattern. The tracking error, xd(t−k
∗Ts)−x(t), is provided on a secondary axis in green; it
has an RMS of 0.0640.
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Figure B.11: Experimental results for LPF ZMETC feedforward control when given a 152.4 Hz
raster pattern input. The tracking error, xd(t−k
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it has an RMS of 0.0536.
151
a system with RHP discrete-time zeros near the unit circle. The low-pass filters are required for
the NPZ-Ignore and ZPETC to be physically implementable, while the ZMETC method does not
require it, but it also benefits from the use of a LPF. This benefit comes in the form of reduced
control-signal energy which allows raster speeds to be increased without saturating the plant input
signal ux.
Given our experimental results and discussions, we can further conclude that:
(a) For systems with RHP NMP discrete-time zeros near the unit circle, NPZ-Ignore and ZPETC
feedforward filters must be combined with a well-designed LPF in order to be viable feed-
forward design options. Further, combining an LPF with ZMETC may not be required for
implementation, but may allow better performance by reducing the likelihood of saturation.
(b) For systems with LHP NMP discrete-time zeros near the unit circle, NPZ-Ignore, ZPETC, and
ZMETC feedforward filters can be used directly without the use of a LPF. However, using a
LPF filter with the ZMETC design may allow better performance by reducing the likelihood
of saturation.
In general, it is wise to consider the location of discrete-time NMP zeros when using any of
these three model-inversion feedforward methods. Since the performance of model-inverse-based
feedforward control can degrade in the presence of model uncertainty or flaws in the model, it is
also important to evaluate model-accuracy before considering model-inverse-based controller design.
NMP zero location will continued to be discussed in a portion of Appendix C.
Appendix C
The Adaptive-Delay Algorithm and NMP Zeros
In Chapter 5, we introduced the adaptive-delay algorithm variation upon the FFPI archi-
tecture that updated the single-parameter discrete-time delay value to account for variations and
uncertainty in the plant model. In Chapter 5, the adaptive-delay algorithm was implemented on an
minimum-phase system. That adaptive algorithm can be applied on nonminimum-phase (NMP)
systems as well and has additional advantages for NMP systems. Here, we explore the use of the
adaptive-delay algorithm on NMP systems and discuss its benefits.
In this appendix, we demonstrate how augmenting the plant-injection architecture with an
adaptive-delay algorithm can yield a performance equivalent to (or better than) standard FFPI and
FFCLI architectures for a NMP system. When using the adaptive-delay variation upon the FFPI
architecture, FP is designed as a model-inverse filter and FCL becomes an adaptive-delay filter (as
shown in Fig. 5.1). The significance of this result is: (a) it typically provides less computational load
than the FFCLI and pure FFPI architectures and (b) the computation of the adaptive algorithm
is not dependent on (potentially varying and/or difficult to identify) plant parameters.
C.1 Combined Feedforward/Feedback Control
As discussed in Chapter 4 for minimum-phase systems and in Appendices A, and B for NMP
systems, combining feedback controllers with model-inverse-based feedforward controllers can lead
to additional performance gains. That said, the appearance of NMP zeros can hinder performance
and challenge the feedforward filter design. In particular, Appendix B discussed how the location
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of the discrete-time NMP zeros in the complex plane can lead to further complications.
Recall from Chapter 4, that the overall transfer function of the dual-feedforward arrangement
shown in Fig. 1.4 is
X(z)
Xd(z)
=
P (z)FP (z) + P (z)C(z)FCL(z)
1 + P (z)C(z)
. (C.1)
If the feedforward filters FP (z) = 0 and FCL = 1, then (C.1) reduces to the common expression for
the dynamics of a feedback-only closed-loop system,
HCL(z) =
P (z)C(z)
1 + P (z)C(z)
. (C.2)
Here, for a NMP model of our nPoint piezoscanner, we discuss the use of the adaptive-delay
variation upon the FFPI architecture of Chapter 5 for a NMP system. For model-inverse-based
feedforward control design, we focus the analysis in this appendix solely on the ZMETC (introduced
in Appendix A).
C.2 FFCLI with ZMETC Model-Inverse Control
The creation of a ZMETC model-inverse controller for HCL(z) of the FFCLI architecture
follows the ZMETC procedure described in Appendix A.1.3 in which we formulate an overall transfer
function of the FFCLI system from the desired input xd to the output x as
X(z)
Xd(z)
∣∣∣∣
FFCLI
= HCL(z)FCL(z). (C.3)
Similar to (A.2), we start constructing FCL(z) by partitioning our model for the closed-loop
system HˆCL(z) into polynomials and apply ZMETC. The resulting filter is written as
FCL = z
−rH˜−1CL(z) =
z−rCLACL(z)
BsCL(z)B∗uCL(z)
(C.4)
where the polynomials ACL(z), BsCL(z), and B
∗
uCL(z) contain all the poles, minimum-phase zeros,
and reflected nonminimum-phase zeros of the model HˆCL(z), respectively. It should be clear that
when HCL(z) is minimum-phase and the plant P (z) (and feedback controller C(z)) is known with
certainty, (C.3) becomes unity or a delay block. In that case, we expect x to perfectly track xd
(perhaps with some delay).
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We can learn more about this ZMETC version of FFCLI if we assume a nonminimum-phase
plant with relative degree r and a minimum phase, and exactly proper C(z). This indicates that
any nonminimum-phase zeros are only associated with Pˆ (z) and the relative degree r of the closed-
loop system HCL(z) is equal to that of Pˆ (z), or rCL= r. We start investigating by dropping the
argument z (for convenience), and the ∧ notation that distinguishes the model from the plant
(as we will assume Pˆ (z) = P (z)). Next, we also define the plant dynamics P , and the feedback
controller C, as ratios of polynomials as in
P =
B
A
=
BsBu
A
, and C =
CN
CD
. (C.5)
Similar to (A.2), A and B represent polynomials defining the plant poles and zeros, respectively.
Further, B has again been broken down into the polynomials Bs and Bu that separate the minimum-
phase zeros from the nonminimum-phase zeros, respectively. The subscripts N and D indicate
numerator and denominator polynomials pf the compensator C, respectively.
Using the definitions in (C.5), we can further expand (C.2) to
HCL =
BCN
ACD +BCN
=
(BsCN )Bu
ACD +BsBuCN
. (C.6)
Again, knowing that C is minimum phase, all the nonminimum-phase zeros are contained in the
polynomial Bu and we can clearly define BsCL, BuCL, and ACL for the purposes of ZMETC
formulation as
BsCL = BsCN
BuCL = Bu
ACL = ACD +BsBuCN . (C.7)
For minimum phase C, B∗uCL is equal to the same B
∗
u for the ZMETC design in Appendix A, or
B∗u(z) = bu0z
n + bu1z
n−1 + · · ·+ bun. (C.8)
Again, because C is assumed to be exactly proper, r is the relative degree of Pˆ (z). Using the
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polynomials defined in (C.7), we can write an expanded version of (C.4) as
FCL = z
−rH˜−1CL =
z−rACL
BsCLB∗uCL
=
z−r(ACD +BsBuCN )
(BsCN )B∗u
. (C.9)
We can formulate the overall ZMETC FFCLI transfer function if we insert (C.9) and (C.6) into
(C.3) as in
X(z)
Xd(z)
∣∣∣∣
FFCLI, ZMETC
=
(BsCN )Bu
(ACD +BsBuCN )
z−r(ACD +BsBuCN )
(BsCN )B∗u
,
=
z−rBu
B∗u
. (C.10)
In (C.10), the transfer function from xd to x reduces to a transfer function with unity gain at all
frequencies and possibly some phase delay. This indicates that under these circumstances, we can
expect to perfectly track the desired reference signal with perhaps some delay. It is important to
note that if the plant P is minimum phase, Bu = B
∗
u = 1. As a result, the overall transfer function
would reduce to z−r (or 1 if r = 0), so as noted in Chapter 4, we can expect perfect tracking with
a delay equal to z−r for minimum phase systems.
C.3 FFPI with ZMETC Model-Inverse Control
We continue to assume the feedback filter C is exactly proper and minimum phase and the
model of the plant matches the plant dynamics exactly (Pˆ (z) = P (z)). Further, for the moment,
we assume the plant is minimum phase. In that case, we can formulate a stable FP by directly
inverting P , FP =
A
B
. Here, A and B again represent polynomials defining the plant model poles
and zeros, respectively. Again, and as in Chapter 4, the only other special consideration required
is if the relative degree r of the plant is greater than zero; if it is, additional delay (of r time steps)
is required to make FP causal as in
FP =
z−rA
B
= z−rP−1. (C.11)
Again, if r > 0, then the feedforward block FCL should be defined not as unity, but rather as a
delay block equal to z−r (see Fig. 4.4). This ensures the proper coordination of the arrival of the
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signals uxff and xff to the closed-loop system. The exact reason for this design choice will be
further explained below.
Returning to the overall transfer function from xd to x in (C.1), we can write the overall
transfer function for this minimum-phase FFPI arrangement as
X(z)
Xd(z)
∣∣∣∣
FFPI, Min.Phase
=
PFP + z
−rPC
1 + PC
. (C.12)
If we assume our model represents our system exactly (Pˆ−1 = P−1), we note the reduction of the
overall transfer function (in this minimum-phase case) to a delay equal to r samples,
X(z)
Xd(z)
∣∣∣∣
FFPI, Min.Phase
=
z−rPP−1 + z−rPC
1 + PC
= z−r
(
1 + PC
1 + PC
)
= z−r. (C.13)
Here, we can expect the “perfectly-delayed” tracking of the desired input xd. Of course, this
assumes a perfect inverse of P exists. Further, in equation (C.13), it is again clear why FCL = z
−r
is required as if it were not, the overall transfer function would not reduce to the compact form
shown in (C.13) and “perfectly-delayed” tracking would not occur. The reader should note that
in the minimum-phase case (when C is also minimum phase and exactly proper), the FFCLI and
FFPI architectures reduce to the same overall transfer function, z−r.
Returning to the NMP case, the formulation of a ZMETC filter for P follows closely the
procedure described in Appendix A. Again, we write the model of the plant dynamics as in
Section (C.14), partitioning the polynomial Bs (containing the stable (invertible) zeros) from the
polynomial Bu (containing the unstable (noninvertible) zeros):
Pˆ =
B
A
=
BsBu
A
. (C.14)
Applying the ZMETC procedure of Appendix A to (C.14) to determine FP for the FFPI architec-
ture, we arrive at
FP = z
−rP˜−1 =
z−rA
BsB∗u
. (C.15)
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In the minimum-phase case, setting FCL = z
−r is required in the FFPI architecture to ensure
synchronous arrival of the signals. In the nonminimum-phase case, one could argue the same
point as to why FCL should be again set to z
−r. However, there are problems associated with
setting FCL = z
−r for a nonminimum-phase system in the FFPI architecture when using ZMETC.
Experimental FFPI examples of overshoot problems associated with using ZMETC to design FP ,
and setting FCL = z
−r for a nonminimum-phase system can be seen in [20, 22, 27]. The source
of these problems becomes evident after following through with the analysis of (C.1) and inserting
(C.15) and (C.14),
X(z)
Xd(z)
∣∣∣∣
FFPI, ZMETC
=
PFP + PCFCL
1 + PC
=
(BsBu
A
)( z
−rA
BsB∗u
) + (BsBu
A
)CFCL
1 + (BsBu
A
)C
=
z−rBu
B∗u
A+BsBuCFCL
A+BsBuC
=
z−rBu
B∗u
[
A+BsB
∗
uCFCLz
r
A+BsBuC
]
. (C.16)
The last line of (C.16) reveals the factor z
−rBu
B∗u
which is the unity-gain overall transfer function of
the ZMETC FFCLI system derived in (C.10). The remaining factor in brackets in the last line of
(C.16) is the key to determining FCL such that we achieve the best performance possible out of
the FFPI architecture. We will name that factor ∆(z) as it represents the fundamental difference
between the ZMETC application of the FFPI and FFCLI architectures:
∆(z) =
A+BsB
∗
uCFCLz
r
A+BsBuC
. (C.17)
Further, in (C.18), we note that choosing FCL = z
−r (as with the minimum-phase case), exposes
the source of the overshoot discussed in [20, 22, 27]:
∆(z)
∣∣
FCL=z−r
=
A+BsB
∗
uC
A+BsBuC
. (C.18)
This term does not have unity gain at all frequencies. We can calculate a frequency response of
∆(z) when FCL = z
−r given our plant model P and our feedback filter C (to be introduced and
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discussed in Section B.6). The result is shown in Fig. C.1 and demonstrates the lack of unity
gain of ∆(z) at all frequencies when FCL = z
−r. Under this arrangement, and based on the
information in Fig. C.1, we can expect the system will struggle to track any signal other than those
at low frequencies (which are trivial as feedforward filters are not needed to track raster patterns
at these rates). From Fig. C.1, one might argue that signals with high-frequency content could
also be tracked, high-frequency rasters are not realistic for our piezoscanner due to many problems
including low signal-to-noise ratio, signal saturation, unmodeled high-frequency modes inherent to
the piezos and more.
In order for the FFPI architecture to perform properly given a nonminimum-phase plant,
we need to solve for the proper FCL that will make ∆(z) have unity gain. Setting ∆(z) = 1 and
solving for FCL yields
FCL
∣∣
FFPI, ZMETC
=
z−rBu
B∗u
. (C.19)
Note that this is the same expression for the overall transfer function in (C.10) that we found for
the the FFCLI case. Further, using it will yield the same overall transfer function for the FFPI
case,
X(z)
Xd(z)
∣∣∣∣
FFPI, ZMETC
=
z−rBu
B∗u
[
A+BsB
∗
uCFCLz
r
A+BsBuC
]
=
z−rBu
B∗u
[
A+BsBuC
A+BsBuC
]
=
z−rBu
B∗u
. (C.20)
Now, we have found an expression for FCL when using ZMETC in the FFPI architecture that
theoretically will yield the same performance as the FFCLI architecture when using the same exactly
proper and minimum phase feedback controller C and ZMETC for the model-inverse feedforward
controller design.
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Figure C.1: The frequency response of the transfer function ∆(z) in (C.18) when FCL = z
−r. This
plot was created using our particular model for the plant P and our feedback controller C.
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(a) FFCLI: Je = 5.62× 10
−5 and Jm = 4.09× 10
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(b) FFPI: Je = 9.52× 10
−5 and Jm = 7.37× 10
−2
Figure C.2: Experimental results for (a) ZMETC closed-loop-injection feedforward and (b) ZMETC
plant-injection feedforward control when given a 99.2 Hz raster pattern. Three curves appear in
each figure: xd(t), xd(t− k
∗Ts), and x(t). The performance metric values for each experiment are
provided in the corresponding sub-captions (recall performance metric values closest to zero are
superior), and the value for k∗ is provided in the lower left of each sub-figure. The tracking error,
xd(t−k
∗Ts)−x(t), has an RMS of 0.0743 and 0.0969 for FFCLI and FFPI, respectively.
161
Table C.1: ZMETC Combined Feedforward/Feedback Summary*
Arch. System FCL FP
X(z)
Xd(z)
FFCLI
MP
z−rACL
BCL
0 z−r
NMP
z−rACL
BsCLB
∗
uCL
0 z
−rBu
B∗u
FFPI
MP z−r z
−rA
B
z−r
NMP z
−rBu
B∗u
z−rA
BsB∗u
z−rBu
B∗u
* This summary assumes the feedback controller C is minimum phase and exactly proper.
C.4 FFCLI and FFPI Compared
Thus far, we have introduced two common combined feedforward/feedback architectures and
discussed some specifics when using model-inverse control (particularly the ZMETC) for feedfor-
ward control design. Table C.1 summarizes the discussion of Sections C.2 and C.3.
According to the analysis, we can expect (with proper modeling and controller design) that
the FFCLI and FFPI architectures will perform equally. Previously in Chapter 4, and later in
Section C.5 we will investigate the validity of this claim with respect to experimental results.
Assuming equal performance, what benefits can we expect from each architecture with respect to
implementation?
Except when the feedback controller is of trivial design, such as only a gain, we can expect that
FCL of the FFCLI architecture will always have a higher order than FP of the FFPI architecture.
The order of a filter could be a critical design decision when working with systems with minimal
or limited computational power (such as hard-disk drives).
Using a measure of feedforward FLOP count (or the number of floating-point operations
required per each instance of hardware interrupt on a microprocessor used to calculate the output
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of the feedforward filters), we can begin to quantify the computational load of each feedforward
technique. Defining NFCL and NFP as the order of the FCL and FP filters, respectively, and NBu
as the number of nonminimum-phase zeros in the plant (or the order of the polynomial Bu), we
introduce Table C.2 summarizing the FLOP count associated with each architecture.
Recall that in all except the most trivial cases, NFCL > NFP , and further that NBu ≤ NFP .
Also, as per our implementation, we assume that any portions of filters that are pure delay (that
are not required for filter causality) are handled by microprocessor memory rather than a filter
calculation.
Plugging realistic example numbers into Table C.2 for NFCL , NFP , and NBu , we note that
depending on the number of nonminimum-phase zeros (Bu) and the orders of plant and feedback
controller (together of which determine NFCL), the lowest number of FLOP counts varies between
the FFPI and FFCLI architectures for nonminimum-phase plants.
One caveat of Table C.2 is the fact that it does not include the possibility that NFCL could
be smaller than indicated by the order of the plant P and feedback controller C. That is to say
that, due to pole-zero cancellations, the calculation of the closed-loop transfer function HCL (which
determines FCL) may be a few orders lower than the sum of the orders of the plant P and feedback
controller C might indicate. Further, in the process of implementation, a designer may decide that
some near pole-zero cancellations might be close enough to cancel when calculating HCL. In short,
(except in extreme cases such as when the order of the feedback filter >> the order of the plant)
there is no general rule for which architecture, FFPI or FFCLI will have the lowest computational
load. The designer will need to calculate this load for particular control designs.
Beyond FLOP count, there are some other reasons why a designer might choose one archi-
tecture over the other. For our nPoint piezoscanner, we are particularly interested in the FFPI
architecture due to the fact that FP will typically have parameters that are closely tied to the
physical system P that are not obscured by feedback controller parameters and the typically high
order of FCL. If adaptive feedforward methods are to be applied (such as in Chapters 5 and 7),
the FFPI architecture may be preferred as the adaptation algorithm will have a lower-order filter
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Table C.2: FLOP Count Summary for Three Feedforward Controller Combinations*
Arch. System
FCL FLOP FP FLOP Total FCL & FP
Count Count FLOP Count
FFCLI
MP 4NFCL+3 0 4NFCL + 3
NMP 4NFCL+3 0 4NFCL+3
FFPI
MP 0 4NFP +3 4NFP+3
NMP 4NBu+3 4NFP+3 4NBu+4NFP+6
Adpt. τ
MP 4 4NFP+3 4NFP+7
NMP 4 4NFP+3 4NFP+7
* FLOP count is the number of floating point operations during each typical hardware interrupt. These
FLOP counts are based on using the ZMETC for feedforward design and assume a minimum-phase and
exactly proper C.
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to adapt upon and the adaptation parameters will likely have more obvious physical relationships
with the estimated plant parameters.
That said, if there is a large amount of uncertainty in the identification of nonminimum-
phase zeros, there may be an advantage to using the FFCLI architecture. This is because the
nonminimum-phase arrangement of FFPI requires the calculation of two signals xff and uxff
using the potentially erroneously identified nonminimum-phase zeros in polynomial form, Bu and
B∗u. In contrast, the FFCLI architecture will only have one signal xff requiring computation with
Bu and B
∗
u. Next, we look at experimental results comparing these two architectures on the nPoint
piezoscanner with a model containing nonminimum-phase zeros.
C.5 Initial Experimental Results
This section presents experimental results of a comparison of the FFPI and FFCLI architec-
tures while using ZMETC model-inverse feedforward control. All laboratory work was performed
on the x direction of the nPoint NPXY100A x-y piezoscanner stage. Recall that in Chapter 2, we
presented a model for this system in(2.1) which is minimum phase with ten samples of delay. Given
that, Appendix E.2 demonstrates that nonphysical NMP zeros can result when fitting a model to
a system with delay if that delay is not accounted for in the fit. In summary, the delay becomes
approximated by a discrete-time representation of a Pade´ approximation and NMP zeros appear.
Whether the NMP zeros are physical characteristics of the system of artifacts of sampling or
modeling, one must still address them when implementing discrete-time model-inverse-based control
design and their existence will challenge the control design and resulting system performance. Given
that, we obtained a 4th-order discrete-time model of the stage, shown below in (C.21). The model
includes two nonminimum-phase zeros (z = 1.1565 ± 0.1735j) that challenge the performance of
control designs and limit the effectiveness of the model-inverse based feedforward method. The
relative degree r = 2, and the sample rate for this model and all associated controllers is 25 kHz.
Pˆx(z) =
0.0026339(z2 − 2.313z + 1.368)
(z2 − 1.816z + 0.8284)(z2 − 1.959z + 0.9863)
. (C.21)
165
All experimental work uses the same feedback controller C in (3.1) that is exactly proper and
minimum phase.
C.5.1 Experimental Results
In Fig. C.2, we provide experimental results comparing the FFPI and FFCLI architectures.
Although neither is perfect, the performance metrics indicate the FFCLI architecture’s ability to
track the supplied 99.2 Hz raster pattern is better than the FFPI architecture. In previous work,
[20,22,27], FFPI results included a large amount of overshoot at the corners of the raster pattern.
This in contrast to the results in Fig. C.2(b) which do not demonstrate such overshoot. This change
in trajectory shape for the FFPI experimental results can be explained by the change in the design
of FCL from z
−r to z
−rBu
B∗u
. The tracking results of Fig. C.2 are good relative to the feedback-only
results of Fig. 3.1, but we have additional concerns about the variation of the frequency response
of the x direction of our scanner shown in Fig. 2.9.
The hardware interrupt (HWI) of the microprocessor we are using to implement these control
algorithms is becoming increasingly “full”. As a result, any changes to the feedforward implemen-
tation that limit the FLOP count in the HWI (while matching existing performance) are welcome.
Further, changes that both limit the FLOP count and do not require identified plant parameters for
computation are even more welcome. The following section discusses the adaptive-delay algorithm
of Chapter 5 for NMP systems that accomplishes those immediate goals while retaining tracking
performance.
C.6 The Adaptive-Delay FFPI Algorithm
As discussed in Chapter 5, some experimental testing showed that the performance of using
the minimum-phase variation of the FFPI architecture (FCL = z
−r) on our nonminimum-phase
system could be improved upon if the value of the r delay in Fig. 4.4 was allowed to vary within
its numeric neighborhood. We recall the introduction of the integer variable τ which replaces the
constant r in the delay of the FCL block, and remind the reader that the optimal value of τ is
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likely not an integer. Nonetheless, an integer τ was assumed due to its effectiveness and lack of
complexity in implementation.
With respect to a NMP system using ZMETC, we can show that an optimal choice of τ exists
by reworking the definition of ∆ from (C.17). If we start with (C.12), but replace the r in the FCL
block with τ , we arrive at
X(z)
Xd(z)
∣∣∣∣
τ FFPI
=
PFP + z
−τPC
1 + PC
. (C.22)
Following the same general steps for ZMETC described in Appendix A, we can rewrite the
overall transfer function of this τ -delay variation on the FFPI architecture as
X(z)
Xd(z)
∣∣∣∣
τ FFPI
=
z−rBu
B∗u
[
A+BsB
∗
uCz
r−τ
A+BsBuC
]
. (C.23)
In (C.23), we notice the same unity-gain factor z
−rBu
B∗u
from (C.10) and (C.16), and we define the
portion in brackets as
∆τ (z) =
A+BsB
∗
uCz
r−τ
A+BsBuC
. (C.24)
The τ subscript on ∆τ (z) indicates that this transfer function is not necessarily the same as (C.17).
Using ∆τ (z), we can study how the magnitude of its frequency response changes as we vary τ .
The choice of τ that provides a frequency response of ∆τ (z) closest to unity magnitude will be the
optimal. Recall that Fig. C.1 shows the magnitude and phase of ∆τ (z) when τ = 2. In Fig. C.3,
we expand upon Fig. C.1 and provide new frequency response plots for the magnitude of ∆τ (z) as
we vary τ .
In Fig. C.3, the original case (τ = 2) is shown in black. As τ increases, the magnitude
of ∆τ (z) becomes closer to unity. At τ = 16 (shown in magenta), the magnitude is closest to
providing unity gain for all frequencies. Beyond τ = 16, the magnitudes trend away from unity
gain for all frequencies. Under these circumstances, setting τ = 16 should lead to improved FFPI
tracking performance. Note that no integer choice of τ leads to ∆τ (z) being unity magnitude for all
frequencies. The data used in creating Fig. C.3 suggests that the “optimal” choice for τ is actually
a value that is less than 16, but greater than 15. Again, and as discussed in Chapter 5, having a
non-integer τ will complicate implementation, so it is constrained to be an integer value.
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Figure C.3: The magnitude portion of the frequency response of ∆τ (z) as we vary τ . The τ values
for each particular curve are shown on the plot. The original case (τ = 2) is shown in black. At
τ = 16 (shown in magenta), the magnitude is closest to providing unity gain for all frequencies,
and setting τ = 16 will offer the most improved FFPI performance. This plot was created using
the model for the nPoint-piezoscanner plant P in (C.21) and the feedback controller C in (3.1).
Further, the data for ∆τ (z) shown in Fig. C.3 is based upon the model of our plant and our
feedback controller, so we cannot assume that τ = 16 will be the ideal choice for implementation on
our actual hardware. However, it is not too bold to assume that an ideal choice of τ exists and it is
likely in the neighborhood of 16. This claim provides motivation to develop an adaptive algorithm
that automatically calibrates the system to use the best choice of τ . Note that the experimental
results for the FFCLI algorithm shown in Fig. C.2(a) indicate a value for k∗ where 16 is the closest
integer, the same value for τ that is suggested by the analysis in Fig. C.3. This is likely more
than just coincidence, but we note that this value for k∗ in the FFCLI algorithm can vary over
experimental trials.
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C.6.1 The Adaptive-Delay Algorithm and NMP Systems
For NMP and minimum-phase systems, the adaptive-delay algorithm remains the same as
described in Chapter 5, and we refer the reader to that chapter for details. Here, Table C.2 includes
FLOP count information for the adaptive-delay algorithm. Note that Table C.2 only includes the
FLOP count for a typical sample which is the calculation of (5.1). That calculation requires 4
floating point operations per discrete-time sample. Once per raster period, (5.2) will also need
to be calculated which adds 2 more floating point operations. Additionally, within the context of
a single AFM image, the computational load can be reduced further if the update calculation is
turned off after the convergence of τ ; if this is done, the feedforward computational load will be
only that of FP .
C.6.2 Experimental Results of NMP FFPI with Adaptive-Delay
Experimental results when using the adaptive-delay FFPI algorithm on the nPoint NPXY100A
x-y piezoscanner (with the NMP model (C.21) for feedforward controller design) are provided in
Fig. C.4. In particular, Fig. C.4 shows the steady-state results (after τ has completed adapting).
Comparing the performance results of the FFCLI architecture in Fig. C.2 with those in Fig. C.4,
we note that according to the performance metrics, the adaptive-delay algorithm has successfully
performed at a better level than that of the FFCLI and FFPI results.
Despite the analysis of Section C.3 that suggests the optimal τ is 16, in the experimental data
presented, the adaptive algorithm actually converged to τ = 15. Some variation from the analysis
can be expected as the data used in Fig. C.3 is numerically computed from the feedback controller
and a linear plant model that was obtained by experimental system identification methods. Further,
the converged value for τ tends to vary by ±1 as data is taken throughout the day. These natural
variations further support the need for an adaptive algorithm to determine τ and the motivation
for additional adaptive methods for other control filters.
Similar to Figs. 5.4 and 5.5, in Fig. C.5, the output signal x (brown) and the input signal
169
0 0.01 0.02 0.03 0.04
−2
−1
0
1
2
Po
sit
io
n 
(µm
)
Time (sec)
k* = 16.0703
−200
−100
0
100
200
Tr
ac
kin
g 
Er
ro
r  
(nm
)
xd(t) xd(t− k
∗Ts) x(t)
(a) Adaptive τ FFPI: Je = 4.24× 10
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−2
Figure C.4: Experimental results for the adaptive-delay algorithm implemented on the FFPI
architecture once τ has reached the steady-state value of 15. Similar to Fig. C.2, three curves
appear in the figure: xd(t), xd(t− k
∗Ts), and x(t). The tracking error, xd(t−k
∗Ts)−x(t), has an
RMS of 0.0645. Note the values for the performance metrics are on the order of (and slightly better
than) the performance levels of the FFCLI and FFPI architectures in Fig. C.2.
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Figure C.5: The output signal x (brown) and the 99.2 Hz input signal xd (black) are plotted
immediately after activating the adaptive τ algorithm. On an auxiliary (right) axis, we also provide
the value of τ (dark green) as it updates. After 3 raster periods (or 2 updates), the algorithm settles
at τ = 15 and the output then matches the data shown in Fig. C.4.
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xd (black) are plotted immediately after activating the adaptive τ algorithm. Again, the value of
τ (dark green) is plotted on an auxiliary axis in Fig. C.5. The initial choice of τ = 2 was selected
because that represents the choice of τ as dictated by the minimum-phase ZMETC FFPI algorithm.
A more intelligent choice of τ would be 16 as per the analysis of Section C.3 and Fig. C.3, but that
choice fails to demonstrate the adaptive capability of the algorithm. As a result, we selected τ = 2
as an initial value to show the adaptive algorithm in action.
To further support the value of this adaptive-delay algorithm and the analysis in Sections C.5
and C.6, we have also provided (in Figs. C.6 and C.7) experimental results in which the desired
raster pattern xd(t) frequency has been increased to 115.7 Hz. In these cases, we again see the
adaptive-delay algorithm perform well. Further, a 88.6 Hz raster pattern input has also been applied
to the system and the results are similar. Tracking beyond 115.7 Hz is the nearly the highest raster
frequency that can be safely tracked without the use of a low pass filter (LPF) in the feedforward
path. The LPF is required to avoid saturation of the system; more information on the use of LPFs
in the feedforward path can be found in Chapter 4 and Appendix B.
The ability of the adaptive-delay algorithm to approximate z
−rBu
B∗u
(the NMP design for FCL)
with only an adaptive delay z−τ can be further understood if we take a close look at each. To start,
both z
−rBu
B∗u
and z−τ have the same unity magnitude at all frequencies, as a result we can expect
the phase of each to reveal the reason for the adaptive-delay algorithm’s success. In Fig. C.8, we
provide the phase portion of the frequency response for each. We have assumed the converged
value of τ of 15 which matches the phase of z
−rBu
B∗u
over the range of frequencies of interest. Also
included for comparison is the minimum-phase choice, z−r which fails to match the phase except
at extremely low frequencies.
Further, the fact that the adaptive-delay algorithm can outperform the standard FFPI archi-
tecture can be explained by the fact that the computation of τ does not require plant parameters
that are prone to identification error and variation. For example, and as mentioned previously, the
phase variation of the seventeen FRFs in Fig. 2.9 between 100 and 200 Hz can be up to six degrees
at any one particular frequency. With a 25 kHz sample rate, a phase lag of six degrees corresponds
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Figure C.6: Experimental results for (a) ZMETC closed-loop-injection feedforward and (b) ZMETC
plant-injection feedforward control when given a 115.7 Hz raster pattern. Three curves appear in
each figure: xd(t), xd(t− k
∗Ts), and x(t). The performance metric values for each experiment are
provided in the corresponding sub-captions (recall performance metric values closest to zero are
superior), and the value for k∗ is provided in the lower left of each sub-figure. The tracking error,
xd(t−k
∗Ts)−x(t), has an RMS of 0.1206 and 0.1443 for FFCLI and FFPI, respectively.
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Figure C.7: Experimental results for the adaptive-delay algorithm implemented on the FFPI
architecture once τ has converged and when given a faster 115.7 Hz raster pattern. Similar to
Fig. C.2, three curves appear in the figure: xd(t), xd(t− k
∗Ts), and x(t). The tracking error,
xd(t−k
∗Ts)−x(t), has an RMS of 0.0924.
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Figure C.8: The phase portion of the frequency response for three choices of FCL while using the
FFPI architecture. Each features unity gain at all frequencies. We have assumed the converged
value of τ of 15 which matches the phase of z
−rBu
B∗u
over the range of frequencies of interest. Also
included for comparison is the minimum-phase choice, z−r.
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to more than two discrete-time samples. Clearly, parameter variation alone can motivate the use
of the adaptive-delay algorithm.
That said, given a raster frequency, one can use plant parameters to calculate an approximate
value of the converged value of τ . This can be done by approximating the phase at the raster
frequency f by evaluating
∠(Bu(z))− ∠(z
rB∗u(z)) (C.25)
for z = ej2πfTs and determining the delay associated with that phase. The result will need to be
rounded to reflect an integer τ .
C.7 Nonminimum-Phase Zero Location and the Adaptive-Delay Algorithm
One interesting connection to Appendix B and some of our previous work in [5] and [6] is
revealed when we investigate how the location of discrete-time nonminimum-phase zeros will change
the value at which τ settles. For example, if we look at the hard-disk drive discussed in Appendix B,
and [2–6], we notice the existence of nonminimum-phase zeros in the discrete left-half plane (shown
in black in Fig. C.9). This is in contrast to the discrete right-half-plane nonminimum-phase zeros
of the AFM piezoscanner model in (C.21).
In short, the location of these zeros indicates that the nonminimum-phase zeros of the AFM
piezoscanner play a bigger role at lower frequencies than they do for those of the hard-disk drive.
As a result, the minimum-phase design (z−r) for FCL in the FFPI architecture for a system like the
hard-disk drive is a good approximation to using FCL =
z−rBu
B∗u
(especially at low frequencies). This
is demonstrated by the two curves in Fig. C.10 in which we plot the phase of two unity magnitude
design options for FCL for the hard-disk drive, z
−r and z
−rBu
B∗u
. Here, we notice that FCL = z
−r
approximates the required phase characteristics of z
−rBu
B∗u
. Therefore, we can conclude that using
FCL = z
−r for the hard-disk drive with the FFPI architecture will likely result in tracking success,
especially if the signal to be tracked does not have a lot of high-frequency content and the relative
degree of the system has been identified well. The success of this z−r approximation for hard-
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Figure C.9: A map of various complex-conjugate nonminimum-phase zero pairs. The black zeros
represent those of the hard-disk drive discussed in [2–6]. The others represent possible constant-
radius variations in nonminimum-phase zero locations (for any hypothetical system). The colors of
the zeros correspond to the dashed phase curves of z
−rBu
B∗u
in Fig. C.11.
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disk drives was shown to work well in [3], and that success has lead to confusion as to the proper
implementation of FCL in the FFPI architecture while using ZMETC on a system with discrete
right-half-plane nonminimum-phase zeros ( [22, 27]). Though subsequent work helped lead to the
development of this adaptive-delay algorithm.
Figs. C.9 and C.11 together further demonstrate how the phase of z
−rBu
B∗u
can vary as nonminimum-
phase zero location changes. In particular, we vary the angle of nonminimum-phase zeros in the
complex plane by 20-degree increments while keeping the radius constant (and matching that of
the hard-disk drive). This angle variation forces these nonminimum-phase zeros to move from the
right to the left-half plane as the incremental changes in angle carries them from low-frequency
(blue) to high frequency (red). Similar to Fig. C.10, provided in Fig. C.11 is also the phase curve
of the approximation z−r (solid red) and the phase of z
−rBu
B∗u
(solid black and slightly obscured) for
the actual hard-disk drive system.
In Fig. C.11, we notice how the progression from low-frequency right-half-plane nonminimum-
phase zeros (dashed blue) to high-frequency left-half-plane nonminimum-phase zeros (dashed red)
causes the phase curves of z
−rBu
B∗u
to “roll off” later, thereby increasing the validity of the z−r
approximation (solid red). Clearly, there is never a perfect approximation at high frequencies, but
if the frequency content of the signal to be tracked is not too high and we know the relative degree
well, then using FCL = z
−r when implementing ZMETC on the FFPI architecture for systems with
high-frequency (left-half-plane) nonminimum-phase zeros will likely yield success.
This is not to say that the benefits of the adaptive-delay algorithm are lost when implementing
ZMETC on the FFPI architecture for systems with high-frequency (left-half plane) nonminimum-
phase zeros. Rather, the adaptive-delay algorithm may still be of interest if ther is likely a lot of
variation in pant models.
C.8 Discussion
The key contribution of this appendix is the extension of the adaptive-delay algorithm of
Chapter 5 to NMP systems. The main benefits of this extension include:
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Figure C.10: The phase portion of the frequency response for FCL = z
−r and FCL =
z−rBu
B∗u
for the
hard-disk drive discussed in [2–6]. Here, we note that the left-half plane (high frequency) position
of the drive’s nonminimum-phase zeros allows z−r to be a good approximation to z
−rBu
B∗u
for the
design of FCL while using the FFPI architecture. This is particularly true if the signal to be tracked
contains frequency content in the range that the two curves sit on top of one another. All curves
are produced with the sample rate of the hard-disk drive. The axis scales are the same as for
Figs. C.8 and C.11 for ease of comparisons.
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Figure C.11: The phase portion of the frequency response for the unity gain term z
−rBu
B∗u
plotted for
each complex-conjugate pair shown in Fig. C.9 as they move from low frequency (dashed blue) to
high frequency (dashed red). Also included are the phase curve for z−r (solid red) and the phase
curve of z
−rBu
B∗u
(solid black and slightly obscured) for the given hard-disk drive nonminimum-phase
zeros that are shown in black in Fig. C.9. All curves are produced with the sample rate of the
hard-disk drive.
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• A reduction in computational load as compared to the traditional methods
• A single-parameter adaptation calculation that does not require knowledge of plant param-
eters
The inclusion of a low-pass filter (LPF) with the ZMETC adaptive-delay algorithm is not
required at the raster speeds discussed above, but (as discussed in Chapter 4, Appendix B, and
in [6]) the inclusion of a LPF can help avoid saturation of the signal ux as we increase the raster
speed considerably. The inclusion of the LPF obscures the analysis given in this appendix, but
experimental results show that its inclusion does not alter the function of the adaptive-delay algo-
rithm. Further, FFPI results in [22] suggest that this adaptive algorithm will likely be successful
for other model-inverse based designs including H∞ feedforward filters (which, in the frequency
domain, will often mimic the appearance of a model-inverse controller).
The reduced computational load of the adaptive-delay method becomes even more pro-
nounced in these cases as the pure FFPI algorithm requires two low-pass filters (one after FP
and the other after FCL) to avoid signal saturation. These two filters must have the same phase
characteristics to ensure equal phase lag. In contrast, a low-pass filter is not required after the FCL
filter when using the adaptive-delay method, as the algorithm will adapt to correct for any phase
mismatch. This fact was also mentioned in Chapter 5.
Appendix D
System Identification: Frequency Response Generation
The first step to the design and implementation of a high-performing controller is the genera-
tion of a frequency response function (FRF) from which one can identity a parametric model of the
system. This model can then be used for controller design and analysis. In this appendix, we focus
on the experimental measurement of FRFs, and in Appendix E, we discuss fitting linear models to
those FRFs. Here, we discuss two methods for FRF measurement: (a) the pseudo-random sinusoids
stimulation method and (b) the swept-sinusoids method.
D.1 Pseudo-Random Sinusoids Method
With the pseudo-random sinusoids method, the goal is to stimulate the system with an input
signal containing several frequencies that span the range of interest. This is a technique based on the
Fast Fourier Transform (FFT). As a first step, we design an input signal as a pseudo-random signal
made up of the sum of several sinusoids of the desired frequencies at random phases. Calculating
the FFT of the output and input signals provides us the opportunity to also calculate the empirical-
transfer-function estimate (ETFE) which is defined by the ratio of the FFT of the output signal
over the FFT of the input signal. The ETFE provides information about the frequency response of
the system of interest and also is described as a FRF. Despite the name, an ETFE is not a transfer
function. The ETFE is a nonparametric estimate of the frequency response of the system.
For the safety of the equipment, nPoint does not recommend providing the stage with a
signal containing high-frequency content in an open-loop manner. For this reason, the input must
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be supplied to a closed-loop system. This complicates the ID technique and furthers the effect of
noise on the identification. Fig. D.1 is an example of an experimentally measured FRF obtained
with the pseudo-random sinusoids method (notice the noise in the high-frequency region).
The noise content hinders the ability to fit a model to the ETFE. The noise floor can be
lowered by increasing the amplitude of the input signal to the plant. This will increase the SNR,
but by doing so, we lose the ability to study the frequency response of the system at certain
small motion regions of the range of the stage (which may be desired to better understand the
nonlinearities of the system).
D.1.1 The Details of the Pseudo-Random Sinusoids Method
We can assume that the sample period Ts is given and fixed. First we must define the number
of FFT samples with the integer g as in 2g, so we have Nfft = 2
g. Notice the use of the power
of two when defining Nfft; this is required for FFT efficiency. We can then define the time of the
FFT record length as Trec−length = NfftTs. Finally, we can define the FFT frequency bin size (or
resolution) as ∆w =
2π
Trec−length
. This value can help us define a list of frequencies that we can use
for the construction of the pseudo-random signal while limiting errors due to frequency “leakage”.
Given the number of FFT samples Nfft, we know we can use up to Nfft/2 frequencies when
constructing our pseudo-random signal which is a bound defined by the Nyquist frequency. So, as
a first step, we could potentially choose the all the frequencies between 0 (DC) and N2 − 1 (one
frequency bin below the Nyquist frequency). Of course, this ultimately may include many more
frequencies than we are interested in, so we have the option of removing frequencies from the list
to arrive at a manageable number of frequencies of interest.
Next, we can create a vector of amplitudes corresponding to each frequency of interest. Often
a good first iteration will have this list of amplitudes be the same value for all frequencies. On later
iterations of the algorithm, we can increase the amplitude of frequencies of particular interest. We
might do this to put emphasis on a certain region of the ETFE or overcome the falling SNR in the
high-frequency region. One should consider that increasing amplitudes of some select frequencies
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Figure D.1: The pseudo-random sinusoids FRF of the x direction of the nPoint stage.
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may limit the ability to accurately capture characteristics unique to operating points such as the
+20µm offset demonstrated in Chapter 5.
Now we are ready to build the pseudo-random signal. This is done by summing up sinusoids
(at the frequencies and amplitudes of interest) with random phases. This is best described with
some Matlab code:
% ==============================================================
% Matlab code demonstrat ing pseudo−random s i g n a l genera t ion
% ==============================================================
t v e c = [ 0 : Ts : T rec l eng th}−Ts ] ; % The s imu la t i on time f o r one pseudo random input
u pseudo rand=zeros ( s ize ( t v e c ) ) ; % Create empty s t o rage vec t o r
rand ( ’ seed ’ ,1000) % Helps ob ta in the same s i g n a l each time code i s run
% Now we loop through every f requency in the vec t o r w vec rad pr
for k=1: length ( w vec rad pr ) % Sta r t a t zero to ge t DC
phi = rand∗2∗pi ; % Define random phase f o r t h i s f r e q .
i f w vec rad pr ( k)==0 % Check f o r DC
% I f DC, popu la t e v ec t o r wi th cons tant coresp to the de s i r ed amp
u pseudo rand = amp pr (k )∗ ones ( s ize ( t v e c ) ) ;
else
% I f not DC, cont inue to add new s inu so i d to the vec t o r
u pseudo rand = u pseudo rand + amp pr (k )∗ cos ( w vec rad pr (k )∗ t v e c + phi ) ;
end % end i f
end % end fo r
% ==============================================================
% End code
% ==============================================================
Assuming we chose our amplitude vector with some “real” size in mind (e.g., ±10µm), the
above resulting u pseudo rand vector will have a size that is much larger than that of the the desired
range. As a result, the signal that the above code yields will need to be scaled down to a usable
value within the range of interest. This complicates the choice of the amplitudes for each sinusoid,
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but for this reason, it is best to treat the individual amplitudes as scaling factors rather than real
amplitudes. This is in contrast to the individual amplitudes used in the swept-sinusoids method
discussed later in Section D.2.
Other than the DC component, the created pseudo-random signal only contains one period
of the “slowest” frequency component, and by construction, all other components are periodic over
that “slow” period. This guarantees that the generated pseudo-random signal is also periodic. As
a benefit of this, we can repeatedly apply the pseudo-random signal to the system (with a circular
pointer for example) an integer number of times to: 1) allow transients from initial conditions to
die out before we record data and 2) allow us to average the data collected over mfft FFT time
records and provide us with a more accurate ETFE.
D.1.2 Implementation of the Pseudo-Random Sinusoids Method
Implementation of the pseudo-random sinusoids method is not complicated. In our case, we
use Matlab to create the desired pseudo-random reference signal and within Matlab we create a
*.txt document containing all values of that signal over one FFT time record. In the header of
that file, we store all sorts of pertinent information including the number of FFT time records to
run. Using the custom GUI software (discussed in Section 2.2), we can load this data into the GUI
and down to the P25M memory for use. The P25M stores the signal in memory and the integer
value mfft. The P25M applies the periodic pseudo-random signal as the reference xd. But we note
that it can also be applied to the same location as the ACS in Fig. 7.4. Using a circular pointer, it
applies this signal repeatedly. In an effort to fully let any transients die out, the P25M is allowed
to apply the signal for a full 2mfft FFT time records, and data recording is not started until we
have run for a full mfft FFT time records. At that point, the P25M records the pertinent signals
to memory for a full mfft FFT time records. Those signals include: xd(k) (the reference signal),
ux(k) (the plant input or control signal), and x(k) (the plant output). If needed, the error signal
can be calculated from xd(k)−x(k). Once the data has been collected it is automatically transfered
to a *.txt file that can be loaded into Matlab for post processing (calculation of the ETFE) and
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model fitting.
D.1.3 Calculation of the ETFE
As mentioned above, the ETFE is defined as the ratio of the FFT of the output signal over
the FFT of the input signal. So, the pseudo-random identification data can be loaded into Matlab
from the file created by the GUI and the P25M. The signals of interest xd(k), ux(k), and x(k)
arrive as vectors with a length equal to mfft Nfft. In order to take advantage of averaging, one
can immediately group each into three matrices of size Nfft ×mfft. The columns of these three
matrices can be summed and divided by the integer mfft to obtain a time average for each of the
three signals, an now the FFT is ready to be calculated for each signal. There exists an efficient
FFT calculator in Matlab (fft(x)). When using Matlab’s fft(x), special care must be taken to
ensure that fft(x) provides us with a result that: 1) is scaled to actual units and 2) treats the DC
term properly. The following code demonstrates what exactly is required.
% ==============================================================
% Matlab code demonstrat ing proper hand l ing o f the FFT r e s u l t
% and the ETFE ca l c u l a t i o n s .
% ==============================================================
% xdk ave i s a column vec to r con ta in ing time averaged data
% uk ave i s a column vec to r con ta in ing time averaged data
% xk ave i s a column vec to r con ta in ing time averaged data
% N i s an i n t e g e r equa l to the number o f FFT samples
Xd f f t =(2/N)∗ f f t ( xdk ave ) ; % Spectrum of r e f e r ence s i g n a l
Xd f f t (1 ) = Xd f f t ( 1 ) / 2 ; % Correc t ing the DC term
Xd f f t=Xd f f t ( 1 :N/2 ) ; % Use only the f i r s t N/2 po in t s . . .
% . . . (dump anyth ing beyond Nyq . f r e q . )
Ux f f t =(2/N)∗ f f t ( uk ave ) ; % Spectrum of uxk
Ux f f t (1 ) = Ux f f t ( 1 ) / 2 ; % Correc t ing the DC term
Ux f f t=Ux f f t ( 1 :N/2 ) ; % Use only the f i r s t N/2 po in t s . . .
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% . . . (dump anyth ing beyond Nyq . f r e q . )
X f f t =(2/N)∗ f f t ( xk ave ) ; % Spectrum of xk
X f f t (1 ) = X f f t ( 1 ) / 2 ; % Correc t ing the DC term
X f f t=X f f t ( 1 :N/2 ) ; % Use only the f i r s t N/2 po in t s . . .
% . . . (dump anyth ing beyond Nyq . f r e q . )
% ETFE Ca l cu l a t i on s
Pz OL ETFE = X f f t . / Ux f f t ; % Open loop ETFE (Three wire )
Hz CL ETFE = X f f t . / Xd f f t ; % Closed loop ETFE (Two wire )
% ==============================================================
% End code
% ==============================================================
In the last few lines of the above code, the ETFE calculation occurs. Note there is an open-
loop calculation (yielding an ETFE of the plant P (z)) and a closed-loop calculation (yielding an
ETFE of the closed-loop system HCL(z)). If we know the feedback controller C(z), we can also
“unwrap” the complex closed-loop ETFE data to obtain an ETFE for the plant P (z). This will be
discussed further in Section D.4.
D.1.4 General Notes on the Pseudo-Random Sinusoids Method
Special care must be made such that the choice ofmfft and Nfft do not require more memory
for storage than is available on the P25M. An upgrade of the code on the P25M might have data
sent back to the GUI in batches rather than as a complete chunk of data once the process is
complete. This would allow the user to chose mfft and Nfft nearly at will.
One major issue with the pseudo-random sinusoids method is it’s limited frequency resolution
(or bin size). For example, we can define the number of FFT samples with the integer p as 2p,
so we have Nfft = 2
p. This means that we can use at least Nfft/2 frequencies when constructing
our pseudo-random signal. Notice the use of the power of two when defining Nfft this is for FFT
efficiency. Knowing the system sample period Ts, we can then define the FFT record length as
Trec−length = NfftTs. Finally, the frequency bin size (or resolution) is defined as ∆w =
2π
Trec−length
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So, for example, if p = 12 then Nfft = 4096, and if Ts = 4.0×10
−5 seconds then Trec−length =
0.1638 seconds. With that FFT record length, one can expect a frequency bin size of ∆w =
2π
0.1638 =
38.35 rad/sec (or 6.10 Hz). Depending on the system, this may or may not be an issue. If there
exist some near pole-zero cancellations that we are interested in obtaining details on, then this
resolution may not be good enough. Also, some may simply conclude that one could just increase
the value of Nfft and obtain a better frequency resolution. Mathematically, this is true, but as a
result, the size of the FFT record length increases which could pose memory problems on any real
system (especially if averaging is used over multiple FFT record lengths). Regardless, increasing
the FFT record length does not combat the effects of frequency “leakage” and only increases the
accuracy of an ETFE to a limiting value.
Either way, the pseudo-random method provides a good starting point for system identifica-
tion. Its resulting ETFE will yield enough information to know if the pseudo-random algorithm is
good enough, needs “tweaking”, or is not good enough and requires the features of more advanced
methods such as the swept-sinusoids method.
D.2 Swept-Sinusoids Method
Extending beyond the pseudo-random sinusoids technique described above, we have also
implemented the swept-sinusoids method for system identification. When using this method, we
supply the system with a sinusoid at a frequency and amplitude of interest. After waiting for
transients to die out, we can record data. Using the Fourier Integral, we can calculate the first
Fourier coefficient of both the input and output signals. In order to numerically calculate the
integral accurately, special care must be taken to ensure an integral number of periods of the signal
are used in the numeric calculation of the integral. Note that unlike the pseudo-random sinusoids
method, we are not limited to a frequency bin size and our selection of frequencies is only limited
by representation as a floating point on the DSP. Once the Fourier coefficients of both the output
and input are known, we can take the ratio of the two which produces the complex data of the
FRF at that particular input frequency. If we repeat this procedure for a number of frequencies,
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we can build a full FRF.
The process for producing an FRF with this method is a bit more complicated than the
pseudo-random sinusoids method described in Section D.1, but it offers some major benefits. In
particular, we are able to reduce the effects of noise by focusing on one frequency at a time (rather
than the wide spectrum of frequencies in the pseudo-random sinusoids method) and using a low-
pass filter as needed to remove any noise. We can also take the calculations a step beyond the
Fourier coefficients and use cross and auto spectra to help remove the effects of noise from the
FRF through correlation techniques. Further, we can increase or decrease the amplitude of the
desired input frequencies and apply them individually. This allows the user increase the SNR in
problematic areas of the FRF (such as the high frequency regions where the noise floor can drown
out the signal). Fig. D.2 is an example of the swept-sine FRF. Fig. D.3 displays the coherence
of the measured FRF data in Figs. D.1, and D.2. Coherence is a measure of the confidence in
the FRF data, and a coherence of 1.0 indicates high confidence in the FRF measurement. More
information on coherence can be found in Appendix I. We notice that the coherence of the swept-
sinusoids method (blue) is closer to 1.0 for more frequencies than the pseudo-random sinusoids
method (gold). This is one piece of evidence showing that the swept-sinusoids method is superior
to the pseudo-random sinusoids method for the nPoint stage.
D.2.1 The Details of the Swept-Sinusoids Method
Again, we can assume that the sample period Ts is given and fixed. Using knowledge of
the system, or with help from previous experimental work (such as the ETFE produced with the
pseudo-random sinusoids method), we can define a list of frequencies at which we would like to
apply a sinusoid, and we can also define a corresponding list of amplitudes for those sinusoids.
As mentioned previously, one benefit of this method is that we can select frequencies that are not
factors of the sample frequency. This removes us from the limited resolution of the pseudo-random
sinusoids method, but also introduces a certain amount of added computational complexity.
As mentioned above, using the Fourier Integral (of the Fourier Series), we can calculate the
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Figure D.2: The swept-sinusoids FRF of the x direction of the nPoint stage.
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Figure D.3: The coherence plots of the measured FRF data for the pseudo-random and swept
sinusoids methods. Coherence is a measure of the confidence in the FRF data. A coherence of 1.0
indicates high confidence. Here, we see the coherence of the swept-sinusoids method (blue) is closer
to 1.0 for more frequencies than the pseudo-random sinusoids method (gold).
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first Fourier coefficient of both the input and output signals. The ratio of the two yields a gain and
phase relationship of the two signals and helps build an FRF of the system.
First, recall that a Fourier Series is a technique that the representation of any periodic signal
by a sum of sines and cosines. So, (as demonstrated in D.1), the signal f(t) can be represented by
the sum of the product of an infinite number of Fourier coefficients F [n] and ejωont.
f(t) =
∞∑
n=−∞
F [n]ejωont (D.1)
where,
F [n] =
1
T
∫ T
2
−T
2
f(t)e−jωontdt
ωo = the fundamental freq. of the periodic signals (ωo = 2pifo)
T = the period of the periodic signal (T =
1
fo
).
When n = 0, F [0] corresponds to the DC component of the signal, and when n = 1, F [1]
corresponds to “slowest” periodic component of the signal (fo). All other values of n represent
signal components faster than fo and therefore have periods that are fractions of the fundamental
period (they must be to retain the periodicity of the overall signal). Refer to Appendix F for a
very basic example and discussion of the calculation of Fourier coefficients.
In both the pseudo-random sinusoids and the swept-sinusoids identification methods, we make
the big assumption that our system is linear. Therefore, we expect that when given a sinusoidal
input, our system’s response to that input will be a amplitude scaled and phase shifted sinusoid of
the same frequency. Any nonlinearities or signal noise will weaken this assumption, but we accept
that and expect some error. Prior to any calculations, the mean of signals is subtracted from each
respective signal. This results in a zero-valued DC component such that we can expect a zero
term for F [0]. Since the signal of interest is a sinusoid (with a single frequency component) we
can expect that all coefficients other than F [1] (and F [−1]) will also be zero. Any nonlinearities or
signal noise will appear as non-zero valued coefficients where we would expect them to be zero.
For the sake of this discussion, we assume we wish to identify a plant in an open-loop manner.
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So, we have the ability to apply a known sinusoidal signal ux(t) to the plant and measure x(t) the
plant output. Note, that we are also making the assumption that we are working with continuous-
time signals such that
ux(t)→
[
P (s)
]
→ x(t).
So, we aim to express the recorded signals ux(t) and x(t) with a Fourier Series representation as in
ux(t) =
∞∑
n=−∞
Ux[n]e
jωont and (D.2)
x(t) =
∞∑
n=−∞
X[n]ejωont, (D.3)
where (as per the discussion above), we are particularly interested in the first Fourier coefficients,
(n = 1)
Ux[1] =
1
T
∫ T
2
−T
2
ux(t)e
−jωotdt (D.4)
X[1] =
1
T
∫ T
2
−T
2
x(t)e−jωotdt. (D.5)
Taking the ratio X[1]
Ux[1]
provides us with a complex number containing gain and phase rela-
tionship of the system at the frequency of the applied signal (ωo). We note that this ratio is also
known as the describing function from ux(t) to x(t). So, it should be clear that if we complete this
calculation for a number of frequencies between zero and Nyquist, we can begin to build a descrip-
tive FRF. Just as in the pseudo-random sinusoids method, we will want to not take measurements
until transients have died out. We can also improve the accuracy of the FRF by integrating over an
integer number of periods (M) and further, by averaging over an integer number of measurements
(p) containing the multiple period integrations.
D.2.2 Computation of the Swept-Sinusoids Method
The discussion in this section follows closely to [66] which follows from [67] and [68]. To
understand the technique for computation (and derivation) of (D.5), we expand the x(t) portion of
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(D.3) to
x(t) = . . .+X[0] +X[1]ejωt +X[2]ejω2t + . . . (D.6)
We aim to isolate the term X[1], so we multiply the above equation by e−jωt
(x(t) = . . .+X[0] +X[1]ejωt +X[2]ejω2t + . . .)e−jωt (D.7)
x(t)e−jωt = . . .+X[0]e−jωt +X[1] +X[2]ejωt + . . . . (D.8)
Our next step is to integrate from t = 0 to t = T = 2π
ω
, but our interest only lies in the term X[1],
so we look to drop all others. We note that
∫ T
0 e
jωntdt equals T when n = 0 and equals 0 when
n 6= 0.
if n = 0,
∫ T
0
ejωntdt =
∫ T
0
e0dt =
∫ T
0
dt = T (D.9)
if n = 1,
∫ T
0
ejωntdt =
∫ T
0
ejωtdt =
1
jω
(ejωT − 1) =
1
jω
(ejω
2pi
ω − 1) =
1
jω
(1− 1) = 0 (D.10)
So, if we integrate our signals over one period T , then we can expect all coefficients that are not
X[1] to go to zero in the integration. That will leave us with
∫ T
0
x(t)e−jωtdt = X[1] (D.11)
X[1](ω) =
1
T
∫ T
0
x(t)e−jωt. (D.12)
In addition to averaging several integrations (to improve coherence) one can also integrate over
several integer M periods as in
X[1](ω) =
1
MT
∫ MT
0
x(t)e−jωt. (D.13)
D.2.3 Integration of the Swept-Sinusoids Method
Of course, all measurements are actually sampled (not continuous time) and we need to
numerically integrate. There are three simple methods of numerical integration: forward and
backward rectangular, and trapezoidal. Each method is discussed in [69]. There are other more
complicated methods, but these are the easiest to implement and (if they provide adequate results)
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may be all we need. In summary in the form of discrete difference equations:
forward rec.: x(k) = x(k − 1) + Tsu(k − 1) (D.14)
backward rec.: x(k) = x(k − 1) + Tsu(k) (D.15)
trapezoidal: x(k) = x(k − 1) +
Ts
2
(u(k) + u(k − 1)), (D.16)
where: Ts = the digital sample rate,
x(k) = the system output, and
u(k) = the system input.
For the purposes of the identification of an FRF of the nPoint stage, we have used the
trapezoidal rule for numeric integration. It is important to note that (like any other discrete
difference equation) we can represent all of the numeric integration methods as discrete IIR filters.
In particular, the trapezoidal rule can take the form of:
x(k) = x(k − 1) +
Ts
2
(u(k) + u(k − 1)), (D.17)
xk = xk−1 +
Ts
2
(uk + uk−1) (D.18)
xk − xk−1 =
Ts
2
(uk + uk−1) (D.19)
...
X(z)−X(z)z−1 =
Ts
2
(U(z) + U(z)z−1) (D.20)
X(z)z −X(z) =
Ts
2
(U(z)z + U(z)) (D.21)
X(z)(z − 1) =
Ts
2
U(z)(z + 1) (D.22)
X(z)
U(z)
=
Ts
2
(z + 1)
(z − 1)
(D.23)
Noting the filter form of the integration can be particularly helpful upon implementation.
From the discussion in Section D.2.2 above, we note that it is critical to actually integrate
over one period T (or a M multiple of T ) in order to isolate the coefficient X[1] in (D.8). As a
result, care must be taken when introducing a sinusoids excitation signal with a period that does
not perfectly fit into the discrete sample rate of the DSP system. In these cases, interpolation before
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the last sample is required to ensure the numeric integration is accurate and we do not violate the
theory described in Section D.2.2 above. In Fig. D.4, we demonstrate the need for interpolation
when attempting to integrate exactly over an integer number of periods. Refer to Appendix G for
a very basic discussion of the use of interpolation with the swept-sinusoids method.
D.2.4 Implementation of the Swept-Sinusoids Method
There are a number of design considerations beyond the theory that the user will come across
while implementing the swept-sine method on a DSP. This subsection describes one way to go about
it. It is certainly not the only way, but it has been shown to work.
Matlab Initialization
In our case, the design an implementation phase begins in Matlab. In particular, the designer
selects the excitation frequencies, the corresponding amplitudes, the DC offset for the sinusoids,
and the number of averages to required. Next, the Matlab script determines the number of samples
required for one period of each excitation signal and automatically calculates the maximum number
of periods (M) to integrate over based on the number of averages (p) required and the amount of
available memory on the board.
Next, the script calculates ψ (the number of integer samples required to define each set of M
periods) and h any fractions of a Ts sample required for interpolation to achieve accurate calculation
of the Fourier Coefficients. Further, it determines the number of samples to let transients die out
before recording, the number of samples to record, and the sum of the two (the total number of
samples to run the vector). This is computed for each desired input frequency. Finally, all pertinent
data is stored to a *.txt file for the P25M DSP to read into memory.
P25M DSP Implementation & Data Record
Upon initialization, the P25M DSP loads this text file and stores all necessary data in local
memory. When the “system identification” mode is activated on the GUI, the board begins the
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Figure D.4: A look at two separate signals that require numeric integration while calculating the
swept-sine FRF for the frequency of interest. The signal being sampled is shown in solid blue while
the samples are shown as blue dots. In the upper plot, two periods (M = 2) of the sine wave can
be numerically integrated exactly over two periods with no added complexity as the sample period
and the sinusoidal periods are compatible. In the lower figure, the period of the sinusoid results in
the ending of two periods between samples. As a result, interpolation is required to determine the
point at which the last period ends and this point is then used to integrate this last portion of the
signal.
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process of cycling through the vector list of desired frequencies. For each frequency, the input is
applied for the specified number of samples to let the transients die out before recording xd(k),
ux(k) x(k) to memory. Once the recording is complete, the data for that frequency is transfered
back to the host PC and written to a *.txt file that Matlab can then interpret. Once all the
frequencies have been recorded, the data is ready for interpretation in Matlab.
Matlab FRF Generation
A second Matlab script loads and creates a FRF from the recorded data. Data for each
recorded swept-sinusoid frequency is loaded and processed before building the FRF. Careful index-
ing of the data is required to ensure accurate FRF generation and averaging to help improve the
quality of the FRF. The script gives the option of passing the recorded data through a low-pass
filter. This is not always necessary, but it might be to help attenuate noise.
The recorded xd(k), ux(k), and x(k) data is loaded and stored into three separate storage
matrices. The dimensions of these matrices are: (the number of required integer samples per the
M sinusoidal periods × the number of averages) or (ψ × a) . To be clear on what exactly this
means, we have included Fig. D.5 for clarity. Fig. D.5 provides three example xd(k) input sinusoids
at nearly the same frequencies.
With a 1.0 Hz sinusoid (the center plot of Fig. D.5), there are a integer number of samples
(ψ = 9) required to describe the M periods of the signal. If we assume M = 2 and the number of
averages is three(a = 3), and noting the sample number next to each sample in Fig. D.5, we index
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Figure D.5: Three separate example signals at nearly the same frequency. Here we note that
the periodic sampling requires different approaches to the recording of each set of M periods and
interpolation of intermediate samples. In general, this diagram is for illustrative purposes and is a
gross oversimplification for the actual process required by the swept-sinusoids method.
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each sample in the storage matrix as
1.0 Hz xd(k) storage matrix indexing =


1 9 17
2 10 18
3 11 19
4 12 20
5 13 21
6 14 22
7 15 23
8 16 24
9 17 25


=


1 ψ 2ψ − 1
...
...
...
ψ 2ψ − 1 3ψ − 2

 . (D.24)
The elements in the matrix in (D.24) are representative of the sample number in the center
plot of Fig. D.5. Looking at the first column of (D.24), we note that we store samples 1 through
9. This is representative of the first M periods to be used for numeric integration. The second M
periods to be used for integrating start at sample 9 (where the previous ended) and ends at sample
17. The pattern is similar for the last three M periods. Note that we have three columns because
we plan to average over three M periods. In this case, there is no need for interpolation for the
numeric integration as the sample period divides cleanly into the period of the excitation signal.
The above case is a bit of a rarity as the sample period does not typically divide cleanly
into the period of the excitation signal and interpolation will be required to ensure an accurate
calculation of the Fourier coefficient. In this case, additional care must be taken as the samples are
indexed for integration.
For example, with a 0.95 Hz sinusoid (the top plot of Fig. D.5), 10 full samples are required
to describe the M periods despite the fact that the M periods end before the tenth sample. As a
result interpolation (based on the known required partial sample 0.42 or h = 0.42Ts) is required
after every M periods to determine the value for the upper limit of integration. Regardless, similar
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to (D.24) we index each sample in a storage matrix as
0.95 Hz xd(k) storage matrix indexing =


1 10 19
2 11 20
3 12 21
4 13 22
5 14 23
6 15 24
7 16 25
8 17 26
9 18 27
10 19 28


=


1 ψ 2ψ − 1
...
...
...
ψ 2ψ − 1 3ψ − 2

 . (D.25)
Here we note that we store the entire ten samples despite the fact that only nine and a
fraction are required for interpolation. This is carefully handled by noting that h 6= 0 with a
boolean which triggers an integration of the last fraction of a sample using interpolation between
the last two samples (9 and 10, 18 and 19, 27 and 28). The next M periods begins at the next full
sample. It is possible to have the next M periods begin at the previously interpolated point, but
interpolation is likely to again be required at the end of theM periods, requiring two interpolations
steps per M period. Essentially, we sacrifice a fraction of a sample in the interest of simplicity in
implementation.
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SIDE NOTE: It is important to note that Fig. D.5 is a bit of an oversimplification for the
sake of explanation. Looking at Fig. D.5 and (D.27), the reader might question why we
bother interpolating to find an intermediate point since (in the oversimplified curves of
Fig. D.5 it seems that we can always calculate an h such that the value of the intermedi-
ate sample is zero. For example, in the first M periods of the 0.95 Hz sinusoid (the top
plot of Fig. D.5), we know the time h required to make the intermediate sample (between
samples 9 and 10) equal to zero. Knowing that, we could start our second M periods
of measurement at that same zero-valued intermediate point and measure until the next
zero-valued intermediate sample (between samples 17 and 18). The idea here is that taking
this approach would require two interpolated samples for the second M periods of mea-
surement of measurement, but they are always zero so no calculations are required (other
than the determination of h). This argument makes sense, but only when looking at the
oversimplified presentation of Fig. D.5. In reality this argument is rather flawed as we are
working to identify a plant based on three signals: and input signal, a control signal, and
the system output. The basics of linear systems tell us that the output of a stable linear
system when subjected to a sinusoidal input will be a scaled and phase-shifted output at
the input frequency. Since we are trying to identify an unknown system, the phase is also
unknown. As a result, we cannot make any assumptions about the value of the intermediate
sample for two of the three signals.
Further, with a 1.05 Hz sinusoid (the bottom plot of Fig. D.5), 9 full samples are required to
describe the M periods. Again, interpolation (based on the known required partial sample 0.62 or
h = 0.62Ts) is required to accurately determine the proper Fourier coefficient through integration.
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In this case the storage matrix is
1.05 Hz xd(k) storage matrix indexing =


1 9 17
2 10 18
3 11 19
4 12 20
5 13 21
6 14 22
7 15 23
8 16 24
9 17 25


=


1 ψ 2ψ − 1
...
...
...
ψ 2ψ − 1 3ψ − 2

 (D.26)
which is exactly the same for the 1.0 Hz example (D.24). The difference comes in the handling the
last two samples (8 and 9, 16 and 17, 24 and 25) of each M periods and integrating based on the
final interpolated sample rather than the last sample listed.
We can generically define the index storage matrix for all frequencies as

1 · · · (a− 2)ψ − ((a− 3) (a− 1)ψ − ((a− 2)
... · · ·
...
...
ψ · · · (a− 1)ψ − ((a− 2) aψ − (a− 1)

 . (D.27)
Once the recorded xd(k), ux(k), and x(k) data for one specific frequency has been organized, the
“book keeping” is done and we are ready to work on the numeric integration to determine the
Fourier coefficients for that particular frequency. Note that we do the integration separately for
each column of the storage matrix. This is due to the method of averaging and how it relates to
the coherence measurement (see Appendix I).
First, it is important to note that Figs. D.4 and D.5 are a bit misleading as we are not
integrating the pure signals but rather the signal multiplied by as sampled version of the Fourier
kernel. This reflects a discrete-time version of the continuous-time version seen in (D.13). Assuming
we are working with the first M periods of the 1.05 Hz signal and (D.26), the element-by-element
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multiplication results in the first column of (D.26) looking like

xd(1)e
−0jωTs
xd(2)e
−1jωTs
xd(3)e
−2jωTs
xd(4)e
−3jωTs
xd(5)e
−4jωTs
xd(6)e
−5jωTs
xd(7)e
−6jωTs
xd(8)e
−7jωTs
xd(9)e
−8jωTs


. (D.28)
Here ω is the frequency of interest in radians per second and the arguments of xd are representative
of the sample number in (D.26). Now (D.28), represents the sampled series that we are to integrate
over (barring any required interpolation which is necessary in this example).
Tending to the required interpolation first, we calculate the interpolated xd “sample” between
samples 8 and 9. This calculation is completed based on the known fraction of a sample h and
yields the new “sample” xd(8+h). Next, we multiply xd(8+h) by the intermediate Fourier kernel,
e−(7+h)jωTs and now one can think of this new “sample” as taking the the place of the last sample
in (D.28) as in 

xd(1)e
−0jωTs
xd(2)e
−1jωTs
xd(3)e
−2jωTs
xd(4)e
−3jωTs
xd(5)e
−4jωTs
xd(6)e
−5jωTs
xd(7)e
−6jωTs
xd(8)e
−7jωTs
xd(8 + h)e
−(7+h)jωTs


. (D.29)
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Now, we are ready to integrate this vector of complex data representing the sampled M periods.
In this case, the numeric integration takes the form of
Xd[1]ω ≈
1
MT
[
h
2
(xd(8 + h)e
−(7+h)jωTs + xd(8)e
−7jωTs)
+
ψ−2∑
n=1
Ts
2
(xd(n+ 1)e
−njωTs + xd(n)e
−(n−1)jωTs)
]
. (D.30)
Here, we are using the trapezoidal method for approximating the integration. The first term in
the integration is for the interpolated partial sample, while the second summation term is for the
integration of the series of complete samples. Note that as with (D.13), we scale the integration by
1
MT
.
Had this example been a case where h = 0 (or where interpolation was not required because an
integer number of samples fully describe the M periods as with the 1.0 Hz example (D.24)), (D.30)
would simplify to
Xd[1](ω) ≈
1
MT
ψ−1∑
n=1
Ts
2
(xd(n+ 1)e
−njωTs + xd(n)e
−(n−1)jωTs). (D.31)
The result of (D.30) or (D.31) is the first Fourier coefficient of the signal xd(k) over the
first M periods for the frequency of interest without any averaging. If we had also done the same
calculation for the system output x(k), we could calculate the complex value of a single frequency of
the closed-loop frequency response with X[1](ω)
Xd[1](ω)
, but this would not be an averaged result. Further,
we will discuss below that this calculation is not exactly the one we want when there is noise in
the system (see Appendix H for a discussion of exactly why
X[1]
Xd[1]
can include error due to noise.)
SIDE NOTE: In some cases, a more accurate method than the trapezoidal rule may be
needed to approximate the integration for the Fourier integral. This was not used on this
project, but procedure is described in [70]. In summary, one can use a 5th-order composite
quadrature formula to approximate the integration. This is done by designing an FIR filter
that fits a 5th-order polynomial to 6 samples, finds the area between the two center samples
and repeats these steps through the limits of integration. Again, special care is required
for any partial samples and this is done with a separate quadrature integration filter.
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Finally, the Matlab script stores the newly calculated Fourier coefficient in a matrix that will
be used for the calculation of the averaged frequency response and its coherence. That matrix will
have the dimensions of (the number of desired frequencies ωi × a), and for our purposes here will
be named XFCd .
At this point, we assume we have ran through the above calculations for all frequencies and
averages. We should have three full storage matrices (XFCd U
FC
x and X
FC) containing (complex)
and unaveraged Fourier coefficients for xd(k), ux(k), and x(k). For now, we assume we are trying
to obtain a the best closed-loop frequency response we can get given the data collected above. As
per [71], the first step is to calculate the power spectrum of xd(k) and the cross-power spectrum of
x(k) and xd(k) with
Gxdxd =
1
a


(XFCd )1 • (X
FC
d )
∗
1
(XFCd )2 • (X
FC
d )
∗
2
(XFCd )3 • (X
FC
d )
∗
3
(XFCd )4 • (X
FC
d )
∗
4
...


and
Gxxd =
1
a


(XFC)1 • (X
FC
d )
∗
1
(XFC)2 • (X
FC
d )
∗
2
(XFC)3 • (X
FC
d )
∗
3
(XFC)4 • (X
FC
d )
∗
4
...


. (D.32)
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Here, the notation (XFCd )2 indicates the second row of the xd(k) Fourier coefficient storage
matrix and (XFCd )
∗
2 is that row’s complex conjugate. Further, the symbol “•” represents the dot
product of those two row vectors. This dot product pattern is repeated for all rows of the Fourier
coefficient storage matrix (representing every frequency of interest). The end result is a column
vector that is scaled by 1
a
, yielding an averaged power spectrum for the entire desired frequency
range.
Now, we can calculate the closed-loop frequency response as
HCL(e
jωTs) =
Gxxd(ω)
Gxdxd(ω)
. (D.33)
By similar supporting methods, the plant frequency response can be calculated as
P (ejωTs) =
Gxux(ω)
Guxux(ω)
. (D.34)
Finally, we can determine the quality of this FRF measurement by looking into its coherence.
Coherence is a measure of the power of the input appearing in the output. A coherence of 1.0
indicates that all of the power in the output is a result of the input. If it is 0.0 then there is no
input power in the output [71]. In general, coherence has little meaning if there are not at least
three averages. It can be calculated for each frequency ω as
γ2(ω) =
∣∣∣∣Gxxd(ω)G∗xdx(ω)Gxdxd(ω)Gxx(ω)
∣∣∣∣ . (D.35)
Refer to Appendix I for more details about coherence.
D.3 Issues for the Pseudo-Random and Swept-Sinusoids Methods
In both these system identification methods, we are making the assumption that the system
will react in a linear manner. This is a big assumption for our system. So, with our choice of
amplitudes, we focus on an amplitude corresponding to a range of interest (for example, ±5µm in
the x direction of the stage). Initially, we can only hope that we are staying in a “locally linear”
region of the motion of the stage, and for the sake of this discussion, we will assume we are. Now,
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after a first system identification iteration, we decide that we want to put more signal power into
a certain frequency range of the FRF and increase the amplitude. Now, we have to wonder if
doing this has pushed us beyond a locally linear region in the stage and resulted in some nonlinear
behavior. The result would be a less accurate ETFE or FRF even though we were hoping to
improve upon it. Beyond that, there is the risk of pushing the limits of saturation. Further, and as
mentioned previously, by injecting larger signal amplitudes, there is a chance of diluting subtle FRF
differences between different operating points such as the +20µm offset explored in Chapters 5, 6,
and 7.
D.4 Working with FRF System ID Data
Given complex closed-loop FRF data from a system identification technique, one can extract
the open-loop data if the controller is known. This can be understood by looking at the sensitivity
function S and the complimentary sensitivity function T . We recall the SISO case
S =
1
1 + PC
, (D.36)
T =
PC
1 + PC
, and (D.37)
S = 1− T , (D.38)
T = 1− S. (D.39)
Here, P and C represent the system plant and feedback controller as usual. We note that T is
representative of the given closed-loop FRF measurement, and solve for PC
PC = T (1 + PC) =
T
1− T
. (D.40)
At this point, we can solve for P by factoring out the FRF data associated with the known
discrete controller. Recall that given a transfer function, the FRF of C(z) can be determined
208
as |C(z)|ej∠(C(z)). The FRF of a zero-order hold (ZOH) may be required if we are interested in
continuous-time FRF data. The following subsection provides a brief discussion on the ZOH.
D.5 Notes on the ZOH
The zero-order hold (ZOH) is a common sampling method. It is described in detail in [72],
and we we summarize a few key points from Chapter 5 of [72] here. The ZOH can be represented
in continuous time as
ZOH(s) =
1 = e−sTs
s
. (D.41)
As usual, we can write s⇐ jω resulting in
ZOH(jω) =
1 = e−jωTs
jω
. (D.42)
In order to understand the effect a ZOH has on a system, we wish to study it’s magnitude and
phase separately. To do so, we multiply (D.42) by 2j2j and factor out e
−jω Ts
2 to obtain
ZOH(jω) = e−jω
Ts
2
[
ejω
Ts
2 − e−jω
Ts
2
2j
]
︸ ︷︷ ︸
sin(ω Ts
2
)
2j
jω
= Tse
−jω Ts
2
[
sin(ω Ts2 )
ω Ts2
]
︸ ︷︷ ︸
sinc(ω Ts
2
)
= Tse
−jω Ts
2 sinc(ω
Ts
2
). (D.43)
From (D.43), we can investigate the contributions to magnitude and phase distinctly with
|ZOH(jω)| = Ts
∣∣∣∣sinc(ωTs2 )
∣∣∣∣ and
∠(ZOH(jω)) =
−ωTs
2
. (D.44)
Here, we note that using a ZOH is like introducing a phase shift of ωTs2 (which is a time delay of
Ts
2 seconds). Further, this delay (phase lag) decreased phase margin of the system.
SIDE NOTE: Matlab uses its own scaling convention with the their sinc function.
Appendix E
System Identification: Model Fitting
Once a FRF or ETFE has been measured as per Appendix D, one can attempt to fit a
parametric model to the data. In this appendix, we discuss details on obtaining a model that is a
good fit to the measured frequency-response data. The weighted-least-squares discrete-time model
fitting (WLS-DTMF) approach is a good method for fitting a model to data, and we introduce and
discuss that method below.
E.1 Least Squares Fitting of a Discrete-Time Model to FRF Data
Given an ETFE or FRF defined as P (ejωTs) where Ts is the desired sample rate and ω
contains all the frequencies that contain ETFE or FRF data, we can attempt to fit a model. For
the purposes of model fitting (and in an effort to make sure the coefficients of the parameter fit
are real), we extend the P (ejωTs) such that we are looking at all the N positive frequencies of ω
in P (ejωTs) and the corresponding N negative frequencies with the respective complex conjugate
P (ejωTs) data. Understanding that, we fit the data to a discrete-time model Pˆ (z) with the following
common form
Pˆ (z) =
m∑
ℓ=0
βˆℓz
ℓ
n∑
i=0
αˆiz
i
. (E.1)
Here, βˆℓ and αˆi represent parameters corresponding to elements of the vectors βˆ and αˆ that make
up the polynomials describing the zeros and poles of the system respectively. n and m are the pole
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and zero polynomial orders, respectively. We will assume that the model is monic, so αˆn = 1. In
order to fit a model to some given ETFE or FRF data, we must first reformulate (E.1) to prepare
it for a least squares calculation.
Example Reformulation of (E.1)
As an example, we assume that we are given some ETFE data and decide that n = 2 and
m = 2. The relative degree, r is equal to n −m, and we expect it to appear as a delay, d in the
response. In this case, d = r = n −m = 0. With this information and (E.1), we will expect the
model to take the form of
Pˆ (z) =
βˆ2z
2 + βˆ1z + βˆ0
z2 + αˆ1z + αˆ0
. (E.2)
Recall that we assume the plant to be monic, so αˆ2 = 1. Walking through some algebra, we can
write
Pˆ (z)[z2 + αˆ1z + αˆ0] = βˆ2z
2 + βˆ1z + βˆ0
[Pˆ (z)z2 = −Pˆ (z)αˆ1z − Pˆ (z)αˆ0 + βˆ2z
2 + βˆ1z + βˆ0]z
−2
Pˆ (z) = −Pˆ (z)αˆ1z
−1 − Pˆ (z)αˆ0z
−2 + βˆ2 + βˆ1z
−1 + βˆ0z
−2. (E.3)
Now, recall z = esTs = ejωTs and assume we are looking at a single specific frequency ωo
where the ETFE or FRF is defined and write
Pˆ (ejωoTs) = −Pˆ (ejωoTs)αˆ1e
−jωoTs − Pˆ (ejωoTs)αˆ0e
−2jωoTs + βˆ2e
−0jωoTs + βˆ1e
−jωoTs + βˆ0e
−2jωoTs
= −Pˆ (ejωoTs)αˆ1e
−jωoTs − Pˆ (ejωoTs)αˆ0e
−2jωoTs + βˆ2 + βˆ1e
−jωoTs + βˆ0e
−2jωoTs
= φ(jωo)Θˆ. (E.4)
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where
φ(jωo) = [−Pˆ (e
jωoTs)e−jωoTs − Pˆ (ejωoTs)e−2jωoTs 1 e−jωoTs e−2jωoTs ]
and
ΘˆT = [αˆ1 αˆ0 βˆ2 βˆ1 βˆ0]. (E.5)
Here, φ(jωo) can be thought of the frequency-domain data vector and has dimensions (1 ×
(n +m + 1)). Θˆ has dimensions ((n +m + 1) × 1) and contains the parameters of our model fit
with respect to this single frequency ωo. But (E.4) is not complete as we are interested in fitting
our model to every frequency that we have measured ETFE or FRF data, and in (E.4), Pˆ (ejωoTs)
is only a scalar value. As a result, we expand (E.4) to include the total number of positive and
negative frequencies (and all the respective measured values (positive frequencies) and their complex
conjugates (negative frequencies)), 2N and write
Pˆ (ejωTs) = Φ(jω)Θˆ. (E.6)
Θˆ remains the same as defined in (E.5), but now Φ(jω) is a matrix of dimensions (2N×(n+m+1)).
The result of (E.6) is a vector Pˆ (ejωTs) with dimensions (2N × 1) that contains all of the measured
FRF data with respect to the frequencies of interest (positive and negative).
A Generic Reformulation of (E.1)
The above needs to be written more generically in order to simplify coding of the algorithm
and make it as flexible to the user as possible. We can start doing this by writing φ(jωo) in (E.5)
as:
φ(jωo) =

 −e−j[1:n]ωoTsPˆ (ejωoTs), e−j[0:m]ωoTs
−e−−j[1:n]ωoTsPˆ (e−jωoTs), e−−j[0:m]ωoTs

 . (E.7)
Here, we see we have made accommodations for the negative frequencies and the corresponding
complex conjugate FRF data. Further, we note the row vector notation ([1 : n]) for constructing
φ(jωo). In fact, (E.7) is a bit over specific and is not properly constructed for the most generic
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case. We note that r = n−m, and that this leads to writing (E.7) as:
φ(jωo) =

 −e−j[1:n]ωoTsPˆ (ejωoTs), e−j[r:r+m]ωoTs
−e−−j[1:n]ωoTsPˆ (e−jωoTs), e−−j[r:r+m]ωoTs

 . (E.8)
In some cases, one may want to add additional delay (greater than that associated with r) to the
model. Recall that adding pure delay to a system increases the order of the model n. However, we
are only interested in fitting those poles to the FRF data that are not associated with pure delay,
so we again describe the number of poles not associated with pure delay with nˇ. Additionally, we
define rˇ= nˇ −m, or the relative degree that also does not include the delay poles at the origin of
the z-plane. In order to give the fitting algorithm the most flexibility, we also define d˜ as being
overall delay (including delay associated with rˇ). Knowing this (and recalling rˇ= nˇ −m), we can
rewrite the vector notation of [r : r +m] in (E.8) as [rˇ : rˇ +m] and include this delay d˜ as:
[rˇ + (d˜− rˇ) : rˇ + (d˜− rˇ) +m] = [nˇ−m+ d˜− nˇ+m : nˇ−m+ d˜− nˇ+m+m]
= [d˜ : d˜+m]. (E.9)
Using (E.8), (E.9) and the discussion above, we can now assume the generic reformulation of
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(E.1)
Pˆ (ejωTs) = Φ(jω)Θˆ.
where
ΘˆT = [αˆnˇ−1 αˆnˇ−2 · · · αˆ0 βˆm βˆm−1 · · · βˆ0]
Φ(jω) =


−e−j[1:nˇ]ω1TsPˆ (ejω1Ts), e−j[d˜:d˜+m]ω1Ts
−e−j[1:nˇ]ω2TsPˆ (ejω2Ts), e−j[d˜:d˜+m]ω2Ts
...
...
−e−j[1:nˇ]ωNTsPˆ (ejωNTs), e−j[d˜:d˜+m]ωNTs
−e−−j[1:nˇ]ω1TsPˆ (e−jω1Ts), e−−j[d˜:d˜+m]ω1Ts
−e−−j[1:nˇ]ω2TsPˆ (e−jω2Ts), e−−j[d˜:d˜+m]ω2Ts
...
...
−e−−j[1:nˇ]ωNTsPˆ (e−jωNTs), e−−j[d˜:d˜+m]ωNTs


. (E.10)
The Least-Squares Solution
Before we discuss the formulation of the least-squares method for solving for our unknown
parameters, we introduce the matrix weighting function W with (2N × 2N) dimensions. This
will allow the least-squares method to focus on certain regions on the frequency response and
ignore regions where coherence is low and/or the SNR is low. Dropping the argument terms for
convenience and inserting the weight, we rewrite (E.10) as
WPˆ =WΦΘˆ. (E.11)
Here, the vector Pˆ , contains both measured FRF data and its complex conjugate. Therefore it is
2N in size and is sized properly for W and Φ(jω). We can now solve for Θˆ as:
Θˆ = (WΦ)−1(WPˆ ). (E.12)
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The calculation in (E.12) can be rather numerically cumbersome. It is recommended to use Matlab’s
“left matrix divide” (or \) command for calculation efficiency and accuracy. Also, Section E.5.1
discuses an iterative selection process for W .
The previous described discrete-time model fitting. In general, continuous-time least square
model fitting as described above performs very poorly as a result of a poorly conditioned Φ matrix.
The source of this becomes evident when we note scaling issues as the order of the desired fit (n)
grows. In particular, we recall that in continuous time, we can write s ⇔ jω and in discrete time
z ⇔ e−sTs = e−jωTs . Further, these values become taken to the power of n (representing the order
of the desired filter fit) as (jω)−n and e−jωTsn.
Looking at the magnitude of (jω)−n and e−jωTsn as n grows reveals the problem with least-
square fitting in continuous time. e−jωTsn remains at unity magnitude as n grows for all frequencies
ω. In contrast, the magnitude of (jω)−n rolls-off as ω increases, and starts at progressively lower
magnitude levels as n increases. The result, as mentioned above, is a poorly conditioned Φ matrix
for a continuous-time model fit. That said, one can find success with a continuous-time hand-
fitting technique in which continuous-time model fitting has the advantage of retaining intuitive
connections to physical parameters (with respect to frequencies and damping coefficients).
E.2 Transport Delay and Nonminimum-Phase Zeros
In continuous-time systems, nonminimum-phase (NMP) zeros can exist in flexible structures
and in systems with sensors and actuators that are physically noncollocated. Further, discretization
(or sampling) of continuous-time systems has been shown to be another potential source of NMP
zeros [39]. In general, the appearance of nonminimum-phase zeros in a system model can complicate
controller design and limits the desired closed-loop performance; as a result they attract much
interest and discussion in the literature. A non-exhaustive list of examples of applications of
control on systems with nonminimum-phase zeros and on nonminimum-phase zeros themselves
include: [4, 5, 39, 49, 53, 56, 57, 62, 63, 65, 73, 74].
Identifying time delay in sampled systems is known to be challenging although some methods
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do exist [75]. Further, fitting discrete-time models to frequency-response functions (FRFs) with-
out addressing existing transport delay can yield higher-order models including additional non-
physical nonminimum-phase zeros beyond those that may appear as a result of sampling. These
nonminimum-phase zeros can be attributed to a discrete-time representation of a Pade´ approxima-
tion to account for the transport delay [49, 57]. In this appendix, we explore this idea in greater
detail and this discussion motivates the main contribution of this appendix, the presentation of a
procedure for fitting a discrete-time model to experimentally measured frequency response data.
The appearance of nonminimum-phase zeros in a system model is especially unfortunate if
the discrete-time nonminimum-phase zeros are non-physical — attributed to sampling [39] or failure
to address system characteristics such as transport delay — rather than a consequence of physical
characteristics of the system. This discrete-time model-fitting procedure presents a technique that
will help yield a model that reflects the measured frequency-response functions accurately, while
minimizing the presence of non-physical nonminimum-phase zeros. The key benefit being that,
with respect to previous model fits, it may be possible to eliminate all nonminimum-phase zeros
in the discrete-time model. In the case of model-inverse-based control design, this will allow the
stable inversion of the model without the use of approximation methods (Discussed in Appendix A)
to account for nonminimum-phase zeros.
In the next section, we introduce the relationship between transport delay and Pade´ approx-
imations. In Section E.4, we draw on these findings to make some intimal conclusions that assist
in the development of the model fitting procedure. The procedure is presented in Section E.5, and
an example of the method being applied to the nPoint piezoscanner are provided in Section E.6.
Finally, we offer conclusions and a path for future work in Section E.7.
E.3 Model Fitting & Pade´ Approximations
Suppose the FRF of an experimental continuous-time system is obtained through system
identification methods and provided in Fig. E.1. Also, suppose we wish to find a discrete-time
model of this system to use for controller design. Using a weighted-least-squares discrete-time-
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model-fitting (WLS-DTMF) algorithm, we can attempt to fit a parameterized discrete-time model
to the data. The least squares method is discussed generally in [31, 51] and [30].
With a WLS-DTMF algorithm, one can specify the order of the system (nˇ, not including the
poles associated with delay), the number of zeros (m), and the amount of total discrete-time delay
(d˜) in the fit, (P (z)nˇ,m,d˜). Also specified is the sample period (Ts) and an appropriate frequency
weight, W . Given the shape of the magnitude portion of Fig. E.1, a user somewhat familiar to
control systems might correctly decide to select nˇ = 1 and m = 1, but also decide to set d˜ = 0.
This user would note that these nˇ, m and d˜ parameters fail to properly fit the experimentally
obtained FRF data. At this point, the user might find that increasing nˇ and m yields a convincing
discrete-time model when looking looking at the FRF data. For example, if Ts = 0.005 seconds,
nˇ = 3, m = 3 and d˜ = 0, and equally weighting all frequencies produces the fit shown in Fig. E.1.
The fit in Fig. E.1 appears to be quite good, but if we look at the parameters of the model
in (E.13) and its the pole-zero map in Fig. E.2, we discover that the fit has two NMP zeros. At
this point, the user might be convinced by the apparent accuracy of the fit and accept that the
system model has two NMP zeros, but a closer investigation of these NMP zeros reveals that the
user is mistaken.
P (z)3,3,0 =
0.033075(z − 0.9950)(z2 − 3.199z + 3.013)
(z − 0.9995)(z2 − 1.066z + 0.335)
(E.13)
We note that the pole-zero map of the P (z)3,3,0 model in Fig. E.2 includes not only two
NMP zeros, but it also includes two stable complex poles that appear at approximately the same
frequency. This suggests that the complex features in Fig. E.2 have an all-pass characteristic and
only contribute to the phase of the model. Further, we note that these complex features are taking
on the form of a discrete-representation of a Pade´ approximations. Section 5.7.2 of [76] discusses
Pade´ approximations, but in short, a Pade´ approximation uses a series expansion to produce a
rational continuous-time transfer function representation that approximates a continuous-time time
delay, e−Tds, where Td is the amount of time delay. A second-order Pade´ approximation takes the
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Figure E.1: The FRF of the discrete-time model fit P (z)3,3,0 to the measured FRF data. The
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Figure E.2: The pole-zero map of P (z)3,3,0 in (E.13). Note the NMP zeros.
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form of
e−Tds ≈
T 2
d
12 s
2 − Td2 s+ 1
T 2
d
12 s
2 + Td2 s+ 1
. (E.14)
Assuming Td ≥ 0, (E.14) will always be stable and have two NMP zeros. If we assume Td = 0.025,
we can write (E.14) as
e−(0.025)s ≈
s2 − 240s+ 1.92×104
s2 + 240s+ 1.92×104
. (E.15)
Given Ts = 0.005, we can create a discrete-time representation of (E.15) with a matched mapping
procedure (z = esTs [72]). The result of the conversion is
0.30119(z2 − 3.428z + 3.320)
(z2 − 1.032z + 0.3012)
. (E.16)
If we compare coefficients of the discrete-time representation of the second-order Pade´ ap-
proximation of e−(0.025)s in (E.16) with those of our complex coefficients of the NMP P (z)3,3,0
fit in (E.13), we note that they are in the neighborhood of each other. This suggests that these
complex poles and NMP zeros of (E.13) exist solely to compensate for some transport delay in the
original system that was not accounted for in the P (z)3,3,0 model.
In fact, if we select nˇ = 1, m = 1, and d˜ = Td
Ts
= 0.0250.005 = 5 and rerun the WLS-DTMF
algorithm the resulting model is
P (z)1,1,5 =
0.10023(z − 0.9950)
z5(z − 0.9995)
, (E.17)
which is minimum phase, contains 5 steps of transport delay, and retains the real pole and zero of
the P (z)3,3,0 model If we were to plot the FRF of P (z)1,1,5, it would also lay on top of the measured
FRF data in Fig. E.1. So, the original P (z)3,3,0 model in (E.13) found by our hypothetical user
not only has a higher order than the P (z)1,1,5 model, but it is also NMP — both of which can
complicate controller design and implementation.
Admittedly, this is a contrived example to make our point clear as the measured FRF data
in Fig. E.1 was created from
P (s) = e−(0.025)s
0.10(s+ 1.00)
(s+ 0.10)
. (E.18)
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In general, the weighting of frequencies in the WLS-DTMF algorithm plays a large part in the
resulting model. Here, we forced equal weighting of all frequencies, as we did not want to obscure
the results of the WLS-DTMF algorithm with the choice of the weight. Assuming noise-free data,
empirical results have shown that equal weighting of frequencies only produces accurate fits if the
discrete-time poles and zeros (not associated with delay or the Pade´ approximation) are mapped
close to z = 1 as they are in Fig. E.2. Given that, we provide further convincing examples by
providing a more complex case without pole-zero features near z = 1 in the Subsection E.3.1.
E.3.1 Example 2nd-Order System
Here, a second-order system with transport delay and a relative degree of 2 is used to create
the hypothetical measured data, and we compare two models P (z)6,4,0 (nˇ = 6, m = 4 and d˜ = 0)
and P (z)2,0,16 (nˇ = 2, m = 0 and d˜ = 16). In this case, Ts = 4.0 × 10
−5 seconds and the choice
of weight is critical to obtaining a model that fits the FRF data reasonably well. In general, the
weight is selected to emphasize low frequencies and the resonance peak, and the same weight is
used for both fits. The resulting frequency responses plotted with respect to the measured FRF
are provided in Fig. E.3.
With respect to magnitude, both models fit the measured FRF data rather well. The
P (z)2,0,16 model fits the measured data almost perfectly. The phase of P (z)6,4,0 is not prefect,
but an inexperienced user may declare it to be adequate (this is especially likely if their is noise in
the measured FRF and details at high frequencies are obscured). Looking at
P (z)2,1,16 =
0.027533
z14(z2 − 1.955z + 0.9824)
, (E.19)
we notice that a second order system with the appropriate amount of delay can fit the measured
data well. In contrast, the P (z)2,0,16 model in (E.20). Requires a higher-order system (not including
poles associated with delay) with additional zeros to fit the FRF data without explicitly addressing
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Figure E.3: The FRF of the discrete-time model fits P (z)2,0,16 and P (z)6,4,0 to the measured FRF
data.
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Figure E.4: The pole-zero map of P (z)6,4,0 in (E.20). Note the NMP zeros and their associated
poles.
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the transport delay.
P (z)6,4,0 =
0.011239
(z2 − 1.955z + 0.9824)
×
(z2 − 2.138z + 1.388)(z2 − 2.526z + 1.624)
(z2 − 1.584z + 0.6389)(z2 − 1.553z + 0.7355)
. (E.20)
Here, the additional poles and zeros form what can be considered a 4th-order discrete-time repre-
sentation of a Pade´ approximation that includes 4 nonminimum-phase zeros. Note that the second
order parameters of (E.19) can be see in (E.20). The all-pass characteristics of the excess NMP
zeros and their associated poles can be seen in the pole-zero map of Fig. E.4. In the next section,
we draw some conclusions upon the connections discussed here and use them to help formulate an
improved model-fitting procedure.
E.4 Initial Model-Fitting Conclusions
The previous confirmed that not properly addressing transport delay in a system can result in
additional non-physical nonminimum-phase zeros when fitting a discrete-time model to measured
FRF data. Those nonminimum-phase zeros can take the form of near discrete-time representations
of Pade´ approximations that attempt to include the proper phase characteristics of the delay
system. Generally, the inclusion of these discrete-time representations of Pade´ approximations
will require the order of the fit (and correspondingly the number of zeros) to grow in order to
preserve the accuracy of the magnitude fit. As with the appearance of a 2nd-order discrete-time
representation of a Pade´ approximation in (E.13) and the 4th-order version in (E.20), these discrete-
time representations of Pade´ approximations themselves can require various orders to achieve the
appropriate approximation of the delay.
Additional empirical work also showed that when the measured FRF contains noise and more
complexity than the examples provided above, the choice of weight in the WLS-DTMF algorithm
becomes critical to an accurate fit. Also, the appearance of a discrete-time representation of a Pade´
approximation becomes less obvious, and perhaps obscured by physical zeros and poles. Regardless
of their exact position, there will likely be additional non-physical NMP zeros if transport delay is
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not addressed when fitting a model. When the measured FRF complexity increases, the choice of
frequency weights is vital for a respectable model fit.
That said, if we select too large of a d˜ for our model, this implies a time advance rather than
a time delay and as per (E.14), we can then expect these discrete-time representations of Pade´
approximations to yield unstable poles in our model. As a result, if a system is known to be stable,
this can be an indication that the model contains too much transport delay with respect to the
delay in the actual system.
Clearly, the choice of order of the model nˇ (defined here to not include poles associated with
transport delay) and the number of zeros m is also critical to the accuracy of a fit. Using intuition
of the system and interpretation of measured FRF data is an appropriate method to determine
the initial values for nˇ and m. Intuition can also be a good indication that the transport delay is
not properly accounted for in a model, as in the examples above we might question why we have a
6th-order fit, when we expect it to be 2nd-order. If nˇ and m are too large for the given FRF data,
we can expect some extremely near pole-zero cancellations indicating that nˇ and m can typically
be decreased by the number of near pole-zero cancellations.
rˇ = nˇ−m, can also be a valuable tool for model fitting. Pade´ approximations have a relative
degree equal to zero. As a result, if the lack of delay in a model yields a decent fit with the
appearance of a Pade´-like feature, then we can expect the relative degree rˇ to remain the same (or
very close to it) as compared to a similar fit when d˜ selected appropriately and nˇ and m decrease
respectively. Given that, the slope of the “rolloff” of the high-frequency region of the measured
FRF is a good indication of the proper rˇ of the model. Also, selecting too small of a rˇ (meaning
we have excess zeros or too large an m) can result in NMP zeros as the WLS-DTMF algorithm
struggles to locate this unneeded zero. In those cases, the fit at low frequencies will likely also suffer.
In the next section, we use the discussion of this section to formulate a discrete-time model-fitting
procedure.
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E.5 A Discrete-Time Model-Fitting Procedure
The preceding discussions indicate that to get an accurate and reasonable discrete-time fit
to FRF data, the WLS-DTMF algorithm requires the proper choice of nˇ, rˇ (which implies m when
given nˇ), d˜, frequency weighting vector W , and discrete-sample period Ts. Ts should be chosen
such that all frequencies of interest are below the respective Nyquist frequency.
We will make the assumption that the FRF data is as representative of the system as possible
(although it may include some artifacts of noise or other issues relating to forcing the linear prop-
erties of generating an FRF from a system that may contain nonlinearities). We will also assume
that the FRF includes enough frequencies that span an appropriate range to include all pertinent
system properties. Further, we will assume that the sampling period Ts is fixed and a reasonable
value. Given that, we note the importance of the proper selection of W an start by introducing an
iterative method for determining a suitable W
E.5.1 Determining W
When applied to the WLS-DTMF algorithm (discussed in Section E.1), the vector W defines
the main diagonal of a square matrix with all other elements being zero. Since the weighting is
relative to other frequencies in the data set, the elements of W are always greater than or equal
to zero, where a weight of zero implies that the WLS-DTMF algorithm should not consider the
data at this frequency. Here, the elements of W are also restricted to be real. The design of W
can evolve on a trial-and-error process in which the user identifies features or areas that the model
fails to fit the FRF data, increases the weight corresponding to these problematic frequencies, and
attempts to obtain another fit with the WLS-DTMF algorithm.
A trial-and-error process for determiningW can be slow and tedious, but with some intuition,
we can design W with an automated iterative process. If we define the vector of experimentally
measured FRF data and the corresponding vector of the FRF of the model as PFRF and PˆFRF ,
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respectively, we can define the error of the fit as
EFRF = PFRF − PˆFRF (E.21)
which is a vector containing complex elements. We can use the magnitude of the elements of this
error vector to update the real vector W with
Wj+1 =Wj + η |EFRF | (E.22)
where j is an iteration index and η is a real and positive scalar used to determine the size of
contribution of the error to the update of W .
The reader should notice that the elements of (E.22) can grow without bound through the
iteration process. This growth can be circumvented if the resulting Wj+1 is normalized to one or
any other real value that can numerically capture the desired variation of W across the frequencies.
This must be done at each iteration ofW . Also, it is clear that without normalization, the elements
of Wj+1 can only grow (and not decrease) which is a result of using |EFRF | to update the weight.
Since the frequency weighting is relative to other frequencies in the data set, this normalization
action is acceptable, and yields the effect of reducing the weight of one frequency relative to another.
The initial value of W can be defined as vector of ones. η is selected to be sufficiently large
to facilitate fast convergence (approximately 10 iterations), but also sufficiently small to ensure the
update of Wj+1 does not become unstable.
Given experimental FRF data (PFRF ), the user may determine that some features of the
FRF should not be addressed by the model. If that is the case, the user can consistently reset
the elements of W defining the weight at these frequencies to some arbitrarily small positive value
<< 1. This can be useful in areas of the FRF with high noise contributions or complexities that
are desired to be ignored. If the user desires to completely ignore a feature or frequency range, it is
also possible to remove those portions of PFRF from consideration of the WLS-DTMF algorithm.
The reader should also note that by only using the magnitude of the complex EFRF data
to update the real Wj+1, we are explicitly focusing the weight on the magnitude of the measured
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FRF rather than the phase. This is an indication that this procedure will produce a W and yield a
model fit of which the user must then determine the validity and update nˇ, rˇ, and d˜ appropriately.
In the next section we discuss guidelines for determining nˇ, rˇ, and d˜ for the WLS-DTMF algorithm.
E.5.2 Determining a Model with nˇ, rˇ & d˜
As mentioned previously, the initial selection of the order nˇ and the relative degree rˇ = nˇ−m
of the model can be guided by experience and intuition. For example, a clear resonance peak in
the FRF data, would imply nˇ is at least 2. Also noting that the initial choice of rˇ can be motivated
by observing the magnitude of the experimental FRF data, as each pole excess provides a slope of
-20 dB per decade at the high-frequency “roll off”. This initial choice of rˇ can be obscured by the
noise content in the FRF that distorts the high-frequency “roll off” portion the FRF, but ideally
there will be enough information to make an informed decision. With that, we define the first steps
in a discrete-time model-fitting procedure.
Step 1 : Determine an initial value for rˇ by observing the slope of the high-frequency “roll
off” of the magnitude of the experimental FRF data. Increment rˇ by one for every -20 dB per
decade in the slope.
Step 2 : Given the choice of rˇ in Step 1 , we can set an initial lower limit on nˇ. For example,
if rˇ = 3, then nˇ must be at least that.
Step 3 : Note features of the magnitude of the experimental FRF data, and determine if the
choice of nˇ in Step 2 is sufficient. For example, if there are two distinct resonance peaks, then nˇ
must be at least 4.
Step 4 : Assuming no prior knowledge of delay beyond rˇ in the system, set d˜ = 0.
Step 5 : Run these choices of nˇ, rˇ, and d˜ through the WLS-DTMF algorithm multiple times
while iterating on W as described in Subsection E.5.1. Plot the norm of EFRF with respect to
iteration number to determine progress of the update of W and vary the choice of η in (E.22)
and the number of iterations as needed. With a well tuned η, convergence of W in less than 10
iterations is common, and the choice of η may need to increase as we converge upon a model fit.
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Step 6 : Observe the quality of the magnitude fit resulting from Step 5 while paying partic-
ular attention to the low-frequency range and resonance peaks. If fit does not appear adequate in
these regions, increase nˇ while keeping rˇ and d˜ constant, and return to Step 5 . Be less concerned
with the fit at high frequencies until later in the process. At some point, continuing to increase rˇ
will only add model complexity while contributing little to the fit. If, after increasing nˇ, pole-zero
cancellations are observed, it may be a good idea to reduce nˇ accordingly. If a decent magnitude
fit to the low-frequency range and resonance peak(s) of the FRF data is obtained, move on to Step
7 .
Step 7 : Is the resulting model minimum-phase? If yes, skip to Step 8 . If the resulting model
is NMP, try increasing d˜ and observe any improvement in the fit (especially in the high-frequency
regions of phase and magnitude) that may imply the existence of transport delay in the system. If
the system is known to be stable, the model will become unstable if d˜ is too large (and the fit will
likely suffer as well, this is especially likely at low frequencies). Once d˜ is properly selected, there
is likely to be a reduction in NMP zeros in the model. Also, a properly selected d˜ may allow nˇ to
be decreased without detriment to the fit
Step 8 : There may be some regions of the measured FRF data that need to de-emphasized
in W because of noise content in these areas or the appearance of an FRF feature that we wish
to ignore as fitting the feature would require an extremely high-order model with little benefit. To
achieve this, reset the elements ofW corresponding to some region to some relatively small positive
number or zero prior to each iteration of the WLS-DTMF algorithm. Depending on how obvious
these features are, this step could occur earlier in the process, but it is worth revisiting here for
fine tuning.
Step 9 : At this point the resulting model should be fitting the FRF data fairly well, but
the inclusion of weight resetting (in Step 8 ) may create the need for some final tuning on d˜ and
perhaps rˇ and nˇ. The effect of these changes may now be subtle, so it may be useful to observe the
Euclidean norm of EFRF (or of W
TEFRF ) to determine the benefit of the change.
Step 10 : Observe the frequency response, pole-zero map, gain margin, phase margin, pole
227
and zero frequencies, etcetera and determine if the model yielded from the procedure meets expected
logical and practical requirements.
The ten-step procedure described above should produce a model that fits measured FRF
data rather well, but one should note that this does not always mean that the model produced
is best to help archive the desired control objectives. User intuition also play a critical role in
the production of an appropriate model. If, for example, experimental results from implementing
controllers designed with the resulting model are not adequate, the user should revisit their model
and emphasize problematic frequency regions. As commonly stated, system identification is often
a continually iterative process in which experimental results indicate the need for model refinement
or controller redesign.
E.6 Example Fit to Measured Data
The discrete-time model fitting procedure discussed in Section E.5 was used on an experimen-
tally measured FRF from the x direction of a nPoint NPXY100A x-y piezoscanner stage. The FRF
data was produced with a swept-sinusoids system-identification method. The resulting 16th-order
minimum-phase model has a sampling period of Ts = 4.0×10
−5, 10 samples of transport delay and
is provided in (E.23).
Pˆ (z) =
2.9238× 10−4(z2 − 1.84z + 0.8586)
z10(z2 − 1.897z + 0.9029)(z2 − 1.964z + 0.9897)(z2 − 1.816z + 0.8941)
(E.23)
The frequency response of the model in (E.23) is plotted in red with the measured FRF data in
Figs. E.5, and 2.6.
In Step 1 of the procedure, we observe the slope of the high-frequency “roll off” of the FRF
to reflects a starting point of rˇ = 4. Given that, in Step 2 , we determine that nˇ ≥ rˇ = 4, which
initially appears to be sufficient based on the features of the FRF (Step 3 ). We assume no prior
knowledge of delay and select d˜ = 0 in Step 4 .
We choose to normalize W to one after every iteration of W . Ten iterations of W with η = 1,
nˇ = 4, rˇ = 4, and d˜ = 0 produces a result that is clearly not adequate, and n is increased to 5
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Figure E.5: The frequency response of the plant model (E.23) plotted in red on top of the black
“centered” FRF measured at 0 µm on the ±50 µm range.
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(Steps 5 and 6 ). nˇ = 5 still produces a poor fit to low frequencies and the main resonance, so nˇ
is increased to 6 which yields a good fit to these regions. nˇ = 7 provides very limited improvement
over nˇ = 6, so for now, the latter is selected.
At this point, the model is NMP, so we increase d˜ to 10 and observe if these NMP zeros begin
to trend towards being minimum phase (Step 7 ). The result is still NMP, but we see a better
match to phase at high frequencies, so we try d˜ to 20 which yields an unstable model. Since we
know this system is stable, we know that d˜ = 20 is too large. After some manual iteration, we find
d˜ = 14 produces a decent fit. We also discover that now η = 5 provides faster convergence of W .
Using Step 8 , we determine that the WLS-DTMF algorithm is focusing more on the features
at approximately 350 and 1000 Hz than is required. As a result, we elect to reset the elements of
W corresponding to areas near these feature to 1.0×10−4. This nearly removes these data points
from consideration, and creates a smother fit through these regions. After this, we discover that
using d˜ = 15 actually produces more favorable results (Step 9 ). This unit variation of d˜ is likely
attributed to the fact that the sampling period Ts is not an integer multiple of the the actual
transport delay of the system. Finally, we take a moment to observe the characteristics of the
resulting model and determine that it meets the expectations of our knowledge and intuition of the
system (Step 10 ).
In the interest of full illustration, we provide Fig. E.6 that shows the convergence of W over
ten iterations. The first iteration (in which almost all elements are unity) is red, and the updates
proceed through the color spectrum with the final iteration of W plotted in dark blue. Notice the
regions that are reset to 1.0×10−4 in order to limit the effect of the features at approximately 350
and 1000 Hz.
E.7 Discussion
Fitting discrete-time models to frequency-response functions can result in excess nonphysical
NMP zeros if any transport delay is not properly addressed by the fitting algorithm. The excess
NMP zeros can be attributed to a discrete-time representation of a Pade´ approximation to account
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Figure E.6: The convergence of W over ten iterations for the final fit to the experimental FRF
given in Fig. 2.6. The first iteration is red and the final value is dark blue.
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for the transport delay. Since the appearance of NMP zeros in a system model can complicate
controller design and limits the desired closed-loop performance, there is great incentive for limiting
them. As a result, we have discussed this source of NMP zeros and presented a procedure for fitting
discrete-time model to experimentally measured FRF data. The procedure uses the conclusions
presented about the appearance of these excess NMP zeros to help limit them in the resulting model.
The procedure is assisted by an iterative method that determines the best frequency weighing of
the FRF data. Future work will investigate the effect of delays associated with fractional delays
(when Ts is not an exact integer multiple of Td) on model accuracy.
Appendix F
Fourier Series Coefficients
Recall that a Fourier Series is a technique that allows one to represent any periodic signal by
a sum of sines and cosines. So, (as demonstrated in D.1), the signal f(t) can be represented by the
sum of the product of an infinite number of Fourier coefficients F [n] and ejωont.
f(t) =
∞∑
n=−∞
F [n]ejωont (F.1)
where,
F [n] =
1
T
∫ T
2
−T
2
f(t)e−jωontdt (F.2)
ωo = the fundamenal freq. of the periodic signals (ωo = 2pifo) (F.3)
T = the period of the periodic signal (T =
1
fo
). (F.4)
For the purposes of demonstration, we provide an example. Suppose we have an input signal
f(t) = 7 sin(t) (ωo = 1, fo =
1
2π , and T = 2pi), and we wanted to study the Fourier coefficients.
F [0] works out in the following way.
F [0] =
1
2pi
∫ π
−π
f(t)e−j0tdt
=
1
2pi
∫ π
−π
7 sin(t)dt
=
−7
2pi
cos(t)
∣∣∣∣π
−π
=
−7
2pi
(0− 0) = 0
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All terms (other than F [1] and F [−1]) will all reduce to zero in a similar way. Moving on to F [1]
and recalling that e−jt = cos(t)− j sin(t), the Fourier coefficient works out as:
F [1] =
1
2pi
∫ π
−π
7 sin(t)e−jtdt
=
−7
2pi
∫ π
−π
sin(t) cos(t)dt−
−j7
2pi
∫ π
−π
sin2(t)dt
= (Real Term)− (Imag. Term)
Real Term =
−7
2pi
∫ π
−π
sin(t) cos(t)dt
→ let y = sin(t)
→
dy
dt
= cos(t) ⇒ dy = cos(t)dt
Real Term =
−7
2pi
∫ sin(π)
sin(−π)
ydy
=
−7
2pi
1
2
y2
∣∣∣∣sin(π)
sin(−π)
= 0
Imag. Term = −
−j7
2pi
∫ π
−π
sin2(t)dt
→ recall : cos(2t) = 1− 2 sin2(t)
⇒ sin2(t) =
1
2
(1− cos(2t))
Imag. Term = −
−j7
2pi
∫ π
−π
1
2
(1− cos(2t))dt
= −
−j7
2pi
[
1
2
t−
1
2
sin(2t)
2
] ∣∣∣∣π
−π
= −
−j7
2pi
[
1
2
(pi + pi)−
1
4
(0− 0)
]
= −
−j7
2
= −3.5j
F [1] = (Real Term)− (Imag. Term)
= (0)− (−3.5j) = 3.5j
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It is important to note that the original signal f(t) is composed of only a sine component with
zero-phase shift. As a result, we expect F [1] to contain no real terms and the work above shows
that this is the case.
Now, the reader might question the fact that the magnitude of F [1] is half the magnitude
of the original amplitude of f(t). This is correct and the reason is that the “negative” frequency
component F [−1] carries half of the signal strength, but of course “negative” frequencies get mapped
back into the real domain and the end result is the sum of F [1] and F [−1] equals the original signal
amplitude. Sine the swept-sine method relies on ratios, this is not a concern of ours and we can
focus on only F [1] (or F [−1]).
Appendix G
Linear Interpolation for System Identification
In Section D.2.3, interpolation is discussed as a method used to ensure accurate integration for
the swept-sine method. Here, we provide a reminder on interpolation for use in the swept-sinusoids
method. Traditionally, when interpolating, two points((x0, y0) and (x1, y1)) and one intermediate
point x are given and one assumes linearity between those points to find y given x with
y = y0 + (x− x0)
y1 − y0
x1 − x0
. (G.1)
In the case of the swept-sine method, we are looking for that intermediate point xd(k−1+h) given
some known fraction of a Ts sample period h. As a result (G.1) reduces down to
xd(k − 1 + h) = xd(k − 1) + (h− 0)
xd(k)− xd(k − 1)
Ts − 0
or (G.2)
xd(k − 1 + h) = xd(k − 1) +
h
Ts
(xd(k)− xd(k − 1)). (G.3)
See Fig. G.1 for a graphical representation of (G.3).
It is important to note that (G.3) is not actually representative of the integration required for
the swept-sine method as with the swept-sine method, we are actually integrating the Fourier Kernel
(xd(k)e
−2πkTsω). Here, e−2πkTsω was left out for simplicity while explaining the interpolation.
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Figure G.1: A graphical representation of (G.3). It is important to note that (G.3) is not actually
representative of the integration required for the swept-sinusoids method as with the swept-sinusoids
method, we are actually integrating the Fourier Kernel (xd(k)e
−2πkTsω). Here, e−2πkTsω was left
out for simplicity while explaining the interpolation.
Appendix H
FRF Calculations via the Power Spectrum
One can calculate a closed-loop FRF from swept-sine by simply calculating the complex FRF
by taking the ratio of the first Fourier coefficient for each ω frequency as in X(ω)
Xd(ω)
or by taking a
ratio of the power spectrum associated with those Fourier coefficients as in Gxx(ω)
Gxdxd (ω)
. The trouble
is that both results would be plagued by an error associated with noise. To correct for the error
associated with noise, we calculate the closed-loop FRF for each ω frequency as
HCL(e
jωTs) =
Gxxd(ω)
Gxdxd(ω)
. (H.1)
Here, we summarize the discussion in [71] describing why this is.
Representing the complex frequency domain data from our Fourier integral for the system
input and output for a given frequency ω as X(ω) and Xd(ω), we note that we can calculate
averaged power spectra with (D.32) resulting in Gxxd and Gxdxd . Now, if we assume our system
has some output noise that is added to the x(k) output of the system HCL (as per Fig. H.1), we
can write (in the frequency domain)
X(ω) = HCL(ω)Xd(ω) + Sn(ω). (H.2)
Here, Sn(ω) is the noise in the system. Noting (H.2), we can write the power spectrum of X(ω) as
Gxx = X(ω)X(ω)
∗
= (HCLXd + Sn)(HCLXd + Sn)
∗
= XdX
∗
d |HCL|
2 +XdHCLS
∗
n + SnH
∗
CLX
∗
d + |Sn|
2. (H.3)
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Figure H.1: Block diagram representation of (H.2).
But, being noise, we know that Sn is not correlated with Xd, so any terms that feature Sn and Xd
terms go to zero as the averaging is introduced. As a result, (H.3) becomes
Gxx = XdX
∗
d |HCL|
2 + |Sn|
2. (H.4)
Using (H.4) in Gxx(ω)
Gxdxd (ω)
we can see why there is error in this calculation.
Gxx(ω)
Gxdxd(ω)
=
XdX
∗
d |HCL|
2 + |Sn|
2
XdX
∗
d
= |HCL|
2 +
|Sn|
2
Gxdxd
. (H.5)
Here, we can see the problem. The first term in (H.5) has information of value, but there is
additive noise term ( |Sn|
2
Gxdxd
) that will insert error into the calculation. In order to avoid this,
HCL(e
jωTs) should be calculated as
Gxxd (ω)
Gxdxd (ω)
. The reason for this can be seen when calculating
Gxxd , in particular
Gxxd = X(ω)Xd(ω)
∗
= (HCLXd + Sn)X
∗
d
= XdHCLX
∗
d + SnX
∗
d
= HCLGxdxd + SnX
∗
d
= HCLGxdxd . (H.6)
Again we see in (H.6) that lack of correlation between Sn and Xd so those cross terms go to zero
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as the number of averages increase. Returning to (H.1), we find
HCL(e
jωTs) =
Gxxd
Gxdxd
=
HCLGxdxd
Gxdxd
= HCL. (H.7)
The result of (H.7) is without the additional error term due to noise that we see in (H.5).
Appendix I
Coherence Briefly Explained
The quality of an FRF measurement can be determined by looking into its coherence. Coher-
ence is a measure of the power of the input appearing in the output. A coherence of 1.0 indicates
that all of the power in the output is a result of the input. If it is 0.0 then there is no input power
in the output [71]. Another way to say this is: if the system were noise free (and completely linear),
the coherence would equal 1.0 for all frequencies of the measurement. In general, coherence has
little meaning if there are not at least three averages. It can be calculated for each frequency ω as
γ2(ω) =
∣∣∣∣Gxxd(ω)G∗xdx(ω)Gxdxd(ω)Gxx(ω)
∣∣∣∣ . (I.1)
Here, Gxxd(ω) is the cross-power spectrum for the signals x and xd. Gxx(ω) is an auto-power
spectrum, and the others (Gxdx(ω), Gxdxd(ω)) can be explained similarly. In general, the power
spectrum can be calculated from frequency domain information X(ω) and Xd(ω) (determined from
the FFT, Fourier coefficient, etc.) as
Gxxd(ω) = X(ω)Xd(ω)
∗. (I.2)
Similarly to [71], we take at look at the terms Gxx(ω) and Gxdx(ω) to explain the the coherence
calculation (I.1). Similar to Appendix H, we first assume our system has some output noise Sn(ω)
that is added to the x(k) output of the system HCL (as per Fig. I.1), we can write (in the frequency
domain)
X(ω) = HCL(ω)Xd(ω) + Sn(ω). (I.3)
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Figure I.1: Block diagram representation of (I.3).
Noting the noise in (I.3), we write Gxx(ω) and Gxdx(ω) as
Gxx(ω) = X(ω)X(ω)
∗
= (HCLXd + Sn)(HCLXd + Sn)
∗
= XdX
∗
d |HCL|
2 +XdHCLS
∗
n + SnH
∗
CLX
∗
d + |Sn|
2
= XdX
∗
d |HCL|
2 + |Sn|
2, and
Gxdx(ω) = Xd(ω)X(ω)
∗
= Xd(HCLXd + Sn)
∗
= Xd(X
∗
dH
∗
CL + S
∗
n)
= XdX
∗
dH
∗
CL +XdS
∗
n
= GxdxdH
∗
CL +XdS
∗
n
= GxdxdH
∗
CL. (I.4)
Note that in both results in (I.4), we use the property that Sn is not correlated with Xd, so any
Sn, Xd terms go to zero as the averaging is introduced. Plugging the results of (I.4) into (I.1) we
find
γ2(ω) =
∣∣∣∣Gxxd(ω)G∗xdx(ω)Gxdxd(ω)Gxx(ω)
∣∣∣∣
=
∣∣∣∣ (GxdxdHCL)(GxdxdH∗CL)Gxdxd(XdX∗d |HCL|2 + |Sn|2)
∣∣∣∣
=
∣∣∣∣ Gxdxd |HCL|2Gxdxd(|HCL|2 + |Sn|2)
∣∣∣∣ . (I.5)
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The last term in (I.5) originates from the noise in the system. If Sn is zero, there is no noise in the
system and γ2(ω) goes to unity. One can expect that γ2(ω) would move away from unity as the
noise becomes more dominate in the measurements.
In general, if we plot γ2(ω) for several frequencies, we expect to see unity at low frequencies
and less than unity as noise plays a larger role at higher frequencies.
Appendix J
State-Space Realizations for DSP Implementation
This research note discusses a state space realization for efficient implementation of control
filters into an interrupt service routine. This technique was brought to my attention my Danny Y.
Abramovitch.
Given a discrete SISO transfer function representing a control filter
C(z) =
Y (z)
U(z)
=
B(z)
A(z)
=
b0z
m + b1z
m−1 + · · ·+ bm−1z + bm
zn + a1zn−1 + · · ·+ an−1z + an
. (J.1)
Here, (J.1) is presented in a monic realization in which a0 = 1. Taking (J.1), we can define the
state variable D(z) as D(z) = A−1(z)U(z) and write
Y (z) = C(z)U(z)
= B(z)A−1(z)U(z)
= B(z)D(z). (J.2)
That yields
D(z) = A−1(z)U(z)
=
1
zn + a1zn−1 + · · ·+ an−1z + an
U(z). (J.3)
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Walking through the algebra, we can write
D(z)(zm + a1z
n−1 + · · ·+ an−1z + an) = U(z)
D(z)(1 + a1z
−1 + · · ·+ an−1z
−n+1 + anz
−n) = U(z). (J.4)
Converting (J.4) from the frequency domain to the discrete time domain
d(k) + a1d(k − 1) + · · ·+ an−1d(k − n+ 1) + and(k − n) = u(k), (J.5)
and walking through the algebra, we arrive at (J.6).
d(k) = −a1d(k − 1)− · · · − an−1d(k − n+ 1)− and(k − n)︸ ︷︷ ︸+u(k).
auto− regressive portion (J.6)
Here, we have used d(k) to represent this state variable. The auto-regressive portion of the filter
in (J.6) has been underbraced. The importance of this portion of (J.6) will be discussed below.
Similarly, we can work on Y (z) as in (J.7)
Y (z) = B(z)D(z)
= (b0z
m + b1z
m−1 + · · ·+ bm−1z + bm)D(z)
= (b0 + b1z
−1 + · · ·+ bm−1z
−m+1 + bmz
−m)D(z) (J.7)
Converting (J.7) from the frequency domain to the discrete time domain
y(k) = b0d(k) + b1d(k − 1) + · · ·+ bm−1d(k −m+ 1) + bmd(k −m)︸ ︷︷ ︸ .
moving − average portion (J.8)
The moving-average portion of the filter is underbraced in (J.8). Here, the reader might recognize
the familiar control-canonical form. One will note that the auto-regressive and moving-average
portions of (J.6) and (J.8) are both made up of previous data. As a result, we can calculate their
values ahead of receiving the current information at time k.
One can imagine an interrupt service routine in a real-time DSP implementation that is
triggered whenever there is new information available at the ADC. Suppose the interrupt routine
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just finished. At that point (and outside of the interrupt routine), there is enough information to
calculate the auto-regressive and moving-average portions of (J.6) and (J.8) and wait for the inter-
rupt. Once the interrupt triggers, inside the interrupt routine, the pre-calculated auto-regressive
portion of (J.6) is added to the latest u(k) value to obtain d(k). Now that d(k) is available, one
can use (J.8) and multiply it by b0 and add it to the pre-calculated moving-average portion of (J.8)
to obtain y(k).
Once this is successfully implemented, we limit the number of calculations that must occur
inside the interrupt routine and ideally minimized DSP latency and maximize the possible sample
rate.
J.0.1 Implementation
When it comes to the storage of the coefficients for the use in the routine it is best that they
are all placed in a vector. Recall that we force a monic realization of the filter (assume a0 = 1) and
store b0 through bm and a1 through an as:
[an bn−r an−1 b(n−1)−r · · · a2 b2−r a1 b1−r | b0−r]
T (J.9)
Notice that if the order of the filter is n, we will always store 2n+1 coefficients even if the relative
degree r is greater than zero. As a result, if r > 0, we can expect to store a r zeros for bi (starting
with the b0 position). Those zero bi terms would be represented by a negative index in (J.9). Also,
notice that with respect to time, the above vector is read from the bottom to top.
Below is a portion of code indicating an implementation of the filter when all calculations
are completed in the interrupt routine. Here, the filter input is e(k) and filter output is u(k). Note
that there are two distinct pointers at work inside the code:
• Delay pointer: circular pointer (delays)
• Coefficient pointer: linear-progression pointer in time. (coef)
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// ==============================================================
// C++ code demonstrat ing f i l t e r implementat ion
// ==============================================================
// I n i t i a l i z a t i o n
//−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
f loat sum1ARden = 0 . 0 ; // Used in the SS r e a l i z a t i o n . . .
// o f the f i l t e r (Auto−r e g r e s s i v e , denominator )
f loat sum2MAnum = 0 . 0 ; // Used in the SS r e a l i z a t i o n . . .
// o f the f i l t e r (Moving−average , numerator )
int N = FBorder ; // Used in f i l t e r l oops
int k = 0 ; // Used in f i l t e r l oops f o r ” time k” po in t e r
int de l i nd = 0 ; // Used in index ing the . . .
// de l a y s ( s t a t e s ) in f i l t e r ( c i r c u l a r po in t e r )
f loat ∗ co e f ; // Pointer to f i l t e r c o e f f i c i e n t s
f loat ∗ de lays ; // Pointer to f i l t e r d e l a y s ( s t a t e s )
// Example f i l t e r code
//−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
rxk = RasterPattern [ RasterIndex ] ; // Desired r a s t e r va lue
exk = rxk − xk ; // Error s i g n a l
// S t a r t i n g the advanced f eedback f i l t e r c a l c u l a t i o n
//−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
sum1ARden = 0 ; // Zero out the sum pr i o r to the loop
sum2MAnum = 0 ; // Zero out the sum pr i o r to the loop
// I d e a l l y the above would happen ou t s i d e o f the i n t e r r u p t .
for ( k = 0 ; k < N; k++){
sum1ARden = sum1ARden − co e f [ 2∗ (N−k ) ] ∗ de lays [ d e l i nd ] ;
// Sum the AR denominator . Note : here we are working on . . .
// the ‘ ‘ a ’ ’ por t i on o f the coe f v e c t o r .
// Note : we work up the de l a y s v ec t o r and down the coe f v e c t o r
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sum2MAnum = sum2MAnum + coe f [ 2∗ (N−k ) − 1 ]∗ de lays [ d e l i nd ] ;
// Sum the MA numerator . Note : here we are working on . . .
// the ‘ ‘ b ’ ’ por t i on o f the coe f v e c t o r .
// Note : we work up the de l a y s v ec t o r and down the coe f v e c t o r
de l i nd = ( d e l i nd + 1) % N; // Increment de lay index modulus N
} // End o f ‘ ‘ f o r ’ ’
de lays [ d e l i nd ] = sum1ARden + exk ; // Store the current de lay ( s t a t e )
sum2MAnum = sum2MAnum + coe f [ 0 ] ∗ de lays [ d e l i nd ] ; //
de l i nd = ( d e l i nd + 1) % N; // Increment de lay index modulus N
uxk = sum2MAnum;
// End f i l t e r c a l c
//−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
RasterIndex = (++RasterIndex % NumPtsPerSweep ) ; // Increment the Raster Index .
DacOut = Cnvrt2Vto16Bit∗uxk ; // Convert ing uxk to b i t s c a l e
//−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
i f (DacOut>Ch0DacMaxOut)
DacOut = Ch0DacMaxOut ;
else i f (DacOut<Ch0DacMinOut)
DacOut = Ch0DacMinOut ;
//−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
∗ event++ = 1.0018∗1 .0294∗ (DacOut − 28 − 2 ) ; // Sending the data out the DAC
// ==============================================================
// End code
// ==============================================================
