Real conditions of deblurring involve a spatially nonlinear process since the borders are truncated, causing significant artifacts in the restored results. Typically, it is assumed to have boundary conditions to reduce ringing; in contrast, this paper proposes a restoration method which simply deals with null borders. We minimize a deterministic regularized function in a Multilayer Perceptron (MLP) with no training and follow a back-propagation algorithm with the L1 and L2 norm-based regularizers. As a result, the truncated borders are regenerated while adapting the center of the image to the optimum linear solution. We report experimental results showing the good performance of our approach in a real model without borders. Even if using boundary conditions, the quality of restoration is comparable to other recent researches.
Introduction
Image restoration is a classical topic of digital image processing, appearing in many applications such as remote sensing, medical imaging, astronomy, or digital photography [1] . This problem aims to invert a degradation process for recovering the original image, but it is mathematically ill-posed and leads to a highly noise sensitive solution. Consequently, a large number of techniques have been developed to deal with this issue, most of them under the regularization or the Bayesian frameworks (a complete review can found in [2] [3] [4] ).
The degraded image in those methods comes from the acquisition of a scene in a finite domain (field of view) and exposed to the effects of blurring and additive noise. The image blur is generally modeled as a convolution of the unknown true image with a point spread function (PSF). However, the nonlocal property of the convolution implies that part of the blurred image near the boundary integrates information of the original scenery outside the field of view. This information is not available in the deconvolution process and may cause strong ringing artifacts on the restored image, that is, the well-known boundary problem [5] . Various methods to counteract the boundary effect have been proposed in the literature, making assumptions about the behavior of the original image outside the field of view such as Dirichlet, Neuman, periodic, or other recent conditions in [6] [7] [8] . Depending on the boundary assumptions, the blurring matrix adopts a structure with particular computational properties. In fact, the periodic convolution is frequently assumed in the restoration model as the computations can be efficiently performed with block circulant matrices, compared to the block Toeplitz matrixes of the zero-Dirichlet conditions (aperiodic model).
In this paper, we present a restoration method which also starts with a real blurred image in the field of view, but with neither any image information nor prior assumption on the boundary conditions. Furthermore, the objective is not only to improve the restoration on the whole image, but also reconstruct the unknown boundaries of the original image without prior assumption. Neural networks are very well suited to combine both processes through the same restoration algorithm, in line with a given adaptation strategy. It could be thought that neural nets are able to learn about the degradation model, and so the borders of the image may be regenerated. For that reason, the algorithm of this paper uses a simple Multilayer Perceptron (MLP) based on the strategy of back-propagation. Others neural-net-based restoration techniques [9] [10] [11] have been proposed in the literature with the Hopfield's model however, they tend to be timeconsuming and large scaled. Besides, a Laplace operator is normally used as regularization term in the energy function ( 2 regularizer) [9] [10] [11] [12] [13] , but the success of the TV (total variation) regularization in deconvolution [14] [15] [16] [17] [18] , also referred as 1 regularizer in this paper, has motivated its incorporation into our MLP.
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A first step of our neural net was given in a previous work [19] using the standard 2 norm. Here, we propose a newer analysis of the problem on the basis of matrix algebra, using the TV regularizer of [17] and showing a wide range of results. A future research may be addressed to other more effective regularizations terms such as the nonlocal regularization in [20, 21] .
Let us note that our paper builds somehow on the same algorithmic base presented for the authors in this Journal about the desensitization problem [22] . In fact, our MLP simulates at every iteration an approach to both the degradation (backward) and the restoration (forward) processes, thus extending the same iterative concept but applied to a nonlinear problem. Let us remark that we use here the words "backward" and "forward" in the context of our neural net, which is the opposite sense in a standard image restoration. This paper is structured as follows. In the next section, we provide a detailed formulation of the problem, establishing naming conventions and the energy functions to be minimized. In Section 3, we present the architecture of the neural net under analysis. Section 4 describes the adjustment of its synaptic weights in every layer for both 2 and 1 regularizers and outlines the reconstruction of borders. We present some experimental results in Section 5 and, finally, concluding remarks are given in Section 6.
Problem Formulation
Let h(i, j) be any generic two-dimensional degradation filter mask (PSF, usually invariant low-pass filter) and x(i, j) the unknown original image, which can be lexicographically represented by the vectors h and x
where
are the respective supports of the PSF and the original image. A classical formulation of the degradation model (blur and noise) in an image restoration problem is given by
where H is the blurring matrix corresponding to the filter mask h of (1), y is the observed image (blurred and noisy image), and n is a sample of a zero mean white Gaussian additive noise of variance σ 2 .
The matrix H can be generally expressed as
where T has a Toeplitz structure and B, which is defined by the boundary conditions, is often structured, sparse, and low rank. Boundary conditions (BCs) make assumptions about how the observed image behaves outside the field of view (FOV), and they are often chosen for algebraic and computational convenience. The following cases are commonly referenced in literature. Zero BCs [23] , aka Dirichlet, impose a black boundary so that the matrix B is all zeros, and, therefore, H has a Toeplitz structure (BTTB). This implies an artificial discontinuity at the borders which can lead to serious ringing effects.
Periodic BCs [23] , aka Neumann, assume that the scene can be represented as a mosaic of a single infinite dimensional image, repeated periodically in all directions. The resulting matrix H is BCCB which can be diagonalized by the unitary discrete Fourier transform and leads to a restoration problem implemented by FFTs. Although computationally convenient, it cannot actually represent a physical observed image and still produces ringing artifacts.
Reflective BCs [24] reflect the image like a mirror with respect to the boundaries. In this case, the matrix H has a Toeplitz-plus-Hankel structure which can be diagonalized by the orthonormal discrete cosine transformation if the PSF is symmetric. As these conditions maintain the continuity of the graylevel of the image, the ringing effects are reduced in the restoration process.
Antireflective BCs [7] , similarly reflect the image with respect to the boundaries but using a central symmetry instead of the axial symmetry of the reflective BCs. The continuity of the image and the normal derivative are both preserved at the boundary leading to an important reduction of ringing. The structure of H is Toeplitz-plusHankel and a structured rank 2 matrix, which can be also efficiently implemented if the PSF satisfies a strong symmetry condition.
As a result of these BCs, the matrix product Hx in (2) yields a vector y of length L, where H is L × L in size and the value of L depends on the convolution operator. We will mainly analyze the cases of the aperiodic model (linear convolution plus zero BCs) and the circulant model (circular convolution plus periodic BCs) whose parameters are summarized in Table 1 . Regarding the reflective and antireflective BCs, they can be managed as an extension of the aperiodic problem, by setting the appropriate boundaries to the original image x.
Then, we come up with a degraded image y of support L ⊂ R 2 with borders derived from the boundary conditions, however, they are not actually present in a real observation. Figure 1 illustrates the borders resulted in the aperiodic and circulant models, and defines the region FOV as
A real observed image y real is, therefore, a truncation of the degradation model up to the size of the FOV support. In our algorithm, we define an image y tru which represents this observed image y real by means of a truncation on the aperiodic model
where H a is the blurring matrix for the aperiodic model and the operator trunc{·} is responsible for removing (zerofixing) the borders appeared due to the boundary conditions, that is to say
Dealing with a truncated image like (6) in a restoration problem is an evident source of ringing for the discontinuity at the boundaries. For that reason, this paper aims to provide an image restoration approach to avoid those undesirable ringing artifacts when y tru is the observed image. Furthermore, it is also intended to regenerate the truncated borders while adapting the center of the image to the optimum linear solution.
Even if the boundary conditions are maintained in the restoration process, our method is able to reduce the ringing artifacts derived from each boundary discontinuity.
Restoring an image x is usually an ill-posed or illconditioned problem since either the blurring operator H does not admit inverse or is nearly singular. Hence, a regularization method should be used in the inversion process for controlling the high sensitivity to the noise. Prominent examples have been presented in the literature by means of the classical Tikhonov regularization
where z 2 2 = i z 2 i denotes the 2 norm, x is the restored image and D is the regularization operator, built on the basis of a high pass filter mask d of support N = [N 1 × N 2 ] ⊂ R 2 and using the same boundary conditions described previously. The first term in (7) is the 2 residual norm appearing in the least-squares approach and ensures fidelity to data. The second term is the so-called "regularizer" or "side constrain" and captures prior knowledge about the expected behavior of x through an additional 2 penalty term involving just the image. The hyperparameter (or regularization parameter) λ is a critical value which measures the tradeoff between a good fit and a regularized solution.
Alternatively, the total variation (TV) regularization, proposed by Rudin et al. [25] , has become very popular in recent research as result of preserving the edges of objects in the restoration. A discrete version of the TV deblurring problem is given by
where z 1 denotes the 1 norm (i.e., the sum of the absolute value of the elements) and ∇ stands for the discrete gradient operator. The ∇ operator is defined by the matrices D ξ and
built on the basis of the respective masks d ξ and d μ of support
, which turn out the horizontal and vertical first order differences of the image. Compared to the expression (7), the TV regularization provides a 1 penalty term which can be thought as a measure of signal variability. Once again, λ is the critical regularization parameter to control the weight we assign to the regularizer, relatively to the data misfit term. In the remainder of the paper, we will refer indistinctly to the 2 regularizer as the Tikhonov model, and, likewise, the 1 regularizer may be mentioned as the TV model. Significant amount of work has been addressed to solve any of the above regularizations and mainly the TV deblurring in recent times. Nonetheless, most of the approaches adopted periodic boundary conditions to cope with the problem on optimal computation basis. We now intend to study 1 and 2 regularizers over a suitable restoration approach which manage not only the typical boundary 
Truncated image y is defined in the support
⎦and the rest are zeros up to the same size L of the aperiodic model. 
and the rest are zeros up to the same size U of the aperiodic model.
conditions, but also the real truncated image as in (5) . Consequently, (7) and (8) can redefined as
where the subscript a denotes the aperiodic formulation of the matrix operator. By removing the operator trunc{·} from (10) and (11), and changing it into the specific subscripted operator can be deduced the models for every boundary condition (similar comment can be applied to the remainder of the paper). Table 2 summarizes the dimensions involved in both regularizations taking into account the information provided in Table 1 and the definition of the operator trunc{·} in (6) . To go through this problem, we know that neural networks are especially wellsuited as their ability to nonlinear mapping and self-adaptiveness. In fact, the Hopfield network has been used in the literature to solve (7) , and recent works are providing neural network solutions to the TV regularization (8) as in [14, 15] . In this paper, we look for a simple solution to solve both regularizations based on an MLP (Multiplayer Perceptron) with backpropagation.
Definition of the MLP Approach
Let us build our neural net according to the MLP architecture illustrated in Figure 2 . The input layer of the net consists of L neurons with inputs y 1 , y 2 , . . . , y L being, respectively, the L pixels of the degraded image y. At any generic iteration m, the output layer is defined by L neurons whose outputs
are, respectively, the L pixels of an approach x(m) to the restored image. After m total iterations, the neural net outcomes the actual restored image x = x(m total ). On the other hand, the hidden layer consists of two neurons, this being enough to achieve good restoration results while keeping low complexity of the network. In any case, the next analysis will be generalized for any number of hidden layers and any number of neurons per layer.
Whatever the degradation model used in y, the neural net works by simulating at every iteration both an approach to the degradation process (backward) and to the restoration solution (forward), while refining the results progressively at every iteration of the net. However, the input to the net at any iteration is always the degraded image, as no net training is required. Let us recall that we manage "backward" and "forward" concepts in the opposite sense to a standard image restoration because of the architecture of the net.
During the back-propagation process, the network must minimize iteratively a regularized error function which we will precisely set to (10) and (11) in the following sections. Since the trunc{·} operator is involved in those expressions, the truncation of the borders is also simulated at every EURASIP Journal on Advances in Signal Processing
Figure 2: MLP scheme adopted for image restoration. iteration as well as its regeneration, with no a priori knowledge, assumption, or estimation concerning those unknown borders. Consequently, a restored image is obtained in real conditions on the basis of a global energy minimization strategy, with regenerated borders while adapting the centre of the image to the optimum solution and thus making the ringing artifact negligible.
Following a similar naming convention to that adopted in Section 2, let us define any generic layer of the net composed by R inputs and S neurons (outputs) as illustrated in Figure 3 .
Where p is the R × 1 input vector, W represents the synaptic weight matrix, S × R in size, and z is the S × 1 output vector of the layer. The bias vector b is ignored in our particular implementation. In order to have a differentiable transfer function, a log-sigmoid expression is chosen for ϕ{·}
which is defined in the domain 0 ≤ ϕ{·} ≤ 1. Then, a layer in the MLP is characterized for
as b = 0 (vector of zeros). Furthermore, two layers are connected each other verifying that 
where i and i + 1 are superscripts to denote two consecutive layers of the net. Although this superscripting of layers should be appended to all variables, for notational simplicity we will remove it from all formulae of the paper when deduced by the context.
Adjustment of the Neural Net
In this section, our purpose is to show the procedure of adjusting the interconnection weights as the MLP iterates.
A variant of the well-known algorithm of back-propagation is applied by solving the optimization problems in (10) and (11) . Let ΔW i (m + 1) be the correction applied to the weight matrix W i of the layer i at the (m + 1) th iteration. Then,
where E(m) stands for the restoration error after m iterations at the output of the net and the constant η indicates the learning speed. Let us compute now the so-called gradient matrix (∂E(m))/(∂W i (m)) for 2 and 1 regularizers in any of the layers of the MLP. 
we can rewrite the restoration error in a 2 regularizer problem from (10) as
Using the matrix chain rule when having a composition on a vector [26] , the gradient matrix leads to
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Since z and v are elementwise related by the transfer function ϕ{·} and thus
representing a diagonal matrix whose eigenvalues are computed by the function
We recall that z(m) is actually x(m) in the output layer (see Figure 2) . Hence, we can compute the second multiplier of (19) by applying matrix calculus basis over the expressions (16) , and (17) . A detailed computation can be found in the appendix and leads to
According to the Tables 1 and 2 
where • denotes the Hadamard (elementwise) product.
To complete the analysis of the gradient matrix, we have to compute the term (∂v(m))/(∂W(m)). Based on the layer definition in the MLP (13), we obtain
which in turns corresponds to the output of the previous connected hidden layer, that is to say
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4.1.2. 1 Regularizer. In the light of the above regularizer, let us also define analogous error and regularization terms with respect to (8)
With these definitions, E(m) can be written in a compact notation as
If we aimed to compute the gradient matrix ∂E(m)/ ∂W i (m) with (29), we would find out a challenging nonlinear optimization problem that is caused by the nondifferentiability of the 1 norm. One approach to overcome this challenge comes from
where TV stands for the well-known total variation regularizer and ε > 0 is a constant to avoid singularities when minimizing. Both products D Table 2 ). It should be mentioned that 1 norm and TV regularizations are quite often used as the same in the literature. But the distinction between these two regularizers should be kept in mind since, at least in deconvolution problems, TV leads to significant better results as illustrated in [16] .
Bioucas-Dias et al. [16, 17] proposed an interesting formulation of the total variation problem by applying majorization-minimization algorithms (MM). It leads to a quadratic bound function for TV regularizer, which thus results in solving a linear system of equations. Likewise, we adopt that quadratic majorizer in our particular implementation as
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where K is an irrelevant constant, the involved matrixes are defined as
with
and the regularization term r(m) of (28) is reformulated
such that the operator trunc{·} works by applying it individually for D ξ a and D μ a (see Table 2 ) and merging later as indicated in the definition of (32) .
Finally, we can rewrite the restoration error E(m) as
The same steps as in 2 regularizer can be followed now to compute the gradient matrix. When we come to resolve the differentiation (∂E(m))/(∂z(m)), we take advantage of the quadratic properties of the expression (31) and the derivation of (22) 
It can be deduced as an extension of the 2 solution when using the first-order differences operator D a of (32) and incorporating the weigh matrix Ω(m). In fact, this spatially varying matrix is responsible for the smoothness or sharpness (presence of edges) of the solution depending on the local differences of the image.
The remaining steps for the analysis of (∂E(m))/(∂W(m)) are identical to the previous section and yield a local gradient vector as 
and taking what was already demonstrated in (25) , then
Let us expand the local gradient δ i (m) by means of the chain rule for vectors as follows:
where (∂z i (m))/(∂v i (m)) is the same diagonal matrix (20) , whose eigenvalues are represented by ϕ {v i (m)}, and (∂E(m))/(∂v i+1 (m)) denotes the local gradient δ i+1 (m) of the following connected layer. With respect to the term (∂v i+1 (m))/(∂z i (m)), it can be immediately derived from the MLP definition of (13) that
Consequently, we come to
which can be simplified after verifying that (W i+1 (m))
We finally provide an equation to compute the incremental weight matrix ΔW i (m + 1) for any i hidden layer
which is mainly based on the local gradient δ i+1 (m) of the following connected layer i + 1.
It is worthy to mention that we have not made any distinction between regularizers. Precisely, the term δ i+1 (m) is in charge of propagating which regularizer is used when processing the output layer. Initialization: p 1 = y forall m and 4.3. Algorithm. As described in Section 3, our MLP neural net works by performing a couple of forward and backward processes at every iteration m. Firstly, the whole set of connected layers propagate the degraded image y from the input to the output layers by means of (13) . Afterwards, the new synaptic weigh matrixes W i (m+1) are recalculated from right to left according to the expressions of ΔW i (m + 1) for every layer. The previous pseudocode summarizes our proposed algorithm for 1 and 2 regularizers in a MLP of J layers.
There, StopRule denotes a condition such that either the number of iterations is more than a maximum or the error E(m) converges, and thus, the error change ΔE(m) is less than a threshold, or, even, this error E(m) starts to increase. If one of these conditions comes true, the algorithm concludes and the final outgoing image is just the restored image x := x(m total ).
Regeneration of Borders.
If we particularize the algorithm for two layers J = 2, we come to a MLP scheme such as illustrated in Figure 4 . It is worthy to emphasize how the borders are regenerated at any iteration of the net, from a real image of support FOV(4) to the restored image of size
(recall that the remainder of pixels in y was zerofixed). Additionally, we will observe in Section 5 how the boundary artifacts are removed from the restored image based on the energy minimization E(m), but they are critical, however, for other methods of the literature.
Adjustment of λ and η.
In the image restoration field, it is wellknown how important the parameter λ becomes. In fact, too small values of λ yield overly oscillatory estimates owing to either noise or discontinuities, too large values of λ yield over smoothed estimates.
For that reason, the literature has given significant attention to it with popular approaches such as the unbiased predictive risk estimator (UPRE), the generalized cross validation (GCV), or the L-curve method; see [28] for an overview and references. Most of them were particularized for a Tikhonov regularizer, but lately researches aim to provide solutions for TV regularization. Specifically, the Bayesian framework leads to successful approaches in this field.
Since we do not have yet a particular algorithm to adjust λ in the MLP, then we will take solutions coming from the Bayesian state-of-art. However, let us recall that most of them are developed when assuming a circulant model for the observed image and, thus, not optimized for the aperiodic or truncated models of this paper. We will summarize the equations which have better adapted to our neural net in the following subsections.
It is important to note that λ must be computed for every iteration m of the MLP. Consequently, as the solution x(m) approaches to the final restored image, the regularization parameter λ(m) also tends to its optimum value. So, in order to obtain better results, a second computation of the whole neural net will be executed fixing the previous λ(m total ).
Regarding the learning speed η, we will empirically observe in Section 5 that shows lower sensitivity compared to λ. In fact, its main purpose is to speed up or slow down the convergence of the algorithm. Then, for the sake of simplicity, we assume η = 1 or η = 2 depending on the size of the image.
2
Regularizer. Molina et al. [29] deal with the estimation of the hyperparameters α and β (λ = α/β) under a Bayesian paradigm for a 2 regularization as in (7) . So, assuming a simultaneous autoregressive (SAR) prior distribution for the original image, we can express their results in terms of our variables as
H a and no a priori information about the parameters is included. Consequently, the regularization parameter is obtained for every iteration as λ(m) = α(m)/β(m).
Nevertheless, computing the inverse of the matrix Q(α, β) for relative medium sized images turns out a heavy task in terms of computational cost. For that reason, we approximate the second term of (46) considering block circulant matrices also for the aperiodic and truncated models. It means that we can efficiently process the matrix inversion via a 2D FFT, based on the frequency properties of the circulant model. In any case, an iterative method could have been also used to compute Q −1 (α, β) without relying on circulant matrices [30] .
1
Regularizer. In search of another Bayesian fashion solution for λ, but now applied to the TV regularization problem, we come across the proposed analysis of BioucasDias et al. [17] . By using a Gamma prior for λ, it leads to
where TV{ x(m)} was previously defined in (30) and α, β are the respective shape and scale parameters of the Gamma distribution p(λ/α, β) ∝ λ α−1 exp(−βλ). In any case, these two parameters have not such an influence on the computation of λ as α θ·L and β TV{ x(m)}. Regarding the constant 0 < θ < 1, it is adjusted to get better results of the algorithm and we will provide a heuristic value on a trial and error basis.
Experimental Results
A number of experiments have been performed with the proposed MLP using several standard images and PSFs, some of which are presented here. The aim is to test the restoration results and the border regeneration properties when considering a real situation of deblurring (truncated model). Moreover, we will evaluate the results when assumed different boundary conditions in the observed image. Let us refer to the truncated, aperiodic and circulant models as TRU, APE and CIR henceforth. Figure 5 depicts the original Lena image 256 × 256 in size of Experiment 1 which is blurred according to those three degradations models. We can observe the zero truncation of borders in TRU, the expansion of the aperiodic convolution of APE and the circular assumption of boundaries in CIR (review Figure 1) . We note here the larger size L of APE and TRU against to the original size L of CIR. Nonetheless, it should be remarked that the TRU image of Figure 5 (a) corresponds to the model y tru of (6) and the real observed image y real is actually the region defined in FOV, that is, 250 × 250. Zeros outside the FOV are merely related to the MLP, but not to the real blurred data.
Let us recall that our algorithm is divided into two different implementations depending on the regularization term of E(m), either Tikhonov or TV. Then, we particularize the filter mask d of the operator D by means of the Laplace operator with the 2 regularizer (7) 1 6 
respectively. Thus, an analogous support N = [3 × 3] is considered for both regularizations.
As observed in Figure 4 , the neural net under analysis consists of two layers J = 2, where the bias vectors are ignored and the same log-sigmoid function is applied to both layers. Besides, looking for a tradeoff between good quality results and computational complexity, it is assumed that only two neurons take part in the hidden layer, that is, S 1 = 2.
In terms of parameters, we previously commented that the learning speed of the net is set to η = 1 or η = 2 if the original image size L is 128 × 128 or 256 × 256, respectively. On the other hand, the determination of a proper regularization parameter λ relies on the Bayesian approaches of Section 4.5. Once computed the MLP, it converges not only to a x(m total ), but also to a value of λ(m total ). This last value is fixed for a second round of the neural net so that the restoration performs better results. In any case, we will also try to find out the true optimal value λ by sweeping over a wide enough range of possible numbers [λ min, λ max ].
The adjustment of the interconnection weights does not require any network training, so the weigh matrices are initialized to zero along with other preliminary parameters such as α(0) = 0 or β(0) = 0 related to the λ parameter of the 2 regularization.
In the Algorithm section, we set the stopping criteria as a maximum number of 500 iterations (though never reached) or when the relative difference of the restoration error E(m) falls below a threshold of 10 −3 in a temporal window of 10 iterations.
Different signal-to-noise ratios of the blurred image (BSNR) are used in our experiments defined by
where var{·} calculates the variance of the blurred image without noise over the L support and σ 2 denotes the variance of the Gaussian noise.
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In order to measure the performance of our algorithm, the improvement in signal-to-noise ratio (ISNR) can be adopted [2] ISNR = 10 log 10
, and the expression of the numerator contrasts the degraded image and the original image in those homologous pixels within the support
However, this expression of ISNR involves the blurred image y, and thus, it is sensitive to the degradation model. For our purposes, we will alternatively use the standard deviation σ e of the error image e = x − x, such that σ 2 e turns out an approach to the average power of the error.
Our proposed MLP scheme was fully implemented in Matlab, being very well suited as all formulae of this paper have been presented on a matrix basis. The complexity of the net can be analyzed in the two stages which describe the algorithm: forward pass (FP) and backward pass (BP). The computation of the gradient δ(m) in the output layer makes the BP more time consuming, as shown in (23) and (37). In those equations, the product trunc{H a x(m)} is the most critical term as it requires numerical computations of O(L 2 ), although the operator trunc{·} is responsible for discarding (zero-fixing) 2(M 1 − 1) × 2(M 2 − 1) operations. However, this high computational cost is significantly reduced for the sparsity of H a , which obtains a performance only related to the number of nonzero elements. Regarding the FP, the two neurons of the hidden layer lead to faster matrix operations of O(2L).
In terms of convergence, our MLP is based on the simple steepest descent algorithm as defined in (15) . Consequently, the time of convergence is usually slow and controlled by the parameter η. We are aware that other variations on backpropagation may be applied to our MLP such as the conjugate gradient algorithm, which performs significantly better [31] .
Finally, we mention that the experiments were run on a 2.4 GHz Intel Core2Duo with 2 GB of RAM and we have dedicated a subsection to study the time results in the different stages of the MLP. In any case, future researches may try to improve the complexity of the net. Experiment 1. We carry out this experiment by taking the Lena image shown in Figure 5 , although down sampling it to become 128 × 128 pixels in size for simplifying the computational work. Two blur point spread function h of size 3 × 3
and a Gaussian noise is added from BSNR = 10 dB to BSNR = 30 dB, where the effect of regularization is still noticeable. Figure 6 depicts the evolution of σ e against the BSNR for the filters h 1 (a) and h 2 (b), respectively, and using the three degradation models under test (truncated, aperiodic, and circulant). Each figure also contains the results of the 2 and 1 regularizations by taking the left and right axes of the ordinates. We can observe how different the regularizations behave on the degradations models although global results favor to the TV regularization for low values of the BSNR.
As demonstrated in [32] , the pure aperiodic model achieves better results for high-medium BSNR values when the Tikhonov regularizer is applied. However, it is the circulant model which performs better at low-medium BSNR. These models are fictitious because the borders are not actually present in the observed image. Yet, our proposed neural net is able to adapt to the local nature of the problem and achieve very similar results in the truncated model to those obtained by the two other models. We will observe in next subsection that this adaptation is not well suited by other methods of the literature.
Concerning the 1 regularizer, the plots indicate that the aperiodic model reaches the minimum restoration error over the whole range of BSNR, but not that far from the circulant degradation. Both models give evidence of the better restoration quality obtained when applying a TV regularizer in the MLP compared to the traditional Tikhonov energy function. It restates the benefits viewed in the literature about considering the TV regularization in a deconvolution problem.
Nevertheless, the 1 regularizer seems to be more sensitive to the truncation of the image borders, as noted in the deviation of σ e from the other models. The improvement of TV over Tikhonov in our MLP is thus more significant for the aperiodic and circulant degradations than a in a real truncated situation.
Numerical results of the same experiment are shown in Table 4 over a finite range of BSNR. Let us recall that the critical regularization parameter λ is computed according to (46) and (47) for the 2 and 1 regularizations, respectively. Regarding 2 , the trace{} operator was computed by using the DFT. In addition, Bioucas-Dias suggests in [17] that a reasonable choice for θ would be around 2/3 and we set that value in our computation for 1 .
These approaches have yielded very good results in this Experiment when compared to the optimum handtuned λ in the Table 4 . However, we are aware that there is room to develop another ways of selecting the regularization parameter, if we aim to extend it for a large range of experiments.
We also note here that the chosen learning speed η = 1 shows lower sensitivity to the restoration error σ e than that of the parameter λ. An example is illustrated in Figure 7 revealing the evolution of σ e against both parameters such that ( 2 , h 1 , TRU, 20 dB).
In a short range of λ the value of σ e changes more rapidly than when going through the learning speed η. This statement is more obvious when checking the shape of the level curves, being almost parallel straight lines for the variation of η. We have given more luminosity to the curves as the parameter σ e increases. Finally, we examine how our method performs the regeneration of borders for the real model of (5). Let us run the previous TRU experiment of BSNR = 20 dB but for the original image size 256 × 256, a 7 × 7 uniform blur and the optimum λ parameter. The observed image y is thus truncated to the region 250 × 250, being zeros outside. Figure 8 shows the restored images for 2 and 1 regularizations overlaying a white broken line to indicate the regenerated borders. From these images, it can be drawn the ability of our MLP to not only recover the truncated pixels of the original image, but also adapt the center of the image to the optimum solution. We can check that the effect of ringing is negligible and the edges are well preserved in both cases. Though less obvious in this example, the 1 regularizer leads to visually better results compared to the solution of 2 . It will be manifest in the following experiment.
Experiment 2.
To further assess the performance of our proposed image restoration algorithm, we have compared the results of the MLP with other recent work of the literature. The test image is now the 256 × 256 sized Cameraman image and the blur is a rotationally symmetric Gaussian lowpass filter of size 7 × 7 with standard deviation 2. The BSNR is set again to 20 dB such that the regularization still plays an important role on the restoration. Regarding the regularization parameter λ, it is chosen empirically to perform the largest ISNR value in our MLP.
We have evaluated the researches of Bioucas-Dias on the majorization-minimization approach to the TV-based deconvolution. Specifically, we have taken his algorithms presented [16, 17] , which we will name henceforth as MM1 and MM2, respectively. On the other hand, the hierarchical Bayesian framework utilizing variational distributions of Molina has been also referenced as comparative results. Two versions of the TV algorithm were presented in [18] which will be denoted by TV1 and TV2 in this paper. We have assembled and run the Matlab codes which the authors have gratefully provided us according to the default parameters. In TV1 and TV2, we have particularized them not to have prior information about the hyperparameters, and, therefore, the confidence parameters γ α and γ β have been set to zero. In addition, all the methods have used their respective algorithms to select the parameter λ.
In order to better appreciate the improvements achieved with respect to the state of art, we have also included traditional algorithms such as the maximum a posteriori analysis of Molina for the simultaneous autoregressive model (SAR) [29] , or the Matlab built-in deblurring methods corresponding to the regularized and the Wiener filters, denoted respectively by REG and WIE hereafter.
From the very beginning of this paper, we have commented that most of the work in the literature assumes a circulant model to deal with the restoration problem (that is the case for the previous methods). However, when considering the truncated model as depicted in Figure 9 (a), none of those methods works properly and the results are awfully corrupted by the side effect of the zero boundaries. Even if using the real observed image defined in the 250 × 250 region FOV, the restoration keeps unpleasant artifacts due to the absence of borders assumptions. Look at the ringing lines appeared up and down in the restored image of Figure 10 , when using MM1 in the truncated model by cropping the center of the TRU image.
On the contrary, our neural net is very well suited to face the nonlinearity of the zero truncation. It achieves to restore the observed image according to the energy minimization strategy and, furthermore, the lost borders are regenerated. Figures 9(b) and 9(c) illustrate the outcome of the MLP for the 2 and 1 regularizations, respectively. Let us point out that the use of the TV regularizer now outperforms clearly the results of the Tikhonov method over the MLP. The edges are noticeably preserved and it besides reduces the artifacts of the noisy observed image. The borders are seamlessly recovered up to the original size 256 × 256 and, at the same time, the center of the image is successfully restored and the ringing effect is negligible. The subjective aspect of these results confirms the good performance of our algorithms in a realistic deblurring problem.
In any case, we want to fairly compare the results of those methods for the degradation model which they are actually prepared. So, we run the same experiment but using the circulant model observed in Figure 11(a) . Numerical values of the restoration error σ e (see Table 5 within CIR column) show the best results obtained by the MM algorithms and followed immediately after by those of our MLP. However, when we have a look to the restored images of Figure 11 (c), we notice the overemphasized edges of the MM2 method compared to the more natural aspect of the 1 -MLP. Since we consider a relatively noisy image BSNR = 20 dB, the other methods tend to oversmooth the results for removing noise artifacts and highlight the edges simultaneously as seen in Figures 11(c) and 11(d) .
From these results, we can deduce that our proposed method is also a good reference in the circulant model, obtaining a successful visual aspect with preserve of edges and an acceptable level of denoising (mainly for 1 regularizer).
Experiment 3. So far, we have focused on the ability of our MLP to reduce the artifacts appeared in a restoration problem with real observed images (5). Now, we aim to check the response of our algorithm when considering the different boundary conditions introduced in Section 2: zero, periodic, reflective and antireflective. It is expected that the ringing effects due to the discontinuities of the boundaries are significantly reduced as done for the truncation of borders in the real model.
To implement every BC, we incorporate the RestoreTools (http://www.mathcs.emory.edu/∼nagy/RestoreTools) library into our development patched with the antireflective modification (http://scienze-como.uninsubria. it/mdonatelli/). RestoreTools facilitates the implementation by providing functions to efficiently implement matrixvector multiplications when assumed every BC. Consequently, we can particularize our algorithm by constructing the matrixes H and D adapted to the boundary conditions and removing the operator trunc{·} from all the formulae.
The matrixes are all set to square dimensions and then L = L.
In this third experiment, we use the 256 × 256 sized Barbara image based on the significant features than can be found at the edge of its viewable region. The 7 × 7 uniform and Gaussian blurring operators are retrieved from the previous examples and besides a diagonal motion blur of the same size is considered in our study. Regarding the Gaussian noise, we keep 20 dB of BSNR in search of a noticeable regularization process using the optimum λ parameter.
Let us analyze the impact of each BC on the MLP looking at the evolution of the restoration error σ e as the neural net iterates. The plot of σ e against iterations is shown in Figure 12 where the uniform blur (a) and the diagonal motion blur (b) are restored by a 2 -MLP. As expected by the literature [7] , the reflective and mostly the antireflective boundary conditions also outperforms in our algorithm.
Actually, we aim to compare the ability of our MLP to reduce the ringing artifacts when the same BCs are applied to other methods. So, we take the implementation of the conjugate gradient algorithm with Tikhonov regularization in the RestoreTools library (CGLS). We do not consider any preconditioner in this approach, but we select the optimal regularization parameter. Table 6 outlines the values of σ e obtained for our MLP and the CGLS algorithm in every combination BC and degradation filter. The results of this table reveal the adaptation of the MLP to the local nature of the problem, yielding better results than the CGLS method. Furthermore, our net achieves reasonable restoration errors in a real problem without borders (truncated BC), while the results of CGLS are completely corrupted by the effect of the zero truncation in (5).
If we have a look to the restored images, we confirm in Figure 13 how the MLP makes the ringing effect negligible for a Gaussian blur and zero BC (b); however, the CGLS approach leads to a corrupted image by the discontinuity of the boundary and the noise intensity (a). Regarding the antireflective boundary condition, we find in Figure 14 examples of the restored images for the diagonal motion blur of both methods. We can observe herein the better visual aspect achieved by the MLP (b) adapting the center of the image to the optimum solution and preserving the information of edges.
In conclusion, our MLP is also well suited to deal with the artifacts of a typical restoration problem with BCs, apart from yielding a successful solution when the real truncated model is considered.
Time Complexity Experiment.
To have an idea of the complexity of our net, we have measured the elapsed time in the different stages of the MLP. Specifically, we have used the previous 256 × 256 sized Barbara image degraded by a 7 × 7 Gaussian blur and 20 dB of BSNR in a real truncated model (5) . Table 7 shows the results obtained in both layers for the FP and BP. As expected, the backward pass in the output layer is the bottleneck of the MLP.
Concluding Remarks
In this paper, we have presented the implementation of a method for image restoration in real conditions, that is to say, an observed image where the borders outside the field of view (FOV) have been truncated. The idea is to apply a deterministic regularization function, particularized to the 2 and 1 norms in an iterative minimization of a MLP (Multilayer perceptron) neural net. An inherent backpropagation algorithm has been developed in order to regenerate the lost borders, while adapting the center of the image to the optimum linear solution (the ringing artifact thus being negligible).
The proposed restoration scheme has been validated by means of several tests. As a result, we can conclude the ability of our neural net to deal with the nonlinearity of border truncation, in contrast to other state-of-art methods which are mostly based on the assumption of circular convolution. The total variation (TV) regularizer achieves visually better results, preserving the edges and reducing the artifacts of the noisy observed image. Apart from the aforementioned regeneration of borders, our algorithm has also achieved good performance when compared with other recent researches using boundary conditions.
