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Model-driven engineering (MDE) is a software development methodology that places the abstract, 
formal system model in the center of the development activity. The objective is that abstract models guide 
and direct all development activities, ranging from system design over code generation and deployment to 
system maintenance, resulting both in quality improvements and productivity increases. 
The application of MDE to NAS poses several challenges. Since the objective of models is to abstract 
from irrelevant details, resource limitations of the underlying hardware platform (CPU, memory, network 
devices) and communication channels are not considered during the design stage. Aspects such as real-
time scheduling, energy control, and resource management, which are crucial for NAS, are left for 
implementation, configuration, and deployment. However, to effectively generate NAS implementations 
from NAS design models, these aspects have to be specified already in the design, which seems to thwart 
the objectives of MDE. 
In this paper, we propose and combine several extensions of SDL-MDD [1], our holistic model-driven 
approach with SDL [3] as design language, that introduce language constructs and specification styles on 
a high level of abstraction to cope with the specific MDE demands of NAS. In particular, we extend and 
apply SDL to specify complex tasks, real-time signaling [11], energy-mode signaling and energy 
scheduling [12], and bounded input queues [13], partially summarizing and consolidating results of our 
previous work. Some of these extensions and styles are fully supported by the tool chain of SDL-MDD, 
and have already been applied to develop solutions in the NAS domain. 
In the literature, there are several proposals for the implementation of SDL addressing NAS related 
demands. E.g., [16] deals with hardware limitations, such as limited buffers, comprehensively. These 
proposals, however, introduce a gap between SDL model and implementation and prevent to fully exploit 
the benefits of model-driven engineering. In addition, language extensions for SDL models have been 
proposed with the objective to support analysis and simulation. In [15], for instance, the authors consider 
the assignment of transition priorities and timestamps in order to perform schedulability tests. With SDL-
RT [17], there is an emerging SDL dialect intended to harmonize the model-driven concepts of SDL with 
implementation aspects required for the design of real-time systems. SDL-RT’s basic contribution is the 
extension of SDL by semaphores and global variables, and the replacement of SDL data types by C data 
types, including pointers. In summary, these extensions cover individual real-time aspects only or do not 
address MDE but are intended for validation and verification. They are also not fully worked out (e.g. no 
formal semantics defined) or not supported by tools. To our knowledge, complex tasks and energy 
constraints have so far not been considered by other authors in the context of SDL. 
The following part of this paper is structured into three sections. In Section 2, we survey SDL-MDD. 
Section 3 presents SDL language extensions and specification styles to meet the additional MDE demands 
of NAS, and outlines tool support where available. Conclusions and outlook are given in Section 4. 
2. Model-driven development with SDL-MDD 
SDL-MDD [1] (see Fig. 1) is a model-driven development process that is based on and extends OMG's 
Model Driven Architecture (MDA) [2], with SDL (Specification and Description Language) [3] as 
modeling language. The computation-independent model (CIM) is expressed by message scenarios, 
specified with MSC (Message Sequence Chart) [4], and informal text. For the formal specification of the 
platform-independent and platform-specific models (PIM and PSM), we use SDL [3], a graphical formal 
specification language for distributed systems and communication protocols standardized by the ITU 
(International Telecommunications Union). 
An SDL specification formally describes systems by defining their architecture and their behavior. An 
SDL system is conceptually modeled as a set of asynchronously communicating extended finite state 
machines. Systems are hierarchically structured into blocks connected by channels, which can in turn be 
decomposed into blocks, processes, and channels. While blocks are mainly used for structuring purposes, 
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and the interaction formats – are needed. For this purpose, we have developed a generic, specification-
independent library of interfacing routines, called SDL Environment Framework (SEnF). Based on 
configuration information supplied by ConTraST, interfacing routines for different combinations of 
operating systems, communication technologies, and IO devices are automatically determined and added 
to the generated code. The SEnf also contains hardware-specific code to initialize different hardware 
platforms such as Imote2 or MicaZ. 
In our previous work [10], we have shown that the platform-specific SDL model can also be used as 
starting point for model-driven performance simulations. In Fig. 1, the corresponding process steps are 
shown. As in case of implementing SDL systems, runtime-specific code (RSC for simulation in Fig. 1) is 
generated. For functional and performance simulations, this code is then executed under the control of a 
simulator. A simulator that can run code generated from SDL models is ns+SDL [10].  
We point out that SDL engine and runtime-independent code (RIC) are used both for production and 
simulation purposes (see Fig. 1). In other words, simulation systems rely on the same implementation and 
the same execution control as the target system. Therefore, they reflect behavior and performance of the 
deployed system more faithfully as compared to approaches where simulation systems are separately 
coded, generated with a different transpiler, or executed under the control of another engine. 
3. Language extensions and specification styles for NAS 
In this section, we present and combine several SDL language extensions and specification styles to 
meet the specific MDE demands of networked ambient systems. In particular, we extend and apply SDL 
to specify complex tasks, real-time signaling, energy-mode signaling and energy scheduling, and bounded 
input queues, partially summarizing and consolidating results of our previous work. Furthermore, we 
elaborate on existing support of these extensions and styles by the tool chain of SDL-MDD. 
We illustrate the extensions and styles by an excerpt of an SDL specification of the PSM taken from 
the design of a wireless networked control system, which is very similar to real-time systems in the NAS 
domain (see Fig. 2). The design shows an SDL block Control with three SDL processes, to be deployed 
on a computing node that communicates with sensors and actuators not shown here. Connections between 
processes and/or the environment are established by directed SDL channels S1 through S5, typed by 
SDL signals (16-20). The process AppTask receives sensor values (11-12), processes them when 
triggered by a signal appTask (9), and outputs data (10) to an actuator via process CRC, which adds a 
checksum (14) and outputs the data to a transceiver of type CC2420, which is part of the SDL 
environment (15). The signal appTask is produced periodically by the process Scheduler (2-7) to 
trigger this transition of AppTask. In this small example, Scheduler triggers only one transition; in 
general, there would be a list of transitions. 
3.1. SDL tasks 
By their functionality, networked ambient systems can often be categorized as real-time systems, i.e. 
reactive systems in which the correctness of the system behavior depends on the correct ordering of 
events and their occurrence in time. The execution of real-time systems is usually decomposed into 
processing units called tasks, which are scheduled according to their urgency. Often, a task can be 
associated with a single process, thereby inheriting its priority. We refer to these tasks as simple tasks. In 
general, a task is a partial order of processing units of more than one process, which we call complex task.
Here, priority inheritance is inadequate, as the same processing unit may be shared by several tasks with 
different urgencies. 
In SDL, a task can, for instance, be associated with a single transition (simple task) or a partial order of 
related transitions of one or more SDL processes (complex task). However, SDL does not provide 
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be created explicitly, by prefixing a signal output with the keyword newTask (6), with the option to 
define a task priority (PRIO 5). Task execution starts when the trigger is consumed (9). In the example, 
this transition outputs another trigger (10). Since no new task is created, the trigger implicitly inherits 
both task id and priority of the current task. Thus, the task is continued in process CRC (13), and once 
again continued when another trigger is output to the environment (15) via channel S1 (20). 
3.2. Real-time signaling 
In networked ambient systems, tasks may be initiated when a significant change of state occurs (event-
triggered) or at determined points in time (time-triggered). For instance, sensors may observe sensed 
values exceeding a certain threshold, and notify the computing node, which in turn notifies an actuator to 
shut a valve; here, tasks are triggered by events. 
Another example is the triggering of local or remote tasks at predefined points in time. A design choice 
could be an SDL process to be deployed on the computing node acting as scheduler. Here, SDL timers 
could be specified to trigger the scheduler, which in turn triggers tasks by sending an SDL signal, thereby 
creating an SDL task (see Sect. 3.1). This design has two major drawbacks: 
x First, an SDL timer does not produce an interrupt, but an SDL signal when it expires. This signal is 
appended to the local input queue and consumed only after all previous signals have been processed, 
which may cause a significant delay until the scheduler is actually triggered. 
x Second, the SDL signal sent by the scheduler is delivered and appended to the input queue of the SDL 
process hosting the task, which may cause yet another delay until the task is actually triggered. 
Furthermore, if this SDL process resides on a different node, the SDL signal has to be transferred to 
the remote node, causing even more delays. 
To solve this problem, we have proposed a solution called real-time signaling in [11]. A real-time 
signal is an SDL signal for which an arrival time is specified when the signal is sent. The signal is 
transferred to its destination as usual, and is appended to its input queue. However, consumption of the 
signal is postponed until the specified arrival time. Thus, the scheduler can send real-time signals 
triggering SDL tasks well ahead of the actual point in time at which the task is to be started, by setting the 
arrival time to the scheduled execution time. In [11], we have proposed a syntactical extension of SDL, 
defined its formal semantics, outlined the implementation in our SDL-MDD tool chain, and reported on 
the use of real-time signaling in a control application. 
Real-time signals can be understood as a generalization of the concept of SDL timer. The main 
difference is that real-time signals can be sent by other SDL processes, whereas SDL timers can only be 
set locally. In fact, in the formal SDL semantics, SDL timers are modeled as local real-time signals. 
In the example in Fig. 2, real-time signaling is used to schedule transition (9) of the process AppTask.
A real-time signal appTask is sent (6), with a specified arrival time AT nextStart. In addition, an expiry 
time EXPIRY nextStart + maxDelay is given, specifying the deadline for signal consumption after 
which the signal will be discarded. Further real-time signals (5, 7) of process Scheduler are used for 
energy-mode signaling (see Sect. 3.3). The specified arrival time (expiry time in case of SDL timers) of 
the signal triggering the current transition can be accessed through a function sendtime, and be used to 
determine subsequent start times that require a constant offset (4, 10). Finally, another real-time signal 
CC2420_SEND is sent to the environment (15), to trigger a frame transmission of the transceiver. 
In [11], we have reported on experiments to assess the gains of using real-time signaling. All 
measurements have been performed on an Imote2 sensor node, using the tool chain of SDL-MDD.  In one 
experiment, the objective has been to schedule the strictly periodic tasks of several applications. One 
solution has been to set SDL timers of the scheduler to the execution times of the applications, and, on 
expiration of a timer, output an ordinary SDL signal to the corresponding application process, to trigger 
task execution. Fig. 3(a) shows the difference between the planned execution time (the time when the 
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information available to the SDL engine in order to determine when and how the mode of operation is to 
be changed. To derive this information, signal queues and active SDL timers are inspected. As this does 
not require modifications of the SDL design, the abstraction level of the model is not reduced. 
The example in Fig. 2 combines the application of real-time signaling and energy-mode signaling. 
Here, the energy-mode signal CC2420_OP_MODE is sent well in advance to trigger the transceiver to 
switch to receive mode (5) and to power-down mode (7), respectively, with specified signal arrival times. 
Energy-mode signals are processed by specialized driver components imported from the SEnF library 
during code generation (see Sect. 2). Further mode changes can be derived by the SDL engine, and by the 
environment, e.g. by considering scheduled frames (cf. (15)). 
3.4. Bounded input queues 
The use of low-power hardware platforms for the implementation of NAS has as consequence that 
resources including memory are strongly limited. In SDL, input queues may retain any number of SDL 
signals, and therefore may grow without upper bound. While this is sometimes seen as a convenient 
property of asynchronous interaction on design level, it may lead to illegal behavior on concrete hardware 
platforms when a queue overflow occurs. 
In [13], we have proposed extensions of SDL to specify input queue bounds formally. First, there is the 
possibility to specify an overall bound for all input queues of an SDL process (SDL agent set, to be more 
precise). Second, a bound can be specified for each element of the set of signals in all channels leading to 
an SDL process. Both styles can be combined. 
An important aspect is how to treat incoming signals if the input queue has already reached its 
specified bound. In [13], we have proposed three possible solutions. With the discard semantics, the 
incoming signal is not queued, but discarded. With the delete/append semantics, the incoming signal is 
appended, while the first signal of the same type is removed from the queue (if no such signal exists, the 
incoming signal is discarded). This, however, can lead to starvation of signals, if new signals always 
arrive before previous signals are consumed. With the replace semantics, the first signal of the same type 
is overwritten, which solves this problem. The extensions have been implemented with Cmicro, an SDL 
compiler of the IBM tool chain for SDL. For further details, we refer the reader to [13]. 
In the example in Fig. 2, an upper bound of 1 is explicitly specified for signals of type sensor (16). 
With the replace semantics, this means that only the most recent sensor value is kept for consumption. No 
upper bound is explicitly specified for signals of type appTask. However, these signals expire (6) before 
the next signal arrives (see Sect. 3.2), yielding a derived upper bound of 1. Since signals of type sensor
and appTask are the only incoming signals of process AppTask (16, 17), it follows that the input queue 
bound is 2. 
4. Conclusions 
We have presented our holistic model-driven approach SDL-MDD, and have proposed several 
extensions and specification styles to meet the specific demands of model-driven development of 
networked ambient systems (NAS). In particular, we have proposed and combined SDL tasks, real-time 
signaling, energy-mode signaling and energy scheduling, and bounded input queues. With the exception 
of SDL tasks, all extensions and styles are already supported by our tool chain, and have been used for the 
development of solutions in the NAS domain. In [13], we have specified bounded input queues in the 
design of the Assisted Bicycle Trainer, an ambient system developed by the research center “Ambient 
Intelligence” at the University of Kaiserslautern. In [11] and [12], we have applied real-time signaling, 
energy-mode signaling, and energy scheduling to the design of the Inverted Pendulum, a challenging 
wireless networked control system. Another application of these extensions is the design of MacZ, a 
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MAC layer protocol conceived for the NAS domain [14]. In these applications, we have found the SDL 
language extensions and the related tool support convenient and useful, leading to significant 
improvements of the timeliness of real-time systems. We have also experimented with an SDL extension 
to specify priorities of SDL processes [18]. However, as reported in this paper, this does not reflect the 
task structure of real-time systems. Therefore, we have decided against this extension and propose to use 
the concept of SDL tasks instead. 
In our future work, we will define the syntax and semantics of the SDL task extension formally, and 
implement SDL tasks in our SDL-MDD tool chain. In particular, we will implement task scheduling 
strategies, and conduct experiments to explore the timeliness of transition firing. Furthermore, we will 
redesign time-critical systems such as MacZ by using SDL tasks to improve their real-time capabilities. 
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