Diagnosis of mild Traumatic Brain Injury (mTBI) is difficult due to the variability of obvious brain lesions using imaging scans. A promising tool for exploring potential biomarkers for mTBI is magnetoencephalography which has the advantage of high spatial and temporal resolution. By adopting proper analytic tools from the field of symbolic dynamics like Lempel-Ziv complexity, we can objectively characterize neural network alterations compared to healthy control by enumerating the different patterns of a symbolic sequence. This procedure oversimplifies the rich information of brain activity captured via MEG. For that reason, we adopted neural-gas algorithm which can transform a time series into more than two symbols by learning brain dynamics with a small reconstructed error.
I. INTRODUCTION
Mild traumatic brain injury (mTBI) is one of the most important cause of brain insult [1 -3] including approximately the 90% all of brain injuries [2] . Almost 5 to 20% of the irremediable patients [4] suffer from post-concussion symptoms several months after the initial injury [3] . Management of mTBI is crucial due to its deleterious effects on certain brain functions [5 -7] . One of the most successful techniques to investigate the brain abnormalities caused by mTBIs is magnetoencephalography (MEG). Using advance signal processing and statistical methods, it is possible to specify the mTBIs. Through MEG, it is possible to analyze the recorded time series into functional connectivity networks in order to map the mTBIs. Four studies [8] [9] [10] [11] are already published using the current dataset investigating the functional connectivity nature of these injuries. Both intra [8, 9] and inter-frequency functional brain networks [10, 11] have been investigated for potential biomarkers for the diagnosis of mTBIs. A complementary approach to brain networks is to explore the complexity of brain activity on a single sensor level.
To our knowledge, this is the first study of exploring LZC of MEG resting state in mTBIs . A previous study found lower LZC for TBIs compared to control using MEG resting-state demonstrating also correlations of LZC with several neuropsyhological measures [12] . Theoretically, a loss of neurons and synapses can cause a reduction of complexity in Alzheimer's patients and the healthy elderly populations [13, 14] . Moreover, it was found that less matured brains and neural circuits show lower LZC [15] . We therefore explore the hypothesis that symbolic dynamics and namely metrics related with symbolic time series like complexity indexes can be valuable biomarkers for mTBIs.
In summary, we compared two alternative ways of symbolizing single-sensor MEG activity: the binarization using the mean amplitude as a threshold and the NG algorithm [16] . Complexity was estimated with two different algorithms, the LZ for the binarized time series [17] and the CI based on symbolic time series without any restrictions of the number of codebooks/symbols [18] . Our aim is to quantify the classification accuracy of the two groups with both methods and to underline the importance of appropriate methodology for revealing the (ab) normal complexity of brain activity.
II. METHODS

A. Participants
Current study analyzed thirty right-handed individuals with mTBI (29.33 ± 9.2 years of age) [11] and 50 age-and gendermatched neurologically intact controls (29.25 ± 9.1 years of age). All subjects provided informed consent and all procedures were approved by the appropriate review boards at participating institutions. Resting state MEG activity was recorded from each subject, using a 248-channel Magnes WH3600 system (4D Neuroimaging Inc., San Diego, CA) with a sampling rate of 1017.25 Hz and for approximately 3-5 minutes of eyes closed. Axial gradiometer recordings were transformed to planar gradiometer field approximations using the sincos method of Fieldtrip [19] .
B. Elimination of Non-cerebral activity
A fourth order two-pass Butterworth filter between 0.5-80 Hz and a notch filter at 60 Hz were used for filtering of recordings and to remove line noise, respectively. The extended Infomax algorithm [20] was used to estimate independent components (ICs) on individual channel recordings. ICA aims to reveal independent sources of activity from different EEG/MEG signals and attempts to separate the corresponding generators of EEG/MEG rhythms. Iteratively, ICA tries to estimate a set of spatial filters that inverts the assumption of linear mixture sources at every sensor and recover the original sources, called independent components (ICs). These sources are approximated by IC cm [n] and are decomposed from a set of single-trial EEG/MEG signals X by form:
where W called "unmixing" matrix that initially produces the set of EEG signals, X based on mutually independent sources S. Matrices S and X at each time instant n are composed of the corresponding EEG signals, X = [x 1 
T and source
T , respectively for m = 1,… , M and n = 1,… , N where M indicates the number of channels on the scalp and N denotes the number of data points in the signal. In current study, matrix W is found by means of the Infomax algorithm, which is an iteration procedure that maximizes the mutual information between S. According to least squares estimation, X = A S, where the so-called "mixing" matrix A = W 1 is the inverse matrix of W for W = A 1 (or A † where † denotes the pseudo-inverse). Furthermore,
where A i is the i th column of the matrix A reflects the projection intensity of each IC back to the electrodes and form the basis of topographic mapping of this component. S i -is the raw of S (i.e. time course of the independent component).
ICA must abide by the assumptions such (1) distribution of potentials is not Gaussian; (2) generators of spatially separated components are temporally independent from each other; (3) summation of the electric currents induced by separate generators is linear at the scalp electrodes; (4) spatial distribution of components' generators remains fixed across time. Unlike other EEG decomposition methods, such as Laplacian sharpening filters and PCA projection, ICA separates EEG sources with tangential as well as radial orientations and imposes independents instead of orthogonality in the time-courses of components.
In the footsteps of the above assumptions, the data were first whitened (i.e. uncorrelated samples and unique variance) and reduced in dimensionality using Principal Component Analysis. The cut-off threshold of the percentage of useful information (total variance) was set at 95% [10, 11] . Then, the elimination of the non-cerebral activity including ocular and cardiac activity was performed by the estimation of statistical values of kurtosis and skewness for each IC. An IC was detected as artifact (IC with cardiac or ocular activity) if more that 30% of its z-score value (zero mean and unique standard deviation) was higher than ±2 [4, 9, 10] . Finally, the data were back -projected to the original 248-channel MEG space using the artifact -free ICs.
C. Complexity Estimation
Complexity analysis was performed after first filtering each artifact-free MEG time series on the δ frequency band [0.5 4 Hz] using a zero-phase filter of 3 rd order in both directions using filtfilt function in MATLAB. We then transformed MEG signals into a finite number of symbols. In the case of LZC, the symbols were two [0, 1] while in the case of NG, the symbols were optimized based on the reconstructed error [19] [20] [21] .
1) Lempel-Ziv Complexity
LZC is an algorithm that enumerate different substrings in the binarized symbolic time series STS LZ =[01110…]. Here, we transformed δ oscillations into a binary time series using the mean amplitude of each time serie as a threshold. For more details see the LZC algorithm [17] .
2) Neural Gas (NG) Algorithm and Complexity Index (CI) -Symbolazation
As an alternative way to transform a MEG signal into symbols is to adopt a proper algorithm that can learn the manifold of a reconstructed phase space and finding a mapping between trajectories and symbols (alphabet). Here, we reconstructed each MEG sensor activity across each group in a common reconstructed space and then we applied NG algorithm in order to get the number of symbols that can describe the original signal with less error . For details on the procedure see [21] [22] [23] .
Each concatenated MEG sensor time series across each group was first embedded in a multidimensional space as described in equation (3) (3)
where the time lag T is determined using mutual information and one of the ways to determine embedding dimension dE is the false nearest neighbours test [24] . Afterward, using NG and the reconstructed error between original MEG time series and the one described by the codebook derived from the application of NG, we fixed the number of symbols for each time series. Here, using as a threshold the reconstructed error < 8%, we found that k=6 symbols can describe the brain activity of each MEG sensor. 
3) Transition Rate
We estimated an index of how fast the activity within each MEG sensor changes from one state to another [25] . The function that describes the transition rate is given below:
STS length s transition of no TR
A value of 0 means no transition while a value of 1 can be interpreted as an unstable system where always 'jump' from one state to the other.
D. Classification Scheme
We accessed the predictability of both complexity estimators (LZC and CI) via machine learning techniques. We first detected the most informative MEG sensors using Laplacian score [26] after applying a threshold extracted by a bootstrapping technique. We shuffled the labels of the two groups and we re-estimated Laplacian score for each feature. Then, we applied a threshold to the original Laplacian scores derived by the mean + 2 st.ds of 1.000 Laplacian scores estimated via the randomization procedure. The aforementioned procedure was repeated separately for each of the complexity indexes.
We estimated the classification performance of each complexity index to discriminate healthy controls from mTBIs via k -nearest neighbor (k-NN) algorithm and Support Vector Machines (SVMs).
E. Expore Differences on Complexity over Brain
To explore topological differences on complexity value, an automated method was developed for the estimation of pvalues. First, the single sample Kolmogorov-Smirnov goodness-of-fit hypothesis test with Lilliefors correction was used as normality test for the selection of type of statistical test (parametric or non-parametric). If p-value of normality test was under the significant level, the non-parametric MannWhitney test was used for assessing statistical significance of differences. If the result of the normality test was higher than the significant level, the two sample t-test was used. The selection of t-test with equal or unequal variances was estimated using a chi-square test of the hypothesis (F-test). This statistical analysis was applied on each per sensor between the two groups [10] in both LZC and CI via NG algorithm.
III. RESULTS
A. Classification Performance on Complexity
Defining that normal control group represents the positive labels and mTBI the corresponding negative labels, table I and II presents the classification results for each complexity index (LZC and CI), its corresponding transition rate and the combination of complexity with transition rate. For validation purposes two classifiers were used following a 10-fold classification scheme of one-hundred iterations.
In particular, the mTBI group can be separated by the normal control group with a high classification performance according to table I (complexity: ~97%, transition rate: ~98.7% and their combination: ~97.7%). Furthermore, the indexes of sensitivity and specificity are also high (complexity -sensitivity: ~96.3%, -specificity: ~98.2%, transition ratesensitivity: ~99.9%, -specificity: ~96.6% and their combination -sensitivity: ~97.3%, -specificity: ~94%). In contrast to the classification results of table I, classification performance for LZC was shown pretty lower percentages reaching the random limits in some cases. Namely, classification performance according to table II (complexity: ~50.5%, transition rate: ~75.3% and their combination: ~74.3%). Furthermore, the indexes of sensitivity and specificity are also low (complexity -sensitivity: ~63.2%, -specificity: ~15.4%, transition rate -sensitivity: ~66%, -specificity: ~81.2% and their combination -sensitivity: ~63.3%, -specificity: ~92.6%). Figure 1 presents the topological layout of group averaged and statistically different complexity and transition rate values estimated via a Wilcoxon rank-sum test per sensor (p < 0.05) between the two groups.
B. Statistical Differences on Complexity
In case of CI via NG [Symbolization: a) and c)], it can be observed a reversal relation between complexity and transition rate for both groups. The highest complexity (Fig. 1a) values for mTBI are considered in right fronto-temporal area and most of statistical significant differences are observed in frontal areas. The corresponding transition rate (Fig. 1c) showns statistical significant differences in most sensors with the lowest values for the mTBI group in right fronto-temporal area.
In case of LZC [b) and d)], it can also be observed a reversal relation between complexity and transition rate for both groups. Current measure demonstrates pretty different topological averaged values than the previous measure. Statistical significant differences are presented in most of sensors.
IV. DISCUSSION AND CONCLUSION
The present study investigates two alternative ways of symbolizing single-sensor MEG activity aiming to explore and design proper biomarkers based on complexity analysis under the umbrella of symbolic dynamics. Additionally, we quantified the classification accuracy of the two groups with both methods underlining the importance of appropriate methodology for revealing the (ab) normal complexity of brain oscillatory activity. The classification results (table I and II) showed that in case of Symbolization Complexity, the mTBI group was separated from the normal control group with outstanding classification accuracies. In addition, a reversal relation between complexity and transition rate for both groups was observed by Fig. 1 . Future study, we will work on the whole frequency spectrum working in both amplitude and phase [21] and also constructing functional brain networks using symbolic transfer entropy as a connectivity estimator [23] . Cyrcles represent the statistical significant values (p -value < 0.05) and magenta cyrcles represented the statistical significant selected (for each case) features for the described classification scheme and resutls of table I and II.
