Aspects on the behavior of a general second order iterative learning control (ILC) 
Introduction
It is a fact that many systems in applications like robotics repeat the same actions over and over again. Often it is also the case that there is a difference between what wants to be achieved and what is actually achieved. The idea of iterative learning control (ILC) is to use the information from previous iterations in such a way that the difference between what wants to be achieved and what actually is achieved eventually becomes smaller. The first papers on this topic are from 1984, [2, 5, 71, and since then a lot of publications have been published. Just to mention a few [9, 10, 41 that can serve as a deeper introduction to the topic.
The contributions of this paper are: An analysis of the behavior of second order ILC systems from a transient and asymptotic point of view, and a proposed design scheme, which is also tested on an industrial robot control system. The result from using the second order ILC algorithm is also compared with that of a first order ILC design. Second and higher order ILC methods have been analyzed in previous works, e.g., [3, 6 , 4 ] and [14] . What has not been so much addressed, however, is what kind of transient behavior can be expected and how the filters in the second order ILC scheme shall be chosen.
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Problem formulation
The discussion will be restricted to linear time invariant SISO systems that can be described in discrete time by where yk(t) is the output, r(t) is the desired output, u k ( t ) is the control signal that can be modified by the ILC algorithm, and k is the iteration number. The signals are all assumed to be defined on a time interval
The transfer operators T,-(q) and Tu(q) are assumed to be stable discrete time filters.
The formulation in (1) is discussed in more detail in [13] and it covers easily both open loop as well as closed loop systems. It should be stressed however that here it will be assumed that a feedback control solution is applied before introducing ILC. This means that ILC will be considered as being a control strategy applied in addition to feedback control, not instead of feedback control.
In this paper a first and a second order ILC algorithm will be considered. By defining ek(t) A r ( t ) -yk(t) the first order ILC updating equation becomes,
while the second order becomes,
For the analysis of the second order ILC algorithm the notion of linear iterative systems will be used. These are presented briefly in the next section.
Linear Iterative Systems
A linear iterative system can be described as For the proof see [13] . F(eiw) is the frequency domain representation of F(q). When the linear iterative system in (4) is BIBO stable, the asymptotic value of zk(t) can be calculated as
The fact that higher order systems can be written on k+oo this form has also been explored in, e.g., [15] and [l] .
Stability analysis
The results from the previous section can be used for the analysis of ILC systems. Here only first order and second order ILC algorithms will be discussed but it is straightforward to extend the results to higher order ILC systems.
First order ILC
Using the first order ILC updating formula given by (2) on the system described by (1) gives the updating equation for 'Ilk as
). This means that it is possible to write (6) on the same form as (4) and from Theorem 1 the well known stability criterion follows,
where the Q-filter can be used to increase the stability region. By choosing a Q different from 1 the asymptotic error will no longer be guaranteed to be zero. Let with F1(q) = Ql(q)(l -Ll(q)Tu(q)) and F2(q) = Q2(4)(1 -L2(q)TU(q)) and it is possible to apply the general stability result of Theorem 1. If Q1 + Q2 is not chosen to be one the asymptotic error can not be guaranteed to be zero for this algorithm, see [13] for the. proof. Compare this with the demand on Q in the first order case above.
Convergence behavior
It is not only the stability of the ILC system that is of importance. Also the performance is of great importance. The convergence speed is here analyzed from a frequency domain perspective. For a more detailed discussion the reader is referred to [12] and [13] .
First order ILC
When considering convergence speed it is important to see how fast the ,system with the ILC algorithm converges to a pre-specified trajectory. This is the same as studying how
converges to zero. Using the first order ILC scheme in (2), the definition of the error ,?&(eiw) = R(eiw) -Yk(eiw), and the system description in (1) it follows that
~~+ l , w ( e i w ) = Q(eiw)(l -L ( e i w ) T u ( e i w ) )~~, w ( e i w )
which gives a clear message about the convergence. It is exponential with the rate decided by the frequency function IF(eiw)l.
Second order ILC
First the main result for second order ILC systems is presented.
Theorem 2 (Eigenvalue decomposition)
It is possible to write l?k,w on the following decomposed form,
where l?k(eiw) is defined according to (9) and,
and XI,^, X Z ,~ are the eigenvalues of the matrix F(eiw).
The proof (see [13] ) is based on the fact that &(eiw) = Zm(eiw) -Zk(eiw) can be written in the base constructed from the eigenvectors of F(eiw). The result in Theorem 2 is the basis for the results on the behavior of I Ok,w 1.
Choose QZ and LZ such that (Q(eiW)I2
4 ,
Design
Before going into the actual design example and the experiments, some general comments on the choices of eigenvalues that are actually reasonable.
The eigenvalues of the matrix in (8) From now on it is assumed that the system where ILC is applied can be described as in (l) .The proposed second order ILC updating formula is given by (3). A design methodology for this ILC algorithm has to be able to find the filters Q1, Qp, L1, and Lp. How to choose the Q and the L filters in a first order ILC formulation is quite well known and there exist some algorithms that from a model can calculate the filters, see for example [4, 9, 13) .
Design algorithm proposal
By considering (11) it is clear that given a value of F1(eiw) the best eigenvalue, with respect to the amplitude, is v. This is the case when F2(eiw) is chosen such that
The approach suggested in Algorithm 1 is model based since Tu is used in the construction of the Lp filter. One important difference compared to many suggested first order ILC design schemes is however that it is the model and not its inverse that is included. If the first order ILC algorithm is chosen as the optimal solution L1 = T;', without considering robustness, then from the choice of L2 in the algorithm it is obvious that also L2 = 2';'. The choice of Q1 and Q2 stem from the condition mentioned in Section 4.2. In the frequency band where the first order ILC system has zero error convergence, i.e., Qw = 1, the second order design using Algorithm 1 will also converge to zero since 6.2 Analysis of resulting design A natural way of evaluating the second order ILC design is to compare it with the corresponding first order design, both from a performance as well as a robustness point of view.
6.2.1
Performance and robustness for a first order ILC: From Section 5.1 it is clear that the first order ILC algorithm will give an exponential convergence in the frequency domain. The rate will depend on the frequency function F(e2") = Q(e") (l - 
L(eiw)Tu(ei")).
Assume that there is a relative model uncertainty
Ar (eiw), F(e2") = F(eiw)(l + A,(e")), lAr(ez")l < y ( w )
where F(e2") is the nominal value. A sufficient condition for stability becomes This choice will, however, only fulfill the condition on
IF(eiw) I
approach here will instead be to choose an approximate solution based on a first order ILC design.
If there is an absolute uncertainty, Algorithm 1 (Second order ILC design) 
Now the proposed second order ILC design can be compared with the first order ILC scheme.
Eigenvalue based design: When using Algorithm 1 the eigenvalues are given by
Obviously this means that if F(eiw) = Q(eiU)(l -L(e")Tu(eiU)) is the result of the original first order ILC design, the nominal eigenvalues are = F(e2") and X2,U = iF(e2"). From a robustness perspective this is exactly the same result as for the first order ILC algorithm since the absolute amplitude margin for the second order case, is exactly the same as the one of the first order.
Important is also to consider the performance that can be achieved compared to the first order ILC design.
For the second order design it follows from Theorem 2 that
To compare the first and the second order ILC algorithms consider, Using the following bound
which is found using the triangular inequality and the fact that IF(eiU)l < 1. It is obvious that the second order ILC algorithm designed using the eigenvalue based design will never work better compared to the first order ILC design on which it is based.
Experiment
The theory developed in the previous sections can now be applied on a design example for a real industrial system. The system, an ABB IRB1400 industrial robot, is depicted in Figure 1 . For a more thorough description of the technical part of the experimental setup see [13] .
In this example ILC is applied to three of the robot's six joints. Each of the three joints is modeled as a transfer operator description from the ILC control input to the measured motor position on the robot, i.e., Tu in (1). It should be stressed that Tu is in fact a model of a closed loop system. The conventional feedback controller in the S4C control system is working in parallel with the ILC scheme. The using System Identification by, models, Tu are calculated Toolbox [8] and are.given 0.1q-'
Description of the experiment
The experiment is done on the ABB IRB1400 robot in the research lab of Division of Automatic Control at Linkoping University. In Figure 2 the program used in the experiment is shown together with the resulting trajectory on the arm-side of the robot. The instruction movec p2 ,p3 , v60 refers to an instruction that produces an arc on the arm-side of the robot. The arc starts from the current position, not explicitly stated, and goes through the points p2 and p3. The speed along the path is programmed to be 60 mm/s. Actual position of p i in the base coordinate system is x = 1300 mm, y = 100 mm, and z = 707 mm. The configuration of the robot is also shown in Figure 1 . 
ILC design
The design of the first order ILC scheme is based on an algorithm discussed in, e.g., [13] . The procedure will only be briefly described here. The filter L is chosen as
The corresponding Q filter is chosen as (7), is fulfilled for all the three joints.
The second order ILC algorithm is designed based on the first order ILC design according to Algorithm 1.
Results from the experiments
The result from the experiments can be evaluated from two different points of view. First the result achieved on the motor side can be studied. This is the measure used by the ILC algorithms and it is the error in this measure that is supposed to be minimized.
Motor-side:
The two ILC algorithms have run for 10 iterations. Since in the first iteration ILC is not applied, uo = 0 , the same circle has been done 11 times. In Figure 4 the resulting normalized m-norm and 2-norm of the error on the motor-side is shown. In the first iteration all the algorithms use the same updating equations and should,in theory, therefore also reach the same level of error. As can be seen in Figure   4 this is not the case. The ILC designed according to Algorithm 1 gives a lower value of the error in the first iteration. In the second iteration t,he size of the error is again about the same and after the fifth iteration the error stabilizes on a level where lleklloo is about 15 % of the initial value. shown for the designs in the first 5 iterations (iteration 0 to 5 , from left to right). A conclusion that can be drawn from the result in Figure 5 is that they give a similar result also on the arm-side.
It is also possible to evaluate the result from the ILC experiments on the arm-side by a transformation of the measured motor angles to the arm side using the forward kinematic model of the IRB1400, see e.g., [ll] . In Figure 6 the result from this transformation is shown.
Conclusion
The analysis of second order ILC systems based on linear iterative systems is very promising and gives a lot of insight into the behavior of second order ILC schemes. From the results presented here it is not possible to say that a second order ILC algorithm does better than a first order algorithm. From the analysis and, in fact, also the experiments it is evident that it works as well as the first order design. Some facts are however important to stress when thinking of moving from a first order ILC design to a second order ILC design.
The second order design should not use more information about the system than the first order design.
The amount of memory required for the second order ILC scheme, as implemented in this paper, is double the amount used by the corresponding first order ILC scheme.
One aspect that has not been considered in this report but that can make the second order ILC scheme very competitive is when there is an uncertainty in the plant that makes the plant different between the iterations. The second order algorithm can smooth also the behavior of the system by using the control and the error signal from more than one iteration.
Further work in the area could be to consider the effects of nonlinearities on the resulting control signals and the resulting error. For example, Coloumb friction is a nonlinear effect that is always present in real servo systems and a comparison between a first and second order ILC algorithms for dealing with this could be worth to consider. 
