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COUNTABLE TORONTO SPACES
Gary Gruenhage and J. Tatch Moore
Abstract. A space X is called an α-Toronto space if X is scattered of Cantor-
Bendixson rank α and is homeomorphic to each of its subspaces of same rank. We
answer a question of Steprans by constructing a countable α-Toronto space for each
α ≤ ω. We also construct consistent examples of countable α-Toronto spaces for each
α < ω1.
1. Introduction
For a space X , let X0 = X , let Xα+1 be the non-isolated points of Xα, and for
α a limit, let Xα =
⋂
β<αX
β . X is scattered if Xα = ∅ for some α. In this case, we
call the least such α the Cantor-Bendixson rank, r(X), of X . The set Xα \Xα+1
(i.e., the isolated points of Xα) is called the αth level of X .
The so-called Toronto problem, posed by J. Steprans [S], asks if there is an
uncountable non-discrete Hausdorff space X which is homeomorphic to each of
its uncountable subspaces. Such a space, if it exists, is called a Toronto space.
According to the folklore, a Toronto space must be scattered of Cantor-Bendixson
rank ω1, and hereditarily separable (in particular, each level must be countable).
The Toronto problem is still unsettled, though it is known that there are no Toronto
spaces under CH , or under PFA if regularity is assumed.
Taking a cue from the structure of a Toronto space, Steprans calls a space X
an α-Toronto space if X is scattered of rank α, and X is homeomorphic to each of
its subspaces of the same rank. For example, a convergent sequence is 2-Toronto.
Steprans asks if there is an ω-Toronto space, and mentions that it is unknown
if there is an α-Toronto space for any α ≥ 3. The main result of this paper is
that there is a countable α-Toronto space for any α ≤ ω, and there are consistent
examples of countable α-Toronto spaces for each ω < α < ω1.
Given a filter F on ω, let F+ be all X ⊂ ω such that X∩F 6= ∅ for every F ∈ F .
F is said to be homogeneous if for any X ∈ F+, the restriction of the filter F to
X is isomorphic to F . Let us also denote by F × ω the filter on ω × ω generated
by sets of the form F × ω, F ∈ F . We will show in Section 2 that if there is a
homogeneous filter F on ω which is isomorphic to the filter F×ω on ω2, then there
is an α-Toronto space for every α ≤ ω. If F has a certain additional property (see
Theorem 2.11), then there is an α-Toronto space for every α < ω1.
In Section 3 we describe, in ZFC, a filter F which is homogeneous and isomor-
phic to F×ω. Thus there are countable α-Toronto spaces in ZFC for every α ≤ ω.
This filter does not have the additional property required to build countable α-
Toronto spaces for ω < α < ω1. In Section 4, we show that it is consistent for there
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to be a filter having also the additional property, and hence consistent for there
to be countable α-Toronto spaces for every α < ω1. We don’t know if such filters
(i.e., having the additional property) exist in ZFC, or if there can be countable
α-Toronto spaces in ZFC for ω < α < ω1.
Our construction also produces (consistent) α-Toronto spaces for α = ω1 and
α = ω1 + 1, albeit with uncountable levels. We don’t know if there can be an
ω1-Toronto space with countable levels.
In Section 5, we show that a very natural construction of spaces from a filter
which is somewhat different from our construction in Section 2 cannot produce
α-Toronto spaces for α ≥ 4, though it does give other 3-Toronto spaces in ZFC.
2. Toronto spaces from the filter
Given a filter F on ω, we will define corresponding scattered spaces Tα, α an
ordinal, of rank α. Tα will be countable iff α < ω1. Most other properties of the
spaces Tα will depend on properties of the filter F . We will show (Theorem 2.10)
that if F is homogeneous and isomorphic to the filter F×ω, then Tα is an α-Toronto
space for α ≤ ω. If F has an additional property (see Theorem 2.11), then Tα is
α-Toronto for all α < ω1.
If (Xn)n∈ω is a sequence of (disjoint) spaces, and F is a filter on ω, let (Xn)n∈ω∪F
{∞} denote the space whose set is {∞}∪
⋃
n∈ωXn, such that each Xn is a clopen
subspace, and a neighborhood of ∞ has the form {∞} ∪
⋃
n∈F Xn, where F ∈ F .
If F is a filter on a set A, then (Xa)a∈A ∪F {∞} is defined similarly.
Let T0 be the empty space and T1 a single point space. Let Tα+1 = ({n} ×
Tα)n∈ω ∪F {∞}. If α is a limit ordinal and Tβ has been defined for all β < α, let
Tα = ⊕β<αTβ. Clearly Tα is scattered of rank α, and is countable iff α < ω1.
To verify other properties of the spaces Tα, given properties of the filter F , it
will be helpful to establish some general facts about the “∪F” construction.
Lemma 2.1. If W ⊂ (Xn)n∈ω ∪F {∞}, then
∞ ∈W \ {∞} ⇐⇒ {n : W ∩Xn 6= ∅} ∈ F
+.
Proof. Clear. 
Lemma 2.2. If hn : Xn → Yn is a homeomorphism for each n ∈ ω, then the map
H : (Xn)n∈ω ∪F {∞} → (Yn)n∈ω∪F {∞} defined by H(∞) =∞ and H(x) = hn(x)
for x ∈ Xn is a homeomorphism.
Proof. . That H is a bijection and continous at every point except (possibly) ∞
is clear. It follows from Lemma 2.1 that ∞ ∈ W ⇐⇒ ∞ ∈ H(W ). Thus H is
also continuous at ∞. The proof that H−1 is continuous is similar. Thus H is a
homeomorphism. 
Lemma 2.3. For each A ⊂ ω, (Xn)n∈ω ∪F {∞} ∼= [((Xn)n∈A ∪F↾A {∞}) ⊕
((Xn)n∈ω\A ∪F↾(ω\A) {∞})]/{∞}.
Proof. That the obvious mapping is a homeomorphism follows easily from Lemma
2.1, noting that B ∈ F+ iff either B ∩A ∈ F+ or B ∩ (ω \A) ∈ F+. 
Another straightforward application of Lemma 2.1 shows:
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Lemma 2.4. For spaces Xn and Yn, n ∈ ω, we have
(Xn ⊕ Yn)n∈ω ∪F {∞} ∼= [((Xn)n∈ω ∪F {∞})⊕ ((Yn)n∈ω ∪F {∞})]/{∞}.
Lemma 2.5. If F is homogeneous, then for any A ∈ F+, we have
(Xn)n∈ω ∪F {∞} ∼= (Yn ⊕ Zn)n∈ω ∪F {∞}
where (Yn)n∈ω is a re-indexing of (Xn)n∈A, and Zn = Xn for n ∈ ω \ A while
Zn = ∅ for n ∈ A.
Proof. By homogeneity, (Xn)n∈A∪F↾A{∞} is homeomorphic to (Yn)n∈ω∪F {∞} for
some re-indexing (Yn)n∈ω of (Xn)n∈A. Also, it is clear that (Xn)n∈ω\A∪F↾(ω\A){∞}
is homeomorphic to (Zn)n∈ω ∪F {∞} where the Zn’s are as given in the statement
of the lemma. The lemma now follows by applying Lemma 2.3, the above remarks,
and Lemma 2.4. 
Lemma 2.6. If F is homogenous and not the co-finite filter, then Tα is homeo-
morphic to every topological sum of Tα and countably many Tβ for β < α.
Proof. The result is obvious for T0 and T1. Suppose it holds for all β < α. If α is
a limit ordinal, then Tα is by definition the topological sum of the Tβ’s for β < α,
and the result follows easily from the induction hypothesis.
Suppose α is a successor, say α = γ + 1, and consider Tα ⊕ (⊕n∈ωXn), where
each Xn is homeomorphic to some Tβn , βn < α. Note that F homogenous and not
the co-finite filter implies that Tα is homeomorphic the topological sum of itself and
countably many copies Yn, n ∈ ω, of Tγ . Now Tα⊕ (⊕n∈ωXn) ∼= [Tα⊕ (⊕n∈ωYn)]⊕
(⊕n∈ωXn) ∼= Tα ⊕ (⊕n∈ω(Xn ⊕ Yn). By the induction hypothesis, each Xn ⊕ Yn is
homeomorphic to one or two copies of Tγ , and the result follows. 
Lemma 2.7. For any filter F on ω, and disjoint spaces {Xn,m : n,m ∈ ω},
(Xn,m)(n,m)∈ω2 ∪F×ω {∞} ∼= (⊕m∈ωXn,m)n∈ω ∪F {∞}.
Proof. Note that for A ⊂ ω2, A ∈ (F × ω)+ ⇐⇒ pi1(A) ∈ F+. Now it is easy to
use Lemma 2.1 to verify that the obvious mapping is a homeomorphism. 
The next lemma shows that if in the definition of Tα+1, each copy {n} × Tα of
Tα is replaced by the sum of finitely many or countably infinitely many copies of
Tα, the result is homeomorphic to Tα+1, provided F has the stated properties.
Lemma 2.8. If F is homogeneous and isomorphic to F × ω, then
({n} × Tα)n∈ω ∪F {∞} ∼= (⊕m<kn{n,m} × Tα)n∈ω ∪F {∞},
where 0 < kn ≤ ω.
Proof. Let A =
⋃
n{n} × kn. Then A ∈ (F × ω)
+. By the assumptions on F ,
(F × ω) ↾ A is isomorphic to F × ω and F . Use an isomorphism between (F ×
ω) ↾ A and F to constuct the natural bijection between the spaces. Then use
B ∈ ((F × ω) ↾ A)+ ⇐⇒ pi1(B) ∈ F+ to show via Lemma 2.1 that this bijection
is a homeomorphism. 
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Lemma 2.9. Suppose F is homogeneous and isomorphic to F × ω. If A ∈ F+,
then
(Xn)n∈ω ∪F {∞} ∼= (⊕m∈ωY
m
n )n∈ω ∪F {∞},
where (Y mn )n,m∈ω is a reshuffling of the Xi’s, and for each n,
|{m : Y mn = Xi for some i ∈ A}| = ω.
Proof. We have (Xn)n∈ω ∪F {∞} ∼= [((Xn)n∈A ∪F↾A {∞})⊕ ((Xn)n∈ω\A ∪F↾(ω\A)
{∞})]/{∞} ∼= [((⊕m∈ωW
m
n )n∈ω ∪F {∞}) ⊕ ((Zn)n∈ω ∪F {∞})]/{∞}, where the
Wmn ’s are a reindexing of the Xn’s, n ∈ A, and the Zn are as is Lemma 2.5. The
first homeomorphism exists by Lemma 2.3, and the second follows from F being
homogeneous and isomorphic to F × ω, and Lemma 2.7. Now by Lemma 2.4, the
latter quotient space is homeomorphic to (Zn ⊕ (⊕m∈ωWmn )n∈ω ∪F {∞}. Finally,
for each n let Y mn , m ∈ ω, be a reindexing of {Zn} ∪ {W
m
n : m ∈ ω}. 
Theorem 2.10. If F is homogeneous and isomorphic to F × ω, then Tn is a
countable n-Toronto space for every n ≤ ω, and any subspace of Tn of rank j < n
is homeomorphic to a topological sum of countably many copies of Tj.
Proof. Clearly the theorem holds for n ≤ 1. Also, if it holds for all n < ω, it is easy
to check that it holds for n = ω, since Tω is just the topological sum of the Tn’s,
n < ω.
We will complete the proof by showing that the theorem holds for n = k + 1,
given it holds for n ≤ k, where k < ω. To this end, let X be a subspace of Tk+1.
If ∞ is either not in X or is an isolated point of X , it is easy to use the induction
hypothesis to verify the conclusion of the theorem. So, suppose ∞ is a limit point
of X . Let Xn = X ∩ ({n} × Tk). Note that X ∼= (Xn)n∈ω ∪F {∞}. Let j0 ≤ k
be maximal such that {n : r(Xn) = j0} ∈ F+. Then there is F0 ∈ F such that
j0 = max{r(Xn) : n ∈ F0}, and A0 = {n ∈ F0 : r(Xn) = j0} ∈ F+. Let N0 be the
clopen neighborhood {∞} ∪ (
⋃
n∈F0
Xn) of ∞ in X ; note N0 ∼= (Xn)n∈F0 ∪F {∞}.
By homogeneity and Lemma 2.5, N0 is homeomorphic to (Yn ⊕ Zn)n∈ω ∪F {∞}
where (Yn)n∈ω is a re-indexing of (Xn)n∈A0 , and each Zn is either ∅ or Xm for
some m ∈ F0 \ A. By the induction hypothesis, since r(Zn) ≤ r(Yn) = j0, each
Yn ⊕ Zn is a topological sum of countably many copies of Tj0 . So by Lemma 2.8,
N0 is homeomorphic to Tj0+1. Let N1 = X \N0. By the induction hypothesis, N1
is homeomorphic to a topological sum of countably many copies of Tj1 for some
j1 ≤ k. Of course X ∼= N0⊕N1. If j0 = k, which happens iff r(X) = k+1, then N0
and (by Lemma 2.6) X are homeomorphic to Tk+1. If j0 < k, then by Lemma 2.6
X is homeomorphic to a topological sum of countably many copies of Tmax{j0+1,j1}.
That completes the proof. 
Theorem 2.11. Suppose F is homogeneous and isomorphic to F×ω, and satisfies
(∗) Whenever f : ω → ω is unbounded on every F ∈ F , there is some A ∈ F+
such that f ↾ A is finite-to-one.
Then Tα is a countable α-Toronto space for every α < ω1, and any subspace of Tα
of rank β < α is homeomorphic to a topological sum of countably many copies of
Tβ.
Proof. Theorem 2.10 shows this theorem holds for α ≤ ω. Suppose it holds for all
β < α, where α < ω1, and consider X ⊂ Tα.
If α is a limit, then Tα = ⊕β<αTβ. By the induction hypothesis, each subspace
X∩Tβ ofX is homeomorphic to the topological sum of copies of Tβ′ for some β′ < β.
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Now one can use Lemma 2.6 to split up or group these Tβ′’s in the appropriate way
to show that X ∼= Tr(X) if r(X) is a limit ordinal, and is homeomorphic to the sum
of countably many copies of Tr(X) otherwise.
It remains to verify the theorem in case α is a successor, say α = γ + 1. As in
the proof of the Theorem 2.10, we may suppose that ∞ is a limit point of X , in
which case X ∼= (Xn)n∈ω ∪F {∞}, where Xn = X ∩ ({n} × Tγ).
Let δn = r(Xn), and let δ be minimal such that, for some F0 ∈ F ,
sup{δn : n ∈ F0} = δ.
Let A = {n ∈ F0 : δn = δ}. If A ∈ F+, let A0 = A. If A 6∈ F+, then we may assume
A = ∅, i.e., δn < δ for each n ∈ F0. Note that therefore δ is a limit ordinal. Let
βn, n ∈ ω, be increasing with supremum δ. Define f : ω → ω such that f(n) = m
iff βm ≤ δn < βm+1. By minimality of δ, f is unbounded on every F ∈ F . By (∗),
there is A0 ∈ F+, A0 ⊂ F0, such that f ↾ A0 is finite-to-one.
Thus, whether A ∈ F+ or not, we have an A0 ∈ F+, A0 ⊂ F0, such that sup{δn :
n ∈ B} = δ for every infinite B ⊂ A0. Let N0 be the clopen neighborhood {∞} ∪
(
⋃
n∈F0
Xn) of ∞ in X . By homogeneity and Lemma 2.9, N0 ∼= (Zn)n∈ω ∪F {∞},
where each Zn is a topological sum of Xm’s, m ∈ F0, with m ∈ A0 infinitely often.
Thus r(Zn) = δ for all n. By the induction hypothesis, Zn is homeomorphic to a
topological sum of countably many copies of Tδ, hence by Lemma 2.8, N0 ∼= Tδ+1.
The proof is now completed as in Theorem 2.10. 
We now show that the condition (∗) is necessary for Tω+1 to be (ω+1)-Toronto.
Theorem 2.12. Suppose F is a filter on ω which fails to satisfy condition (∗) of
Thereom 2.11. Then Tω+1 is not (ω + 1)-Toronto.
Proof. Recall Tω+1 = ({n}×Tω)n∈ω
⋃
F{∞}. Suppose Tω+1 is (ω+1)-Toronto, and
let f : ω → ω be such that |f(F )| = ω for every F ∈ F . We will show that f ↾ A
is finite-to-one for some A ∈ F+. To this end, let X = ({n} × Tf(n))n∈ω
⋃
F{∞}.
Then X is homeomorphic to a subspace of Tω+1, and it follows from the fact that
|f(F )| = ω for every F ∈ F that r(X) = ω + 1.
So there must exist a homeomorphism h : Tω+1 → X . For k ∈ ω let
Bk = {n ∈ ω : h({k} × Tω) ∩ ({n} × Tf(n)) 6= ∅.
Since r(Tω) = ω, we must have |f(Bk)| = ω. Thus we can choose nk ∈ Bk such
that f(n0) < f(n1) < .... Now pick xk ∈ h({k} × Tω) ∩ ({nk} × Tf(nk)). Note that
∞ ∈ cl(h−1({xk : k ∈ ω})). It follows that A = {nk : k ∈ ω} is in F+. Since f is
one-to-one on A, that completes the proof. 
Theorem 2.13. If F satisfies the conditions of Theorem 2.11, then Tω1 and Tω1+1
are ω1-Toronto and (ω1 + 1)-Toronto, respectively (albeit with uncountable levels).
However, Tω1+2 is not (ω1 + 2)-Toronto.
Proof. That Tω1 is ω1-Toronto follows just like the limit case of the proof of the
preceding theorem. Now consider a subspace X of Tω1+1 of rank ω1 + 1, and let
Xn = X ∩ ({n} × Tω1). Then for F
+-many n’s, r(Xn) = ω1 and for such n,
Xn ∼= Tω1 . Now use Lemmas 2.5 and 2.8 as in Theorem 2.10 to complete the proof
that X ∼= Tω1+1. Thus Tω1+1 is (ω1 + 1)-Toronto.
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Let Y be the subspace of Tω1+1 consisting of only its isolated points and the point
∞. Note that every neighborhood of ∞ in Y is uncountable. It follows that Tω1+2
has a subspace Z of rank ω1+2 with a point at level 1 every neighborhood of which
is uncountable. But every level 1 point of Tω1+2 has a countable neighborhood.
Thus Z 6∼= Tω1+2 and so Tω1+2 is not (ω1 + 2)-Toronto. 
3. The ZFC filter
In this section we will define a homogeneous filter F on ω such that F is iso-
morphic to F × ω. It will be more convenient for our purposes to actually define
the filter on the countable ordinal ωω =
∑
n ω
n. The filter F is the collection of all
A ⊆ ωω such that the order type of ωω \A is less than ωω. Note that the F -positive
subsets of ωω are simply those which have order type ωω.
Theorem 3.1. F is homogeneous and isomorphic to F × ω.
Proof. Notice that if X ⊆ ωω is in F+ and Φ : X → ωω is an order isomorphism
then Φ is also an isomorphism between F ↾ X and F . Thus F is homogenous.
To see that F is isomorphic to F × ω, recall that the ordinal ω · ωω is the order
type of the set ω×ωω equiped with the lexicographical order. It is easy to see that
ω · ωω =
∞∑
n=1
ω · ωn = ωω.
Let Φ be an order isomorphism between ωω × ω with the reverse lexicographical
order and ωω. Define F∗ to be the preimage of F under Φ. It now suffices to show
that F∗ is equal to F × ω. It should be clear that F∗ contains F × ω. If A is in
F∗ then define A0 to be the union of all E ⊆ A such that E = pi−1(pi(E)) where
pi : ωω × ω → ωω is the projection onto the first coordinate. Notice that A0 is also
in F since if the complement of A has order type α < ωω then the complement
of A0 has order type at most ω · α < ωω. Since pi(A0) must be in F , and since
pi−1(pi(A0)) = A0, A ⊇ A0 is in F × ω and we are finished. 
Corollary 3.2. There are, in ZFC, n-Toronto spaces for every n ≤ ω.
Proof. Immediate from Theorems 3.1 and 2.10.
Unfortunately, this filter does not produce α-Toronto spaces for α > ω by The-
orem 2.12 and:
Proposition 3.3. Let F be the filter of Theorem 3.1. Then F does not satisfy
condition (∗) of Theorem 2.11.
Proof. Define f : ωω → ω by f(α) = k iff α ∈ [ωk, ωk+1). If the restriction of f to a
set A ⊂ ωω is finite-to-one, clearly A has order type ω and hence is not in F+. 
In the next section, we will show that at least there are consistent examples of
filters satisfying all the conditions of Theorem 2.11.
4. The consistent filter
The purpose of this section is to prove the following.
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Theorem 4.1. If ZFC is consistent, then it is consistent with ZFC that there is a
filter F on ω satisfying:
(i) F is homogeneous;
(ii) F is isomorphic to the filter F × ω on ω2;
(iii) Whenever f : ω → ω is unbounded on every F ∈ F , then there is some
A ∈ F+ such that f ↾ A is finite-to-one.
The starting point for our construction is the following observation. Suppose
Fe = {Feα : α < ω1}, e = 0, 1, are subbases for filters on ω such that, whenever
H and K are disjoint finite subsets of ω1 and ∩α∈HFeα \ ∪β∈KFeβ is non-empty,
then it is infinite, and so is the corresponding set using F1−e. Then there is a
natural σ-centered poset P forcing F0 and F1 to be isomorphic: namely, P consists
of all pairs p = (τp, Hp), where τp is a finite one-to-one function from ω to ω, and
Hp ∈ [ω1]<ω. Declare q ≤ p if τq ⊃ τp, Hq ⊃ Hp, and for each β ∈ Hp, we have
n ∈ F0β ⇐⇒ τq(n) ∈ F1β whenever n ∈ dom(τq \τp). This forcing adds a function
t : ω → ω such that t(F0β) =∗ F1β for every β < ω1, and it is easy to see that such
a function t is an isomorphism.
Call a pair of filters having subbases as above a good pair. Any pair of filters
generated by ω1-sized independent families is a good pair. Our naive idea to start
with a filter F on ω generated by an independent family A = {Aα : α < ω1},
consisting of ω1-many Cohen reals, then force it to be isomorphic to the filter
F × ω on ω2, which is generated by the independent family {A× ω : A ∈ A}, and
finally iterate the type of poset described in the previous paragraph ω1 times (we
start with a model of CH) to force F to be homogeneous.
Note that for any infinite subset X of ω in the ground model, the restriction
of A to X is still an independent family. The problem one runs into, however, is
that this is not true for many subsets X added by the forcings. For example, if
some infinite set X is added which is almost contained in every member of A, then
the restriction of F to X is the cofinite filter, and then there is no hope of making
F homogeneous. So we must in particular show sets like this are not added. In
fact, we show that for any subset X of ω added at some stage of the iteration, if
X ∈ F+, then there is some δ < ω1 such that the restriction of {Aα : α ≥ δ} to
X is an independent family. By Lemma 4.2 below, this turns out to be enough for
F and its restriction to X to be a good pair of filters (witnessed by the subbase
{
⋂
φ(α)<nAα}n<ω ∪ {Aα : α ≥ δ} for F and its restriction to X for F ↾ X), and so
they can be forced to be isomorphic.
Forcing notation follows Kunen [Ku]; in particular, Fn(X,Y ) denotes the set
of all functions from a finite subset of X into Y . For A ⊂ ω, we let A1 = A and
A0 = ω \A.
Lemma 4.2. Let A = {Aα : α < ω1} be an independent family of subsets of ω, and
let F be the filter generated by A. Given ρ ∈ Fn(ω1, 2), let Lρ =
⋂
α∈dom(ρ)A
ρ(α)
α .
Suppose the following holds:
∀X ⊂ ω[X ∈ F+ ⇒ ∃γ < ω1(X ∩ Lρ 6= ∅ for all ρ ∈ Fn(ω1 \ γ, 2))].
(To express the property in words, one might say it means that the restriction of A
to any member of F+ is “eventually independent”.)
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Then for every X ∈ F+, there exists δ < ω1 and a finite-to-one φ : δ → ω such
that:
[
⋂
φ(α)<n
Aα \
⋂
φ(α)≤n
Aα] ∩ Lρ ∩X 6= ∅
for all n < ω and ρ ∈ Fn(ω1 \ δ, 2).
Proof. Let X ∈ F+. Let M be a countable elementary submodel containing A, X ,
and a function Y 7→ γ(Y ) ∈ ω1 witnessing the hypothesized property. Let δ =
M ∩ω1. Construct a finite-to-one fuction φ : δ → ω such that, for each n, φ
−1(n) 6⊂
γ(X ∩
⋂
φ(α)<nAα) as follows. Let δ = {δ0, δ1, ...}. Note that Aα ∈ M for each
α < δ, and γ(Y ) < δ for each Y ∈ M ∩ F+. Hence we can inductively choose a
finite subset φ−1(n) of δ containing:
(1) δi, where i is least such that δi 6∈
⋃
j<n φ
−1(j);
(2) δk > γ(X ∩
⋂
φ(α)<nAα).
We claim that this δ and φ have the desired properties. To see this, fix n ∈ ω.
Let Zn = [
⋂
φ(α)<nAα \
⋂
φ(α)≤nAα] ∩ X , and let ρ ∈ Fn(ω1 \ δ, 2). We need to
show Zn ∩ Lρ 6= ∅. Choose α′ ∈ φ−1(n) \ γ(X ∩
⋂
φ(α)<nAα). Let ρ
′ = ρ⌢〈α′, 0〉.
Since ρ′ ∈ Fn(ω1 \ γ(X ∩
⋂
φ(α)<nAα)), we have ∅ 6= [X ∩
⋂
φ(α)<nAα] ∩ Lρ′ =
[(X∩
⋂
φ(α)<nAα)\Aα′ ]∩Lρ ⊂ [(X∩
⋂
φ(α)<nAα)\
⋂
φ(α)≤nAα]∩Lρ = Zn∩Lρ. 
Now we describe the posets that will be used in the iteration. Let F be the filter
generated by an independent family A = {Aα : α < ω1}, let X ∈ F+, let δ < ω1,
and let φ : δ → ω be a finite-to-one function satisfying the conclusion of Lemma
4.2. Let Q(A, X, δ, φ) be the poset consisting of all p = 〈τp, F p, np〉 such that:
(a) τp is a finite one-to-one function from ω to X ;
(b) F p ∈ [ω1 \ δ]<ω;
(c) np ∈ ω.
Define q ≤ p iff τq ⊃ τp, F q ⊃ F p, nq ≥ np, and
(i) ∀n ∈ dom(τq \ τp)∀β ∈ F p[n ∈ Aβ ⇐⇒ τq(n) ∈ Aβ ];
(ii) ∀n ∈ dom(τq \ τp)∀k ≤ np[n ∈
⋂
φ(α)<k Aα ⇐⇒ τ
q(n) ∈
⋂
φ(α)<k Aα].
Lemma 4.3. The poset Q = Q(A, X, δ, φ) is σ-centered, and if G is a Q-generic
filter, then t = ∪{τp : p ∈ G} is a bijection from ω to X such that t(Aβ) =∗ Aβ ∩X
for all β ≥ δ, and t(
⋂
φ(α)<nAα) =
∗ X ∩
⋂
φ(α)<nAα for all n < ω. In particular,
t witnesses that in V [G], F is isomorphic to its restriction to X.
Proof. Clearly any two conditions p and q for which τp = τq are compatible, and
so the poset is σ-centered.
Let G be a Q-generic filter. First we show that, for each k ∈ ω, the subset of Q
consisting of all p with k ∈ dom(τp) is dense. To this end, suppose k 6∈ dom(τp). Let
ρ : F p → 2 be such that k ∈ Aβ ⇐⇒ ρ(β) = 1. Let n ≤ np be maximal such that
k ∈
⋂
φ(α)<nAα. By the property of φ, the set [
⋂
φ(α)<nAα \
⋂
φ(α)≤nAα]∩Lρ ∩X
infinite, so we can choose a natural number k′ in this set which is not in ran(τp).
Let τq = τp ∪ {〈k, k′〉}, F q = F p, and nq = np. Then q ≤ p.
By a similar argument, for each k ∈ X , the set of all p with k ∈ ran(τp) is dense.
It follows that t : ω → X is a bijection.
We now prove that t is an isomorphism between F and F ↾ X by showing that
(1) t(Aβ) =
∗ X ∩ Aβ for every β ≥ δ; and
(2) t(
⋂
φ(α)<nAα) =
∗ X ∩
⋂
φ(α)<nAa for each n < ω.
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To see (1), fix β ≥ δ. There is p ∈ G with β ∈ F p. Let k 6∈ dom(τp). There is
q ∈ G with q ≤ p and k ∈ τq. Then k ∈ Aβ ⇐⇒ τq(k) ∈ Aβ ⇐⇒ t(k) ∈ Aβ .
Similarly, if k ∈ X \ ran(τp), then k ∈ Aβ ⇐⇒ t−1(k) ∈ Aβ . It follows that
t(Aβ \ dom(τp)) = X ∩ Aβ \ ran(τp).
Now for (2), fix n < ω.There is p ∈ G with n ≤ np. Let k 6∈ dom(τp). There is q ∈
G with q ≤ p and k ∈ τq . Then k ∈
⋂
φ(α)<nAα ⇐⇒ τ
q(k) ∈
⋂
φ(α)<nAa ⇐⇒
t(k) ∈
⋂
φ(α)<nAa. The analogous statement is true for k ∈ X \ ran(τ
p). It follows
that t(
⋂
φ(α)<nAα \ dom(τ
p)) = X ∩
⋂
φ(α)<nAa \ ran(τ
p).
It follows that the bijections t and t−1 map elements of F to elements of its
restriction to X , and vice-versa. So t witnesses that these two filters are isomor-
phic. 
Now we define the poset Q1(A) forcing F to be isomorphic to the filter F × ω
on ω2. Let p = 〈τp, F p〉 be in Q1(A) iff:
(a) τp is a finite one-to-one function from ω to ω2;
(b) F p ∈ [ω1]<ω.
Define q ≤ p iff τq ⊃ τp, F q ⊃ F p, and ∀n ∈ dom(τq \ τp)∀β ∈ F p[n ∈ Aβ ⇐⇒
τq(n) ∈ Aβ × ω].
Lemma 4.4. The poset Q1(A) is σ-centered, and if G is a Q1(A)-generic filter,
then t = ∪{τp : p ∈ G} is a bijection from ω to ω2 such that t(Aβ) =∗ Aβ × ω for
all β ∈ ω1. In particular, t witnesses that in V [G], F is isomorphic to F × ω.
Proof. Note that the collection {Aα × ω : α < ω1}, which generates the filter on
ω2, is an independent family. Thus Lemma 4.4 follows by a proof similar to (and
somewhat shorter than, since the complication of the finite-to-one function is not
involved here) that of Lemma 4.3. 
Now we describe the iteration, which is a finite support iteration Pω1 of
〈Q˙α〉α<ω1 . Let the ground model V satisfy CH . Let Q0 = Fn(ω1 × ω, 2); i.e., Q0
is the poset for adding ω1-many Cohen reals. If G0 is Q0-generic and α < ω1, let
Aα = {n ∈ ω : ∪G0(α, n) = 1}. Then A = {Aα : α < ω1} is an independent family
in V [G0]. Let Q˙1 be a Q0-name for the forcing Q1(A) of Lemma 4.4. Each Q˙α
for α > 1 will be a name for a forcing Q(A, Xα, δα, φα) as in Lemma 4.3 forcing F
and its restriction to Xα to be isomorphic. Since V  CH , and each poset in the
iteration is CCC and has size ω1, it follows that the final model satisfies CH , and
we can arrange the Xα’s to include (names for) every X ∈ F+ in the final model.
Thus in the end F will be homogeneous, and, thanks to Q˙1, will be isomorphic to
F × ω. It turns out nothing more need be done to obtain the additional property
(iii) of Theorem 4.1.
However, a problem with the above simple outline is that, given that Xα ∈ F+
in V Pα , in order to continue the iteration we must show that there is forced to be
some δα < ω1 and finite-to-one function φα : δα → ω such that Q(A, Xα, δα, φα)
exists, i.e, the conclusion of Lemma 4.2 is satisfied. So we must show that Pα forces
the hypothesis of Lemma 4.2.
To establish notation, let us describe the iteration more precisely. We will often
abuse notation by letting sets be names for themselves, when this should cause
no confusion, but we will also use X˙ to denote a name for X when we want to
emphasize that we are talking about names.
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First note that, w.o.l.o.g., we can think of members of the iteration as having
the form
p = 〈σp, 〈τp1 , F
p
1 〉, 〈τ
p
γ , F
p
γ , n
p
γ〉γ∈Dp〉
where
(i) σp ∈ Fn(ω1 × ω, 2);
(ii) τp1 is a finite one-to-one function from ω to ω
2 and F p1 ∈ [ω1]
<ω;
(iii) Dp ∈ [ω1 \ 2]<ω;
(iv) For each γ ∈ Dp, τpγ is a finite one-to-one function from ω to ω, F
p
γ ∈ [ω1]
<ω,
and npγ < ω.
Further, there is a sequence (X˙α, δ˙α, φ˙α), 1 < α < ω1, of names such that:
(v) α “X˙α ∈ F+, δ˙α < ω1, φ˙α : δ˙α → ω is finite-to-one, and X˙α, δ˙α, φ˙α satisfy
the conclusion of Lemma 4.2”,
and for each γ ∈ Dp,
(vi) p ↾ γ  “p(γ) ∈ Q(A˙, X˙α, δ˙, φ˙)”.
In particular this implies
(vii) p ↾ γ  “ran(τpγ ) ⊂ X˙α and F
p
γ ⊂ ω1 \ δ˙α”.
As indicated above, we can also assume that
(viii) ω1 “X ∈ F
+ ⇒ ∃α < ω1(X = X˙α)”.
Let us also make the following simple but useful observation. If we change p by
extending σp and doing nothing else, we get a stronger condintion; it follows that
p  n ∈ Aβ ⇐⇒ σp  n ∈ Aβ ⇐⇒ 〈(β, n), 1〉 ∈ σp.
In order to show that an iteration as described above actually exists, we need
to show that in V Pα , any X ∈ F+ satisfies the hypothesis of Lemma 4.2. Then if
at stage α we are given some Xα ∈ F
+, we can conclude that there is a δα < ω1
and finite-to-one φα : δα → ω such that Xα, δα, and φα satisfy the conclusion of
Lemma 4.2, and thus continue the iteration as described.
First we show, roughly speaking, that in V Pα , members of F+ are not contained
in an “orbit” of finitely many of the previously added isomorphisms tβ : ω → Xβ ,
1 < β < α, and t1 : ω → ω2. This will be needed later to show that we are free
enough to extend conditions to force things we want to force.
Let T be a collection of one-to-one functions from ω to ω or to ω2, and let k ∈ ω.
We say that O(T, k) ⊂ ω is the orbit of k under T if:
(i) Whenever t ∈ T , t : ω → ω, and n ∈ O(T, k), then t(n) and t−1(n) (if
defined) are in O(T, k);
(ii) Whenever t ∈ T , t : ω → ω2, and n ∈ O(T, k), then pi1(t(n)) ∈ O(T, k) and
t−1(n, j) ∈ O(T, k) for all j.
(iii) O(T, k) is the smallest set containing k and satisfying conditions (i) and (ii)
above.
Note that n ∈ O(T, k) iff there is a finite sequence n0, n1, ..., nl of natural numbers
such that n0 = k and nl = n, and a finite sequence t0, t1, ..., tl of members of T
such that, for each i < l, either ni+1 = ti(ni), ni = ti+1(ni+1), ni+1 = pi1(ti(ni)),
or ni = pi1(ti+1(ni+1).
Lemma 4.5. Let t1 : ω → ω2 be the bijection added by the first coordinate (i.e.,
by Q˙1) of the forcing Pα, and for 1 < β let tβ : ω → ω be that added by the βth
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coordinate. Let T be a finite subset of {tβ : 0 < β < α}. Then for each k ∈ ω,
α “O(T, k) 6∈ F
+”.
Proof. Suppose not. Then for some p ∈ Pα, p  O(T, k) ∈ F+. We assume p has
the form described above, and we may also assume p  T = {tγ : γ ∈ E}, where
E ∈ [α]<ω. Choose µ < ω1 such that no (µ, n) is in dom(σp) and p ↾ γ  δ˙γ ≤ µ
for each γ ∈ Dp (such µ exists by CCC). Let k′ < ω be greater than k and any
integer mentioned in σp or the τpγ ’s, γ ∈ {1} ∪ D
p. Let p′ be obtained from p by
adding 〈(µ, i), 0〉 to σp for each i < k′, and adding µ to each F pγ , γ ∈ {1} ∪D
p. It
is easy to check that p′ is a condition stronger than p.
Since p′  O(T, k) ∈ F+, there are q ≤ p′ and m ≥ k′ such that q  m ∈
O(T, k)∩Aµ. By extending q if necessary, we may assume that there is a sequence
〈n0, n1, ..., nl〉 of integers and a sequence 〈γ0, γ1, ...γl〉 ∈ E
<ω such that this sequence
of integers and the sequence of members of T corresponding to the γi’s witness that
m ∈ O(T, k) (i.e., n0 = k, nl = m, etc... see the discussion of O(T, k) prior to the
statement of this lemma). We may also assume that q, hence σq, decides whether
or not ni ∈ Aµ, for all i ≤ l, and if, e.g., q  tγi(ni) = ni+1, then τ
q
γi
(ni) = ni+1.
The following claim contradicts q  m ∈ Aµ, proving the lemma.
Claim: For each i ≤ l, q  ni 6∈ Aµ.
Proof of Claim. Since σp
′
(〈µ, k〉) = 0, n0 = k, and q ≤ p′, we have q  n0 6∈ Aµ.
Suppose the claim is false, and let i < l be least such that q  ni+1 ∈ Aµ. Suppose,
e.g., that, γi = 1 and pi1(τ
q
1 (ni)) = ni+1 (all other cases, which we omit, are similar).
Note that q  ni+1 ∈ Aµ and q ≤ p
′ implies that ni+1 is not mentioned by τ
p
1 ,
and so not by τp
′
1 either. Thus ni 6∈ dom(τ
p′
1 ). But now q ≤ p
′ and µ ∈ F p
′
1 imply
q ↾ 1  ni ∈ Aµ ⇐⇒ τ
q
1 (ni) ∈ Aµ × ω ⇐⇒ ni+1 ∈ Aµ. But by our choice of i,
q  “ni 6∈ Aµ and ni+1 ∈ Aµ”, contradiction. 
The following lemma shows that, under certain circumstances and for certain
values of β and m, we are free to extend two compatible conditions so that m is
forced to be in Aβ , or not, as we wish.
Lemma 4.6. Let α < ω1, let q ∈ Pα, and letM be a countable elementary submodel
containing q and Pα. Let p ∈ Pα be compatible with q (we don’t require p ∈ M
however). Let l be greater than any integer mentioned by p (i.e., greater than
any npµ, µ ∈ D
p, or anything in the domain or range of σp or of any τpµ). Let
T = {tµ : µ ∈ D
p ∪ {1}}, where tµ is the isomorphism added by the µ
th coordinate
of the forcing. Suppose the following hold:
(i) Dq ⊃ Dp;
(ii) For each µ ∈ Dp ∪ {1}, τqµ ⊃ τ
p
µ and F
q
µ ⊃ F
p
µ ∩M ;
(iii) For each µ ∈ Dp, nqµ ≥ n
p
µ;
(iv) For each µ ∈ Dp, q ↾ µ decides φ−1µ (i) for each i < n
p
µ (i.e., there are finite
sets Kqµi of ordinals, i < n
p
µ, such that q ↾ µ  φ
−1
µ (i) = K
q
µi);
(v) q  m ∈ ω \
⋃
k<l O(T, k).
Then: whenever ρ ∈ Fn(ω1 \ M, 2), there is a condition s ≤ p, q such that
σs(〈β,m〉) = ρ(β) for all β ∈ dom(ρ).
Proof. Since q and p are compatible (by hypothesis), we can choose r ≤ q, p such
that σr decides whether or not n ∈ Aβ whenever:
(1) n appears in the domain or range of some τqµ for µ ∈ D
p ∪ {1},
12 GARY GRUENHAGE AND J. TATCH MOORE
and
(2) β ∈ F q1 ∪ (
⋃
{F qµ ∪K
q
µi : µ ∈ D
p, i < npµ}.
Let O = O({τrµ}µ∈Dp∪{1},m). Note that O contains m and is finite (it would
have to be contained the union of {m} and the finite set of integers mentioned in
the domain and range of the τrµ’s). Also O ∩ l = ∅ since r  m 6∈
⋃
k<l O(T, k).
Fix ρ ∈ Fn(ω1 \M, 2). We need to show that there is a condition s ≤ p, q such
that σs(〈β,m〉) = ρ(β) for all β ∈ dom(ρ). To this end, first let σ ∈ Fn(ω1 × ω, 2)
be such that:
(3) dom(σ) = dom(σr) ∪ (dom(ρ) ×O);
(4) σ(〈β, n〉) = ρ(β) if β ∈ dom(ρ) and n ∈ O;
(5) σ(〈β, n〉) = σr(〈β, n〉) otherwise.
Now let
s = 〈σ, 〈τq1 , F
q
1 ∪ F
p
1 〉, 〈τ
q
µ, F
q
µ ∪ F
p
µ , n
q
µ〉µ∈Dq 〉.
By (4) above, s (if it is a condition) forces what we want. It remains to prove that
s is a condition extending both q and p.
Note that σ ⊃ σq ∪ σp, since:
(6) σr ⊃ σq ∪ σp;
(7) σ = σr outside of dom(ρ)×O;
(8) dom(ρ) ∩ dom(σq) = ∅ (recall q ∈M and dom(ρ) ⊂ ω1 \M);
and
(9) O ∩ l = ∅.
So s can be thought of as q with σq extended, the F qµ ’s enlarged, but the τ
q
µ’s
left the same. Also recall F qµ ⊃ F
p
µ ∩M for every µ ∈ D
p∪{1}, so F sµ \F
q
µ ⊂ ω1 \M
(this is needed to show s ↾ µ  F sµ ⊂ ω1 \ δ˙µ). It easily follows that s is a condition
and s ≤ q.
It remains to prove that s ≤ p. From (i)-(iii) and the definition of s, we have the
necessary containments, and τsµ = τ
q
µ, so what we need to show is that s ↾ µ forces:
(a) ∀n ∈ dom(τqµ \ τ
p
µ)∀β ∈ F
p
µ [n ∈ Aβ ⇐⇒ τ
q
µ(n) ∈ Aβ ];
(b) ∀n ∈ dom(τqµ \ τ
p
µ)∀k ≤ n
p
µ[n ∈
⋂
φµ(β)<k
Aβ ⇐⇒ τq(n) ∈
⋂
φµ(β)<k
Aβ ]
for each µ ∈ Dp, and
(c) ∀n ∈ dom(τq1 \ τ
p
1 )∀β ∈ F
p
1 [n ∈ Aβ ⇐⇒ τ
q
1 (n) ∈ Aβ × ω].
Proof of (a). Let n ∈ dom(τqµ \ τ
p
µ), β ∈ F
p
µ , where µ ∈ D
p. Since τqµ(n) =
τrµ(n), by the definition of O we have n ∈ O ⇐⇒ τ
q
µ(n) ∈ O. So if 〈β, n〉 is in
dom(ρ)×O, then so is 〈β, τqµ(n)〉 and by (4) above, σ(= s ↾ 1) forces “n ∈ Aβ ⇐⇒
ρ(β) = 1 ⇐⇒ τqµ(n) ∈ Aβ”. On the other hand, if 〈β, n〉 is not in dom(ρ) × O,
neither is 〈β, τqµ(n)〉, and so σ and σ
r agree on these two values. Since r ≤ p and
n ∈ dom(τrµ \ τ
p
µ), we must have σ
r  “n ∈ Aβ ⇐⇒ τ
q
µ(n) ∈ Aβ”. So σ, hence
s ↾ µ, forces this too.
Proof of (c). This proof is virtually the same as for (a), putting µ = 1 and
putting pi1(τ
q
1 (n)) in place of τ
q
µ(n).
Proof of (b). Let n ∈ dom(τqµ \ τ
p
µ) and k ≤ nµ. By (iv), and since r, s ≤ q,
r ↾ µ, s ↾ µ  “φµ(β) < k ⇐⇒ β ∈
⋃
i<k
Kqµi”.
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Since q ∈ M and dom(ρ) ∩M = ∅, we have dom(ρ) ∩ (
⋃
i<kK
q
µi) = ∅. By the
definition of r, σr decides the values of 〈β, n〉 and 〈β, τqµ(n)〉 for any β ∈
⋃
i<kK
q
µi,
and by definition σ(= s ↾ 1) decides these values the same way. It follows that
r ↾ µ  “n ∈
⋂
φµ(β)<k
Aβ” ⇐⇒ s ↾ µ  “n ∈
⋂
φµ(β)<k
Aβ” and r ↾ µ  “τ
q
µ(n) ∈⋂
φµ(β)<k
Aβ” ⇐⇒ s ↾ µ  “τqµ(n) ∈
⋂
φµ(β)<k
Aβ”. Now since r ↾ µ forces
“n ∈
⋂
φµ(β)<k
Aβ ⇐⇒ τ
q
µ(n) ∈
⋂
φµ(β)<k
Aβ”
(since n ∈ dom(τrµ \ τ
p
µ) and r ≤ p) so does s ↾ µ, and we are done. 
The next lemma shows that the hypothesis of Lemma 4.2 is satisfied with respect
to the independent family A added by the first factor.
Lemma 4.7. Let α < ω1. Suppose α X˙ ∈ F+. Then there exists γ < ω1 such
that α X˙ ∩ Lρ 6= ∅ for every ρ ∈ Fn(ω1 \ γ, 2) (where Lρ =
⋂
β∈dom(ρ)A
ρ(β)
β ).
Proof. If not, then for each γ < ω1, there is pγ ∈ Pα and ργ ∈ Fn(ω1 \ γ, 2) such
that pγ  X˙ ∩ Lργ = ∅. Say
pγ = 〈σ
γ , 〈τγ1 , F
γ
1 〉, 〈τ
γ
µ , F
γ
µ , n
γ
µ〉µ∈Dγ 〉.
We may assume:
(i) The σγ ’s form a delta system with root σ;
(ii) ∃D ⊂ α such that Dγ = D for all γ;
(iii) For all µ ∈ D ∪ {1}, there is τµ such that τγµ = τµ for all γ, and for all
µ ∈ D, there is nµ such that nγµ = nµ for all γ;
(iv) For all µ ∈ D ∪ {1}, the F γµ ’s form a ∆-system with root Fµ.
Let p = 〈σ, 〈τ1, F1〉, 〈τµ, Fµ, nµ〉µ∈D〉. Let us write q ⊃ p if containment holds
on each coordinate: i.e., σq ⊃ σ, τq1 ⊃ τ1, etc. Note that this does not necessarily
imply that q ≤ p in the sense of the poset Pα.
Let M be a countable elementary submodel containing p, X˙, Pα, etc. Choose
γ ∈ ω1 \M such that, for each µ ∈ D ∪ {1},
[(F γµ \ Fµ) ∪ dom(σ
γ \ σ)] ∩M = ∅.
Let l be greater than any integer mentioned by pγ (i.e., greater than any nµ,
µ ∈ D ∪ {1}, or anything in the domain or range of σγ or of any τγµ ).
Let T = {tµ : µ ∈ D ∪ {1}}, where tµ is the isomorphism added by the µth
coordinate of the forcing. Since α X˙ ∈ F+, by Lemma 4.5 there are r ≤ pγ and
m ∈ ω such that
r  “m ∈ X˙ \
⋃
k<l
O(T, k)”.
Consider a maximal antichain of conditions q ⊃ p such that:
(a) q  “m ∈ X˙ \
⋃
k<l O(T, k)”;
(b) For each µ ∈ D ∪ {1}, q ↾ µ decides φ−1µ (i) for each i < nµ (i.e., there are
finite sets Kqµi of ordinals, i < nµ, such that q ↾ µ  ”φ
−1
µ (i) = K
q
µi);
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Any such maximal antichain must contain a condition compatible with r. By CCC,
and elementarity of M , there is such a such a maximal antichain in M , and hence
we can choose a q ⊃ p in M satisfying (a) and (b) which is compatible with r.
Note that the conditions of Lemma 4.6 are satisfied for this q with p = pγ and
ρ = ργ . So there is s ≤ p, q with σ
s(〈β,m〉) = ργ(β) for all β ∈ dom(ργ). Then
s  m ∈ X˙ ∩ Lργ . This contradicts pγ  X˙ ∩ Lργ = ∅, which completes the
proof. 
At this point, we can see that the iteration can be continued as claimed, with
Q˙α, α > 1, forcing F to be isomorphic to its restriction to Xα. Since each X ∈ F+
in the final model is named by some X˙α, α < ω1, F is homogeneous in V Pω1 . The
forcing Q˙1 assures us that F is isomorphic to F × ω.
It remains to prove that F also satisfies condition (iii) in Theorem 4.1. Let
us note that any subset I of ω which appears by stage 1 < α < ω1 and is in
F+ in V Pα remains in F+ in V Pω1 (since for each finite H ⊂ ω1, the statement
“I ∩
⋂
β∈H Aβ 6= ∅” is absolute for transitive models of set theory).
Therefore, since any f : ω → ω in the final model appears in some initial stage,
it suffices to prove that condition (iii) holds at every stage 1 < α < ω1. So suppose
α “f˙ : ω → ω and ∀F ∈ F(f˙(F ) is unbounded )”.
Let M be a countable elementary submodel containing Pα, f˙ , .... Let M ∩ ω1 =
{α0, α1, ...}.
Let Tk = {tαl : l < k, 1 ≤ αl < α}. Let a∅ = ∅. By induction on k ≥ 1, we can
define, for each σ ∈ ωk, conditions aσ ∈M ∩ Pα, and iσ, jσ ∈ ω such that:
(a) aσ  “f˙(iσ) = jσ and iσ ∈
⋂
l<|σ|Aαl \
⋃
m<|σ|O(T|σ|,m)”;
(b) iσ⌢〈n〉 > iσ and jσ⌢〈n〉 > jσ;
(c) Daσ ⊃ {αl : l < |σ|, 1 < αl < α};
(d) For each µ ∈ Daσ , naσµ ≥ |σ|, and there is δ
aσ
µ < ω1 such that aσ ↾ µ  δ˙µ =
δασµ ;
(e) For each µ ∈ Daσ , for each i < |σ|, aσ ↾ µ decides the value of φ−1µ (i);
(f) For each µ ∈ Daσ ∪ {1}, dom(τaσµ ⊃ |σ|;
(g) F aσ1 ⊃ {αl : l < |σ|} and for each µ ∈ D
ασ , F aσµ ⊃ {αl : l < |σ|, δ
aσ
µ ≤ αl <
M ∩ ω1};
(h) aσ ≤ aσ↾l for each l ≤ |σ|;
(j) {aσ⌢〈n〉 : n < ω} is a maximal antichain below aσ.
Note that (a) and (b) can be obtained because f˙ is forced to be unbounded on
every F ∈ F . Then (c)-(g) can be obtained simply by extending as necessary. So
given that aσ has been defined, there is a maximal antichain of conditions below
aσ satisfying (a)-(g), and by CCC, there is one in M ; hence (h) and (j) can be
obtained as well.
Note that for any Pα-generic G, there is a unique h ∈ ω
ω with ah↾n ∈ G for each
n ∈ ω. So there a corresponding set I = {ih↾n : n < ω} in V [G]. By (a) and (b),
f˙G is strictly increasing on I.
Let I˙ be a Pα-name for I. It remains to prove that α I˙ ∈ F+. Suppose not.
Then there is some p ∈ Pα and finite subset H of ω1 such that p  “I˙∩
⋂
β∈H Aβ =
∅”.
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Note that there is some aσ compatible with p for σ of any prescribed length. So
we can choose aσ compatible with p so that:
(k) |σ| is greater than any integer mentioned in p;
(l) {αl : l < |σ|} ⊃ Dp ∪ (H ∩M) ∪ (∪{F pµ ∩M : µ ∈ D
p});
Then from (l) and (a) we have:
(m) aσ  iσ ∈
⋂
γ∈H∩M Aγ .
By (c) and (l) we have:
(n) Daσ ⊃ Dp.
By (k), (n), (f), and compatibility we have:
(o) For each µ ∈ Dp ∪ {1}, τaσµ ⊃ τ
p
µ .
By (d), (g), (l), and compatibility we have:
(p) For each µ ∈ Dp ∪ {1}, F aσµ ⊃ F
p
µ ∩M , and n
aσ
µ ≥ n
p
µ for each µ ∈ D
p.
It follows from (a),(e),(k),(n),(o), and (p) that the conditions of Lemma 4.6 are
satisfied for this p with q = aσ, m = iσ, and l = |σ|. So, there exists s ≤ aσ, p with
σs(〈β, iσ〉) = 1 for each β ∈ H \M . Then by (m) and s ≤ aσ, we have
s  iσ ∈ I˙ ∩
⋂
β∈H
Aβ .
This contradicts s ≤ p, and completes the proof of Theorem 4.1. 
We wish to remark here that there is a theorem of W. H. Woodin [W] which
suggests that the Continuum Hypothesis implies that a filter with the properties
given in Theorem 4.1 exists. In particular he has shown that if φ is a Σ21 sentence
(i.e. a sentence of the form ∃F ⊆ P (ω)Q1x1 . . . Qkxkψ(F , x1, . . . , xk) where Qi is
a quantifier over the reals and ψ is a quantifier free formula) then, provided that
certain large cardinals exist (a supercompact is sufficient), if φ can be forced to be
true, then it holds in any forcing extension satisfying the Continuum Hypothesis. It
is not difficult to show that the existence of a filter with the properties of Theorem
4.1 is a statement of this form. If the existence of such a filter were not a consequence
of the Continuum Hypothesis then this would be of independent interest.
5. Concluding remarks.
The topology of our spaces Tα are determined by the filter F on ω, and by the
“∪F construction” for defining the neighborhoods of the point ∞ which we added
to the countably many copies {n} × Tα, n < ω, of Tα, in order to construct Tα+1
from Tα. A different natural way of defining the topology of Tα+1 is to declare
N to be a neighborhood of ∞ iff ∞ ∈ N and N contains a neighborhood of the
point (n,∞) of maximal rank in {n}×Tα, for F -many n ∈ ω. Let T ′α be the spaces
obtained by defining them inductively this way, i.e., just like the Tα’s but using this
finer neighborhood base for ∞. Then T ′2 is the same as T2, i.e., it’s homeomorphic
to the space ω ∪ {F} with ω the set of isolated points and a neighborhood of F
having the form F ∪ {F}, F ∈ F . But T ′3 is different; in particular, the restriction
of the neighborhood filter of ∞ to the isolated points is isomorphic to the filter F2
on ω2 defined by
F2 = {A ⊂ ω2 : {n : {m : (n,m) ∈ A} ∈ F} ∈ F}.
A filter F is said to be idempotent if it is isomorphic to F2.
The following result shows that, while the T ′α construction does yield a 3-Toronto
space in ZFC (iff F is an ultrafilter), T ′α is never an α-Toronto space if α ≥ 4.
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Theorem 5.1. Let F be a filter on ω, and let T ′α, α an ordinal, be the spaces
defined as above. Then:
(a) T ′3 is a 3-Toronto space iff F is an ultrafilter;
(b) T ′α is not an α-Toronto space if α ≥ 4.
Proof. (a) We can consider T ′3 as the set (ω × (ω + 1)) ∪ {∞}, where ω × ω is
the set of isolated points, each 〈n, ω〉 has a neighborhood base of sets of the form
{n} × (F ∪ {ω}), F ∈ F , and a neighborhood of ∞ consists of ∞ together with
neighborhoods of 〈n, ω〉 for F -many n.
Suppose F is an ultrafilter and X ⊂ T ′3 has rank 3. Then for F -many n, it must
be the case that there are Fn ∈ F such that {n}× (Fn∪{ω}) ⊂ X . Now, using the
easily verified fact that any ultrafilter is homogeneous, it is not difficult to prove
that X ∼= T ′3.
Suppose on the other hand that F is not an ultrafilter. Let A ⊂ ω be such that
A,ω \A ∈ F+. Let X = T ′3 \ (A×{ω}). Then X has rank 3. But the subset A×ω
of X is a set of isolated points whose only limit point in X is∞, while in T ′3 any set
of isolated points clustering at ∞ must also have cluster points of the form 〈n, ω〉.
So X is not homeomorphic to T ′3.
(b) Let α ≥ 4, and consider removing the level one points from a neighborhood of
some level 2 point of T ′α. By the discussion preceding the theorem, in the resulting
subspace this level 2 point of T ′α becomes a level one point with a neighborhood
filter isomorphic to F2. Thus it must be the case that F is an idempotent filter.
Frol´ik showed in [F] that no ultrafilter is idempotent, so F is not an ultrafilter.
Note that any set of isolated points of T ′α which has a limit point at level 2 must
also have a limit point at level 1. But, using an idea from the proof of part (a),
we see that there is a subspace of T ′α of rank α which fails to have this property.
Hence T ′α is not α-Toronto. 
Remark. An idempotent filter on ω has been constructed in ZFC by M. Kate-
tov [Ka], and a homogeneous one (also in ZFC) by J. Steprans (unpublished note).
The latter result answers a question of Steprans in [S].
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