A parallel iterative nonoverlapping domain decomposition method is proposed and analyzed for elliptic problems. Each iteration in this method contains two steps. In the rst step, at the interface of two subdomains, one subdomain problem requires that Dirichlet data be passed to it from the previous iteration level, while the other subdomain problem requires Neumann data be passed to it. In the second step, we interchange the types of data passing at the interface of the two subdomains. This domain decomposition method is suitable for parallel processing with coarse granularity. Convergence analysis is demonstrated at the di erential level by Hilbert space techniques. Numerical results are provided to con rm the convergence theory.
Introduction
The objective of this paper is to propose and analyze a parallel iterative nonoverlapping domain decomposition method. Each iteration in this method contains two steps. In the rst step, at the interface of two subdomains, one subdomain problem requires that Dirichlet data be passed to it from the previous iteration level, while the other subdomain problem requires Neumann data be passed to it. In the second step, we interchange the types of data passing at the interface of the two subdomains. This method applies directly to coercive elliptic problems and provides a time-stepping procedure for implicit methods for parabolic and hyperbolic problems.
The nonoverlapping domain decomposition method considered herein is closely related to and based on the ones presented by Funaro 21] , and the author 27, 31, 32] .
In Funaro, Quarteroni and Zanolli 12] , and Marini and Quarteroni 18, 19] , Neumann data are passed from one subdomain to its adjacent, while Dirichlet data are passed from its adjacent to itself. Convergence analysis of this method can be easily made for general elliptic problems 18], This work appeared in IMA J. Numer. Anal., 16(1996) 75-91. and numerical performance is quite good 12] . But the subdomain problems in this method are not parallelizable, since information passing is required between subdomains at the same iteration level. An improvement of this method leading to parallelizable subdomain algorithms was given by the author in 32]. In Lions 16] , a convex combination of Neumann and Dirichlet data is passed from each subdomain to its neighbors. This method allows an arbitrary decomposition of the domain and each subdomain problem plays the same role in computation. However, the convergence of this method is very slow unless some parameter is carefully chosen. The idea of this method has been used by Despr es 6] and Douglas et al 9] to construct mixed nite element domain decomposition methods.
In Rice, Vavalis and Yang 21] and Yang 31] , Dirichlet data are passed at odd iterations and Neumann data at even iterations. This method requires that the information at the previous iteration level be passed to the subdomain problems at the current iteration level. Thus it can be e ciently implemented on computers with parallel architecture. In 21] , the exact solution of Helmholz equations on a rectangular domain was gotten by separation of variables to obtain sharp convergence analysis. Smith 22] , and Widlund 23] . The Schwarz methods involve cycling between overlapping subdomains whose unknown boundary data are updated by neighbors. The Poincare-Steklov methods and the Schur complement methods involve the construction of lower dimensional systems for degrees of freedom de ned on interfaces of subdomains; the former is at the di erential level, while the latter at the linear algebra level (re-ordering of the unknowns according to di erent substructures and interfaces).
The organization of this paper is as follows. In the second section, the domain decomposition method is described for general elliptic problems. In the third section, convergence analysis is carried out for rectangular subdomains and constant coe cients. In the fourth section, the convergence is analyzed for general linear elliptic problems in multidimensions. In the fth section, second order parabolic and hyperbolic problems are treated by being discretized in time to elliptic problems. Then, in the sixth section, numerical experiments are provided. Finally, in the last section, we give some concluding remarks.
The Domain Decomposition Method
Let be a smooth bounded domain or a convex polyhedra in R d , d = 1; 2 or 3, with boundary @ . Consider the following boundary value problem: nd u 2 H 1 ( ) such that Lu = f in ; u = g on @ ; (1) where f 2 L 2 ( ) and g 2 H 1 2 (@ ) are given, and the operator L is de ned by:
The coe cients fa ij g are assumed to be symmetric, uniformly positive de nite, bounded, and piecewise smooth in , and a 0 0:
For simplicity we partition the domain into two nonoverlapping subdomains 1 and 2 such that = 1 2 ;
1 \ 2 = 0; @ 1 \ @ 6 = 0; @ 2 \ @ 6 = 0;
and let ? = @ 1 \ @ 2 denote the interface between the subdomains. By a red-black ordering argument, the decomposition of domain may contain any number of subdomains. It is well known that, under suitable regularity conditions, the problem (1)- (2) is equivalent to the following split problem: (11) where ; ; ; 2 (0; 1) are relaxation parameters that will be determined to ensure (and possibly to accelerate) the convergence of the iterative procedure. However, numerical experiments will show that we can simply choose = = = = 1 2 for most computations. In the iterative scheme, we try to impose continuity of the pressure variable and ux variable on the interface at each iteration level. When it converges, the limit of the sequence u n k should be the solution of the original problem (1). We will make use of the following result in our convergence analysis.
Lemma 1 Let
; (17) where k = a 0 + (k ) 2 . Then 1) when a > b we have 1 > ( k ) ( 1 ) > b a for all k 1; 2) when a < b we have 1 < ( k ) ( 1 ) < b a for all k 1.
Proof: The result follows directly from techniques in calculus. We now begin the error analysis. Let e n k = uj k ? u n k for k = 1; 2: Then e n k = 0 on @ k \ @ , and satis es the following error equations 
Then from (18)- (19) (23) And from (20)- (21) we have
k : (25) An easy calculation gives the following error reduction formula (A n+1 k ) 2 kwk 2 k = a k (w; w); 8w 2 V k ; k = 1; 2:
(50) We now begin the convergence analysis of the scheme (8)- (11) Substituting (63), (67) and (69) into (61) Combining (70) and (75) gives (60). This completes the proof.
Corollary 1 For the domain decomposition method (8)- (11) 
Thus the method is convergent in the energy norm sense if + + < 7 and + < 6. Besides, if = = 1, which is true when 1 = 2 and the coe cients a ij ; a 0 are symmetric about the interface ?, the error reduction relation becomes ke n+1 1 k 2 1 + ke n+1 2 k 2 2 1 2 (ke n 1 k 2 1 + ke n 2 k 2 2 ):
Although di erent techniques are applied, the convergence results obtained here are consistent to those in Theorems 1 and 2. Note that the constants and , de ned in (59), depend on the relative geometry of the subdmains and coe cients of the partial di erential equation (1) . If and can be numerically approximated, then optimal relaxation parameters ; ; ; and can be chosen to minimize the convergence factor in (60). Indeed, this approach has been implemented for similar domain decomposition methods in 18, 32] . Due to the fast convergence experienced in our numerical examples, however, optimal relaxation parameters may not be needed. It should be noted that from a theoretical point of view, our method with = = = = 1 2 might not converge for strongly varying coe cients. , where both rules for obtaining initial guesses and for stopping iteration processes were discussed. Note that only some xed number of iterations are required for each time step. In order to apply large time steps, multistep schemes 2, 3, 24] can be used to discretize the problem (78)-(80). By employing these schemes, computational work can be greatly reduced. For convection-dominated di usion problems, the method of characteristics 10, 20, 25] can be considered to approximate the problem (78)-(80).
For problems involving time-changing localized phenomena, such as propagating wave fronts or moving layers, di erent domain decompositions at di erent time levels may be a good choice. The purpose for using di erent domain decompositions at di erent times is to let each localized phenomenon be entirely contained in a single subdomain, then grid modi cation techniques or uniform ne grids can be applied in those subdomains. Since uniform or logically structured griding in subdomains allows e cient vectorization as well as parallelization of the algorithms, uniform ne grid may be preferred in localized phenomenon subdomains when it does not result in very large-size linear systems of equations.
Numerical schemes with di erent domain decompositions at di erent times and grid modication were given in 28, 30] for second order parabolic problems, where both theoretic analysis and numerical experiments showed their e ciency and accuracy of capturing moving local phenomena. For second order hyperbolic problems, dynamic domain decomposition and grid modi cation schemes may be constructed along the lines of 26, 29, 28, 30] .
Numerical Experiments
In this section we conduct some numerical experiments for our domain decomposition method (8)- (11) u(x; y) = 3e x+y xy(1 ? x)(1 ? y):
We rst decompose the domain into two subdomains. In all runs below, the second order nite di erence method is implemented in each subdomain. The resulting linear systems are solved by Gaussian elimination with banded storage. The initial guesses are always taken to be zero. We rst choose the grid size to be 1 20 1 20 . Let the interface ? be at f0:3g (0:1), f0:5g (0; 1), and f0:7g (0; 1), respectively. Then we choose the grid size to be 1 70 1 70 , and repeat the experiments. The errors are evaluted against the true solution in the L 1 norm over the two subdomains at each iteration and are shown in Table 1 .
From Table 1 we see that the rate of convergence of our method is independent of the grid size, which can be also theoretically proved for nite element approximations, as in 31]. We now decompose the domain into three subdomains 1 = (0; 0:3) (0; 1); 2 = (0:3; 0:7) (0; 1) and 3 = (0:7; 1) (0; 1). By a red-black ordering argument, our convergence theory applies to this case. The errors in the L 1 norm are shown in Table 2 . The convergence in the three subdomain case is basically the same as in the two subdomain case.
Numerical results show that this method converges pretty fast, and is stable with respect to di erent decompositions of the domain and di erent problems. Besides, this method does not require carefully choosing relaxation parameters, and preconditioners are not necessary.
Concluding Remarks
We have proposed and analyzed an iterative nonoverlapping domain decomposition method for elliptic problems and applied it to time-dependent problems. Each iteration in this method contains two steps. In the rst step, at the interface of two subdomains, one subdomain problem requires that Dirichlet data be passed to it from the previous iteration level, while the other subdomain problem requires Neumann data be passed to it. In the second step, we interchange the types of data passing at the interface of the two subdomains.
Convergence analysis and numerical experiments show that this method performs quite well and does not require preconditioners due to its fast convergence rate. As shown in section 3 for a simple case, this method converges for a wide range of domain decompositions; for example, the area of one subdomain can be 3.8 times as large as that of the other subdomain. The analysis in section 4 is more involved and general, and may be used to choose optimal relaxation parameters. However, our numerical examples are always convergent when the relaxation parameters are chosen to be 1 2 . Although our convergence analysis is made at the di erential level, nite dimensional approximations are easy to consider. In particular, we may apply the nite element method (with or without Lagrange multipliers) and mixed nite element methods. The analysis should be similar to 9, 11, 31] It appears that our method may not apply directly to domain decompositions with corner points or cross-points. Thus the number of subdomains should be small, since large number of subdomains will lead to very long and narrow subdomains. Although some problems do not require a large number of subdomains, this may be a limitation of our domain decompostion method. To fully explore its parallelism when many processors are available, a number of processors may be assigned to deal with each subdomain problem. For example, the linear system on one subdomain may be solved in parallel on a number of processors.
Finally, we point out that techniques for treating domain decompositions with corner points and highly varying coe cients are available for the Steklov-Poincare or Schur complement type methods 5, 17] . Thus extensions of our domain decomposition method to these cases could be considered in the future.
