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Introduction
This book is about classical Knot Theory, that is, about the position of
a circle (a knot) or of a number of disjoint circles (a link) in the space R3 or
in the sphere S3. We also venture into Knot Theory in general 3-dimensional
manifolds.
The book has its predecessor in Lecture Notes on Knot Theory, which
were published in Polish1 in 1995 [P-18]. A rough translation of the Notes
(by Jarek Wi´sniewski) was ready by the summer of 1995. It differed from
the Polish edition with the addition of the full proof of Reidemeister’s the-
orem. While I couldn’t find time to refine the translation and prepare the
final manuscript, I was adding new material and rewriting existing chapters.
In this way I created a new book based on the Polish Lecture Notes but
expanded 3-fold. Only the first part of Chapter III (formerly Chapter II),
on Conway’s algebras is essentially unchanged from the Polish book (except
new Subsection III.1.1 on Monoid of Conway algebras), and is based on
preprints [P-1].
...
SEE INTRODUCTION AND CHAPTER I OF THE BOOK.
1The Polish edition was prepared for the “Knot Theory” mini-semester at the Stefan
Banach Center, Warsaw, Poland, July-August, 1995.
Chapter III
Conway type invariants of
links and Kauffman’s method
III.1 Conway algebras
While considering quick methods of computing Alexander polynomial1 (a
classical invariant of links, compare Chapter IV for another approach to the
Alexander polynomial), Conway [Co-1] suggested a normalized form of it
(now called the Conway or Alexander-Conway polynomial) and he showed
that the polynomial, △L(z), satisfies the following two conditions:
(i) (Initial condition) If T1 is the trivial knot then △T1(z) = 1.
(ii) (Conway’s skein relation) △L+(z) − △L−(z) = z△L0 , where L+, L−
and L0 are diagrams of oriented links which are identical except for
the part presented in Fig. 1.1.
The conditions (i) and (ii) define the Conway polynomial (or, maybe more
properly, Alexander-Conway polynomial) △L(z) uniquely, see [Co-1, K-1,
Gi, B-M]. Alexander used the variable t in his polynomial. For z =
√
t− 1√
t
we obtain the normalized version of the Alexander polynomial. The skein
1One can find this statement ironic because the classical Alexander method, which
uses certain determinant (see Chapter IV), to compute the Alexander polynomial has
polynomial time complexity, the method developed by Conway has an exponential time
complexity.
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relation has now the form:
(ii′) △L+ −△L− = (
√
t− 1√
t
)△L0 .
In fact the un-normalized version of the formula (ii′) was noted by J.W. Alexan-
der in his original paper introducing the polynomial [Al-3], in 1928. Alexan-
der polynomial was defined up to invertible elements, ±ti, in the ring of
Laurent polynomials, Z[t±1]), so the formula (ii) was not easily available for
a computation of the polynomial.
In May of 1984 V. Jones, [Jo-1, Jo-2], showed that there exists an invari-
ant V of links which is a Laurent polynomial with respect to the variable
√
t
which satisfies the following conditions:
(i) VT1(t) = 1,
(ii)
1
t
VL+(t)− tVL−(t) = (
√
t− 1√
t
)VL0(t).
These two examples of invariants were a base for an idea that there exists
an invariant (of ambient isotopy) of oriented links which is a Laurent polyno-
mial PL(x, y) of two variables
2 and which satisfies the following conditions:
(i) PT1(x, y) = 1
(ii) xPL+(x, y) + yPL−(x, y) = PL0(x, y).
Indeed, such an invariant exists and it was discovered a few months after
the Jones polynomial, in July-September of 1984, by four groups of math-
ematicians: R. Lickorish and K. Millett, J. Hoste, A. Ocneanu as well as
by P. Freyd and D. Yetter [FYHLMO]. Independently, it was discovered in
November-December3 of 1984 by J. Przytycki and P. Traczyk [P-T-1]). We
call this polynomial the Homflypt or Jones-Conway polynomial4.
2Most of us started from a polynomial of 3-variables PL(x, y, z) ∈ Z[x
±1, y±1, z] and
then assuming, with only partial justification that z can be assumed to be invertible, e.g.
z = 1.
3In fact, I had to stop thinking for few days on the idea of the proof of existence of
generalized Jones polynomial because I had to prepare, by the end of November of 1984,
the syllabus for (an early version) of this book.
4HOMFLYPT (or, as I prefer to write: Homflypt) is the acronym after the initials of
the inventors: Hoste, Ocneanu, Millett, Freyd, Lickorish, Yetter, Przytycki, and Traczyk.
We note also some other names that are used for this invariant: FLYPMOTH, HOM-
FLY, the generalized Jones polynomial, two variable Jones polynomial, twisted Alexander
polynomial and skein-polynomial.
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+L -L L 0
Fig. 1.1
Instead of looking for polynomial invariants of links related to Fig. 1.1
we can approach the problem from a more general point of view. Namely, we
can look for universal invariants of links which have the following property:
a given value of the invariant for L+ and L0 determines the value of the
invariant for L−, and similarly: if we know the value of the invariant for L−
and L0 we can find its value for L+. The invariants with this property are
called Conway type invariants. We will develop these ideas in the present
chapter of the book which is based mainly on a joint work of Traczyk and
the author [P-T-1, P-1].
Let us consider the following general situation involving an abstract al-
gebra A; in our setting a set (called universe) A together with countable
number of 0-argument operations (fixed elements) a1, a2, . . . , an, . . . and two
2-argument operations | and ⋆ . We would like to construct an invariant
w of oriented links with values in A which satisfies the following conditions:
wL+ = wL− |wL0 and
wL− = wL+ ⋆ wL0 and
wTn = an
where Tn is a trivial link of n components.
The operation | is meant to recover values of the invariant w for L+
from its values for L− and L0 while the operation ∗ is supposed to recover
values of w for L− from its values for L+ and L0.
Definition III.1.1 We say that A = (A; a1, a2, . . . , |, ⋆) is a Conway algebra
if the following conditions are satisfied:
C1 an|an+1 = an
C2 an ⋆ an+1 = an
}
initial values properties
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C3 (a|b)|(c|d) = (a|c)|(b|d)
C4 (a|b) ⋆ (c|d) = (a ⋆ c)|(b ⋆ d)
C5 (a ⋆ b) ⋆ (c ⋆ d) = (a ⋆ c) ⋆ (b ⋆ d)

 transposition or entropy properties
C6 (a|b) ⋆ b = a
C7 (a ⋆ b)|b = a
}
inversion properties.
We will prove the following theorem which is the main result of this
chapter.
Theorem III.1.2 For a given Conway algebra A there exists a uniquely
determined invariant of oriented links w which to any class L of ambient
isotopy of links associates an element wL ∈ A and satisfies the following
conditions:
(1) wTn = an – initial conditions
(2) wL+ = wL− |wL0
(3) wL− = wL+ ⋆ wL0
}
– Conway relations
The theorem will be proved in the next section.
Now we briefly discuss geometric interpretation of conditions C1 − C7
in the definition of Conway algebra. Conditions C1 and C2 are reflecting
relations between trivial links of n and n+ 1 components. The diagrams of
the links, which are in these relations, are pictured in Fig. 1.2.
n-1 n-1 n-1times times times
Fig. 1.2
Relations C3, C4 and C5 are obtained when we perform a calculation
of a link invariant at two crossings of the diagram in different order. These
relations will become apparent in Section 2.
Relations C6 and C7 illustrate the fact that we need the operations |
and ⋆ to be opposite in some sense (see Lemma III.1.4(a) and Section III.2).
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Before giving examples (models) of Conway algebras and proving the
main theorem (in Section 2), we show some elementary properties of Con-
way algebras. In the definition of a Conway algebra we have introduced
seven conditions. It was mainly because of aesthetic and practical reasons
(we wanted to display the symmetry between the two relations). These
conditions, however, are not independent one from another:
Lemma III.1.3 There are the following dependencies between conditions
C1− C7 in the definition of the Conway algebra.
(a) C1 and C6 ⇒ C2
(b) C2 and C7 ⇒ C1
(c) C6 and C4 ⇒ C7
(d) C7 and C4 ⇒ C6
(e) C6 and C4 ⇒ C5
(f) C7 and C4 ⇒ C3
(g) C5, C6 and C7 ⇒ C4
(h) C3, C6 and C7 ⇒ C4
We will prove, as examples, the implications (a), (c), (e), and (g)
(a) C1 ⇔
an|an+1 = an ⇒
(an|an+1) ⋆ an+1 = an ⋆ an+1 C6⇒
an = an ⋆ an+1 ⇔
C2.
(c) C6 ⇒
(a|(b|a)) ⋆ (b|a) = a C4⇔
(a ⋆ b)|((b|a) ⋆ a) = a C6⇒
(a ⋆ b)|b = a ⇔
C7.
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(e) and (g):
C5 ⇔ (a ⋆ b) ⋆ (c ⋆ d) = (a ⋆ c) ⋆ (b ⋆ d)
⇓ C7 ⇑ C6
(a ⋆ b) = ((a ⋆ c) ⋆ (b ⋆ d))|(c ⋆ d)
C7 m or m C6 and C4
[((a ⋆ c)|c) ⋆ ((b ⋆ d)|d)] = ((a ⋆ c) ⋆ (b ⋆ d))|(c ⋆ d)
we substitute
a = x|c ⇓ C6 x = a ∗ c ⇑
b = y|d ⇓ C6 y = b ∗ d ⇑
(x|c) ⋆ (y|d) = (x ⋆ y)|(c ⋆ d) ⇔ C4.
An interesting example of identity in Conway algebras is the following
equality suggested by P. Traczyk:
((a|b) ∗ c)|d = ((a|d) ∗ c)|b
The following short proof of the identity is by C. Bowszyc:
((a|b) ∗ c)|d C6= ((a|b) ∗ c)|((d|e) ∗ e) C4= ((a|b)|(d|e)) ∗ (c|e) C3=
((a|d)|(b|e)) ∗ (c|e) C4= ((a|d) ∗ c)|((b|e) ∗ e) C6= ((a|d) ∗ c)|b.
Lemma III.1.4 (a) Let A be a Conway algebra. For any b ∈ A let us
consider a map |b : A → A (respectively, ⋆b : A → A) defined by
|b(a) = a|b (respectively, ⋆b(a) = a ⋆ b). Then |b and ⋆b are bijections
on A and one is the inverse of the other, that is: |b · ⋆b = ⋆b · |b = Id.
If | = ∗, we say that the Conway algebra in involutive.
(b) One can give equivalent definition of a Conway algebra using only one
2-argument operation, say |. The axioms are as follows:
(i) an|an+1 = an,
(ii) The map |b : A→ A is a bijection,
(iii) (a|b)|(c|d) = (a|c)|(b|d).
Proof: Lemma 1.4(a) follows from conditions C6 and C7.
Lemma 1.4(b) can be derived from Lemma 1.3. Let us show, for example
that (iii) (i.e. C3) and (ii) (from which C6 and C7 follow immediately),
imply C4. Namely,
By (iii) we have ((a ∗ b)|b))|((c ∗ d)|d) = ((a ∗ b)|(c ∗ d))|(b|d) and by C7
((a ∗ b)|b))|((c ∗ d)|d) = a ∗ c, and by C6 (((a ∗ b)|(c ∗ d))|(b|d)) ∗ (b|d) =
(a∗b)|(c∗d). Combining it together we obtain C4: (a|c)∗(b|d) = (a∗b)|(c∗d).
In fact assuming C6 and C7 we have that C3, C4 and C5 are equivalent.
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For example C4⇒ C3:
By C4 we have ((a|b) ∗ b)|((c|d) ∗ d) = ((a|b)|(c|d)) ∗ (b|d) or equivalently
(((a|b) ∗ b)|((c|d) ∗ d))|(b|d) = (((a|b)|(c|d)) ∗ (b|d))|(b|d).
This formula reduces, by C6 and C7 to (a|c)|(b|d) = (a|b)|(c|d), as needed.
✷
Now, let us discuss some examples of Conway algebras.
Example III.1.5 (Number of components) Let A = N be the set of
positive integers. We define ai = i and i|j = i ⋆ j = i.
Verification of conditions C1−C7 is immediate (note that the first letter
of each side of every relation is the same).
The invariant of a link defined by this algebra (it exists according to
Theorem III:1.2) is equal to the number of components of the link.
Example III.1.6 Let us set A = Z3 = {0, 1, 2}, ai ≡ i mod 3, and a|b =
a ∗ b ≡ 1 − a − b mod 3. In other words | and ∗ are both given by the
following symmetric table:
| 0 1 2
0 1 0 2
1 0 2 1
2 2 1 0
The invariant defined by this algebra distinguishes the trefoil knot from the
trivial knot (see Fig. 1.3.).
Fig. 1.3; For the trivial knot the value of the invariant is: a1 = 1. For the
left-handed trefoil we have the value of the invariant: a1 ∗ (a2 ∗ a1) = 2.
The direct generalization of Example III.1.6 can be obtained by taking A =
Zn, ai ≡ i mod n, and a|b = a ∗ b ≡ 2b− a− 2 mod n.
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Example III.1.7 Let us consider the universe A = {0, 1, 2, s} with the dis-
tinguished elements ai ≡ i mod 3. The operations | and ⋆ are given by
the following tables (notice that | is, but ⋆ is not, a symmetric operation;
for example ai ∗ ai+1 = ai, but ai+1 ∗ ai = s).
| 0 1 2 s
0 s 0 2 1
1 0 s 1 2
2 2 1 s 0
s 1 2 0 s
⋆ 0 1 2 s
0 1 0 s 2
1 s 2 1 0
2 2 s 0 1
s 0 1 2 s
The invariant defined by this algebra distinguishes right-handed trefoil
knot from the left-handed trefoil (see Fig. 1.4).
Fig. 1.4; For the left handed trefoil we have the value of the invariant:
a1 ∗ (a2 ∗ a1) = 0. For the right-handed trefoil we have the value of the
invariant: a1|(a2|a1) = s.
Using a computer, T. Przytycka found all Conway algebras with up to
five elements. If we assume additionally that a1 = 1, a2 = 2, then (up to
isomorphisms) we get5:
The number of elements in a Conway algebra 2 3 4 5
The number of isomorphism classes of Conway algebras 2 9 51 204
Example III.1.8 (Homflypt (Jones-Conway) polynomial) We set:
A = Z
[
x±1, y±1
]
, a1 = 1, a2 = x+ y, . . . , ai = (x+ y)
i−1, . . .
The operations | and ⋆ are defined as follows: w2|w0 = w1 and
w1 ⋆ w0 = w2, where the polynomials w1, w2, w0 satisfy the equation:
III.1.9
xw1 + yw2 = w0.
5E. Biendzio, student of P.Traczyk, found in her master degree thesis all 6-element
Conway algebras [Bie].
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The invariant of links defined by this algebra is the Jones-Conway (Hom-
flypt) polynomial which we have mentioned at the beginning of this section.
In particular, if we substitute x = 1/z and y = −1/z, then we get the Conway
polynomial, and after the substitution
x =
−t√
t− 1√
t
, y =
1
t
1√
t− 1√
t
,
we obtain the Jones polynomial.
Now we shall prove that the algebra defined in Example III.1.8 is a
Conway algebra.
First we note that conditions C1 and C2 follow from the identity
x(x+ y)n−1 + y(x+ y)n−1 = (x+ y)n.
Next, conditions C6 and C7 follow from the fact that the operations | and
⋆ were defined by the linear equation 1.9.
We prove the condition C3 and the conditions C4 and C5 follow by
Lemma 1.3.
We get:
III.1.10
(a|b)|(c|d) =
1
x((c|d) − y(a|b)) =
1
x(
1
x(d− yc)− y 1x(b− ya)) =
1
x2
d− y
x2
c− y
x2
b+ y
2
x2
a,
and thus, because the coefficients of b and c are equal, it follows that we can
interchange b and c in the formula, which proves the relation C3.
One may generalize the algebra from Example 1.8 by introducing a new
variable z and considering instead of Equation 1.9 the equation
xw1 + yw2 = w0 − z.
It turns out, however, that the invariant obtained this way is not stronger
than the Jones-Conway polynomial (see Exercise III.3.43).
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Example III.1.11 (Global linking number) Let us set A = N × Z and
ai = (i, 0), and moreover
(a, b)|(c, d) =
{
(a, b+ 1) if a > c
(a, b) if a ≤ c
(a, b) ⋆ (c, d) =
{
(a, b− 1) if a > c
(a, b) if a ≤ c
The invariant defined by this algebra is a pair, the first entry of which
is the number of components of the link and the second entry is called the
global linking number (or index) (see Exercise 1.12 and Chapter IV).
Notice that we have (a, b)|(a, b) = (a, b) = (a, b) ∗ (a, b) that is idem-
potency condition holds, and that idempotency condition and Conway (en-
tropy) relations C3−C5 lead to distributivity (left and right distributivity).
For example, if we put b = d in C4 we get:
(x|y)∗(z|y) entr= (x∗z)|(y∗y) idem= (x∗z)|y; right distributivity of | with respect to ∗ .
Such magmas (A; |), satisfying idempotency condition, invertibility, and
right distributivity are called Quandles and the conditions reflect the Rei-
demeister moves [Joy]. If idempotency conditions are not assumed, these
magmas are called racks (introduced by Conway and Wraith in 1959 [C-W]),
and if only right self-distributivity is kept they are called right shelves, or
just shelves (the word coined by Alissa Crans [Cr]; compare [P-40]).
Now we shall prove that the algebra from Example 1.11 is a Conway
algebra.
The proof of conditions C1, C2, C6 and C7 is not hard. We will check
condition C3 in more detail. Because of our definition of the operation |
in A we get:
((a1, a2)|(b1, b2))|((c1, c2)|(d1, d2)) =


(a1, a2 + 2) if a1 > b1 and
a1 > c1
(a1, a2 + 1) if a1 > b1 and
a1 ≤ c1
or a1 ≤ b1 and
a1 > c1
(a1, a2) if a1 ≤ b1 and
a1 ≤ c1
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Now, if we change the positions of b1 and c1 then the result will be the
same. Therefore the relation C3 is satisfied.
The global linking number of an oriented link can be read directly from
a diagram of a link. Namely, let us call a crossing of type positive and
a crossing of type negative. We will write sgnp = + or − depending on
whether the crossing p is positive or negative.
Exercise III.1.12 Suppose that D is a diagram of an oriented link. Let
us define lk(D) = 12
∑
sgn(p), where the sum is taken over all crossings p,
between different components of the link. Show that lk(D) is equal to the
global linking number of the link.
Hint. Let us note that, if L+, L−, L0 are diagrams of links as on the
Fig. 1.1, then
lk(L+) =


lk(L−) + 1 if the crossing involves two different
components of the link
lk(L+) if the crossing involves only one
component of the link
Moreover, note that the number of components of L0 is smaller by one than
the number of components of L+ if the crossing involves two different com-
ponents and it is bigger by one otherwise.
Exercise III.1.13 Consider the universe A = N × B for any set B. Let
fi,j : B → B be a bijection for any pair of natural numbers, and assume
that for fixed i the functions commute (i.e. fi,jfi,k = fi,kfi,j. Check that
(A; |) with (a1, a2)|(b1, b2) = (a1, fa1,b1(a2)) forms an entropic system with
an invertible |. If we further assume that fi,i+1 = Id then for a fixed b0 ∈ B,
(A; a1, a2, ..., |) with ai = (i, b0) forms a Conway algebra.
We will write Lp+, L
p
− and L
p
0 instead of L+, L− and L0 if we want the crossing
point p to be explicitly specified.
Definition III.1.14 Let T be a binary tree of links, that is a binary tree
each of whose vertices represents a link. We draw T with the root at the top.
The root represents the given link L. The leaves in the bottom (vertices of
degree one), represent trivial links. Moreover we assume that at each vertex
which is not a leaf the situation is as follows:
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or
L+
L
-
L0 L+ L0
L
-
Fig. 1.5
The tree T yields, in a natural way, an associated tree with ai at each of
leaves and signs + or − at any other vertex. We call it a resolving tree of
the link L (see Fig. 1.7 for an example); compare [F-M].
There exists a standard procedure for resolving a link. It will be described
in the subsequent section and it will play an essential role in the proof of
Theorem III.1.2.
Example III.1.15 Let L be the figure-eight knot represented by the diagram
on Fig. 1.6a.
Fig. 1.6a
In order to determine wL (i.e. the value of an invariant w associated to
a Conway algebra A on the link L) let us consider the following binary tree
of links:
Fig. 1.6b
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It can be easily seen that leaves of this tree represent trivial links and the
branching vertices of the tree are related to the admissible operations on the
diagram of the tree at each of the marked crossing points. The above tree
defines the following resolving tree for the figure-eight knot:
+
-a1
a2 a 1
Fig. 1.7
Applying this tree we get wL = a1|(a2 ⋆ a1).
Exercise III.1.16
1. Show that the knot pictured on Fig. 1.5(b) is ambient isotopic to the
one pictured on Fig. I:0.1.
2. Show that the figure-eight knot is ambient isotopic with its mirror im-
age, that is
Fig. 1.8
3. Prove that the following identity holds in any Conway algebra
a1 ⋆ (a2|a1) = a1|(a2 ⋆ a1).
(This is an algebraic version of the property (2) of the figure-eight knot,
c.f. Example III.1.15.)
4. Prove that if ∗ is an invertible binary operation and entropy property
holds (that is C3, C6, and C7) and there is c such that a ∗ c = a, then
(a ∗ b)|a = a|(b ∗ a).
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5. Compute values of invariants from Examples 1.6, III.1.7, III.1.8 and
III.1.11 for the figure eight knot.
Exercise III.1.17 Let K be a left handed trefoil knot and let K be a right
handed trefoil knot. Prove that wK = a1 ⋆ (a2 ⋆ a1) and wK = a1|(a2|a1)
(c.f. Fig. 1.4).
Exercise III.1.18 Show that the figure-eight knot is isotopic neither with
the trefoil knot (left- and right-handed) nor with the trivial knot.
For a long boring evening we suggest the following exercise (c.f. Example
III.1.7).
Exercise III.1.19 Prove that there does not exist any three element Con-
way algebra which distinguishes the right-handed trefoil knot from the left-
handed trefoil knot.
III.1.1 Monoid of Conway algebras
Recall that a magma (X; ∗) is a set X with a binary operation ∗ : X ×X →
X. For any b ∈ X the adjoint map ∗b : X → X, is defined by ∗b(a) = a ∗ b.
Let Bin(X) be the set of all binary operations on X.
Proposition III.1.20 [P-40] Bin(X) is a monoid (i.e. semigroup with
identity) with composition ∗1∗2 given by a∗1∗2b = (a∗1b)∗2b, and the identity
∗0 being the right trivial operation, that is, a ∗0 b = a for any a, b ∈ X.
Proof: Associativity follows from the fact that adjoint maps ∗b compose in an
associative way, (∗3)b((∗2)b(∗1)b) = ((∗3)b(∗2)b)(∗1)b; we can write directly:
a(∗1∗2) ∗3 b = ((a ∗1 b) ∗2 b) ∗3 b = (a ∗1 b)(∗2∗3)b = a ∗1 (∗2∗3)b. ✷
The submonoid of Bin(X) of all invertible elements in Bin(X) is a group
denoted by Bininv(X). If ∗ ∈ Bininv(X) then ∗−1 is usually denoted by ∗¯,
however in the case of Conway algebras the inverse of ∗ was denoted by |.
Consider the set a ◦ c = {b ∈ X | a ∗ b = c}. If ∗ is invertible and a ◦ c has
always exactly one element, we call the magma (X; ∗) a quasigroup. If X
is finite then the multiplication table for ∗ has a permutation in each row
and column. Such a table is called a latin square – the objects studied for
hundred of years (e.g. by Euler).
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Probably Sushkevich6 in 1937 [Su] was the first to consider a binary op-
eration satisfying entropic property (a ∗ b) ∗ (c ∗ d) = (a ∗ b) ∗ (c ∗ d). He
was motivated by the Burstin and Mayer paper of 1929, [Bu-Ma]. Soon
after, Murdoch7 in [Mur] and Toyoda8 in a series of papers [Toy-1, Toy-2,
Toy-3, Toy-4], have established main properties of such magmas and, in
the case (X; ∗) is a quasigroup, they proved the result name after them,
Murdoch-Toyoda theorem (Theorem III.1.21). This result is very important
in our search for invariants of Conway type. The name used by Toyoda was,
associativity. The word entropic property which I use was coined in 1949
by I.M.H. Etherington9[Et]. Other names for the property are medial, al-
ternation, bi-commutative, bisymmetric, commutative, surcommutative and
abelian. The word entropic refers to inner turning [R-S-2].
Theorem III.1.21 [Mur, Toy-2] If (X; ∗) is an entropic quasigroup, then
X has an abelian group structure such that a ∗ b = f(a) + g(b) + c where
f, g : X → X are commuting group automorphisms (equivalently (X; ∗) is a
Z[x±1f , x
±1
g ]-module).
From this follows partially A. Sikora result [Si-2] for invariants coming
from quasigroup Conway algebras (Sikora result is general: no invariant
coming from a Conway algebra can distinguish links with the same Homflypt
polynomial).
Definition III.1.22 (1) We say that a subset S ⊂ Bin(X) is an entropic
set if all pairs of elements ∗α, ∗β ∈ S (we allow ∗α = ∗β) satisfy
6Anton Kazimirovich Sushkevich (1889-1961) a Ukrainian-Russian-Polish mathemati-
cian who spent most of his working life at Kharkov State University in the Ukraine. Ph.D.
Voronezh State University 1922. In the 1920s, he embarked upon the first systematic
study of semigroups, placing him at the very beginning of algebraic semigroup theory and,
arguably, earning him the title of the world’s first semigroup theorist. Owing to the polit-
ical circumstances under which he lived, however, his work failed to find a wide audience
during his lifetime [Hol].
7David Carruthers Murdoch, PhD at University of Toronto 1937, Then at Yale and
University of British Columbia.
8Koshichi Toyoda, worked till 1945 at Harbin Polytechnic University, Mituhisa Takasaki
was his assistant there. Both perished after Soviet occupation of Harbin in 1945.
9Ivor Malcolm Haddon Etherington (1908–1994), English mathematician who started
his work in general relativity under the supervision of Prof. E. T. Whittaker, and later on
moved into the area of non-associative algebras, where he made very important contribu-
tions in connection with genetics. He was actively involved in helping refugees to escape
from Nazi Germany in the 1930s [Kra].
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entropic property, that is:
(a ∗α b) ∗β (c ∗α d) = (a ∗β c) ∗α (b ∗β d).
(2) If S ⊂ Bin(X) is an entropic set, and there are given elements a1, a2, ...
in X such that for any ∗ ∈ S we have ai ∗ ai+1 = ai then we call S a
pre-Conway set of operations.
(3) If S ⊂ Bin(X) is a pre-Conway set of invertible operations then we
call S a Conway set of operations.
Proposition III.1.23 (i) If S is an entropic set and ∗ ∈ S is invertible,
then S ∪ {∗¯} is also an entropic set.
(ii) If S is an entropic set and M(S) is the monoid generated by S then
M(S) is an entropic monoid.
(iii) If S is an entropic set of invertible operations and G(S) is the group
generated by S, then G(S) is an entropic group.
Proof: (i) We have proven already that if ∗ is a self-entropic operation then
{∗¯} is also self-entropic (Lemma III:1.3 (e)(h)). We will show now, more
generally, that if ∗, ∗′ ∈ Bin(X) and ∗ is invertible and entropic with respect
to ∗′, then ∗¯ is entropic with respect to ∗′. We start from
(a ∗ b) ∗′ (c ∗ d) = (a ∗′ c) ∗ (b ∗′ d)
Then we substitute x = a ∗ b and y = c ∗ d, or, equivalently a = x∗¯b and
c = y∗¯d to get
x ∗′ y = ((x∗¯b) ∗′ (y∗¯d)) ∗ (b ∗′ d) and eventually
(x ∗′ y)∗¯(b ∗′ d) = (x∗¯b) ∗′ (y∗¯d)
as needed.
(ii) We want to prove that any element of M(S) is entropic with respect to
any other element (including self-entropy of every element). To prove this it
suffice to show that if ∗ is entropic with respect to ∗1 and ∗2 then it is also
entropic with respect to ∗1∗2. We have
(a ∗1 ∗2b) ∗ (c ∗1 ∗2d) def= ((a ∗1 b) ∗2 b) ∗ (c ∗1 d) ∗2 d) entr=
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((a ∗1 b) ∗ (c ∗1 d)) ∗2 (b ∗ d)) entr=
((a ∗ c) ∗1 (b ∗ d)) ∗2 (b ∗ d)) def=
(a ∗ c) ∗1 ∗2(b ∗ d), as needed.
(iii) It follows directly from (i) and (ii). ✷
Remark III.1.24 Composition of entropic operations was considered in
[R-S-1] were it was observed, in particular Theorem 246, that if S is an
entropic set of idempotent operations then elements of S commute. Namely,
we have a∗1 ∗2b = (a∗1 b)∗2 b idem= (a∗1 b)∗2 (b∗1 b) entr= (a∗2 b)∗1 (b∗2 b) idem=
(a ∗2 b) ∗1 b = a ∗2 ∗1b as needed.
Proposition III.1.25 (1) If (A; ∗) satisfies entropic condition and idem-
potency conditions then it is (right and left) distributive.
(2) A right self-distributive quasigroup has all elements satisfying idempo-
tent property.
Proof: (1) We have (a ∗ b) ∗ (c ∗ b) entr= (a ∗ c) ∗ (b ∗ b) idem= (a ∗ c) ∗ b (right
self-distributivity), and
(a ∗ b) ∗ (a ∗ d) entr= (a ∗ a) ∗ (b ∗ d) idem= a ∗ (b ∗ da (left self-distributivity).
(2) We have (a ∗ a) ∗ a = (a ∗ a) ∗ (a ∗ a) so a = a ∗ a. ✷
A interesting example of an entropic algebra was proposes by D. Robin-
son in 1962 [Rob, R-S-2]). Consider a group of nilpotent class two10, that is
[[G,G], G] = 0 where [G,G] is generated by commutators [g, h] = g−1h−1gh.
Then (G; ∗) with a ∗ b = ba−1b is an entropic magma (this operation was
introduced by Brucks and called by him a core [Bruc-2]). Similarly if we
consider on G a conjugacy operation a ∗ b = b−1ab; see Corollary III.1.27.
We prove the above observations in more general situation:
10The smallest nilpotent groups of class 2 are the quaternion group Q8, and the dihedral
group D2·4. Generally a finite group of a nilpotent class 2 are products of an abelian group
and nonabelian p-groups of class two. In particular, any group of order p3. There are,
up to isomorphism, two nonabelian groups of order p3: for p = 2 they are quaternion
group Q8 and dihedral group D2·4; for p > 3 they are Heisenberg 3× 3 matrices with Zp
entries (semidirect product of Zp2 by Zp), and the group {a, b | a
p2 = bp = 1, ab = bap+1}
(semidirect product of Zp⊕Zp by Zp). For two generator p-groups of nilpotency class two
see [B-Ka, AMM]. An infinite example is the Heisenberg 3×3 matrices group with entries
in Z; see [Du-Fo, Ma-Bi].
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Proposition III.1.26 Let (X; ∗) be a magma with invertible ∗ and τ an
involution on X. Conditions (1)-(3) below are equivalent and (4) is their
consequence.
(1) (a ∗ b) ∗ c = (a ∗ τ(c)) ∗ τ(b);
(2) (a ∗ b)∗¯c = (a∗¯τ(c)) ∗ τ(b)
(3) (a∗¯b)∗¯c = (a∗¯τ(c))∗¯τ(b)
(4) (a ∗ b) ∗ (c ∗ d) = (a ∗ c) ∗ (b ∗ d); that is entropic property holds.
Proof: (1)-(3) We show, for example, that (2) follows from (1) (other cases
are similar). (a ∗ b)∗¯c = (a∗¯τ(c)) ∗ τ(b) it is equivalent to a ∗ b = (((a∗¯τ(c)) ∗
τ(b)) ∗ c. The right side by (1) is ((a∗¯τ(c)) ∗ τ(c)) ∗ b = (a ∗ b) as needed.
(4) We have
(a ∗ b) ∗ (c ∗ d) = (((a ∗ b)∗¯d) ∗ c) ∗ d (2)=
(((a∗¯τ(d)) ∗ τ(b)) ∗ c) ∗ d (1)= (((a∗¯τ(d)) ∗ τ(c)) ∗ b) ∗ d (2)=
(((a ∗ c)∗¯d) ∗ b) ∗ d = (a ∗ c) ∗ (b ∗ d) as needed.
✷
Corollary III.1.27 Let G be group of a nilpotent class 2, Then:
(i) The core magma (X; ∗) with a ∗ b = ba−1b and τ(a) = a−1 satisfies
conditions (1)-(4) of Proposition III.1.26.
(ii) The conjugation magma (X; ∗) with a∗b = b−1ab and τ(a) = a satisfies
conditions (1)-(4) of Proposition III.1.26.
Proof: (i) In a core magma we have (a ∗ b) ∗ c = (ba−1b) ∗ c = cb−1ab−1c,
and (a ∗ τ(c)) ∗ τ(b) = (a ∗ c−1) ∗ b−1 = b−1cacb−1 = cb−1[b−1, c]a[c−1, b]b−1c;
Thus (a ∗ b) ∗ c = (a ∗ τ(c)) ∗ τ(b) is equivalent to a = [b−1, c]a[c−1, b] and
further to a−1[b−1, c]a[c−1, b] = [a, [cb−1]][[cb−1], c−1b] = 1 which holds in a
group of class 2. Other conditions follow from Proposition III.1.26.
(ii) In a conjugation magma we have (a∗b)∗c = (b−1ab)∗c = c−1b−1abc and
(a ∗ τ(c)) ∗ τ(b) = (a ∗ c) ∗ b) = b−1c−1acb == c−1b−1[b−1, c−1]a[c−1, b−1]bc
Thus (a∗b)∗c = (a∗τ(c))∗τ(b) is equivalent to a = [b−1, c−1]a[c−1, b−1] and
further to a−1[b−1, c−1]a[b−1, c−1]−1 = [a, [c−1, b−1]] ∈ [[G,G], G] as needed.
Other conditions follow from Proposition III.1.26. ✷
The theory of homology of entropic magmas (analogous to that of homology
of semigroups or shelves) is developed in [Ni-P].
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III.2 Proof of the main theorem
Definition III.2.1 (Descending diagram).
Assume that L is an oriented link diagram of n components together with
b = (b1 . . . , bn) which are base points on L, each one chosen on a different link
component of L (the base points are outside of the crossings of the diagram).
Suppose that we move along the diagram L according to the orientation of
L so that we start from b1, travel the first component ending in b1 and then
we travel the second component starting from b2, etc... Every crossing is
traveled in that way twice. We say that the diagram L is descending with
respect to b if each crossing that we meet on our way first is crossed by an
overcrossing (a bridge). We say that L is ascending with respect to b if its
mirror image, L¯ is descending with respect to b.
It is not hard to see that for any diagram L and any choice of base-
points b = (b1 . . . , bn) there exists a resolving tree such that its leaves are
descending diagrams with respect to some appropriate choice of base points.
Furthermore the diagram corresponding to the extreme left leaf has the same
projection as L and is descending with respect to b.
To show this we apply induction with respect to the number k of cross-
ings in a diagram. The diagrams with no crossings are already descending.
Suppose that our claim is true for diagrams with fewer than k > 0 crossings.
Now we can apply the following procedure for diagrams with k crossings. For
any choice of base points we start walking along the diagram until we meet
the first “bad” crossing p, i.e. the first crossing on our way which is entered
for the first time at an underpass (tunnel). Then we begin to construct the
tree changing the diagram at p. If, for example, sgnp = +, then we get
L = L +
p
L L
-
p p
0
Next, we can apply our inductive assumption on the diagram Lp0 and
we continue the construction of the tree for the diagram Lp− (i.e. we walk
along the diagram looking for next “bad” crossings) until we eliminate all
“bad” crossings. In Lp− we use the same base points as in L. Later we
will use similar reasoning several time so it is useful to formalize our double
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induction: having a diagram with a basepoints we induct on lexicographically
ordered pair: (the number of crossings of L, the number of “bad” crossings
of L with respect to the chosen basepoint).
To prove Theorem III.1.2 we will construct a value function w on dia-
grams of links. In order to prove that w is an invariant of ambient isotopy
of oriented links we will show that it is preserved by Reidemeister moves.
We will use the induction with respect to the number cr(L) of crossing
points in the diagram. For any k ≥ 0 we will define a function wk which
assigns an element in A to each oriented diagram L with at most k cross-
ings. Then we will define the function w by setting w(L) = wk(L), where
k ≥ cr(L). Clearly, for this to work, the functions wk must satisfy certain
coherence conditions. Finally, the required properties of w will be obtained
from these of wk.
We begin by defining w0.
For a diagram L with n components and cr(L) = 0 we put:
III.2.2
w0(L) = an
To define wk+1 and to prove its properties we will use induction several
times. To avoid misunderstandings the following will be called the “Main
Inductive Hypothesis” (abbreviated by MIH): There is a function wk which
associates wk(L) ∈ A to any diagram L with cr(L) ≤ k and the function wk
has the following properties:
III.2.3
wk(Un) = an where Un is a descending diagram with n components
(with respect to some choice of base points).
III.2.4
wk(L+) = wk(L−)|wk(L0)
III.2.5 wk(L−) = wk(L+) ⋆ wk(L0)
for L+.L− and L0, being related as usually.
III.2.6
wk(L) = wk(R(L)), where R is Reidemeister move on L such that
cr(R(L)) is at most k.
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Then, as the reader may expect, we want to make the Main Inductive
Step, abbreviated as MIS, to obtain the existence of a function wk+1 with
analogous properties defined on diagrams with at most k+1 crossings. Before
dealing with the task of making the MIS let us explain that it will really end
the proof of the theorem. It is clear that the function wk satisfying MIS
is uniquely determined by properties III.2.3, III.2.4, III.2.5, and the fact
that for every diagram there exists a resolving tree with descending leaf
diagrams. Thus the compatibility of the functions wk is obvious and they
define a function w defined on diagrams.
The function w satisfies conditions (2) and (3) of Theorem III.1.2, be-
cause the functions wk satisfy such conditions.
If R is a Reidemeister move on a diagram L, then cr(R(L)) equals at
most k = cr(L) + 2, whence wR(L) = wk(R(L)), wL = wk(L) and by the
properties of wk we have wk(L) = wk(R(L)), which implies wR(L) = wL.
It follows that w is an invariant of equivalence classes of oriented diagrams
and therefore also of the isotopy class of oriented links.
Now it is clear that w has the required property (1) of Theorem III.1.2,
since there exists a descending diagram Un in the same ambient isotopy class
as Tn (e.g. a link diagram without a crossing) and we have wUn = an.
The rest of the section §2 will be devoted to the proof of MIS. For a given
diagram D with cr(D) ≤ k + 1 we will denote by D the set of all diagrams
which are obtained from D by a finite number of operations of the kind →
or → .
Of course, once base points b = (b1, . . . , bn) are chosen on D, then the
same points can be chosen as base points for any L ∈ D provided that L is
obtained from D by operations of the first type only.
Let us define a function wb for a given D and b by assigning an element
of A to each L ∈ D. If cr(L) < k + 1, then we define
III.2.7
wb(L) = wk(L).
If Un is a descending diagram with respect to b we put
III.2.8
wb(Un) = an (n denotes the number of components).
Now we proceed by induction with respect to the number b(L) of bad
crossings in L (in the symbol b(L) the letter b works simultaneously for
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“bad” and for the choice b = (b1, . . . , bn)). For a different choice of base
points b′ = (b′1, . . . , b
′
n) we will write b
′(L)). Assume that wb is defined for
all L ∈ D such that b(L) < t (t > 0). Then for the diagram L, b(L) = t, let
p be the first bad crossing of L (starting from b1 and proceeding along the
diagram). Depending on the crossing p being positive or negative we have
L = Lp+ or L = L
p
−. We define
III.2.9
wb(L) =
{
wb(L
p
−)|wb(Lp0) if sgn(p) = +
wb(L
p
+) ⋆ wb(LJ
p
0 ) if sgn(p) = −.
We will show that wb is in fact independent of the choice of b and that
it has the properties required of wk+1.
III.2.1 Conway Relations for wb
Let us begin with the proof that wb has Properties 2.4 and 2.5.
The considered crossing point will be denoted by p. We will restrict our
attention to the case b(Lp+) > b(L
p
−). The opposite case is quite analogous.
We proceed by induction on b(Lp−). If b(L
p
−) = 0, then b(L
p
−) = 1 and
p is the only one (hence the first) bad crossing of Lp+. Hence by definition
III.2.9 we get
wb(L
p
+) = wb(L
p
−)|wb(Lp0)
and further on using the properties of C6 we obtain
wb(L
p
−) = wb(L
p
+) ⋆ wb(L
p
0).
Let us assume now that every diagram L such that wb(L
p
−) < t, with
t ≥ 1, satisfies formulae III.2.4 and III.2.5 for wb. Let us consider the case
b(Lp−) = t.
By the assumption we have wb(L
p
+) ≥ 2. Let q be the first bad crossing
of the diagram Lp+. If q = p, then by III.2.9 we have
wb(L
p
+) = wb(L
p
−)|wb(Lp0).
Let us now consider the case when q 6= p. Let sgn q = +, for example.
Then by III.2.9 we have
wb(L
p
+) = wb(L
p q
+ +) = wb(L
p q
+ −)|wb(Lp q+ 0).
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Because wb(L
p q
− −) < t and crL
p q
+ 0 ≤ k, therefore by the inductive hy-
pothesis and by MIH we have
wb(L
p q
+ −) = wb(L
p q
− −)|wb(Lp q0 −)
and
wb(L
p q
+ 0) = wb(L
p q
− 0)|wb(Lp q0 0)
hence
wb(L
p
+) = (wb(L
p q
− −)|wb(Lp q0 −))|(wb(Lp q− 0)|wb(Lp q0 0)).
By the transposition property C3 we obtain
III.2.10
wb(L
p
+) = (wb(L
p q
− −)|wb(Lp q− 0))|(wb(Lp q0 −)|wb(Lp q0 0)).
On the other hand b(Lp q− −) < t and cr(L
p
0) ≤ k, so using once more the
inductive hypothesis and MIH we obtain
III.2.11
wb(L
p
−) = wb(L
p q
− +) = wb(L
p q
− −)|wb(Lp q− 0)wb(Lp0) = wb(Lp q0 +) = wb(Lp q0 −)|wb(Lp q0 0)
Putting together III.2.11 and III.2.10 we obtain
wb(L
p
+) = wb(L
p
−)|wb(Lp0)
as required. If sgnq = − we should use C4 instead of C3. This completes
the proof of Conway Relations for wb.
III.2.2 Changing Base Points
We will show now that wb does not depend on the choice of b, provided
the order of components of the diagram is not changed. It amounts to the
verification that we can replace bi by b
′
i, taken from the same component
in such a way that bi lies after b
′
i and there is exactly one crossing point
(say p) between them. Let b′ = (b1, . . . , b′i, . . . , bn). We want to show that
wb(L) = wb′(L) for every diagram with k+1 crossings belonging to D. Now
we will consider the case sgnp = +; the case sgnp = − is quite analogous.
We use induction with respect to B(L) := max(b(L), b′(L)). We need to
consider three cases.
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CBP 1 Let us assume that B(L) = 0. Then L is a descending diagram
with respect to both choices of base points: b just like b′. By III.2.8
we have
wb(L) = an = wb′(L).
CBP 2 Let us assume that B(L) = 1 and b(L) 6= b′(L).
This is possible only when p is a self-crossing point of the i-th compo-
nent of L. There are two subcases to be considered.
CBP 2 (a) : b(L) = 1 and b′(L) = 0.
Then L is a descending diagram with respect to b′ and by III.2.8
we have
wb′(L) = an
thus by III.2.9 we obtain
wb(L) = wb(L
p
+) = wb(L
p
−)|wb(Lp0)
(we have restricted our attention to the case sgnp = +).
Now wb(L
p
−) = an, because b(L
p
−) = 0, moreover L
p
0 is a descend-
ing diagram with respect to a proper choice of base points. Since
Lp0 has n+ 1 components, so wb(L
p
0) = an+1.
It follows that wb(L) = an|an+1, and since by condition C1 we
have an|an+1 = an, so wb(L) = an = wb′(L).
CBP 2 (b) : B(L) = 0 and b′(L) = 1.
We deal with this case just like with CBP 2(a).
CBP 3 B(L) = t > 1 or B(L) = 1 = b(L) = b′(L).
We assume by induction that wb(K) = wb′(K) for B(K) < B(L). Let
q be a bad crossing with respect to b and b′ as well. This time we will
consider the case sgnq = −. The case sgnq = + is analogous.
Using the already proven Conway relations for wb and wb′ we obtain:
wb(L) = wb(L
q
−) = wb(L
q
+) ⋆ wb(L
q
0)
wb′(L) = wb′(L
q
−) = wb′(L
q
+) ⋆ wb′(L
q
0)
Since B(Lq+) < B(L) and cr(L
q
0) ≤ k, so by the (local) inductive
hypothesis and by MIH we get
wb(L
q
+) = wb′(L
q
+)
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wb(L
q
0) = wb′(L
q
0)
Which imply wb(L) = wb′(L). This completes the CBP proof.
Since wb has turned out to be independent of base point changes which
preserve the order of components of the diagram, so now we can consider a
new function w0 which associates an element of A to any diagram L with
cr(L) ≤ k + 1 and with a fixed order of components.
III.2.3 Independence of w0 of Reidemeister Moves (IRM)
When L is a diagram with a fixed order of components and R is a Reide-
meister move on L, then R(L) has a natural order of components yielded by
the order of components of L. Assuming that cr(R(L)) ≤ cr(L) ≤ k + 1, we
will show that w0(L) = w0(R(L)).
We use induction with respect to the number of bad crossings b(L) for a
proper choice of base points b = (b1, . . . , bn). This choice must be compatible
with the given order of components. Let us choose the base points which lie
outside of the part of the diagram involved in the considered Reidemeister
move R, so that the same points could work for the diagram R(L) as well.
We need to consider three standard types of Reidemeister moves (Fig.2.1).
or 
Fig. 2.1
Let us assume that b(L) = 0. It is clear then that also b(R(L)) = 0 and
the number of components remains the same. Thus by III.2.8
w0(L) = w0(R(L)).
Now we assume by induction that w0(L) = w0(R(L)) when b(L) < t.
Let us consider the case b(L) = t. Assume that there is a bad crossing
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p in L which is different from all the crossings involved in the considered
Reidemeister move. Assume, for example, that sgnp = +. Then, by the
inductive hypothesis,we have
III.2.12
w0(L
p
−) = w
0(R(Lp−)).
and by MIH we obtain
III.2.13
w0(Lp0) = w
0(R(Lp0)).
Now by the Conway relation III.2.4, which has been already verified for w0
we have
w0(L) = w0(Lp+) = w
0(Lp−)|w0(Lp0)
w0(R(L)) = w0(R(L)p+) = w
0(R(L)p−)|w0(R(L)p0).
Since R(Lp−) = R(L)
p
− and obviously R(L
p
0) = R(L)
p
0, so by III.2.12 and
III.2.13 we will get
w0(L) = w0(R(L)).
It remains to consider the case, when all the bad crossings of L, lie in
the part of diagram involved in the considered Reidemeister move. Let us
consider each of the three types of Reidemeister moves separately. The most
complicated case is that of a Reidemeister move of the third type. Before
we deal with it, let us formulate the following observation:
Whatever the choice of base points, the crossing point of the top arc and
the bottom arc (e.g. q in Fig. 2.2) cannot be the only bad point of the
diagram.
q p
Fig. 2.2
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The proof of the above observation amounts to an easy case by case
checking. This observation makes the following induction possible. We can
assume that we have a bad crossing between the middle arc and either the
lower or the upper arc. Let us consider, for example, the situation described
by Fig. 2.2. Subsequently we need to consider two subcases, according to
sgnp = + or −.
Let us assume that sgnp = −. Then by Conway relations:
w0(L) = w0(Lp−) = w
0(Lp+) ⋆ w
0(Lp0)
w0(R(L)) = w0(R(L)p−) = w
0(R(L)p+) ⋆ w
0(R(L)p0).
By the inductive hypothesis and by the equation R(L)p+ = R(L
p
+) we obtain:
w0(Lp+) = w
0(R(L)p+).
Since R(L)p0 is obtained from L
p
0 by two Reidemeister moves of the second
type (Fig. 2.3), thus by MIH w0(R(L)p0) = w
0(Lp0) and then follows the
equality
w0(L) = w0(R(L)).
Fig. 2.3
Let us assume now that sgnp = +. Then by Conway relations
w0(L) = w0(Lp+) = w
0(Lp−)|w0(Lp0)
w0(R(L)) = w0(R(L)p+) = w
0(R(L)p−)|w0(R(L)p0).
By the inductive hypothesis and equality R(L)p− = R(L
p
−) we obtain:
w0(Lp−) = w
0(R(L)p−).
Now, Lp0 and R(L)
p
0 are essentially the same diagrams (Fig. 2.4), thus
w0(Lp0) = w
0(R(L)p0) and in the end we obtain an equality.
w0(L) = w0(R(L)).
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Fig. 2.4
Reidemeister moves of the first type.
The base points can always be chosen in such a way that the crossing
point involved in the move is good. Thus b(L) = b(R(L)) = 0 and w0(L) =
w0(R(L).
Reidemeister moves of the second type.
There is only one case when we cannot choose base points to secure that
the points involved in the move are good. It happens when the arcs involved
are parts of different components and the lower arc is a part of the smaller
component in the ordering. In this case both the crossing points are bad
and of the opposite signs. Let us consider the case shown on Fig.2.5.
p
qL
R
R(L)=R’(L’)
R’ p
qL’
Fig. 2.5
By the inductive hypothesis we have
w0(L′) = w0(R′(L′)) = w0(R(L)).
Using the already proven Conway relations, conditions C6 and C7, and
MIH, if necessary, it can be proved that w0(L) = w0(L′). Let us discuss in
detail the case involving MIH. It occurs when sgnp = +. Then we have
w0(L) = w0(Lq−) = w
0(Lq+) ⋆ w
0(Lq0) = (w
0(Lq p+ −)|w0(Lq p+ 0)) ⋆ w0(Lq0).
But Lq p+ − = L
′ and by MIH it follows that w0(Lq p+ 0) = w
0(Lq0) (see Fig.2.6;
here diagrams Lq p+ 0 and L
q
0 are both obtained from K by a first Reidemeister
move).
L0
q
L +0
qp
K
Fig. 2.6
III.2. PROOF OF THE MAIN THEOREM 31
By condition C7 we obtain
w0(L) = w0(L′),
and consequently
w0(L) = w0(R(L)).
The case sgnp = − is even simpler (see Fig.2.7) and we leave it for the
reader.
L L0 -0
q qp
Fig. 2.7 (case sgn p = −1).
This completes the proof of the independence of w0 of Reidemeister
moves.
Remark III.2.14 If Li is a trivial component of a diagram L, i.e. Li has
no crossing points, then the specific position of Li has no effect on w
0(L).
Equivalently, If L and L′ differ by the position of Li as in Figure 2.8, then
w0(L) = wb(L) = wb(L
′) = w0(L′). This can be easily achieved by the in-
duction with respect to b(L). Notice however that we cannot use IRM in this
case because Reidemeister moves have to increase the number of crossings
on the way from L to L′.
L L’
i j ijb bbb
Fig. 2.8
To complete the Main Inductive Step it is enough to prove the indepen-
dence of w0 of the order of components. Then we set wk+1 = w
0. The
required properties of wk+1 have been already checked.
III.2.4 Independence of the Order of Components (IOC)
It is enough to verify that for a given diagram L, cr(L) ≤ k + 1, and for a
fixed base points b = (b1, . . . , bi, bi+1, . . . , bn) we have
wb(L) = wb′(L)
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where b′ = (b1, . . . , bi+1, bi, . . . , bn). By induction on b(L) we can easily
reduce it to the case of a descending diagram, b(L) = 0. To deal with this
case we will choose appropriate base points.
The proof will be concluded if we show, that our diagram can be trans-
formed into another one with a smaller number of crossings by a series of
Reidemeister moves not increasing the number of crossings. To do it we can
use IRM and MIH. This property of a descending diagram is guaranteed by
the following lemma.
Lemma III.2.15 Let L be a diagram with k crossings and a given ordering
of components L1, L2, . . . , Ln. Then either L has a trivial circle as a compo-
nent or there is a choice of base points b = (b1, . . . , bn), bi ∈ Li, such that a
descending diagram Ld associated with L and b (that is all the bad crossings
of L are changed to good ones) can be changed into a diagram with less than
k crossings by a sequence of Reidemeister moves not increasing the number
of crossings.
Proof of lemma III.2.15.
A closed region cut out of the plain by arcs of L is called an i-gon, if it
has i vertices (only crossings can be vertices). See Fig.2.9.
0 1 2-gon -gon -gon
Fig. 2.9
Every i-gon with i ≤ 2 is called an f -gon (f stands for few). Now let X
be an innermost f -gon, that is, an f -gon which does not contain any other
f -gon inside.
If X is a 0-gon then we are done because ∂X is a trivial circle. If X is a
1-gon then we are done too, because intX∩L = ∅ so on Ld we can perform a
first Reidemeister move decreasing the number of crossings of Ld (Fig.2.10).
Fig. 2.10
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Therefore we assume that X is a 2-gon. Each arc which cuts intX goes
from one edge to another. Furthermore, since no component of L lies fully
in X we can choose base points b = (b1, . . . , bn) lying outside of X. This
has important consequences. If Ld is a descending diagram associated with
L and b then each 3-gon in X allows for a Reidemeister move of the third
type (i.e. the situation of the Fig.2.11. is impossible).
Fig. 2.11
Now we will prove Lemma III.2.15 by induction on the number of cross-
ings of L contained in the 2-gon X. We denote this number by c.
If c = 2 then intX ∩L = ∅ and we are done thanks to the choice of base
points. 2-gon X can be used to make the Reidemeister move of the second
type on Ld and to reduce the number of crossings in Ld in this way.
Assume that L has c > 2 crossings in X and that Lemma 2.15 has been
proved for the number of crossings in X smaller than c.
In order to make the inductive step we need the following lemma.
Lemma III.2.16 If X is an innermost 2-gon with intX ∩L 6= ∅, then there
is a 3-gon △ ⊂ X such that △∩ ∂X 6= ∅ and int△∩L = ∅.
Before proving Lemma III.2.16 we will show how Lemma III.2.15 follows
from it.
Using an 3-gon △ from Lemma III.2.16 we can make a Reidemeister
move of the third type and reduce the number of crossings Ld in X (compare
Fig.2.12).
Fig. 2.12
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Now either X is an innermost f -gon with less than c crossings in X or X
contains an innermost f -gon with less than c crossings. In both cases we can
use the inductive hypothesis to complete the proof of the Lemma III.2.15.
Instead of proving Lemma III.2.16 we will show a more general fact of
which Lemma III.2.16 is a special case.
Lemma III.2.17 Let us consider a 3-gon Y = (a, b, c) such that each arc
which cuts it goes from the ab edge to the ac edge with no self-intersections.
We allow that Y is a 2-gon considered as a degenerated 3-gon with an edge
bc collapsed to a point and moreover that there is no f -gon in intX. Fur-
thermore let us assume that there is an arc which cuts intX. Then there is
a 3-gon △ ⊂ Y such that △∩ ab 6= ∅ and int△ is not cut by any arc.
Proof of Lemma III.2.17.
We proceed by induction on the number of arcs in intY ∩ L (each such
an arc cuts ab and ac). For one arc the Lemma is obvious (Fig.2.13).
a
c
b
∆
Fig. 2.13
Assume that the Lemma is true for k arcs (k ≥ 1) and let us consider (k+
1)-th arc γ. Let △0 = (a1, b1, c1) be a 3-gon from the inductive hypothesis
with a a1b1 edge included in ab (Fig.2.14).
a a1
c
b
γ
b1
c1
Fig. 2.14
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If γ does not cut △o or cuts a1b1, then we are done (Fig.2.14). Therefore
let us assume that γ meets a1c1 (at u1) and b1c1 (at w1). Let γ cut ab at u
and ac at w (Fig.2.15). Now we should consider two cases:
1. uu1 ∩ int△0 = ∅ (so ww1 ∩ int△0 = ∅);
a u
a1
u1
c1
w
c
b
w1
γ
b1
Fig. 2.15
Let us consider the 3-gon ua1u1. No arc can cut the edge a1u1 so each
arc which cuts the 3-gon is cut by less than k+1 curves. Hence by the
inductive hypothesis there is a 3-gon △ in ua1u1 with an edge on ua1
and the interior of △ is cut by no arc at all. In this way △ is what we
need for Lemma III.2.17.
2. uw1 ∩ int△0 = ∅ ( so wu1 ∩ int△0 = ∅).
This case is analogous to Case 1.
This completes the proof of Lemma III.2.17 — and hence the Lemma
III.2.15 as well11.
In this way we have completed the proof of IOC and hence the Main
Inductive Step and the proof of Theorem III.1.2.
III.3 Properties of Invariants of Conway Type
We first observe that invariants coming from Conway algebras can be com-
posed, as long as operations used in algebras form an entropic set (Proposi-
tion III:1.22). In particular, having a Conway algebra (A; |) we can form a
11A reader familiar with basic fact of the theory of braids may recognize that what we
really analyze are braids from ac to ab. In this language Lemma III:2.17 is intuitively
obvious – any braid has the last symbol. It however requires a proof that we actually
deal with braids; here “descending” and lack of f -gons should be used as we did in the
presented proof.
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new Conway algebra (A; |n). We look more carefully at the example giving a
Homflypt polynomial (we consider more familiar skein relation, proposed by
H. Morton v−1PL+ − vPL− = zPL0 with PTk = (v
−1−v
z )
k−1. Thus the Con-
way algebra yielding this invariant have A = Z[v±1, z±1], ak = (v
−1−v
z )
k−1,
and a|b = v2a+ vzb. If we consider composite operation |n we get
a|nb = (a|n−1b)|b = v2(a|n−1b) + vzb = v2na+ (v + v3 + ...+ v2n−1)zb =
v2na+
v2n+1 − v
v2 − 1 zb = v
2na+ vn
vn − v−n
v − v−1 zb.
The formula holds for any integer n (|−n = ∗n).
The corresponding Conway skein relation has the form:
v−nPL+ − vnPL− =
vn − v−n
v − v−1 zPL0 .
We can offer the following knot theoretical visualization of our composite re-
lation: consider two positive antiparallel crossings as in Figure 3.0. The Con-
way skein relation yielded by | and applied to L2 gives PL2 = v2PL0+vzPP∞ .
Now consider the picture with 2n antiparallel crossing as in Figure 3.0. Then
in order to find PL2n in terms of PL0 and PL∞ we can use once |n in place
of using n times | to get PL2n = v2nPL0 + vn v
n−v−n
v−v−1 zPL∞ .
L 0 L 2n
2n half−twists
L 2 L 8
Fig. 3.0; Notation for L0, L2, L2n, and L∞.
Recall that an invariant of links is called an invariant of Conway time if
the value of the invariant for L− and L0 gives the value for L+ and the value
for L+ and L0 gives the value for L−. We introduce now the relation on
oriented links which identifies links that can not be be distinguished by any
invariant of Conway type. This relation is called Conway skein equivalence
and it is denoted by ∼c [Co-1].
Definition III.3.1 ∼c is the smallest equivalence relation on ambient iso-
topy classes of oriented links which satisfies the following condition: Let L′1
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(respectively L′2) be a diagram of a link L1 (resp. L2) with a given crossing
p1 (resp. p2) such that sgnp1 = sgnp2 and
(L′1)
p1
− sgn p1 ∼c (L′2)p2− sgn p2 and (L′1)p10 ∼c (L′2)p20
then L1∼cL2.
From the above definition it follows immediately:
Lemma III.3.2 Two oriented links are not (Conway) skein equivalent if
there exists a Conway type invariant which distinguishes them. In particular,
assigning the equivalence class of the Conway relation to a given link is an
invariant of Conway type.
Conway relation can be also described as a “limit” of the sequence of
relations. Namely:
(∼0) L1 ∼0 L2 if L1 is ambient isotopic to L2.
...
∼i is the smallest equivalence relation on ambient isotopy classes of ori-
ented links which satisfies the condition:
let L′1 (resp. L
′
2) be a diagram of a link L1 (resp. L2) with a cross-
ing p1 (resp. p2) such that sgn p1 = sgn p2 and (L
′
1)
p1
− sgn p1 ∼i−1
(L′2)
p2
− sgn p2 and (L
′
1)
p1
0 ∼i−1 (L′2)p20 then L1 ∼i L2.
Exercise III.3.3 Show that the smallest relation which contains all the ∼i
relations is Conway equivalence relation.
We can modify the ∼i relation without assuming each time that it is an
equivalence relation. Namely, by introducing relations ≈0,≈1, . . . ,≈i, ...,≈∞
in the following way:
≈0 = ∼0
...
(≈i) L1 ≈i L2 if there exist diagrams L′1 for L1 and L′2 for L2 with crossings
p1 and p2 respectively such that sgn p1 = sgn p2 and (L
′
1)
p1
− sgn p1 ≈i−1
(L′2)
p2
− sgn p2 and (L
′
1)
p1
0 ≈i−1 (L′2)p20
..
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≈∞ is defined to be the smallest equivalence relation on oriented links which
contains all the ≈i relations.
Problem III.3.4 (1) Are there links which are ∼c equivalent but not ≈∞
equivalent?
(2) Are there links which are ∼i equivalent but are not ≈i equivalent for
any i, i > 0?
Exercise III.3.5 One could try to obtain new invariants of links by resolv-
ing crossings in pairs, for example, instead of doing it separately. Namely,
one could deal with 5 diagrams connected with two crossings on a diagram
of a link:
Lp qε1 ε2 , L
p q
−ε1 −ε2 , L
p q
0 −ε2 , L
p q
−ε1 0, L
p q
0 0, (εi = + or −)
and assume further that the value of an invariant for Lp qε1 ε2 may be always
found on the basis of the value of an invariant for the remaining four dia-
grams. Show that using this method we will not improve the invariants of
the Conway type.12
Hint. We can always add one crossing to the diagram without changing
the class of ambient isotopy of a link.
Now let us come back to invariants of the Conway type and to the ∼c
equivalence. We start from examples of links which are not ambient isotopic
but which are ∼c equivalent.
Lemma III.3.6 If −L denotes the link obtained from the L link by changing
orientation of each component of L then
L∼c − L.
In particular PL(x, y) = P−L(x, y) where PL(x, y) is a Jones-Conway poly-
nomial.
Proof is immediate if one notices that the sign of a crossing is not changed
when we change L to −L. So by building the resolving tree (the same for
12When over 26 years ago I formulated Exercise III.3.5 I was not aware of the fact that
slight modification of the idea included there would have led to the invariants of links called
Vassiliev’s invariants (or Vassiliev-Gusarov’s invariants or the invariants of the finite type)
[Va-1, Bi-Li, Ba, Piu, P-9].
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L and −L) we show even more than Lemma III.3.6 says: L ≈ cr(L) −1 −L
where cr(L) is a minimal number of crossings of diagrams representing L.
We leave to a reader further improvement to Lemma III.3.6 using cr(L) and
the number of “bad” crossings in L (as in the proof of the main theorem).
Example III.3.7 The L1 and L2 links from Fig.3.1 are ∼c-equivalent (one
should resolve them at the crossings shown on Fig.3.1 and get L1 ≈1 L2).
To show that L1 and L2 are not isotopic one should consider global linking
numbers of all its sublinks. Compare Exercise III.3.46.
L1 L2
Fig. 3.1
For further examples we need the definition of a tangle and mutation
[Co-1]:
Definition III.3.8 (1) A tangle13 is a part of a diagram of a link with
two inputs and two outputs (Fig.3.2(a)). It depends on an orientation
of the diagram which arcs are inputs and which ones are outputs. We
distinguish tangles with neighboring inputs and alternated tangles: Fig.
3.2 (b) i (c).
(a) (b) (c)
Fig. 3.2
(2) The change of an oriented diagram which concerns just one of its tan-
gles is called a mutation of an oriented diagram which can be of one of
the following type (see Fig. 3.2(d)):
13We will consider later tangles with n inputs and n outputs, called n-tangles. Then
our tangle will be called a 2-tangle.
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(a) mz is the 180
o rotation around the central axis, perpendicular to
the plane of the diagram (axis z),
(b) mx is the 180
o rotation around the horizontal symmetry axis of a
square of a tangle (axis x), or
(c) my is the180
o rotation around the vertical symmetry axis of a
square of a tangle (axis y).
Moreover, in all the cases, if the need be, we change the orientation of
all the components of a tangle into the opposite ones (so that at the
change of a tangle the inputs and outputs are preserved). For example
a mz rotation of a tangle (b) requires the change of the orientation of
the components of the tangle (compare Fig.3.2(b)).
mx
my
mz
Fig. 3.2(d); three mutations, mx, my, mz = mxmy
Lemma III.3.9 ([L-M-1, Hos-1, Gi]) Two links, L1 and L2, some di-
agrams of which differ only by a mutation are ∼c equivalent. More pre-
cisely: if cr is the number of crossings in a square of a mutated tangle, then
L1 ≈cr−1 L2.
Proof.
If cr ≤ 1 then the tangle is (ambient isotopic to) one of the four of Fig.3.3
(in the figure of the tangle we omit possible trivial circles).
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Fig. 3.3
Mutation of a link with respect to the tangles of Fig.3.3 does not change
the isotopy class of a link. Further on, to complete the proof, one should
use the standard induction with respect to cr and also on the number of bad
crossings in the tangle, just like in the proof of the main theorem III.1.2).
The first nontrivial example of a mutation (i.e. the mutation which
changes the isotopy class of a knot) was found for the diagrams of 11 cross-
ings.
Example III.3.10 The Conway knot (Fig.3.4) and the Kinoshita-Teresaka
knot (Fig.3.5.) are mutants one of the other (the mutated tangle is marked
at Fig.3.4. and 3.5). So these knots are ∼c-equivalent, even more: they are
≈1 equivalent. Let us begin resolving the knots from the marked crossings.
D. Gabai [Ga-1] has shown that the above knots have different genera (see
chapter 3) so they are not isotopic (R. Riley was the first to distinguish these
knots [Ri]).
Fig. 3.4. The Conway knot.
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Fig. 3.5. The Kinoshita-Terasaka knot.
Example III.3.11 Let (p1, p2, . . . , pn) be a sequence of n integers. To this
sequence we associate an unoriented link L(p1, p2, . . . , pn) which we call pret-
zel link L(p1, p2, . . . , pn) and which we present on Fig. 3.6.
p p p1 2 3 half  twists
p
n
Fig. 3.6
Further, let L(p
ε(1)
1 , p
ε(2)
2 , . . . , p
ε(n)
n ) denote the pretzel link L(p1, p2, . . . , pn)
oriented in such a way that ε(i) = 1 if all crossings in the i-th column are
positive, and ε(i) = −1 if they are negative. To complete the definition
of the orientation of the link, we assume that the upper arc of the link is
oriented “from the right- to the left-hand-side” (c.f. Fig. 3.7). Clearly, not
all possible sequences p
ε(1)
1 , p
ε(2)
2 , . . . , p
ε(n)
n can be realized by oriented pret-
zel links. For example, if all pi and n are odd then L(p1, p2, . . . , pn) is a
knot and ε(i) = −sgn(pi). Because of Lemma III.3.9 it follows that for any
permutation δn ∈ Sn we have
L(p
ε(1)
1 , p
ε(2)
2 , . . . , p
ε(n)
n )∼cL(pε(δ(1))δ(1) , p
ε(δ((2))
δ(2) , . . . , p
ε(δ((n))
δ(n) ).
namely, any permutation may be presented by a sequence of transpositions
of neighboring numbers and any such a transposition can be realized as a
mutation of the pretzel link.
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In particular we can go from the pretzel link of two components L(3, 5,−5−1,−3−1,−3−1)
to its mirror image L(−3−1,−5−1,−3−1, 5, 3, 3) using finite number of mu-
tations. However these links are not ambient isotopic.
Fig. 3.7. L(−3−1,−5−1,−3−1, 5, 3, 3)
Example III.3.12 Consider a diagram of a link D with two alternating
tangles inserted as in Fig. 3.9. We use the following convention: [2n] or 2n
in a square denote tangle as in Fig.3.8.
2n n full twists
Fig. 3.8
Moreover, we write 8 for . Let Dp,q denote the diagram ob-
tained from D by putting 2p into the first tangle and 2q into the second. Let
us assume moreover that the diagram D∞,q is equivalent to Dp,∞ for every
p i q. Then for p + q = p′ + q′ we have Dp,q∼cDp′,q′. An example which
satisfies the above condition was found by T. Kanenobu [Ka-1] (Fig.3.9).
2p 2q
Fig. 3.9
It is easy to notice that in this example D∞,q and Dp,∞ are trivial links of
two components. Kanenobu has shown that Dp,q is isotopic to Dp′,q′ if and
only if (p, q) = (p′, q′) or (q′, p′). That is how we obtain the next family of
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examples of nonisotopic links, which are ∼c-equivalent. Kanenobu proof uses
the value of the Jones-Conway polynomial for Dp,q (see example III.3.13) and
the structure of the Alexander module for Dp,q (compare Chapter IV).
Proof of the statement from Example 3.12 can be given by a standard
induction on |p− p′| showing Dp,q ≈|p−p′| Dp′,q′ .
Example III.3.13 Compute the Jones-Conway polynomial for Dp,q links of
Fig.3.9 and show that PDp,q(x, y) = PDp′,q′ (x, y) if and only if p+q = p
′+q′.
Exercise III.3.14 Show that Dp,q is isotopic to Dq,p for links on Fig.3.9.
Hint. Show that Fig.3.10 pictures a link isotopic to Dp,q.
2p
2q
Fig. 3.10
Exercise III.3.15 Show that Dp,q link (in Fig. 3.9) is amphicheiral (i.e. iso-
topic with its mirror image) if and only if p+ q = 0.
The Kanenobu example may be slightly extended if we allow odd num-
bers in tangles of the link in Fig. 3.9. [Ka-2].
Let us denote a link the diagram of which is pictured at Fig. 3.9 by
K(m,n), where numbers m and n appear in the tangles. So we have Dp,q =
K(2p, 2q). The orientation of K(m,n) is just implied by the left tangle of
Fig.3.9.
Exercise III.3.16 Show that K(m,n) = −K(−m,−n).
Exercise III.3.17 Show that K(m,n) = −K(−n,−m) = K(n,m).
Exercise III.3.18 Show that K(m,n)∼cK(m′, n′) if and only if m + n =
m′ + n′ and when m+ n is even then m ≡ m′(mod 2).
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With the help of a computer M.B. Thistlethwaite has shown that among
the 12966 knots with at most 13 crossings there are 30 with the Conway
polynomial 1 + 2z2 + 2z4. Examination of these failed to find a pair of
knots distinguished by the Homflypt (Jones-Conway) polynomial but not by
the Jones polynomial. As a byproduct of these computations Lickorish and
Millett [L-M-1] have found the following example.
Example III.3.19 Let us consider three links pictured on Fig. 3.11 and
denoted according to [Ro-1] by 88 and 10129, and also 136714 from [This-1].
Fig. 3.11
Now changing the encircled crossing of 136714 produces 10129 and smooth-
ing that crossing produces T2 the trivial link of 2 components. Similarly,
changing the encircled crossing in 10129 gives 88 and smoothing it gives T2.
Hence we have triples (136714, 10129, T2) and (88, 10129, T2), both of the form
L+, L−, L0. Therefore 88∼c136714. Lickorish and Millett found that 10129
and 88 (the mirror image of 88) have the same Jones-Conway polynomial
and they asked if these were ∼c equivalent (in [L-M-1]). Kanenobu has
given the positive answer to this question showing that knots 88, 10129 and
136714 are special cases of his K(m,n) link [Ka-2].
Exercise III.3.20 Show that 88 ≈ K(0,−1), 10129 ≈ K(2,−1) and 136714 ≈
K(2,−3).
Examples which we have described so far have shown limitations of invari-
ants of Conway type. Still, it does not change the fact that for example the
Jones-Conway polynomial remains the best single invariant of links. Only
the new Kauffman polynomial (discovered in August 1985) may compete
with it (compare §5).
For quite some time the question remained open whether the Jones-
Conway polynomial is better then the classical Conway polynomial (compare
chapter 3 and 4) or the Jones polynomial. M.B. Thistlethwaite searched the
tables of knots and found out [L-M-1] that, for example, a knot of 11 crossings
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(11388 in tables of knots; compare [Per] Fig.3.12), may be differentiated from
its mirror image by the Jones-Conway polynomial but not by the Jones
polynomial or by Conway polynomial. Because we can compute that:
Fig. 3.12. Knot 11388.
P11388(x, y) =
5x−1y − 4x−1y−1 + 4x−2y2 − 10x2 + x−2y−2 +
+ x−3y3 − 5x−3y + 6x−3y−1 + x−4 − x−4y−2 + 3
V11388(t) =
t−2 − t−1 + 1− t+ t2 =
∇11388(z) =
1− z2 − 4z4 − z6
and use the following lemma:
Lemma III.3.21 If L link is a mirror image of link L then their Jones-
Conway polynomials satisfy equality:
PL(x, y) = PL(y, x).
In particular, for Jones polynomials we have:
VL(t) = VL(
1
t
)
and for Conway polynomials:
∇L(z) = ∇L(−z).
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Proof of the lemma is an easy consequence of the observation that the
sign of each crossing changes on the way from a diagram to its mirror image.
Based on the same idea, Lemma III.3.21 can be partially generalized to
other invariants yielded by a Conway algebra.
Lemma III.3.22 Let A = {A, a1, a2, . . . , |, ⋆} be a Conway algebra such
that there exists an involution on A (i.e. a mapping, the square of which is
identity) τ : A→ A satisfying:
(i) τ(ai) = ai,
(ii) τ(a|b) = τ(a) ⋆ τ(b).
Then the invariant of links AL, assigned to this algebra satisfies:
AL = τ(AL).
In Examples 1.5 and 1.6 the involution τ is the identity. In Example
III.1.8 (defining the Jones-Conway polynomial) the involution is the change
of positions of x and y. On the other hand in Example 1.11 τ(n, z) = (n,−z);
the algebra of Example 1.7 has no involution.
It is worthwhile to note that in a Conway algebra build of terms (i.e. “rea-
sonable” words build by the alphabet consisting of a1, a2, . . . and |, ⋆) the
involution τ exists and it is uniquely determined by the conditions (i) and
(ii). It is because τ preserves axioms of the Conway algebra. The Conway
algebra build of terms is universal for Conway algebras, that is, there is
exactly one homomorphism from it into any other Conway algebra.
Remark III.3.23 Suppose that A is a Conway algebra. It may happen
that for every pair u, v ∈ A there exists exactly one element w ∈ A such that
v|w = u and u⋆w = v. Then we can introduce a new operation ◦ : A×A→ A
putting u ◦ v = w (it occurs in Examples 1.6, III.1.7 i III.1.8 but not in
examples III.1.5 and III.1.11). Then an = an−1 ◦ an−1. If operation ◦ is
well defined then we have an easy formula for invariants of connected and
disjoint sums of links. In agreement with a general terminology we call a
Conway algebra for which ◦ is well defined a Conway quasigroup.
Definition III.3.24 A link L is called a splittable link ( splittable to L1
and L2) if L is a union of two non-empty sublinks L1 and L2, and moreover
there exist two disjoint 3-dimensional balls B1, B2 ⊂ S3 such that L1 ⊂ B1
and L2 ⊂ B2. In such a case we say that L is a disjoint sum of L1 and L2,
and we write L = L1 ⊔ L2.
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Theorem III.3.25 If L = L1 ⊔ L2 then
PL1⊔L2(x, y) = (x+ y)PL1(x, y)PL2(x, y)
where PL(x, y) denotes the Jones-Conway polynomial of a link L.
Proof.
There is a diagram L in which L1 may be separated from L2 by an
ordinary closed curve. We call it a splittable diagram. Now we will prove
Theorem III.3.25 for splittable diagrams.
We use the induction with respect to lexicografically ordered pairs ( cr(L) , b(L)),
where cr(L) denotes the number of crossings in a diagram and b(L) stands
for the minimal number of bad crossings over all possible choices of base
points.
If b(L) = 0 then the theorem III.3.25 holds because L is a trivial link
with n(L) components and L1 and L2 are trivial links of n(L1) and n(L2)
components respectively. Thus by the definition
PL(x, y) =
(x+ y)n(L)−1 =
(x+ y)(x+ y)n(L1)−1(x+ y)n(L2)−1 =
(x+ y)PL1(x, y)PL2(x, y).
Let us assume that we have already proved Theorem III.3.25 for split-
table diagrams satisfying ( cr(L) , b(L)) < (c, b). Let p be a bad crossing of
diagram L (for example, let sgn p = +). Then for Lp− and L
p
0 the theorem
is true by the inductive hypothesis. Let us assume, for example, that p ∈ L1.
Then
PL(x, y) =
PLp+(x, y) =
1
x(PLp0(x, y) − yPLp−(x, y)) =
1
x((x+ y)P(L1)p0(x, y) · PL2(x, y) − y(x+ y)P(L1)p−(x, y) · PL2(x, y)) =
(x+ y)P(L2)p0(x, y) · (
1
xP(L1)p0(x, y)− yP(L1)p−(x, y))) =
(x+ y)PL2(x, y) · PL1(x, y)
III.3. PROPERTIES OF INVARIANTS OF CONWAY TYPE 49
which completes the proof.
In the other cases we proceed similarly.
Definition III.3.26 An oriented link L is a connected sum of two links L1
and L2 (we denote it L = L1#L2) if there exists a sphere S
2 ⊂ S3 which
divides S3 into two 3-dimensional balls B1 and B2 in such a way that S
2
meets L transversally in two points, and if β is an arc in S2 joining these
two points then (B1∩L)∪β (resp. (B2∩L)∪β) is isotopic to L1 (resp. L2).
In Chapter IV we analyze a connected sum in detail and in particular we
will show that it is uniquely defined for knots (with the sum knots form an
abelian semigroup with cancellation property).
Corollary III.3.27 If L = L1#L2 then
PL(x, y) = PL1(x, y) · PL2(x, y).
Proof.
We can find a diagram of L as presented on Fig.3.13. Let us rotate L2 by
180o twice: once clockwise, next counterclockwise to get two diagrams L+
and L− (Fig.3.14). Of course L+ and L− are isotopic to L and the diagram
L0 (Fig. 3.14) is the disjoint sum of L1 and L2, so:
L
L L1 2
Fig. 3.13
L+ L - L0
L L1 2
Fig. 3.14
xPL(x, y) + yPL(x, y) = PL1⊔L2(x, y),
and therefore
(x+ y)PL1#L2(x, y) = PL1⊔L2(x, y),
This formula and Theorem III.3.25 gives us Corollary III.3.27.
Theorem III.3.25 and Corollary III.3.27 may be generalized to cover the
case of AL invariants yielded by Conway algebras with the operation ◦. First,
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let us observe that adding a trivial knot to the given link L changes AL for
AL ◦ AL (in short A2L); Fig.3.15. In particular we obtain a known equality
a2i = ai+1. Considering Fig.3.14 we get more general formula:
AL1⊔L2 = A
2
L1#L2 .
L L L
Fig. 3.15
Using a method similar to that of Theorem III.3.25 and Corollary III.3.27
we can prove the following:
Lemma III.3.28 If a Conway algebra A admits the operation ◦ and for
each w ∈ A there is a homomorphism φw : A→ A such that
φw(a1) = w,φw(a2) = w
2, φw(a3) = w
4, . . . , etc
then
AL1#L2 = φAL1 (AL2) = φAL2 (AL1)
AL1⊔L2 = (φAL1 (AL2))
2 = (φAL2 (AL1))
2
Exercise III.3.29 Show that the algebras of Examples 1.6, III.1.7 and III.1.8
satisfy the assumptions of Lemma III.3.28.
Problem III.3.30 (i) Let us consider the equation a|x = b in the uni-
versal Conway algebra. Is it possible for this equation to have more
than one solution? (the equation a1|x = a2 may have no solution at
all).
(ii) Let us assume that for certain diagrams of L and L′ and for certain
crossings we have L+∼cL′+ and L−∼cL′0 are true. Is then L0∼cL′0 true
as well?
Corollary III.3.27 can be generalized in the following way:
Definition III.3.31 (i) Consider an alternating tangle A. There are two
methods of obtaining a link from the tangle A. They are marked N(A)
(numerator) and D(A) (denominator) according to Fig.3.16.
Let AN denote PN(A)(x, y) and A
D = PD(A)(x, y) (i.e. the respective
value of the Jones-Conway polynomial).
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A AN(A) D(A)
Fig. 3.16
(ii) Having two alternating tangles A and B we can define their sum just
like on Fig.3.17. Let us notice that D(A+B) = D(A)#D(B).
A A+B B
Fig. 3.17
Lickorish and Millett [L-M-1] have generalized Conway’s result [Co-1]
concerning Conway polynomial by showing:
Theorem III.3.32 1. (1 − (x + y)2)(A + B)N = (ANBD + ADBN ) −
(x+ y)(ANBN +ADBD)
2. (A+B)D = AD · BD
Proof.
Part (ii) has been already proved in Corollary III.3.27.
Part (i) will be proved by induction with respect to ordered pairs ( cr(B) , b(B)) =
(number of crossings in the tangle B, minimal number of bad crossings in
B), similarly as in the proof of Theorem III.3.25. For a tangle B we can find
a resolving tree leaves of which are the tangles of Fig.3.18, possibly with a
certain number of trivial circles.
B B1 2
Fig. 3.18
Because the trivial circles appear in A+B as well, they can be omitted
in further considerations. As N(B1) and D(B2) are trivial knots and both
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D(B1) and N(B2) are trivial links of two components, and moreover N(A+
B1) = D(A) and N(A + B2) = N(A) so that B
N
1 = B
D
2 = 1, B
D
1 = B
N
2 =
(x+ y), (A +B1)
N = AD as well as (A+B2)
N = AN . It follows that
(1−(x+y)2)(A+B1)N = (1−(x+y)2)AD = (AN+(x+y)+AD)−(x+y)(AN+AD(x+y))
similarly
(1−(x+y)2)(A+B2)N = (1−(x+y)2)AN = (AN+(x+y)+AD)−(x+y)((x+y)AN+AD).
Thus we have proved Theorem III.3.32(i) for A+B1 and A+B2.
Now the immediate verification shows that if the formula holds for B−
and B0, then it is true for B+ as well, and similarly if it holds for B+ and
B0, then it is true for B−. This allows the inductive step and completes the
proof of Theorem III.3.32(i).
Exercise III.3.33 Show that the Jones-Conway polynomial distinguishes
square knot and granny knot (Fig.3.19).
Fig. 3.19
Corollary III.3.34 ([Co-1].) Let us define the fraction of a tangle A as
follows:
F (A) =
∇N(A)(z)
∇D(A)(z)
where ∇(z) is a Conway polynomial. We do not cancel common factors of
numerator and denominator.
Then F (A+B) = F (A) + F (B).
Example III.3.35 Let A be a tangle pictured at Fig. 3.20. Then F (A) = z1 .
A
N(A)
D(A)
Fig. 3.20
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Problem III.3.36 Let A be a Conway algebra with the operation ◦ and the
homomorphism φw. Find the formula for value of the invariant yielded by
the algebra for the numerator of a sum of two tangles.
In the subsequent chapters we will show how to use theorem III.3.32 for
computing the Jones-Conway polynomial of certain classes of links; namely,
links with two bridges, pretzel links and Montesinos links.
J. Birman [Bi-2] (and, independently, M. Lozano and H.Morton [Lo-Mo])
has found examples of knots which are not isotopic but have the same Jones-
Conway polynomials. In [L-M-1] it was noticed that these links are not ∼c
equivalent for they have different signatures (see §5 and chapter III).
In [P-T-2] it was proved that these links are not algebraically equivalent
(i.e. they can not be distinguished by any invariant yielded by a Conway
algebra). Fig.3.21. shows the simplest pair of Birman knots.
Fig. 3.21
Problem III.3.37 (i) Do there exist links which have the same Jones-
Conway polynomial but are not algebraically equivalent?
(ii) Do there exist links which are not algebraically equivalent, still they
have the same value of an invariant yielded by any finite Conway al-
gebra?
Many algebraic properties of the Jones-Conway polynomial are known.
Mostly these which relate its special substitutions with old invariants of links
[L-M-1, L-M-2, Mur-1, Mo-3] or [F-W]. We will discuss these properties in
respective chapters later on. Now we will present two quite elementary
properties of Jones-Conway polynomials.
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Lemma III.3.38 (i) If L is a link of odd number of components then all
the monomials of PL(x, y) polynomial are of even degree. If L is a link
of an even number of components then these monomials are of an odd
degree.
(ii) For every link L, PL(x, y) − 1 is divisible by x + y − 1, in particular,
the Jones-Conway polynomial of a link cannot be identically zero.
(iii) PL(x, y) + (−1)com (L) is divisible by x + y + 1; com (L) here means
the number of components of link L.
(iv) PL(x, y)− (x+ y)com (L)−1 is divisible by (x+ y)2 − 1.
Proof: It is easy to check that the conditions (i)-(iv) are true for trivial links.
Then, it is enough to establish that if they are true for L− L0 (resp. L+ and
L0) then they are true for L+ (resp. L−) as well. ✷
In fact one can improve a little Lemma III.3.38 using the same inductive
proof. For this one should consider the skein relation in slightly more general
form:
xPL+ + yPL+ = zPL0
and do not assume that z is invertible. Then the divisibility of PL−PTcom(L)
for knots can be formulated in more general manner than for any link (we did
observe this already in the case of the Jones polynomial (see Chapter I). The
value of the invariant for a trivial link of n components is PTn = (
x+y
z )
n−1,
thus if z is not necessarily invertible we should work with invariants in the
ring A = Z[x±1, y±1, z, x+yz ] or more formally
A = Z[x±1, y±1, z, d]/(zd − (x + y)). The idea of working with this ring of
invariants is used and developed when we work with periodic link, Chapter
VIII. With the above notation we have:
Proposition III.3.39
(i) For a link L of n components PL(x, y, z) − PTn(x, y, z) is divisible by
(x+ y)x+yz − z.
(ii) For the Jones polynomial, that is x = t−1, y = −t, and z = √t − 1√
t
,
we get: VL(t)− VTn(t) is divisible by t3 − 1.
(iii) For a knot K, PK(x, y, z) − 1 is divisible by (x+ y)2 − z2.
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(iv) For the Jones polynomial of a knot K, VK(t) − 1 is divisible by (t −
1)(t3 − 1).
Exercise III.3.40
(i) Show that for a positive Hopf link, H+ we have:
PH+ − PT2
(x+ y)x+yz − z
=
1
x
.
(ii) Show that for a negative Hopf link, H− we have:
PH− − PT2
(x+ y)x+yz − z
=
1
y
.
(iii) Show that for a positive (right handed) trefoil knot, 3¯1 we have:
P3¯1 − 1
((x+ y)2 − z2) = −
1
x2
.
(iv) Show that for a negative (left handed) trefoil knot, 31 we have:
P31 − 1
((x+ y)2 − z2) = −
1
y2
.
(v) Show that for a figure eight knot, 41 we have:
P41 − 1
((x+ y)2 − z2) = −
1
xy
.
(v) Let Kn be a twist knot of n+2 crossings (e.g. K2 = 41 and K−2 = 3¯1).
Show that for n = 2k we have:
PK2k − 1
((x+ y)2 − z2) = −
yk − (−1)kxk
xyk(x+ y)
.
Show that the formula holds also for negative k and find the formula
in the case of twist knots with n odd.
In the definition of the Jones-Conway polynomial one could try to replace
the equation 1.9 by
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III.3.41
xw1 + yw2 = zw0 − v.
or, in the case z is invertible, by
III.3.42
xw1 + yw2 = w0 − z.
Indeed, it leads to the invariant of links in Z
[
x±1, y±1, z
]
[P-T-1], how-
ever this polynomial does not distinguish links better than the Jones-Conway
polynomial (it was noticed in the Spring of 1995 by the referee of [P-T-1],
and later, independently by O.Ya.Viro [Vi]).14 Namely:
Exercise III.3.43 (i) Show that the following algebra is a Conway alge-
bra. A = {A, a1, a2, . . . , |, ⋆} where A = Z
[
x∓1, y±1, z
]
, a1 = 1, a2 =
x+ y+ z, . . . ai = (x+ y)
i−1+ z(x+ y)i−2+ · · ·+ z(x+ y) + z, · · ·. We
define the | operation and ⋆ as follows: w2|w0 = w1 and w1 ⋆ w0 = w2
where
xw1 + yw2 = w0 − z;w1, w2, w0 ∈ A.
(ii) Show that the invariant of links wL(x, y, z), defined by a Conway alge-
bra of (i) satisfies
wL(x, y, z) = wL(x, y, 0) + z(
wL(x, y, 0) − 1
x+ y − 1 )
and that
wL(x, y, 0) = PL(x, y).
Hint for (ii). Notice that
ai = (x+ y)
i−1 + z(
(x+ y)i−1 − 1
x+ y − 1 ).
Definition III.3.44 Every invariant of links can be used to build a better
one. This will be called a weighted simplex of the invariant. Namely, if
w is an invariant and L is a link of n components L1, L2, . . . , Ln, then we
consider an (n − 1)-dimensional simplex △n−1 = (q1, q2, . . . , qn). To each
face (qi1 , . . . , qik) of a simplex △n−1 we assign value wL′ , where L′ = Li1 ∪
· · · ∪ Lik .
14This is the case as long as we assume that a coefficient of w0 is invertible.
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We say that two weighted simplexes are equivalent if there exists a per-
mutation of their vertices which preserves weights of faces.
Of course, the weighted simplex of an invariant of ambient isotopy classes
of oriented links is also an invariant of ambient isotopy classes of oriented
links.
Example III.3.45 ([Bi-2].) The links of Fig.3.22 have the same Jones-
Conway polynomial (as well as the signature — see §4 and Chapter IV);
still they are easy distinguishable by the weighted simplex of the global linking
numbers. (Example III.1.11).
Fig. 3.22
Exercise III.3.46 Show that the links L1 and L2 of example III.3.7 can be
distinguished by the weighted simplex of global linking numbers.
III.4 Partial Conway Algebras.
To get a Conway type link invariant with values in a set A it is not necessary
for the operations | and ⋆ to be defined on the whole product A×A. Similarly
there is no need for the relations C3− C5 to be satisfied for all quadruples
of A×A×A×A. It is enough for the operations to be defined and for the
relations to be satisfied merely in the case when the geometrical situation
requires that. The above observation leads to the definition of geometrically
sufficient partial Conway algebras which define the invariants of links of
Conway type. These invariants can be more subtle than the ones obtained
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by Conway algebras (e.g. signature). The results we present here are based
on [P-T-1, P-T-2, P-1].
Definition III.4.1 A partial Conway algebra is a quadruple (A,B1, B2,D)
where B1 and B2 are subsets of A×A and D is a subset of A×A×A×A, to-
gether with 0-argument operations a1, a2, . . . and two 2-argument operations
| and ⋆ which are defined on B1 and B2, respectively. The operations | and
⋆ are assumed to satisfy equalities C1− C7 of Definition 1.1, provided both
sides of the respective equality are defined, and additionally (a, b, c, d) ∈ D
in the case of equalities C3− C5.
Definition III.4.2 We say that a partial Conway algebra
A = (A,B1, B2,D, a1, a2, . . . , |, ⋆) is geometrically sufficient if and only if
the following two conditions are satisfied.
(i) For every resolving tree of a link all the operations that are necessary
to compute the root value are admissible, that is, all the intermediate
values are in the sets where | and ⋆ are defined.
(ii) Let p1, p2 be two different crossings of a diagram L. Let us consider the
diagrams Lp1 p2ε1 ε2 , L
p1 p2
ε1 0
, Lp1 p20 ε2 , L
p1 p2
0 0 , where εi = − sgn pi and let us
choose for them the resolving trees Tp1,p2 , Tp1,0, T0,p1 , T0,0 respectively.
Denote the root values of these trees by wp1,p2 , wp1,0, w0,p2 , w0,0 respec-
tively. Now, we assume that in the above case always
(wp1,p2 , wp1,0, w0,p2 , w0,0) ∈ D.
Condition (ii) means that the resolving trees of L of Fig.4.1 give the same
values at the roots of the trees.
T TTT
sgn p1
sgn p2sgn p2
0 , 0p1 p2, p1 0, 0 p2,
T T
sgn p2
0 , 0p1 p2,
sgn p1 sgn p1
Tp1 0,T0 p2,
Fig. 4.1
The proof of Theorem III.1.2 can be used, without changes, for the case
of a geometrically sufficient partial Conway algebra.
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Theorem III.4.3 Let A be a geometrically sufficient partial Conway alge-
bra. Then there exists a unique invariant w which associates an element
from A to any skein equivalence class of links and the invariant w satisfies
the following conditions:
1. wTn = an
2. wL+ = wL− |wL0
3. wL− = wL+ ⋆ wL0.
Similarly as in the case of Conway algebras, the conditions C1− C7 for
partial Conway algebras are not independent. Namely, we have the following
result, the proof of which is left to the reader (but see the comment after
the lemma).
Lemma III.4.4 Let (A,B1, B2, a1, a2, . . . , |, ⋆) be a partial algebra such that:
1. The property (i) in Definition III.4.2 is satisfied.
2. The property (ii) in Definition III.4.2 is satisfied for each pair of cross-
ings of positive sign, i.e. the resolving trees of L from Fig. 4.1 give the
same values at their roots if sgn p1 = sgn p2 = +.
3. The conditions C1, C6 and C7 are satisfied if both sides of the equa-
tions are defined.
If D is a subset of A×A×A×A for which the condition C3 is satisfied
then A = (A,B1, B2,D, a1, a2, . . . , |, ⋆) is a geometrically sufficient partial
Conway algebra.
In our proof, we follows that of Theorem III:1.3 but we should be sure that
we are moving inside the domain of our partial algebra. Thus assume (3),
(6) and (7) and we will prove (4). Consider a link diagram L and its two
crossing of different signs, p1 and p2. We can assume that L = L
p1p2
+ − Then
when resolving first p1 and then p2 we have allowed expression:
(wLp1p2− +
∗ wLp1p2− 0)|(wLp1p20 + ∗ wLp1p20 0 )
If we resolve first p2 and then p1 we get another allowed expression
(wLp1p2− +
|wLp1p20 +) ∗ (wLp1p2− 0 |wLp1p20 0 )
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and our goal is to show that they are equal. Now (wLp1p2− +
∗ wLp1p2− 0) is from
the definition equal to wLp1p2− −
and wLp1p2− 0
|wLp1p20 0 ) is equal to wLp1p2− +
Now we will construct two examples of geometrically sufficient partial
Conway algebras and we will discuss the invariant of links which are defined
by these two algebras. Let us begin with an example which leads to a direct
generalization of the Jones-Conway polynomial. Instead of equations III.1.9
or III.3.42 we use other equations depending on the number of components
of L+, L− and L0.
Example III.4.5 The following partial algebra A is a geometrically suffi-
cient partial Conway algebra:
A = N × Z [y±11 , x′±12 , z′±12 , x±11 , z1, x±12 , z2, x±13 , z3, . . .]
B1 = B2 = {((n1, w1), (n2, w2)) ∈ A×A : |n1 − n2| = 1},D = A×A×A×A}
a1 = (1, 1)
a2 = (2, x1 + y1 + z1)
...
an = (n,
n−1∏
i=1
(xi + yi) + z1 ·
n−1∏
i=2
(xi + yi) + · · ·+ zn−2(xn−1 + yn−1) + zn−1)
...
where yi = xi · y1x1 . To define operations | and ⋆ we consider the following
system of equations:
(1) x1w1 + y1w2 = w0 − z1
(2) x2w1 + y2w2 = w0 − z2
(2′) x′2w1 + y
′
2w2 = w0 − z′2
(3) x3w1 + y3w2 = w0 − z3
(3′) x′3w1 + y
′
3w2 = w0 − z′3
...
(i) xiw1 + yiw2 = w0 − zi
(i′) x′iw1 + y
′
iw2 = w0 − z′i
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where y′i =
x′iy1
x1
, x′i =
x′2x1
xi−1
and z′i is defined inductively so that it satisfies
the equality
z′i+1 − zi−1
x1x′2
= (1 +
y1
x1
)(
z′i
x′i
− zi
xi
).
Now we define (n,w) = (n1, w1)|(n2, w2) and, respectively, (n,w) =
(n1, w1) ⋆ (n2, w2) in the following way: we set n := n1 and further
1. if n1 = n2 − 1 then we use equation (n) (n1 = n) to determine w,
namely xnw + ynw1 = w2 − zn (respectively, xnw1 + ynw = w2 − zn),
2. if n1 = n2 + 1 then we use equation (n
′) to determine w, namely
x′nw + y′nw1 = w2 − z′n (respectively, x′nw1 + y′nw = w2 − z′n).
We shall prove that such A is a geometrically sufficient partial Conway
algebra.
It is easy to check that first coordinates of elements from A satisfy rela-
tions C1−C7 (they define the number of components in the link c.f. Example
III.1.5. Also, it is not hard to check that A satisfies relations C1, C2, C6
and C7. Therefore we concentrate on relations C3− C5.
It is convenient to use the following notation: if w ∈ A then w = (|w|, Fw)
and for
w1|w2 = (|w1|, Fw1)|(|w2|, Fw2) = (|w|, Fw) = w
we write
Fw =
{
Fw1 |nFw2 if n = |w1| = |w2| − 1
Fw1 |n′Fw2 if n = |w1| = |w2|+ 1.
We also use a similar notation for the operation ⋆.
In order to verify C3− C5 we have to consider three main cases:
1. |a| = |c| − 1 = |b|+ 1 = n; a, b, c, d ∈ A.
Both sides of relations C1−C5 are defined if and only if |d| = n. The
relation C3 is then reduced to the following equation:
(Fa|n′Fb)|n(Fc|n′Fd) = (Fa|nFb)|n′(Fc|nFd).
From this we get:
1
xnx′n+1
· Fd − y
′
n+1
xnx′n+1
· Fc − ynxnx′n · Fb +
yny′n
xnx′n
· Fa −
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z′n+1
xnx′n+1
− znxn +
ynz′n
xnx′n
=
1
x′nxn−1
· Fd − y
′
n−1
x′nxn−1
· Fb − y
′
n
xnx′n
· Fc + yny
′
n
xnx′n
· Fa −
zn−1
x′nxn−1
− z′nx′n +
y′nzn
xnx′n
and subsequently
(a) xn−1x′n = xnx′n+1
(b)
y′n+1
x′n+1
= y
′
n
x′n
(c) ynxn =
yn−1
xn−1
(d)
z′n+1
xnx′n+1
+ znxn −
ynz′n
xnx′n
= zn−1x′nxn−1
+ z
′
n
x′n
− y′nznxnx′n .
Relations C4 and C5 give the same conditions (a)–(d).
(a) |a| = |b| − 1 = |c| − 1 = n.
(b) |d| = n.
The relation C3 can be reduced to the following equation:
(Fa|nFb)|n(Fc|(n+1)′Fd) = (Fa|nFc)|n(Fb|(n+1)′Fd).
After simple calculations we find out that the above equality is
equivalent to:
2. ynxn =
y′n+1
x′n+1
Relations C4 and C5 can be reduced to the condition (e) as well.
(a) |d| = n+ 2.
In this case relations C3− C5 are reduced to the condition (c).
3. |a| = |b|+ 1 = |c|+ 1 = n.
(a) |d| = n− 2.
(b) |d| = n.
After simple calculations we find out that in the cases 3(i) and 3(ii)
the relations C3− C5 follow from the conditions (c) and (e).
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The conditions (a)–(e) are equivalent to conditions satisfied by x′i, yi, y
′
i
and z′i in Example III.4.5. Therefore we have proved thatA is a geometrically
sufficient partial Conway algebra.
The partial algebra discussed above in Example III.4.5 defines an in-
variant of links, the second component of which is a polynomial of infinite
number of variables. It is natural to ask how is this polynomial related to
other known invariants of links and whether it generalizes the Jones-Conway
polynomial.
Problem III.4.6
1. Do there exist two oriented links which have the same Jones-Conway
polynomial but they can be distinguished by a polynomial of infinitely
many variables? 15
2. Do there exists two algebraically equivalent links (i.e. links which have
always the same invariants coming from Conway algebras) which can
be distinguished by a polynomial of infinite variables?
It is quite possible that our partial algebra of polynomials of infinite
number of variables can be extended to a Conway algebra (in that case
Traczyk result would follows from Toyoda Theorem [Toy-1, Toy-2, Toy-3,
Toy-4]) At any rate, Birman’s examples [Bi-2] cannot be distinguished one
from the other by a polynomial of infinite variables. In particular we have:
Exercise III.4.7 Prove that the links from Fig. 3.21 have the same polyno-
mials of infinite variables. The same for links pictured at Fig. 3.22.
The next example of a geometrically sufficient partial Conway algebra
defines important classical invariants of links: classical signature, Tristram-
Levine signature and its generalization — supersignature (see [P-T-3]; we
were unable to prove there an existence of a supersignature, which would
solve Milnor’s unknotting conjecture. The dream of “supersignature” was
realized with invention of Khovanov homology (see Chapter X) and Ras-
mussen s-signature [Kh-1, Ras]). An advantage of signature (especially in
15Adam Sikora (then a student of P. Traczyk) proved that the answer for the question
4.6.1 is negative, [Si-1]. If the coefficient of w0 in equations (1)–(i’) was not equal to 1 but
was non-invertible then the polynomial of infinite number of variables would distinguish
some of Birman’s links which can not be distinguished by the Jones-Conway polynomial;
[P-6]
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view of the case of polynomial of infinite variables which we have just dis-
cussed) is the existence of examples of algebraically equivalent links which
can be distinguished by the signature (e.g. knot pictured at Fig. 3.21). This
implies that there exist algebraically equivalent links which are not skein
equivalent. It is somewhat uncomfortable, though, that until now we know
no purely combinatorial proof that signature and supersignature are invari-
ants of ambient isotopy classes of links (compare Chapter IV).
Definition III.4.8 (Supersignature Algebra)
For a pair of real number u, v, such that u·v > 0, we define a partial Conway
algebra Au,v which we call the supersignature algebra. We define it as fol-
lows: A = (R∪ iR)× (Z∪∞), B1 = B2 = {(r1, z1), (r2, z2) ∈ A×A | if r1 ∈
R then r2 ∈ iR, if r1 ∈ iR then r2 ∈ R, if z1, z2 6=∞ then |z1 − z2| = 1, and ri = 0
if and only if zi =∞}.
The operations | and ⋆ are defined as follows:
The first coordinates of elements in A = (R ∪ iR)× (Z ∪∞) are related
by the equality
−uw1 + vw2 = iw0, where w1, w2, w0 ∈ R ∪ iR
which is similar to the case of the Jones-Conway polynomial (it is enough
to substitute u = −xi and v = yi to get the equation III.1.9). In particular,
the first coordinate of the result of an operation depends only on the first
coordinates of arguments, so we will write simply w1 = w2|w0 and w2 =
w1 ⋆ w0.
In order to describe the second coordinate of the result of operations | and
⋆ we write (r, z) = (r1, z1)|(r0, z0) or (r1, z1) ⋆ (r0, z0) where z is determined
by the following conditions:
1. iz = r|r| if r 6= 0,
2. |z − z0| = 1 if r 6= 0 and r0 6= 0,
3. z = z1 if r0 = 0,
4. z =∞ if r = 0.
The 0-argument operations (constants or unary operations) ai are defined as
follows:
a1 = (1, 0), . . . , ak =
(
(
v − u
i
)k−1,


−(k − 1) if u < v
∞ if u = v
k − 1 if u > v
)
, . . . .
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And finally, D is the subset of A×A×A×A consisting of elements for
which the relations C3−−C5 are satisfied.
Problem III.4.9 ([P-T-2]) For which values of (u, v) is Au,v a geometri-
cally sufficient partial Conway algebra?
For the pair u, v for which the answer is positive, the algebra Au,v defines
an invariant of links, the second component of which we call the supersigna-
ture and we denote it by δu,v(L).
In Chapter IV we show that the answer for Problem III.4.9 is affirmative
for u = v ∈ (−∞,−12 ]∪ [12 ,∞) and then for such u and v the supersignature
coincides with Tristram-Levin signature [Tr, Le, Gor] (unless it is equal ∞).
In particular, for u = v = 12 we get the classical signature.
16 The proof of
this fact goes beyond simple purely combinatorial methods and therefore we
postpone it until the next chapter. Now, let us look what the obstructions
for a direct solution of Problem III.4.9 are.
1. Suppose that the condition (i) in Definition III.4.2 is satisfied. This
implies that, given any resolving tree of a link, all operations needed to
compute the value of the invariant in the root are admissible. This is
because the first coordinate of elements of the supersignature algebra
(which is known to be an invariant of links as it is a variant of the
Jones-Conway polynomial) assumes real values for links with an odd
number of components and purely imaginary values for links with an
even number of components.
2. We would like to prove the condition (ii) of Definition III.4.2. The
condition asserts that different resolving trees of a given link yield
the same value in their roots (equivalently, conditions C3 − C5 are
satisfied when needed). The first attempt of the proof is to check
whether the condition C3 is true whenever both sides of the equality
are well defined (this is enough because of Lemma III.4.4) — the idea
is similar to Example III.4.5. This time, however, this is not the case,
as we see from the following example.
16T.Przytycka found (in the Spring of 1985) the values of u, v, for which the supersig-
nature is not well defined. In her examples u 6= v, v−1. P. Traczyk and M. Wi´sniewska
[Wis] have found a neighborhood of the origin on the plane consisting of pairs (u, v)for
which the supersignature does not exist (Problem III.4.9 has negative answer). There is a
possibility that there exists a supersignature related to the Jones polynomial, i.e. defined
for pairs (u, v) such that v = −t√
t−√t−1 = t
2u where t is a negative real number.
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Example III.4.10 Let us consider the condition C3 for a supersignature
algebra Au,v
((ra, za)|(rb, zb))|((rc, zc)|(rd, zd)) = ((ra, za)|(rc, zc))|((rb, zb)|(rd, zd))
Because of the definition of the operation | we get:
1. ra|rb = 1u(irb + vra)
2. ra|rc = 1u(irc + vra)
3. rc|rd = 1u(ird + vrc)
4. rb|rd = 1u(ird + vrb)
5. (ra|rb)|(rc|rd) = (ra|rc)|(rb|rd) = 1u2 d + ivrc + ivrb + v2ra)
Now suppose that
6. u, v > 0; ra, rd ∈ R; rb, rc ∈ iR; za = −2, zb = zc = −1, zd = 0.
Because of these properties and in view of the condition (1) of Defini-
tion III.4.8) we get:
7. ra < 0, rd > 0, irb > 0, irc > 0
Further, suppose that
8. irb + vra > 0, irc + vra < 0, m− rd + ivrc < 0, −rd + ivrb > 0
and
9. −rd + ivrc + ivrb + v2ra < 0.
The conditions 6–10 may be satisfied (even for u = v = 12), yet the value
of the second coordinate computed in left-hand-side of the condition C3 is
equal 2, while on the right-hand-side we get -2.
Exercise III.4.11 If, for some values of u, v, the answer for Problem III.4.9
is affirmative then, in view of the Example III.4.10, we can use the algebra
to find bounds on Jones-Conway polynomials of links. Find these bounds.
Lemma III.4.12 The supersignature δu,v (for these u, v for which it exists)
satisfies the following conditions:
(a) δu,v(L) = −δv,u(L),
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(b) δu,v(L1#L2) = δu,v(L1) + δu,v(L2)
(c) δu,v(L1 ⊔ L2) = δu,v(L1) + δu,v(L2) + ε(u, v) where
ε(u, v) =


1 ifu > v
∞ if u = v
−1 if u < v
(d) δu,v(L+) ≤ δu,v(L−) if δu,v(L+) 6=∞ and u, v > 0.
Proof:
In the proof of conditions (a), (b) and (d) we use a standard induction
with respect to the number of crossings for a choice of base points in the
diagram. Moreover in the proof of (a) we apply Lemma III.3.21 which implies
equality
rL(u, v) = rL(−v,−u) =
{
rL(v, u) if L has an odd number of components
−rL(v, u) if L has an even number of components
and in the proof of (b) we apply Corollary III.3.27 which implies
rL1#L2(u, v) = rL1(u, v) ·L2 (u, v).
The condition (c) follows from (b) once we note that L1 ⊔ L2 can be
obtained as a connected sum (L1#T2)#L2 where T2 is a trivial link with
two components (Fig. 4.2) and ε(u, v) = δu,v(T2).
✷
L L1 2
(L #T )#L  =L    L 1 2 2 1 2
Fig. 4.2
Exercise III.4.13 Show that knots 88 and 88 (Fig. 3.11) can be distin-
guished by the supersignature δu,v for some values of u and v; however if
u = v then the supersignature of both knots is equal to zero.
Sketch of the argument.
1.
r88(u, v) = −uv−1+2+v−2+u−1v−2u−1v−1−u−2v2−2u−2+u−2v−2+u−3v+u−3v−1
Hence we can compute that:
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(a) r88(u, u) > 0
(b) r88(u, v) < 0 if u >> v ≈ c or v >> u ≈ c
(c) r88(u, v) > 0 if u << v ≈ c or v << u ≈ c,
where c is a constant number.
2. The removal (smoothing) of a crossing in some diagram of the knot 88
yields a trivial knot of two components (c.f.Example III.3.19).
In view of the definition of the supersignature, the above observations
imply that for u, v > 0 we have:
σu,v(88) =


0 if u << v
0 if u = v
−2 if u >> v
Now applying Lemma III.4.12(a) we show easily the values of u and v
for which σu,v(88) 6= σu,v(88); see Fig. 4.3.
u
v
σ
(8 8
)=2
σ (8 8)
= σ (88
)= 0
σ (88)=-2
Fig. 4.3
Remark III.4.14 An important problem in knot theory concerns so-called
unknotting (or Gordian) number of a link which — by definition — is the
minimal number of tunnel-to-bridges changes which have to be done to modify
a given link to the trivial one (see Chapter IV). The supersignature may seem
to be very useful to bound the unknotting number since its values for L+ and
L− differ by at most 2, unless one of them is ∞. However, ∞ was assigned
for our convenience only, i.e. to simplify the description. One may try to
find another value of σu,v(L) (different from ∞) for links with rL(u, v) = 0.
Useful information can be found in Lemma III.3.38(ii) which reveals that
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the Jones-Conway polynomial, and thus also the polynomial rL(u, v), is not
identically zero. Thus, even if for some u0 and v0 we have rL(u0, v0) = 0,
then in some neighborhood of (u0, v0) the polynomial rL(u0, v0) assumes non-
zero values. Subsequently, one may try to change the value of σu0,v0(L)
replacing ∞ with the mean value of σu,v 6= 0. We leave this idea to the
reader as a research problem.
Exercise III.4.15 Prove that, if for a pair (u, v) there exists the supersig-
nature σu,v(L) and it is not equal ∞, then the minimal depth of the resolving
tree of L (i.e. the distance from the root to the farthest leaf) is not smaller
than
|σu,v(L)|
2
− ε(L),
where
ε =
{
0 if u = v
n(L)− 1 if u 6= v ;
and n(L) denotes the number of components of L.
Example III.4.16 The equivalence classes of the relation ∼c of oriented
links make geometrically sufficient partial Conway algebra. Elements ai of
this algebra are classes of trivial links with i components, the operation |
(resp. ⋆) is defined on a pair of classes of links if they can be represented
by diagrams of type L− and L0 (resp. L+ and L0) and the result is equal
to the class of L+ (resp. L−). The definition of ∼c equivalence is chosen
in such a way that axioms C1 − C7 are satisfied when it is needed. Let us
note that this partial algebra is a universal geometrically sufficient partial
Conway algebra, that is there exits the unique homomorphism of this algebra
onto any geometrically sufficient partial Conway algebra.
As we have mentioned in Remark III.3.23, some Conway algebras admit
an operation ◦ which allows to find the value of an invariant for L0, provided
we know its value for L+ and L−. Geometrically sufficient partial Conway
algebras described in III.4.5 and III.4.8 allow for such an operation, it is an
open question, however, whether the universal Conway algebra admits such
an operation. More precisely, it is an open question whether the equations
a|x = b and a∗x = b can have at most one solution — see Problem III.3.30).
The involution τ from Lemma III.3.32 is realized in the universal geo-
metrically sufficient partial Conway algebra as the operation of replacing a
given ∼c-equivalence class by the class of its mirror image.
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Exercise III.4.17
1. Suppose that τ is an involution of a geometrically sufficient partial
Conway algebra. What properties have to be satisfied τ in order to
satisfy the condition
τ(wL) = wL?
2. Find such an involution τ for the algebra from Example III.4.5.
3. Prove that there exists no such involution for the algebra of the super-
signature σu,v(u 6= v) but if we modify the algebra so that new elements
are quadruples (rL(u, v), rL(v, u), σu,v(L), σv,u(L)), then the involution
τ can be defined (c.f. Lemma III.4.12(a)).
Also Lemma III.3.28, which allows to find out the invariant of the con-
nected sum and disjoint union of links, can be partially extended to the case
of geometrically sufficient partial Conway algebras (c.f. Lemma III.4.12(b)
and (c)).
III.5 Kauffman approach
It is a natural question to ask whether the three diagrams, L+, L−, and L0,
which have been used to build Conway type invariants can be replaced by
other diagrams. In fact, at the turn of December and January of 1984/85,
Krzysztof Nowin´ski suggested considering another diagram apart from L+,
L− and L0, namely, the diagram obtained by smoothening L+ without pre-
serving the orientation of L+ (Fig. 5.1) — at that time, however, we did not
make any effort to exploit this idea to get new invariants of links; likely we
were discouraged by a lack of a natural orientation on L∞.
L+ L
Fig. 5.1
In the early Spring of 1985 R.Brandt, W.B.R.Lickorish i K.C.Millett
[B-L-M] and, independently, C.F.Ho [Ho] proved that four diagrams of un-
oriented links pictured in Fig. 5.2 (the + sign in L+ does not denote the
sign of the crossing, even if the sign is defined) can be used to construct
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invariants of unoriented links.
+L -L L 0 L 8
Fig. 5.2
Theorem III.5.1 There exists a uniquely determined invariant Q which
to any (ambient) isotopy class of invariant links associates an element of
Z[x±1]. The invariant Q satisfies the following conditions:
(1) if T1 is the trivial knot then QT1(x) = 1
(2) QL+(x) +QL−(x) = x(QL0(x) +QL∞(x)), where unoriented diagrams
of links L+, L−, L0 and L∞ are identical outside of the parts pictured
in Fig. 5.2.
The proof of Theorem 5.1 is similar to that of Theorem III.1.2 (c.f. [B-L-M]).
We will discuss it later in a more general context.
The polynomial QL(x) has a number of features similar to these of the
Homflypt (Jones-Conway) polynomial PL(x, y). The proof of these proper-
ties is left for the reader as an exercise
Exercise III.5.2 Prove that:
(a) QTn(x) = (
2−x
x )
n−1. where Tn is the trivial link of n components, [(b)]
QL1 #L2(x) = QL1(x)QL2(x) ,
(c) QL1⊔L2 = µQL1(x)QL2(x) , where µ = QT2(x) = 2x−1− 1 trivial link.
(d) QL(x) = QL¯(x), where L¯ is the mirror image of the link L.
(e) QL(x) = Qm(L)(x), where m(L) is the mutant of the link L.
(f) QL(x)(−2) = (−2)com(L)−1.
The polynomial QL(x) can sometime distinguish links which are ∼c
equivalent
Exercise III.5.3 (a) Show that QL(x) distinguishes knots 88, 1¯0129, and
136714 (c.f. Example 3.19).
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(b) Conclude that the above knots can not be obtained by mutation of one
another.
Now we will discuss Kauffman approach [K-4, K-5] which, in particu-
lar, allows to generalize the polynomial QL(x) to an invariant distinguishing
mirror images. This approach is based on the Kauffman’s idea that instead
of considering diagrams modulo equivalence (that is diagrams up to all three
Reidemeister moves) one can consider diagrams up to the equivalence rela-
tion which is based on second and third Reidemeister moves. This way one
does not get an invariant of links but often a simple correction/balancing
allows to construct a true invariant17.
Definition III.5.4 Two diagrams are called regularly isotopic if one can be
obtained from the other via a finite sequence of Reidemeister moves of types
two and three. The definition of regular isotopy makes sense for orientable
as well as for unorientable diagrams.
While working with regular isotopy invariants one is able to take into ac-
count some properties of diagrams which are not preserved by Reidemeister
moves of the first type.
Lemma III.5.5 Let the writhe number w(L) of an oriented link diagram L
be defined by w(L) =
∑
isgn(pi), where the sum is taken over all crossings
of L. Then w(L) is regular isotopy invariant and w(−L) = w(L) = −w(L¯).
The number w(L) is also called the Tait 18 number of the diagram of the
link L and denoted by Tait(L). Sometimes this number is also called a twist
number of the diagram and denoted by tw(L).
Proof: It is enough to show that the second Reidemeister move cancels or
produces two crossings with opposite signs and the third Reidemeister move
preserves signs of all crossing. Moreover, we note that passing from the
diagram L to the diagram with the opposite orientation −L does not change
the sign of a crossing and passing from L to its mirror image L¯ changes the
sign of all crossings. ✷
17Kauffman approach has a good interpretation in terms of framed links (the approach
is used in Chapter X on skein modules of 3-dimensional manifolds).
18Peter Guthrie Tait (1831-1901) was a Scottish physicist who, influenced by vortex
theory of atoms by W. Thompson (Lord Kelvin), was tabulating diagrams of links. The
number of crossings and the number w(L) were important “invariants” of this tabulation.
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The idea of Kauffman is based on the observation that the trivial knot can
be represented (up to ambient isotopy) by different regular isotopy classes
of diagrams and to any such a class we can associate different values of
some invariant. To any diagram T1 representing the trivial knot, Kauffman
associates the monomial aw(T1). Subsequently, the Kauffman definition of
invariants is similar to the definition of Conway and Jones polynomials,
PL(x, y) and QL(x). While passing from regular isotopy invariants to isotopy
invariants, Kauffman applies the following fact.
Lemma III.5.6 Let us consider the following elementary move on a dia-
gram of a link, denoted by (R±10.5) and called the first weakened (or balanced)
Reidemeister move. That is the move which allows to create or to cancel the
pair of curls of the opposite signs, see Fig. 5.3. Let us observe that signs of
crossings in curls do not depend on the orientation of the diagram.
Ω 0,5 + -
Fig. 5.3
Then one can obtain a diagram L1 from another diagram L2 by regular
isotopy and first weakened Reidemeister move if and only if L1 is isotopic
to L2 and w(L1) = w(L2).
The proof of III.5.6 becomes clear once we note that the move R±10.5)
enables us to carry a twist to any place in the diagram.
Now we show how, using the Kauffman approach, that the Conway poly-
nomial can be generalized to the Homflypt polynomial and the polynomial
QL can be modified to another invariant which we will call Kauffman poly-
nomial (or Kauffman polynomial of two variables).
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Theorem III.5.7 ([K-4])
1. There exists a uniquely defined invariant of regular isotopy of oriented
diagrams, denoted by (RL(a, z)), which is a polynomial in Z[a
±1, z±1]
and which satisfies the following conditions:
(a) RT1(a, z) = a
w(Ta), where T1 is a diagram of a knot isotopic to
the trivial knot.
(b) RL+(a, z) −RL−(a, z) = zRL0(a, z).
2. For any diagram L we consider a polynomial GL(a, z) = a
−w(L)RL(a, z).
Then GL(a, z) is an invariant of ambient isotopy of oriented links and
it is equivalent to the Homflypt polynomial, that is
GL(a, z) = PL(x, y) where x =
a
z
, y =
−1
za
.
Proof. The method of the proof of Theorem III.1.2 can be used to prove
III.5.7 but we will present a proof based on the existence of the Homflypt
polynomial, since its existence was already proved. Namely, we consider a
substitution in PL(x, y) by setting x =
a
z and y =
−1
az . As the result we
obtain a polynomial invariant of ambient isotopy classes of oriented links
which we call G˜L(a, z) and which satisfies the following conditions:
(a) G˜T1(a, z) = 1
(b) aG˜L+(a, z)− 1aG˜L−(a, z) = zG˜L0(a, z).
Now to any oriented diagram we associate a polynomial R˜L(a, z) =
aw(L)G˜L(a, z). It is easy to see that the first Reidemeister move changes
the value of R˜L(a, z) according to the sign of the curl:
R˜ (a, z) = aR˜ (a, z)
R˜ (a, z) = a−1R˜ (a, z)
Moreover the second and the third Reidemeister move do not change
R˜L(a, z). Thus R˜L(a, z) is an invariant of regular isotopy of oriented di-
agrams and it satisfies the condition R˜T1(a, z) = a
w(T1). It is also easy to
verify that R˜L(a, z) satisfies the condition (b)) of Theorem III.5.7. Moreover,
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since any diagram has a resolving tree therefore the polynomial RL(a, z), if
it exists, is uniquely determined by the conditions (a) and (b). Thus, set-
ting RL(a, z) = R˜L(a, z) and GL(a, z) = G˜L(a, z), we complete the proof of
Theorem III.5.7.
Theorem III.5.8 ([K-5])
(1) There exists a uniquely defined invariant Λ which to any regular iso-
topy class attaches a polynomial in Z[a±1, z±1] and which satisfies the
following conditions:
(a) ΛT1(a, z) = a
w(T1) ,
(b) ΛL+ + ΛL− = z(ΛL0 + ΛL∞).
(2) For any oriented diagram D we define FD(a, z) = a
w(D)ΛD(a, z). Then
FD(a, z) is an invariant of (ambient) isotopy classes of oriented links
and it is a generalization of the polynomial Q, that is QL(x) = FL(1, x).
Proof. Part (1) of the theorem will be proved later in a more general
context.
Part (2) follows from (1) if we notice that the first Reidemeister move
changes the polynomial ΛL(a, z) in the following way:
Λ (a, z) = aΛ (a, z) and Λ (a, z) = a−1Λ (a, z)
The polynomial FL(a, z) is called the Kauffman polynomial of the link
L.
Now we will present some elementary properties of Kauffman polynomial.
Theorem III.5.9
(a) FTn = (
a+a−1−z
z )
n−1,
(b) FL1#L2(a, z) = FL1(a, z) · FL2(a, z).
(c) FL1⊔L2(a, z) = µFL1(a, z) · FL2(a, z) where µ = FT2 = a
−1+a
z − 1 is the
value of the invariant on the trivial link with two components.
(d) FL(a, z) = F−L(a, z).
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(e) FL(a, z) = FL(a
−1, z).
(f) FL(a, z) = Fm(L)(a, z) where m(L) is a mutant of the link L.
The proof is rather straightforward, compare it with Lemma III.3.21,
Theorem III.3.25, Corollary III.3.27, Theorem III.3.9, and Exercise III.5.2).
The polynomial Λ does not depend on the orientation of the diagram D.
Therefore the dependence of the Kauffman polynomial F on the orientation
of components of D is easy to describe — this is because FD(a, z) differs
from ΛD(a, z) by a power of a.
Lemma III.5.10 Let D = {D1,D2, . . . ,Di, . . . ,Dn} be a diagram of an
oriented link with n components and let D′ := {D1,D2, . . . ,−Di, . . . ,Dn}.
We set λi =
1
2
∑
sgn pj where the summation is over all crossings of Di
with D−Di. (The number λi is called the linking number of Di and D−Di
and it is often denoted by lk (Di,D − Di); it is an invariant of ambient
isotopy of D (Di should be kept as i component); this follows easily from
considering Reidemeister moves. Then
FD′(a, z) = a
−w(D′)aw(D)FD(a, z) = a4λiFD(a, z).
Let us note that the above lemma implies that the Kauffman polynomial
gives only as much information about orientations of D as comes from the
linking numbers of its components Di with complements D −Di (we coded
this information in weighted simplex of global linking numbers; Definition
III.3.44 and Exercise III.3.46).
The Kaufman polynomial is much more useful for distinguishing a given
link from its mirror image (achirality of a link). However, we gave already
an example of a (pretzel) link of two components, which is a mutant of
its mirror image and they are not isotopic (Fig. 3.7), although Kauffman
expected initially that such a situation is impossible for knots.
Conjecture III.5.11 [[K-5].] If a knot K is not isotopic to its mirror
image (K or −K) then FK(a, z) 6= FK(a, z).
The knots 942 and 1071 (according to the Rolfsen’s notation [Ro-1], see
Fig. 5.4) contradict the conjecture, since they are isotopic to their mirror
images still they have the same Kauffman polynomials as their mirror images.
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942 1071
Fig. 5.4
Remark III.5.12 It was an open problem for a while whether the knot 942
is algebraically equivalent to 942? (It is easy to find out that σ(942) = −2 =
−σ(942) and therefore the two knots are not ∼c equivalent). However from
Sikora result [Si-2] it follows that no invariant coming from a Conway algebra
can distinguish 942 from 942.
The Kauffman polynomial is also a generalization of the Jones polyno-
mial.
Theorem III.5.13 ([Li-2])
VL(t) = FL(t
3/4,−(t−1/4 + t1/4))
Proof. Let us begin by characterizing the Kauffman polynomial without
using regular isotopy.
Lemma III.5.14 The Kauffman polynomial is uniquely determined by the
following conditions:
(1) FT1(a, z) = 1,
(2) Consider the Conway skein triple of oriented link diagrams, L+, L−,
and L0 of Figure 1.1. Let cp(L) denote the number of components of
the link L. We consider two cases dependent on whether the modified
crossing in L+ is a selfcrossing or the mixed one.
(i) cp(L+) = cp(L0)− 1 (a selfcrossing case):
aFL+(a, z) +
1
a
FL−(a, z) = z(FL0(a, z) + a
−4λFL∞(a, z)),
where cp(L∞) = cp(L+) and L∞ is given any one of two possi-
ble orientations and λ = lk (Li, L0 − Li) with Li being the new
component of L0, the orientation of which does not agree with the
orientation of the corresponding component of L∞.
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(ii) cp(L+) = cp(L0) + 1 (a mixed crossing case):
aFL+(a, z) +
1
a
FL−(a, z) = z(FL0(a, z) + a
−4λ+2FL∞(a, z)),
where cp(L∞) = cp(L0) = cp(L+)−1 and L∞ is given any one of
two possible orientations and λ = lk (Li, L+ − Li) with Li being
the component of L+, the orientation of which does not agree with
the orientation of the corresponding component of L∞.
Proof: In view of the definition of FL(a, z), Lemma III.5.14 follows easily
from Lemma III.5.10. We show the calculation, as an example, in the case
2(ii). By the definition we have;
ΛL+ + ΛL− = z(ΛL0 + ΛL∞), therefore
aw(L+)FL+ + a
w(L−)FL− = z(a
w(L0)FL0 + a
w(L∞)FL∞) so:
aFL+ + a
−1FL− = z(FL0 + a
w(L∞)−w(L0)FL∞)
which reduces to the formula of 2(ii) as w(L∞)−w(L0) = 2−2lk(Li, L+−Li).
✷
Proceeding with the proof of Theorem III.5.13 we need an additional
characterization of the Jones polynomial. Let us recall that the Jones poly-
nomial is uniquely defined by the following conditions:
1. VT1(t) = 1,
2. 1tVL+(t)− tVL−(t) = (
√
t− 1√
t
)VL0(t).
Lemma III.5.15 (Jones reversing formula) Suppose that Li is a com-
ponent of an oriented link L and λ = lk (Li, L − Li). If L′ is a link ob-
tained from L by reversing the orientation of the component Li then VL′(t) =
t−3λVL(t).
Notice that the Jones reversing formula formula generalizes immediately to
the case when we reverse the orientation of a sublink U of a link L, that is
having λ = lk (U,L−U) we obtain VL′(t) = t−3λVL(t) where L′ is obtained
from L by reversing orientation of U .
Proof of Lemma III.5.15. We present the original proof by Lickorish
and Millett [L-M-3]. Very simple proof was found by L.Kauffman (using
Kauffman bracket polynomial).
The proof consists of five steps.
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(1) Simple calculations show that Lemma III.5.15 is true for links pictured
in Fig. 5.5.
Fig. 5.5
(2) VL(t) = V−L(t) and moreover, since VL1#L2(t) = VL1(t) · VL2(t) and
VL(t) = VL(t
−1), thus if Lemma III.5.15 is true for two links L1 and
L2 then it is true also for L1, L1#L2 and L1#− L2.
(3) Fix a diagram of L. A standard induction with respect to the number
of the (self)crossings of Li ⊂ L and with respect to the number of bad
(self)crossings of Li, implies that we can assume that Li is a descending
diagram and thus, in particular, Li is a diagram of the trivial knot.
(4) Let us consider a 2-dimensional disc D in S3, the boundary of which
is the knot Li. We may assume that L− Li meets D transversally in
a finite number of points, say in n points. Now we proceed by using
induction with respect to the number n. The initial conditions of the
induction will be discussed later in the step (5). Now we assume that
n ≥ 4. Figure 5.6 presents Conway’s skein triple of diagrams, L+, L−,
and L0, where L0 represents Li. The disc bounded by Li is cut by
L − Li in points which are marked by crosses. The knot Li becomes
in L− a trivial link with two components γ−1 and γ
−
2 which bound
discs meeting the remainder of L− in n1 and n2 points, respectively.
Besides, the linking number of γ−1 and γ
−
2 with the remainder of the
link L− is λ1 and λ2, respectively. In the case of L+ the situation is
similar, only this time γ+1 and γ
+
2 are linked, i.e. lk (γ
+
1 , γ
+
2 ) = 1), see
Fig. 5.6.
L+ L- L0
Fig. 5.6
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Now, we have n1 + n2 = n and λ1 + λ2 = λ. We may assume that
both n1 and n2 are 2 at least. Now, let L
′
+, L
′−, L′0 be links obtained
from links L+, L−, L0, respectively, by changing the orientation of
components (γ+1 , γ
+
2 ), (γ
−
1 , γ
−
2 ) and Li, respectively. Then
1
t
VL+(t)− tVL−(t) = (
√
t− 1√
t
)VL0(t)
and
1
t
VL′+(t)− tVL′−(t) = (
√
t− 1√
t
)VL′0(t).
The inductive assumption allows to apply Lemma III.5.15 to L+ and
L−. Changing the orientation of γ+1 and γ
+
2 in L+ we obtain:
VL′+(t) = t
−3(λ1+λ2)VL+(t)
while changing the orientation of γ−1 and γ
+
2 in L− we similarly get:
VL′−(t) = t
−3(λ1+λ2)VL−(t).
Therefore we get t−3λVL(t) = VL′(t) as needed.
If n < 4 then there are problems with the inductive assumption for
L+. However, we can extends the above argument for the case n = 3,
λ = ±3, provided that the lemma is true for n ≤ 2 and for n = 3,
λ = ±1.
(5) Now let us consider the case of n = 3, λ = ±1.
We are to show that for the link pictured at Fig. 5.6 — where the
rectangle has to be replaced by a diagram (called a tangle) with three
arcs coming into it and three arcs existing out of it, we have t−3VL(t) =
VL′(t). We show, in Fig. 5.7 the case of λ = 1).
γ
Fig. 5.7
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Now one can use standard induction with respect to the number of
crossings lying in the above rectangle and with respect to the number
of bad crossings (for some choice of base points) in the rectangle to
reduce the general situation in the rectangle to one of the six cases
presented in Fig. 5.8. Subsequently, it is enough to apply steps (1)
and (2) of the proof. The case of the second rectangle is illustrated in
Figure 5.9.
Fig. 5.8 six basic 3-tangles
Fig. 5.9; Reduction in the case of the second rectangle
Similarly we deal with the case n ≤ 2.
This completes the proof of Lemma III.5.15
The next step in the proof of Theorem III.5.13 is the so-called V∞-formula
[Bi-2] in which we compare Jones polynomials of links L+, L−, and L∞ where
L∞ has one of possible two orientation which agree with orientation on L+
for component not taking part in the modified crossing.
Lemma III.5.16 (Birman)
(1) The case cp(L+) = cp(L0)−1 where cp(L) denotes the number of com-
ponents. Let L∞ be given an orientation (as explained above) and let
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λ = lk(Li, L0 −Li) with Li being the new component of L0, the orien-
tation of which does not agree with the orientation of the corresponding
component of L∞. Then
√
tVL+(t)−
1√
t
VL−(t) = (
√
t− 1√
t
)t−3λVL∞(t).
(2) The case c(L+) = c(L0) + 1: Let L∞ be given any orientation (as
explained above) and let λ = lk (Li, L+−Li) with Li being the compo-
nent of L+, the orientation of which does not agree with the orientation
of the corresponding component of L∞. Then:
√
tVL+(t)−
1√
t
VL−(t) = (
√
t− 1√
t
)t−3(λ−
1
2
)VL∞(t).
Proof.
1. cp(L+) = cp(L0)− 1.
Let us consider a diagram X with two crossings, p and q (Fig. 5.10),
such that L0 = X
p q
− +, L+ = X
p q
+ 0 and L− = X
p q
− 0. Considering the
crossing q we obtain:
2.
(a) − tVL0(t) +
1
t
VX(t) = (
√
t− 1
t
)VL−(t).
Now let us change the orientation of the component of L0 which exists
at the upper right-hand corner (Fig. 5.10) and call the the resulting
link L′0. Similarly, we change X to X
′ (Fig. 5.10).
q
p 0L Xp p
q
L
-
Fig. 5.10
Now let us choose the orientation of L∞ = X
p q
− ∞ = X
p q
∞ − = X
′p q
+ 0 so
that it agrees with the orientation of L′0 (Fig. 5.11).
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q
p 0L’
q
LX’p
Fig. 5.11
Because of the diagrams at Fig. 5.11, considering the crossing q, we get
−tVX′(t) + 1tVL′0(t) = (
√
t − 1t )VL∞(t). Moreover, because of Lemma
III.5.15, we have VL′0(t) = t
3λVL0(t) and VX′(t) = t
3(λ−1)VX(t) and it
follows that
(b)
1
t
VL0(t)−
1
t2
VX(t) = (
√
t− 1√
t
)t−3λVL∞(t).
The triple consisting of L+, L− and L0 gives us the equation
(c) − tVL+(t) +
1
t
VL−(t) = (
√
t− 1√
t
)VL0(t).
The equation (b) + 1t (a) − 1√t(c) (i.e. the sum of the above equations
with the respective coefficients) is the V∞-formula we looked for.
3. cp(L+) = cp(L0) + 1.
Let L′+ be a link obtained from L+ by changing of the orientation of Li,
and L′− is obtained from L− in a similar manner. Now the smoothing
of L′+ is exactly the link L′0 = L∞. Let us apply the defining equation
of the Jones polynomial for the triple L′−, L′+ and L′0. As the result
we get:
−tVL′−(t) +
1
t
VL′+(t) = (
√
t− 1√
t
)VL′0(t),
further, by Lemma III.5.15, we have VL′+(t) = t
3λVL+(t) and VL′−(t) =
t3(λ−1)VL−(t). Therefore
(d) − 1
t2
VL−(t) +
1
t
VL+(t) = (
√
t− 1√
t
)t−3λVL∞(t),
which completes the proof of the part (2) and of the whole Lemma
III.5.16.
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Now we can conclude the proof of Theorem III.5.13. As before, we have
to consider two cases:
(1) pc(L+) = c(L0)− 1.
Let us consider the formula defining the Jones polynomial and also the
V∞-formula from Lemma III.5.16. We get:
−tVL+(t) +
1
t
VL−(t) = (
√
t− 1√
t
)VL0(t)
and √
tVL+(t)−
1√
t
VL−(t) = (
√
t− 1√
t
)t−3λVL∞(t).
Now, it is enough to add the above equations to get the first formula
of Lemma III.5.14(2) for a = t
4
3 and z = −(t− 14 + t 14 ).
(2) cp(L+) = cp(L0) + 1.
Exactly the same argument as in the first case yields the second formula
of Lemma III.5.14(2).
This completes the proof of Theorem III.5.13.
The proof of Theorem III.5.13 which we presented above reflects the
history of understanding the Jones polynomial as in [Jo-1], [Bi-2], [L-M-3]
and [Li-2]. The proof can be actually shortened if, instead of VL(t), we
consider the polynomial t
3
4
w(L)VL(t) which is an invariant of regular isotopy.
Earlier, in Theorems 5.9, 5.13 and Lemmas 5.10, 5.14, we have already
presented some basic properties of the Kauffman polynomial the result below
is another interesting and unexpected property.
While working on t4 moves I have suggested (and partially proved in
April of 1986) that FK(a,−a−a−1) = 1 if K is a knot, [Mo-4]. Lickorish and
Millett proved this conjecture and at the same time they found a formula for
the Kauffman polynomial of an arbitrary link and for z = −a− a−1 [L-M-4]
(c.f. [Lip-1]). The formula for FL(a,−a − a−1) was found independently, in
a more general context, by Turaev [Tu-1]. Below we present a proof o the
result, which needs very little of computations and no previous knowledge
(guess) of the formula. It is based on the idea of presenting an unoriented
link as a sum of all oriented links which are obtained from the given one by
setting all possible orientations [P-7].19
19This idea was presented for the first time in [Gol] and it was credited to Dennis Johnson
(compare also with [Tu-2, H-P-2]).
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Theorem III.5.17 For any oriented link L we have the following formula
FL(a,−a− a−1) = ((−1)cp(L)−1/2)ΣS⊂La−4lk(S,L−S),
where the summation is over all sublinks S of the link L (including S = ∅),
and cp(L), lk(S,L − S) denote, respectively, the number of components of
the link L and global linking number of S and L− S.
Proof: Let us consider the following very simple invariant of oriented
diagrams g(D) := (−1)cp(D)aw(D) ∈ Z[a±1]. Let us note that g(D+) =
−ag(D0) = a2g(D−). Moreover, g is an invariant of regular isotopy and the
first Reidemeister move changes g by a±1. Now, let us extend the definition
of g for unoriented diagrams. To avoid ambiguity the extended invariant is
denoted by G. If D is an unoriented diagram then the invariant G is given
by the following formula
G(D) = ΣD′∈OR(D)g(D′)
where OR(D) is the set of all orientations of the diagram D. We see imme-
diately that G is an invariant of regular isotopy of unoriented links. Besides,
G has the following properties:
(1) G(R1+(D)) = aG(D) and G(R1−(D)) = a−1G(D), where R1+ (respec-
tively, R1−) is the first Reidemeister move which introduces a positive
(respectively, negative) twist,
(2) G(D+) = −a(G(D0) + G(D∞)) if the crossing of D+ is a positive
selfintersection.
(3) G(D−) = −a−1(G(D0) + G(D∞)) if the crossing of D− is a negative
selfintersection.
(4) G(D+) = −aG(D0)− a−1G(D∞) in the case of a mixed crossing (the
meaning of D+ (resp. D−) for a mixed crossing is chosen as follows:
We consider an orientation on D±1 in such a way that an oriented
smoothing gives D0; D+ (resp. D−) means that the smoothed crossing
is positive (resp. negative).
(5) G(D−) = −a−1G(D0)− aG(D∞) in the case of a mixed crossing with
D− explained above.
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Formulas (2) and (3) follow from the observation that orientations of D0
are in bijection with orientations of D± and D∞ (taken together). Simi-
larly (4) and (5) follow from the observation that orientations of D± are in
bijections with orientations of D0 and D∞.
Now, adding side-to-side equations (2) and (3) as well as (4) and (5)
we obtain the following formula for an arbitrary crossing of an unoriented
diagram D:
(6) G(D+) +G(D−) = (−a− a−1)(G(D0) +G(D∞)).
The properties (1) and (6) are also conditions defining the Kauffman poly-
nomial of unoriented links, ΛD(a, z) for z = −a − a−1. We have yet to
compare the initial conditions. Namely, for a trivial circle T1 we have
G(T1) = −2 = −2ΛT1 . Therefore G(D) = −2ΛD(a,−a − a−1) and further
for a diagram of an oriented link we have:
(7) FD′(a,−a− a−1) = a−w(D′)ΛD(a,−a− a−1) = −1
2
a−w(D
′)G(D),
where D is an unoriented diagram obtained from D′ by forgetting about its
orientation. By definition we have
(8) G(D) = ΣD′∈OR(D)g(D′) = (−1)cp(D)ΣD′∈OR(D)aw(D
′).
Now, if L is an oriented diagram of a link and S is its sublink, and LS is
obtained from L by changing the orientation of S, then w(LS) − w(L) =
2lk(LS) − 2lk(L) = −4lk(S,L − S). This equality and the formula (8) can
be applied for any orientation D′′ of the unoriented diagram D to get:
(9) a−w(D
′′)G(D) = (−1)cp(L)ΣS⊂D′′a−4lk(S,D′′−S).
Finally, formulas (7) and (9) give
FD′(a,−a− a−1) = −1
2
a−w(D
′)G(D) =
1
2
(−1)w(D′)−1ΣS⊂D′a−4lk(S,D′−S),
which is the formula of Theorem III.5.17.
✷
Exercise III.5.18 Show that for unoriented diagrams D+,D−,D0, and D∞
with conventions like in (2)-(5) of the proof of Theorem III.5.17.
(a) G(D+)−G(D−) = (a−1−a)(G(D0)+G(D∞)) in the case of selfcross-
ing,
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(b) a−1G(D+)− aG(D−) = 0 in the case of selfcrossing,
(c) G(D+) − G(D−) = (a−1 − a)(G(D0) − G(D∞)) in the case of mixed
crossing,
(d) aG(D+)−a−1G(D−) = (a−2−a2)G(D0), in the case of mixed crossing.
Exercise III.5.19 Let F ∗(a, z) be the Dubrovnik version of the Kauffman
polynomial 20. The polynomial F ∗ satisfies a recursive condition
aw(D+)F ∗D+ − aw(D−)F ∗D− = z(aw(D0)F ∗D0 − aw(D∞)F ∗D∞).
Find out the value of F ∗L(ia, i(a − a−1)). Find a general relation between
F ∗(a, z) and F (a, z) ([Li-3]).
Exercise III.5.20 The invariant g of oriented diagrams can be extended or,
more precisely, quantized (using popular parlance). The quantization leads
to the following invariant of oriented links which generalizes the polynomial
FL(a,−a− a−1)), namely:
Gˆ(a, x) = ΣS⊂Lxcp(S)a−4lk(S,L−S) .
Show that Gˆ(a, x) is sometimes a better invariant than the original Kauff-
man polynomial. For example, it distinguishes 4-component links which are
presented on Fig. 3.1. Is it true that Gˆ(a, x) can distinguish 3-component
links which are not distinguished by the Kauffman polynomial?
Problem III.5.21 By the determinant of an oriented link we understand
a numerical invariant obtained by an appropriate evaluation of an invariant
polynomial (i.e. either Conway, or Jones, or Jones-Conway, or Kauffman
polynomial) of the link (see Chapter IV for detailed discussion of link deter-
minant). Namely, DL = △L(−2i) = PL(12 i,−12 i) = VL(−1) (more precisely√
t = −i) = F ((−i) 32 ,−((−i)− 12 + (−i) 12 )). Now, if we use the variant of
the Homflypt polynomial which is used in the definition of the supersignature
then DL = r(
1
2 ,
1
2). The signature σ(L) is a supersignature modeled on the
determinant of the link, σ(L) = σ 1
2
, 1
2
(L). In the Chapter IV we will show
that the signature has properties similar to Jones Lemma III.5.15 (also com-
pare with Lemma III.5.10). Namely, if Li is a component of an oriented
20Kauffman described the polynomial F ∗ on a postcard to Lickorish sent from Dubrovnik
in September 1985. He expected that this was a new polynomial invariant of links, inde-
pendent from F .
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link L and λ = lk (Li, L − Li) and, moreover, if L′ is obtained from L by
changing the orientation of L, then σ(L′) = σ(L) + 2λ. This can not be
an accident and a similar formula should be true for other supersignatures
(especially these modeled on the Jones polynomial). We leave this question
as a research problem for the reader.
Below we introduce a new equivalence relation similar to ∼c (Conway or
skein equivalence). The new relation is motivated by a four term relation
of Kauffman polynomial, and bound the applicability of Kauffman method
like ∼c bounds applicability of Conway type invariants.
Definition III.5.22 Let S be the set of partially oriented diagrams (i.e. di-
agrams which may contain some oriented and some unoriented components)
modulo regular isotopy equivalence. The Kauffman equivalence relation ∼K
is the smallest equivalence relation on the set S which satisfies the following
condition:
If L′1 (resp. L
′
2) is a diagram representing an element L1 (resp. L2) of S
which contains a crossing p1 (resp. p2) and moreover:
(i) (L′1)
p1
− sgn p1 ∼K (L′2)p2− sgn p2 where Lp− sgn p denotes the link ob-
tained from L by interchanging overcrossing and undercrossing in p
(this does not depend on whether and how L is oriented),
(ii) (L′1)
p1
0 ∼K (L′2)p20 and (L′1)p1∞ ∼K (L′2)p2∞ provided that p1 is a crossing
of oriented components of L′1 or p1 is a selfcrossing of a component of
L′1 (in the latter case (L
′
1)
p1
0 and (L
′
1)
p1∞ are well defined independently
of the orientation of the component),
(iii) {(L′1)p10 , (L′1)p1∞} = {(L′2)p20 , (L′2)p2∞} (equality of unordered pairs of links
up to Kauffman equivalence) if at least one of two components of L′1,
which meet in p1, is unoriented,
then L1 ∼K L2.
Let us note that the crossings p1 and p2 satisfy the conditions listed in
Definition III.5.22 only if they have similar properties. For example, if two
components of L1 meeting in p1 are oriented then components of L2 meeting
in p2 are oriented as well and moreover sgn p1 = sgn p2.
Exercise III.5.23 Formulate conditions for oriented diagrams L1 and L2,
such regular isotopy implies regular isotopy (i.e. the situation when the dia-
grams which are not regularly isotopic are also not isotopic).
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Hint. Consider the writhe number w( ) of any component of the dia-
gram and another invariant of regular isotopy of oriented diagrams, which
we define as follows. Let us consider a diagram L. After smoothening of all
crossings of L we obtain a set of oriented circles on the plane. Some of them
are oriented positively ( ) some negatively ( ); the invariant in ques-
tion is the result of the subtraction of the number of “negative” circles from
the number of “positive” circles. This invariant is often called the Whitney
degree or rotation number (and defined for any curve or system of curves
immersed in plane).
Remark III.5.24 In applications we do not need always such a subtle dif-
ferentiation between isotopy and regular isotopy. This is because of the fol-
lowing facts:
Exercise III.5.25 1. Prove that if L2 is obtained from L1 by the first
weakened Reidemeister move (R±10.5) then L1 ∼K L2.
2. Prove that if L1 is isotopic with L2 and w(L1) = w(L2) then L1 ∼K L2
(compare Lemma III.5.6).
Exercise III.5.26 Prove that if an oriented diagram L1 is a mutant of
another oriented diagram L2 then L1 ∼K L2.
Now we show how invariants of links obtained by the Kauffman ap-
proach can be described by one algebraic structure — similarly as Conway
type invariants are described by the notion of Conway algebra. We will also
construct an example of a polynomial invariant of oriented links which is a
generalization of both, Jones-Conway and Kaufman polynomials (however,
this invariant does not bring anything more than these two polynomial to-
gether). We will proceed similarly as in the case of Conway algebra, with
the exception that we will consider diagrams up to regular isotopy. Since
there is no need to distinguish the crossings of + type from the crossings of
− type, there will be only one operation recovering the value of the invariant
for L+ (resp. L−) from its values for L−, L0 and L∞ (resp. L+, L0 and L∞).
There is yet another another important remark: if a link L+ is modified to
L∞ then the new component of L∞ can not be assigned any natural orien-
tation, we could have, however, considered the partially oriented link L. We
do not do it for the practical reason, since in such a case we would like to
use a method similar to the one used in the proof of Theorem III.1.2 and
for this we need the following equality: Lp qε ∞ = Lq p∞ ε, where ε = +,− or
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0. This means that we would like the result of operations performed on two
crossings to be independent of the order of these operations. But this is not
always the case, as is presented in Fig. 5.12.
q
p not oriented
Fig. 5.12; diagrams L, Lpq0,∞ and L
qp
∞,0 (last two diagrams are not the same
as partially oriented diagrams)
Therefore we will restrict the consideration to the case of oriented and
unoriented link, that is we will either assume that all components are ori-
ented or none of them is oriented. In the latter case we will not distinguish
L0 from L∞.
Let us consider the following general situation. Suppose that we are
given an abstract algebra A with two universes, A and A′, and with a count-
able (possibly finite) number of 0-argument operations in A and A′, pa-
rameterized by two sequences: {aij}i∈N,j∈Z and {a′ij}i∈N,j∈Z, respectively.
Moreover, A is assumed to have two 3-argument operations, namely ∗ :
A×A×A′ → A and ∗′ : A′ ×A′ ×A′ → A′, and also 1-argument operation
φ : A→ A′. We would like to construct invariants of classes of regular isotopy
of oriented and unoriented diagrams, which satisfy the following conditions:
1. If L is an oriented diagram then the invariant w is in A, i.e. wL ∈ A
and if L′ is unoriented then wL′ ∈ A′.
2. If L′ is an unoriented diagram obtained by forgetting the orientation
of an oriented diagram L then wL′ = φ(wL).
3. wTij = aij where Tij denotes an oriented diagram of a trivial link with
i components and the write number w(Tij) = j.
4. wT ′ij = a
′
ij.
5. wLp = wLp− sgn p
∗ (wLp0 , wLp∞) where L
p
− sgn p denotes a diagram ob-
tained from L by exchanging the tunnel to the bridge at the crossing
p.
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Definition III.5.27 We say that A = {A,A′, {aij}, {a′ij}, ∗, ∗′, φ} is a Kauff-
man algebra if the following conditions are satisfied:
K1 φ(aij) = a
′
ij
K2 φ(a∗(b, c)) = φ(a)∗′(φ(b), c) where the operation ∗ on (a, b, c) is denoted
by a ∗ (b, c) and similarly for the operation ∗′.
K3 ai,j−1 ∗ (ai+1,j, a′i,j) = ai,j+1.
K4 (a ∗ (b, c)) ∗ (d ∗ (e, f), g ∗′ (h, i)) = (a ∗ (d, g) ∗ (b ∗ (e, h)), c ∗′ (f, i)).
K5 (a ∗ (b, c)) ∗ (b, c) = a.
K6 a ∗′ (b, c) = a ∗′ (c, b)
Theorem III.5.28 For a given Kauffman algebra A there exists a uniquely
determined invariant of regular isotopy w which associates an element wL
from A to any oriented diagram L and an element wL′ from A
′ to any un-
oriented diagram L′. Moreover, the invariant w satisfies the following con-
ditions:
1. wTi,j = ai,j
2. w′L = φ(wL), where L is an oriented diagram and L
′ is obtained from
L by forgetting its orientation.
3. wLp = wLp− sgn p
∗ (wLp0 , wLp∞).
The proof of Theorem III.5.28 is similar to that of Theorem III.1.2, there-
fore we present only these parts of the argument in which some differences
occur.
For any diagram (oriented or not) we can build a resolving tree such that
three edges descend from any vertex which is not a leaf (Fig. 5.13) and there
are descending diagrams at the leaves (the diagrams are descending for some
choice of base points and orientation — in case of unoriented diagrams).
L
L
p
_sgnp L
p
0
p
L
Fig. 5.13
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Such a tree can be used to compute the value of the invariant at the
root diagram. We begin by constructing the invariant w for diagrams and
subsequently we will show that it is not changed by Reidemeister moves R±10.5,
R±12 and R
±1
3 . We use induction with respect to the number of crossings in
the diagram, denoted now, as in the proof of Theorem by cr(L) . For any
k ≥ 0 we define a function wk which associates an element from A (reps. A′)
to any oriented (resp. unoriented) diagram with at most k crossings. The
invariant w is then defined as wL = wk(L) where k ≥ cr(L) . Similarly as
in the proof of Theorem III.1.2 we set w0(L) = an,0 if L is a trivial oriented
link with n components and we put w0(L
′) = a′n,0 if L
′ is obtained from L by
forgetting its orientation. Next we formulate the Main Inductive Hypothesis,
or MIH. We assume that we have already defined a function wk which assigns
an element from A (resp. A′) to any diagram L with cr(L) ≤ k and the
function wk has the following properties:
Property III.5.29 Suppose that Un,j is an oriented diagram which is de-
scending for some choice of base points; moreover Un,j has n components,
cr(Un,j) ≤ k and Tait(Un,j) = j (we use Tait(D) in place of w(D) so not to
mix the writhe number of an oriented diagram with our invariant w). Then
wk(Un,j) = an,j. Similarly, if U
′
n,j is obtained from Un,j by forgetting its
orientation then wk(U
′
n,j) = a
′
n,j.
Property III.5.30 wk(L) = wk(L
p
− sgn p) ∗ (wk(Lp0), wk(Lp∞)) if L is an
oriented diagram and wk(L) = wk(L
p
− sgn p) ∗′ (wk(Lp0), wk(Lp∞)) if L is
unoriented.
Property III.5.31 wk(L) = wk(R(L)) where R is a Reidemeister move of
one of the following types: R±10.5, R
±1
2 , R
±1
3 and cr(R(L)) ≤ k.
Next we want to prove Main Inductive Step or MIS, that is, we want to
define the function wk+1 with appropriate properties, which is defined for
diagrams with at most k + 1 crossings. Similarly as in the case of Theorem
III.1.2, this will complete the proof of Theorem III.5.28. We begin the
proof of MIS, similarly as for III.1.2 by defining a function wb which for
a diagram L with cr(L) = k + 1 depends on the choice of the base points
b = (b1, b2, . . . , bn) and on the choice of the orientation, if L is unoriented.
We define the function wb by induction with respect to the number of bad
crossings, b(L), and we apply the formula III.5.30 for the first bad crossing
— similarly as in the proof of Theorem III.1.2). Subsequently, we prove
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that formula III.5.30 is satisfied for any crossing. The argument is similar to
the appropriate one in the course of the proof of Theorem III.1.2, only the
conditions C3–C5 are replaced by the condition K4.
The next step of the proof is to show that wb does not depend on the
choice of base points (assuming the given order and orientation of compo-
nents). Again, we deal with this problem similarly as in III.1.2 and we choose
base points b and b′ = (b1, b2, . . . , b′i, . . . , bn), where bi and b
′
i are on the op-
posite sides of a crossing of the component Li. Here we apply induction with
respect to B(L) = max(b(L), b′(L)). If B(L) = 0 then L is a descending dia-
gram with respect to both b and b′ and therefore wb(L) = wb′(L) = an,Tait(L).
If B(L) = b(L) = b′(L) = 1 then L has a common bad crossing for both b
and b′, hence we can make the inductive step using this crossing (and also
III.5.30).
Thus, we are left with the case B(L) = 1 and b(L) 6= b′(L). The argument
here is a little more complicated than the argument in the respective part
of the proof of III.1.2. Namely: let p be the bad crossing of L with respect
to either b or b′, then p is a selfintersection of the component Li ⊂ L.
For simplicity, let us assume that the diagram L is oriented and b(L) = 1,
b′(L) = 0 and sgn p = +. Then L is descending with respect to b′, therefore
wb′(L) = an,Tait(L).
Because of the property III.5.30 we have
wb(L) = wb(L
p
−) ∗ (wb(Lp0), wb′(Lp∞)).
Moreover b(Lp−) = 0 hence wb(L
p
−) = an,Tait(L)−2. The diagram L
p
0 is de-
scending for some choice of base points it has k crossings and n + 1 com-
ponents, hence wb(L
p
0) = wk(L
p
0) = an+1,Tait(L)−1. Now, in order to apply
the axiom K3 to get equality wb(L) = an,Tait(L) = wb′(L) we have to prove
that wb(L
p∞) = an,Tait(L)−1. However, this is not immediate. Namely, L
p∞
does not have to be descending with respect to any choice of base points or
orientation. We can use the fact that the diagram Lp∞ has only k crossings
and it consists of a descending part and an ascending part, and these parts
may be put on different levels (Fig. 5.14 illustrates the situation). Now to
prove that the value of the invariant w for Lp∞ is equal an,Tait(L)−1 we have
to apply the following trick:
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PN
PD
Fig. 5.14
Let us rotate the ascending part of the diagram of Lp∞ by 180o with respect
to the vertical (N-S) axis i and at the same time let us change the orientation
of this part to the opposite (with respect to the given orientation of Lp∞) —
this way we make some kind of a mutation. The resulting diagram, call it
L˜, is descending.
Therefore wk(L˜) = a
′
n,Tait(L)−1. On the other hand, we can build the
same resolving tree for Lp∞ and L˜ such that all vertices of the tree correspond
to diagrams with at most k crossings (there is a complete analogy with the
operation of mutation). Now, because of MIH we have wk(L
p∞) = wk(L˜) =
a′n,Tait(L)−1, which completes the proof, c.f. [B-L-M].
The rest of the proof of Theorem III.5.28 is almost the repetition of the
respective part of the argument in the proof of Theorem III.1.2. We change
the Reidemeister move R±11 to R
±1
0.5. The proof of the independence of the
order of components in wb is the same as in III.1.2 because in Lemma III.2.15
Reidemeister move R±11 can be replaced by R
±1
0.5. If L is not oriented then
applying Lemma III.2.15 we show that the definition of wb does not depend
on the choice of the orientation that we have made.
This completes the proof of Theorem III.5.28.
Example III.5.32 (Jones-Conway-Kauffman polynomial)
Let us consider the following algebra A:
A = Z[a±1, t±1, z], A′ = Z[a±1, t±1],
ai,j = (
a−1+a
t )
i−1(1− zt )aj + zt (a
−1+a
t − 1)i−1aj,
a′i,j = (
a−1+a
t − 1)i−1aj ,
moreover b ∗ (c, d) is defined by the equation b ∗ (c, d) + b = tc + zd and
b ∗′ (c, d) is defined by the equation b ∗′ (c, d) + b = tc + td; the 1-argument
operation φ : A→ A′ is defined on generators φ(a) = a, φ(t) = t, φ(z) = t
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Now we will check that A is a Kauffman algebra. The conditions K1,
K2, K5 and K6 follow immediately by the definition of A. The condition K3
follows by the equality:
(a
−1+a
t )
i−1(1− zt )aj+1 +
+ zt (
a−1+a
t − 1)i−1aj+1 +
+ (a
−1+a
t )
i−1(1− zt )aj−1 +
+ zt (
a−1+a
t − 1)i−1aj−1 =
t((a
−1+a
t )
i(1− zt )aj + zt (a
−1+a
t − 1)iaj) +
+ z(a
−1+a
t − 1)i−1aj
It remains to check the condition K4:
(a ∗ (b, c)) ∗ (d ∗ (e, f), g ∗′ (h, i)) =
= −(a ∗ (b, c) + t(d ∗ (e, f)) + z(g ∗′ (h, i)) =
= −(−a+ tb+ zc) + t(−d+ te+ zf) + z(−g + th+ ti) =
= a− tb− zc− td+ t2e+ tzf − zg + zth+ zti =
= (a ∗ (d, g)) ∗ (b ∗ (e, h), c ∗′ (f, i)).
The polynomial invariant of regular isotopy of oriented or unoriented
diagrams defined by the algebra A is called Jones-Conway-Kauffman poly-
nomial and it is denoted by JL(a, t, z). It can be modified to an invariant of
oriented links by setting J˜L(a, t, z) = JL(a, t, z)a
−Tait(L).
Example III.5.33 Let us compute the Jones-Conway-Kauffman polyno-
mial for a right-hand-side trefoil knot which is presented on Fig. 5.15. If we
apply the resolving tree presented on Fig. 5.15 then we will get the following
relation in any Kauffman algebra: wL = a1,1 ∗ (a2,0 ∗ (a1,1, a′1,−1), a′1,−2).
96 Conway type invariants
a a’
a a a’
1,1 1,-2
2,0 1,1 1,-1
Fig. 5.15
Thus we get:
JL(a, t, z) = −a+ t(a−1+a−zt + ta+ za−1) + za−2 =
−a−1 − 2a+ t2a+ z(1 + a−2 + ta−1).
J˜L(a, t, z) = −a−4 − 2a−2 + t2a−2 + z(a−3 + a−5 + ta−4.
Lemma III.5.34 (1) JL(a, t, z) = JL(a, t, 0) + z(
JL(a,t,t)−JL(a,t,0)
t ).
(2) J˜(a, t, 0) = P (at ,
1
at), thus J˜ is a version of the Homflypt polynomial.
(3) JL(a, t, t) = GL(a, t), so J is the Kauffman polynomial for regular
isotopy.
Proof. The property (1) is obviously true for diagrams representing triv-
ial links. Next we apply induction with respect to the length of the resolving
tree of the diagram.
To prove (2) and (3) it is enough to check the initial conditions and
to compare the operations ∗ which are used in the respective definitions of
polynomial invariants.
Therefore the Jones-Conway-Kauffman polynomial is equivalent to Jones-
Conway (Homflypt) and Kauffman polynomials taken together. In this con-
text, there is a remarkable similarity with the situation of Exercise III.3.43.
Lemma III.5.35 The invariants defined by Kauffman algebras are invari-
ants of ∼K equivalence of oriented or unoriented diagrams.
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The proof is immediate.
Remark III.5.36 The theory of invariants defined by Kauffman algebras
can be developed in parallel to the theory of invariants given by Conway
algebras. In particular:
1. One may look for a pair of involutions τ on A and τ ′ on A′ such
that τ(ai,j) = ai,−j, φ(τ(w)) = τ ′(φ(w)) and τ(a ∗ (b, c)) = τ(a) ∗
(τ(b), τ ′(c)). Then AL = τ(AL) where AL is an invariant of an ori-
ented diagram L and L is the mirror image of L (compare with Lemma
III.3.22).
2. It is possible to build a universal Kauffman algebra (the elements of
which are terms) and to show that for such a universal Kauffman al-
gebra the involutions τ and τ ′ exist.
3. It is reasonable to look for an operation o : A×A×A′ → A which, for
given oriented diagrams, would recover the value of the invariant for
L0 from its values for L+, L− and L∞.
4. One may look for conditions for a Kauffman algebra which should pro-
vide a simple formula for the value of the associated invariant for con-
nected sum and disjoint sum of diagrams.
5. One may look for conditions for a Kauffman algebra which would allow
a simple modification of the associated invariant of regular isotopy to
an invariant of ambient isotopy of diagrams. For example, if there
exist bijections β : A → A and β′ : A′ → A′ satisfying β(ai,j) =
ai,j−1, φ(β(a)) = β′(φ(a)) and β(a ∗ (b, c)) = β(a) ∗ (β(b), β′(c)) then
β(β(. . . β(AL) . . .))︸ ︷︷ ︸
Tait(L) times
is an invariant of ambient isotopy.
6. One may consider geometrically sufficient partial Kauffman algebras
(similarly to the case of Conway algebras, see Definition III.4.2) which
would define invariants of regular isotopies of diagrams.
7. Similarly as in Example III.4.5, one may consider polynomials of infi-
nite number of variables which generalize the Jones-Conway-Kauffman
polynomial.
8. It is possible to show that the invariants defined by geometrically suf-
ficient partial Kauffman algebras are preserved by mutations and, fur-
ther, that mutations preserve classes of ∼K equivalence of diagrams.
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We leave a possible extension of ideas presented above for the reader.
Many problems which we have formulated for invariants of Conway type
can be extended for invariants obtained via the Kauffman method.
Problem III.5.37
1. Do there exist two oriented diagrams which have the same Jones-
Conway-Kauffman polynomial and which can be distinguished by an-
other invariant obtained from some Kauffman algebra?
2. Do there exist two oriented diagrams which can not be distinguished
by any invariant defined by a Kauffman algebra but they can be dis-
tinguished by invariants coming from a geometrically sufficient partial
Kauffman algebra?
3. Do there exist two oriented diagrams which are not ∼K equivalent and
which can not be distinguished by any invariant defined by a geometri-
cally sufficient partial Kauffman algebra?
4. If an oriented diagram of a knot, L, satisfies L ∼K L is it true then
that L is isotopic to either L or to −L?
It seems that a positive answer for (2) can be obtained by applying sig-
nature. The question (4) is a weakened version of Kauffman’s conjecture
III.5.11.
Exercise III.5.38 Let us consider moves of diagrams: R0.1 and R0.2, as
shown on Fig. 5.16. Let L be a diagram with k crossings. Prove that there
exists a choice of base points b of L such that the descending diagram Ld,
associated to L and b, can be modified to a diagram with fewer than k cross-
ings via a sequence of moves consisting of R0.1, R0.2, R
±1
2 and R
±1
3 , which
do not increase the number of crossings.
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Ω 0,1
Ω 0, 2
Fig. 5.16
Hint. See Lemma III.2.15.
Problem III.5.39 When we were defining invariants of diagrams via Kauff-
man algebras, or when we were defining the relation ∼K , we had a problem
with a natural orientation for the whole diagram Lp∞. This was because the
new component of Lp∞ was formed from the pieces of L which had opposite
orientations. (Fig. 5.17).
p
L L
p
Fig. 5.17
Therefore, it seems to be reasonable to consider diagrams, the components
of which can have different orientations, i.e. any component is divided into
arcs and each arc has its orientation. Even a simple diagram (Fig. 5.18)
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presents new difficulties which we have to consider (resolve the diagram first
starting from p, and then from q). The author tried to compute the new
invariant and his computations show that the problem is difficult but not
hopeless. We leave it as a research problem for the reader.
p
q
Fig. 5.18
Bibliography
[AMM] A. Ahmad, A. Magidin, R. F. Morse, Two generator p-groups
of nilpotency class two and their conjugacy classes, preprint
2012.
[Al-3] J. W. Alexander, Topological invariants of knots and links,
Trans. Amer. Math. Soc. 30 (1928) 275-306.
[B-Ka] M. R. Bacon, L. C. Kappe, The nonabelian tensor square of a
2-generator-group of class 2, Archiv der Mathematik (Basel),
61(6), 1993, 508-516.
[Ba] D. Bar-Natan, On the Vassiliev knot invariants, Topology,
34, 1995, 423-472.
[B-M] R. Ball, R. L. Metha, Sequence of invariants for knots and
links, J. Physique, 42 (1981), 1193-1199.
[Bie] E. Biendzio, Skon´czone algebry Conwaya (Finite Conway al-
gebras), praca magisterska, Uniwersytet Warszawski, 1993.
[Bi-2] J. S. Birman, On the Jones polynomial of closed 3-braids,
Invent. Math., 81(2), 1985, 287-294.
[Bi-Li] J. S .Birman, X.S. Lin, Knot polynomials and Vassiliev’s
invariants, Inventiones Math., 111 (1993), 225-270.
[B-L-M] R. D. Brandt, W. B. R.Lickorish, K. C. Millett, A polynomial
invariant for unoriented knots and links, Invent. Math. 84
(1986), 563-573.
[Bruc-1] R. H. Bruck, Some results in the theory of quasigroups,
Trans. Amer. Math. Soc. vol. 55 1944, pp. 19-52
101
102 BIBLIOGRAPHY
[Bruc-2] R. H. Bruck, A survey of binary systems, Springer, Berlin
1958.
[Bu-Ma] C. Burstin, W. Mayer, Distributive Gruppen von endlicher
Ordnung, J. reine u. angewandte Math., 160, 1929, 111-130
[Co-1] J. H. Conway, An enumeration of knots and links, Computa-
tional problems in abstract algebra (ed. J.Leech), Pergamon
Press (1969) 329 - 358.
[C-W] J. H. Conway, G. Wraith, Correspondence 1959; in: A Per-
sonal Story about Knots;
http://www.wra1th.plus.com/gcw/rants/math/Rack.html
[Cr] A. S. Crans, Lie 2-algebras, Ph.D. Dissertation, 2004, UC
Riverside, available at arXiv:math.QA/0409602.
[Du-Fo] D. F. Dummit, R. M. Foote, Abstract algebra, John Wiley
and Sons, Inc., 2004.
[Et] I. M. H. Etherington, Non-associative arithmetics, Proc. Roy.
Soc. Edin., 62, 1949, 442-453.
[F-M] S. Fajtlowich, J. Mycielski, On convex linear forms, Algebra
Universalis, 4, 1974, 244-249.
[F-W] J.Franks, R.F.Williams, Braids and the Jones polynomial,
Trans. Amer. Math. Soc. 303 (1987) 97-108.
[FYHLMO] P. Freyd, D. Yetter, J. Hoste, W. B. R. Lickorish,K. Millett,
A. Ocneanu, A new polynomial invariant of knots and links,
Bull. Amer. Math. Soc., 12 (1985) 239-249.
[Ga-1] D. Gabai, Foliations and genera of links, Topology, 23(1),
1984, 381-394.
[Ga-2] D. Gabai, Foliations and genera of arborescent links, Mem-
oirs of the Amer. Math. Soc., 339(59), 1986.
[Gi] C. A. Giller, A Family of links and the Conway calculus,
Trans. Amer. Math. Soc., 270(1), 1982, 75-109.
BIBLIOGRAPHY 103
[Goe] L.Goeritz, Knoten und quadratische Formen, Math. Z.,
36(1933), 647-654.
[Gol] W. Goldman, Invariant functions of Lie groups and Hamil-
tonian flows of surface group representation, Invent. Math.,
85(1986), 263-302.
[Gor] C. McA. Gordon, Some aspects of classical knot theory, In:
Knot theory, L.N.M. 685 (1978) 1-60.
[G-L] C. McA. Gordon, R.A.Litherland, On the signature of a link,
Invent. Math., 47(1978), 53-69.
[Hash] Y. Hashizume, On the uniqueness of the decomposition of a
link, Osaka Math. J., 10, 1958, 283-300.
[Ho] C. F. Ho, A new polynomial for knots and links; preliminary
report, Abstracts AMS 6(4) (1985), p 300.
[Hol] C. Hollings, Anton Kazimirovich Suschkewitsch (1889-1961),
BSHM Bulletin: Journal of the British Society for the His-
tory of Mathematics, 24(3) (2009), 172-179.
[Hos-1] J. Hoste. A polynomial invariant of knots and links, Pacific
J. Math., 124 (1986) 295-320.
[H-P-2] J. Hoste, J. H. Przytycki, Homotopy skein modules of ori-
entable 3-manifolds, Math. Proc. Camb. Phil. Soc., 108
(1990), 475-488.
[H-P-3] J. Hoste, J. H. Przytycki, A survey of skein modules of 3-
manifolds, “Knots 90”, De Gruyter, Berlin, New York, 1992,
363-379.
[Jo-1] V. F. R. Jones, A polynomial invariant for knots via Von
Neuman algebras, Bull. Amer. Math. Soc 12 (1985) 103-111.
[Jo-2] V. F. R. Jones, Hecke algebra representations of braid groups
and link polynomials, Ann. of Math. (1987) 335-388.
[Joy] D. Joyce, A classifying invariant of knots: the knot quandle,
J. Pure Appl. Algebra 23, 1982, 37-65;
104 BIBLIOGRAPHY
[Ka-1] T. Kanenobu, Infinitely many knots with the same polyno-
mial invariant, Proc. Amer. Math. Soc., 97(1), 1986, 158-162.
[Ka-2] T. Kanenobu, Letter to P.Traczyk dated November 13, 1985.
[Ka-3] T. Kanenobu, Examples of polynomial invariants of knots
and links, Math. Ann., 275 (1986), 555-572.
[K-1] L. H. Kauffman, The Conway polynomial, Topology, 20, 1980,
101-108.
[K-2] L. H. Kauffman, Combinatorics and knot theory, Contempo-
rary Math., Vol.20, 1983, 181-200.
[K-3] L. H. Kauffman, On knots, Annals of Math. Studies, 115,
Princeton University Press, 1987.
[K-4] L. H. Kauffman, A geometric interpretation of the general-
ized polynomial, preprint 1985.
[K-5] L. H. Kauffman, An invariant of regular isotopy, preprint
1985.
[K-6] L. H. Kauffman, State models and the Jones polynomial,
Topology 26, 1987 395-407.
[Kh-1] M. Khovanov, A categorification of the Jones polyno-
mial, Duke Math. J. 101, 2000, no. 3, 359–426, e-print:
http://xxx.lanl.gov/abs/math.QA/9908171
[Kra] A. Krasiski, I. M. H. Etherington: a brief biography, Gen.
Relativity Gravitation 39, 2007, no. 7, 10531054.
[Le] J. Levine, Knot cobordism groups in codimension two, Com-
ment. Math. Helv., 44, 1960, 229-244.
[Li-1] W. B. R. Lickorish, Prime knots and tangles, Trans. Amer.
Math. Soc., 271(1), 1981, 321-332.
[Li-2] W. B. R. Lickorish, A relationship between link polynomials,
Math. Proc. Cambridge Phil. Soc., 100, 1986, 109-112.
[Li-3] W. B. R. Lickorish. Polynomials for links.Bull. London Math.
Soc., 20, 1988, 558-588.
BIBLIOGRAPHY 105
[L-M-1] W. B. R. Lickorish, K. Millett, A polynomial invariant of
oriented links, Topology, 26, 1987, 107-141.
[L-M-2] W. B. R. Lickorish, K. C. Millett, The reversing result for
the Jones polynomial, Pacific J.Math, 124, 1986, 173-176.
[L-M-3] W. B. R. Lickorish, K. C. Millett, Some evaluations of link
polynomials, Comment. Math. Helv., 61, 1986, 349-359.
[L-M-4] W. B. R. Lickorish, K. C. Millett, An evaluation of the F-
polynomial of a link, Differential topology, Proc. 2nd Topol-
ogy Symp., Siegen / FRG 1987, Lect. Notes Math. 1350,
1988, 104-108.
[Lip-1] A. S. Lipson, Some more states models for link invariants,
Pacific Math. J., 152(2), 1992, 337-346.
[Lo-Mo] M. T. Lozano, H. R. Morton, Pairs of of closed 3-braids
with the same Alexander polynomial, Publicationes del Sem-
inario Matematico Garcia de Galdeano, 19, Universidad de
Zaragoza, 1988.
[Ma-Bi] S. Mac Lane, G. Birkhoff, Algebra, Macmillan, New York
(1967). Third edition, AMS Chelsea Publishing.
[Mo-1] H. R. Morton, Treading knot diagrams, Math. Proc. Camb.
Phil. Soc., 99, 1986, 247-260.
[Mo-2] H. R. Morton, Closed braid representatives for a link, and
its 2-variable polynomial, preprint 1985.
[Mo-3] H. R. Morton, Seifert circles and knot polynomials, Math.
Proc. Cambridge Phil. Soc. 99, 1986, 107-109.
[Mo-4] H. R. Morton, Problems, in Braids, Ed. J.S.Birman,
A.Libgober, AMS Contemporary Math., 78, 1988, 557-574.
[Mur-1] H. Murakami, A recursive calculation of the Arf invariant of
a link, J. Math. Soc. Japan., 38, 1986, 335-338.
[M-2] K. Murasugi, On periodic knots, Comment Math. Helv., 46,
1971, 162-174.
[M-3] K. Murasugi, Knots theory - old and new, preprint 1981.
106 BIBLIOGRAPHY
[Mur] D. C. Murdoch, Quasi-groups which satisfy certain general-
ized laws, American Journal of Math., 16, 1939, pp. 509-522.
[Ni-P] M. Niebrzydowski, J. H. Przytycki, Entropic magmas, their
homology, and related invariants of links and graphs, preprint
2012; to be placed on arXiv in Fall 2012.
[Per] K. A. Perko, Invariants of 11-crossing knots, Publications
Math. d’Orsay, 1980.
[Piu] S. Piunikhin, Weights of Feynman diagrams, links polynomi-
als and Vassiliev knot invariants, J. Knot Theory Ramifica-
tions 4(1), 1995, 163–188.
[P-P-1] T. M. Przytycka, J. H. Przytycki, Invariants of chromatic
graphs, Dept. of Computer Science, The University of British
Columbia, Technical Report 88-22.
[P-P-2] T. M. Przytycka, J. H. Przytycki, Subexponentially com-
putable truncations of Jones-type polynomials, in “Graph
Structure Theory”, Contemporary Mathematics 147, 1993,
63-108.
[P-1] J. H. Przytycki, Survey on recent invariants in classical knot
theory, Survey on recent invariants in classical knot theory,
Warsaw University Preprints 6,8,9; 1986;
e-print: http://front.math.ucdavis.edu/0810.4191
[P-6] J. H. Przytycki, Homotopy and q-homotopy skein modules
of 3-manifolds: an example in Algebra Situs, Proceedings
of the Conference in Low-Dimensional Topology in Honor of
Joan Birman’s 70th Birthday, Columbia University/Barnard
College, New York, March 14–15, 1998, to appear (summer
2001); (See also: q-analog of the homotopy skein module,
preprint, Knoxville 1991).
[P-7] J. H. Przytycki, A note on the Lickorish-Millett-Turaev for-
mula for the Kauffman polynomial, Proc. Amer. Math. Soc.,
121(2), 1994, 645-647;
e-print: arXiv:1208.4900v1 [math.GT]
BIBLIOGRAPHY 107
[P-9] J. H. Przytycki, Vassiliev-Gusarov skein modules of 3-
manifolds and criteria for periodicity of knots, Low-
Dimensional Topology, Knoxville, 1992 ed.: Klaus Johann-
son, International Press Co., Cambridge, MA 02238, 1994,
157-176.
[P-18] J. H. Przytycki, Teoria we¸z lo´w: podej´scie kombinatoryczne,
(Knots: combinatorial approach to the knot theory), Script,
Warsaw, August 1995, 240+XLVIIIpp.
[P-40] J. H. Przytycki, Distributivity versus associativity in the ho-
mology theory of algebraic structures, Demonstratio Math.,
44(4), December 2011, 823-869;
e-print: http://front.math.ucdavis.edu/1109.4850
[P-T-1] J. H. Przytycki, P. Traczyk, Invariants of links of Conway
type, Kobe J. Math. 4 (1987) 115-139.
[P-T-2] J. H. Przytycki, P. Traczyk, Conway algebras and skein
equivalence of links, Proc. Amer. Math. Soc., 100(4), 1987,
744-748.
[P-T-3] J. H. Przytycki, P. Traczyk, Supersignature and the unknot-
ting number, Abstracts of AMS, 1991.
[Ras] J. Rasmussen, Khovanov homology and the slice genus, In-
vent. Math., to appear;
http://xxx.lanl.gov/abs/math.GT/0402131
[Ri] R. Riley, Homomorphisms of knot groups on finite groups,
Math. Comp., 25(1971), 603-619.
[Rob] D. Robinson, Concerning two questions of S. K. Stein, No-
tices of the Amer. Math. Soc., 9, 1962, 149.
[Ro-1] D. Rolfsen, Knots and links. Publish or Perish, (Corrected
reprint of the 1976 original). Mathematics Lecture Series, 7.
Publish or Perish, Inc., Houston, TX, 1990).
[R-S-1] A. B. Romanowska and J. D. H. Smith, Modal Theory, Hel-
dermann, Berlin 1985.
108 BIBLIOGRAPHY
[R-S-2] A. B. Romanowska and J. D. H. Smith, Modes, World Sci-
entific, 2002, pp. xi+623.
[Sch] H. Schubert, Die eindeutige Zerlegbarkeit eines Knoten in
Primknoten, Sitzungsber. Acad. Wiss. Heildernerg, mayh.-
nat. Kl., 3, 1949, 57-104.
[Schr] E. Schro¨eder, U¨ber algorithmen und Calculi, Arch. der Math.
und Phys., 5, 1887, 225-278.
[Si-1] A. S. Sikora, A note on multi-variable polynomial link invari-
ant, Colloq. Math. 69(1), 1995, 53–58; (Also: Master Degree
Thesis, Warszawa 1994).
[Si-2] A. S. Sikora, On Conway algebras and the Homflypt polyno-
mial, J. Knot Theory Ramifications 6(6), 1997, 879–893.
[Ste] S. K. Stein, On the foundations of quasigroups, Trans. Amer.
Math. Soc., 85, 1957, 228-256.
[Su] A. K. Sushkevich - The theory of generalized groups, Harkov-
Kiev, ONTI, 1937 (in Russian: Teoriya obobshchennyh
grupp).
[Tak] M. Takasaki, Abstraction of symmetric transformation, (in
Japanese) Tohoku Math. J., 49, 1942/3, 145-207; translation
to English is being prepared by S. Kamada
[Toy-1] K. Toyoda, On axioms of mean transformations and auto-
morphic transformations of Abelian groups, Tohoku Math.
J., 46, 1940, 239-251.
[Toy-2] K. Toyoda, On affine geometry of abelian groups, Proceedings
of the Imperial Academy, Volume 16(5), 1940, 161-164.
[Toy-3] K. Toyoda, On linear functions of abelian groups, Proceedings
of the Imperial Academy, Volume 16(10), 1940, 524-528.
[Toy-4] K. Toyoda, On axioms of linear functions, Proceedings of the
Imperial Academy. Volume 17, Number 7 (1941), 221-227
[This-1] M. B. Thistlethwaite, Knot tabulations and related topics,
Aspects of topology, LMS Lecture Notes Series, 93 (1985),
1-76.
BIBLIOGRAPHY 109
[This-2] M. B. Thistlethwaite, Knots to 13 crossings, Math. Comp.,
[This-3] M. B. Thistlethwaite, A spanning tree expansion of the Jones
polynomial, Topology, 26 (1987), 297-309.
[This-4] M. B. Thistlethwaite, Kauffman polynomial and alternating
links, Topology, 27, 1988, 311-318.
[This-5] M. B. Thistlethwaite, On the Kauffman polynomial of an
adequate link, Invent. Math., 93 (1988), 285-296.
[Tr] A. G. Tristram, Some cobordism invariants for links, Proc.
Cambridge Phil. Soc. 66(1969), 251-264.
[Tu-1] V. G. Turaev, The Yang-Baxter equation and invariants of
links, Invent. Math., 92(1988), 527-553.
[Tu-2] V. G. Turaev, Skein quantization of Poisson algebras of loops
on surfaces, Ann. Scient. E´c. Norm. Sup., 4(24), 1991, 635-
704.
[Va-1] V. A. Vassiliev, Cohomology of knots spaces, in “Theory of
singularities and its applications (ed. V.I.Arnold)”, Advanced
in Soviet Math., Vol.1 AMS,1990, 23-69.
[Vi] O. Ya. Viro, Letter of September 1985.
[Wis] M. Wi´sniewska, Zwia¸zek sygnatury we¸z lo´w z wielomianem
Conwaya, in Polish, (A connection between the signature and
the Conway polynomial), Uniwersytet Warszawski, Master
Degree Thesis, 1992.
