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We prove a conjecture of R. Chapman asserting that, for any prime
p ≡ 3 (mod 4), the determinant of the p+1
2
× p+1
2
matrix C = (Cij)
with Cij =
(
j−i
p
)
is always 1.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Let p be a prime and
( ·
p
)
denote the Legendre symbol. Chapman [3] studied various determinants
of matrices formed by these symbols. In particular, he considered the square matrix C = C(p) of size
p+1
2
with Cij =
(
j−i
p
)
and conjectured [5] that det C = 1 for p≡ 3 (mod 4). See [3,4] formotivation and
further details. Chapman verified his conjecture for p<1000. The sequence det C(p) for arbitrary odd
primes p appears as A179071 in the On-line Encyclopedia of Integer Sequences [1]. This open question
was also included in [2] as Problem 10. Apparently the problem turned out to be rather difficult
and no approach has been found so far. By this reason Chapman even called it “the evil determinant
problem” [5].
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The main aim of this paper is to prove Chapman’s conjecture.
Theorem 1. For any prime p ≡ 3 (mod 4), we have det C = 1.
Our proof is divided into two steps. First, we decompose C into a product of several matrices; see
Theorem 2 below, which is also of independent interest. Second, we evaluate the determinants of the
matrices involved in the above-mentioned decomposition.
To state Theorem 2 we must introduce some notation. Set n = (p − 1)/2. Let ζ be a primitive pth
root of unity. For the sake of simplicity of notation, it will be more convenient to enumerate rows and
columns of the matrices under consideration starting from 0.
Let us consider the following three matrices U, V , and D:
Uij =
(
i
p
)
ζ−j−2i −
(
j
p
)
ζ−2j−i
ζ−i−j −
(
i
p
)(
j
p
) , 0 ≤ i, j ≤ n,
Vij = ζ 2ij, 0 ≤ i, j ≤ n,
Dii =
∏
0≤k≤n
k =i
1
ζ 2i − ζ 2k , 0 ≤ i ≤ n,
Dij = 0, i = j.
In particular, D is diagonal and V is a symmetric Vandermonde-type matrix. Finally, let τ be the
Gauss sum
τ =
p−1∑
k=1
(
k
p
)
ζ 2k.
Theorem 2. For any prime p such that p ≡ 3 (mod 4), we have
C = −τζ−(p+1)/4 · VDUDV . (1)
2. Matrix decomposition
We start with some useful observations we need later. If we set
g(x) = ∏
0≤k≤n
(x − ζ 2k),
then the diagonal entries of D can be represented in an alternative way as
Dii = 1
g′(ζ 2i)
.
Using the Lagrange interpolation formula we have that, for any polynomial f of degree less than n+ 1,
f (x)
g(x)
=
n∑
r=0
1
g′(ζ 2r)
· f (ζ
2r)
x − ζ 2r .
Therefore, for any x different from the roots of g,
n∑
r=1
1
g′(ζ 2r)
· f (ζ
2r)
x − ζ 2r =
f (x)
g(x)
− 1
g′(1)
· f (1)
x − 1 . (2)
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Finally,(
ζ a −
(
k
p
)(
r
p
))(
ζ a +
(
k
p
)(
r
p
))
= ζ 2a − 1, provided p  k and p  r. (3)
Proof of Theorem 2. Let B = VDUDV . We have,
Bij =
n∑
k=0
n∑
r=0
ζ 2ki+2rj · 1
g′(ζ 2k)
· 1
g′(ζ 2r)
·
(
k
p
)
ζ−r−2k −
(
r
p
)
ζ−2r−k
ζ−k−r −
(
k
p
)(
r
p
) .
The term corresponding to k = r = 0 in the above sum vanishes. We split the remaining terms into
three groups depending on whether k = 0, or r = 0, or k = 0, r = 0. More precisely,
Bij = s0 + s1 + s2,
where
s0 = − 1
g′(1)
n∑
r=1
(
r
p
)
· ζ
(2j−1)r
g′(ζ 2r)
,
s1 = 1
g′(1)
n∑
k=1
(
k
p
)
· ζ
(2i−1)k
g′(ζ 2k)
,
s2 =
n∑
k=1
n∑
r=1
ζ 2ki+2rj · 1
g′(ζ 2k)
· 1
g′(ζ 2r)
·
(
k
p
)
ζ−r−2k −
(
r
p
)
ζ−2r−k
ζ−k−r −
(
k
p
)(
r
p
) .
Notice that ζ−2k−2r = 1 for 1 ≤ k, r ≤ n. Thus, using (3) we obtain that
s2 =
n∑
k=1
n∑
r=1
ζ 2ki+2rj
g′(ζ 2k)g′(ζ 2r)
·
(
ζ−k−r +
(
k
p
)(
r
p
)) ((
k
p
)
ζ−r−2k −
(
r
p
)
ζ−2r−k
)
ζ−2k−2r − 1
=
n∑
k=1
n∑
r=1
ζ 2ki+2rj
g′(ζ 2k)g′(ζ 2r)
·
(
k
p
)
(ζ−2r−3k − ζ−2r−k) +
(
r
p
)
(ζ−r−2k − ζ−3r−2k)
ζ−2k−2r − 1
= s3 + s4,
where
s3 =
n∑
k=1
n∑
r=1
(
k
p
)
ζ 2ki+2rj
g′(ζ 2k)g′(ζ 2r)
· ζ
−2r−3k − ζ−2r−k
ζ−2k−2r − 1
=
n∑
k=1
n∑
r=1
(
k
p
)
ζ 2ki+2rj
g′(ζ 2k)g′(ζ 2r)
· ζ
−3k − ζ−k
ζ−2k − ζ 2r ,
s4 =
n∑
k=1
n∑
r=1
(
r
p
)
ζ 2ki+2rj
g′(ζ 2k)g′(ζ 2r)
· ζ
−r−2k − ζ−3r−2k
ζ−2k−2r − 1
=
n∑
k=1
n∑
r=1
(
r
p
)
ζ 2ki+2rj
g′(ζ 2k)g′(ζ 2r)
· ζ
−r − ζ−3r
ζ−2r − ζ 2k .
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If k runs through 1, . . . , n, then −2k (mod p) runs through odd integers p − 2, p − 4, . . . , 3, 1. In
particular, ζ−2k is not a root of g. To evaluate s3 we make summation with respect to r first and use
(2) for f (x) = xj substituting x = ζ−2k:
s3 =
n∑
k=1
(
k
p
)
ζ 2ki
g′(ζ 2k)
(
ζ−3k − ζ−k
) ( n∑
r=1
1
g′(ζ 2r)
· ζ
2rj
ζ−2k − ζ 2r
)
=
n∑
k=1
(
k
p
)
ζ 2ki
g′(ζ 2k)
(
ζ−3k − ζ−k
) ( ζ−2kj
g(ζ−2k)
− 1
g′(1)
· 1
ζ−2k − 1
)
=
n∑
k=1
(
k
p
)
ζ 2k(i−j)(ζ−3k − ζ−k)
g′(ζ 2k)g(ζ−2k)
− 1
g′(1)
n∑
k=1
(
k
p
)
ζ (2i−1)k
g′(ζ 2k)
=
n∑
k=1
(
k
p
)
ζ 2k(i−j)(ζ−3k − ζ−k)
g′(ζ 2k)g(ζ−2k)
− s1.
We evaluate s4 in the same way but now we sum with respect to k first and substitute x = ζ−2r into
(2) for f (x) = xi. As a result,
s4 =
n∑
r=1
(
r
p
)
ζ 2r(j−i)(ζ−r − ζ−3r)
g′(ζ 2r)g(ζ−2r)
− s0.
Therefore,
Bij =
n∑
k=1
(
k
p
)
ζ 2k(i−j)(ζ−3k − ζ−k)
g′(ζ 2k)g(ζ−2k)
+
n∑
r=1
(
r
p
)
ζ 2r(j−i)(ζ−r − ζ−3r)
g′(ζ 2r)g(ζ−2r)
=
n∑
k=1
(
k
p
)
(ζ 2k(i−j) − ζ−2k(i−j))(ζ−3k − ζ−k)
g′(ζ 2k)g(ζ−2k)
.
Nowwe evaluate the denominator of each term. Recall that n = (p−1)/2, so (−1)n+1 = (−1)(p+1)/2
= 1 if p ≡ 3 (mod 4). We have
g′(ζ 2k)g(ζ−2k) = ∏
0≤t≤n
t =k
(ζ 2k − ζ 2t) ∏
0≤t≤n
(ζ−2k − ζ 2t)
= (−1)n+1(ζ−2k)n+1(ζ 2)(0+1+···+n) ∏
0≤t≤n
t =k
(ζ 2k − ζ 2t) ∏
0≤t≤n
(ζ 2k − ζ−2t)
= ζ−k(p+1)ζ (p2−1)/4(ζ 2k − 1) ∏
0≤t≤p−1
t =k
(ζ 2k − ζ 2t)
= ζ−kζ−(p+1)/4(ζ 2k − 1)((xp − 1)′)|x=ζ 2k
= pζ−3kζ−(p+1)/4(ζ 2k − 1).
Using this together with the fact that
( ·
p
)
is an odd character for p ≡ 3 (mod 4), we continue as
follows:
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Bij = −ζ
(p+1)/4
p
n∑
k=1
(
k
p
)
(ζ 2k(i−j) − ζ−2k(i−j))
= −ζ
(p+1)/4
p
n∑
k=1
((
k
p
)
ζ 2k(i−j) +
(−k
p
)
ζ−2k(i−j)
)
= −ζ
(p+1)/4
p
p−1∑
k=1
(
k
p
)
ζ 2k(i−j)
=
(
j − i
p
)
ζ (p+1)/4
p
p−1∑
r=1
(
r
p
)
ζ 2r =
(
j − i
p
)
ζ (p+1)/4τ
p
.
Since τ 2 = −p for p ≡ 3 (mod 4) (e.g., see [6, Chapter 6]), we conclude that
−ζ−(p+1)/4τBij =
(
j − i
p
)
= Cij,
which completes the proof. 
Remark 1. The readermay ask howdecomposition (1)was found. Itwas observed experimentally that
non-diagonal entries of τV−1CV−1 are units inZ[ζ ]. In particular, onemay expect that they have some
“nice” expressions as products of powers of units ζ , (1 − ζ 2)/(1 − ζ ), . . . , (1 − ζ (p−1)/2)/(1 − ζ ).
Further experiments with small values of p led to the discovery of the exact shape of the factor U.
3. Evaluation of the determinant
Lemma 1. For p ≡ 3 (mod 4), we have det C = 1 if and only if det U is invertible in Z[ζ ].
Proof. Let us recall somewell-known facts about the arithmetic of the ringZ[ζ ]. The reader may find
further details in [6, Chapter 13]. The ideal (1− ζ ) is prime in Z[ζ ] and p = α(1− ζ )p−1, where α is
a unit in Z[ζ ]. Since τ 2 = −p and n = (p − 1)/2, we have that τ = β(1 − ζ )n, where β ∈ (Z[ζ ])∗.
Finally, (1 − ζ a)/(1 − ζ ) is invertible in Z[ζ ] provided p  a.
Taking the determinants of both sides in (1) we have that
det C = (−τ)n+1ζ−(p+1)(n+1)/4(det V)2(det D)2 det U,
where
det V = ∏
0≤i<j≤n
(ζ 2j − ζ 2i)
is the Vandermonde determinant. It follows from the definition of D and the above observations that
(−τ)n+1ζ−(p+1)(n+1)/4(det V)2(det D)2 ∈ (Z[ζ ])∗.
Therefore, det C is invertible in Z if and only if det U is invertible in Z[ζ ]. On the other hand,
( ·
p
)
is
an odd character for p ≡ 3 (mod 4). Hence, C is skew-symmetric and det C is always a square in Z.
Therefore, det C = 1 if and only if det U ∈ (Z[ζ ])∗. 
Proof of Theorem 1. Let G be the following diagonal matrix:
G00 = 1, Gii =
(
i
p
)
ζ i, i = 1, . . . , n
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and set
W = −GUG. (4)
Clearly,
det U ∈ (Z[ζ ])∗ if and only if detW ∈ (Z[ζ ])∗. (5)
By a direct computation,W00 = 0,
W0j = 1, j = 1, . . . , n,
Wi0 = −1, i = 1, . . . , n,
Wij =
(
i
p
)
ζ i −
(
j
p
)
ζ j
1 −
(
i
p
)(
j
p
)
ζ i+j
, i, j = 1, . . . , n.
Thus,W is a special case of skew-symmetric matrices considered by Stembridge [8] and Laksov et al.
[7]. Namely, for an even m, let Z = Z[x0, . . . , xm−1] be the matrix with Zij = (xi − xj)/(1 − xixj). In
particular, ourW corresponds tom = n + 1 and the choice x0 = 1, xi =
(
i
p
)
ζ i, i = 1, . . . , n.
The following result is due to Stembridge [8, Proposition 2.3(e)] and Laksov et al. [7].
Lemma 2 [7,8]. Let m be even and Z[x0, . . . , xm−1] be as above. Then
Pf(Z[x0, . . . , xm−1]) =
∏
0≤i<j≤n
xi − xj
1 − xixj . (6)
In our case each term (xi − xj)/(1 − xixj) can be written in the form ±ζ a(1 − ζ b)/(1 − ζ c),
where  = ±1 and p  b, p  c. Since (1 − ζ t)/(1 − ζ ) is a unit in Z[ζ ] provided p  t (e.g., see
[6, Chapter 13]), it follows that (1− ζ b)/(1− ζ c) is also a unit. Applying Lemma 2 and the identity
detW = (Pf(W))2 together with (5) and Lemma 1, we complete the proof. 
Remark 2. Since Lemma 2 provides an explicit formula for the determinant, it is also possible to give
a direct proof of Theorem 1 by using (1), (4), (6) and the well-known factorization of the Gauss sum
(e.g., see [6, Chapter 6]) and then showing that all factors cancel. However, showing cancellation may
take some efforts, that is why we prefer a less straightforward but shorter proof based on Lemma 1.
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