Razširjeni porazdeljeni aplikacijski okvir za IoT naprave z nizko komunikacijsko hitrostjo by DOLENC, DEJAN
Univerza v Ljubljani 




APLIKACIJSKI OKVIR ZA IOT 
NAPRAVE Z NIZKO 
KOMUNIKACIJSKO HITROSTJO 
Diplomsko delo univerzitetnega študija prve stopnje 
 
 
Mentor: prof. dr. Andrej Kos 
 
Ljubljana, 2019  
   
Acknowledgement 
I would like to thank prof. dr. Andrej kos and dr. Matevž Pustišek who have, through their 
advice, guidance, and many corrections, helped me immensely during my work on this thesis. 
I would also like to thank my girlfriend Eva for her support and motivation, as well as her help in 
the design of the thesis, and my friend Anja for proof reading it. 
Then there's my family, whom I would like to thank for all their support, which started long 










1 Introduction 14 
2 Using existing protocols for IoT 17 
2.1 IoT connectivity and communication networks 17 
2.1.1 Long Range Wide Area Network 17 
2.1.2 Narrowband Internet of Things 18 
2.2 IoT application protocols 18 
2.2.1 HyperText Transfer Protocol 18 
2.2.2 Web Socket 18 
2.2.3 Constrained Application Protocol 19 
2.2.4 Message Queuing Telemetry Transport 20 
2.3 IoT application development and external APIs 20 
2.3.1 Representational State Transfer 21 
2.3.2 Stateful vs. stateless 21 
2.3.3 Redundant data 23 
2.3.4 GraphQL 25 
2.4 Encoding 25 
3 Blockchain IoT applications 27 
3.1 Blockchain application architecture 27 
3.2 Ethereum client on the device 29 
3.3 Server-side Geth with HTTP connection 29 
5 
3.4 Web Sockets 30 
4 LDAF – Low-bandwidth Distributed Application Framework 31 
4.1 Blockchain applications 32 
4.2 Design and implementation 33 
4.2.1 Connection 34 
4.2.2 Service 35 
4.2.3 Types 36 
4.2.4 Encoding 36 
4.2.5 Processes within LDAF 37 
4.2.5.1 Connecting 37 
4.2.5.2 Requests 38 
4.2.5.3 Disconnecting 38 
4.3 Use case evaluation and results 39 
4.3.1 Use cases 39 
4.3.1.1 Case 1: Swether 39 
4.3.1.2 Case 2: Slovenian national weather service 40 
4.3.1.3 Case 3: DNS 41 
4.3.1.4 Case 4: Hasher 42 
4.3.2 LDAF server performance 42 
5 LDAF Platform as a Service 44 
5.1 Problems 44 
5.2 User interface 45 
5.3 Performance - scaling 45 
5.4 User-generated code 46 
5.5 Monetization 47 






Figure 1 Simplified IoT architecture [2] ........................................................................................ 14 
Figure 2 Complex IoT architecture by IBM [3] ............................................................................ 15 
Figure 3 Polling vs push [29]......................................................................................................... 22 
Figure 4 Section of a response from the Slovenian national weather service API ........................ 24 
Figure 5 DApp Architecture [41] .................................................................................................. 28 
Figure 6 Swether architecture [42] ................................................................................................ 29 
Figure 7 LDAF Class diagram ....................................................................................................... 34 
Figure 8 Minimal example of a Service ........................................................................................ 35 
Figure 9 Order of use for different LDAF server components ...................................................... 37 
Figure 10 LDAF request processing .............................................................................................. 38 
Figure 11 Swether [42] .................................................................................................................. 39 





Table 2 LDAF and competitors feature comparison ..................................................................... 31 





Acronym Full name 
API Application Programming Interface 
BC Blockchain 
BT Bluetooth 
CoAP Constrained Application Protocol 
CPU Central Processing Unit 
DApp Distributed Application 
DNS Domain Name Service 
HTTP Hypertext Transfer Protocol 
I/O Input/Output 
IoT Internet of Things 
JSON JavaScript Object Notation 
LDAF Low-bandwidth Distributed Application 
Framework 
LoRaWAN Long Range Wireless Area Network 
LPWAN Low-Power Wide Area Network 
LTE Long-Term Evolution 
M2M Machine to Machine  
MQTT Message Queue Telemetry Transport 
NB-IoT Narrowband - Internet of Things 
OSI Open Systems Interconnection 
PaaS Platform as a Service 
RC Remote Procedure Call 
REST Representational State Transfer 
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SC Smart Contract 
SOAP Simple Object Access Protocol 
TCP Transmission Control Protocol 
UDP Universal Datagram Protocol 
URL Universal Resource Locator 
UX User Experience 
WS Web Socket 




IoT naprave imajo pogosto omejene sistemske vire in komunikacijske zmožnosti. Med razvojem 
aplikacij za te naprave je potrebno upoštevati te omejitve tudi ko se načrtuje API-je. Ti API-ji so 
pogosto načrtovani za spletne vmesnike, v katerih so prioritete zelo drugačne. Zanašajo se lahko 
na povpraševanje (polling), možnost večih zahtevkov in podobno, kar jih naredi precej 
neučinkovite. Za IoT aplikacije se potrebuje bolj specializirane in učinkovite API-je. Med 
drugim tudi tiste, ki uporabljajo posebne tehnologije za zmanjševanje porabe električne energije 
in bolj učinkovite protokole čez celoten aplikacijski sklad. 
LDAF je zasnovan tako, da aplikacije na nek način razdeli med odjemalcem in strežnikom (ali 
večimi strežniki), ter ju poveže z zelo optimizirano podatkovno povezavo, ki uporablja 
učinkovite protokole, ki so bili načrtovani za IoT, binarno kodiranje na osnovi sheme (schema-
based encoding). Na ta način lahko funkcije, ki zahtevajo intenzivno obdelavo ali pa pridobivajo 
podatke iz neoptimiziranih virov, prestavimo na strežnik in samo rezultate prenesemo do 
preostale aplikacije. S tako arhitekturo lahko s pomočjo LDAF izvedemo posebne aplikativno 
usmerjene optimizacije. To ima lahko še bolj občuten vpliv, če je odjemalska naprava zelo 
omejena, kar se tiče komunikacije ali sistemskih virov. 
To je še bolj pomembno, če govorimo o decentraliziranih aplikacijah, ki uporabljajo Blockchain 
tehnologije. Te so zasnovane z popolnoma drugačnimi zahtevami, zaradi katerih jih je težko 
implementirati na IoT napravah. Z LDAF je ta process pomembno lažji. 
Programsko ogrodje smo testirali v različnih primerih. Naredili smo API za računanje prstnega 
odtisa (hash) podatkov, da smo raziskali možnost prenašanja procesorsko zahtevnih funkcij na 
strežnik, DNS storitev in posredovalec za vremenske podatke, s katerim smo testirali potencial 
zmanjševanja količine prenesenih podatkov z selektivnim pošiljanjem. Naš glavni primer je bil 
Swether, ki je IoT naprava, ki uporablja Blockchain tehnologije. Ta je vedno zahteval hitro in 
stabilno podatkovno povezavo, ter precej zmogljivo strojno opremon in se je z uporabo LDAF-a 
se je podatkovni promet, poraba sistemskih virov in velikost kode občutno zmnjšala. 
Dokazali smo, da LDAF deluje v skladu s pričakovanji. Z njim lahko ustvarimo specializirane 
API-je, s katerimi lahko zelo zmanjšamo porabo sistemskih virov in podatkovni promet, brez 
oviranja delovanja aplikacije. 
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Z razvojem »oblačne arhitekture«, kontejnerjev in zanesljivih ponudnikov oblačne infrastrukture 
se razvijalci vedno bolj pogosto odločajo za že razvito strojno opremo, storitve in platforme. S 
tem si zmanjšajo začetno ceno svoje aplikacije, povečajo skalabilnost in se lažje fokusirajo na 
razvoj namesto na infrastrukturo. Posebna različica LDAF bi lahko bila prilagojena takem 
delovanju. Postala bi lahko platforma za razvoj modernih distribuiranih aplikacij z vsemi 
možnostmi prilagoditve kot samostojna različica, a z zelo dobro skalabilnostjo in lahko uporabo. 
Ključne besede: Programsko ogrodje, aplikacija, IoT, Blokovne verige, nizka podatkovna 




IoT devices often have severe system resource and communication limitations. When developing 
IoT applications these limitations affect the design of APIs that are used. Commonly, APIs are 
designed for the web, in which the API design priorities are very different. Using them in IoT 
applications can lead to very high overhead due to things like polling, multiple requests, and 
unneeded data. For these applications more specialized, streamlined, and efficient APIs are 
required. This includes the use of special low-power networks and more efficient protocols in the 
entire application stack. 
LDAF is designed to allow applications to, in a way, be split between a device and server (or 
multiple servers), with a highly optimized data link, which uses low-overhead protocols and 
binary schema-based encoding, between them. This means that functions that require heavy 
processing or fetch data from unoptimized sources can be moved to the server and only transfer 
the results to the rest of the application. This special architecture allows LDAF to make special 
application-aware optimizations as well as data pre-processing. This can have a tremendous 
effect when it is running on a device with constrained system resources, like an IoT device. 
It is especially valuable with Blockchain-based decentralized applications. They are designed 
with an entirely different set of requirements and considerations, which makes them very 
difficult to implement on IoT devices. LDAF makes this considerably easier. 
We have tested the framework in a number of different use cases. We made a hashing service to 
test the potential of offloading the CPU-intensive task to the server, a DNS service, and a 
weather data proxy to test the potential data savings of cherry-picking request data. Our main use 
case was Swether, which is a Blockchain-based distributed IoT application that has traditionally 
required a fast and stable internet connection along with capable hardware, but with LDAF its 
network traffic, CPU load, and code size have been dramatically reduced. 
LDAF has been proven to work as expected. It allows us to easily make highly specialized APIs 
that greatly reduce both data and system resource usage of client devices without sacrificing 
functionality. 
With the rise of the cloud, containers, and reliable infrastructure services, developers are using 
hardware, services, and platforms made by other companies to reduce upfront costs, increase 
scalability, and maintain their focus on their application instead of the infrastructure. We believe 
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a version of LDAF could be made into such a service, offering extreme scalability and ease of 
use, while maintaining the level of customization of the standalone version. 
Key words: Framework, application, IoT, Blockchain, Low bandwidth, API, protocol 
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1 Introduction 
The Internet of Things (IoT) [1] is currently one of the fastest evolving areas in the tech world. It 
is comprised of several layers [2], [3], as shown in Figures 1 and 2. The first and most noticeable 
is the perceptual layer. It is a massive amount of small computers with sensors, input/output 
(I/O) devices and modules for interacting with the physical world attached to them. The second 
layer, the network layer [4], is the communications infrastructure and technologies needed to 
control these devices and collect the data gathered by them. Data on its own is quite useless, so 
in the third layer, the application layer, this data is analyzed and presented. The value of knowing 
everything about our environment simply cannot be understated. With these systems we can 
optimize and improve everything about our lives and environment. 
 
Figure 1 Simplified IoT architecture [2] 
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Figure 2 Complex IoT architecture by IBM [3] 
Blockchain (BC) networks are a form of distributed and secure data storage, mostly known for 
cryptocurrencies, like Bitcoin [5]. Newer BC technologies and networks, such as Ethereum [6], 
feature processing and application logic capabilities. These enable a new set of applications and 
services to be built to take advantage of the unique strengths of BC technologies and networks. 
These technologies, as well as their usage in IoT, are discussed in chapter 5. 
Due to the cost, physical size, power consumption, deployment location, and other factors, IoT 
solutions use small, low power devices, which use low power wireless networks. These devices 
can be battery or solar powered and left unattended for years. The networks they use are 
designed to work at long ranges without high-power transmitters. This could be Bluetooth Low 
Energy (BLE), Long-Range Wide Area Network (LoRaWAN), NarrowBand-IoT (NB-IoT), and 
others [4]. These networks maintain the range and coverage of their non-IoT-focused 
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counterparts, like Long-Term Evolution (LTE), but sacrifice their data rate in order to reduce 
transmission power. 
These limitations force developers to take extra steps when creating applications. The code must 
be as small as possible, they need to avoid heavy processing, and use APIs that are efficient 
enough to function reliably given the network properties. Using generic, third-party APIs, which 
have become popular in recent years, can make it very difficult to satisfy these requirements. 
Existing networking and application protocols are discussed in chapter 4. 
During our work with Ethereum on IoT [7] devices we encountered a system resource problem 
[8] where the IoT device we were using, a Raspberry Pi 3 B, which is relatively powerful, was 
not able to properly handle the Ethereum client. Furthermore, the client was constantly using 
2.5kB/s to keep in sync with the network, which is too much for an IoT device This forced us to 
reconsider the architecture we were using. 
Our solution was to move the section of our application that is responsible for communicating 
with these APIs and interpreting their responses to a server (or multiple servers, hence the term 
Distributed Application) and optimize the connection between them as much as possible. 
We designed a framework that makes building applications such as this as easy as possible. It’s 
descriptively called the Low-bandwidth Distributed Application Framework (LDAF) [9]. 
LDAF uses several methods to optimize an application’s data usage [9]. Firstly, it reduces 
communication overhead by using more efficient communication protocols and moving things 
like the identifier of resources to fetch elsewhere. Secondly, it sends only the data that is actually 
needed by the application, adapting the API to the application’s needs. Thirdly, the data itself is 
compressed using highly efficient schema-based encoding. And finally, the fact that it allows 
some application logic to be moved to the server, which enables things like combining multiple 
requests or heavy processing. The results are in chapter 6.3  
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2 Using existing protocols for IoT 
APIs for the Web are designed to be generic and easy to understand, as well as flexible and 
extensible. As a tradeoff, they are not as efficient, requiring more data to be transferred and more 
software to interpret that data. This is undesirable for IoT applications. 
LDAF is designed with IoT in mind and uses, or is designed to use, suitable technologies 
throughout the stack. From low-power networks, like LoRaWAN and NB-IoT, to binary 
encoding, which is efficient and easy to encode/decode, and application-level features, like 
selective data transfer and application logic optimizations. 
2.1 IoT connectivity and communication networks 
2.1.1 Long Range Wide Area Network 
Long Range Wide Area Network (LoRaWAN) [10], is one of the most well-known Low-Power 
Wide Area Networks (LPWAN). It was developed as a low power, long range wireless network 
for constrained and battery-powered devices. To this end it uses relatively wide 250kHz (or 
125kHz) frequency bands, chirp modulation and very low data rates, up to 50kb/s. With these 
measures small, battery-powered devices can communicate at distances of up to 20km, making 
LoRaWAN very appealing for many IoT applications. Another important property is that it uses 
unlicensed frequency bands, allowing for private networks with targeted coverage in specific 
areas. 
The low data rate and LoRaWAN’s maximum payload length of 243B show the importance of 
data compression and optimization. Even simple requests to a generic REST API (if we were to 
simply forward the payload from HTTP to LoRaWAN) would go over this limit or have 
problems being sent or received. 
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2.1.2 Narrowband Internet of Things 
Narrowband - Internet of Things (NB-IoT) [4], [11], [12] is a standardized technology designed 
to support many (IoT) devices, which create fairly little data traffic per device, and do so with 
great energy efficiency. 
These devices should work on their batteries alone for up to 10 years, so the communications, as 
well as other aspects, need to be as energy efficient as possible. NB-IoT uses 200kHz GSM 
bands, although it is also possible for it to use a LTE network, and is designed around infrequent 
bursts of network usage, which means that power hungry or expensive electronics are not needed 
to power it. That, combined with a low transmission power, allows NB-IoT to reach its battery 
life and cost goals. 
2.2 IoT application protocols 
2.2.1 HyperText Transfer Protocol 
HyperText Transfer Protocol (HTTP), [13], [14] is an application level framework widely used 
to move data around the Web (including the REST API) with the (now standard) request-
response method. HTTP has been in use for a long time, and it will likely be around in some 
form or another (HTTP2) for the foreseeable future. It is used in a wide variety of cases, and in 
many if not most modern applications. 
If we consider the design of HTTP it quickly becomes apparent that efficiency in terms of header 
size (overhead) was not a priority in its design. These headers are typically a few hundred bytes, 
which are used for a variety of useful and valuable information, which is required for the Web. 
HTTP simply was not designed for IoT devices, which have different challenges and priorities, 
particularly when it comes to data efficiency. 
2.2.2 Web Socket 
Web Sockets (WS) [15] is the standard way to handle duplex communication on the web. It was 
created to provide an alternative to “hacks” like long-polling [16], which is a way to imitate 
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actual duplex communication by sending a HTTP request and then delaying the response until 
the server decides it is time to push data. 
A Web Socket is opened by sending a HTTP request with an “Upgrade: websocket” header. 
After that, a handshake is performed, and the TCP connection kept open, allowing either the 
server or the client to send data. 
Web Sockets have several advantages over protocols like HTTP. Firstly, and most importantly, 
they support full-duplex communication. This is extremely useful for keeping the client-side 
application state synced with the server. This is also done with no extra latency. Secondly, after 
the initial handshake the headers and overhead on each message are minimal, making for very 
efficient communication. 
They are not perfect, however, and the main downside is that this connection needs to be 
maintained. This can be very challenging, especially when the client is constantly switching 
networks, for example when driving. 
2.2.3 Constrained Application Protocol 
Constrained Application Protocol (CoAP) [17]–[19] is a simplified and highly efficient version 
of HTTP. It uses very similar request/response codes and methods, making them highly 
compatible, but lacks many headers that are not needed for M2M communication and IoT 
devices. Another difference is that HTTP uses TCP, while CoAP uses UDP with DTLS [20] to 
handle reordering, authentication and security. This allows CoAP to work over networks where 
HTTP (TCP) would struggle to complete a handshake. 
CoAP is a great choice for applications with low-power IoT devices running on constrained 
networks. It’s very reliable and with low overhead, but without duplex communication, meaning 
that a device that uses CoAP for communication will have to poll for events, adding 
communication overhead and latency. How much of a problem this is depends entirely on the 
application. 
CoAP is not a competitor to LDAF, as they work on different layers. It would make a lot of 
sense to integrate it into LDAF. 
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2.2.4 Message Queuing Telemetry Transport 
Message Queuing Telemetry Transport (MQTT) [21] is a broker-based publish-subscribe 
messaging system. It was designed mainly for constrained devices, such as IoT devices, where 
bandwidth is also an issue. It uses TCP-IP as a transport mechanism. 
When a device wants to send a message to another device (or server) using MQTT it sends that 
message to the message broker, which then forwards it to all devices (or servers) that have 
subscribed to that message topic. 
MQTT is an extremely efficient messaging protocol with very small headers and duplex 
communication. The downside is that it requires a TCP tunnel to be maintained between devices, 
as well as a message broker, increasing application complexity. It is not a competitor to LDAF as 
it does not work on the application layer, but it is a great LDAF integration candidate. 
2.3 IoT application development and external APIs 
One way to look at APIs in general is how specialized they are. An API that is specifically 
designed for an application can do things like cherry-picking data, encoding it in sub-byte values, 
parsing and serializing data extremely quickly, but it has to be developed, is difficult to 
document, and cannot be reused without modification. More general APIs use standard 
communication protocols, standard encoding mechanisms, and common architectural patterns, 
making them easy to understand and work with. However, they cannot make any assumptions 
about their clients, need to give them as much data as they can, rather than only as much as they 
need. These are the extremes, but there is a whole spectrum of different API specialization 
levels. From a standard, open REST API to highly optimized IoT-focused APIs designed to save 
as many bits as possible. 
Creating software that needed a server/database on the internet a few years ago, they would have 
to set up their own. Buying or renting servers and setting up software that they have bought or 
written themselves. 
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Nowadays many applications and devices are using external, third party services and APIs to 
function. This approach allows developers to set up their “servers” easily and with no upfront 
costs. They can also be up (or down) scaled at will. 
Here are some examples of generic APIs designed to be used in other applications: 
- ThingSpeak [22], an IoT data aggregation platform, 
- MongoLab [23], a database-as-a-service platform,  
- Heroku [24], an application backend hosting service 
- Arso [25] and OpenWeatherMap [26], which are different weather services. 
One of the problems with using these services is that the APIs are designed to be easy to use, not 
efficient in terms of data usage. Because they don’t know exactly what data applications will 
need, so they send everything they can. 
2.3.1 Representational State Transfer 
The Representational State Transfer (REST API) [27] is the most common type of API. It carries 
data using JavaScript Object Notation (JSON) over HTTP. To define exactly what data to 
interact with and what to do with it, the request URL path and HTTP method is used. It also uses 
HTTP headers for things like access control. 
For example: To get information about a user, we would send a HTTP GET request to <base 
URL of the API>/users/<id of the user>, and the server would return the data in JSON. To delete 
that user from we would send a HTTP DELETE request to the same URL. 
2.3.2 Stateful vs. stateless 
Most APIs nowadays (like the REST API) are stateless. This means that there is no state stored 
between sessions (apart from what has been written in the database) and no connection kept 
open. Every API call is completely standalone. 
This method has a few advantages, mainly lower server resource usage, but it does mean that 
every request sent to the server must include all the information necessary for the server to 
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process it. Everything from the API endpoint and input parameters to authentication, usually in 
the form of an API key or token. This information can amount to hundreds of bytes or even 
multiple kilobytes [28]. 
On the other hand, if a client connects to the server and then the connection is maintained we can 
send much of the identification and authentication data only when connecting, rather than with 
every request. The server can also use what it knows or has “learned” about the client to reduce 
the number of required input parameters and this way saves more data. 
It’s important to note that to maintain a connection both devices must have a communication 
channel that they can associate with the other device and that whatever they send through that 
channel will reach that device. This is covered in more detail in the Connections section. 
 
Figure 3 Polling vs push [29] 
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2.3.3 Redundant data 
Another way modern APIs are inefficient is the amount of data they return. 
If we write our own API we can tailor it to return exactly the data our application or device 
needs. If we use a third-party API, it will return all the data an application could need, resulting 
in a far larger response. The developers of these APIs can’t predict what data different 
applications will need, so they just send everything. In Figure 4 we can see an example of this. It 
is a section of the data we get from the Slovenian national weather service API [25] when we 
send a request for the current weather. It contains all kinds of information, including a long title, 
short title, location, links to other forecasts, …. The entire response is nearly 5000 characters 
long. Much of this information is not required by applications, especially ones running on small, 
low-power IoT devices. The API does not have a way to request only specific information. 
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Figure 4 Section of a response from the Slovenian national weather service API 
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2.3.4 GraphQL 
GraphQL [30], [31] is a query language for the web. It allows applications to get more of the 
data they need in a single query without redundant data. This is done by nesting queries and 
selecting only the fields needed.  
Let’s say we want to get the usernames of a user’s friends. A generic REST API will have an 
endpoint with which we can get all the data about a specific user. First we’d have to get that data, 
then loop through the user IDs in that user’s friends list. This would be a number of requests with 
a lot of extra data about the user. Another option would be to implement a special endpoint that 
would handle the query in a single request, but implementing a special endpoint for each case 
like this is bad practice and leads to a complex API. 
With GraphQL we would specify that we only want the friends list of the original user and that 
we want it to populate the friends list with only the usernames of the users in that friends list. We 
would get all the data we need in a single request with very little redundant data. 
While it greatly improves the efficiency of generic APIs it requires a text-based query in the 
request and, at least by default, doesn’t maintain some kind of state to allow it to “understand” its 
clients. 
2.4 Encoding 
Most modern Web-based APIs use either Extensible Markup Language (XML) [32] or 
JavaScript Object Notation (JSON) [33] to serialize data and prepare it for transport. These 
formats are relatively simple specification-wise, especially JSON, human readable, and require 
no prior knowledge to be able to understand them.  
The drawbacks are the efficiency of the encoding and the encoding/decoding difficulty. The fact 
that these formats are text based already causes some loss in efficiency. Realistically they only 
use roughly 60-70 characters of the total 256 states available in 1 byte. Using key-value pairs 
means we have to include the name of a field alongside the value in the field, which is what 
we’re actually interested in. This name often takes up more data than is contained in the field 
itself. The data type of each field must also be recognizable, so that it may be decoded properly. 
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It is common practice to losslessly compress this data after serialization with the goal of reducing 
message size [34]. This does lead to improvements in efficiency, larger messages benefiting 
more than smaller ones, but it doesn’t reach the efficiency of other serialization approaches and 
adds an extra CPU intensive step in message serialization and deserialization. 
If both the server and the client knew exactly what fields a message contains, what order they’re 
in, what they’re called and what data type they are, messages between them don’t need to contain 
this information and can be more efficiently encoded at the binary level. Furthermore, reading 
binary data is much easier for computers than reading text-encoded data. This is the basis of 
schema-based binary encoding and it’s a far more efficient way of encoding data that’s gaining 
traction on the Web [35]. 
Here’s an example. We want to send a small unsigned integer called myNumber. 
JSON: {“myNumber”:234}, size: 16 bytes 
Binary: EA, size: 1 byte for a small integer + possibly some metadata used for message 
identification and decoding. This could be a message type identifier. It could also be read from 
the context. 
This is not new technology. Data was encoded this way before JSON and XML became popular. 
This was before fast and stable internet connections became widespread and encoding scheme 
selection priorities changed. IoT devices, with their limited system resources and connectivity, 
share many of these older design goals and priorities. 
JSON, XML, and other similar encoding schemes are widely used and have clear advantages in 
simplicity, readability, and the fact that no foreknowledge is required to understand them, but 
when efficiency is the goal, schema-based binary encoding is the better choice.  
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3 Blockchain IoT applications 
Traditional applications connect to an API endpoint, which they use to connect to their backend 
logic, database, and other components. This aids the development of these applications, but 
limits their capacity for scalability and introduces a single point of failure [36]. 
IoT applications can be spread across vast amounts of devices, in a large area, posing unique 
scalability and maintenance challenges. Given these circumstances centralized application 
architectures become less desirable than distributed ones [37]. 
One type of distributed application that has become popular recently is the Blockchain-based 
distributed application (Dapp) [38]. The main difference is that the backend is on a Blockchain 
network. Having the application backend running on a “distributed computer” makes these 
applications truly decentralized.  
3.1 Blockchain application architecture 
Backend application code is comprised of Smart Contracts (SC). This is code that is stored in the 
blockchain, which functions similarly to an account, in the sense that it has an address, can 
receive transactions and has its own cryptocurrency balance. The difference is that transactions 
received by the SC can be calls for methods in it. 
Backend calls retrieve information from the blockchain, similar to the way they would if it was a 
traditional database, while calls that modify information on the blockchain are sent as 
transactions to SCs. Applications can also listen for events that are fired by SCs. 
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Figure 5 DApp Architecture [39] 
In terms of the application architecture [7], [40], [41], the front end is basically the same as with 
“normal” applications, but it has to include a blockchain library (or duplicate functionality) to 
properly form transactions and interpret information they receive from the blockchain. Then they 
need some way to securely store the user’s accounts, as well as to sign and send these 
transactions and calls. This is usually done using a browser extension or a separate program. The 
last thing that is needed is a blockchain node. This is software that has some or all of the 
blockchain stored locally and is in constant communication with the rest of the blockchain 
network. They can respond to requests about the state locally, while forwarding transactions to 
the rest of the network. 
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Figure 6 Swether architecture [42] 
3.2 Ethereum client on the device 
The simplest approach is to have the Ethereum client running on the device. This means that no 
special communication techniques are necessary and security is as good as it can possibly be. 
This approach also means that there is no server required anywhere. 
It does have some severe drawbacks. Ethereum clients need to receive information about 
everything that happens on the chain. This means that they need a network connection much 
faster than networks like LoRaWAN and NB-IoT can provide. They also need hardware that is 
fast enough to support them and a lot of storage. These limitations make it impossible to run an 
Ethereum client on anything slower than a Raspberry Pi (and even the Pi has problems syncing at 
times) so smaller, weaker boards like the Arduino, as well as battery-powered implementations, 
immediately become unusable. 
3.3 Server-side Geth with HTTP connection 
First thing we can do to allow IoT devices to use Ethereum is to move the Ethereum client to a 
server and connect to it using “normal” connection types. By doing this the hardware 
requirements of the IoT device become almost completely dependent on the application itself 
and not the communication method needed to move data around. On the server there are virtually 
no limitations to the hardware that the Ethereum client can have access to. This is especially 
important for the storage space. This may seem as a break from the decentralized nature of 
30  3 Blockchain IoT applications` 
 
Ethereum, but the server running Geth has no application logic, no important data, and it doesn’t 
need any kind of special setup. We could install Geth, make it available on the network, and any 
device would be able to connect to it immediately. 
This method showed a 10x drop in data usage for Swether, our blockchain-powered IoT device 
(explained in chapter 6.3.1.1), compared to having the Ethereum node on the device. It also 
caused the device to go from being overloaded to barely utilized, meaning that a much weaker 
device could be used. 
It also showed new ways of reducing data usage. This configuration uses HTTP to “listen” for 
events that happen on the Ethereum network. This means constant polling, resulting in a constant 
flow of 2 messages per second just to find out about new blocks. Being HTTP POST requests 
with a payload and subscription identifiers, these messages were a roughly 300 bytes in size. 
3.4 Web Sockets 
The next logical step is to remove the need for constant polling and to minimize the overhead. To 
do this we can use WebSockets to send data. With WebSockets where has to be a constant 
connection open between the two devices and either one can send a message. This means that the 
server can notify the client (the Swether device) when an event happens without the client 
constantly asking. Messages sent through a WebSocket also don’t have any headers so there is 
less overhead. With the Swether example device this approach reduced the amount of data 
needed by a further 10x compared to the HTTP connection. This approach does run into some 
limitations with Web3JS and Geth. In order to remove the need for polling, Web3JS has to 
subscribe to the “newBlockHeaders” event. When this event fires Web3JS gets a 1.5kB packet 
with all kinds of data while the Swether example only needs the number of the new block. 
Another problem is the fact that the data is encoded using JSON. While more space-efficient 
than XML, there is still room for improvement [34], [35]. 
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4 LDAF – Low-bandwidth Distributed Application 
Framework 
LDAF is a framework for building IoT-optimized distributed applications. It works by moving 
some methods to a server, where they can be executed with plenty of system resources and a fast 
and stable internet connection and connects them to the client with a highly optimized data link. 
These methods can do anything, from fetching data, in which case LDAF functions as a kind of 
proxy, to processing data, or both. 
Due to the way Services within LDAF prepare data on behalf of the client application, and then 
forward it to that application, this can be viewed as a new layer in application architecture, 
situated in or above the Presentation layer of the OSI model [43]. 
By moving certain sections of code to the server, clients can greatly reduce their code size, 
system and data requirements, as well as client application complexity. The cost is greater 
overall complexity and an additional piece of software that can fail and has to be maintained. 
Table 1 LDAF and competitors feature comparison 
 
Optimized 






HTTP No Possible (GZIP) No No 
WS Yes 
Possible (per-
message deflate) Yes No 
COAP Yes No No No 
MQTT Yes No Yes No 
LDAF + HTTP No Yes No Yes 
LDAF + WS Yes Yes Yes Yes 
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LDAF + COAP Yes Yes No Yes 
LDAF + MQTT Yes Yes Yes Yes 
4.1 Blockchain applications 
Initially LDAF was created for Blockchain applications, which, due to their unique properties 
and requirements, were having problems running on IoT hardware [44]. It was a continuation of 
our move from having Geth on the device, to having it on a server and connecting it with HTTP, 
and finally connecting it with a WebSocket. 
A very common requirement that applications have is to be notified of new blocks that have been 
added to the chain. It happens roughly every 15 seconds regardless of what the device is doing. 
LDAF greatly reduces the amount of data that has to be sent to the client, as well as, if the 
application allows it, send the notification every Nth block, further reducing the overall data 
usage and number of messages to 1/N. 
When an event happens on the Ethereum network, it is captured by Geth and sent to the device. 
The total amount of data this uses depends entirely on the number of these events. Without 
knowledge about the device, as we have with LDAF, we must notify all devices about all events, 
and leaving it up to the devices themselves to filter this information. With this knowledge the 
server can determine which devices need to know about which events, reducing the number of 
messages that must be sent. 
A common practice for important events is to verify that they really were included in the chain. 
This is done by querying for it a few blocks after it is captured. With LDAF this could be done 
automatically, removing the need for a request from the client, or even the client being notified 
of an unverified event at all. 
For precise numbers and test results, see the Swether section, under Evaluation and results. 
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4.2 Design and implementation 
This section is focused on the principles behind the inner workings of LDAF. Further details as 
well as usage instructions can be found at the LDAF GitHub repository [45]. 
There are two main parts of the LDAF server: Services and Connections, shown in Figure 7. 
Services are where the application code is located, and the processing is done. To properly 
integrate into LDAF, a Service needs to extend the ServiceTemplate object, which handles and 
abstracts many core functions. It also needs a Service Definition, which needs to be the same as 
on the client, that defines which functions the service offers, what kinds of messages an 
application can expect from it, and how to encode/decode those messages. Connections are what 
clients actually connect to. They provide authentication and security, as sending and receiving 
messages, creating and interpreting headers so that the rest of LDAF can run the proper methods 
with the correct parameters. 
The LDAF server is fully modular. This means we can have as many Connections and Services 
as we want and, as long as they comply with the specifications in the documentation, they should 
be compatible with the rest of the system. 
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Figure 7 LDAF Class diagram 
 
4.2.1 Connection 
The modularity of LDAF is also apparent on the Connection side, with Services being available 
on as many Connections as they want and vice-versa. 
A Connection is essentially a way devices can connect to a LDAF server. It has to allow a device 
to connect to it and, if necessary, verify that it has the correct permissions, then refer it to the 
Services the device has selected. Afterwards it has to forward requests made by the device to the 
appropriate Service, and allow the server to send messages back whether as a response to a 
request or an event. 
Currently the only fully working Connection uses WebSockets. There is also a specification of 
exactly how the Connection must perform and a template object to extend, so developers can 
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implement their own. All of the LPWAN technologies and networks listed in chapter 4.1 can be 
integrated into LDAF. 
4.2.2 Service 
A service is a program running within a LDAF server that devices connecting to this server can 
subscribe to and gain access to its API calls and/or events. 
This is mainly used for efficiency as it can cut down on the number of events that get sent to the 
device and also the number of types required for the device. 
It’s generally advised to split up APIs more rather than less in order to take advantage of this as 
much as possible and to make it easier for future devices to use these APIs. 
Let’s take Ethereum as an example. One service could just send the block number whenever a 
new block is added to the chain, another could return some basic info about the gas price and 
maybe finding the balance of an account, while yet another service could be used to send 
transactions. All of the above services can run on the same LDAF server and devices can cherry 
pick the services they want. 
 
Figure 8 Minimal example of a Service 
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4.2.3 Types 
Since every service decodes message types based on a number provided on the incoming 
message there’s a problem when we have many different services. Incoming messages do not 
have a destination Service specifically defined, so the server has to find it just from the type 
number.  
The obvious way is to assign each Service a static number of types. We could say one Service 
has types 1-20, another 21-30, and so on. This approach has two major drawbacks though. 
Firstly, the number of types each Service needs can vary wildly, making assigning static types 
difficult, inefficient, or both.  
The second drawback is that while a server could have dozens of Services available, a single 
device could require just one or two, but it would still need to account for all the Services in the 
message type field. 
The solution is to make all Services expect a range of type numbers starting with 0 and give each 
device - Service relation its own offset.  
Let’s say we have 3 Services. The first uses 10 types, the second 15, and the third 20. The first 
one would have an offset of 0, the second 10, and the third 25. When the server receives a type 
number of 5 it will be forwarded to the first Service as type 5. If a message arrives with type 20 it 
will be sent to the second Service as type 10 because it has an offset of 10. Similarly, to get a 
message of type 12 to the third Service, the incoming message type would be 37 (12 + (10 + 15)) 
Using this method we can simplify the deployment of Services and minimize the number of 
bytes required to send the appropriate type number. 
4.2.4 Encoding 
LDAF uses two layers of encoding. The first encodes the actual data we want to deliver to and 
from the server. This is encoded using Google’s Protocol Buffers [35], [46] . This library uses 
schema-based binary encoding to greatly increase transcoding efficiency and performance 
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compared to JSON. It does mean we need a schema to be able to work with the data, but in our 
case this isn’t a problem. 
This leaves two problems: knowing which schema to use and associating a request with a 
response. The second layer of encoding solves both of these problems. It contains a type number 
and a sequence number. The type number tells the programs which schema was used to encode 
the contents and the sequence number is used as an identifier for the request. 
Because we wrote a custom transcoder for this it was possible to greatly reduce the number of 
types needed and sometimes even omit the sequence number entirely. Using default settings, 
which are sufficient for all but the hungriest devices, this only adds 1-2 bytes on top of the 
Protocol Buffer encoded payload. 
4.2.5 Processes within LDAF 
 
Figure 9 Order of use for different LDAF server components 
4.2.5.1 Connecting 
When a Device connects it tells the Connection which Services it’d like to use. If the LDAF 
server has all the required Services the Connection generates an object that represents the 
Device. This abstracts the entire Connection layer, exposing the same functions and properties to 
the Services regardless of how the Device connected to the LDAF server. 
The object is then forwarded to the required Services, which listen for requests and push 
messages. This is also when type offsets are generated. 




Figure 10 LDAF request processing 
When an encoded message arrives at the appropriate Connection it is first decoded using the 
custom transcoder. This extracts the type number and sequence number. This emits an event that 
all Services that the device is using listen for. The appropriate Service (this is determined by the 
type offsets) then takes the message, finds the correct ProtoBuf Schema (using the type number) 
and decodes it, exposing the request parameters and allowing the Service to process the request. 
The same, but in reverse, happens when sending the response. 
4.2.5.3 Disconnecting 
When disconnecting, either by the device terminating the connection or some kind of error, an 
event is emitted that removes the device from its Connection and all of its associated Services. 
When the last device disconnects from a Service (the Service has no more devices attached to it) 
the Service turns itself off. 
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Framework documentation is available in the GitHub repository [39]. 
4.3 Use case evaluation and results 
We’ve tested LDAF in a number of different use cases and scenarios [9], making sure it works 
and verifying the results with expected values. 
You can find the source code for all of these Services in the project’s GitHub repository [45]. 
4.3.1 Use cases 
4.3.1.1 Case 1: Swether 
Swether [42], [44] was developed at the LTFE, the Laboratory for Telecommunications at the 
Faculty of Electrical Engineering (www.ltfe.org), as a proof of concept IoT device that lets users 
pay to use its charging ports and pay for consumed time/energy via the Ethereum network. It is a 
practical application of blockchain technologies in IoT devices. The important thing is that it 
works without a central server or database. It uses the Ethereum network to move, store, and 
process data. It is shown in Figure 11. 
 
Figure 11 Swether [42] 
It needs to know when a new block is added to the chain, when an event happens on the Swether 
Smart Contract (Swether’s equivalent of a server) and it needs to be able to verify that the event 
really happened. These three things, in terms of their concepts, make up most of what a device 
would want to with the blockchain. 
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Due to problems with the system resource usage of Ethereum clients [8] we had to move this part 
of the system to a server and connect to it via a JSON RPC. This opened up huge security issues 
that led to experiments with server-side code with push capability. These experiments eventually 
led to LDAF [9]. 
Without LDAF the lowest data usage we could get was roughly 1481B for each new block 
notification (every 20-40 seconds) and 1736B for each caught and checked event. LDAF reduces 
this, without losing any functionality, to 6B (0.4%) and 115B (8%) respectively. 
Here’s a comparison of the amount of data that needs to be transferred for swether (excluding IP 
headers, TCP headers, …). The sizes are in bytes. 
Table 2 Swether with LDAF payload sizes in bytes 
 Web3JS - WS - JSON LDAF 
New block 1481 6 
Captured event 783 81 
Event verification 953 34 
LDAF greatly reduces message size compared to Web3JS, but possibly more importantly, they 
allow for application logic-based optimizations that we simply can’t make without custom 
software on the server. 
Another improvement is in the device code size and device load. Web3JS is a large and 
complicated library that, due to the nature of Blockchain networks, often has to perform 
computationally difficult tasks. Using LDAF, this dependency is moved to the server, freeing up 
system resources on the device. 
4.3.1.2 Case 2: Slovenian national weather service 
With the exception of detailed weather applications, most of the time when a device or 
application wants information about the weather they only want a few pieces of information. 
This could be cloud coverage, wind speed and direction, temperature, ...  
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Since weather APIs, like the one from the Slovenian national weather service (Arso) [25], need 
to cater to all parties they just have to send all the information they possibly can and leave the 
rest to the client. 
In our case it is a problem and that’s why a weather API is a perfect example of a use case for 
LDAF. 
HTTP requests, such as the one required to get the weather data from earlier, are at least 200B in 
size, but can be much larger if we use a complex URL, security, extra headers and request 
parameters. The response payload also varies depending on the data requested and the API, but 
in the case from earlier it was 4.8kB 
LDAF reduces the request payload size to 4B + the length of the name/identifier of the location 
and, if we request only the temperature, the response payload is 7B. Each additional field in the 
is 1B + the amount of data required to write the field’s contents in binary. 
This is a best case scenario for LDAF, with almost all the incoming data being irrelevant. 
Normally more data would be required, making for a larger response, but because of LDAF’s 
encoding even if all the data was required, the response body would still be considerably smaller 
than 4.8kB. 
4.3.1.3 Case 3: DNS 
Devices often have to perform DNS queries for various reasons. While these queries usually lead 
to external, “expensive” network requests, it’s still good to optimize them. 
This could be used together with other services that need an IP address, or in any number of 
applications on a smartphone. 
A typical DNS request payload is 16B + name field in size. The response varies much more than 
the request, depending on the parameters and the data available, but a typical size is 150 bytes 
[47], [48]. 
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With LDAF this gets reduced to 4B + size of the name and 4B + the size of the IP address. In 
this case, since it’s returned as a string, it’s 7-15 bytes long. Keep in mind that this LDAF service 
only returns the IP address, but different services could require or return other data, changing the 
sizes. 
Note that this comparison only takes into account the actual payload size, not other headers (such 
as IP, ETH, ...). 
4.3.1.4 Case 4: Hasher 
A very common task, which is very difficult to do on small IoT devices, is hashing. Hashing 
algorithms are mostly very CPU intensive (often by design), and sometimes must be run multiple 
times. 
Hashing is useful for many kinds of applications. Generally whenever we want to verify the 
integrity of some data, or show that we have it without revealing it, we use a hash to do so. 
This Service is all about saving CPU time rather than network data, so a payload size comparison 
doesn’t make sense. 
The savings in CPU time depend entirely on the size of data, hashing algorithm, number of 
iterations, and other variables. 
4.3.2 LDAF server performance 
For performance testing we used the most efficient Swether service with all the optimizations 
enabled. It sent block updates every other block and confirmed events before notifying devices. 
Due to extremely low CPU usage we moved the LDAF server to a Raspberry Pi 3B for easier 
monitoring. On the device side we used a special script that imitated 100 clients. 
It’s important to note that LDAF only spawns one instance of a service regardless of the number 
of clients. This makes it extremely efficient if the Service is mainly driven by external events, 
like the Swether Service is. If it is not, then processing is as fast as NodeJS (or C/C++ libraries 
used by NodeJS). 
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Memory usage was roughly the same regardless of the number of clients, hovering around 
50MB. Idle CPU usage was around 1% (measurement is a 1 second average), with spikes of 3-
6% roughly every 20 seconds, when a new block was added to the chain.  
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5 LDAF Platform as a Service 
LDAF Platform as a Service (PaaS) is an idea for a future version of LDAF, designed to be 
deployed in the cloud, and operated as a service for developers, so they wouldn’t have to deploy 
their own. This chapter is about the design, priorities, ideas, and implementation of LDAF PaaS. 
Today developers want to focus on functionality instead of servers and scaling. To this end, 
many modern applications use clusters of containers instead of traditional Virtual Machines 
(VM). This moves the responsibility of scaling and optimizing servers to the server provider, 
allowing the developers to focus on what they do best and enables the server provider to extract 
more from their hardware and minimize idle system resource usage [49]. 
At the moment LDAF is just software that can run in any environment that supports NodeJS. It 
requires developers to get a VM, install and configure LDAF, set up routing, and handle any 
stability or scaling issues that might arise. This is the kind of work they want to avoid and a 
LDAF cloud solution would help them do that. 
When moving from their own LDAF server to a hosted service, users should still be able to 
create their own Services with all the freedom they need and define the Connections however 
they like. They should also be able to scale their operation at will and get billed according to the 
resources they use or occupy. 
5.1 Problems 
There are several issues when moving from a piece of open source software that users can install 
on their servers and modify however they like to a hosted service. 
These problems range from engineering challenges like making the service performant and 
scalable as well as secure to more User Experience Design related issues like how Connections 
and devices would be visualized. 
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Even running the Services poses special challenges. Each Service is basically a miniature 
program that the user writes. If it runs on the user’s machine it doesn’t really matter if it’s 
inefficient or insecure, but as a hosted service this kind of code poses a huge risk. 
5.2 User interface  
A hosted service like this would need some way for the users to monitor their LDAF Services 
and devices, along with all kinds of other interactions having to do with settings, plans, billing, 
and others. 
The most important thing when it comes to the user interface is exactly how all the elements of 
LDAF would be represented. Developers using LDAF would need to have access to all aspects 
of the system. The key sections would be: Devices, Services, and Connections.  
Each would be a list with all data that we need to get at a glance. We’d also be able to filter and 
sort them according to their metadata (a must if we have a lot of them). 
We would have some simple and commonly used commands available right in the list, with the 
rest being either in a dropdown menu or a separate screen with details about a specific Service, 
Device, or Connection. 
There would also be a dashboard showing the most important information and notifications 
about possible errors and outliers. 
In terms of the type of application, the obvious choice for this is a Progressive Web Application 
[50]. I could go on for quite a while about which technologies and frameworks to use, how the 
whole thing should look and feel along with sketches and storyboards, but this thesis is intended 
to be more technical and focused on LDAF, not web development. 
5.3 Performance - scaling 
With a hosted service a single server could have hundreds of Services running on it. Because of 
this it is important to have perfect scaling for everything. 
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NodeJS is single-threaded, making it difficult to use for extreme calculations, but it does provide 
some very useful tools [51] for running multiple processes which makes it a dream to scale 
across multiple processes and instances, just like a typical server environment. 
The specific properties of NodeJS make the overall architecture fairly obvious. Each Service that 
is created by a user (and is active) should be its own process that should be duplicated and 
moved around different machines depending on the load of the Service and the machine. This is 
shown in Figure 12 
 
Figure 12 LDAF PaaS spread across multiple machines 
5.4 User-generated code 
Because of LDAF’s extreme flexibility and expandability, from custom calculations to including 
third-party libraries, it is practically impossible to design a GUI Service Creator that could 
handle anything more than the most basic Services. This means that the users will have to 
actually program the Services with code. Since the platform would be targeted at developers, it’s 
safe to assume that they will have at least some programming knowledge. 
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Furthermore, the interfaces LDAF users will have to use are designed to be as simple as possible. 
We can see exactly how they look in the examples of the GitHub project. 
Since LDAF users will be programming what is basically a NodeJS program that (at least by 
default) has access to the file system and all kinds of system tools we have to make sure that no 
matter what they write it will be safe to run on the server. [52] 
Luckily there are a few solutions out there that let us run code in a sandboxed environment [53] 
(similar to the way a browser runs Javascript) disables all the dangerous functions and libraries.  
The other problem with running user-generated code is that it can hang up the system. Not 
necessarily hacking the system, but using system resources so much that other Services can’t run 
properly.  
This is where the NodeJS-specific architecture from the previous chapter comes in. With all the 
Services being separated into different processes it’s easy to monitor them for system resource 
usage, shutting them down and flagging them if necessary (if a Service got shut down this way 
its creator would be notified. If this happened a few times it would not be allowed to run again 
until its creator fixed the problem) 
So the architecture, at least when it comes to Services, would look like this: 
Each Service would be in its own sandboxed environment, which would be in its own process 
along with Service support code (the code required to run the Service) and a watchdog that 
would monitor the process and take appropriate action if necessary. 
5.5 Monetization 
The main strategy is that users should pay for exactly the amount they use wherever possible, 
giving them the freedom to use the platform the way they want. After all, one of the main 
advantages of using a hosted service rather than an on-site installation is that customers can scale 
and modify their plan at will. 
Our solution is to charge per device connection and per message. Obviously not all messages 
require the same amount of processing, but this isn’t something users can work around. They 
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will already try to reduce the number of requests as much as possible. That’s part of the reason 
why they’d use LDAF in the first place. Furthermore, the resource usage for handling the 
message (validating it, encoding it and generally getting it to or from the Service) is not 
negligible, so charging for it makes sense. 
Charging per device connection (per device for the time that it’s connected) is because the 
connection has to be maintained regardless of whether or not the device is sending or receiving 
messages. It also doesn’t make much sense to charge for inactive devices as those only use a tiny 
amount of data in the database. 
One possible loophole is for space used by idle Services. Active services are always paid for at 
least to some degree because the device’s owner has to pay for it to be connected. Inactive 
services are designed to be very efficient even in the current version (they stop running). In the 
hosted version the Service’s process would be terminated so it would only use some space in the 
database. However, since this is just text it shouldn’t become a problem. 
Developing and tuning a monetization system for a platform like this can be and often is very 
difficult. Many measurement and limitation mechanisms need to be implemented and thoroughly 
tested. Finding the right balance of how much a user should pay for what, in this case a message 
and a connection hour. Another, easier strategy is to use an API platform like the one developed 
in the EkoSMART project [54]. Users would be charged per Service used and per device, 
possibly with usage limits. While this may not be the optimal monetization strategy, using it 
would save considerable development resources. 
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6 Conclusion 
In the beginning our goal was to reduce device load and to optimize the communication between 
our IoT devices and the outside world. There were several ways to approach this problem and 
many competing technologies, but they didn’t offer us the kind of optimizations and the 
flexibility we were looking for. 
We took several existing technologies, along with some purpose-built ones, and integrated them 
into LDAF, a framework for building IoT-optimized distributed applications. The result is a 
powerful tool for IoT applications that has evolved and matured a lot since its inception and 
become more than an optimization tool. It is a new layer in application architecture, allowing for 
new kinds of services. 
While developing applications on LDAF it has become apparent that it fits into the so-called Fog 
architecture [55]–[57] very well. LDAF, or a similar system, could sit at the edge of the network, 
close to the consumer’s device and communicate with it efficiently and with low latency. This 
approach would also reduce load on the application’s main servers and the device as well as an 
extra backup. Applications using a system like this could, at least partly, continue to function 
even if the main server was to go offline. If one of the edge nodes (the LDAF-like server) was to 
go down, only a relatively small number of devices using it would be affected and would shortly 
connect directly to the main server. 
This could lead to new kinds of IoT application architectures. They may use the edge nodes for 
heavy processing with low-latency, like mobile AR/VR, or applications that use very rough 
location data (based on the edge node they would connect to), enabling location-aware data 
distribution, like sending data about local events to clients, without precise location tracking.  
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