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Chapter 1 - Introduction
Molecular mechanics
The development of the theories and equations that underpin theoretical chemistry started overthree centuries ago with Isaac Newton’s Principia Mathematica1. This seminal work containedNewton’s Laws which form the core of what we now call classical mechanics. Newton’s second
law relates the forces F, of an object to the mass m and acceleration dv
dt
 , of said object. Although
these laws were written based on observations of planetary bodies they have been applied, withdiffering degrees of success, to chemical systems.
Newton’s laws in terms of mathematical mechanics are applied to atoms in a chemical system,the other part of modern mathematical mechanics is that of quantum mechanics (QM). QM actson more fundamental particles in the chemical hierarchy; electrons and nuclei. QM involves thesolving of the Schrödinger equation for a set of particles. However, this is less than trivial andcan only be achieved completely for one electron systems. In many electron systemsapproximations must be used to gain solutions to the Schrödinger equation (more details inChapter 2). Given the methods that have been developed to treat systems quantummechanically are still too computationally costly for large or complex systems we need to lookto classical molecular mechanics.
( )ddtF mv
 
Equation 1-1 Newton’s second law
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The terms in Equation 1-1 are: F the force vector, t is the time, m is the mass of the particle and
v is the velocity vector.
The use of classical mechanics equations on chemical bodies (atoms) was originally calledconformational analysis and was initially proposed by Hill2 (at this point there was no suchthing as a geometry optimisation). The equation proposed by Hill is for a single pair ofinteracting groups and assumes that the Lennard-Jones potential is appropriate and thatHooke’s law is valid at large separations.
12 6
2 20 0
0 0 0 0
1 12 ( ) ( )
2 2a b
r rE u u k l l k
r r
 
   
        
   
Equation 1-2 Hill’s original equation for calculating the conformational strain in a system, this is the original force
field equation
The terms in Equation 1-2 are, U0 the minimum of the interaction energy (i.e. when r = r0), r thedistance between two interacting groups, l the bond length,  the bond angle, ka the bondstretch force constant and kb the bond angle force constant with r0, l0 and 0 being the referencevalues for r, l and  .This conformational analysis was first applied to transition metals by Corey and Bailar3 andvery soon after by others4-6. It was not until much later that a method for calculating thisconformation strain in a “free” system was developed7-10, although these methods were stillprimarily used for fixed coordinate systems with common geometric translocations. However,the techniques required took until 1965 before the first method for the automatedminimisation of a system was developed11,12. This was the steepest decent method of energyminimisation. Steepest decent requires the calculation of the derivatives of the energy withrespect to movements in the 3N coordinates of the system, where N is the number of atoms.
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A slightly later improvement to the steepest decent method is that of modified Newton-Raphson13. The main difference between the two is the modified Newton-Raphson technique iscapable of moving all atoms at once in a concerted minimisation, whereas the steepest decenthas to move each atom in turn. This means that the modified Newton-Raphson techniquerequires far fewer iterations to find the minimum. Dependent on the starting geometry, this maybe a local or the global minimum. Also with the modified Newton-Raphson method, it is muchsimpler to calculate thermodynamic data and vibrational frequencies, as the derivatives of theenergy with respect to the displacements are calculated for the step before the minimum. Whilethese methods are all successful in finding the minima of a system (given a suitable startinggeometry) they are more suited to organic systems which have easily definable parameters forthe structural information. In most transition metal systems this is not the case, and so a moresophisticated method is required.
Treating Transition Metals with MM
A significant amount of the initial molecular mechanics work for transition metals was carriedout on cobalt amines14-22. This may have been because the initial work in computationalcoordination chemistry was based on the systems that Werner had studied. Also cobalt(III)hexaam(m)ines are almost always low-spin d6 and fairly rigorously octahedral. However, theseoriginal calculations were based in Boyd’s13 earlier techniques, which treated the system basedon electrostatics and steric strain. While this pragmatic approach worked well for a lot of thesystems studied, it is not universally applicable to coordination chemistry problems. Thestumbling block for classical molecular mechanics is in the treatment of d electrons, since thecoordination geometry and spatial relationship of ligands around a metal is not always that ofequal bonds and equal spacings23-28. To apply the MM method to transition metal complexes acorrection is required.
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Originally conventional molecular mechanics was applied to transition metal systems. Thismethod had some flaws, one of the biggest being that of unique labelling (unique labelling iscovered in more detail in Computational Chemistry Chapter 2). As it can be seen in Equation 2-20there is only one “space” for the reference bond length but this is not sufficient in manytransition metal systems. However, there are examples in the literature of groups usingconventional MM to treat transition metals. Two of the larger groups doing this are that ofComba17,29-32 and Landis33-37. The Comba group used certain technical methods to overcomesome of the shortcomings of the MM method. These included typing axial and equatorial ligandsas different to overcome the unique labelling problems, as well as using the fairly common ideaof replacing the angle terms with the metal as the second atom with pure 1-3 repulsiveinteractions. The Landis group used the valence bond theory to develop the VALBOND forcefield.
As stated, most earlier work with MM was done on organic systems. However, transition metalshave some distinguishing features that separate their behaviour from organic systems. Thebehaviour of transition metal complexes is largely dictated by the d orbitals. They areresponsible for the bond behaviour, bond order and relative energetics of the complexes. For asound theoretical treatment of transition metals, a method is required that accounts for thebehaviour and influence of these d electrons.
In 1929 the CFT (Crystal Field Theory) was published by Bethe38. This theory was developed byapplying group theory to electrostatic theory by investigating how the strength and symmetryof a crystal field affect the electronic levels of gaseous metal ions. This early postulate by Bethewas ratified very quickly after publication by numerous groups39-42. The initial communicationby Gorter39 was the first work to state that the orbital splitting was the same for a tetrahedronas an octahedron but with the order reversed. This initial work also contained the proof thathydrated iron was surrounded by six water ligands.
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CFT was developed as a method of describing the effect on the d orbitals of an electrostaticinteraction. It does not inherently consider any bonding. A more chemically intuitive systemwas developed to do just this. This was LFT (Ligand Field Theory)43. LFT can be thought of as acombination of MO (molecular orbital) theory44,45 and CFT. LFT was used extensively by theGerloch group46-49.
The exact method used was the AOM (Angular Overlap Model). The AOM differs from CFT inthat it is a bond centred approach and that it has a different barycentre to the other models. TheAOM method is used as the basis for the LFMM (Ligand Field Molecular Mechanics) method50,51.The motivation behind most of this method is the seminal work of Basolo and Pearson52 whichlinks the properties of the transition metals to the LFSE (Ligand Field Stabilisation Energy) andis often characterised by the common double hump in observable properties. The work ofBasolo and Pearson, while of great significance is not unique in the observations made linkingthe LFSE to other chemical properties. In 1960 Leslie Orgel published his work on transitionmetal chemistry: ligand field theory53. In 1962 Carl Ballhausen published his book on anIntroduction to Ligand Field Theory54.
Figure 1-1 Classical double hump in properties of the transition metals
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To validate the LFMM method, the “simple” reaction of ligand exchange has been chosen to bemodelled (full details in Results chapter one). The exchange of water molecules at transitionmetal elements is not as simple a process as it first seems: firstly the exchange rates span asignificant range, secondly there are scientific disagreements as to the exact mechanism of theseexchanges, which will be returned to later.
Previous work on ligand exchange
The exchange of one ligand with another at a metal centre has been studied extensively for atleast the last fifty years. Surprisingly, given that it is such a simple process to imagine there hasbeen considerable conjecture on the matter. The conjecture is over the mechanism of ligandexchange in these metal complexes. The types of mechanism possible are: associative,dissociative and concerted, with the concerted pathways having either associative (Ia) ordissociative (Id) character.
The original mechanistic discussion for the exchange of water ligands at transition metalcentres was published by Eigen and Wilkins55,56. This work compared the exchange of aquoligands at different metal sites. The early work concludes a Id mechanism for all divalent andtrivalent first row transition metal ions preceded by the formation of a stable outer spherecomplex. This mechanism was arrived at by a comparison of the rates of reaction between theinterchange and water exchange at different metal ions.
Over a decade later, following advances in NMR spectrometry, contrary conclusions weredrawn. This direct investigation into the mechanism of water exchange, utilising high pressureNMR57, found that the Mn2+ ion actually exchanged via an Ia mechanism58-62. This conclusion wasdrawn from the negative volume of activation (-6.2 cm3 mol-1) seen for this species as opposedto the positive volume of activation for Ni2+ (+7.1 cm3 mol-1). A diagrammatic explanation of the
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activation volume is provided in Figure 1-2. Only a few years later the same group reported anegative volume of activation for the V2+ system63, supposedly ending the arguments about themechanism of water exchange.
Figure 1-2 Schematic representation of the exchange mechanisms with respect to the volume of activation. (modified
from Figure 158)
Still more recently, a series of publications have been made that disputed the validity of theNMR results and tried to reset the mechanism of exchange to one that is unanimously Id innature. These calculations were performed by Akesson et al64,65. These theoretical results werequickly argued against by Rotzinger66-68 who performed a series of high level QM calculations toascertain that there is a mechanistic changeover upon going from V2+ to Mn2+ to Ni2+ inagreement with the experimental volumes of activation. This later work is backed up by theinclusion of transition states and normal mode analysis. An alternative approach to the workcarried out by Rotzinger and others is contained within this thesis.
In choosing to look at the reactions and behaviour of water molecules it is important to see howwater is treated in other simulation methods. There exist at present a number of ways to treatwater computationally. These range from very large scale bulk methods that treat many watermolecules as one simulation entity (such as the MARTINI69,70 coarse grained71 force field forbiological simulations), to more complex models with multiple sites on each water molecule,
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designed to maximise the amount of complex water behaviour recovered from the simulation,the most widely used of these being the TIP72-75 series (TIPnP, where n is the number of sitesused to represent the water potential).
Previous Work with LFMM
The Ligand Field Molecular Mechanics51 (LFMM) method (covered in detail in ComputationalChemistry chapter) is implemented within the MOE package50. LFMM has been used previouslyto successfully investigate a range of transition metal systems76-79. The complexes andbehaviours of Cu2+ have always been of high interest to the group77-81, due to the computationalchallenges posed by these systems to classical MM. The LFMM method has been successful incalculating the structures of various Cu2+ ammine structures (Figure 1-3).
Figure 1-3 Early LFMM results for various Cu2+ complexes80.
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LFMM has also been used in calculating the bite angle in Cu2+ bis-oxazaline complexes, that areof interest for asymmetric catalysis but were not investigable by synthetic means82. Morerecently the group’s interests have taken a more bio-inorganic form, with the investigation oftype 1 copper centres77,83 and the modelling of more complex bridged copper oxo structures79,such as those found in the oxidised form of the type 3 copper proteins.
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Chapter 2 - Computational Chemistry
Introduction
The earlier introduction chapter dealt with why a computational approach is often used to
investigate chemical systems, for example, in gaining mechanistic information or for
developing a predictive tool. This chapter deals with the theories that underpin the methods
that have been used within this work.
Molecular modelling is a term often used to describe any research into chemical problems
using computers. Computational chemistry is the study of molecular properties using
mathematical formulae. Many of these formulae are now too complex to be solved by hand,
and so increasingly larger resources are needed to look at interesting systems.
The area of computational chemistry can be broadly split into two areas that define the
methods used; Quantum Mechanics (QM), the study of the interaction of atomic and
subatomic particles treated with quantum theory; Molecular Mechanics (MM), the study of
atomic systems with interactions treating by classical mechanics.
First Principle methods – ab initio
Quantum Mechanics
Quantum mechanics derives its name originally from the fact that the energy emitted by
black bodies is quantised. It takes discrete values which is in opposition to the classical
mechanics (Newtonian physics) view. The idea of quantisation was proposed in 1900 by Max
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Planck1 and was later extended by various scientists to cover many aspects of scientific
theory.
One of the most significant of these was the Rutherford2-Bohr3-5 model of the atom which
was the first model to accurately account for the emission spectra of the hydrogen atom.
The Rutherford-Bohr model says that the energy levels that electrons can occupy are
quantised.
The Schrödinger6 equation
The Wavefunction, Ψ, exists for any chemical system. This is one of the fundamentals of 
quantum physics and hence chemistry. Ψ gives the expectation value of a property when 
acted upon by the corresponding operator. The most commonly used operator in modern
quantum mechanics is Ĥ, the Hamiltonian operator, which is the energy operator.
H E  

Equation 2-1 Non-expanded version of Schrödinger equation
The non-expanded representation of the Schrödinger equation7, Equation 2-1, states that to
solve the equation you need; values of E, the energy, and Ψ, the wavefunction, such that 
when Ψ is acted upon by Ĥ it returns the wavefunction multiplied by the energy.
If we expand the Hamiltonian operator we get
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Equation 2-2 Schrödinger equation (time independent) with expanded Hamiltonian operator
The above equation is still not fully expanded as 2 is an operator in itself.
2 2 2
2
2 2 2x y z
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Equation 2-3 Del-squared
Given the above expansions it is also prudent to say that the Hamiltonian operator includes
in it all of the terms needed to calculate the total energy of the system Equation 2-4; the
kinetic energy of the electrons Te and neutrons Tn, the potential energy from the
interelectron and internuclear repulsion, the electrostatic attraction between electrons and
the nuclei.
e n ee nn enH = T + T + V + V + V
Equation 2-4 Hamiltonian operator in terms of energy contributions to the total energy
However, the Born-Oppenheimer approximation states that, with respect to the electrons
the nucleus is stationary. Therefore, the kinetic energy of the neutrons Tn is assumed to be
zero, this simplifies the Hamiltonian operator.
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e ee nn enH = T + V + V + V
Equation 2-5 Hamiltonian operator assuming Born-Oppenheimer approximation; the electronic Schrödinger
equation.
Equation 2-2 is the time independent Schrödinger equation. This is the most common form
of the equation applied to quantum mechanical calculations. However, it is still an
approximation. The approximation that enables the time independent Schrödinger equation
is that the external field γ is independent of time.
When the potential is not independent of time, then the full time dependant Schrödinger
equation, Equation 2-6, is used.
2 2 2 2
2 2 2
( , )( , )
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r tr t i
m x y z t
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    


Equation 2-6 Time dependant Schrödinger equation
Hartree-Fock – Theory
Hartree-Fock (HF) theory is considered the branching point of theories and solutions to the
Schrödinger equation, and as such is the basis for all ab initio computational chemistry. HF
theory is an independent particle model. The interaction of one particle in a system is only
considered against an average potential of all interactions. This means that the HF method
fails to account fully for electron correlation.
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The HF method7 describes each electron as an orbital with the total wavefunction being a
product of all of these orbitals. However, the total wavefunction must be antisymmetric.
This is achieved by arrangement of the orbitals within a single Slater determinant. The
variational principle states that any trial wavefunction will have an energy expectation value
equal to or higher than the true ground state wavefunction.
The shape of a given orbital describes the probability of finding an electron with a particular
propability (often 95% chance) within a given space. It includes the attraction to the nuclei
and the averaged repulsion from all other electrons. However, all other electrons are
described by their own respective orbitals. Hence, the HF equations depend on their own
solutions and solution is an internally iterative process. This iterative process is why the HF
method was originally called the Self Consistent Field (SCF) method. To solve the HF
equations the one electron (molecular orbital) coefficients are needed. This is achieved by
the SCF method. First an initial guess at the coefficients is made, forming the density matrix.
Then the Fock matrix is formed from this initial guess. This Fock matrix is then diagonalized,
which leads to a new set of coefficients and a new density matrix. The process is continued
until the change of the coefficients falls below a certain threshold and a self consistent field
has been formed.
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Figure 2-1 Diagrammatic representation of the SCF procedure
Methods that make some attempt to account for the correlation energy are collectively
referred to as post Hartree-Fock methods and include; CI, configuration interaction; CC,
coupled custer; MP2/3/4…, Möller-Plesset perturbation theory; MCSCF, Multi
configurational self consistent field. However, these methods are considerably more
computationally costly than HF. Each of the varying methods scales, in terms of
computational cost, based on the size of the system N.
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Method Scaling factor
DFT N3
HF N4
MP2 N5
CCSD N6
CCSD(T) N7
MP4 N8
CI-SDTQ N10
Table 2-1 Scaling of different methods with respect to system size N.
Methods that use the wavefunction as the principle target quantity are severely limited by
the size of the system, due to the fact the wavefunction is dependent on 4n variables for
each electron, three spatial variables and one spin variable.
It is for this reason that methods that scale more favourably with the system size have
become more attractive. The most popular of these seems by far to be DFT.
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Density Functional Theory – DFT
DFT can be considered analogous to HF in that they are both independent particle models.
However, DFT takes into account the many body effect of correlation energy by modelling
the correlation of one electron against the electron density.
DFT is based on the Hohenberg-Kohn theorem8, which states that the ground state density
ρ(r) of a system of interacting electrons in an external field V(r) describes the ground state
energy in a unique way; there is a one to one correlation between the electron density and
the energy in any given system.
This makes DFT an attractive method as the electron density only ever depends on three
spatial variables, regardless of the number of electrons in the system.
The first problem with DFT is that although the density yields the ground state energy the
functional to connect these two properties is not known. There has been significant work in
this area to design functionals for this purpose. The second is the inability within DFT to
improve in a systematic manner upon previous results.
Early work was based on orbital-free DFT with the energy functional divided into its three
constituent parts; T[ρ], the kinetic energy; Enp[ρ], the attraction between electrons and 
nuclei; Tee[ρ], the repulsion between electrons. Under the Born-Oppenheimer approximation
Enn[ρ] is a constant. Using a HF theory formalism it is possible to separate Tee[ρ] into a 
Coulomb, J[ρ], and exchange, K[ρ], part
The earliest form of this model was the Thomas-Fermi (TF) theory Equation 2-7 which did
not include any exchange.
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Equation 2-7 Thomas-Fermi theory equation
The inclusion of the exchange term lead to the Thomas-Fermi-Dirac (TFD)9,10 model.
[ ] [ ] [ ] [ ] [ ]neE T E J K       
Equation 2-8 Thomas-Fermi-Dirac equation
However, there is a serious chemical flaw in the orbital-free TF and TFD models, in that
neither of them predict any bonding within molecules. Also, the orbital free methods have a
very poor representation of the kinetic energy.
Modern DFT is based on the work of Kohn and Sham (KS)11 that stated that the electron
kinetic energy should be calculated from a set of redundant orbitals used to describe the
electron density. Under this basis the only unknown is the exchange-correlation functional,
of which there are many now available.
KS DFT splits the kinetic energy functional into two parts. One can be calculated exactly
while the other is a minor correction term. The reintroduction of orbitals means that KS DFT
scales as 3N rather than just 3.
In KS theory the electrons are treated as non-interacting and so the kinetic energy is
expressed in terms of a Slater determinant composed of molecular orbitals,  i. This is an
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exact solution to the Schrödinger equation and yields the exact kinetic energy functional
which depends only on the density.
21[ ]
2
N
S i i
i
T     
Equation 2-9 Kinetic energy functional, subscript s denotes Slater determinant
However, the kinetic energy functional requires the exact density which would require an
infinite number of natural orbitals. Fortuitously, as the exact density is not known it can be
represented by a set of one-electron orbitals.
1
2
elecN
approx
i
i
 


Equation 2-10 Density in term of one electron orbitals.
In reality electrons are not non-interacting and as such the DFT answer is not absolute.
However, it does remain one of the most popular methods in modern quantum chemistry.
The remaining kinetic energy is incorporated into the exchange-correlation energy.
[ ] [ ] [ ] [ ]DFT s NE xcE T E J E      
Equation 2-11 DFT energy equation with exchange-correlation term
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The expansion of the above orbital terms leads the Kohn-Sham equations which can be
solved iteratively to yield the optimal set of orbitals and hence the “best” electron density.
2 2
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2 en i i i
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Equation 2-12 Kohn-Sham equations
The task in modern DFT is to find the exact functional for the exchange-correlation energy.
The exact exchange-correlation functional would yield the exact energy from DFT. However,
at the moment only approximations exist.
Despite the approximate nature of these exchange-correlation functionals, DFT is still more
attractive than orbital free theory. This is due to the fact that in orbital free theory one must
find approximation for the kinetic, exchange and correlation functionals, whereas in DFT one
only needs the XC functional. The energy of the XC functional is around 10% that of the
kinetic energy functional, so KS DFT is a lot less sensitive to inaccurate approximations.
Local Density Approximation – LDA
The LDA is the simplest model for approximating the XC functional. In the LDA the local
density is treated as a uniform electron gas with density ρ. From this the XC functional can 
be calculated based on the [ρ] at a given point in the system.
The exchange energy of a uniform electron gas is given by the Dirac formula Equation 2-13
Dirac formula.
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Equation 2-13 Dirac formula
The correlation energy in a uniform electron gas, a purely dynamical correlation, has been
interpolated analytically by Vosko, Wilk and Nusair12 (VWN), and Perdew and Wang 13(PW).
All of the work herein has used the VWN version.
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Equation 2-14 VWN parameterisation of the correlation energy
Empirical Methods
An empirical approach involves basing the model only on what is physically observable or
experimentally achievable; many force field methods are empirically based, and of those
that are not purely empirical many are semi-empirical, meaning that they were
parameterised based on both observable properties and for example quantum chemical
calculations.
Molecular Mechanics (MM) is empirically based and is treated within the classical mechanics
ideas of balls connected with springs. The strengths of these springs are defined by the force
field parameters which are empirically derived. The justifications for using MM and other
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empirical models are many. Practicality; they are based on actual systems not abstract
theories and so are directly comparable to experiment. Computational cost; empirical
methods are significantly faster than ab initio methods. Applicability; force fields can be
tuned for new problems, often with little problem.
Minimum Energy Crossing Points (MECP)
An MECP14,15 is the point at which the Potential energy surfaces (PES) of different isomers
(electronic isomers) cross. Normal isomerism involves interconversion between isomers on
the same PES. However cases do exist of the isomerisation between 2 different PES’s, the
conversion between these 2 isomers is therefore a non-adiabatic process.
In diatomic molecules the PES will only intersect if the states have different spin or spatial
symmetry, this rule however breaks down when the system is more complicated than a
diatomic, because in a diatomic the only independently variable nuclear coordinate is the
interatomic distance and to solve the equations for crossing two independently variable
nuclear coordinates are required.
This comes about from the fact that the energy of the 2 states can be derived from the
Schrödinger equation for the electronic waveform, and that the energies of the 2 states E1
and E2 respectively depend upon the matrix elements H11, H22 and H12 derived from the
secular eigenvalue equation and to have degenerate solutions (a crossing point) you need to
satisfy the relationships:
11 22
12 21( ) 0
H H
H H

 
Equation 2-15 Relationships that need to be satisfied to locate the MECP
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Therefore in a diatomic H12 is always zero and the non crossing rule is maintained, however
as stated in a polyatomic system there are enough degrees of freedom to choose values for
2 nuclear coordinates while the other degrees of freedom (3N-8) can be freely changed
without leaving the region of the crossing.
When these two variables defined as X1 and X2 are used in the region that satisfies the above
equations the solution yields an equation with the form of a double cone with the vertex as
the origin. For this reason the crossing is called a conical intersection, a molecular funnel of a
diabolic point.
From this the statement can be made that “in a polyatomic molecule, even with the same
spatial or spin symmetry, 2 states can intersect along an n-2 dimensional hyperline as the
energy is plotted against the n nuclear coordinates.Where n is the degrees of freedom (3N-
6).
Investigating Minimum energy crossing points:
Due to the non-adiabatic nature of these transitions they cannot be investigated by normal
means such as analysing of the molecular motion (vibrations etc). The MECP is the point on
the hyperline where the 2 PES’s cross. The energies of the 2 PES’s and the gradients of the
energies with respect to nuclear coordinates can be combined to yield two new gradients,
(f,g) these gradients are orthogonal to each other and go to zero at the MECP.
Until recently the methods for finding the MECP of a system involved analytical gradients
using constraints based on the LaGrange multipliers 16, and some more recent methods
reqing the Hessian of the LaGrange to be evaluated numerically17. These methods are
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indirect and computationally costly, therefore a more expedient method to find the MECP
was required.
Early work on this was reported by Bearpark et al18 who describes a method for locating the
MECP of 2 PES without using any constraints, making it a more direct method. The method
also only uses normal Hessian updating techniques which are found as standard in many
quantum chemical programs, the author states that Gaussian 92 works without
modification, and that optimisation is possibly in the region of the crossing without the need
to calculate the Hessian.
As stated above the energy of the two PES’s is equal in n-2 directions, moving in the 2 other
directions X1 and X2 lifts the degeneracy of the energies, so at the lowest point on the
hyperline the energy of the excited state is minimised in n-2 variable and the gradients of
the PES’s are zero in n-2 space orthogonal to the plane defined by X1 and X2.
The vectors X1 and X2 lie parallel to the gradient difference vector defined by:
1 2
1
( )d E EX
dq


Equation 2-16 Gradient difference vector in terms of the energies of the two states being minimised
So of the two methods of minimisation, they require one to minimise the energy orthogonal
to the plane X1, X2 while obeying E1=E2, so you can either minimise E2 subject to 2
constraints, which requires the LaGrangian functions to be solved.
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The alternative is to minimise the function E1-E2 in the plane spanned by X1, X2 while
simultaneously minimising E2 in the remaining n-2 dimensional space that is orthogonal to
the X1, X2 plane. From this the one condition for minimisation is
2
1 2
1 2 1
( ) 2( ) 0
a
d E E E E X
dq

  
Equation 2-17 Conditions to be met for the minimisation
where X1 is the difference vector shown above. For the minimisation the size of the vector X1
has no meaning, the step size purely depends on the function E1-E2, with the following
relationship:
1
1 2
1 1
2( ) XF E E
X X
 
Equation 2-18 F the step size and the functional relationship with previous terms
Molecular mechanics
A standard force field, and by extension MM, can be described by a single simplified
equation.
( )total b nbE E E E E E       
Equation 2-19 Simplified force field expression
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The total energy of the system Etotal is composed from the sums of Eb, the bond stretching
potential; Eθ, the angle bending potential; E , the torsional potential; Enb, the non-bonded
potential; Eε, the electrostatic potential.
The lowest combination of all potentials in the system corresponds to the Etotal of the ground
state geometry. This definition and method works well for many systems, but does have its
weaknesses.
If we expand the above Equation 2-19, we get Equation 2-20.
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Equation 2-20 Expanded force field expression
The first problem encountered with this implementation is that the Hooke’s law equation
only has one value for the reference bond length. While this is suitable for many complexes
it is obviously deficient for Jahn-Teller active species such as Cu2+. Classical MM would need
to have two reference bond lengths to treat systems such as Cu2+ as it is commonly found to
have a distorted geometry with two long bonds and four short bonds. To use the classical
Hooke’s law you would need to have a different bond stretch term for each set of bonds.
While this would work if the “axial” and “equatorial” ligands were different, it would not
work if the ligands were all equivalent. The Jahn-Teller theorem states “any non-linear
molecular system in a degenerate electronic state will be unstable and will undergo
distortion to form a system of lower symmetry and lower energy thereby removing the
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degeneracy”. However, the Jahn-Teller theorem does not state in what sense this distortion
will be. The common distortion in d9 Cu2+ is a tetragonal elongation. Assuming the
elongation is along the global z axis and that the axial bonds elongate by length 2x and the
equatorial bonds shorten by x then the d-orbitals split as in Figure 2-2. The tetragonal
elongation causes the dz2 orbital to drop in energy while dx2-y2 rises in energy. The
stabilisation comes from the lowering in energy of two electrons while only one electron is
raised in energy.
The second problem arises from the nature of the Jahn-Teller distortion, a purely electronic
effect, in that classical mechanics does not treat electrons in any explicit way.
Cu
L2
L2 L2
L2
L1
L1
Z
X
Y
Cu-L1 long
Cu-L2 short
Figure 2-2 Distortion in Jahn-Teller active Cu(II) the classical Z extension and X,Y compression
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dz2
dx2-y2
dxy
dxz dyz
dxy dxz dyz
dx2-y2 dz2
Figure 2-3 Orbital splitting in tetragonal elongation Jahn-Teller distortion
The third problem with the implementation of the above equation is again that of unique
labelling: this time in the second force field term. In many common systems the rules for the
angle are fairly rigid, carbon – methane, 109.5°; nitrogen – ammonia, 107°; oxygen – water,
104.5°; they are defined by one reference value. However, in transition metal complexes this
is not always the case, as not all internal angles are the same.
Figure 2-4 Reference angles in representative compounds
This unique labelling problem, together with the fact that conventional force field methods
cannot take into account any of the d electron effects, means that an extension is needed if
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classical methods are to be used for transition metal systems. The inclusion of d electrons is
covered explicitly in ab initio methods and so the above issues do not apply to such
techniques. However, they are considerably slower than classical methods and hence the
maximum system size is more limited.
Charge schemes
When parameterising and designing a force field a set of charges must be decided. Charge
schemes exist within many of the commercially available packages; CHARMM, AMBER and
MMFF as examples. These force fields have been developed with set charges and deviation
from these charges may cause deviation from the expected performance. There are a
number of ways to construct the charges in molecules. However, the three to be covered are
the ones available in the ADF software; Mulliken19,20, Hirshfeld21 and Voronoi21.
In Mulliken population analysis the number of electrons N is divided over all of the basis
functions in the system. For the diagonal elements of the population matrix this method is
fine. However, the problem arises because the electrons are divided equally over any of the
off diagonal elements. This separation over off diagonal elements gives an often greater
charge separation than is expected.
Hirshfeld charges are calculated by firstly separating the molecule into atomic fragments.
Then the electron density at any point in space is divided among the nearby fragments
proportionally to their free atom density at that distance from their respective centres. An
integration of these densities (bonded minus free atoms) gives the atomic charges.
Voronoi deformation density charges are computed based on a compartmentalisation of the
atomic units into Voronoi cells. A Voronoi cell is defined by the midplane on each of the
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bond vectors. The atom in the Voronoi cell is then treated as a neutral unbound atom. The
deformation density is then calculated by “switching on” the atomic interactions of the
neighbouring atoms and monitoring the flow of charge into and out of the cell. If the
neighbouring atoms differ greatly in size then the Voronoi method starts to break down,
although it does still give an idea of the polarisation of a chemical bond.
LFMM – Ligand Field Molecular Mechanics
LFMM22 is a solution to the unique labelling and inclusion of d orbital effect problems. It uses
the concept of the ligand field stabilisation energy (LFSE) to account for the d electron
effects.
( )total b nbE E E E E E LFSE        
Equation 2-21 Force field equation with LFSE correction for d electrons
The LFSE23,24 is the stabilisation that arises from the fact that the d orbitals on metal ions do
not remain degenerate when placed in a non-spherical field. The orbitals split depending on
the arrangement of ligands around the metal and the possible overlap between orbitals.
The effect of the LFSE can be clearly seen when a comparison of, for example, the enthalpy
of hydration is made for hexaaqua complexes of the divalent first row metal ions.
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Figure 2-5 Enthalpy of hydration for the divalent first row transition metal complexes from Ca to Zn
The hydration enthalpies show the typical “double hump”, a very common feature when
looking at properties of the transition metals going across a period.
The above Figure 2-5 shows the energies of the actual complexes as well as the extrapolated
line from Ca2+ to Mn2+ and on to Zn2+ which is the line upon which the energies would be
expected to lie if there were no electronic effects.
Ca2+, Mn2+ and Zn2+ are the 3 metals in the first row that have zero LFSE, the further the
actual energy is from this line then the higher the LFSE for that complex.
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Figure 2-6 Ligand field splitting in octahedral Ca2+, Mn2+ and Zn2+, including electron distribution to show all
systems stabilised by zero Δoct
dxy dxz dyz
dx2-y2 dz2
Baricentre
3/5 oct
2/5 oct
dxy dxz dyz
dx2-y2 dz2
dxy dxz dyz
dx2-y2 dz2
dxy dxz dyz
dx2-y2 dz2
Fe2+ - 2/5 oct Co2+ - 4/5 oct Ni2+ - 6/5 oct Cu2+ - 3/5 oct
Figure 2-7 LFSE in terms of Δoct for the metals between Mn and Zn
To be successful in the treatment of transition metal complexes the above behaviours need
to be included. This is achieved within LFMM using the Angular Overlap Model25-27 (AOM).
The AOM is a bond centred orbital approach. The benefit of this compared to a global orbital
approach is that the parameters are defined based on the one metal ligand bond and not on
the geometry and environment of the whole system. This bond centred approach means
that force field parameters developed for a ligand should be independent of the molecular
environment. Hence, LFMM is capable of treating mixed systems and systems away from the
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classical ideal geometry; two very important features considering the unique labelling
problems already mentioned.
In addition to using the AOM LFMM also uses some different equations to the ones
presented earlier (Equation 2-20).
The first term in the expanded equation deals with the energy of deforming bond from its
“ideal” value, and was presented earlier in the form of Hooke’s law. However, within LFMM,
the Morse potential is used instead. The Morse potential has the benefit that it allows a
more realistic behaviour of the chemical bond. As the bond is compressed, the energy rises
sharply and as the bond is stretched the energy rises asymptotically towards a dissociation
limit. The benefit of this is that the system can more easily explore conformational space
away from the ideal geometry, this is especially important in transition metal systems given
the large difference in bond lengths in Jahn-Teller active complexes. The Morse potential still
suffers from the problem of unique parameters.
0( ) 2[1 ]r rMorseE D e
 
 
Equation 2-22 Morse Potential
The parameters in the Morse potential are chosen in parallel with the other LFMM
parameters to best reproduce the available data (for a detailed breakdown of LFMM
parameterisation see Chapter 3). They are; D, the bond dissociation energy; α, the curvature
of the well; r0, the reference bond length.
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Figure 2-8 Schematic representation of the Morse potential parameters
The second term in the expanded in force field equation (Equation 2-20) is that for angle
bending. LFMM does not use this potential in the area around the metal instead a 1,3 purely
repulsive term is used, based on the points on a sphere model. However, this was not how
the angular geometry was originally treated. Originally a Lennard-Jones like potential based
on the van der Waals (VDW) forces, was used, but was discarded since the VDW energies
were insufficient.
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Equation 2-23 Lennard-Jones equation
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Equation 2-24 Pure 1,3-repulsive term for ligand-ligand interaction
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Each of the force field parameters (r0, α, D and ALL) has an effect on the calculated properties
of the system and it is important to know what magnitude and direction of response is seen
when a parameter is changed. Figures 2-9 through 2-12 are all based on changes observed in
[M(H2O)6]
2+ complex, where M = V2+ for all except Figure 2-11 where M = Cu2+.
Figure 2-9 Changes in M-O bond length and system energy as r0 is changed
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Figure 2-10 Changes in M-O bond length and system energy as α is changed
Figure 2-11 Changes in M-O bond length and system energy as D is changed
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Figure 2-12 Changes in M-O (Å) bond length and system energy (kcal mol-1) as All is changed
AOM – The Angular Overlap Model
The AOM is used within LFMM to incorporate the d-electron effects and hence capture the
LFSE.
As previously stated, the AOM is a bond centred approach, which allows parameters to be
developed for individual ligand metal combinations and gives the method a wide degree of
transferability.
The AOM has essentially 4 parameters; eσ, the full energy of a perfect σ type overlap; eπx and
eπy, the full energy of a perfect π type overlap; eds, the amount the mixing between the
metal dz2 orbital and an s type metal valence orbital.
The values of eσ and eπx/y can be derived from spectroscopic measurements of the d-d
splitting or from alternative theoretical means (see Results).
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Figure 2-13 Oh field splitting with reference to AOM parameters
The maximum overlap for any ligand with a metal d orbital can be obtained from the AOM
matrix. The AOM matrix relates the overlap of a ligand orbital with a particular metal orbital
in terms of the internal polar coordinates, θ and φ. φ is the angle between the projection of 
the bond vector on the xy plane and global x axis. θ is the angle between the global z axis 
and bond vector.
M
x
z
y
Ligand
Project bond vector onto xy plane
Figure 2-14, Diagrammatic representation of the parameters θ and φ
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When the AOM matrix is used to derive the AOM equations for a molecule with octahedral
symmetry with six molecules, having π bonding in both x and y directions, the following
interactions are expected (Equation 2-25), where the subscripts x+/x-, y+/y- and z+/z-
denote ligands on the positive or negative direction of the respective global direction.
x2-y2 X+ Y+ X- Y-
z2 z+ z- X+ Y+ X- Y-
xy
xz
E(d ) = ¾{ e (L ) + e (L ) + e (L ) + e (L )}
E(d ) = e (L ) + e (L ) + ¼{ e (L ) + e (L ) + e (L ) + e (L )}
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Equation 2-25 AOM equations for nominally octahedral metal complexes
The sign of the AOM parameters positive or negative, eσ and eπ, demotes whether the
interaction is destabilising or stabilising respectively. A positive eπ denotes a π donor while a
negative eπ is a π acceptor.
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Chapter 3 - Modelling of Hexaqua Complexes of First Row Divalent
Transition Metals
Introduction
The majority of interest in metal complexes comes from their varied and often unique
behaviour in a number of solvents. The most common and probably beneficial solvent to
consider is water, as it is found in many well investigated systems: water is the main solvent
present in the human body, the planet is covered mostly in water and reactions that can be
performed in water, as opposed to other solvents such as alcohols, are environmentally
friendlier.
The divalent first row transition metal ions can be considered to be octahedral in aqueous
solvent, although there is some contention about Cu2+. It is not clear from the literature
whether Cu2+ is six, five or four coordinate1-3, due to large distortion caused by the strong
Jahn-Teller effect4,5.
As the aquated species of the divalent first row transition metals are important in such a
broad spectrum of areas, it is important to make sure that a good baseline of comparison is
obtained between LFMM and either experiment or DFT. Where possible the experimental
structures and energies were used; however, in cases where these data were not available,
or were not as accurate as other data used, then DFT structures and energies have been
substituted in.
The aim of the initial work was to not only to develop a force field for these complexes but
to test how LFMM performs for structures and energies. Based on the conclusions drawn in
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the seminal work by Basolo and Pearson, if the LFMM method can accurately account for
the Crystal Field Activation Energy (CFAE) then it should be able to quantitatively reproduce
the experimental data, such as ΔH (the enthalpy change of formation, for example) and
structural features as well as qualitatively reproducing the rate constants of a process.
Computational details
All calculations in this chapter were performed using LFMM6,7 and ADF7.
Geometry optimisations performed using ADF were done using various gradient corrected
functionals; PW918, BLYP9,10, RPBE11, as well as the LDA. LDA calculations were performed
using the Vosko-Wilke-Nusair12 equations for the electron correlation energy.
ADF allows imposed symmetries. However, due to the exact symmetry of the hexaqua
complexes, there are complications, which are discussed in full detail later in the chapter.
Charges were calculated using the Natural Atomic Orbital (NOA) method in Jaguar and the
Mulliken population analysis in ADF.
The default ADF options were used for all minimisations, with the COSMO13 scheme being
employed where solvation was to be included. An integration level of 4.0 was used for
simple minimisations and a level of 6.0 for frequency calculations.
DFT Functionals
The aim of the first part of this chapter is to develop a set of force field parameters for the
complexes of the divalent first row transition metal ions.
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It is important that there is a constant and reliable set of data that is self consistent,
available throughout the whole of this research. To guarantee this DFT structures and
energies will be used in concert with experimental results. Due to the large number of
possible methods that can be used within modern QM, it is imperative to find a method that
works well for all of the systems that will be looked at. This is to minimise the chances of
creating a set of force field parameters that do not perform in the same way across the
whole of the transition metal series.
The experimental metal-oxygen bond lengths are well known for the hexaqua complexes of
the first row transition metal ions14,15. The metal-oxygen distances that are commonly
available in the literature are given as one distance for all metals, Vanadium to Zinc. This
single value is not in fact correct as four of the metal complexes; Chromium, Iron, Cobalt and
Copper, are nominally Jahn-Teller active.
The reason that these distances are often reported as one value is due to the fact that the
many methods for measuring the bond length take some average. This effect is known as
the dynamic Jahn-Teller effect and comes from the fact that the Jahn-Teller active complex
are in constant flux and most measurements are taken over a long time scale and so see the
averaged structure.
Taking these averaged experimental bond lengths as a baseline for comparison, the
minimum energy structures of the whole series of complexes was calculated using DFT.
These calculations used a global restraint to ensure that while the bond lengths could
change, and hence minimise, they could not differ from one another. This approach
guaranteed six equal bond lengths, which could be used to decide on the functional that was
best suited for use as the general functional. With six equal bond lengths and water
molecules as ligands, the highest available symmetry the system can have is Th symmetry.
However, this symmetry is not implemented within ADF so D2h was used instead as the
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symmetry for these minimisations. For the complexes that would have had orbitally
degenerate ground states non integral occupations were used. The ability to set non integral
occupations is one of the strengths of DFT, as the calculation only requires the density of the
electrons, whereas, in HF theory an orbital is either full or empty.
Exp LDA PW91 BLYP RPBE
V 2.13 2.061 2.124 2.151 2.156
Cr 2.17 2.082 2.148 2.172 2.183
Mn 2.18 2.11 2.174 2.191 2.21
Fe 2.13 2.058 2.123 2.145 2.16
Co 2.09 2.018 2.084 2.105 2.118
Ni 2.06 1.985 2.067 2.081 2.094
Cu 2.09 2.009 2.075 2.098 2.109
Zn 2.1 2.034 2.093 2.112 2.132
Table 3-1 Calculated and experimental M-O bond lengths (Å)
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Figure 3-1 Comparison of the DFT and experimental M-O distances (Å)
It is clearly shown above (Figure 3-1) that all of the functionals tried are equally precise,
while none of them are absolutely accurate.
The LDA systematically overbinds the water molecules in the complex, leading to shorter
bond lengths than expected. It is interesting to note, however, that if the COSMO field had
not been used, then the LDA values would have appeared even further from the
experimental data than any of the GGA functionals, due to the fact that the COSMO
solvation effect causes a contraction of the M-O bond lengths.
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d Electrons No Solvation Cosmo
3 V 2.14 2.12
4 Cr 2.09 2.39 2.06 2.33
5 Mn 2.19 2.17
6 Fe 2.11 2.21 2.09 2.17
7 Co 2.01 2.09 2 2.06
8 Ni 2.07 2.05
9 Cu 2.01 2.31 1.97 2.26
10 Zn 2.11 2.09
Table 3-2 Bond lengths (Å) of the divalent transition metal aqua complexes [M(H2O)6]2+, Jahn-Teller active
have both the long and short bonds listed
Figure 3-2 Plot of metal oxygen bond lengths (Å) with and without COSMO
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None of the GGA functionals showed any major benefit or difference to the other ones.
Therefore PW91 was chosen as the computational standard. PW91 was marginally more
accurate than the other functionals, although this “accuracy” may be within the theoretical
noise of the calculation. With these considerations it would have been defensible to have
chosen any of the functionals, and to move forward with that choice. In the shown
functionals, there is a small discrepancy at chromium and copper. This stems from the fact
that the six equal bond lengths are highly averaged, as these complexes are in fact strongly
Jahn-Teller active.
LFMM Parameters
Now that a suitable functional has been chosen a set of force field parameters needs to be
developed (for details on LFMM and its implementation see Computational Chemistry).
To account for the d-orbital stabilisation energy a set of AOM parameters that accurately
and precisely model the structural and energetic properties of these complexes is required16.
As stated earlier the three parameters needed for the AOM contribution to the force field
are; eσ, eπx and eπy,. However, water only has the ability to σ bond and form π bonds in one
plane, either x or y (this x,y direction is based on the local axis frame, not the global axis
frame), but not both.
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Figure 3-3 Water has π bonding only in one direction
Assuming that water is sp2 hybridised, Figure 3-3, and hence is planar with the metal ion,
then there is only the one π direction for bonding consideration as the other π type orbitals
are involved in bonding between the oxygen and hydrogens.
This non cylindrical π bonding means that water only needs one eπ parameter. This
parameter will be referred to as eπ┴.
As stated earlier the highest symmetry for the hexaqua complexes is Th Figure 3-5. In this
symmetry there is the classical “octahedral” splitting of the d orbitals that gives the lower
energy triply degenerate tg set, and the higher energy doubly degenerate eg set Figure 3-4,
leaving only one degree of freedom, with which to assign the two AOM parameters.
Figure 3-4 Classical splitting in Th symmetry
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Equation 3-1 AOM equations for Th symmetry
The splitting of the d orbitals is determined by the arrangement of the ligands around the
metal centre, so by changing the alignment of the ligands it is possible to create a d orbital
splitting that allows us to derive a value for the eπ parameter from DFT calculations. The
alignment that is needed to get this splitting is an “equatorial” D2h arrangement, Figure 3-6.
Figure 3-5 Standard co-planar alignment of ligands Th symmetry
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Figure 3-6 Equatorial alignment of ligands, D2h symmetry
The equatorial arrangement of ligands results in a change of the d orbital splitting pattern,
resulting in one d orbital at zero eπ, one at two eπ and one at four eπ (Figure 3-7). The exact
order of the d orbitals is dependent on the chosen axis frame, and on the alignment of the
ligands with respect to the axis frame.
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Equation 3-2 AOM equations for the equatorial D2h geometry
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Figure 3-7 Change in d orbital splitting upon adopting “equatorial” geometry
Assuming a standard axis frame with the four equatorial waters lying in the xy plane and the
two axial waters lying in the xz plane (Figure 3-8), then the d orbital ordering is as above
(Figure 3-7). The overlaps between the ligand orbitals and the d orbitals on the metal are
depicted in Figure 3-9. The overlaps for the dz2 and dx2-y2 are not shown as the contribution
that causes them to change in energy is σ in nature.
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Figure 3-8 alignment of water molecules with axis frame
M
z
y
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MM
dxy no e dxz two e dyz four e
Figure 3-9 d orbitals showing alignment with π orbitals on ligands
The presence of this unidirectional π bonding means that the crystal field splitting parameter
Δoct is no longer equal to 3eσ – 4eπ but is now 3eσ – 2eπ.
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Given the above it was possible to minimise the equatorial geometry and use the orbital
energies to estimate the value of eπ┴. The orbital energies were taken from the Kohn-Sham
orbitals with the largest dxy, dxz and dyz contributions.
V Mn Ni
E(dxy) -12.221 -15.314 -15.396
0.000 0.000 0.000
E(dxz) -11.834 -14.935 -14.977
0.387 (3121) 0.38 (3065) 0.419 (3380)
E(dyz) -11.517 -14.619 -14.681
0.704 (5678) 0.695 (5606) 0.716 (5775)
Table 3-3 Energies of the MOs (eV) from the equatorial geometry ADF calculations, values in parenthesis in
cm-1
The calculated orbital energies above (Table 3-3), show both the absolute energy of the
orbital as well as the energy relative to the lowest MO for that metal system. It is interesting
to note that the splittings are remarkably alike even though the splitting parameter, Δoct for
the metals is very different; 12300 cm-1 for [V(H2O)6]
2+ and 8500 cm-1 for [Ni(H2O)6]
2+.
Given that the above energy levels are so similar, the same value for eπ┴ can be used for the
whole first row divalent series. Either the total of the relative energies is two eπ┴ or the
difference between successive energy levels is two eπ┴. Either way the value for eπ┴ is
Calculated to be 1480 ± 50 cm-1.
Using the obtained value of eπ┴ it is simple to calculate the value of eσ using the
experimental values for Δoct. However, some provisos need to be added to this expectation,
as described below.
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3 4oct e e   
┴
Equation 3-3 Relationship between the splitting parameter Δoct and AOM parameters for normal D2h
symmetry
3 2oct e e   
┴
Equation 3-4 Relationship between the splitting parameter Δoct and AOM parameters for equatorial D2h
symmetry
Ultimately the values used for eσ were derived based on hydration enthalpies. However, this
was not the expectation when these calculations were carried out. The derivation of the eσ
value is detailed later in this chapter when all force field parameters are discussed.
Having established a values for our eσ and eπ┴(going forward from the original idea that it
could be based solely on the Δoct), the distance dependence of the AOM parameters needs
to be established. The AOM parameters have an inverse fifth power dependence on the
bond lengths, so a calculated value of 1400cm-1 for eπ gives an AOM parameter of 57177, at
a bond length of 2.1 Angstroms. While this power dependence is backed up by crystal field
theory and the electrostatic behavior, it is somewhat arbitrary as any power dependence
could be used. Likewise the AOM parameters for eσ and eπ┴ could be somewhat redundant
as any value of eσ could be used as long as the eπ chosen reproduced the required Δoct.
For the LFMM force field there are eight parameters that need to be optimised (for each
different metal). The parameters to be optimized are: the AOM parameters eσ and eπ, the
Morse function parameters (D, r0,α), the ligand-ligand repulsion parameter, ALL, and the
partial atomic charges ρ(O) and ρ(H).
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Most of the parameters above are derived based on an iterative method, and so it was
attractive to define values for as many parameters as possible that could be evaluated
independently before the relatively time consuming iterative process.
It was decided that the most likely variables (after the eσ and eπ), that could be decided upon
independently were the partial atomic charges.
Charge scheme
The charge scheme for the hexaqua complexes was derived from QM calculations.
To calculate possible charge schemes Jaguar was used as it was able to utilise the full Th
symmetry for the orbitally nondegenerate ground states of Mn(II) and Zn(II). In addition
Cu(II) was investigated as a strongly Jahn-Teller active system, to see the effect that long and
short bonds had on the charges seen.
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ρ(M) ρ(O) ρ(H)
Metal M-O Å Mulliken NAO Mulliken NAO Mulliken NAO
Mn 2.10 1.05 1.53 -0.81 -1.01 0.48 0.55
Mn 2.20 1.02 1.60 -0.81 -1.02 0.49 0.54
Mn 2.19 0.98 1.58 -0.82 -1.03 0.50 0.55
Mn 2.40 0.99 1.68 -0.80 -1.02 0.49 0.54
Zn 2.13 1.13 1.68 -0.83 -1.03 0.49 0.54
Zn 2.16 1.33 1.75 -1.00 -1.08 0.56 0.56
Cu 2.26 -0.79 -1.02 0.47 0.53
Cu 2.02 0.86 1.53 -0.78 -1.01 0.50 0.55
Cu 2.03 -0.79 -1.01 0.50 0.55
Bare water -0.77 -0.93 0.39 0.47
Water(aq) -0.88 -1.01 0.44 0.51
Table 3-4 Calculated partial charges for various metals at different M-O bond lengths
It is seen from Table 3-4, that even fairly large bond length changes do not perturb the
observed charge distribution. This observation could be argued away for the Mn(II) and
Zn(II) cases as the 6 bond lengths were the same and so the overall electrostatic pull on each
molecule would be fairly uniform. However in the case of Cu(II), with two long and four
short bonds, there is still no significant difference to the partial charges seen even though
four of the water molecules are 0.2 Å closer to the metal.
The observed Mulliken populations give charges that are more covalent in character than
the charges seen in the more complex NAO scheme. However, it is seen that the charge
scheme does not change much, which leads to the conclusion that a single charge scheme
would suffice in describing the divalent hexaqua complexes. Earlier the spurious methods
involved in the calculation of the Mulliken charges were discussed. From this it is more
attractive to use the more theoretically sound NAO charge scheme. However, due to later
calculations a third charge scheme, “intermediate”, was introduced. This third charge
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scheme was “attractive” as it did not have the harsh charges of the NAO method and was
more in line with the electro neutrality principle. In addition it was able to reproduce in
LFMM several structural features that were found to be significant. These are detailed later
in the chapter. The LFMM method uses partial point charges to approximate the
electrostatics of a complex. Whereas QM charges are set to give the correct electrostatic
potential, because of this it is not surprising that the charges used within LFMM our
different from those that are calculated with QM.
Scheme ρ(M) ρ(O) ρ(H)
Mulliken 1.22 -0.55 0.34
Intermediate 1.4 -0.82 0.46
Natural 1.64 -1.02 0.54
TIP3P -0.84 (-0.834) 0.42 (0.417)
Table 3-5 Compiled list of used charge schemes including standard TIP3P charges
The charge schemes shown above include TIP3P17 charges as these were the charges used in
LFMM when bare water molecules are considered. TIP3P is covered in more detail in the
introduction.
When the work on metal aqua complexes was started, and the parameters first developed,
the charge scheme used was the NAO scheme. This charge scheme worked perfectly well for
the initial work. It correctly reproduced all of the geometric features of the DFT structures,
as well as relative energy differences.
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Figure 3-10 Comparison of LFMM and DFT M-O bond lengths (Å)
While this initial result was encouraging, it still was not accurate as none of the systems so
far were allowed to relax. When allowed to relax, the expected strong Jahn-Teller distortion
is seen in d4 Cr(II) and d9 Cu(II), as well as the weaker Jahn-Teller distortion in d6 Fe(II) and d7
Co(II). Turning on the Jahn-Teller effect in LFMM was achieved by inclusion of the AOM
parameters and slight parameter changes.
LFMM performs as well with the Jahn-Teller effect considered as it did with purely
symmetrical complexes.
2
2.05
2.1
2.15
2.2
2.25
2.3
2.35
2.4
2.45
0 2 4 6 8 10 12
M
-O
bo
nd
le
ng
th
A
ng
st
ro
m
s
number of d electrons
DFT M-O bond legths (PW91)
DOMMIMOE M-O bond lengths
3-19
Figure 3-11 Comparison of LFMM and DFT M-O bond lengths (Å) for Jahn-Teller active complexes
Figure 3-12 Total bonding energies calculated with LFMM and ADF (Kcal mol-1)
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d electrons Metal
ADF energy kcal mol-
1
DOMMIMOE energy
kcal mol-1
0 Ca -239.81
3 V -336.14 -335.96
4 Cr -316.68 -316.24
5 Mn -304.42 -304.35
6 Fe -333.80 -333.73
7 Co -361.94 -361.57
8 Ni -385.00 -385.82
9 Cu -368.27 -368.52
10 Zn -347.68 -347.59
Table 3-6 Compiled total bonding energy data for LFMM calculations
The above energies Figure 3-12 were calculated using the first set of parameters and the
NAO charge scheme. The energies were compared to the raw data output from ADF. There
were no corrections made to the energy at this point. This was a trial to see if LFMM could
reproduce absolute numbers while maintaining the ability to accurately get a structure for a
minimised complex. The bond lengths and energies shown (Figure 3-10, Figure 3-11, Figure
3-12) were all calculated using the same initial parameter set.
After this initial success, the bar for comparison was raised. Transition states within LFMM
were the next target, covered in full detail in a later chapter. To accomplish this, the true
minima and transition states for the water exchange species had to be found. Many papers
by Rotzinger18-21 et al22-25 cover the process of water exchange, and the states and
geometries involved in the process. In these earlier studies a common theme was found,
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that the starting geometries for these exchange processes (i.e. the hexaqua complex) was
not in fact a true minimum on the PES. This lead to the reinvestigation of the LFMM
structures to test if they were indeed true minima. Using the LFMM structures as a starting
point for DFT single point frequency calculations confirmed that the LFMM structures also
were not true minima. To obtain true minima for these hexaqua complexes, the complexes
must be allowed to relax. In ADF this relaxation is accomplished by setting a lower
symmetry, and having no restraints to regulate bond lengths.
Having calculated the frequencies for all of the hexaqua complexes in D2h symmetry it was
easy to see the distortions that needed to occur by animating the output. In each case there
were three negative frequencies, all around -50 wave numbers.
The motion that was required to remove the negative frequencies is described by three
different, but coupled motions. The three motions needed to make a true ground state are
shown in Figure 3-13; a pitch, a movement of the hydrogen atoms out of the metal water
plane; a yaw, a rotation of the water molecule keeping the H-O-H angle the same, with an
increase in one H-O-M angle and a decrease in the opposite angle; a roll, a rotation of the
water molecule about the M-O bond.
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Figure 3-13 Graphical representation of the motions required to find a true ground state for the hexaqua
species
The discovery of these structural features that are required for true ground states, lead to
another criteria in all of the LFMM optimisations, that the molecules should show this
distortion and so be true minima. At this point the low charge scheme was discarded since it
could not, with any set of parameters, reproduce the required motions in the water
molecules and so could not give true minima on the PES. The LFMM structures while not the
global minimum were all local minimum with no negative frequencies. The observation that
the “low” charge scheme could not reproduce the required structural features leads to the
conclusion that these distortions are mainly electrostatically controlled. The roll, pitch and
yaw of the water molecules exposes the “back” of one molecule to the “face” of another
creating weak pseudo hydrogen bonds. These hydrogen bonds are made more likely by the
co-planar nature of the water bonds, where the hydrogen atoms on one water molecule
point at the oxygen atoms on its two neighbouring molecules. At this point these
interactions are considered only in the scope of the six directly bound water molecules, as
there is considerable contention in the literature about the required number of “outer
sphere” water molecules to accurately reproduce the water complex.
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Figure 3-14 Showing favorable alignment in D2h symmetry hexaqua complexes
The remaining two charge schemes were both used throughout the rest of the work carried
out on hexaqua complexes, and are covered in detail in following chapters.
Morse Potential Parameters and Ligand-Ligand repulsion
The Morse potential (α, r0 and D) and the ligand-ligand repulsion term, ALL, are considered
together because they are the four parameters that directly affect the geometry of the
system in the most straightforward way. The AOM parameters also affect the geometry of
the molecule but a change in one of the AOM parameters is not necessarily as easy to make
to get the structural change you want, as a lot of the AOM parameters have switch-over
points so it is not a smooth progression like it is with the Morse potential parameters.
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As shown in the introduction, the Morse potential parameters have a fairly linear and
predictable effect on the structure of the complex. For this reason, the initial optimisation of
these parameters was fairly straightforward. The initial parameterisation was performed by
hand using an iterative process until the structure in LFMM agreed with that calculated by
DFT or provided by experiment.
Figure 3-15 Overlay of DFT (purple) and LFMM (green) structures, including the very important roll, pitch
and yaw.
While the structural overlay (Figure 3-15) may look different from each other. Both of the
above structures have the roll, pitch and yaw in the same magnitude. They appear different
due to different internal directions for these motions.
After the initial work to devise a set of parameters that accurately reproduced the structural
details was deemed successful a new criteria was added to include the energetics of the
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systems. The energetic parameters were to see how well LFMM could perform with absolute
energies as a benchmark, not just relative energies.
The absolute energies were calculated from the enthalpy of hydration (ΔHhydr) with a
correction to remove the solvation energy. The solvation energy was calculated using
COSMO in ADF. However, COSMO is designed to reproduce solvation free energies. The
entropic contributions to the total energy are known to be small (~2%) for hydrated metal
ions and so the COSMO method can be considered accurate for these needs.
Johnson and Nelson26-28 include a further breakdown to the energy scheme by further
splitting the Ut, into Ures and LFSE. Where Ut is the internal energy (chemical potential) of the
system. Ures is the energy of the metal complexes in the absence of a ligand field stabilisation
effect; the interpolated points between Ca2+, Mn2+ and Zn2+ represent this value.
Metal ΔHhydr E(COSMO) Ures LFSE Ut
Ca -377 -203 -174 0 -174
V -458 -207 -211 -40 -251
Cr -455 -207 -222 -25 -247
Mn -440 -206 -233 0 -233
Fe -465 -208 -244 -13 -256
Co -477 -209 -254 -17 -268
Ni -503 -210 -264 -29 -293
Cu -502 -209 -273 -20 -293
Zn -489 -207 -282 0 -282
Table 3-7 Energy decomposition of target energetic data (kcal mol-1)
The D parameter allows very easy tuning of the energy given by LFMM, while having
minimum effects on the structural results. The r0 and ALL are tuned to reproduce the bond
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length once the D parameter has been set. Finally the α parameter is set based on
reproducing the normal mode vibrational frequencies calculated in ADF.
At the start of this chapter the minimisation of eπ┴ and eσ was discussed and the fact that eσ
could be set based on the calculated eπ┴. However, it was stated that it would be refined
based on later requirements and practicalities. That requirement is that the eσ needed to be
tuned to reproduce the required LFSE based on the Johnson and Nelson break down.
All of the above work leads to the final set of LFMM parameters (Table 3-8) that were used
for the rest of the work involving water as a ligand in the later chapters.
Metal
D
kcal mol-1
r0
Å
α
ALL
kcal mol-1
a5(es)
a
kcal mol-1 Å-5
a5(eπ)
kcal mol-1 Å-5
Δoct(fit)
cm-1
Δoct(exp)
29
cm-1
V 22.3 2.13 1.6 5350 228000 60500 13024
1230026,
12400
Cr 23.5 2.19 1.5 5300 263000 64000 14455 925026, 14000a
Mn 26.4 2.08 1.7 5250 - - - 8300
Fe 28.6 2.04 1.7 5200 115000 60300 5203 935026, 10400
Co 30.8 2 1.7 5150 105000 55000 5125 840026, 9300
Ni 32 2.02 1.6 5100 150000 51000 9542 860026, 8500
Cu 33.9 1.97 1.4 5050 161000 53900 9754 785026, 13000a
Zn 37.5 1.93 1.5 5400 - - - -
Table 3-8 Final LFMM parameters, a Value based on position of absorption maximum
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The above parameters were designed to specifically reproduce the absolute energetic data
(Ut and Ures) and the target M-O bond lengths for the divalent hexaqua metal ions. Given the
above it seems that the parameters fail to reproduce the Δoct values expected for these
complexes. The worst failures are seen for Cu2+ and Cr2+, the two strongest Jahn-Teller
distorted complexes, for which the experimental data cannot be interpreted within
octahedral symmetry. In contrast to this are the Fe2+ and Co2+ complexes for which the d-d
spectra is readily analyzed in octahedral symmetry, even though the experimental data are
quite different to that calculated with LFMM. Again this is attributed to the Jahn-Teller effect
in these systems.
Final results for [M(H2O)6]2+
The above parameters were used to optimise the series of first row divalent hexaqua metal
complexes (Table 3-9).
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Metal rsphÅ
roctJN
Å
rmin
Å
s (a1) / cm-1
r1 r2 r3
V
2.2
2.137
2.14 335
2.235 2.13 352
2.21
Cr
2.18
2.167
2.08 2.07 2.41 -
2.205 2.08 2.08 2.37 -
2.24
Mn
2.18
2.178
2.18 332
2.178 2.18 337
2.18
Fe
2.14
2.126
2.12 2.15 2.13 -
2.155 2.12 2.12 2.12 -
2.15
Co
2.13
2.093
2.12 2.09 2.11 -
2.135 2.05 2.05 2.14 -
2.14
Ni
2.12
2.06
2.08 347
2.119 2.08 353
2.13
Cu
2.12
2.087
2.02 2.02 2.32 -
2.106 1.97 1.97 2.31 -
2.13
Zn
2.12
2.097
2.12 328
2.097 2.13 363
2.13
Table 3-9 Compiled Results for LFMM minimisations; DFT underlined, Johnson and Nelson bold, LFMM
italics, all bond lengths in Angstroms (Å)
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Conclusions
A set of parameters has been successfully developed for the treatment of the [M(H2O)6]
2+
type complexes. This set of parameters has been improved upon and refined based on the
consideration and inclusion of additional important features. Throughout this research the
targets for the LFMM method to meet have been raised after each success. This has led to
an increased appreciation and understanding what features are important to parameterise
against. The early expectations of the LFMM method were that reproduction of the metal –
ligand bond length would be sufficient for the parameterisation of the system. However, for
flexibility and applicability it is important to consider extra data.
Utilising the LFMM force field the structures and energies for the first row divalent transition
metal series have been quantitatively reproduced, including the Jahn-Teller active species
(Cr2+, Fe2+, Co2+ and Cu2+).
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Chapter 4 - Model Transition States
Introduction
Successfully reproducing the ground state geometries of transition metal complexes wasnot a trivial matter, especially when the Jahn-Teller effect was included. However, thereare many more facets of aqua complexes that would prove a much more exciting test ofthe method. With the MOE platform as the major tool it seems sensible to look atprocess that have far reaching and interesting implications. One such feature of metalcomplexes is ligand exchange.
In the divalent hexaaqua first row transition metal complexes there is a very interestingspread of exchange rates (k / s-1), from 8.7 * 101 for V2+ to 4.4 * 109 for Cu2+ .
In the previous chapter it was shown that LFMM can calculate absolute energies ofground state structures.
Computational details
All calculations in this chapter were performed using DOMMIMOE and ADF.
Geometry optimisations performed using ADF were done using various gradientcorrected functionals; PW91, BLYP, RPBE, as well as the LDA. LDA calculations wereperformed using the Vosko-Wilke-Nusair equations for the electron correlation energy.
The default ADF options were used for all minimisations, with the COSMO scheme beingemployed where solvation was to be included. An integration level of 4.0 was used for
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simple minimisations and a level of 6.0 for frequency calculations as well as transitionstate optimisations
Water Exchange
The LFMM force field was developed using both empirical data (observable andmeasurable quantities) and DFT calculated data. This, coupled with the bond centered,approach means that the force fields developed herein are applicable to any problemwith an aqua metal bond.
The interesting range of ligand exchange rates makes an interesting target forinvestigation by LFMM as well as compelling validation that the method satisfactorilyincludes the ability to deal with more complex problems.
In the now seminal work by Basolo and Pearson a qualitative relationship between thecrystal field activation energy and the rate constant for water exchange was established.However, Basolo and Pearson 1 were using a crude model for the prediction of the CFSE.It is hoped that LFMM which explicitly treats the “true” LFSE should be able to reliablymodel these exchange processes.
Water Exchange Mechanisms
There are currently three accepted mechanisms for the exchange of an aqua moleculebound to a metal centre with an associated water molecule in the complex’s firstsolvation sphere2,3.
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These three process are associative (A), dissociative (D) and interchange (I). The firsttwo process A and D respectively proceed via a stable intermediate of higher or lowercoordination number than the parent complex. The I process can be further describedby whether it proceeds via an associative (Ia) or dissociative (Id) activation.
   →
Associative
Figure 4-1 Associative (A) exchange and intermediate
  →
Concerted
Associative
Figure 4-2 Interchange, associatively activated (Ia)
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   →
Dissociative
Figure 4-3 Dissociative (D) exchange and intermediate
  →
Concerted
Dissociative
Figure 4-4 Interchange, dissociatively activated (Id)
While the above mechanisms are not in contention, the assigment of these mechanismsto transition metal systems has long been disputed.
The early experimental work assigned the exchange mechanism for these systems basedon the relative volume of activation, with all first row transition metal complexes beingassigned a D mechanism4-6. However, later work by Merbach7-10 showed that theexchange process of Mn2+ in water proceeded by an Ia mechanism.
4-5
The volume of activation is found from the pressure dependence of the rate constant k.
††ln k VT
p RT


  
  
 
Equation 4-1 Relationship between volume of activation and rate constant
This was not the end of the discussion and various groups published their own resultson the assignment of the mechanism of exchange in water. It was then Aakesson11, sometwenty years after the original publication, who used theoretical methods to assign theexchange mechanisms. In this later publication a D/Id mechanism was defended for allfirst row transition metal complexes in water. It only took a few years for these resultsto be argued both experimentally and theoretically. Most notably this was done byRotzinger2, who has provided many papers3,12-15 on the topic of water exchange and themechanistic changeover from an Ia mechanism at V to an Id mechanism at Ni.
The investigation of the exchange processes of these systems has, so far, only beenattempted computationally by QM methods. The reasons for using QM over MM include,QM can locate and minimise to a transition state with no extra parameterisation and QMis a more trusted method for the modelling of bond breaking processes because itexplicitly treats electrons.
Modelling water exchange
It has been shown previously that LFMM gives comparable results for conformationalstructures and conformer energies as the corresponding QM methods do when applied
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to the same systems. For this reason a QM like approach was chosen for the work usingLFMM.
Previous work2,3 on the subject of water exchange at a metal centre provides twopossible starting conformers of the type [M2+(H2O)6].H2O, where the seventh watermolecule is located in the second coordination sphere (the primary solvation shell).
The two different structures for these complexes are, Vertex (V) and Edge (E) which aredefined by the position of the seventh water and its method of association with thecomplex. In a V type complex the seventh water molecule is hydrogen bonded to onlyone of the primary coordination shell water molecules. In the E type complex theseventh water molecule is hydrogen bonded to two primary coordination shellmolecules.
It was decided that these calculations should be repeated using PW91 and COSMO, asthis was the internally validated and consistently used functional for the DFT work.During the DFT comparison a third structural type Face (F) was found. The F typecomplex, which had previously not been reported, has the seventh water moleculebound to the complex through three of the primary coordination sphere watermolecules.
Figure 4-5 Diagrammatic representation of the three different binding modes
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Figure 4-6 DFT minimised structures of [V(H2O)6]
2+, V type binding
Figure 4-7 DFT minimised structures of [V(H2O)6]
2+, F type binding
Figure 4-8 DFT minimised structures of [V(H2O)6]
2+, E type binding
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The energy of the V,E and F forms of the complex were computed using PW91, withCOSMO to account for the solvation, for the [M(H2O)6]2+.H2O, where M is either V, Mn orNi.
Metal Erel(V) Erel(E) Erel(F)
V 0.5 0.0 2.5
Mn 1.1 0.0 2.8
Ni 0.6 0.0 1.9
Figure 4-9 Relative energies (Kcal mol-1)
In each case the E type complex was the lowest in energy (set at relative zero in Figure
4-9) with the V type just slightly higher and finally our newfound F type complexes werethe highest in energy.
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DFT V LFMM V DFT Ni LFMM Ni DFT Mn LFMM Mn
M-O 1 2.14 2.12 2.08 2.06 2.18 2.18
M-O 2 2.15 2.12 2.08 2.06 2.18 2.18
M-O 3 3.74 3.87 3.64 3.79 3.95 3.96
H-H 2.22 2.44 2.18 2.3 2.42 2.42
M-O 1
M-O 2
M-O 3
H-H
Figure 4-10 Comparison of selected structural parameters (Angstroms/Å) from DFT and LFMM optimisations.
In the simple six coordinate complexes, the distance between neighbouring hydrogenatoms is at least 3.25 Å, whereas in the seven coordinate systems that distance iscontracted by at least half an angstrom. From Figure 4-10 it can be seen that the LFMMstructures are indeed very close to the calculated DFT structures. It should beremembered at this point that the parameters used were developed solely on “groundstate” data.
The above data shows that the LFMM method is stable for the [M(H2O)6]2+.H2O systems.However, some of the processes to be modelled may well be A or at least Ia in nature,which means that the LFMM systems would need to be stable when the seventh water isexplicitly connected to the metal. Systems where the seventh water is explicitlyconnected are defined as [M(H2O)6.H2O]2+ type complexes.
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If the LFMM method is to stand any chance of successfully treating the exchangeprocesses in these systems then it must be stable with seven connected ligands. It couldbe expected that when a seventh ligand is connected the molecule will minimise to oneof three possible structures; pentagonal bypyramid, capped octahedron, capped trigonalprism.
It is of significance that the LFMM minimised structure does not differ greatly from theunbound structure.
Figure 4-11 Bound and unbound LFMM structures with seventh water
LFMM exchange energy
The initial aim was not to model the explicit exchange process but to use idealised“transition states” as a model for calculating the relative energies of the exchangemechanisms for the different metals Figure 4-12. True transition states are covered inChapter 5.
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For the Ia process the TS is relatively easy to locate manually from the principle ofmicroscopic reversibility, which states that the environment of entering and leavinggroups must be chemical identical.
Figure 4-12 Schematic representation of the of how basic exchange process were modelled.
However, it is more complicated to define a model geometry for the calculation of thedissociative pathways energetics. It is not as simple as breaking a M-O bond to give a[M(H2O)5]2+.H2O complex, as the number of bonds in the reactant and the “transitionstate” are not equal.
The remaining option was to reposition the sixth water ligand over an octahedral face.This new configuration was a true minimum for all species except Mn2+ and Zn2+. In theMn2+ and Zn2+ cases the complexes always collapse back to the octahedral. The solutionfor the Mn2+ was to put the sixth bound ligand over a face as before, but include theseventh water ligand, in the now vacant sixth ligand position but explicitly disconnectedas the dissociating molecule. This type of complex is referred to as a
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[M(H2O)5(H2O)]2+.H2O complex. This model “pseudo transition state” is in fact a localminimum for all complexes except Zn2+. It is not clear why zinc behaved anomalously forthe dissociative pathway but it is omitted from the analysis and discussion.
Figure 4-13 Structures with structural parameters (Å) for model complexes of [V(H2O)6]
2+.H2O
The “activation energy” for a given complex is defined as the difference between theground state, in these cases the seven coordinate ground state, and the transition state,in these cases the model geometries proposed above, for the associative mechanism.
For the dissociative process the “activation energy” is defined as the energy differencebetween the ground state, with six explicitly connected ligands and one “free” ligand,and the pseudo transition state again with six explicit bonds.
4-13
Figure 4-14 Activation energies (calculated/kcal mol-1) for the first row divalent elements, for both A and D
pathways compared to the experimental –logk, where k is the experimental exchange constant.
The activation energy of the Cr2+ system always gave a negative value: -1.3 kcal mol-1 forassociative and -2.3 kcal mol-1 for dissociative. Cr2+ having the lowest activation energyis consistent with the observed fast exchange rates. However, a negative value does notseem reasonable. Consequently, and as an aid to the comparison and discussion, thecalculated activation energies are adjusted relative to Cr2+ being at baseline zero forboth associative and dissociative pathways.
The computed activation energies show a surprisingly good correlation with theexperimental rate constants. For example, it was shown by high level quantumchemistry calculation performed by Rotzinger, that the associative and dissociativepathways should have nearly identical energies for V2+. In addition to the relativeenergies of the V2+ system and more importantly, the calculations predict a mechanisticchangeover from associative to dissociative from Fe2+ onwards. This changeover inmechanism is consistent with the changeover in sign of the volume of activation datafrom experiment.
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The mechanisms for the Cr2+ and Cu2+ systems are expected to be somewhat ambiguousdue to the strong Jahn-Teller distortion in these systems and given that the simplemodel pathways used only a nominal octahedral base for the calculations. This is seen in
Figure 4-14 as a nearly indistinguishable difference between the two differentmechanistic pathways. For Zn2+ the dissociative pathway is expected to be the mostfavoured. However, a dissociative mechanism of the type found for the other metals isnot found for Zn, also Zn has a slower exchange rate than Cu but is calculated in thismethod to have a lower exchange energy, therefore a faster exchange.
The calculated qualitative exchange energies are reasonably robust given the empiricalnature of the methodology and the approximations used.
The overall result of this work is positive but it has to be restated that the parametersdeveloped were not unique and other parameter sets may be used. The parametersused, while qualitatively good, do not show any discernable trends when the energeticterms are broken down into individual contributions.
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Figure 4-15 Breakdown of associative activation energy into individual components (kcal mol-1): ligand-ligand
repulsion (L-L), M-L bond stretching (Morse), LFSE and the parent force field terms.
Figure 4-16 Breakdown of dissociative activation energy into individual components (kcal mol-1): ligand-ligand
repulsion (L-L), M-L bond stretching (Morse), LFSE and the parent force field terms.
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Small changes in the force field parameters can lead to relatively large changes in theenergy of a complex, ~ 6 kcal mol-1. However, there is significant cancellation of errorsand the energy of the resultant pathway changes by a lot less, ~ 1 kcal mol-1.
Taking the lowest calculated exchange energy for each metal, associative for V, Cr, Mnand dissociative for Fe, Co, Ni and Cu, and platting them against the logarithm of the rateconstant gives a good correlation with an R2 value of 0.94.
Figure 4-17 Correlation between log k values and calculated activation energies, showing a 1 kcal mol-1 error
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Conclusions
The LFMM method has been shown able to qualitatively reproduce the energies of thewater exchange processes for the first row divalent metals. This is a significantachievement as the force field parameters were developed based solely on sixcoordinate structures. The LFMM method has proved applicable to “transition states”with different explicit connectivity than the training geometries. Also the method showsstability to “second sphere” ligands and does not collapse or abnormally distort in anattempt to deal with these species.
It should be noted that the method has, so far, been unsuccessful in treating Zn2+ usingthe two model pathways detailed. A more detailed investigation into the exact behaviorof this moiety by DFT and then LFMM is required.
Finally the negative activation energy for the Cr2+ species also requires a more detailedanalysis of the system and the models used. However, this is sadly beyond the scope ofthe current project.
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Chapter 5 - Transition states and Minimum Energy Crossing
Points (MECP)
Introduction
The work in previous chapters has led to the realisation that Molecular Mechanics canbe used to investigate properties and systems not usually treated with such methods.
However, a lot of the work so far reported has been on model or qualitative work.
The results for the water exchange pathways while very encouraging and qualitativelycorrect, did not yield information about the “actual transition states” except for the caseof the Ia mechanism for [V(H2O)6]2+. In addition to this the model used for the pseudotransition state study required an understanding of the chemical process as it required atrial model “transition state” geometry to be used.
The Holy Grail of this chapter’s work was to find out if it was possible within LFMM tosearch for actual transition states and if possible to arrive at these transition stateswithout prior knowledge of the mechanism.
There already exist within the literature a few methods for the location of transitionstates within a MM framework. Each of the methods locates structures that lie close tothe true transition state, if they do not find the actual transition state. Of the methodsavailable, the ones that find the true transition state are Empirical Valence Bond(EVB)1,2, Multi Configuration Molecular Mechanics (MCMM)3,4 and Reactive Force Field(ReaxFF)5,6. The ones that find the crossing point are Seam and MECP7,8. To allow theMECP methodology implemented within DOMMIMOE to find the true transition state anadditional minimisation is required after the MECP search. This minimisation uses a
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modified Newton-Raphson technique to go from the MECP to the transition state. Theremaining Q2MM9,10 method locates a structure that is considerably higher in energythan the transition state. However, it still provides useful information of the transitionstate mechanism (Figure 5-1).
The EVB, MCMM and RFF methods all use the same underlying ideas, that of mixing theforce fields for the reactant and the product with a given mixing term. The difficulty withthis is that the mixing term is not known a priori and is not transferable from onereaction to another.
The Seam and MECP methods both use a minimisation technique to follow theintersection of the component force fields to the crossing point. The benefit of thesemethods is that the intersection between the two PES’s is fairly easy to locate, even frombad starting geometries.
The Q2MM method constructs a modified PES from the area contained within both ofthe PES’s from the parent force field and performs a simple minimisation within thisnew PES. This is done by replacing the actual negative frequency in the calculatedhessian matrix with an arbitrarily large positive value, and minimizing with respect tothat eigen value.
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Figure 5-1 Schematic representation of what structures on the PES different methods locate
Computational details
All calculations in this chapter were performed using DOMMIMOE and ADF.
Geometry optimisations performed using ADF were done using various gradientcorrected functionals; PW91, BLYP, RPBE, as well as the LDA. LDA calculations wereperformed using the Vosko-Wilke-Nusair equations for the electron correlation energy.
ADF allows imposed symmetries; however, due to the exact symmetry of the hexaaquacomplexes, there are complications, which are discussed in full detail later in thechapter.
The default ADF options were used for all minimisations, with the COSMO scheme beingemployed where solvation was to be included. An integration level of 4.0 was used forsimple minimisations and a level of 6.0 for frequency calculations.
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All structures (both minimum and transition state) reported in this chapter werecalculated either with ADF and the PW91 GGA, or with DOMMIMOE and the parametersstated at the end of the previous chapter.
Minimum Energy Crossing Points (MECP)
The method that was chosen as the one that could be integrated into LFMM was that ofthe MECP (see Computational Chemistry Chapter 2).
An appealing feature of the MECP implementation in LFMM is that it does not requireknowledge of the transition state in the process being studied. It requires an idea of thepossible mechanism of the reaction but not of the actual transition state. What isrequired for the MECP search are guesses at the starting and ending geometries, theMECP code drives these structures together looking for the transition state between thetwo.
True Transition states
The earlier work on modelling the energetics of exchange processes used only a basicmodel of the transition state structures. To be scientifically more rigorous, we need away to locate transition states without knowing them before hand.
The MECP methodology that was referred to earlier is a way to achieve this. However, togauge the successes of the LFMM method good descriptions of the actual transitionstates is needed first. To this end a set of DFT transition states were optimised using thesame functionals and program that were used for the earlier parameter development
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work. This was to ensure an internally consistent comparison and also to look at some ofthe reported inconsistencies regarding negative frequencies in the literature.
For the initial foray into true transition states only three metals were chosen: V2+, Mn2+and Ni2+. These were chosen as they have relatively simple transition states beingorbitally non-degenerate. They do not suffer from the complexities of the Jahn-Telleractive metals especially the extreme case of Cu2+ for which the discussion still continuesas to what the exact coordination number is when solvated11-13. The chosen metals alsodid not suffer from the complications of the Zn2+ seen in the earlier work.
The expectation based on a literature review14-16 is that the mechanism for V2+ will beassociative and for Ni2+ it will be dissociative with Mn2+ being ambiguous. For thesereasons we used DFT to try to locate only four types of transition state; associative(Figure 5-2, Figure 5-4, Figure 5-7, Ia), associative-trans exchange (Figure 5-3, Ia),dissociative (Figure 5-5, Figure 5-8, Id) seven aqua molecules, dissociative (Figure 5-6, Id)six aqua molecules.
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Figure 5-2 DFT transition state for [V(H2O)5.(H2O)2]
2+, Associative mechanism and with displacement vectors
Figure 5-3 DFT transition state for [Mn(H2O)5.(H2O)2]
2+. A mechanism, trans ligands exchanging
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Figure 5-4 DFT transition state for [Mn(H2O)4.(H2O)2]
2+, Associative mechanism and with displacement vectors
Figure 5-5 DFT transition state for [Mn(H2O)5...(H2O)2]
2+, D mechanism and showing displacement vectors.
However still based on seven water system
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Figure 5-6 DFT transition state for [Mn(H2O)5...H2O]
2+, D mechanism and with displacement vectors,
based on a six water system
Figure 5-7 DFT transition state for [Ni(H2O)4.(H2O)2]
2+, A mechanism and with displacement vectors
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Figure 5-8 DFT transition state for [Ni(H2O)4...(H2O)2]
2+, D mechanism and with displacement vectors
Complex Frequency cm-1[V(H2O)5.(H2O)2]2+ -98.15[Mn(H2O)5.(H2O)2]2+ trans -87.03[Mn(H2O)5.(H2O)2]2+ -76.54[Mn(H2O)5...(H2O)2]2+ -71.24[Mn(H2O)5...H2O]2+ -43.57[Ni(H2O)5.(H2O)2]2+ -67.44[Ni(H2O)5...(H2O)2]2+ -43.06
Table 5-1 Collection of the single negative frequencies found in the above geometries calculated with DFT
5-10
Metal Associative Dissociative Ground state Associativeexchange DissociativeexchangeNi -2065.50 -2068.21 -2079.87 14.37 11.66
Mn -2204.74 -2177.06 -2213.65 8.91 36.59V -2181.85 -2174.92 -2199.46 17.61 24.54
Table 5-2 Table showing comparison of energies (kcal mol-1) for the different transition state pathways
calculated with DFT
As Table 5-2 shows, the expected pathways for V2+ and Ni2+ are associative anddissociative respectively. However, the case for Mn2+ is not as simple, more transitionstates for water exchange at a Mn2+ centre can be found. Based on the differencebetween the energies of the associative and dissociative pathways it is expected thatMn2+ should undergo associative exchange. This energetic argument for the exchangemechanism at a Mn2+ centre is in agreement to the volume of activation17-19, which is anegative value, suggesting a contracted transition state when compared to the startinggeometry. However, as not all of the different exchange pathways for Mn2+ were locatedit is possible that one of the other pathways could be lower in energy and change thisconclusion.
The energies and frequencies above (Table 5-1, Table 5-2) were calculated using DFT,rather than using the values in the literature. This was to make sure that the methodsused were internally consistent and as the initial parameterisation was done based onpersonal DFT work then similar methods were followed throughout.
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Transition States with LFMM
The MECP code written within MOE for use with the LFMM force field simply requiresstarting “reactant” geometry and “product” geometries. This had to be done in a specificway within MOE due to the assignation of unique atom keys to the molecule.
Firstly a minimised LFMM geometry was taken. In most cases this was a E type complex(see Chapter 3). The outgoing ligand (most often the nominal axial ligand) is removed tomirror the incoming ligand, then the incoming ligand is bound to the metal in the nowvacant site.
Figure 5-9 “Reactant” and “product” geometries used in standard MECP runs. Associative pathway
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Figure 5-10 “Reactant” and “product” geometries used in standard MECP runs. Associative pathway – trans
mechanism
Reactant Product
Figure 5-11 “Reactant” and “product” geometries used in standard MECP runs. Dissociative pathway
The use of the above (Figure 5-9, Figure 5-10, Figure 5-11,) as starting and ending speciesfor MECP runs yields the following LFMM structures for the transition states of theexchange reaction for V2+, Mn2+ and Ni2+.
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Figure 5-12 LFMM transition state for V2+, Associative mechanism
Figure 5-13 LFMM transition state for V2+ , Dissociative mechanism
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Figure 5-14 LFMM transition state for Mn2+, Associative mechanism
Figure 5-15 LFMM transition state for Mn2+, Dissociative mechanism
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Figure 5-16 LFMM transition state for Mn2+, Associative mechanism
Figure 5-17 LFMM transition state for Ni2+, Dissociative mechanism
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Metal Associative Dissociative "Reactant" 6Bonds "Reactant" 5Bonds LFMMexchange Ia DFTexchange Ia LFMMexchange Id DFTexchange IdNi -271.05 -244.72 -300.35 -233.57 29.30 14.40 11.15 11.70
Mn -226.58 -186.97 -237.14 -209.82 10.56 8.90 22.85 36.60
V -238.07 -229.78 -258.14 20.07 17.60 28.36 24.50
Table 5-3 LFMM energies (kcal mol-1) for the different calculated MECP structures
The energies calculated for the LFMM MECP structures agree remarkably well with thecalculated energies and structures from DFT.
For each of the metals considered the correct expected pathway is found to be lowest inenergy and the ordering of the energy gaps between reactant species and transitionstate is consistent with the ordering of the exchange rates from experiment.
Each of the above structures generated by the MECP routine was minimised using aLFMM Newton-Raphson minimiser. This Newton-Raphson minimisation is requiredbecause the MECP is designed to find the seam and then the intersection of a reaction.However, the actual transition state is not found at the intersection and lies slightlylower in energy. Performing a Newton-Raphson optimisation on an MECP structureleads to the true transition state, confirmed by frequency calculation. Also the MECPmethod implemented within DOMMIMOE is based on a connectivity argument and sothe structure it generates is based on product/reactant. So in the Ia processes thegenerated MECP will have six explicit bonds (whereas, it should have seven), also thecorrect connectivity is required for the LFMM to calculate the energy correctly. Likewise
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in the Id process the LFMM MECP will have six bonds (whereas, it should have five). It isworthwhile to note that the LFMM method gets exceptionally close to the true transitionstate, even though it is based on a approximate system.
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Figure 5-18 Showing the dominant motion in each of the calculated LFMM transition states.
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Coordinated
Bonds (Å)
Incoming
Ligand (Å)
Outgoing
Ligand (Å)
Frequency
cm-1
DFT starting
geometry V2+
2.14 3.88 2.14
LFMM starting
geometry V2+
2.14 3.92 2.14
DFT TS geometry
V2+
2.14 2.99 2.99 -98.15
LFMM TS
geometry V2+
2.14 3 3.01 -108
DFT starting
geometry Mn2+
2.22 3.75 2.22
LFMM starting
geometry Mn2+
2.19 4.07 2.19
DFT TS geometry
Mn2+
2.22 3.22 3.22 -76.54
LFMM TS
geometry Mn2+
2.21 3.43 3.42 -84
DFT starting
geometry Ni2+
2.01 3.63 2.01
LFMM starting
geometry Ni2+
2.05 3.92 2.05
DFT TS geometry
Ni2+
2.06 4.06 3.28 -43.06
LFMM TS
geometry Ni2+
2.06 4.3 3.27 -62
Table 5-4 Comparison of DFT and LFMM calculated structures and frequencies of the most favourable pathway
for each metal.
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Conclusions
A method for locating the transition state of an exchange pathway has been successfullyimplemented within DOMMIMOE. This method, the MECP, has been used to find thestructures of the crossing point species. These species have then been minimized using amodified Newton-Raphson minimiser to find the transition state. These species werethen confirmed as true transition states using a combination of the DOMMIMOEfrequency routine and DFT.
The true transition states were used to find the energy of the exchange process andhence find out which exchange process was favoured with the LFMM force field. Thecalculated energies compared qualitatively well with published exchange mechanisms,correctly predicting the mechanistic change over from V2+ to Mn2+ to Zn2+. The LFMMenergies also compare quantitatively well to the calculated DFT exchange energies.
The predominant motion in the one negative frequency in the LFMM transition statewas confirmed to be that of the exchange process.
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Chapter 6 - Cobalt (III) and Nitrogen donor cage complexes
Introduction
Cobalt (III) hexammine is regarded as an octahedral “rock”, with its quite rigorouslyunchanging metal ligand bond length, due to the very stable low spin d6 electronconfiguration. However, cobalt am(m)ines have shown a diverse set of uses andproperties ranging from templates in synthesis1,2 to targeted drug chaperones3.
The structures of these cobalt complexes are not as unchanging as the stable electronicconfiguration would have us believe; suitably restricted ligands can cause distortionsfrom the nominal bond length (~1.96 Å). The ligands that are capable of causing thisdistortion are mainly polydentate ligands with multiple backbone linkages. Figure 6-1,shows a ligand which causes a large distortion from the assumed octahedron. Thedistortion is due to the constraining nature of the ligand. The deformation caused by thisligand is a trigonal twist, going away from the octahedral shape towards the trigonalprism.
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Figure 6-1 Diamsar a hexadentate ligand that causes distortion away from nominal octahedral shape with Co+3
The cobalt analogues of these cage complexes are of significant interest as they haveshown many desirable properties for use in the pharmaceutical industry; such asstability to strongly acidic conditions (such as those found in the mammalian gut). Thecage complex is also stable enough to allow selective breakdown of the complex giventhe correct conditions. Lastly the complexes are very stable in the bloodstream withlittle or no excretion in the faeces (only in the urine)3. An important role for cobalt cagesis their possible use as anticancer agents due to their DNA binding affinities4, and therobust chemical substitutions that can be performed upon the cages to allow possiblebiological targeting (Figure 6-2). The diversity of possible cage complexes that could bedeveloped are in part due to one of the last features of cobalt ammine complexes, whichis cobalt(III)’s ability to template smaller ligands prior to synthesis and its stability tocommon reaction conditions (acidic, basic, alcohols) due to its “rock” nature.
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Figure 6-2 Cobalt cage complex showing significant DNA targeting and binding characteristics.
For these reasons cobalt cage complexes, and by extension cobalt ammines, are veryinteresting complexes as targets for computational modelling.
Cobalt ammine complexes were one of the “cornerstone” complexes in inorganicchemistry, being one of the complexes that was highly researched by Gibbs and Genth,then by Jorgensen some 20 years later and finally extensively used by Alfred Werner inhis coordination chemistry theory. Given that these compounds were known so long agoit may be considered surprising that work is still carried out on these species. However,considering the properties of these compounds and the importance of active drugdevelopment, the recent interest is understood. Work has been done to investigate thesecomplexes both experimentally and theoretically, and the advantages of applyingtheoretical methods to drug discovery problems are well publicised. The main methods
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used for high throughput studies are based on Molecular Mechanics (MM). The reasonsfor this are that MM is a lot faster than Quantum Mechanical methods (QM) and is asaccurate for structures, coupled with the large numbers of compounds that can be foundin prodrug libraries makes MM often the only choice. Also many drugs are designed tointeract with proteins, enzymes or DNA in the body, all of which are inherently largesystems. Such system sizes are not easily dealt with in QM (although there are methodsemerging that allow some QM access to large scale problems) and so we fall back torelying on MM. However, is not initially a technique you would trust in dealing withcobalt complexes, as MM takes no account of the electrons in the system, which oftenmeans that MM treatments of transition metals fall woefully short of the real system. Tothis end we use our in house add-on to the Molecular Operating Environment (MOE),called D Orbital Molecular Mechanics In MOE (DOMMIMOE).
LFMM uses Ligand Field Theory (LFT) via the Angular Overlap Model (AOM) to accountfor the d orbital effects and energies (such as the Ligand Field Stabilisation Energy,(LFSE)) in transition metal complexes, and has already been shown to deal accuratelywith relatively complex problems such as the Jahn-Teller effect in copper (II) and cobalt(II) complexes, as well as fast theoretical access to transition states, not previouslythought accessible via MM, (see Chapters 3 and 4).
Computational Details
All LFMM calculations were performed using our in-house code applied to the MOE2007 platform.
All DFT calculations were performed using the 2006 version of the Amsterdam DensityFunctional (ADF) program. Geometry optimisations were performed using the frozen
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core approximation, 1s-2p on the metal and 1s on the nitrogen, carbon and other
“heavy” elements, with triple ζ plus polarisation (TZP) on the metal and donating ligand 
atoms, and double ζ plus polarisation (DZP) on all others, default SCF and optimisation convergence limits were used.
Frequency calculations were performed again using ADF 2006 with the frozen core
approximation. However, triple ζ plus polarisation basis sets were used on all atoms and a default integration level of 6 was used (rather than the default 4).
Results and discussion
Parameter development
The LFMM force field parameters were developed much in the same way as they were for
the earlier water work (See Chapter 3).
A baseline for the comparison was calculated using DFT and cobalt III hexaammine
complexes.
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Early parameters Final parameters Target
r0 (Å) 1.94 1.99
D (kcal mol-1) 75 65
α 1.55 1.05
ALL kcal mol
-1 7000 7000
a5 eσ kcal mol
-1 Å-5 216841 216841
M-N (Å) 1.99 2.00 2.01
Symmetric stretch cm-1 770 402 409
Table 6-1 Early LFMM parameters and the final refined set based on full system property analysis (see later in
this chapter)
The early set of parameters (Table 6-1 ) were tested on a database of Co(III) complexes
where the donors where simple saturated nitrogen atoms. This was to see how the force
field performed on systems more complicated than the [Co(NH3)]
3+ that the parameters
were developed on.
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Refcode
M-L(rms)
Å
Heavy Atom rmsd
Å
Refcode
M-L(rms)
Å
Heavy Atom rmsd
Å
ABIXIT 0.013 0.120 JESCIT 0.007 0.140
ACHXCO 0.013 0.108 JESCOZ 0.015 0.101
BAJZUI 0.014 0.135 LITREL 0.005 0.107
BEKJOQ 0.002 0.103 LIYMUB 0.010 0.080
BIGNOU 0.007 0.074 LOMRAG 0.009 0.072
BIGNOU01 0.007 0.075 NITNEJ 0.008 0.186
BUKKIB10 0.005 0.117 OAZCOC 0.008 0.120
BUTPIP 0.006 0.097 PDAMCO 0.011 0.173
BUTPIP01 0.015 0.099 PEVXAP 0.011 0.086
CAKQIP 0.006 0.109 PIBFOV 0.009 0.089
COPTNC 0.008 0.124 POVPEV 0.011 0.093
EDANEC 0.013 0.098 SAYKUY 0.008 0.094
ENCOCD 0.016 0.089 SOZFIW 0.011 0.106
ENCOCT 0.007 0.093 TAKHOD 0.016 0.102
ENCOCT01 0.007 0.095 TEACOC 0.005 0.082
ENCOPN 0.007 0.071 VIMWOD 0.013 0.108
FIRQIH 0.012 0.090 WACMIX 0.008 0.109
FOPLOL 0.013 0.178 XAZSEW 0.013 0.080
GAPHUA 0.009 0.078 YUXPOW 0.010 0.117
GUZNOE 0.008 0.087 ZEKNUY 0.009 0.090
Table 6-2 Calculated LFMM structures compared to crystal structures, sorted by CCDC reference code
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Our method has been validated on many transition metal systems where there is astrong electronic LFSE controlling the behaviour of the system. However, in the case ofthese cobalt complexes the LFSE (strongly low spin, d6, strongly octahedral) and thesterically demanding ligand (distorted octahedral, often trigonal prismatic) Figure 6-3,are in direct competition, and it has been shown that many other MM methods fordealing with transition metals do not in fact treat these systems adequately. There is notenough variation in the bond lengths computed, most likely due to the parameters thatkeep the complex octahedral.
Figure 6-3 Octahedral geometry preferred by cobalt(II) complexes and trigonal prism often preferred by donor
atoms in the pro-ligand
A recent review5 in the area has made comparisons of available methods (that aresupposedly able to deal with transition metals) for the calculation of structures andenergies of cobalt cage complexes. It was from this paper that we built our startingdatabase, 6-3, of test cases to see how the LFMM method compares and performs. Theset of structures was said, by the original authors, to be representative and very reliable(based on the crystallographic parameters).
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6-3 Composition of starting test set, alphabetical by ccdc refcode
Each molecule in this database was minimised using LFMM(using parameters developedbased solely on hexa-ligated cobalt am(m)ine complexes) and the resulting minimisedstructures were compared to the original crystallographic structures (Figure 6-4).
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Figure 6-4 comparison of LFMM structures with crystallographic structures
It appears at first glance that our LFMM method “fails” for looking at these complex andbiologically relevant systems, but both methods predict that secondary M-N bonds areshorter than tertiary M-N bonds which in turn are shorter than primary M-N bonds.Although, the LFMM results have a much tighter spread than the experimental results.However, these systems are much more complicated than the original parameterisationset, and so a more involved method of defining the MM parameters was decided upon.
To further refine and improve the parameters it was decided that some handle on thevibrational frequencies was needed (as the cage complexes are particularly strained incomparison to cobalt hexammine). A frequency component to the force fielddevelopment was the most logical choice as the results shown (Figure 6-4) do not showenough flexibility.
The vibrational frequencies of cobalt hexammine were calculated using the ADF packageand compared to the frequencies calculated within LFMM, and the normal modes wereused to parameterise the LFMM force field Figure 6-5. This was done using a manualiterative procedure. After this parameter re-optimisation the performance of LFMM for
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our test set was re-evaluated, Figure 6-6. The frequencies shown in Figure 6-6 all showedthe same predominant motions in the compared pairs. The normal mode symmetricstretch for this system is the highest point on the LFMM scale (~400 cm-1).
Figure 6-5 Comparison of ADF and LFMM calculated frequencies (cm-1) for cobalt hexamine
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Figure 6-6 Comparison of M-O bond lengths in LFMM and the Crystallographic data
In the comparison after the parameter re-optimisation LFMM does perform better thanin the initial trial. However, it is still not good enough, as the spread for the LFMM data isstill too tight. This leads to one of the following conclusions: one, our method is not asaccurate as we would like for the systems being looked at currently, or two, the“representative” structures in our original test set are not as representative, diverse oraccurate as we need, and perhaps should be looked at in more detail. The ways to lookinto the latter of the above points are, assume our method is correct and that the caseswe are “worse” for are in fact special cases and need more investigation, or, the initialdatabase is not diverse at all and needs broadening to accurately test our method. One ofthe major strengths of our LFMM method is its ability to deal with mixed systems andsystem changes without needing a new force field (once a force field has beendeveloped).
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Not accepting that our method is inadequate, the database was re-evaluated, with amore critical look at the structures. This revealed that the database was not as diverseor accurate as first expected. All of the structures included in the initial search wereunsaturated amines and were often found to have large counter ions in thecrystallographic file. To remedy this, the Cambridge crystallographic database was usedto find other cobalt systems which could be designated as cage complexes. This searchresulted in nearly 100 extra complexes which could be included in our database forcomparison. These extra structures allowed to have a more systematic look at ourperformance against a broad range of structures, not just against a handpicked test setfrom the literature.
The expanded database included a much broader range of complexes that incorporatedmany new types of nitrogen donor that were not considered in the initial study, as wellas a few mixed ligand systems .
Continuing on the assumption that LFMM is not actually doing something wrong, thenthere must be something else that is being missed in the structures we are comparingtoo. As we are using crystallographic structures as our baseline we must consider thelikelihood of crystal effects, such as packing and counter ions.
To investigate the effects of packing we can simply (at least to a first approximation) useDFT to minimise the structures and compare LFMM to these.
To investigate the effects of counterions, the easiest thing to try first is to explicitlyinclude a counterion in the LFMM simulation and see if this has a marked effect on thegeometry.
Initially the expanded database of crystallographic structures was minimised in LFMMand the results compared.
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Figure 6-7 Graph of LFMM M-N bond lengths against the crystal M-N bond lengths
From the above figure it is clear that, while LFMM is a valid treatment for a largenumber of these diverse cobalt amine complexes. There is still some work to be done tovalidate the method as a generic tool, as there are a handful of rather extreme outliersthat need some explaining.
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DFT with ADF: a new baseline
The baseline database has many structures in it, too many for an exhaustive DFT study,so the structures that showed the largest difference in calculated bond lengths werechosen and were minimised using ADF. The resulting structures were compared to theLFMM minimised structures and the results were very encouraging.
The new structures obtained from the DFT calculations were a much closer match to theLFMM structures than the crystal structures were. This lead to the conclusion that somecrystal effect that we had not yet accounted for was causing these distortions and so thecrystal structures were not as valid a baseline as was originally suspected.
In the original test set, one of the complexes that LFMM did the poorest on was CIXWUB,a complex comprised of a hexadentate ligand with six nitrogen donors linked byethylene bridges with a NO2- capping group linking 3 of the bridges. However, thealignment between the ADF structure and the LFMM structure was much stronger, thispartially validates our idea either something was missing in our earliest simulation orthat there are some strong crystal effects in play.
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Figure 6-8 Overlay of the LFMM(blue) and ADF (green) structures of (Cambridge crystal database refcode)
To clarify this point further the counterion from the crystallographic structure wasadded to both the LFMM structure and the ADF structure, and both were againminimised using that respective method. This resulted, in both cases, to a geometrymuch closer to the crystallographic structure Figure 6-9 and greatly explains why theLFMM calculations were apparently so different to the crystal structures in the initialstudy.
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Figure 6-9 Overlay of LFMM structure (calculated with counterion, ClO4
-) with original crystal structure of
CIXWUB
LFMM DFT Angle LFMM DFTBond withatom Bond length (Å) Bond length (Å) Between bonds Bond Angle (°) Bond Angle (°)1 2.02 2.04 1 - 5 85.60 85.20
2 2.02 2.02 1 - 4 100.01 98.80
3 2.02 2.06 1 - 6 172.60 169.40
4 1.99 2.00 1 - 3 89.40 89.12
5 1.99 1.99 1 - 2 90.10 90.10
6 1.33 1.98 1 - 7 54.30 54.60
7 3.05 3.04
Table 6-4 Comparison of LFMM and DFT structural parameters for CIXWUB (Key for bond numbering shown
below)
This correction was applied to the database, and the comparison redone, the graph
Figure 6-11 clearly shows that in difference to the earlier graph the major outliers havebeen removed, just by correcting this one structure.
Figure 6-11 comparison of M-
outliers that were removed just on the correction of the two above structures.
6-18
1
2
3
4
5
6
7
Figure 6-10 Key for Table 6-4
O bond lengths given the above stated correction, the circles highlight the
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Expanded ligand types
The expanded database included all of the complexes from the initial study as well as a
significant number of extra complexes. The original database contained only complexes with
saturated, single bonded, nitrogen donors. The expanded set also contained additional
nitrogen donor types (defined as different MM force field types). The expanded set also
added some mixed type systems, which were another type of complex missing from the
initial work.
Bond with Crystal (Å) LFMM (Å) Type
All bonds 1.90 - 1.92 1.92 N=C
1 - 6 1.71 173 N=C
1 - 2 1.79 1.81 N=C
1 - 5 1.95 1.95 N=C
2 - 5 1.95 1.94 N=C
4 - 5 1.80 1.81 N=C
Table 6-5 Comparison of structural features for OXAMCO from the crystal structure and the LFMM structure
1
2
3 4
5
6
Figure 6-12 OXAMCO structure (hydrogen atoms removed for clarity) with labeling key
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Bond with Crystal (Å) LFMM (Å) Type
1 1.88 1.86 N5B
2 1.98 1.98 N=C
3 1.93 1.96 N=C
4 1.9 1.89 N5B
5 1.91 1.89 N5B
6 1.95 1.97 N=C
Table 6-6 Comparison of structural features for CAFHUN from the crystal structure and the LFMM structure
Figure 6-13 CAFHUN structure (hydrogen atoms removed for clarity) with labeling key
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Bond with Crystal (Å) LFMM (Å) Type
1 1.91 1.93 N=C
2 1.96 1.98 N
3 1.96 1.95 N=C
4 1.92 1.93 N=C
5 1.87 1.89 N=C
6 1.99 2.01 N
Angle 1-6 167 166
Table 6-7 Comparison of structural features for WUGNUH from the crystal structure and the LFMM structure
Figure 6-14 WUGNUH structure (hydrogen atoms removed for clarity) with labeling key
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Conclusions
A set of LFMM force field parameters has been developed for the Co3+ complexes withnitrogen donors. Initially the parameters were arrived at based solely on crystalstructure data. However, it was found that this was not sufficient to accurately captureall of the required details of these systems.After DFT calculations were also utilised the ability of the LFMM method to reproducethe target data improved. However, this was still insufficient to account for all of thestructures available.This led to the realization that the available crystal data may have external factorsaffecting the observed geometries. To test this observation two things were done.Firstly: select crystal structures were minimised, in an attempt to remove any crystalpacking artifacts present on the reported geometries. These single molecule DFTstructures were accurately reproduced using the LFMM method. Secondly the LFMMcalculations were run including a counter ion, these calculated structures agreed muchmore favourably with the crystal structures. From this it looks hopeful that the LFMMmethod would be applicable to solid state problems based on single moleculeparameterisation, although this is pure speculation at this point.
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Chapter 7 – Mixed Ligand Systems of Cr3+
Introduction
As stated in the computational chemistry chapter (Chapter 2), one of the greateststrengths of the LFMM method is that the force field developed should be applicable toany system that contains the atom types that have developed parameters. As discussedearlier the exchange mechanism at transition metals is of utmost interest and it wasfound that the LFMM can adequately deal with this fundamental process, not just in aqualitative but in a quantitative manner.
To test the limit of this work, a new test system was investigated as a mixed ligandbenchmark (Figure 7-1).
Figure 7-1 [Cr(NH3)5(H2O)]
3+
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The above system (Figure 7-1) was selected as a target because it is a mixed ligandsystem comprised of ligands that had been treated successfully with the LFMM forcefield. Also the earlier computational work on this species was performed by Rotzinger1-4,and as our previous study has been extensively compared to his research it made senseto pick a test system where we knew the methods used and how they compared toLFMM.
The [Cr(NH3)5(H2O)]3+ system contains the two ligands that have been previouslystudied in this research (Chapters 2,3,4 and 5). However, the metal centre is a Cr3+ ion,which has not been included as a target in this work, meaning that a new parameter setwas required.
Parameter development
The parameters were developed based on a set of DFT calculations on the pure Cr3+species, [Cr(NH3)6]3+ and [Cr(H2O)6]3+. The parameter development occurred as detailedin the first results chapter utilising: the solvation energy, interaction energy, geometricfeatures and normal mode frequencies.
Mulliken Hirshfeld VoronoiCr3+ 1.45 0.7695 0.632O -0.48 -0.14 -0.21H 0.37 0.25 0.3
Table 7-1 Charges calculated for the [Cr(H2O)6]
3+ complex.
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Mulliken Hirshfeld VoronoiCr3+ 1.43 0.614 0.506N -0.17 -0.148 -0.197H 0.14 0.182 0.205
Table 7-2 Charges calculated for the [Cr(NH3)6]
3+ complex
The charges used were based on the Mulliken5 population analysis. Although, the othermethods are more mathematically sound they did not reproduce the roll, pitch and yawwhich was found to be important in the earlier work.
Atom ChargeCr 1.44O -0.48N -0.17H (O) 0.37H (N) 0.145
Table 7-3 Charges used for all LFMM work that follows
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[Cr(H2O)6]3+ [Cr(NH3)6]3+adf lfmm adf lfmmEnergy kcal mol-1 -313.59 -313.49 -389.08 -390.23Frequency cm-1 435 437 374 377M-O Distance Å 1.99 2.01 2.15 2.16
Table 7-4 Table of key parameters calculated in both ADF and with LFMM using the developed parameter set.
Figure 7-2 LFMM (left) and ADF (right) structures for the hexaqua complexes of Cr3+, both showing the roll,
pitch and yaw found in earlier work
Figure 7-3 LFMM (left) and ADF (right) structures for the hexaammine complexes of C r3+
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Figure 7-4 LFMM (left) and ADF (right) structures for the methalyted hexaamine complexes of Cr3+
As these parameters are to be used to assess the LFMM method’s ability with mixedligand systems and exchange at these centres. It is important that the method performscorrectly for the starting species. The behaviour above shows that the method dealswith the six coordinate species, but the seven coordinate species need to be validated.All of the work presented deals with water exchange on these ammine complexes. Thework of Rotzinger1-3,6 has been used as a comparison for the calculated structures as thework contains high level theoretical calculations of the geometries, methods that werebeyond the scope of this work.
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Figure 7-5 diagrams of LFMM structures of the complexes with an associated seventh water molecule
LFMM DFT[Cr(H2O)6]3+ 3.78 3.82[Cr(NH3)6]3+ 3.61 3.55[Cr(NH2CH3)6]3+ 3.80 3.90
Table 7-5 Comparison of LFMM and DFT M-O bond lengths (Å) to the seventh ligand (in these a molecule of
water)
The above structures show stability to the presence of the seventh ligand. The changesto the general structure are minor but include the important features from the QMcalculations, such as the contraction of the bite angle between the two first coordinationsphere ligands by about 5 degrees as well as a lengthening of the metal ligand bonds byapproximately 0.05 Angstroms.
Finally the LFMM force field was used to calculate the water exchange process as statedin the earlier chapters.
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Ia Id
ground state -333.76 -267.61transition state -341.96 -278.36reaction barrier 8.20 10.75
Table 7-6 Energy comparison (kcal mol-1) of different pathways for water exchange at [Cr(H2O)6]
3+
The LFMM method calculates the Ia process to be the most favoured for the [Cr(H2O)6]3+.This is in agreement with the previously published results. However, the calculatedgeometry for the Ia process does not agree with that calculated in the literature. Theliterature geometry gives a bond length for the exchanging ligands of 2.4 Angstroms,whereas the LFMM method calculates the bond lengths to be 3.00 Angstroms. Similarlythe Id process also has a longer M-O bond length than in the literature reported one; 4.2Angstroms instead of 3.49 Angstroms. Although, this difference in bond lengths is to beexpected as the literature work was all done with a significant water shell, and solvationshell effects often cause a contraction of the ligand sphere. Also as stated earlier itappears that the charge scheme used in this work (based on the pure ligand systems) isnot optimal for the mixed ligand system.
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Figure 7-6 Ia and Id respectively, structures calculated with the LFMM MECP method
The Mixed System
Having developed a set of parameters that perform adequately on the single ligandsystems it was now time to apply this force field to the full mixed system. The mixedsystem [Cr(NH3)5(H2O)]3+ was minimised with the LFMM method. The resultingstructures were stable both with and without the seventh ligand.
Figure 7-7 LFMM structures for the [Cr(NH3)5(H2O)]
3+ complex and the [Cr(NH3)6(H2O)]
3+
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The LFMM calculated structure is fairly accurate but shows a noticeable contraction inthe M-O bond length.
LFMM M-O DFT M-O LFMM M-N DFT M-N[Cr(NH3)5(H2O)]3+ 1.99 2.09 2.11 2.16[Cr(NH3)5(H2O).(H2O)]3+ 3.87 4.01
Table 7-7 Comparison of M-O bond lengths (Å) in the [Cr(NH3)5(H2O)]
3+ complex
Both the M-O and the M-N bonds show slight shortening compared to the DFT value.This may mean that the charge scheme used for the individual ligands is not theoptimum one for the mixed system. An improvement may be to use a charge a schemethat is an average of the ones reported above (Table 7-2, Table 7-2). However, the resultsare acceptable and so the developed parameters were used in the further investigation.
The exchange of the water ligand at these metal centres was investigated using themethods outlined earlier; MECPs and NR optimisation, the results were as follows.
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Figure 7-8 Ia and Id transition states calculated with the LFM method
LFMM Ia LFMM Id Literature Ia Literature Ib
Ground state -500.38 -410.66
Transition state -483.33 -386.79
Reaction barrier 17.05 23.88 25.41 28.3
Table 7-8 Comparison of exchange route energies (kcal mol-1) from LFMM
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Figure 7-9 Ia and Id MECP structures for the exchange at [Cr(NH2CH3)5H2O]
3+
LFMM Literature
Incoming Ia 3.20 3.38Outgoing Ia 3.20 3.26Outgoing Id 3.75 3.55
Table 7-9 Comparison of LFMM and Rotzinger calculated bond lengths (Å) for the exchange pathways of
[Cr(NH2CH3)5H2O]
3+
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LFMMIa LFMM Id LiteratureIa LiteratureIdGround state -369.16 -324.038Transitionstate -338.00 -313.227Reactionbarrier 31.16 10.81 30.54 24.26
Table 7-10 Comparison of exchange route energies (kcal mol-1) from LFMM
The LFMM method correctly predicts the different exchange mechanisms for thesystems above, including the mechanistic difference between the ammonia andmethylated ammonia complex.
The LFMM method was unable to find a transition state for the Ia pathway for the transexchange. The trans exchange is shown in the literature to be difficult to locate andenergetically less favourable than the adjacent Ia mechanism.
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Conclusions
Using the knowledge and insight gained throughout the earlier chapters a set of LFMMparameters has been developed for the [Cr(H2O)6]3+ and [Cr(NH3)6]3+ complexes. Theseparameters were derived based solely on DFT calculations.
The LFMM force field was then used to calculate the exchange mechanism of the[Cr(H2O)6]3+ complex. The structures and energies generated agreed with those shownin the literature.
Having succeeded on the simple pure ligand systems the method was tested on a set ofmixed ligand systems, [Cr(NH3)5(H2O)]3+ and [Cr(NH2CH3)5(H2O)]3+. The LFMMgenerated transition states agreed qualitatively with the published QM work. However,the geometries were not as accurate as in the earlier water exchange work. This may becorrectable by a re-optimisation of charge schemes and then the parameters.
The LFMM generated structures and energies were in agreement with the QM work forthe associated mechanisms. Even predicting the mechanistic difference between the[Cr(NH3)5(H2O)]3+ and [Cr(NH2CH3)5(H2O)]3+ complexes, the [Cr(NH3)5(H2O)]3+ beingassociative in nature and the [Cr(NH2CH3)5(H2O)]3+ being dissociative.
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Chapter 8 – Conclusions
General conclusionsThis thesis and the research done to produce it have been interested in the applicationsof the Ligand Field Molecular Mechanics (LFMM) method to problems not typicallytractable within a Molecular Mechanics (MM) framework. These problems haveincluded: absolute energies, d electron effects, reaction mechanism investigation andgeneration of transition states.
In the course of this research, new force field parameter sets have been generated for arange of metal ligand interactions: first row divalent metal ions with aqua ligands (V2+ -Zn2+), cobalt (III) with a selection of nitrogen donors and chromium (III) with both aquaand ammine ligands.
This thesis includes a brief overview of the LFMM method and previous work of thegroup. For a more complete picture the recent review by this group is included in theappendix.
In Chapter 3, a force field for treating complexes of the type [M(H2O)6]2+ was developed.The [M(H2O)6]2+ system was chosen due to the relatively large amount of availableexperimental data and due to the amount of interest in this fundamental system. Toaugment the parameter development a series of DFT calculations was performed. Thefirst calculations were to ascertain if one of the gradient corrected functionals (theGeneralised Gradient Approximation, GGA) was more accurate or precise for thehexaaqua complexes. The GGA functionals all performed equally well and showedsignificant improvement over the Local Density Approximation (LDA). The PW91functional was chosen from this and used to calculate a series of geometries, energiesand frequencies for the complexes. The frequency analysis showed that the Th (D2h)
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hexaaqua complexes were not in fact ground states. Further DFT calculations wereperformed to find true ground state structures. The true ground state structures werelocated and key distortions were seen in the DFT geometries that became an integralpart of the LFMM parameterisation process. Having integrated a large amount of DFTand experimental data into the parameterisation, the LFMM force field performedexceptionally well in reproducing all of the required data, including absolute energiesand vibrational modes.
In Chapter 4 the validated LFMM force field was used with a set of model structures tocalculate the energies of the different exchange mechanisms for aqua complexes. TheLFMM force field accurately predicted the mechanistic change over from Ia to Id afterMn2+. However, there were complications with the method as it could not treat the Zn2+system and it calculated a negative energy barrier for the exchange process with Cr2+.The research presented in this chapter spurred the integration of a method for thecalculation of transition states and exchange pathways within the DOMMIMOE program.
In Chapter 5 the Minimum Energy Crossing Point (MECP) method, now implementedwith DOMMIMOE, was used to calculate the LFMM exchange pathways for the V2+, Mn2+and Zn2+ complexes. To maintain consistency with the previous research, new DFT datawere generated for the seven coordinate starting geometries as well as the transitionstates. The calculation of the complexes structures using DOMMIMOE led to thediscovery of a third possible geometry that had not before been mentioned in theliterature. This alternative geometry was confirmed to be a true ground state by DFTfrequency analysis. The complex’s with a seventh water ligand ([M(H2O)6. H2O]2+)werefound to be stable with the LFMM method, even when the seventh water molecule wasexplicitly connected to the metal. From the [M(H2O)6. H2O]2+ complexes a series of target“product” geometries was built. These included both Ia products, where the ligand hadexchanged with the seventh ligand, and an Id product, where a previously bound water
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ligand had left the primary coordination sphere but with the seventh water remainingnearly unmoved. These structures were used as the input for the MECP calculations tofind the TS of the process. The MECP geometries were not the true transition statesbecause the MECP minimises to the crossing point (which lies slightly higher in energythan the transition state) and so a Newton-Raphson (NR) optimiser was implementedallowing the LFMM method to minimise to a first order saddlepoint. The NR structureswere confirmed to be true TSs by frequency analysis.
The LFMM TS energies were used to find the lowest energy pathway for the the ligandexchange mechanisms. Again the LFMM force field correctly predicted the mechanisticchangeover as well as the energies of the process (against DFT energies for the exchangeprocess).
In Chapter 6, a set of LFMM parameters was developed for the [Co(NH3)6]3+ complex.This parameterisation was done using the ideas and process developed in earlier work.The LFMM force field was then used on a test set of cobalt am(m)ine cage complexes.The initial results were a little disappointing considering the earlier successes. However,the structures in the test set were scrutinised in a more thorough way. This led to thediscovery that the complexes that LFMM performed worst on showed significant solidstate or counter ion effects. DFT was then used to provide alternative geometries forthese complexes as a new baseline for the LFMM force field. LFMM performed muchbetter on this new baseline and the force field was also extended to include additionalnitrogen donor types (different MM force field typing). On the extended set LFMMaccurately calculated the geometries of the complexes, including mixed ligand systems.
In Chapter 7 the ability to fully treat mixed ligand systems was explored using a series ofchromium complexes ([Cr(NH3)5(H2O)]3+ and [Cr(NH2CH3)5H2O]3+). The LFMMparameters for these systems were developed based on six coordinate homolepticsystems ([Cr(H2O)6]3+ and [Cr(NH3)63+]. The LFMM force field was then used to model
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the exchange process of the [Cr(H2O)6]3+ complex, which it correctly predicted as Ia. Thecompiled parameters were then used to calculate the MECP and hence NR geometriesfor the ligand exchange on the mixed ligand systems. The LFMM method correctlycalculated the lowest energy pathway for each of the complexes, including themechanistic difference between the ammine complex and the methyl ammine one (theammine complex being Ia the methyl ammine complex being D)
Although this chapter showed many successes it did not reproduce the geometries orthe energies quantitatively compared to DFT. This was speculatively attributed to thechosen charge scheme.
Future Work
The charge scheme for the chromium complexes needs to be optimised to see if thisimproves the calculated energies and geometries.
The MECP method needs to be trialled with systems where the “products” and“reactants” are not energetically the same, to develop the energetic considerations madeby the MECP optimisation routine.
Also, now that the MECP routine has been tested for “simple” complexes, a moreinvolved system with a more complicated ligand sphere would be interesting as a target.Trying to model the ligand exchange at an enzyme centre would be the final goal of thismethod, as the big benefit of the MM framework is that it is not too computationallycostly to deal with large systems that are not practical to treat with QM.
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Final Conclusions – LFMM
The LFMM method is a versatile way to treat the d electron effects seen in transitionmetal complexes. As well as being able to reproduce the Jahn-Teller effect it is capable ofaccurately reproducing frequencies and energies of ground states and TS.
LFMM is capable of calculating the quantitative properties of a complex system, usingparameters developed on ground state data.
