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Abstract—We propose a distributed solution for a constrained
convex optimization problem over a network of clustered agents
each consisted of a set of subagents. The communication range
of the clustered agents is such that they can form a connected
undirected graph topology. The total cost in this optimization
problem is the sum of the local convex cost of the subagents
of each cluster. We seek a minimizer of this cost subject to a
set of affine equality constraints, and a set of affine inequality
constrains specifying the bounds on the decision variables if
such bounds exist. Our proposed distributed algorithm is a
novel continuous-time algorithm that is linked to the augmented
Lagrangian approach. It converges asymptotically when the
local cost functions are convex and exponentially when they
are strongly convex and have Lipschitz gradients. For efficient
communication and computation resource management, we only
require the agents that are coupled through an equality constraint
to form a communication topology to address that coupling in
a distributed manner. We use an -exact penalty function to
address the inequality constraints, and drive an explicit lower
bound on the penalty function weight to guarantee convergence
to -neighborhood of the global minimum value of the cost.
We demonstrate our results via an optimal resource allocation
problem for power generators, and an optimal multi-sensor
deployment problem.
Index Terms—distributed constrained convex optimization,
augmented Lagrangian, primal-dual solutions, optimal resource
allocation, penalty function methods
I. INTRODUCTION
We consider a group of N agents V = {1, · · · , N} with
communication and computation capabilities, whose com-
munication range is such that they can form a connected
undirected graph topology, see Fig. 1. These agents aim to
solve, in a distributed manner, the optimization problem
x? = arg min
x∈Rm
∑N
i=1
f i(xi), subject to (1a)
[w1]jx
1+ · · ·+ [wN ]jxN− bj=0, j ∈ {1, · · · , p}, (1b)
xil ≤ xil, l ∈ Bi ⊆ {1, · · · , ni}, i ∈ V, (1c)
xil ≤ x¯il, l ∈ B¯i ⊆ {1, · · · , ni}, i ∈ V, (1d)
where
f i(xi) =
∑ni
l=1
f il (x
i
l).
In this setting, each agent i ∈ V is a cluster of local
‘subagents’ l ∈ {1, . . . , ni} whose decision variable is
xi = [xi1, · · · , xini ]> ∈ Rn
i
. The weighting factor matrix
wi ∈ Rp×ni of each agent i ∈ V is only known to the agent i
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Fig. 1: A group of clustered agents with undirected connected graph
topology. In the physical layer plot, a cluster agent can communicate
with another cluster if it is inside the other cluster’s communication
disk. The aim is to solve the optimal resource allocation problem (32)
in a distributed manner. The subgraphs G1(V1, E1) and G2(V2, E2) are
associated, respectively, with the equality constraints (32b) and (32c).
Here, V1 = {1, 2, 3, 4} and V2 = {3, 4, 5, 6}. Agent 4 acts as a
connectivity helper node in G2.
itself. Moreover, xil, x¯
i
l ∈ R, with xil < x¯il , are respectively the
lower and upper bounds on the lth decision variable of agent
i ∈ V , if such a bound exists. By a distributed solution here
we mean that each agent i ∈ V should obtain its respective
component of x? = [x1?>, · · · , xN?>]> by interacting only
with a subset of the agents that are in its communication
range. Problem (1) explicitly or implicitly, captures various in-
network optimization problems. One family of such problems
is the optimal in-network resource allocation, which appears
in many optimal decision making tasks such as economic
dispatch over power networks [2]–[4], optimal routing [5]–[8]
and network resource allocation for wireless systems [9]–[11].
In such problems, a group of agents with limited resources
(e.g., a group of generators in a power network) add up their
local resources to meet a demand in a way that the overall cost
is optimum for the entire network. Another family of problems
that can be modeled as (1) is the in-network model predictive
control over a finite horizon for a group of agents with linear
dynamics [12]–[14].
In recent years, there has been a surge in design of
distributed algorithms for large-scale in-network optimization
problems. The major developments have been in the uncon-
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2strained convex optimization setting where the global cost
is the sum of local costs of the agents (see e.g. [15]–[19]
for algorithms in discrete-time, and [20]–[23] for algorithms
in continuous-time). In-network constrained convex optimiza-
tion problems have also been studied in the literature. For
example, in the context of the power generator economic
dispatch problem, [24]–[26] offer distributed solutions that
solve a special case of (1) with local quadratic costs subject
to bounded decision variables and a single demand equation,
p = 1 and wi = 1 for i ∈ V . Distributed algorithm design for
more general special cases of (1) are presented in [12], [27],
[28] in discrete-time form, and [1], [29]–[32] in continuous-
time form. Except for [28], all these algorithms consider the
case that the local decision variable of each agent i ∈ V
is a scalar. Moreover, with the exception of [1], [12], [28],
these algorithms only solve (1) when the equality constraint
is the unweighted sum of local decision variables, i.e., p = 1
and wi = 1 for i ∈ V . Also, only [31] and [32] consider
local inequality constraints, which are in the form of local
box inequality constraints on all the decision variables of the
problem. Lastly, the algorithms in [27], [31], [32] require
the agents to communicate the gradient of their local cost
functions to their neighbors. Such requirement can be of
concern for privacy-sensitive applications.
In this paper, we propose a novel distributed algorithm to
solve the optimization problem (1). We start by considering
the case that Bi = B¯i = {} for i ∈ V , i.e., when there is no in-
equality constraint. For this problem, we propose a continuous-
time distributed primal-dual algorithm. To induce robustness
to our solution and also to yield convergence without strict
convexity of the local cost functions, we adapt an augmented
Lagrangian framework [33]. Augmented Lagrangian method
has been used in [34], [35], and [28] to improve transient
response of the distributed algorithms for, respectively, an un-
constrained convex optimization, an online optimization, and
a discrete-time constrained optimization problems. Different
than the customary practice of using a common augmented
Lagrangian penalty parameter as in [28], [34], [35], in our
design to eliminate the necessity for coordination among
the agents, we allow each agent to choose its own penalty
parameter locally. The structure of our distributed solution
is inspired by the primal-dual centralized solution of [36]
(see (6)), where the coupling in the differential solver is in the
dual state dynamics. In decentralizing primal-dual algorithms,
e.g. [30], [37], [38], the adopted practice is to give every agent
a copy of the dual variables and use a consensus mechanism to
make the agents to arrive eventually at the same dual variable.
We follow the same approach but in our design, we pay a
particular attention to the computation and communication
resource management by adapting a cluster-based approach.
First, we consider the sparsity in the equality constraints, and
give only a copy of a dual variable to an agent if a decision
variable of that agent is involved in the equality constraint
corresponding to that dual variable. Then, only the cluster
of the agents that have a copy of the dual variable need to
form a connected graph and use a consensus mechanism to
arrive at agreement on their dual variable, see Fig. 1. Next, in
our design we only assign a single copy of the dual variable
to an agent i regardless of how many subagents it has. We
note that if we use the algorithms in [1], [12], [27]–[32] to
solve problems where xi ∈ Rni of an agent i ∈ V is a vector
(ni > 1), we need to treat each component of the i as an agent
and assign a copy of a dual variable to it. Such a treatment,
increases the local storage, computation and communication
costs of agent i. Our convergence analysis is based on the
Lyapunov and the LaSalle invariant set methods. We also use
the semistability analysis [39] to show that our algorithm is
guaranteed to converge to a point in the set of optimal decision
values when the local costs are convex. When the local cost
functions are strongly convex and their local gradients are
globally Lipschitz the convergence guarantees of our proposed
algorithm over connected graphs is exponential and can also
be extended to dynamic graphs.
To address scenarios where all or some of the decision
variables are bounded in (1), we use a variation of exact
penalty function method [40], called -exact penalty function
method [41]. This method uses a smooth differentiable penalty
function to converge to the -neighborhood of the global
minimum value of the cost. The advantage of exact penalty
function methods is in the possibility of using a finite penalty
weight to arrive at a practical and numerically well-posed
optimization solution. However, as shown in [40], [41], the
penalty function weight is lower bounded by the bounds on the
Lagrange multipliers. Many literature that use penalty function
methods generally state that a large enough value for the
weight is used [42], [43], with no guarantees on the feasibility
of their choice. To the best of our knowledge, only [32,
Lemma 5.1] and [38, Proposition 4] address the problem of
establishing an exact upper-bound on the size of the Lagrange
multipliers, which can be used to obtain a lower bound on
the size of the valid penalty function weight. These solutions
are developed specifically for the resource allocation problem
described by (1) when there exists only one equality constraint
(p = 1) with wi = 1, i ∈ V and all the decision variables have
boxed inequality. As part of our contribution in this paper, we
discuss the conditions for the boundedness of the Lagrange
multipliers for problem (1), and establish a well-defined upper
bound on the size of the Lagrange multipliers, which can be
used to determine the size of the suitable penalty function
weight for both exact and -exact penalty function methods.
II. PRELIMINARIES
Let R, R≥0, Z, and Z>0 be, respectively, the set of real,
nonnegative real, integer, and positive integer numbers. For a
given i, j ∈ Z, i < j, we define Zji = {x ∈ Z | i ≤ x ≤ j}.
We denote the cardinality of a set A by |A|. For a matrix
A = [aij ] ∈ Rn×m, we denote its transpose matrix by A>,
kth row by [A]k, kth column by [A]k, and its element wise
max-norm with ‖A‖max = max
ij
|aij |. We let 1n (resp. 0n)
denote the vector of n ones (resp. n zeros), and In denote
the n × n identity matrix. We let Πn = In − 1n1n1>n .
When clear from the context, we do not specify the matrix
dimensions. For a vector x ∈ Rn we denote the standard
Euclidean and infinity norms by, respectively, ‖x‖ =
√
x>x
and ‖x‖∞ = max |xi|ni=1. Given a set of vectors we use
3[{pi}i∈M] to indicate the aggregate vector obtained from
staking the set of the vector {pi}i∈M whose indexes belong to
the setM⊂ Z>0. In a network of N agents, to distinguish and
emphasis that a variable is local to an agent i ∈ {1, . . . , N},
we use superscripts, e.g., f i(xi) is the local function of agent
i ∈ {1, . . . , N} evaluated at its own local value xi ∈ Rni . The
lth element of a vector xi ∈ Rni at agent i ∈ {1, . . . , N} is
denoted by xil . Moreover, if p
i ∈ Rdi is a variable of agent
i ∈ V = {1, · · · , N}, the aggregated pi’s of the network is
the vector p = [{pi}i∈V ] = [p1>, · · · ,pN>]> ∈ Rd¯, and
Blkdiag(p) =
[
p1 0 0
0 · · · 0
0 0 pN
]
∈ Rd¯×N , where d¯ = ∑Ni=1 di.
For a differentiable function f : Rd → R, ∇f(x) represents
its gradient. A differentiable function f : Rd → R is convex
(resp. α-strongly convex, α ∈ R>0) over a convex set C ⊆
Rd iff (z−x)>(∇f(z)−∇f(x)) ≥ 0 (resp. α‖z−x‖2 ≤ (z−
x)>(∇f(z)−∇f(x)), or equivalently α‖z− x‖ ≤ ‖∇f(z)−
∇f(x)‖) for all x, z ∈ C. Moreover, it is strictly convex over
a convex set C ⊆ Rd iff (z− x)>(∇f(z)−∇f(x)) > 0.
Next, we briefly review basic concepts from algebraic graph
theory following [44]. A weighted graph, is a triplet G =
(N , E ,A), where N = {1, . . . , N} is the node set, E ⊆ N ×
N is the edge set, and A = [aij ] ∈ RN×N is a weighted
adjacency matrix such that aij > 0 if (i, j) ∈ E and aij = 0,
otherwise. An edge from i to j, denoted by (i, j), means that
agent j can send information to agent i. A graph is undirected
if (i, j) ∈ E anytime (j, i) ∈ E . An undirected graph whose
weights satisfy aij = aji for all i, j ∈ N is called a connected
graph if there is a path from every node to every other node
in the network. . The (out-)Laplacian matrix of a graph is
L = Diag(A1N ) − A. Based on the structure of L, at least
one of the eigenvalues of L is zero and the rest of them have
nonnegative reals. Note that L1N = 0. A graph is connected
iff 1TNL = 0, and rank(L) = N−1. Therefore, for a connected
graph zero is a simple eigenvalue of L. For a connected graph,
we denote the eigenvalues of L by λ1, . . . , λN , where λ1 = 0
and λi ≤ λj , for i < j.
III. DISTRIBUTED CONTINUOUS-TIME SOLVERS
In this section, we present our distributed algorithm to first
solve the constrained optimization problem (1) when there is
no inequality constraint, i.e., Bi = B¯i = {} for i ∈ V . Then,
we extend our results to solve the constrained optimization
problem (1) with inequality constrains. Our standing assump-
tions are given below.
Assumption III.1. (Problem specifications): The cost function
f il : Rn
i → R of the subagent l ∈ {1, · · · , ni} of each agent
i ∈ V is convex and differentiable. Moreover, ∇f i : Rni →
Rni of each agent i ∈ V is locally Lipschitz. Also,
W = [w1, . . . ,wN ] ∈ Rp×m (2)
is full row rank and the feasible set
Xfe = {x ∈ Rm | (1b), (1c), (1d) hold } (3)
is non-empty for strict local inequalities (1c) and (1d). Lastly,
the optimization problem (1) has a finite optimum f? =
f(x?) =
∑N
i=1 f
i(xi?). 
A. Problem subject to only equality constraints
To solve the optimization problem (1) when we only have
the equality constraints, we consider the augmented cost func-
tion with a penalty term on violating the affine constraint, i.e.,
x? = argmin
x∈Rm
∑N
i=1
f i(xi) +
ρ
2
‖Wx− b‖2, (4a)
[w1]kx
1 + · · ·+ [wN ]kxN = bk, k ∈ Zp1. (4b)
Here ρ ∈ R is the penalty parameter. This augmentation results
in the so-called augmented Lagrangian formulation of iterative
optimization algorithms. As stated in [17], augmented La-
grangian methods were developed in part to bring robustness to
the dual ascent method, and in particular, to yield convergence
without assumptions like strict convexity or finiteness of the
cost function (see also [33]). As shown below, such positive
effects are valid also for the continuous-time algorithms we
study in this paper. Augmenting the cost with the penalty
function as in (4a) however presents a challenge in design
of distributed solutions as the total cost in (4a) is no longer
separable. Nevertheless, we are able to address this challenge
in our distributed solution as we describe below.
The KKT optimality conditions give the following necessary
and sufficient conditions to characterize the solution set of the
convex optimization problems (4) for any ρ ∈ R≥0.
Lemma III.1. (Solution set of (4) (see [45] for proof)):
Consider the constrained optimization problem (4). Let As-
sumption III.1 hold and f i : Rni → R, i ∈ V , be a
differentiable and convex function on R. For any ρ ∈ R≥0, a
point x? ∈ Rm is a solution of (4) iff there exists a ν? ∈ Rp,
such that, for i ∈ V ,
∇f i(xi?) + wi>ν? = 0, (5a)
[w1]kx
1? + · · ·+ [wN ]kxN? = bk, k ∈ Zp1. (5b)
Moreover, ν? corresponding to every x? is unique and finite. If
the local cost functions are strongly convex, then for any ρ ∈
R≥0 the KKT equation (21) has a unique solution (ν?, x?),
i.e., the optimization problem (4) has a unique solution. 
Let L(ν,x) = f(x) + ρ2‖w1x1+ · · ·+ wNxN− b‖2 +
ν>(w1x1+· · ·+wNxN−b) be the augmented Lagrangian of
the optimization problem (4). Then, following [36], a central
solver for the optimal resource allocation problem (4) is
ν˙k =
∂L(ν,x)
∂νk
= [w1]kx
1+· · ·+[wN ]kxN−bk, (6a)
x˙i = −∂L(ν,x)
∂xi
= −∇f i(xi)−
p∑
j=1
[wi]>j νj − (6b)
ρwi>(w1x1+· · ·+wNxN−b),
where k ∈ Zp1, and i ∈ V . The algorithm studied in [36] is
for un-augmented Lagrangian, i.e., ρ = 0, and the guaranteed
convergence holds only for strictly convex cost function f(x).
However, we can show that the central solver (6) with ρ > 0
is guaranteed to converge for convex cost function f(x), as
well (the details are omitted for brevity). A numerical example
demonstrating this positive role is presented in the Appendix.
4The source of coupling in (4) is the set of the equality
constraints (4b), which shows up in the central solver (6),
as well. To design our distributed algorithm, we adapt the
structural constitution of (6), but aim to create the coupling
terms [w1]kx1+· · ·+[wN ]kxN− bk, k ∈ Zp1, in a distributed
manner. We note that for every equality constraint k ∈ Zp1, the
coupling is among the set of agents Ck = {i ∈ V | [wi]k 6= 0}.
To have an efficient communication and computation resource
management, we seek an algorithm that handles every coupled
equality constraint among only those agents that are involved.
In this regards, for every equality constraint k ∈ Zp1, we
let Gk(Vk, Ek) be a connected undirected subgraph of G that
contains the set of agents Ck (see Fig. 1 for an example). We
assume that Vk ⊂ V is a monotonically increasing ordered
set. It is very likely that the agents coupled through an
equality constraint are geographically close, and thus in the
communication range of each other. Nevertheless, Vk, k ∈ Zp1,
may contain agents i ∈ V that have [wi]k = 0 but are needed
to make Gk connected (see Fig. 1 for an example). We let
Nk = |Vk|, k ∈ Zp1. In our distributed solution for (4), we
also seek an algorithm that allows each agent to use a local
penalty parameter ρi ∈ R>0, so we can eliminate the need to
coordinate among the agents to choose the penalty parameter
ρ. In what follows, we define T i = {j ∈ Zp1|i ∈ Vj}, i ∈ V ,
and {b¯lk}l∈Vk such that
∑
l∈Vk b¯
l
k = bk, for k ∈ Zp1 (possible
options include b¯lk = bk/|Ck|, l ∈ Ck while b¯jk = 0, j ∈ V\Ck,
or b¯jk = bk for a particular agent j ∈ Vk and b¯lk = 0 for any
l ∈ V\{j}).
With the right notation at hand, our proposed distributed
algorithm to solve the constrained optimization problem (4) is
y˙lk =βk
∑
j∈Vk
alj(v
l
k − vjk), (7a)
v˙lk = ([w
l]kx
l − b¯lk)− βk
∑
j∈Vk
alj(v
l
k − vjk)− ylk, (7b)
x˙i =− (1 + ρi)∇f i(xi)−ρi
∑
k∈T i
[wi]>k ([w
i]kx
i−b¯ik)
+ρi
∑
k∈T i
([wi]>k y
i
k)−(1 + ρi)
∑
k∈T i
([wi]>k v
i
k), (7c)
with βk ∈ R>0 and ρi ∈ R≥0 for i ∈ V , k ∈ Zp1 and l ∈
Vk. We note here that there is a close connection between
the structure of algorithm (7) and the centralized dynamical
solver (6). We refer the reader to our preliminary work in [1]
for further discussions on this connection.
Using a set of simple algebraic manipulations, the equilib-
rium points of algorithm (7) when every Gk, k ∈ Zp1 is a
connected graph is given by
Se =
{
({vk}pk=1, {yk}pk=1, {xi}Ni=1) ∈
p∏
k=1
RNk×
p∏
k=1
RNk×
N∏
i=1
Rn
i
∣∣∣vk = θk1Nk , θk ∈ R, ∇f i(xi)+∑
j∈T i
[wi]>j θj=0,
∑N
j=1
[wj ]kx
j=bk +
∑
j∈Vk
yjk, y
l
k = [w
l]kx
l − b¯lk,
i ∈ V, l ∈ Vk, k ∈ Zp1
}
. (8)
We note that when Gk, k ∈ Zp1, is a connected
graph, it follows from (7a) that
∑
l∈Vk y˙
l
k = 0,
and consequently,
∑
l∈Vk y
l
k(t) =
∑
l∈Vk y
l
k(0) for
t ∈ R≥0. Therefore, if algorithm (7) is initialized
such that
∑
l∈Vk y
l
k(0) = 0 and it converges to an
equilibrium point ({v¯k}pk=1, {y¯k}pk=1, {x¯i}Ni=1) ∈
Se, we have ({v¯k}pk=1, {y¯k}pk=1, {x¯i}Ni=1) =
({[{[wl]kxl? − b¯lk}l∈Vk ]}pk=1, {ν?k1Nk}pk=1, {xi?}Ni=1),
where ({xi?}Ni=1), {ν?k}pk=1) satisfies the KKT equation (5).
The following theorem shows that indeed under the stated
initialization, the algorithm (7) converges to a minimizer
of optimization problem (4). To establish the proof of this
theorem we use the following notations. We let A ∈ RN×N
be the adjacency matrix of G. Then, the the adjacency matrix
of Gk ⊂ G, k ∈ Zp1, is Ak, which is the submatrix of A
corresponding to the rows and the columns associated with
the agents in Vk, i.e., Ak = M>k A Mk where Mk ∈ RN×Nk
is defined such that [Mk]l = [I]Vk(l), l ∈ {1, . . . , Nk}
with Vk(l) being the lth element of the ordered set Vk.
Then, Lk = Diag(Ak)1Nk − Ak is the Laplacian matrix
of Gk, k ∈ Zp1. Next, we define rk = 1√Nk 1Nk and
Rk = [v2k, · · · ,vNk] with (rk, {vjk}Nj=2) being the
normalized eigenvectors of Lk. Note here that we have
r>k Rk=0, R
>
k Rk = INk−1, RkR
>
k =ΠNk , (9a)
[rk Rk]
>Lk[rk Rk] = Diag([0, λ2k, · · · , λNk]). (9b)
The eigenvectors are ordered such that λ2k and λNk are,
respectively, the smallest and the largest non-zero eigenvalues
of Lk.
Theorem III.1. (Asymptotic convergence of (7) over con-
nected graphs when the local costs are convex): Let every
Gk, k ∈ Zp1, be a connected graph and Assumption III.1
hold. For every k ∈ Zp1, suppose {b¯lk}l∈Vk ⊂ R is defined
such that
∑
l∈Vk b¯
l
k = bk. Then, for each i ∈ V , l ∈ Vk,
starting from xi(0) ∈ Rni and ylk(0), vlk(0) ∈ R with∑
l∈Vk y
l
k(0) = 0, the algorithm (7) for any ρ
i ∈ R>0,
makes t 7→ ({vk(t)}pk=1, {xi(t)}Ni=1) converge asymptotically
to ( ν?k1Nk , {xi?}Ni=1), where ({ν?k}pk=1, {xi?}Ni=1) is a point
satisfying the KKT conditions (5) of problem (4).
Proof. Let ({xi?}Ni=1,ν?) satisfy the KKT equation (5) and
y?k = [{[wl]kxl? − b¯lk}l∈Vk ]. For convenience in our analysis,
we apply the change of variables
qk=
[
r>k
R>k
]
(yk−y?k), pk=vk−ν?k1Nk , χi = xi−xi?, (10)
to write the algorithm (7), under the stated initialization
conditions, in the equivalent form
˙ˆqk = 0, (11a)
.
q¯k =βk (R
>
k LkRk) R
>
k pk, (11b)
p˙k =ψkχk − βk Lkpk − Rk q¯k − rk qˆk, (11c)
χ˙i = − (ρi + 1) (∇f i(χi + xi?)−∇f i(xi?)) +∑
k∈T i
(− ρi[wi]>k [wi]kχi − (ρi + 1)[wi]>k pik
+ ρi[wi]>k [Rk q¯k]
i + ρi [wi]>k qˆk
)
, (11d)
5where we used qk = (qˆk, q¯k) with qˆk ∈ R, q¯k ∈
R(Nk−1). Here, we also used RkR>k Lk = Lk, ψk =
Blkdiag({[wi]k}i∈Vk) and χk = [{χi>}i∈Vk ]>.
Under the given initial condition, for any t ∈ R≥0 we obtain
qˆk(t) =
1√
Nk
(∑
l∈Vk
ylk(t)−([W]kx? − bk)
)
= 0. (12)
To study the stability in the other variables, we let qˆk(t) = 0 in
(11c) and (11d), and consider the radially unbounded candidate
Lyapunov function
V ({q¯k}pk=1, {pk}pk=1, {χi}Ni=1) =
1
2
∑N
i=1
χi>χi +
1
2
∑p
k=1
(
q¯>k (Γk + I)(βkR
>
k LkRk)
−1q¯k + p
>
k pk
+ (pk + Rk q¯k)
>Γk (pk + Rk q¯k)
)
, (13)
where Γk=Blkdiag({ρi}i∈Vk). Note that (βkR>k LkRk)−1 and
Γk + I are positive definite diagonal matrices, thus q¯>k (Γk +
I)(βkR
>
k LkRk)
−1q¯k>0. Taking the derivative of V along the
trajectories of (11b)-(11d) gives
V˙ =
∑p
k=1
(
q¯>k (Γk + I)R
>
k pk + p
>
k ψkχk − βkp>k Lkpk−
p>k Rk q¯k+q¯
>
k R
>
k Γkψkχk−q¯>k R>k ΓkRkq¯k+p>k Γkψk χk
−p>k (Γk+I)ΓkRk q¯k +ψkχkΓkRk q¯k−χ>k ψ>k Γkψk χk
− p>k ψkχk
)
−
N∑
i=1
(ρi + 1)χi>(∇f(χi + xi?)−∇f(xi?))
=−
p∑
k=1
(
βk p
>
k Lkpk+(ψk χk− Rkq¯k)>Γk(ψk χk −Rkq¯k)
)
−
∑N
i=1
(
(ρi + 1)χi>(∇f(χi + xi?)−∇f(xi?)). (14)
Convexity of the local cost functions ensures χi(∇f i(χi +
xi?) − ∇f i(xi?)) = ((χi + xi?) − xi?)(∇f i(χi + xi?) −
∇f i(xi?)) ≥ 0, i ∈ V . The connectivity of the sub-graph
Gk, k ∈ Zp1 also ensures −p>k Lkpk ≤ 0. Thus, V˙ ≤ 0, and
consequently the trajectories of (11b)-(11d) starting from any
initial condition are bounded. Next, we invoke the invariant
set stability results to prove that the trajectories of (11b)-(11d)
converge to a point in its set of equilibrium points.
Let S = {({q¯k}pk=1, {pk}pk=1, {χi}Ni=1) ∈
∏p
k=1RNk−1 ×∏p
k=1RNk ×
∏N
i=1Rn
i | V˙ ≡ 0}. Given (14), we have S ={
{q¯k}pk=1,{pk}pk=1,{χi}Ni=1 ∈
∏p
k=1RNk−1×
∏p
k=1RNk ×∏N
i=1Rn
i
∣∣∣ pk = 0, ψk χk = Rkq¯k, χi>(∇f i(χi + xi?) −
∇f i(xi?)) = 0, i ∈ V, k ∈ Zp1
}
. Since χi>(∇f i(χi +
xi?) − ∇f i(xi?)) = ∑nij=1 χij(∇f ij(χij + xi?j ) − ∇f ij(xi?j )),
due to convexity of the cost functions f ij , j ∈ Zni1 , i ∈ V ,
from χi>(∇f i(χi + xi?) − ∇f i(xi?)) = 0 we conclude
that either χij = 0 or ∇f ij(χij + xi?j )) − ∇f ij(xi?j )) = 0.
Consequently, the points in S satisfy ∇f i(χi + xi?) −
∇f i(xi?) = 0. As a result, given (12), a trajectory t 7→
({q¯k(t)}pk=1, {pk(t)}pk=1, {χi(t)}Ni=1) of (11b)-(11d) belong-
ing to S for all t ≥ 0, must satisfy ( .q¯k ≡ 0, p˙k ≡ 0, χ˙i ≡ 0).
Therefore, the largest invariant set in S is the set of equi-
librium points of (11b)-(11d). Then, invoking the La Salle
invariant theorem [39, Theorem 3.4], we conclude that the
trajectories of (11b)-(11d) converge asymptotically to the set
of its equilibrium points. Next, we show that the convergence
is indeed to a point in the equlibia set. For that, by virtue
of semi-stability theorem [39, Theorem 4.20], we show that
every equilibrium point of (11b)-(11d) is Lyapunov stable.
Let ({q¯k}pk=1, {pk}, {χi)}Ni=1 be an equilibrium point of
(11b)-(11d) (recall that qˆk(t) = 0 due to (12)). Now, consider
the change of variables qk = q¯k − q¯k and pk = pk − pk for
k ∈ Zp1, and ri = χi − χi for i ∈ V , to write (11b)-(11d) as
q˙k =βk (R
>
k LkRk) R
>
k pk, (15a)
p˙k =ψkrk − βk Lkpk − Rk qk, (15b)
r˙i = − (ρi + 1) (∇f i(ri + χi + xi?)−∇f i(xi?)) +∑
k∈T i
(− ρi[wi]>k [wi]kri − (ρi + 1)[wi]>k pik
+ ρi[wi]>k [Rk qk]
i
)
. (15c)
Next, consider the Lyapunov function (13) where
({q¯k}pk=1, {pk}pk=1, {χi}Ni=1) is substituted by
({qk}pk=1, {pk}pk=1, {ri}Ni=1). Following the same argument as
used to show V˙ ≤ 0 in (14), we can show that the derivative of
V ({qk}pk=1, {pk}pk=1, {ri}Ni=1) along the trajectories of (11b)-
(11d), when (12) holds, is also negative semi-definite.
Thus, any equilibrium point ({q¯k}pk=1, {pk}, {χi}Ni=1)
of (11b)-(11d) is Lyapunov stable (recall (12)). Therefore,
since the trajectories of (11b)-(11d) are approaching to the
set of stable equilibrium points, starting from any initial
condition, the trajectories of (11b)-(11d) converge to a point
in its equilibrium set. Consequently, given the change of
variables (10), we conclude that starting from stated initial
conditions in the statement, the trajectories of (7) converge, as
t → ∞, to a point in its set of equilibrium points (8), where
({v˙lk}l∈Vk = 0, {y˙lk}l∈Vk = 0, {x˙i}Ni=1 = 0). Therefore,
under the stated initial condition, as t → ∞, the limit
point ({vlk}pk=1, {ylk}pk=1, {xi}Ni=1), i ∈ V , l ∈ Vk that
satisfies ({v˙lk}l∈Vk = 0, {y˙lk}l∈Vk = 0, {x˙i}Ni=1 = 0) in (7)
is equal to (ν?k1Nk , y
?, {xi?}Ni=1), where ({ν?k}pk=1, xi?),
where ({ν?k}pk=1, {xi?}Ni=1) is a point satisfying the KKT
conditions (5) of problem (4) (we note that this point is not
necessarily the point used in the change of variable (10)).
The asymptotic convergence guarantee for algorithm (7)
in Theorem III.1 is established for local convex cost func-
tions. For such cost functions, similar to the centralized
algorithm (6), (7) fails to converge when ρi = 0 for all i ∈ V .
Next, we show that if the local costs are strongly convex
and have Lipschitz gradients then the convergence is in fact
exponentially fast for ρi ∈ R>0 i ∈ V . Recall that for strongly
convex local cost functions, the minimizer of (4) is unique.
Theorem III.2. (Exponential convergence of (7) over con-
nected graphs when the local costs are strongly convex and
have Lipschitz gradients ): Let every Gk, k ∈ Zp1 be connected
and Assumption III.1 hold. Also, assume each cost function
f il , l ∈ Zn
i
1 , i ∈ V , is mil-strongly convex and has M il -
Lipschitz gradient. Let m = max{{mil}n
i
l=1}Ni=1 ∈ R>0
and M = max{{M il }n
i
l=1}Ni=1 ∈ R>0. Then, starting from
xi(0) ∈ Rni and ylk(0), vlk(0) ∈ R for each i ∈ V , l ∈ Vk,
6and given
∑
l∈Vk y
l
k(0) = 0 and
∑
l∈Vk b¯
l
k = bk in (7), the
algorithm (7) makes t 7→ ({vk(t)}pk=1, {xi(t)}Ni=1) converge
exponentially fast to ( ν?k1Nk , {xi?}Ni=1) for any ρi ∈ R>0,
where ({ν?k}pk=1, {xi?}Ni=1) is the unique solution of the KKT
conditions (5) of problem (4). Moreover, when ρi = 0 for an
i ∈ V , the convergence to the unique solution of the KKT
conditions (5) is asymptotic.
Proof. Our proof follows the proof of Theorem III.1 until the
choice of the candidate Lyapounv function where we use a
different candidate function consisted of V in (13) plus an
extra positive quadratic term as described in
V¯ ({q¯k}pk=1, {pk}pk=1, {χi}Ni=1) = V+
p∑
k=1
φk
2
(χk +ψ
>
k Γkpk)
>(χk+ψ
>
k Γkpk) = ζ
>Eζ,
where φk ∈ R>0 satisfies
φk < min{
2(1 + ρ)m
p(M2(ρ¯2 + 1)2+ 1)
,
2βkλ2k
(β2kλ
2
Nkρ¯
2 + ρ¯+ 1)‖ψk‖2
},
(17)
with ρ = min{ρi}Ni=1 and ρ¯ = max{ρi}Ni=1. Here ζ =
[{q¯>k }pk=1, {p>k }pk=1, {χi>}Ni=1]> and E > 0 is the obvious
matrix describing the coefficients of the quadratic terms of V¯ .
When every Gk, k ∈ Zp1 is a connected graph, V¯ is a radially
unbounded and positive definite function. To compute the Lie
derivative of V¯ along (11b)-(11d), note that the derivative of
φk
2 (χk + ψ
>
k Γkpk)
>(χk + ψ
>
k Γkpk) along the trajectories
of the system is
− φkχ>k (Γk + I)h(χk)− φkχ>k ψ>k (Γk + I)pk
−φkp>k Γkψkψ>k (Γk + I)pk−φkp>k Γkψk(Γk + I)h(χk)
− βk φkχ>k ψ>k ΓkLkpk − φk βkp>k ψkΓkψ>k ΓkLkpk =
− φk
2
‖ψ>k Γkpk+(Γk+I)h(χk)‖2
− φk
2
‖χk + βkψ>k ΓkLkpk +ψ>k (Γk + I)pk)‖2
− φkχ>k (Γk + I)h(χk) +
φk
2
h>(χk)(Γk + I)
2h(χk)
+
φk
2
p>k ψk(Γk + I)ψ
>
k pk+
β2kφk
2
p>k LkΓkψkψ
>
k ΓkLkpk
+
φk
2
χ>k χk −
βkφk
2
p>k (Γk + I)ψkψ
>
k ΓkLkpk
where h(χk) = ∇f(χk + x?k)−∇f(x?k). Then,
˙¯V =−
∑N
i=1
(ρi + 1)χi
>
h(χi) +
∑p
k=1
(
− βkp>k Lkpk
− (ψk χk − Rkq¯k)>Γk(ψk χk − Rkq¯k)
− φk
2
‖ψ>k Γkpk+(Γk+I)h(χk)‖2 +
φk
2
χ>k χk
− φk
2
‖χk + βkψ>k ΓkLkpk +ψ>k (Γk + I)pk)‖2
− φkχ>k (Γk + I)h(χk) +
φk
2
h>(χk)(Γk + I)
2h(χk)
+
β2φk
2
‖p>k LkΓkψk‖2 +
φk
2
p>k ψk(Γk + I)ψ
>
k pk
− βφk
2
p>k (Γk + I)ψkψ
>
k ΓkLkpk
)
.
When ρi ∈ R>0 for all i ∈ V , we can write
˙¯V ≤ − (1 + ρ)mχ>χ+
∑p
k=1
(
− βk λ2kp>k pk
− (ψk χk − Rkq¯k)>Γk(ψkχk − Rkq¯k)+
φk
2
(M2(ρ¯+ 1)2+1)χ>χ+
φk
2
(β2kλ
2
Nkρ¯
2+ρ¯+1)‖ψk‖2p>k pk
)
.
Here, we used the M il -Lipschitzness property of local gra-
dients to write h(χk)
>(Γk + I)2h(χk) ≤
∑Nk
i=1(ρ
i +
1)2M2χi2 ≤M2(ρ¯+ 1)2χ>χ . We also used −∑Ni=1(ρi +
1)χ>i h(χi) ≤ −m(ρ + 1)χ>χ due to the mil-strong con-
vexity of local cost function f il , and p
>
k Lkpk ≤ 0, which
is true because every Gk, k ∈ Zp1 is a connected graph.
We also used ‖p>k LkΓkψk‖2 ≤ λ2Nkρ¯2‖ψk‖2p>k pk where
λNk is the maximum eigenlavue of Lk. We note that for
0 < φk < min{ 2(1+ρ)mp(M2(ρ¯2+1)2+1) , 2βkλ2k(β2kλ2Nkρ¯2+ρ¯+1)‖ψk‖2 }, we
have ˙¯V < 0. Next, note that we can bound ˙¯V by a negative
definite quadratic upper bound as
˙¯V ≤ − ((1 + ρ)m− pφk
2
(M2(ρ¯+ 1)21
)
χ>χ (18)
+
∑p
k=1
(
− (βk λ2k − φk
2
(β2kλ
2
N ρ¯
2+ρ¯+1)‖ψk‖2)p>k pk
− (ψk χk − Rkq¯k)>Γk(ψkχk − Rkq¯k)
)
= −ζ>Fζ,
where F > 0 is the obvious matrix describing the coefficients
of the quadratic terms of the upper bound of ˙¯V . Because V¯ is
a quadratic positive definite function and the upper bound on
˙¯V is a quadratic negative definite quadratic function, therefore,
by virtue of [46, Theorem 4.10], (11b)-(11d) is exponentially
stable, and its trajectories converge to the origin with the
rate no worse than λmin(F)2λmax(E) , where λmin(F) is the minimum
eigenvalue of F and λmax(E) is the maximum eigenvalue
of E. Consequently, we conclude that starting from any
initial condition given in the statement, the trajectories makes
t 7→ ({vk(t)}pk=1, {xi(t)}Ni=1) converge exponentially fast
with the rate given above to ( ν?k1Nk , {xi?}Ni=1), as t→∞.
If ρi = 0 for any i ∈ V , we can only guarantee that
˙¯V ≤ 0 with S = {({q¯k}pk=1, {pk}pk=1, {χi}Ni=1) ∈∏p
k=1RNk−1 ×
∏p
k=1RNk ×
∏N
i=1Rn
i | ˙¯V ≡ 0} ={
{q¯k}pk=1,{pk}pk=1,{χi}Ni=1∈
∏p
k=1RNk−1×
∏p
k=1RNk ×∏N
i=1Rn
i
∣∣∣ pk = 0, χi = 0,ΓkRkq¯k = 0, i ∈
V, k ∈ Zp1}. Next, we note that since Rk is a full col-
umn rank matrix, given (12), the only trajectory t 7→
({q¯k(t)}pk=1, {pk(t)}pk=1, {χi(t)}Ni=1) of (11b)-(11d) that be-
longs to S for all t ∈ R≥0 is ({q¯k(t) ≡ 0}pk=1, {pk(t) ≡
0}pk=1, {χi(t) ≡ 0}Ni=1). Therefore, using a LaSalle invariant
set analysis of [46, Corollary 4.1], and recalling the change
of variable (10) and also (12), we can conclude that t 7→
({vk(t)}pk=1, {xi(t)}Ni=1) of (7) converges exponentially fast
to ( ν?k1Nk , {xi?}Ni=1).
Remark III.1 (The convergence of (7) over dynamically
changing connected graphs). The proof of theorem III.2 relies
on a Lyapunov function that is independent of the systems
parameters, and its derivative for ρi ∈ R>0, i ∈ V , is negative
definite with a quadratic upper bound. Hence, we can also
7show that the algorithm (7), when ρi ∈ R>0 for i ∈ V ,
converges exponentially fast to a unique solution of the KKT
conditions (5) of problem (4) over any time-varying topology
Gk, k ∈ Zp1 that is connected at all times and its adjacency
matrix is uniformly bounded and piece-wise constant.
B. Problem subject to both equality and inequality constrains
To address inequality constraints in our distributed solution
for (1), we use a penalty function method to eliminate the local
inequality constraints (1c) and (1d). That is, we seek solving
x?p = arg min
x∈Rm
∑N
i=1
f ip(x
i), subject to (19a)
[w1]jx
1 + · · ·+ [wN ]jxN = bj , j ∈ Zp1, (19b)
with
f ip(x
i)=f i(xi)+γ
(∑
l∈Bi
p(x
i
l−xil)+
∑
l∈B¯i
p(x
i
l−x¯il)
)
, (20)
i ∈ V , where γ ∈ R>0 is the weight of the smooth penalty
function p defined as (see [41])
p(y) =

0, y ≤ 0,
1
2y
2, 0 ≤ y ≤ ,
(y − 12), y ≥ ,
for some  ∈R>0. This approach allows us to use algorithm (7)
to solve the optimization (1) by using f ip(x
i) in place of f i(xi)
in (7c). We note that f ip(x
i) is convex and differential if f i(xi)
is a convex function in Rni . Following this penalty method
approach, when the global cost function of (1) is evaluated at
the limit point of algorithm (7), it is in -order neighborhood
of the global optimal value of the optimization problem (1)
(see Proposition III.1 below). In what follows, we investigate
when the penalty function weight γ has a finite value and give
a well-defined admissible range for it.
Given Assumption III.1, the so called Slater condition [45]
is satisfied and thus the KKT optimality conditions below give
a set of necessary and sufficient conditions that characterize
the solution set of the convex optimization problem (1).
Lemma III.2. (Solution set of (1) [45]): Consider the con-
strained optimization problem (1) under Assumptions III.1. A
point x? ∈ Rm is a solution of (1) iff there exists ν? ∈ Rp
and {µi?l }l∈Bi ⊂ R≥0 {µ¯i?l }l∈B¯i ⊂ R≥0, i ∈ V , such that
∇f i(xi?)+wi>ν? − µi? + µ¯i? = 0, (21a)
Wx? − b = 0, (21b)
µi?l (x
i
l−xi?l )=0, xil−xi?l ≤0, µi?l ≥0, l∈Bi, (21c)
µ¯i?l (x
i?
l −x¯il)=0, xi?l −x¯il ≤0, µ¯i?l ≥0, l∈B¯i, (21d)
where µi? = [µi?1 , · · · , µi?ni ]> with µi?l = 0 for l ∈ Zn
i
1 \Bi
and µ¯i? = [µ¯i?1 , · · · , µ¯i?ni ]> with µ¯i?l = 0 for l ∈ Zn
i
1 \B¯i. If the
local cost functions are strongly convex, then the optimization
problem (1) has a unique solution. 
Let Xfe be the -feasible set of optimization problem (1),
Xfe =
{
x ∈ Rm |Wx = b, xil−xil ≤, l∈Bi
xij−x¯ij ≤, j∈B¯i, i ∈ V
}
. (22)
The following result states that for some admissible values
of γ, the minimizer of (19) belongs to -feasible set Xfe
and optimal value of optimization problem (1) is in  order
neighborhood of the optimal value of the original optimization
problem (1). The proof of this result can be obtained in a
straightforward manner from [41, Propositions 5 and 6].
Proposition III.1. (relationship between the optimal solution
of (1) and (19) [41]): Let (x?,ν?, {µi?l }l∈Bi , {µ¯i?l }l∈B¯i)
be any solution of the KKT equations (21). Let x?p
be a minimizer of optimization problem (19) for some
γ,  ∈ R>0. If γ = 1−N1−√N γ?, where γ? >
max
{
max{µi?l }l∈Bi ,max{µ¯i?l }l∈B¯i
}N
i=1
, then
x?p ∈ Xfe, 0 ≤ f? − f(x?p) ≤  γN, (23)
where f? = f(x?) is the optimal value of the optimization
problem (1). 
We note that if → 0, we have pi(y)→ p(y) = max{0, y},
where p(y) is the well-known non-smooth penalty function
with exact equivalency guarantees when γ > γ? in Proposi-
tion III.1 (see [40]).
Given the results in Proposition III.1, a practical and nu-
merically well-posed solution via the penalty optimization
method (19) is achieved when the Lagrange multipliers are
bounded. In what follows we develop a set of results that
establish an upper bound on any set of Lagrange multipliers
corresponding to the inequality constraints of the optimization
problem (1), i.e., we find µbound in
max
{
max{µi?l }l∈Bi ,max{µ¯i?l }l∈B¯i
}N
i=1
≤ µbound. (24)
These results enable us to choose a penalty function weight γ
that satisfies the condition set by Proposition III.1 by setting
γ ≥ 1−N
1−√N µbound.
For any solution of the KKT conditions (21), we letAi ⊂ Bi
and A¯i ⊂ B¯i respectively be the set of indices of the active
lower bound and the active upper bound inequality constraints
of agent i ∈ V . We note that Ai ∩A¯i = {}. Recalling that for
inactive inequalities µ¯i?l = 0 (resp. µ
i?
l = 0) for l ∈ B¯i\A¯i
and i ∈ V (resp. l ∈ Bi\Ai) [47], we obtain
max
{
max{µi?l }l∈Bi ,max{µ¯i?l }l∈B¯i
}N
i=1
=
max
{
max{µi?l }l∈Ai ,max{µ¯i?l }l∈A¯i
}N
i=1
. (25)
Therefore, to find µbound, it suffices to find an upper bound on
max
{
max{µi?l }l∈Ai ,max{µ¯i?l }l∈A¯i
}N
i=1
.
As known, the set of the Lagrange multipliers of a con-
strained optimization problem of the form (1) is nonempty and
bounded if and only if the Mangasarian-Fromovitz constraint
qualification (MFCQ) holds (see e.g., [48]). It is straight-
forward to show that the MFCQ condition is satisfied for a
resource allocation problem of the form (1) with one equality
constraint (i.e., p = 1) and upper and lower bounded decision
variables (i.e., Bi = B¯i = Zni1 ). For such a problem the
following result specifies a µbound that satisfies (24).
Proposition III.2. (µbound for the resource allocation problem
with one equality constraint and bounded decision variables):
Consider the optimization problem (1) under Assumption III.1
8when p = 1, wil > 0 for l ∈ {1, · · · , ni} and Bi = B¯i =
Zni1 , i ∈ V . Let (x?, ν?, {µi?l }l∈Bi , {µ¯i?l }l∈B¯i) be an arbitrary
solution of the KKT conditions (21) for this problem. Then,
µbound in (24) satisfies
µbound ≤(1 + w¯
w
) max
{
max
xi∈Xiineq
‖∇f i(xi)‖∞
}N
i=1
, (26)
where Xiineq = {xi ∈ Rn
i | xil ≤ xil ≤ x¯il, l ∈ Zn
i
1 }, w =
min{{wil}nil=1}Ni=1 and w¯ = max{{wil}nil=1}Ni=1.
Proof. For any given (x?, ν?, {µi?l }l∈Bi , {µ¯i?l }l∈B¯i), we note
that the KKT conditions (21) can be written as
∇f il (xi?l )+wil ν? = 0, l ∈ Zn
i
1 \{A¯i ∪ Ai}, (27a)
∇f il (xi?l )+ wil ν? + µ¯i?l = 0, l ∈ A¯i, (27b)
∇f il (xi?l )+ wil ν? − µi?l = 0, l ∈ Ai. (27c)
Since {wil}n
i
l=1 ⊂ R>0, it follows from Assumption III.1,
which states that the feasible set is non-empty for strict local
inequalities, that the upper bounds (similarly the lower bounds)
for all decision variable cannot be active simultaneously.
Therefore, for any given minimizer, we have either (a) at
least for one subagent k ∈ Zni1 in an agent i ∈ V we
have xik < x
i?
k < x¯
i
k or (b) some of the decision variables
are equal to their upper bound and the remaining others
are equal to their lower bound. If case (a) holds, it follows
from (27a) that ν? = −∇f
i
k(x
i?
k )
wik
, which means that we
have the guarantees that |ν?| ≤ max{‖∇fi(xi?)‖∞}Ni=1w . On
the other hand, if (b) holds, then there exists at least an
agent k ∈ V with A¯k 6= {} and an agent j ∈ V with
Aj 6= {} (k = j is possible). Therefore, for l ∈ A¯k it
follows from (27b) that ν? = 1
wkl
(−∇fkl (xk?l )− µ¯k?l ), and for
l¯ ∈ Aj it follows from (27c) that ν? = 1
wj
l¯
(−∇f j
l¯
(xj?
l¯
)+ µ¯j?
l¯
).
Consequently, because µ¯k?l ≥ 0 and µ¯j?l¯ ≥ 0, we conclude
that − 1
wj
l¯
∇f j
l¯
(xj?
l¯
) ≤ ν? ≤ − 1
wkl
∇fkl (xk?l ), which leads to
|ν?| ≤ max{|∇f
j
l¯
(xj?
l¯
)
wj
l¯
|, |∇fkl (xk?l )
wkl
|} ≤ max{‖∇fi(xi?)‖∞}Ni=1w .
Given the analysis above, we conclude that for any given
(x?, ν?, {µi?l }l∈Bi , {µ¯i?l }l∈B¯i), we have
|ν?| ≤ max{‖∇f
i(xi?)‖∞}Ni=1
w
≤
max
{
max
xi∈Xiineq
‖∇f i(xi)‖∞
}N
i=1
w
.
Consequently, it follows from (27b) that µ¯i?l ≤ |∇f il (xi?l )|+
|wil ν?| ≤ ‖∇f il (xi?l )‖∞ + w¯|ν?|, and from (27c) that µi?l ≤
‖∇f il (xi?l )‖∞+ |wil ν?| ≤ ‖∇f il (xi?l )‖∞ + w¯|ν?|. Therefore,
given (25), we have the guarantees that (26) holds.
It is worth noting that for an economic dispatch problem
where p = 1 and wil = 1, l ∈ {1, · · · , ni} and i ∈ V , our
result in Proposition III.2 recovers µbound that is established
in [32, Lemma 5.1].
Evaluating the MFCQ condition generally is challenging for
other classes of optimization problems. A common sufficient
condition for the MFCQ is the linear independence constraint
qualification (LICQ), which also guarantees the uniqueness of
the Lagrange multipliers for any solution of the optimization
problem (1) [49] (see [20] and [50] for examples of the
optimization solvers that are developed under the assumption
that the LICQ holds). For a constraint optimization problem we
say that the LICQ holds for the optimal solution x? ∈ Rm if
the gradient of the equality constraints and the active inequality
constraints at x? are linearly independent. The following result
finds a µbound for problem (1) when LICQ condition holds at
the minimizers.
Theorem III.3. (Bounds on the Lagrange multipliers corre-
sponding to inequality constraints when the LICQ holds at
the minimizers): Consider the optimization problem (1) under
Assumption III.1. Assume also that the LICQ holds at the
minimizers of (1). Let (x?,ν?, {µi?l }l∈Bi , {µ¯i?l }l∈B¯i) be an
arbitrary solution of the KKT conditions (21) for this problem.
Then, the bound µbound in (24) satisfies
µbound≤
(
1+
w¯
ω
)
max
{
max
xi∈Xiineq
‖∇f i(xi)‖∞
}N
i=1
. (28)
where w¯ = ‖W‖max = max{‖wi‖max}Ni=1, and ω =
min{σmin(Wc)
∣∣Wc ∈ Q (W>) }. Here, Q (W>) is the set
of all the invertible p × p sub-matrices of W> ∈ Rm×p
(recall (2)).
Proof. For any (x?,ν?, {µi?l }l∈Bi , {µ¯i?l }l∈B¯i), we note that
the KKT conditions (21) can be written as
∇f il (xi?l )+([wi]l)>ν? = 0, l ∈ Zn
i
1 \{A¯i ∪ Ai}, (29a)
∇f il (xi?l )+ ([wi]l)>ν? + µ¯i?l = 0, l ∈ A¯i, (29b)
∇f il (xi?l )+ ([wi]l)>ν? − µi?l = 0, l ∈ Ai, (29c)∑N
i=1
∑ni
l=1
[wi]lj x
i?
l = bj , j ∈ Zp1, (29d)
xi?l = x
i
l, l ∈ Ai, (29e)
xi?l = x¯
i
l, l ∈ A¯i, (29f)
i ∈ V . Under the LICQ assumption, the gradients of the
equality constraints (set of p vectors in Rm) and the active
inequality constraints (set of
∑N
i=1 |Ai ∪ A¯i| vectors in Rm)
at the minimizer should be linearly independent. This neces-
sitates that
∑N
i=1 |Ai ∪ A¯i| ≤ m − p. As a result, we can
conclude that q =
∑N
i=1 |Zn
i
1 \(A¯i ∪Ai)| ≥ p . Therefore, the
number of KKT equations of the form (29a) is q ≥ p. As a
result, we can write all these q equations as
W>e ν
? = −[{{∇f il (xi?l )}n
i
l=1}Ni=1]
where We ∈ Rp×q is a sub-matrix of W ∈ Rp×m. Recall that
under the LICQ assumption (ν? ∈ Rp, {µi?l }l∈Bi , {µ¯i?l }l∈B¯i)
corresponding to every x? is unique. Thus, we can conclude
that rank(W>e ) = p and there always exist a sub-matrix
Wse ∈ Rp×p of W>e ∈ Rq×p such that
ν? = −W−1se J, (30)
where J is the corresponding components of
[{{∇f il (xi?l )}nil=1}Ni=1] associated with the rows of Wse.
Therefore, we can write
‖ν?‖∞≤ 1
σmin(Wse)
‖J‖∞
9≤ 1
ω
max
{
max
xi∈Xiineq
‖∇f i(xi)‖∞
}N
i=1
, (31)
where ω is defined in the statement. Here, we used
|∇f il (xi?)| ≤ max
{
max
xi∈Xiineq
‖∇f i(xi)‖∞
}N
i=1
, l ∈ Zni1 , i ∈ V .
On the other hand, given (29b) and (29c) we can write
max
{
max{µi?l }l∈Ai ,max{µ¯i?l }l∈A¯i
}N
i=1
≤
max
{
max
xi∈Xiineq
‖∇f i(xi)‖∞
}N
i=1
+ w¯ ‖ν?‖∞,
where w¯ is defined in the statement. Therefore, given (31) we
have the guarantees that (28) holds.
IV. NUMERICAL EXAMPLES
In what follows, we demonstrate the performance of algo-
rithm (7) via two numerical examples.
Example 1-Distributed resource allocation for a set of net-
worked clustered power generators: we consider an in-network
resource allocation problem for a group of 6 clusters of genera-
tors with communication ranges shown in Fig. 1. Each cluster
consists of different number of generators whose generated
power is xi = [xi1, · · · , xini ] where ni corresponds to ith
element of n = [3, 1, 1, 2, 2, 3], representing the number of
generators for each cluster. The local cost for each cluster is
equal to the summation of the costs of its generators, given by
f i(xi) =
∑ni
l=1 f
i
l (x
i
l), where f
i
l (x
i
l) = α
i
lx
i
l
2 +βilx
i
l+γ
i
l . We
choose the parameters of cost and the limits of the generation
of the generators randomly from the table below, which lists
the parameters of the generators of the IEEE 118 bus test
model [51], located at buses (4, 10, 18, 26, 54, 69).
IEEE α β γ x x¯
bus number [mu/MW2] [mu/MW] [mu] [MW] [MW]
4 0.0696629 26.24382 031.67 5 30
10 0.010875 12.8875 6.78 150 300
18 0.0128 17.82 10.15 25 100
26 0.003 10.76 32.96 100 350
54 0.0024014 12.32989 28 50 250
69 0.010875 12.8875 6.78 80 300
In this problem, generators in clusters {1, 2, 3, 4} are pro-
viding a demand b1 = 450 MW and generators in clusters
{3, 5, 6} are providing another demand b2 = 700 MW . This
demand should be met with the least possible cost for the
group. The objective of each agent is to interact with its
neighbors to find its corresponding component of x? in
x? = arg min
x∈R12
∑6
i=1
f i(xi), subject to (32a)
[1 1 1] x1 + x2 + 0.6x3 + [1 1]x4 = 450, (32b)
0.4x3 + [1 1] x5 + [1 1 1]x6 = 700, (32c)
xil ≤ xil ≤ x¯il, i ∈ Z61, l ∈ Zn
i
1 . (32d)
To solve this problem, we consider two cyber-layer commu-
nication graphs G1 and G2 as shown in Fig. 1. G1 corresponds
to equality constraint (32b), and G2 corresponds to equality
constraint (32c). We note that cluster 4 is included in G2
as a connectivity helper. Figure 2 shows the time history of
xil’s generated by implementing the distributed optimization
algorithm (7) (using f ip(x
i) as defined in (20) in place of
f i(xi) in (7c)) in comparison to the solution obtained using
0 100 200 300 400
Time
0
100
200
300
Fig. 2: Execution of algorithm (7) over the network depicted in
Fig. 1. The colored solid curved plots depicts the time history of
decision variable of each agent. Horizontal dashed lines depict the
centralized solution obtained using MATLAB’s constraint optimiza-
tion solver ‘fmincon’.
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Fig. 3: Constraint violation error while solving (32) using algo-
rithm (7) over the network of Fig. 1.
MATLAB’s constraint optimization solver ‘fmincon’. As ex-
pected the decision variable xi of each agent i ∈ {1, . . . , 6}
converges closely to its corresponding solution of the opti-
mization problem (32), using  = 0.001. Figure 3 depicts
the equality constraint violation time history, which as shown
vanishes over the time.
Example 2-Distributed self-localizing sensor deployment:
we consider the optimal deployment of 3 sensors la-
beled Si, i ∈ {1, 3, 5} on a line to monitor a set of
events that are horizontally located at P = [{pi}10i=1] =
[12, 11, 9, 3, 2,−1,−2,−8,−11,−13] for t ∈ [0, 100) sec-
onds, and P = [{pi}10i=1] = [24, 22, 17, 15, 13, 8, 7, 3,−2,−4]
for t ∈ [100, 200), see Fig. 4. Agent 1 is monitoring {pi}3i=1,
agent 3 is monitoring {pi}7i=4, and agent 5 is monitoring
{pi}10i=8. Sensors should find their positions cooperatively to
keep their position in the communication range of each other
as well as stay close to the targets to improve the detection
accuracy. Due to limited range of communication, two relay
nodes Ri, i ∈ {2, 4}, as shown in Fig. 4 are used to guarantee
the connectivity of the sensors during the operation. The
problem is formulated by
x? = arg min
x∈R5
∑5
i=1
f i(xi), subject to (33)
xj − xj+1 ≤ 5, j ∈ {1, · · · , 4},
where f i(xi) =
∑
j∈Ei ‖xi − pj‖2 for i ∈ {1, 3, 5} with
E1 = {1, · · · , 3}, E3 = {4, · · · , 7} and E5 = {8, · · · , 10}
and f i(xi) = 0 for i ∈ {2, 4}. Here, xi with i ∈ {1, 3, 5}
10
Fig. 4: Schematic representation of the events, sensors and relay
nodes in the second example.
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Time
-10
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Fig. 5: Time history of trajectories of {xi}5i=1 generated by im-
plementing distributed algorithm (7): The thin lines represent the
optimum horizontal positions of agents on the line. The solid lines
and dashed lines specify respectively the position of sensors, relay
nodes.
(resp. i ∈ {2, 4}) is the horizontal position of sensor Si (resp.
relay node Ri). To transform problem (33) to the standard
form described in (1) we introduce slack variables xi2 ∈ R
with i ∈ {1, · · · , 4}, to rewrite (33) as
x? = arg min
x∈R9
∑5
i=1
f i(xi), subject to (34)
xj1 − xj+11 + xj2 = 5, xj2 ≥ 0, j ∈ {1, · · · , 4},
where xi ∈ R2 for i ∈ {1, 2, 3, 4}, x5 ∈ R, and f i(xi) =
f i(xi1) for any i ∈ {1, · · · , 5}, i.e., f i(xi2) = 0. To solve this
algorithm in a distributed manner we need to form 4 cyber-
layers Gk, k ∈ {1, 2, 3, 4}, where V1 = {1, 2}, V2 = {2, 3},
V3 = {3, 4} and V4 = {4, 5}. We note here that our
proposed approach to form the cyber-layers in correspondence
to the equality constraints leads to an efficient communication
topology here. Figure 5 shows the time history of the trajectory
of the distributed optimization algorithm (7) (using f ip(x
i) as
defined in (20) in place of f i(xi) in (7c)) for the problem (34).
As shown the location of the sensors remain in their communi-
cation range and converge to optimum values during execution
of the algorithm (the optimal solution is shown by the thin
lines, and is obtained by MATLAB’s constraint optimization
solver ‘fmincon’). Our choice of smooth penalty function (20)
is obtained by γ = 200 and  = 0.01 which satisfies the
condition of Proposition III.1.
V. CONCLUSIONS
We proposed a novel cluster-based distributed augmented
Lagrangian algorithm for a class of constrained convex op-
timization problems. In this optimization problem a group
of clustered agents interact with their neighboring agents to
find the optimal decision value that minimizes the total cost
consisted of sum of their local costs subject to a set of affine
equality constraints and limits on some or all of their decision
variables. In design of our distributed algorithm we paid a spe-
cial attention to the efficient communication and computation
resource management, and required only the agents that are
coupled through an equality constraint to form a communica-
tion topology to address that coupling in a distributed manner.
We showed that if the communication topology corresponding
to each equality constraint is a connected graph, the pro-
posed algorithm converges asymptotically when the local cost
functions are convex, and exponentially when the local cost
functions are strongly convex and have Lipschitz gradients. We
invoked the -exact penalty function method to address the
inequality constraints, and obtained an explicit lower bound
on the penalty function weight to guarantee convergence to
-neighborhood of the global minimum value of the cost.
Simulations demonstrated the performance of our proposed
algorithm. As future work, we will study the event-triggered
communication implementation of our proposed algorithm,
and characterize its privacy preservation properties.
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APPENDIX
Consider the optimization problem
x?= arg min
x∈R2
∑2
i=1
f i(xi) subject to x1 + x2 = 2, (A.1)
where f i(xi)=

0, |xi| ≤ 2,
1
2α (|xi| − 2)2, 2 < |xi| ≤ 2 + α,
(|xi| − 2− 12α), |xi| > 2 + α,
with α = 0.01. Here, the cost function is convex. Note
that the optimization problem (A.1) has infinite number of
minimizers that correspond to the minimum cost of f? = 0.
One of these minimizers is (x1?, x2?) = (0, 2). Figure 6
shows the xi trajectories of central solver (6) over time. As
shown, the algorithm does not converge when ρ = 0, while
the convergence is achieved when we use the augmented
Lagrangian with ρ = 1.
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Fig. 6: Trajectories of algorithm (6) when it is used to solve
optimization problem (A.1) with ρ = 0 and ρ = 1.
