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Abstract
In order to limit the impact of accidental releases of hazardous pollutants into the atmosphere, there is a need for an
accurate near-range atmospheric dispersion modeling approach that is suitable for on-line risk management. Compu-
tational Fluid Dynamics (CFD) has proven to be a promising tool for atmospheric dispersion studies at the near-range.
However, the relatively long computing times currently prohibit the use of CFD for real-time purposes. Therefore,
we present in this work an eective model reduction method that is based on the projection of the original model,
which solves the transient advection-diusion equation on a steady background velocity field, onto a Krylov subspace
by means of the Arnoldi algorithm. This allows to construct a reduced order model (ROM) from an accurate CFD
model that is guaranteed to be stable. The algorithm is formulated in such a way that the ROM can be derived using
any CFD software package, commercial or non-commercial. The accuracy of the ROM is illustrated by performing a
series of simulations of a time-dependent pollutant release at the Doel nuclear power station, located to the north of
Antwerp (Belgium). A comparison between the results obtained using the ROM after initialization, and the original
CFD model shows a reduction of a factor of 2500 in computational time, leading to a ROM that runs 25 times faster
than real-time without a significant loss in accuracy. In terms of computational cost, the ROM is a factor 105 less
expensive than the original CFD model.
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1. Introduction
The impact of accidental atmospheric releases of hazardous pollutants on the health of the people exposed remains
of serious concern [1]. Predicting the time-dependent dispersion of such releases in the atmosphere through the use of
numerical models can help to develop plans of response to emergencies. Furthermore, when the runtime is suciently
short, these models can be used in on-line risk management tools (see, e.g., Ref. [2], or Ref. [3]). While Gaussian-
based and Lagrangian models are well established for the latter, Leelo˝ssy et al. [4] identified that there is currently no
accurate near-range atmospheric dispersion modeling approach available which complies with this short runtime.
Computational Fluid Dynamics (CFD) has proven to be a promising technique for atmospheric dispersion studies
at the near-range [5, 6, 7, 8]. This is in particularly true for the built environment where the complex geometry
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can result in complex dispersion patterns [9, 10, 11, 12]. Unfortunately, CFD-based models require relatively long
computing times which currently prohibit their use for real-time purposes [13, 14]. In this context, Senocak et al.
[15] focused on reducing the simulation time by improving the numerical methods and parallel computing strategies.
Gowardhan et al. [16] chose to trade some of the accuracy for a gain in simulation speed by simplifying the model.
In the current work, we take a dierent approach by developing a reduced order model (ROM) from a CFD model,
thereby greatly reducing the computational time. We consider the particular case of a neutral buoyant gas, that is
injected with a time-dependent source rate and dispersed given known steady wind conditions and site geometry.
In such a system, the background velocity field can be precomputed using CFD, and used as an input to a three-
dimensional time-dependent convection-diusion equation with a transient source term.
The goal of model order reduction (MOR) is to reduce the degrees of freedom (DOF) of a large size model to a
very small size while maintaining the key behavior of the model [17]. Extensive discussions on MOR methods are
presented by Baur et al. [17], Lucia et al. [18] and Antoulas et al. [19]. In the following, we focus on MOR methods
dedicated for sparse, linear time-invariant systems such as we encounter in our work (cf. x2.1). The DOF for CFD
applications is typically in the order of 106 and higher. This is far beyond the practical limit for Truncated Balanced
Realization and Hankel Norm Approximation methods, two frequently used ROM methods for linear, time-invariant
systems [20]. Instead, Krylov-subspace projection-based ROM methods have shown to be a viable option for such
systems [17, 20, 21]. Many algorithms exist for construction of the Krylov subspaces (see, e.g., Ref. 22 or Ref. 23)
but two frequently encountered algorithms are the Arnoldi method and the Lanczos method. Nour-Omid et al. [24]
compared both methods for the solution of convection-diusion problems in a Finite Element Method framework.
They concluded that the Arnoldi is the method of choice for convection dominated problems. Other examples of
the application of the Arnoldi method are presented by Woodbury et al. [25] with the simulation of the contaminant
transport in an aquifer, Zhang and Woodbury [26] with a study on the contaminant transport in porous media, Willcox
et al. [27] with the development of a ROM for turbomachinery and Wang et al. [28] who developed a ROM for the
three-dimensional thermal analysis of microfluidic systems. The degrees of freedom in these applications were all
limited to 103   105, which is considerably lower than required for three-dimensional pollution-dispersion studies
as considered in the current work. Nevertheless, all these studies demonstrated significant reductions in required
computational cost when solving the corresponding ROM.
Therefore, we apply the Arnoldi method to the simulation of pollutant transport in a built environment. We show
that the resulting ROM is guaranteed stable and suitable for faster than real-time atmospheric dispersion assessments.
In addition, the algorithm for the construction of the ROM is formulated independently from the choice of CFD
solver, such that it is applicable to both open-source and commercial CFD software packages. The eectiveness of the
reduced-order model is demonstrated based on a simulation of a time-dependent pollutant release at the Doel Nuclear
Power Station, comparing the ROM results to the high-resolution CFD.
This paper is further organized as follows. First, in section 2, we present the model order reduction methodology
and the pollutant dispersion model. Next, in section 3 we detail the simulation cases considered in the current work
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and the numerical setup of our simulations. Simulation results are discussed in section 4. Finally, conclusions are
presented in section 5.
2. Methodology
In the current section we briefly introduce the continuous and discrete formulation of the pollutant dispersion
model in x2.1. Next, the construction of the ROM is presented in x2.2.
2.1. Pollutant dispersion model
Consider the three-dimensional dispersion of a non-buoyant, non-reactive gas in a steady, thermally neutral bound-
ary layer, for a constant wind direction, and known site geometry. In this situation, the three-dimensional velocity
field hui(x) can be obtained from a standard CFD model, e.g., either based on Reynolds-averaged Navier–Stokes
simulations or large-eddy simulations (for practical details, cf. x3.2). The dispersion is then further modeled using
a time-dependent three-dimensional advection-diusion problem. Neglecting the small eect of molecular diusion,
the evolution of the pollutant concentration is described by
@c
@t
+ r  (hui c) =  r  hu0c0i + S (1)
where c is the concentration, and S the pollutant source term. We model the turbulent diusion hu0c0i with an eddy-
diusivity approach, i.e.
 hu0c0i  t
Sct
rc (2)
with Sct the turbulent Schmidt number, and t the eddy viscosity. The latter is also straightforwardly obtained from a
precomputed flow simulation. In the current study we employ Sct = 0:9 (see, e.g., Ref. [29] for a discussion on values
for the turbulent Schmidt number).
Spatial discretization of Eq. (1), e.g., using a finite-volume approach, results in a large coupled system of ordinary
dierential equations. This system can be written as
dc˜
dt
= Ac˜ + bs (3)
where c˜(t) 2 Rn is the solution vector containing the concentration of every cell in the domain, b 2 Rn is the
source vector containing the contribution of every cell to the pollutant source and s(t) is the source magnitude input.
In addition, the sparse matrix A 2 Rnn is the discrete representation of the advection and the diusion operator,
including the spatial boundary conditions. When set up properly, this matrix is negative-definite. Note that in practice,
this matrix is not explicitly available, but indirectly coded in the CFD software used to solve Eq. (1).
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Algorithm 1 One-sided Arnoldi algorithm to construct a basis of Kr(A 1; A 1b).
1. Initialize:
(a) Solve for v˜y1: Av˜1 = b
(b) Set: v1 = v˜1kv˜1k
2. For i = 2 : : : r do:
(a) Solve for v˜yi : A v˜i = vi 1
(b) Orthogonalize v˜i: for j = 1 : : : i   1
h = v˜iv j
v˜i = v˜i   hv j
(c) Normalize: vi = v˜ikv˜ik
3. Set V = [v1v2 : : : vr]
4. Construct Ar = VTAV
y This step can be performed using the CFD package by imposing b or vi 1 as source vector in Eq. (3) and solving for the steady state solution.
2.2. Reduced-order model
The purpose of model order reduction (MOR) is to obtain a model of significantly reduced order (r  n) which,
in a certain way, behaves similar to the original full size model [18]. In this view, let V 2 Rnr be a matrix whose
columns form an orthonormal basis of a r-dimensional subspace. Projection of the solution vector c onto this basis
can be identified by the approximation c˜  Vcr where cr is the reduced-order solution vector. Substitution of this
approximation in the system of Eq. (3) followed by a Petrov–Galerkin projection using any full-rank matrixW 2 Rnr
results in the reduced order system (see, e.g., Ref. [17] or Ref. [22])
WTV
dcr
dt
= WTAVcr +WTbs (4)
where Ar = WTAV 2 Rrr is in general a full matrix, i.e. the sparsity of A is usually lost through the projection.
This equation can be fully solved in the reduced-order space with dimension r. Once cr(t) is obtained, the fine-scale
solution can be reconstructed using c˜  Vcr.
In this work, we construct the projection matrix V as a basis of the r-th order Krylov subspace in order to provide
the moment matching property [30]. The Krylov subspace of order r is defined by
Kr(A˜; b˜) = spanfb˜; A˜b˜; A˜2b˜; : : : ; A˜r 1b˜g (5)
where A˜ is a constant matrix and b˜ is referred to as the starting vector. In order to match the lower part of the frequency
domain, we set A˜ = A 1 and b˜ = A 1b [31]. In this way, the slow dynamics of the system, i.e. in the order of the main
convection time scales, are matched well.
The one-sided Arnoldi method is employed to construct V the basis. By opting for a one-sided method, which
implies that W = V and WTV = I in Eq. (4), the first r moments of the original and the reduced system transfer
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Algorithm 2 One-sided Arnoldi algorithm to construct a basis of Kr(A 1; A 1b).
1. Initialize:
(a) Solve for v˜y1: Av˜1 = b
(b) Set: v1 = v˜1kv˜1k and x1 =
b
kv˜1k
2. For i = 2 : : : r do:
(a) Solve for v˜yi : Av˜i = vi 1
(b) Set: x˜i = vi 1
(c) Orhogonalize v˜i, and adapt x˜i: for j = 1 : : : i   1
h = v˜iv j
v˜i = v˜i   hv j
x˜i = x˜i   hx j
(d) Normalize: vi = v˜ikv˜ik and xi =
x˜i
kv˜ik
3. Set: V = [v1 v2 : : : vr] and X = [x1 x2 : : : xr]
4. Construct: AR(= VTAV) = VTX
y This step is performed using the CFD package by imposing b or vi 1 as source vector in Eq. (3) and solving for the steady state solution.
functions match [30]. The modified Gram-Schmidt implementation of this method is elaborated in Algorithm 1 for a
single-input system [32]. The algorithm generates a vector vi which results from the recursive orthogonalization of the
vector A 1vi 1 with respect to the previously generated orthonormal vectors. In order to avoid computing the inverse
of the matrix A, the linear system Av˜i = vi 1 is solved to obtain v˜i. In this way, only r linear systems need to be solved
instead of n systems required to compute the inverse. This algorithm can be readily extended towards multiple input
systems (see, e.g., Ref. [22] or Ref. [31]).
The A-matrix in Eq. (3) is often not, or only partly, accessible within the CFD package. This can be due to
restricted access to the source code, or due to the solution methodology employed by the software package. The latter
is for instance the case in OpenFOAM where non-orthogonality in the mesh is accounted for by adding additional
source terms to the right-hand side of Eq. (3) instead of increasing the bandwidth of the solution matrix. Thus, if A is
not explicitly available, it becomes impossible to directly perform step 4 in Algorithm 1. In order to deal with this, we
reformulate the one-sided Arnoldi algorithm in terms of an unknown matrix (A). This results in the introduction of
X 2 Rnr which accounts for the unknown contribution of A to the reduced matrix Ar before the Galerkin projection.
The revised algorithm is elaborated in Algorithm 2. The basis V produced by this algorithm and the corresponding
reduced matrix Ar are identical to those produced by the classical Arnoldi algorithm. The proof of this equivalence is
given in Appendix A. Note that solving Av˜i = vi 1 for v˜i does not require the knowledge of A. This can be achieved
by using the CFD package as a black box while imposing vi 1 as source vector in Eq. (3) and solving for the steady
state solution.
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Figure 1: Computational domain. In color, isosurface for the instantaneous concentrationC+ = 2:510 3 (= cUL2=R)
for case 1 at time t+ = 5 (red); t+ = 15 (orange); t+ = 25 (yellow); t+ = 35 (white).
Alternatively, a two-sided method, where W , V , can be used which matches 2r moments (see, e.g., Ref. [33] or
Ref. [34]). Clearly, a ROM constructed from a two-sided method has the potential of resulting in a better approxi-
mation with respect to a one-sided method because of the higher number of matching moments. However, by taking
W = V the definiteness of the original A matrix is preserved. Hence, the projection of a stable system will result in a
stable reduced-order model [35, 27]. This is not guaranteed with a two-sided method, and therefore might require the
use of stabilization methods (see, e.g., Ref. [36] or Ref. [37]). This is not further explored in the current paper.
3. Case set-up
First, we detail the site considered in the current work in section x3.1. Next, the computational setup used to solve
the dispersion problem for both the CFD model and to set up the ROM are elaborated in x3.2.
3.1. Case description
A time-dependent pollutant release at the Doel nuclear power station is the subject of the present study. The
geometry of the case studied is shown in figure 1. Pollutant iso-contours of a simulation result at four dierent
time instances are also shown in the figure (cf. below for further details). The nuclear power station includes four
cylindrical reactor buildings, two hyperbolic cooling towers with a height of 176 m, and a number of cuboid auxiliary
buildings. A uniform surface roughness length z0 = 0:01m, corresponding to short grassland, is set for free ground
surface. Two dierent wind directions are considered in this study, i.e. wind coming from the southwest, which is the
prevailing wind direction for this location, and wind coming from the west. For both situations, the friction velocity
is set to 0:25 ms 1. This corresponds to a wind speed of 20 km h 1 at 74 m altitude. This altitude corresponds to the
height of the chimney of Doel 3, the location of the source in the present study.
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Table 1: Overview of the length scale, wind speed, dimensional time constant and dimensionless time constant of the
three cases simulated.
L [m] U [m/s] i [s] + [-]
case 1 74 5.568 13.290 1.000
case 2 176 6.110 28.806 2.168
case 3 500 6.762 73.939 5.564
The coordinate system is chosen such that the coordinate of the source corresponds to (0; 0; 74m) and that the
x-axis is in the streamwise direction. The release of the pollutant is simulated as a Gaussian function in time
R(t) = a exp
0BBBB@ (t   ts)2
22i
1CCCCA (6)
where we set the time of peak emission rate ts = 5i and a = (i
p
2) 1 to attain R(0) ' 0 and R 10 R(t0)dt0 = 1. In this
work, we choose the time constant i = L=U based on a length scale and the wind speed at this height according to the
logarithmic velocity profile. Three length scales are considered, i.e. the chimney height, the cooling tower height and
the domain height. The corresponding wind speed and time scales are summarized in table 1. These dierent scales
allow us to evaluate the performance of the ROM for a range of relevant emission scales.
In order to assess the quality of the ROM with respect to the CFD model, two performance measures are used,
i.e., the fractional bias (FB) and the normalized mean square error (NMSE) [38, 39]:
FB = 2
P
C+ROM  C+CFD

P 
C+ROM +C
+
CFD
 ; (7)
NMSE = n
P
C+ROM  C+CFD
2P
C+ROM
P
C+CFD
: (8)
It is readily seen that a perfect ROM would yield in FB and NMSE = 0. All cells in the whole domain are taken into
account for the evaluation of these measures following a paired in space-and-time approach.
Finally, the concentration reported in the current study is normalized as C+ = cUL2=R where R is the total amount
of pollutant released, L is the height of the chimney and U is the mean wind speed at height L according to the
logarithmic velocity profile. Furthermore, distance and time are normalized as x+ = xL 1 and t+ = (t   ts)UL 1,
respectively.
3.2. Computational set up
The transport equations (1) are spatially discretized using second-order schemes on a hexahedral mesh consisting
of 8.0 M cells and 10.0 M cells for wind coming from the southwest and the west, respectively. Simulation of the full-
size convection-diusion model is performed using the OpenFOAM finite-volume open-source simulation platform.
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In a first step the steady velocity field, and the eddy viscosity are solved. To that end, the Reynolds-averaged Navier–
Stokes (RANS) equations are solved with OpenFOAM. Closure is provided by the standard k   model [40] in which
the model coecients are chosen in accordance with Richards and Hoxey [41], and also the boundary conditions for
the velocity field simulation are set in accordance with Richards and Hoxey [41]. The boundary conditions for the
convection-diusion equation are set to zero at the inlet and Neumann boundary conditions are applied at the other
boundaries.
For the implementation of the Arnoldi algorithm and the simulation of the ROM, we use the Petsc library [42, 43,
44]. The order of the ROM is set to 100, but for evaluation of accuracy, we also evaluate reduced-order models with
degrees of freedom ranging from 10 up to 150. For the CFD model as well as for the ROM, a second-order Crank-
Nicholson scheme is applied for time discretization with a time step t+ = 10 3. The simulations of the full-size
model were carried out on 40 processors distributed over two nodes, installed with Intel Xeon E5-2680 v2 processors
and interconnected through DDR infiniband. The simulations of the ROM were carried out on the same machine
using only one processor core.
4. Results and discussion
The results of the cases studied are presented in this section by comparing the results of the full CFD model with
the ROM. First, in section x4.1, the results of the simulation of case 1 with wind coming from the southwest are
presented in detail. In addition, it is illustrated that similar results are obtained with wind coming from the west, and
for cases 2 and 3. Subsequently, in x4.2, the obtained reduction in time and computational cost is discussed.
4.1. Simulation results
The dispersion case 1 with wind coming from the southwest is used to discuss the general simulation results. We
focus the discussion on the concentration at ground level (1 m height) since this is usually of interest in health impact
studies (see, e.g., Ref. [38], Ref. [45] and Ref. [46]). The contours of the dimensionless concentration at ground level
are shown in Fig. 2 at t+ = 5, 10, 15 and 20 for both the CFD model and the ROM. It is observed that the solution of
both models is nearly identical. At t+ = 5, all pollutants are emitted and the plume is advected towards the cooling
tower where it splits into two parts. A small part of the plume passes in between the two cooling towers but the major
part of the plume passes the cooling tower from the outer side. The maximum concentration at ground level increases
to C+ = 0:0243 at t+ = 10 which is found by both models. Afterwards, the concentration steadily decreases with
time as a result of turbulent mixing. This illustrates that, notwithstanding the splitting of the plume, the ROM is well
capable of reconstructing both the shape and the magnitude of the pollutant concentration.
Fig. 3 shows the evolution of the dimensionless concentration at t+ = 10 for cases 1, 2 and 3 from the point of
release along the stream-wise direction (Fig. 3a, Fig. 3c) and along span-wise direction at x+ = 7:5 (Fig. 3b, Fig. 3d)
for wind coming from the southwest and the west, respectively. In these graphs, the lines represent the CFD model
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Figure 2: Contours of the dimensionless concentration C+ (= cUL2=R) observed at ground level (1 m) for case 1; (a,
b) t+ = 5 (= (t   ts)U=L), (c, d) t+ = 10, (e, f) t+ = 15, (g, h) t+ = 20 .
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Figure 3: Profiles of the observed dimensionless concentration C+ (= cUL2=R) observed at ground level (1 m) at
t+ = 10 (= (t   ts)U=L). For wind coming from the southwest: (a) C+ along stream-wise direction at y+ = 0 (= y=L),
(b) C+ along span-wise direction at x+ = 7:5 (= x=L). For wind coming from the west: (c) C+ along stream-wise
direction at y+ = 0 (= y=L), (d) C+ along span-wise direction at x+ = 7:5 (= x=L). Symbols: (+): C+ROM case 1; ():
C+ROM case 2; (): C+ROM case 3. Lines: (—): C+CFD case 1; (  ) C+CFD case 2; (   ) C+CFD case 3.
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Figure 4: Profiles of the observed dimensionless concentration C+ (= cUL2=R) observed at ground level (1 m) at
x+ = 10 (= x=L) and y+ = 0 (= y=L) as function of time t+ (= (t   ts)U=L). Lines: (  ): r = 25; (    ): r = 50; (   ):
r = 75; (—): r = 100.
while the symbols represent the ROM. The interruptions in the curves between x+ = 0 : : : 1 and x+ = 3:5 : : : 5:5 in
Fig. 3a, and x+ = 0 : : : 2:5 in Fig. 3c are due to the presence of buildings and a cooling tower.
Three distinct concentration profiles are found in stream-wise direction for wind coming from the southwest
(Fig. 3a). While the stream-wise concentration for case 1 shows multiple peaks, the concentration for case 3 is
rather smooth. Regardless these dierences, the ROM is clearly well capable of reproducing these profiles. In span-
wise direction (Fig. 3b), a nearly identical span-wise spread of the concentration is found for all three cases but the
shape and the magnitude of the profiles are again dierent. The maximal concentration is found near the centerline
although a second peak is found near x+  1 for case 1. Note that around y+ =  2:5 : : :   0:5, the concentration is
also slightly increased due to the part of the plume passing in between the two cooling towers. Again, the profiles
predicted by the ROM are indistinguishable from these of the CFD model. The dierence between the concentration
profiles predicted by the ROM and the CFD model is also negligible for the cases with wind coming from the west.
In stream-wise direction (Fig. 3c), the profiles are approximately bell-curved with a maximum at x+  8 for all three
cases. Looking at span-wise direction (Fig. 3d), the concentration profiles are strongly asymmetric but the shape is
similar for each of the cases.
In Fig. 4, the eect of changing the order of the ROM on the simulated time evolution of the non-dimensional
concentration is shown, observed at ground level at x+ = 10 downwind from the pollutant source (y+ = 0), as a
function of the non-dimensional time t+ for case 1 with wind coming from the southwest. Four dierent orders are
considered, i.e. 25, 50, 75 and 100. It is observed that a ROM of order 25 shows large concentration fluctuations prior
to the concentration peak at t+ = 10 : : : 15. In addition, a significantly deviating concentration peak is found. Clearly,
a ROM order of 25 is insucient to reconstruct the concentration profile properly. Increasing the order of the ROM
up to 75 steadily decreases both the concentration fluctuations prior to, and the deviation of, the concentration peak.
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Figure 5: Performance measures for 1 at three time instances. (a) Absolute value of FB, (b) NMSE. Lines: (—):
t+ = 5; (  ): t+ = 15; (   ): t+ = 25.
At an order of 100, no concentration fluctuations are found and the concentration peak shows very little change with
the profile of order 75. For this case, a ROM of order 100 is therefore sucient for reproducing the concentration
profile accurately.
Finally, in Fig. 5, the evolution of the absolute value of FB and the NMSE are shown as function of the order
r of the ROM for case 1 with wind coming from the southwest at t+ = 5, t+ = 15 and t+ = 25. First of all, it is
observed that increasing the order of the ROM improves its accuracy. It is observed that the FB roughly decreases
with a reduction rate of one order of magnitude for every addition of 30 to 40 modes. The NMSE decreases more
smoothly than FB. For time t+ = 5, the decrease of the NMSE is more than exponential up to r  120 after which it
stagnates. For t+ = 15 and t+ = 25 a nearly perfect exponential decrease is found at a reduction rate of one order of
magnitude for every addition of approximately 20 modes.
4.2. Discussion
CFD is known to be prohibitively expensive with regards to its use for real-time purposes. This is also observed
in the current study. Despite the use of 40 CPUs, it still takes 97 s to simulate one second of real time using the CFD
model. This is reduced by more than a factor of 2500 to only 38.6 ms per second of real time when the dispersion
is simulated using the ROM. In other words, the model runs 25 times faster than real-time. In section x4.1, it is
demonstrated that this is without a significant loss in accuracy. Furthermore, when the computational cost is taken
into account, i.e. only 1 core is used to for the ROM, the reduction is more than a factor of 105.
The construction of the ROM introduces a one-time initialization cost. The bulk of the computational cost is in
solving the linear equation Av˜i = vi 1 using the CFD solver. For each of the r vectors, this is done iteratively using
false time-stepping as under-relaxation and requires approximately 720 s. A memory space of 2r  n is required to
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store both V and X but this can be freed again after the construction of the ROM. Once set up, the ROM only requires
a negligible memory space of r2, r and m  r for Ar, Br and Dr, respectively.
For performing repeated simulations such as in an on-line monitoring context, the advantage of the ROM over the
CFDmodel is clear. However, also for one simulation only the use of the ROM can be interesting. The initialization of
one mode of the ROM requires approximately 720 s. The simulation of 1 second of real time requires 97 seconds with
the CFD model. Therefore, the time required for the initialization of a ROM with 100 modes equals the simulation of
approximately 740 seconds of real time with CFD. Thus, once longer run times are required, it may become interesting
to first construct the ROM, and then use it instead for the simulation.
5. Conclusion
In the current study, a reduced order modeling method is introduced which allows to simulate the dispersion
of a pollutant in a built environment faster than real-time. To this end, a Krylov-subspace projection-based model
reduction method using the Arnoldi algorithm is applied for a CFD model. The method results in a stable ROM,
and the algorithm is formulated in such a way that it can be used with any choice of CFD solver. We simulate the
pollutant dispersion using an Eulerian approach where the concentration is formulated as a transient three-dimensional
advection-diusion problem on a steady velocity background.
To assess the approach, three cases of a time-dependent pollutant emission are simulated using both the CFD
and the ROM. The Doel Nuclear Power Station was selected as the subject of the study. The simulations show that
for all of the cases, the ROM is well capable of reconstructing both the shape and the magnitude of the pollutant
concentration without significant loss in accuracy. In addition, it is illustrated that increasing the order of the ROM,
further increases the accuracy, i.e. the ROM converges towards the CFD model. After initialization, the application
of this method resulted in the reduction of the computational time by a factor of 2500, running 25 times faster than
real-time. Furthermore, when the computational cost is looked at, the reduction was more than a factor of 105.
In the current work, a ROM is constructed for the dispersion of a non-buoyant, non-reactive gas in a steady,
thermally neutral boundary layer for one wind direction only. For the extension towards multiple wind directions,
it might be interesting to consider parametric model order reduction (see, e.g., Ref. [47]). In case of the occurrence
of buoyancy eects due to a temperature dierence between the ambient air and the gas emitted, plume rise models
could be applied to estimate an eective emission height (see, e.g., Ref. [48]). A non-zero emission velocity can
be accounted for in a similar way. Extending the ROM to the dispersion of gases with significantly higher density
than air remains a challenge due to the strong, non-linear coupling with the momentum equation. Also the automated
selection of a suitable order of the ROM remains challenging (see, e.g., Ref. [33] and Ref. [49]) These are interesting
topics for further research.
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Appendix A. Proof
As stated in x2.2, the same basis V and reduced matrix Ar are produced by Algorithm 1 and Algorithm 2. The
equivalence the of basis V is readily seen, since the introduction of X in Algorithm 2 does not aect the construction of
V . Thus, Algorithm 2 reduces to Algorithm 1 for the construction of V. The proof that, for any order r, X(r) = AV (r) can
be constructed by induction. Here, we use superscript (r) to denote the order of the constructed model. In Algorithm 2
(p5), these superscripts are omitted for sake of brevity.
Base case: when r = 1, V1 = A 1b=kv˜1k and X1 = b=kv˜1k by construction. Hence, AV1 = X1.
Induction hypothesis: Assume that AV (r 1) = X(r 1) holds for some positive integer r.
Inductive step: We now show that using Algorithm 2, AV (r) = X(r). We have
AV (r) =
h
AV (r 1) Avr
i
(A.1)
=
h
X(r 1) Avr
i
(by induction hypothesis) (A.2)
We further need to show that Avr = xr. Therefore, we start fromwriting the orthogonalization of v˜r to vr in Algorithm 2
as
vr = v˜r   [h1 h2 : : : hr 1]V (r 1) (A.3)
Left-multiplying with matrix A gives
Avr = A

v˜r   [h1 h2 : : : hr 1]V (r 1)

(A.4)
= Av˜r   [h1 h2 : : : hr 1]AV (r 1) (A.5)
= x˜r   [h1 h2 : : : hr 1]X(r 1) (A.6)
= xr (by construction) (A.7)
where we use Av˜i = x˜i, as defined in Algorithm 2. Thus AV (r) = X(r) for any order r.
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