Abstract: For building an optical access network, we propose some new hybrid WDM/TDM passive optical network (PON) architectures that use wavelength selective switches (WSSs) at the remote node to improve flexibility, data security and power budget. Through simulations we demonstrate that the switching capabilities of a WSS can provide additional gains in terms of wavelength usage by a better statistical multiplexing. Several WSS-based hybrid WDM/TDM PON variants are proposed and assessed. These architectures are also compared with the more commonly used hybrid WDM/TDM PONs consisting of power splitters and/or arrayed wavelength gratings (AWGs), in terms of cost and power budget.
Introduction
Time division multiplexing (TDM) passive optical networks (PONs), like Ethernet PON (EPON) and Gigabit PON (GPON), are now widely accepted as optical access network solutions to distribute reasonably high bandwidths to the customers through an optical fiber network infrastructure [1] [2] [3] . However, due to the advent of bandwidth extensive services like high-definition video or interactive gaming, wavelength division multiplexing (WDM) PONs are introduced to increase the capacity for each individual user. As a pure WDM PON tends to waste bandwidth due to a lack of flexibility, hybrid WDM/TDM PON architectures are proposed in the literature with different ranges of flexibility [4] [5] . A hybrid WDM/TDM PON combines the WDM domain with a TDM PON and can deliver both the benefits of an increased capacity delivered by WDM and the inherent capacity sharing and flexibility of a TDM PON. Note that we refer to 'flexibility' as the architectural capability to offer the same network (PON) performance with a smaller number of used wavelengths.
One of the main hybrid WDM/TDM PON flavors is a broadcast and select (B&S) PON
architecture that uses passive power splitters to broadcast all the wavelengths to all the users, and leaves it to the media access control (MAC) layer to schedule time slots as well as wavelengths to different users. It requires tunability at the optical network unit (ONU) at the customer premises. Due to the overall broadcast nature of this architecture it has serious security issues and provides no data isolation whatsoever. It is also easy to see that as the number of users per B&S-PON increases, due to the high fan-out of the passive splitting stage, it has a poor power budget and therefore restricts the overall reach. Operators today, however, prefer to have a higher degree of node consolidation (i.e., more users covered by a single PON infrastructure) that covers a larger geographical area (long reach PON) [6] .
Therefore, a B&S-PON might not be the most suitable candidate even though it offers the highest flexibility in terms of bandwidth utilization. Another important hybrid WDM/TDM PON architecture, referred to as a wavelength splitting (WS) PON, uses a combination of wavelength splitters (e.g., arrayed waveguide grating, AWG) and power splitters to share each wavelength among multiple ONUs in the time domain. Though this architecture significantly improves the data security and the power budget, it reduces the overall flexibility available in a B&S-PON. Besides these two major hybrid WDM/TDM PON candidates, B&S-PON and WS-PON, other architectures are proposed in the literature. One of these proposals uses a combination of power splitters and optical switches (based on semiconductor optical amplifier, SOA) [7] [8] [9] , and is referred to as active routing optical access network (ARON) [7] [8] or wavelength routed (WR) PON [9] . A WR-PON uses power splitters to distribute all the wavelengths to every user. Additionally it uses a SOA switch bank to control and restrict the number of wavelengths delivered to a group of end users according to their need. Therefore, a WR-PON suffers from the same power budget issue as a B&S-PON. In addition, it uses active components at the remote node that breaks away from the passive nature of the PON philosophy. However, due to its switching functionality it improves the data security without compromising flexibility.
In this paper, we propose a novel scheme to incorporate the good points of the three solutions mentioned above and to avoid the hind side of each. In particular, we propose to use wavelength selective switches (WSS) with different configurations. This might increase the overall cost of the proposed architecture due to the expensive WSS as well as the requirement for power provisioning in presence of active components at the remote node. However, we will prove from our cost analysis that the introduction of WSS does not affect the cost per customer significantly due to the higher reach, wavelength sharing and added flexibility.
The rest of this paper is organized as follows. In section 2, we provide a brief description of the general hybrid WDM/TDM PON architecture and introduce an architecture classification according to three levels of flexibility, ranging from fully flexible, over partially flexible to fully static. Section 3 lists the benefits of architectural flexibility and its associated constraints. Section 4 demonstrates through simulation the benefits of a (partially) flexible architecture, and illustrates the additional flexibility gain by using a WSS-based architecture.
Section 5 introduces several novel hybrid WDM/TDM PON architectures using a WSS as the key component. Section 6 provides a cost and power budget comparison for the different proposed WSS-based hybrid WDM/TDM PON architectures, benchmarked to the more common B&S-PON and WS-PON architectures. Finally, section 7 concludes the paper.
Hybrid WDM/TDM PON architectures
This section presents a general hybrid WDM/TDM PON architecture consisting of two remote nodes, of which remote node 1 (RN1) is varied to introduce different architectural variations and levels of flexibility. Further, the hybrid WDM/TDM PON architectures are classified according to the flexibility of RN1 and special attention is given to partially flexible architectures.
General hybrid WDM/TDM PON architecture
A general architecture of a (flexible) hybrid WDM/TDM PON is shown in Figure 1 , consisting of an optical line terminal (OLT) in the central office, an optical network unit (ONU) at the user side, and two remote nodes (RN). The OLT consists of W u uplink line cards and photo detectors (PD), and W d downlink line cards and distributed-feedback (DFB) lasers.
All uplink/downlink wavelengths are (de)multiplexed by using e.g., arrayed waveguide gratings (AWGs) as wavelength splitter/combiner, and both wavelength bands are put on the same fiber by using a three-port circulator. The ONU contains a three-port circulator to separate the uplink and downlink wavelengths. Further, the ONU has an uplink line card and a tunable burst mode transmitter (Tx) for tuning to any desired wavelength, and a downlink line card, a PD and a tunable optical filter for selecting the desired wavelength. Note that with the current technologies, the realization of tunable optical filters with sharp notches, required for hybrid WDM/TDM PONs, can be very expensive, but our believe is that these devices will be available in the future for reasonable costs. By varying RN1 (1:M split), several hybrid WDM/TDM PON architectures are presented in this paper. In RN2, a passive power splitter
(1:N split) is installed, which means that RN1 is connected to M TDM PONs. 
Hybrid WDM/TDM PON classification in terms of flexibility
Based on the flexibility of RN1, the hybrid WDM/TDM PONs can be classified in three main categories: (1) fully flexible, (2) fully static and (3) partially flexible.
(1) In a fully flexible architecture, each wavelength can simultaneously be routed to any TDM PON (or RN2), and by consequence each TDM PON can be reached by any wavelength.
These architectures have an inherent broadcast facility, but most variants suffer from higher power losses due to the high insertion losses of optical power splitters. The already mentioned B&S-PON and WR-PON fall under the category of a fully flexible architecture.
(2) In a fully static architecture, each wavelength is routed to only one fixed TDM PON (or RN2), and each TDM PON can be reached by only one fixed wavelength. Such architecture has a low component insertion loss and high security. The mentioned WS-PON, with only AWGs in RN1, is an example of a fully static architecture.
(3) In a partially flexible architecture, each TDM PON can be reached by multiple wavelengths. However, each wavelength can reach either multiple TDM PONs (multicasting flexibility), only one TDM PON independently of the other wavelengths (switching flexibility) or a combination of both (multicasting and switching flexibility), and for that reason, we make a distinction between these two types of flexibility.
* Multicasting flexibility refers to the flexibility where one wavelength can be shared by multiple TDM PONs, but not every TDM PON cannot be reached by that wavelength.
* Switching flexibility refers to the flexibility where one TDM PON can be independently reached by any wavelength, but one wavelength cannot reach multiple TDM PONs.
Partially flexible hybrid WDM/TDM PON architectures
In general, a partially flexible architecture is more costly than a fully flexible or fully static one, but it has a higher security and lower component insertion loss than a fully flexible architecture, and is, of course, more flexible than a fully static one. In this way, it combines the strengths of a fully flexible and fully static architecture and often, a trade-off between cost, insertion loss, security and flexibility will decide about the best architectural variant in a specific situation.
The most straightforward partially flexible architecture consists of a combination of a B&S-PON and WS-PON, using a combination of AWGs and power splitters in RN1 (only offering multicasting flexibility). Replacing the AWG by a WSS can further improve the flexibility (offering multicasting and switching flexibility) without compromising in insertion loss or security issues [10] . We propose to use a WSS for offering switching flexibility as the insertion loss of a WSS does not increase with the port count in contrary to a power splitter.
WSS are generally implemented in micro-electro-mechanical systems (MEMS) that provide low insertion loss wavelength switching capabilities [11] . Off-the-shelf WSS can have the functionality of 1×2, 1×4 or 1×8 switching. They are available with both 100 GHz and 50 GHz channel spacing, i.e. with 48 and 96 wavelengths channels, respectively. When it is used as reconfigurable optical demultiplexer, a WSS can steer each optical channel present on its common input port towards one of its output ports. On the other hand, in the reverse direction it can be used as wavelength blocking device, where it can block some of the wavelengths from each of the ports to enter to the common port. However, it can be configured in a manner that it will allow all the possible wavelengths from each of the output ports to enter into the common port. 
Flexibility benefits and constraints
In this section we briefly describe the benefits of adding flexibility in a hybrid WDM/TDM PON. This provides us the motivation for our flexibility enhancement proposals for the hybrid WDM/TDM PON architectures. Additionally, we also mention the constraints that come with an enhanced flexibility.
Flexibility benefits
In a typical hybrid WDM/TDM PON, multiple TDM PONs can be set up from the OLT, each at a specific wavelength. Each TDM PON serves a set of users, and within this set, the capacity is shared. However, by means of wavelength selection or routing, the number of users within the set can be varied, and thus the capacity offered per user can be varied. Hence a flexible hybrid WDM/TDM PON can offer capacity-on-demand, and the congestion probability can be significantly reduced compared to a static wavelength configuration. In the next subsections, we give a brief account of the three most striking features of a flexible architecture that separate it from most of the other PON architectures, i.e., network extensibility, energy efficiency and network migration.
Network extensibility
Network extensibility refers to the efficient deployment strategies that the hybrid WDM/TDM PON architecture can promote while constantly expanding the network by the incremental installation of network equipment according to the end user demands. Due to the inherent flexibility, a flexible architecture can be used for green-or brown-field installations where the user demands can change and evolve over time. This provides a means for the operator for a smooth and incremental expansion of the network according to the demand, while keeping the basic network infrastructure deployed in the field undisturbed.
Energy efficiency
Our proposal for energy efficiency has a similar argument as provided for the network extensibility. The network operator can regroup the users when the overall network traffic demand is low in a manner that it can eventually switch off some of its active equipment. The flexibility of the hybrid PON architecture facilitates this whenever required remotely without touching the real infrastructure. This might help the operator to build its network greener. The same scheme also depicts the possibility of dynamic allocation of wavelengths amongst users according to their traffic needs.
Network migration
Our proposal for network migration corresponds to an efficient migration strategy that the flexible architecture can support during e.g. a technology upgrade. In this way, co-existence of a new technology with the legacy system is made possible. Due to the possibility of wavelength allocation on demand, the new and the legacy users can be grouped in different wavelengths and can co-exist seamlessly irrespective of their physical location and technological mismatch. This strategy allows a more smooth transition of the network during the migration phase.
Constraints raised by enhanced flexibility
Adding extra flexibility in the access network comes also at the cost of some drawbacks, which have to be carefully tackled. The most important constraints are equipment cost, power budget and security issues.
Equipment cost
Introducing (active) equipment like a WSS will increase the total equipment cost. However, the network operation costs, e.g. power consumption, service provisioning, migration, maintenance, etc., should be decreased by an increasing degree of flexibility. E.g., the power consumption should be optimized by reconfiguring the network (as explained in the previous subsection), the service provisioning and migration might be remotely done, etc. This can reduce even the total cost of ownership (TCO) as TCO depends on both equipment costs as well as network operation costs. Of course, the equipment costs have to be kept under control to exploit the possible flexibility benefits in terms of TCO.
Power budget
The power budget specifies the total optical power required from the OLT to the ONUs, and will be highly affected by an increasing power splitting ratio. Limiting the power splitting ratio and decreasing the power budget is one of the main challenges tackled in this paper.
Security issues
The security issues generally come from the broadcast or multicast nature of the PON infrastructure. Therefore, PONs with a higher multicasting domain suffer from more severe security threats due to the sharing of the same media by more ONUs (users). Adding flexibility might facilitate the operator to selectively choose the multicasting domain according to the traffic demand for minimizing the security threats. In section 2 we have also introduced two types of flexibility gain offered by partially flexible architectures, i.e., multicasting and switching flexibility. In this section we particularly evaluate through simulation two different architectural options for a hybrid WDM/TDM PON, in terms of wavelength usage: one architecture consisting of power splitters and AWGS (providing multiplexing gain), and another one consisting of power splitters and WSSs (providing both multiplexing and switching gain). As multicasting flexibility involves power splitters which increase the power budget, we prefer to replace multicasting flexibility by switching flexibility wherever possible, e.g. by using WSSs. This enhances the overall power budget of a PON infrastructure and increases its reach and node consolidation. In this section our aims are to assess the flexibility of hybrid WDM/TDM PONs and to prove how switching flexibility can replace multicasting flexibility. The next sub-section provides the simulation environment for our flexibility evaluation, then the two evaluated architectures are presented, and finally a detailed discussion is given about our key findings.
Evaluation of flexibility in hybrid WDM/TDM PONs

Simulation setup for flexibility evaluation
We 
Traffic source for generating highly bursty traffic
In our model, we consider R D to be the data rate of the access link from a user to an ONU, and R U to be the date rate of an upstream channel from an ONU to the OLT. We have chosen, R U = 1 Gb/s and R D = R U /N = 250 Mb/s. We have generated packets in the form of Ethernet frames (64 to1518 bytes) and packets arrive at each ONU from the end user. The simulated user traffic is self-similar. In [12] , it is demonstrated that Ethernet local area network (LAN) traffic is statistically self-similar and none of the commonly used traffic models are able to capture this fractal behavior. Self-similarity is where a certain property of an object is preserved with respect to scaling in time and/or space. There are notable differences in the behavior of self-similar traffic with the traditional traffic models. There is no natural length of a "burst": at every time scale ranging from a few milliseconds to minutes and hours, similarlooking traffic bursts are evident and aggregating streams of such traffic typically intensifies the self-similarity ("burstiness") instead of smoothing it. It is now clear that such a behavior has serious implications in the design, control and analysis of networks. Self-similar traffic can be generated by multiplexing several sources of Pareto-distributed ON and OFF periods.
Pareto distribution has the following probability density function:
where α is a shape parameter (tail index), and b is the minimum value of x. For α ≥ 2, the variance of the distribution is infinite and for α ≤ 1, the mean value is infinite as well. For self-similar traffic, α should be between 1 and 2. The value of α has been chosen according to the actual measurements on Ethernet traffic [12] . We generate the self-similar traffic by aggregating 32 sub-streams [13] , each consisting of alternating Pareto-distributed ON/OFF periods ( Figure 2 ), with α = 1.4 for the ON period and α = 1.2 for the OFF period. In the ON period, the packet arrivals are exponentially distributed with a mean arrival rate of A r (in b/s).
The traffic load can be produced by variable values of A r and the location parameter for the ON and OFF period. Different levels of burstiness can be achieved by varying A r . For the same load, an ONU will be on for less periods for a higher value of A r , and the traffic will be more bursty. To produce highly bursty traffic for the simulations in the following section, we have used an A r value of 12.5 Mb/s for all loads. 
Offline MAC protocol
For evaluating different architectural options for a hybrid WDM/TDM PON, we need a medium access control (MAC) protocol [9] that exploits the offered flexibility in terms of dynamic wavelength allocation. To investigate the optimal degree of flexibility in hybrid WDM/TDM PON architectures, we have used an offline joint time and wavelength assignment scheme based MAC protocol [14] [15] [16] . The offline approach has very less implementation complexity and can address fairness issues among different ONUs, and can also be used for more advanced hybrid WDM/TDM PON architectures using remote optical switching. In addition to this, in offline algorithms the OLT would wait until the report messages from all ONUs have arrived and would then try to arrange upstream scheduling in an optimal way, thus minimizing void formation and wavelength switching, and maximizing wavelength usage.
Note that especially the WSS tuning time might be significantly high (e.g., 1 ms), and therefore wavelength reshuffling in a frame by frame basis (i.e., wavelength allocation for ONUs might change from one MAC frame to another one) would require WSS to be switched in every frame. This might prove to be inefficient if a significant amount of time (and hence wavelength utilization) is lost due to WSS switching. However, as offline scheduling leaves an inter-frame scheduling gap (IFSG) between frames [9] , [14] , we can utilize this IFSG for performing the WSS switching. To keep the wavelength utilization high one might have to increase the cycle time which might have a detrimental effect on the quality of service (QoS) parameters like delay and jitter. However, the offline scheduling and the MAC protocol can be modified to improve the QoS with larger cycle time. The detailed discussion related to the QoS handling and the associated MAC improvement is out of scope of the current paper.
Hybrid WDM/TDM PON architectural configurations
The described simulation setup is used in the following subsections to evaluate the multicasting flexibility (by using power splitters) and switching flexibility (by using wavelength selective switches (WSS)) of a hybrid WDM/TDM PON.
Architectural configuration to measure the influence of just multicasting flexibility
For the multicasting flexibility evaluation, RN1 consists of an AWG followed by multiple (m AWG for the uplink and downlink direction, respectively) power splitters, to distribute one wavelength to different TDM PONs, as shown in Figure 3 
Simulation results and discussion
To perform a common simulation for both architectures in Figure 3 , we assume -for the purpose of our simulation -that all the individual TDM PON groups are no longer restricted by a maximum number of wavelengths per group. For our evaluation, we also relax the restriction for the overall number of wavelengths of 16, as this will enable us to study the wavelength demand without creating any additional packet delay or packet drop due to the unavailability of wavelengths for a particular TDM PON during the heavily loaded frames.
According to our assumption, each group of TDM PONs is thus allocated as many wavelengths as it demands within a particular frame. In this way, the simulation scenario described above assumes full flexibility in terms of wavelength switching (so that any wavelength can be steered to any TDM PON) and partial flexibility in terms of multicasting that varies according to the group number specified previously (so that any of the wavelengths can be shared among all the TDM PONs within the specified group, e.g., four TDM PONs together for the Group 4 scenario). Therefore, the simulations carried out for the two architectures of Figure 3 are the same. It is only the interpretation of the results obtained (as will be shown later in this section) that discriminates between them. In the next subsection we will show the simulation results providing an estimation of the flexibility gains for both architectures shown in Figure 3 Comparison between multicasting and switching flexibility
In this section, we extensively compare the multicasting and switching flexibility. Figure 6 provides the histograms for the wavelength requirement for different network load conditions, using Group 4. We calculate the network overload factor (NOF) as follows:
-For the AWG-based architectures with Group m s as shown in Figure 3 (a), we calculate the cumulative probability of the group overload (e.g., the sum of the probability figures beyond m s from the histogram figures) as Pr overload_gr . From this, we further calculate the overall NOF as follows:
s.
-For the WSS-based architectures, the NOF is just calculated as the cumulative probability of network overload (e.g., the sum of the probability figures beyond 16 wavelengths for the corresponding histogram figures).
The above described methodology in fact provides the flexibility evaluation basis for the two different architectures (as depicted in Figure 3 (a) and (b)) from a single simulation scenario.
In Figure 7 We further observe that in Figure 8 compared to Figure 7 , there are significant NOF figure differences among the corresponding AWG and WSS-based architectures (considering the same multicasting group). Therefore, we conclude that the architecture with WSSs reduces the NOF significantly and utilizes its wavelength resources much more efficiently. Now to quantify the benefit of using WSS and switching flexibility, we observe that at a TDM PON load 0.6, the architecture with AWG provides a NOF figure of 0.1 with a Group 8 configuration whereas the architecture with WSS can already provide a better NOF figure of 0.08 with a Group 2 configuration. Therefore, for the same network load to achieve a similar network overload or network performance, we need a WSS combined with a 1:2 splitter compared to an AWG combined with a 1:8 splitter. This eventually provides an overall 7 dB power budget benefit (as each 1:2 split enforces almost 3.5 dB insertion loss).
From the above discussion we conclude that in general there exists a significant multicasting gain with increasing flexibility in the sense that more and more multicasting is allowed among different TDM PONs. However, the multicasting gain with partial flexibility (partial multicasting (Group 4 or 8) in contrast to total broadcasting (Group 16)) already offers large advantages, and often a full flexibility or total broadcasting is not needed. We further observe that as the traffic becomes more and more bursty, we attain a significant benefit of switching gain (using WSSs in place of AWGs) in a hybrid WDM/TDM PON. In section 6 we will provide numerical evidence that using switching devices (like a WSS) at the first remote node of a hybrid WDM/TDM PON does not affect the cost or power budget significantly. Although
WSSs are not yet commonly used in the access network, this device is worthwhile to consider in more detail for next generation access networks, especially with highly bursty traffic patterns.
Partially flexible architectures using WSS
In 
Partially flexible architectures, with fixed multicasting
Two variants of a partially flexible hybrid WDM/TDM PON architecture with fixed multicasting using WSS, are discussed in this section (see Figure 9) . In a partially flexible architecture with fixed multicasting, each wavelength can be routed to multiple predetermined TDM PONs (but not all TDM PONs can be reached by one wavelength at a time). Figure 9 (a). In this architecture, the WSS works as a reconfigurable switch that can steer any wavelength to any of the power splitters.
Note that this variant 1 of a WSS-based architecture has been extensively used and evaluated in the previous section for the flexibility analysis.
In contrast to an AWG used in a WS hybrid WDM/TDM PON, the wavelength to a particular output port is no longer static, but can be selected by the WSS, enhancing the flexibility of RN1. A WSS has the capability of steering one wavelength from an output port to another one if the users attached to the concerned output port do not require the service of that particular wavelength anymore. However, the multicasting group here is always fixed and is formed by all the TDM PONs connected to the same power splitter. Therefore, the number of users per multicasting group is always fixed and only the number of wavelengths shared among the same multicasting group can be variable. On the contrary, from the security perspective, there is not much difference between using an AWG and WSS. The main disadvantage of using a WSS, however, is its comparatively high cost, as discussed in section 6.
Variant 2: B&S hybrid WDM/TDM PON, power splitters combined with WSS
In variant 2 of a B&S hybrid WDM/TDM PON combined with WSS, RN1 consists of a power splitter followed by multiple (m s for the uplink and downlink direction, respectively) from position.
As the power splitter is put in front of the WSS, the flexibility is further enhanced, as RN1
can now do a multicasting that is no longer limited to a fixed number of TDM PONs (i.e., the 
Partially flexible architectures, without multicasting
Two variants of a partially flexible hybrid WDM/TDM PON architecture without multicasting, are discussed in this section (see Figure 10) . In a partially flexible architecture without multicasting, each wavelength can be routed to one TDM PON only at a time (i.e., no multicasting of a wavelength among multiple TDM PONs is allowed). However, each TDM PON can still be reached by multiple wavelengths. In general, these architectures are extended WS-PONs, using a WSS as basic element. On the other hand, they do not make use of power splitters because no multicast functionality is needed, which means that their power budget is much better than for the partially flexible solutions with multicasting.
As multiple wavelengths can be offered to one TDM PON, there is still flexibility to adapt the 
Variant 3: WS hybrid WDM/TDM PON, with WSS only
In a WS-PON with WSS only (refer to Figure 10 (a)), we have two stages of WSS interconnected to provide a fully reconfigurable architecture so that each of the available wavelengths can be steered to any output port. However, it does not provide any multicasting functionality as multiple output ports of RN1 cannot be reached by the same wavelength. This architecture is a costly solution; however, it provides the maximum switching gain. Note that multiple WSS stages are only required when the RN1 output port count increases beyond the maximum number of ports available per WSS (i.e. eight ports in the currently commercial systems).
Variant 4: WS hybrid WDM/TDM PON, AWG extended with WSS
In a WS-PON with AWG extended with WSS, RN1 consist of a WSS followed by an AWG, as shown in Figure 10 
Partially flexible architectures, with selective multicasting
Next we introduce two architectural variants using a WSS to provide selective multicasting (see Figure 11 ). Note that this type of architectures is based on variant 4 of the WSS-based architectures presented in the previous subsection.
WSS 10 -port cyclic AWG (λ 1 -λ 10 )
2×2 optical coupler 2×4 optical coupler However, the fan-outs can be increased by simply increasing the number of ports per AWG and subsequently increasing the number of wavelengths. For our example, we have used a 10-port cyclic AWG supporting 10 wavelengths. A 4-port WSS is used to switch the wavelengths (λ 1 to λ 10 ) to one of its output ports according to the scheduled wavelength assignment for the connected TDM PONs. The AWG is used in the next stage to further distribute the wavelengths among the users. However, the combination of a WSS and AWG can only switch the entire wavelength from one output port to another. To increase the flexibility further, it is required to share wavelengths among multiple output ports (multicasting). For example, if port 1 and port 2 are used by business customers and residential customers respectively; then according to the hours of the day, the traffic demand shifts from one port to another. Therefore, sharing wavelengths among those two ports can further increase the possibility of statistical multiplexing and efficient resource utilization as the traffic demand pattern varies between hours. To enable this we introduce a 2×2 optical splitter that feeds the signal from two unused output ports of the AWG (e.g., port 5 and 10 in Figure 11 (a)) to its two input ports (e.g., port 5 and 6 in Figure 11(a) ). This facilitates the multicasting of wavelengths to two TDM PONs, as shown in Figure 11 (a).
Figure 11(a) shows the possible combination of ports for wavelength multicasting and the corresponding wavelengths to be used. Figure 11 (a) mentions the list of wavelengths that are allowed to be switched to each output port of the AWG. Now, as depicted in Figure 11 (a), the wavelengths λ 2 , λ 3 , λ 4 , λ 5 and λ 7 , λ 8 , λ 9 , λ 10 can be switched (by WSS) to the 5 th and 10 th AWG output port, respectively. A careful consideration of the properties of a cyclic AWG will suggest that out of them λ 7 will be broadcast to port 1, 2 after passing the 1:2 splitter in the feedback loop (refer to Figure 11(a) ). Similarly λ 8 will go to port 2, 3; λ 9 will go to port 3, 4; λ 2 will go to port 6, 7; λ 3 will go to port 7, 8; λ 4 will go to port 8, 9. However, if we choose λ 5 or λ 10 they will be retransmitted to the same feedback path to cause interference with the existing signal. Therefore, during the selective multicasting configuration λ 5 or λ 10 are not allowed to be selected for output port5 and 10 of the AWG respectively (as indicated in Figure 11 (a) with dashed crosses).
Variant 6: WS hybrid WDM/TDM PON, AWG extended with WSS and switched feedback loop for selective multicasting
It is evident, that the flexibility can be further enhanced as the number of wavelengths as well as the number of output ports per WSS and AWG increases. However, using 2×2 optical splitters restricts us to share wavelengths among two output ports of the AWG. To enhance this feature further, we introduce the architecture shown in Figure 11 (b). Figure 11 (b) enhances the multicasting capability of the architecture proposed in Figure 11 (a)
by introducing a 2×4 splitter and optical on-off switches to control the data flow path in the multicast domain. We refer to this architecture as variant 6. For example, now if λ 2 is first directed to the output port of the AWG by the WSS it will further be multicast to port 6, 7, 8 and 9. Now, due to the presence of the optical on/off switches, we can even control how many of the multicasting ports we prefer to allow. For our example we can prefer to multicast wavelength λ 2 to port 6 and 7 and consequently block it to go to port 8 and 9 by keeping the first two optical switches (connected to input port 7 and 8 of the AWG) in off state and the other two in on state. The switches additionally ensure that the wavelength retransmission as discussed for variant 6(a) never happens by blocking them using the optical switch. Though this architecture increases the flexibility, it comes with a cost of additional power budget due to the introduction of a higher splitter loss and switch loss in the feedback loop of the AWG.
However, if we use semiconductor optical amplifiers (SOA) as switches (variant 6(a)), the SOA gain can compensate the additional insertion loss. However, SOA can introduce ASE noise. For our purpose, we can also use MEMS switches that are cost effective and easier to integrate (variant 6(b)). However, we need to keep in mind that the MEMS switches are comparatively slow and do not provide any gain.
Evaluation of flexibility constraints
As mentioned in section 3, introducing extra flexibility in the architecture will lead to some other architectural constraints, of which the equipment cost and power budget, influencing the reach, are the most critical ones. Note that the increased equipment costs will probably be compensated by the decreasing operational costs, as mentioned in section 3.2. However, quantifying the operational costs requires a detailed process modeling which is out of scope for this paper. Figure 9 ).
Here, we assume that the splitting ratio of the WSS (resp. m WSS ) is always equal to 8, except
for the case where M = 8. There as the m WSS must always be less than M we have chosen the value of m WSS as 4.
Equipment cost
In this section, two equipment cost evaluation are performed. First, for the three scenarios presented in Table 1, For 16 customers per wavelength, we assume an OLT cost of ca. 400 € per customer. Finally, for the ONU we assume a cost of 500 €. All these costs correspond to reasonable target costs for within 5 years, when the first hybrid WDM/TDM PONs will probably enter the market. In Figure 12 , the cost per subscriber is depicted for the three scenarios and the nine mentioned architectures, and a split is made between the cost for the ONU, the remote nodes (both RN1
and RN2) and the OLT. Note that we ignore the cost for fiber installation as this cost remains identical for each architecture within a certain scenario. A full cost analysis, including fiber installation, for some hybrid WDM/TDM PON architectures is given in [17] .
When evaluating the cost per subscriber for each of the proposed architectures, the main conclusion is that due to the sharing of RN1 among multiple users (i.e. 256, 512 and 1024 in the examples of Figure 12 ), the cost for reconfigurability does minimally alter the overall cost per subscriber in most of the described scenarios. This opens good perspectives for advanced flexible hybrid WDM/TDM PON technologies that will probably lower the operational costs.
We also clearly notice that the larger sharing ratio (1024 subscribers) for scenario 1 results in a lower cost per subscriber. However, for a few architectures, like the one requiring more than two WSSs (e.g., variant 2 and 3) the overall cost is comparatively higher. We observe that except for variant 2 and 3 as mentioned earlier, none other variant imposes a significant cost increment related to the two benchmark passive architectures (e.g., B&S-PON and WS-PON). Therefore we conclude that adding flexibility to the first remote node does not significantly alter the total capital expenditure of an optical access network deployment. 
Power budget and reach
In this section we calculate the power budget and the optical reach possible for the nine considered hybrid WDM/TDM PON architectures. Table 3 gives an overview of the assumed insertion losses of the most important components used in the different hybrid WDM/TDM PON architectures. Note that we assume a 3.5 dB loss per 1:2 power split instead of the theoretical loss of 3 dB, as the latter is never attained in real implementations. For the AWG we assume a channel spacing of 100 GHz which is sufficient for a maximum of 32 wavelengths per direction. For AWGs with a 50 GHz spacing, however, the insertion loss will increase with roughly 1 dB. Further, an optical component can be coupled by using a connector (ca. 0.5 dB) or a splice (ca. 0.1 dB). In our calculations, we use an average connector loss of 0.25 dB. Table 4 summarizes the maximum optical reach possible for the scenarios from Table 1 .
Moreover, two additional scenarios of 512 users (i.e., M = 32 and N = 16) and 256 users (i.e., M = 16 and N = 16), and with a sustainable bandwidth per subscriber of 625 Mb/s, have been introduced to explore the relative benefits of the different architectures even more rigorously.
We assume a fiber loss of 0.3 dB/km, a Tx power of 3 dBm, a receiver sensitivity of -27 dBm (ordinary PD) and a power penalty of 2 dB. To support a longer reach, we also include an erbium-doped fiber amplifier (EDFA) in RN1 (e.g., an amplifier stage in the street cabinet), with a gain of 25 dB in both the uplink and downlink direction. Additionally the SOA switch gain is assumed to be 12 dB for architecture variant 6(b).
From Table 4 , it is clear that a WS-PON is the best option from a power budget perspective, but it has no flexibility in terms of wavelength switching. In section 4, it was shown that most of the time full flexibility is not required, and only a partially flexible architecture can already be of great advantage. In this way, the partially flexible architectures come into the picture. If multicasting is introduced, the power budget and reach is somewhat lowered, but in a very limited way. These partially flexible architectures using WSS and multicasting will probably be of great importance for designing next generation optical access architectures, as they have a satisfactory optical reach, very negligible cost hike and a reasonable amount of flexibility.
Only variant 2 and 3 will probably be too costly (as indicated in Figure 12 ) for arguing in favor of these architectures. 
Conclusion
In this paper we have proposed different variants of partially flexible architectures using WSS WSS-based hybrid WDM/TDM PON solutions, however, still need further research in a laboratory environment before they can be considered for commercial use. Moreover, the flexibility advantages, like network extensibility, energy efficiency and network migration, should be studied in more detail to quantify their importance in terms of improved network performance as well as reduced operational costs.
