Researchers have long proposed using economic approaches to resource allocation in computer systems. However, few of these proposals became operational, let alone commercial. Questions persist about the economic approach regarding its assumptions, value, applicability, and relevance to system design. The goal of this paper is to answer these questions. We find that marketbased resource allocation is useful, and more importantly, that mechanism design and system design should be integrated to produce systems that are both economically and computationally efficient.
INTRODUCTION
A key advantage of the Internet, peer-to-peer file sharing networks, and systems like PlanetLab [Peterson et al. 2002] is the sharing of computational resources. This provides a variety of benefits, including higher utilization, increased throughput, lower delay (due to dispersion of resources in the network), and higher reliability. However, resource allocation remains an issue. The problem is how to allocate a shared resource fairly, with economic efficiency (where efficiency is the ratio of the actual total benefit for all users to the optimal total benefit), and at low cost.
Scheduling algorithms like Proportional Share are a partial solution. The problem with PS is determining how to set the weights. Assuming that the values of tasks varies over time, no single set of weights will suffice. Setting of weights cannot be left to users because they have a strong incentive to always ask for the highest possible weight. Having a non-omniscient system administrator set weights is timeconsuming and likely to result in an economically inefficient allocation.
Economics and game theory offer an alternative. The area of mechanism design is concerned with algorithms where individuals optimizing their own utility results in high overall utility. A market (or auction) is an example. In the resource allocation context, as users optimize the benefit that they receive from their applications, the mechanism optimizes the overall efficiency of the resource allocation, without the klai@hp.com 1501 Page Mill Road, MS-1139 Palo Alto, CA 94304 Permission to make digital/hard copy of all or part of this material without fee for personal or classroom use provided that the copies are not made or distributed for profit or commercial advantage, the ACM copyright/server notice, the title of the publication, and its date appear, and notice is given that copying is by permission of the ACM, Inc. To copy otherwise, to republish, to post on servers, or to redistribute to lists requires prior specific permission and/or a fee. c 2005 ACM 0000-0000/2005/0000-0001 $5.00 intervention of an administrator. This is not a novel idea. Researchers proposed this approach as early as 1988 [Ferguson et al. 1988 ] [Malone et al. 1988] , and there were likely earlier ones. Since then, several researchers [Waldspurger et al. 1992 ] [Regev and Nisan 1998] [Stratford and Mortier 1999] [Chun and Culler 2000] [Ng et al. 2003 ] have pursued it. Unfortunately, there have been few implementations [Waldspurger et al. 1992 ] [Chun and Culler 2000] [Coleman et al. 2004] . Given 17 years of research, it is surprising that there is not even one commercially or freely available market-based resource allocation system. Given the impact of poor resource allocation on systems like PlanetLab, this appealing approach and a large body of enthusiastic publications, why have so few market-based systems been built? We believe the lack of operational market-based systems is because questions persist in the minds of system designers about the value of the economic approach, its applicability, and its relevance to system design.
In this paper, we examine some of these questions using a combination of qualitative arguments and simulation. We do not claim to have conclusive answers. Instead, we hope to provide sufficient affirmative evidence that more real marketbased systems should be built, deployed, and evaluated.
AN EXAMPLE
In this section, we examine Proportional Share (PS) scheduling as an example of the problem that market-based resource allocation seeks to solve. PS gives user i with weight w i a w i / w share of the resources. Using PS hierarchically, the user can assign these resources to his tasks. For example, if Alice has weight 2 and Bob has a weight of 1, then Alice has two-thirds of the total resources for her tasks and Bob has one third. Suppose that this is necessary because Alice must process twice as many queries as Bob. This works well if Alice is always doing something more important than Bob, but sometimes Bob will have an important task (e.g., serving a client query) while Alice has a less important task (e.g., non-time-critical background jobs like garbage collection). In this case, Alice's task will still get most of the resources. This is an economically inefficient situation because although Alice receives some small benefit, Bob receives less than he could, and the total benefit is less than if Bob received most of the current resources. This is a common situation because for most users and their applications, the arrival process of important work is highly bursty (e.g., a web/email/file server).
One solution is to rely on Alice to yield resources (e.g., using nice or other means to set lower weights on tasks) when doing less important tasks. Unfortunately, Alice has an incentive to deny Bob the resources and use them herself. This is an example "Tragedy of the Commons" [Hardin 1968] where optimizing for individual utility results in low overall utility. On the other hand, optimizing for overall utility depends on knowing the relative values of every task being run. Unfortunately, users cannot be relied on to accurately report these values without an honesty incentive. Some users may behave obediently by yielding resources or honestly reporting task values, but those that do not (strategic users) lower the efficiency of the system, and, worse, provide an incentive for obedient users to become strategic.
Another solution is to have a system administrator monitor the system and dy-· 3 namically change the weights of the users to maintain high efficiency. However, this is expensive, time-consuming, and error-prone, and it does not scale to large numbers of users and resources. Market-based resource allocation addresses this problem. For example, Alice and Bob are issued a currency with income rates in the ratio 2 to 1. They use these credits to bid for resources in a market where user i with bid b i receives a w i / w share of the resources. When a user has used her share, then her bid is deducted from her balance of credits. Since Alice is aware that garbage collection is a less critical task than serving client queries, she will spend fewer credits when doing the former and more doing the latter. The mechanism provides an incentive for users to truthfully reveal how much they value resources. This allows Bob to get more resources than Alice when he is processing queries and she is doing garbage collection. Over the long-term, Alice can still process twice as many queries as Bob (assuming similar workloads).
RESOURCE ALLOCATION MARKETS
In this section, we examine some questions about market-based resource allocation.
How strategically do users behave?
In particular, do users consume resources that others would benefit more from, thus leading to low overall economic inefficiency? If this is false, a market is unnecessary.
Hardin [Hardin 1968 ] named this effect the "Tragedy of the Commons". It is a basic assumption of economics, game theory, and businesses such as EBay, so this it is likely to have at least some general validity. The question is whether it applies specifically to computer systems. In fact, there are several systems examples. Adar and Huberman [Adar and Huberman 2000] showed that free-riding (a form of strategic behavior) on the peer-to-peer file sharing system Gnutella was widespread. Spam, denial-of-service attacks, and spyware are all examples where even a few highly strategic users can consume resources that would otherwise benefit other users and wreak havoc on the system. On PlanetLab, strategic behavior manifests as users who continuously consume resources (even during very high demand periods) even though they would receive as much benefit by running at low demand periods.
These are examples of intentional strategic behavior, but more unintentional strategic behavior is also harmful. Suppose that Alice has coded her program so that it meets her performance goals with the resources available to her. However, she could code it to use fewer resources. Meanwhile, Bob needs more resources than are available to him. If the cost for Alice to optimize her program is less than the benefit that Bob would receive from the extra resources, then this is an inefficient situation. Without an economic mechanism, Alice does not have an incentive to fix her program. This is not to say that all users are highly strategic and attempt to cheat each other at every opportunity. Neither are they completely obedient. Instead, most are moderately strategic, where the desire for more resources is balanced by attention to the more traditional systems metrics of computational efficiency, reliability, security, complexity, and ease-of-use. Similarly, the attention of system designers, especially those designing scalable systems, should also be balanced with equal concern given to strategic behavior.
What benefits do markets provide over long-term PS?
In long-term Proportional Share, user i's share of the resources is w i / w over a longer time period (e.g., a week or year) than the 10 milliseconds of a typical CPU scheduler. This allows a user to shift her usage between different time periods and provides some of the flexibility of a market-based system.
However, long-term PS is not sufficient to reach economic efficiency. It does not encourage users to shift usage from high demand periods to low demand periods. It also does not encourage users to shift usage from high demand resources to low demand resources. For example, a system could have high demand for CPU cycles, but low demand for physical memory. The aggregate performance for applications on the system would increase if applications which could easily trade CPU cycles for memory pages (e.g., by caching) would do so. In a typical application of PS, the CPU and memory would be allocated separately and applications would have no incentive to use fewer CPU cycles and more memory [Sullivan and Seltzer 2000] . One solution is to use fixed pricing. Suppose each CPU cycle costs $10 and each memory page costs $1 regardless of demand. In this case, an application does have an incentive to use more memory pages in order to save CPU cycles, so this begins to address the multi-resource problem. Pricing also provides a way for applications to express quality-of-service needs. For example, an application may not need many cycles, but instead needs them quickly after an interrupt has occurred [Duda and · 5
Cheriton 1999]. Time slices could be priced differently based on how quickly they are scheduled.
The problem is how to set these prices. Figure 1 shows that no fixed price is as economically efficient as a variable price, assuming variable demand. In the left area, the demand is below the fixed price, so the buyer is unwilling to buy the resource and the utility that the buyer would have gained by using the resource is unrealized (indicated by the striped area under the demand curve). In the middle area, someone is willing to pay the fixed price, so the buyer is able to use the resource and gains some utility (indicated by the gray area under the demand curve). Assuming that the seller chooses the optimally efficient buyer (i.e., the one willing to pay the most), then the difference between the demand curve and the fixed price is unrealized profit for the seller (indicated by the striped gray area). Unrealized profit contributes to overall inefficiency in some cases (see § 3.4). However, without a covert channel, a fixed price seller cannot distinguish among the demand curves of potential buyers, so the actual buyer's demand curve will probably be lower than the optimal buyer's and the area between them is more unrealized utility. In general, the more variable the demand, the worse the efficiency loss of fixed prices.
One definition of a market is a way to set prices so that they follow the demand. As a result, most, if not all of the utility under the demand curve in Figure 1 would be realized using a market.
How fair are markets?
Markets allow users to save currency. Could this allow a user to save enough currency to starve out other users? Are markets unfair in some other way?
One definition of fair is the degree to which users receive resources in proportion to an exogenously determined weighting system. For example, if Alice has a weight of 2 and Bob has a weight of 1, Alice should get twice the resources of Bob over an arbitrarily long time interval. Assuming that Alice and Bob have demand curves that are equally correlated with the overall demand, the market described in § 2 is fair by this definition.
Another definition of fair is the degree to which users do not get starved. Some combination of Alice spending her credits and Bob saving his would allow Bob to starve Alice. By this definition, markets are potentially unfair. This is not necessarily a bad thing. Alice chose to spend her credits to acquire resources immediately with the knowledge that she was reducing her future ability to acquire resources. Bob saved his credits so that he could acquire more resources at some future point. The situation may be unfair for Alice, but switching resources from Bob to Alice would be unfair for Bob. In addition, it removes some of the incentive for users to use resources carefully, save credits, and earn credits (in systems where users can earn credits). All of these result in lower economic efficiency.
On the other hand, the more that Bob hoards credits, the more unpredictable the system becomes because the other users cannot predict when Bob will make a massive purchase and starve them out of the system. This is less of a concern for larger economies because it is less likely that Bob can corner the market when it is large or the fraction of all credits in circulation that Bob controls is small.
Nonetheless, this is a concern for small systems or when Alice requires a specific resource. One solution is to monitor user's saved credits and redistribute credits from the wealthy to the poor. As experience with taxation in the physical world indicates, a moderate level of taxation preserves the incentive to use resources carefully and to earn and save credits, while providing a disincentive to hoard them. The field of macro-economics contains several methods for determining what a moderate level of taxation is. The conclusion is that markets are potentially unfair, but they can mitigate this by redistributing credits. System designers can tune market-based systems to make a tradeoff between efficiency and fairness that is appropriate for their users.
How useful are markets when real money is not involved?
Economic mechanisms provide an intuitive mapping between resource allocation and a business model for selling resources. However, in some cases, the resources are just being shared and not sold (e.g., employees sharing machines in their company's data center).
Markets are still useful in these situation. The simplest configuration is an openloop economy, where the resource owner issues credits to users who can then spend them on resources. The main efficiency gain results from users having an incentive to truthfully reveal the value of their tasks (as shown in § 4).
Another alternative is a closed loop economy where users both consume and provide resources. PlanetLab could be run this way. A closed loop economy provides more incentives for efficiency than an open loop one: as prices rise, so does providers' profit, which increases the incentive to provide resources. This raises competition and eventually causes prices to fall. At no point in this cycle is real money necessarily involved.
How useful are markets for systems with low utilization?
Given that most systems, whether they are servers or network links, have low average utilization, this is an important question. A more general question is whether any resource allocation is useful for low utilization systems.
If a system has uniformly low utilization, then it is unlikely that resource allocation will improve performance. However, many systems have a bursty load. Examples are web servers, databases, and routers. There will be periods of contention when the performance of the system is dependent on resource allocation decisions. Although uncommon, these busy periods are important from a reliability perspective because they cause requests to time out, be dropped, etc.
In addition, many systems have low utilization because they are not being shared. Applications are frequently isolated on their own private platforms. This results in some systems being completely loaded and most others sitting idle. Experience with the Internet and PlanetLab suggests that when applications are moved from isolated systems to a shared-resource system, the resources become more utilized.
Are markets predictable?
Markets may allocate resources efficiently on average, but prices for resources fluctuate, so how can users predict the cost of the resources that they need?
In this context, we define predictability (i.e., performance isolation or quality-ofservice) as the ability to provide a fixed amount of resources over a period of time with high probability, regardless of the demand put on the system. An example of an application needing predictability is a web server that needs to serve n requests per second with 99% of requests served within d seconds.
The market from § 2 can provide this capability by adding the ability to reserve shares, where a share is a fixed percentage of a resource (e.g., .1% of a 1 GHz CPU = 1 MHz). These shares have a fixed duration and are sold using an auction. The operator of the example web server calculates the resources necessary to meet his needs and bids for those resources. The cost of this approach is that resources may be under-utilized because some resources may be reserved, but go unused.
Although similar to techniques used in non-market systems [Stoica et al. 1997 ] [Sullivan and Seltzer 2000] [Duda and Cheriton 1999] , the market allows the predictability mechanism to be used more efficiently. The problem with these systems is the difficulty in deciding how much of the resource should be devoted to besteffort service and how much to reserved service. The optimal split will likely vary significantly over time. Users would prefer reserved service if the cost to them is equal, but reserved resources are less efficient than best-effort because of the potential for under-utilization. The benefit of the market is in forcing users to consider whether they really require reserved resources and in helping the system determine reserved/best-effort split. High bids for reserved service will cause users who can tolerate best-effort to do so and indicate to the system to reserve more resources. Low bids will do the opposite.
SIMULATION RESULTS
In this section, we present preliminary simulation results quantifying the efficiency gains of a market. The basic idea is to simulate a single CPU server running the CPU-intensive tasks of several users. We examine different resource allocation algorithms and different user behaviors.
The simulation parameters are summarized in Table 4 . A user may have more than one pending task, but users only run one task at a time. If a task completes by the deadline, then the user receives value * size utility, otherwise nothing. There is one server providing resources for tasks. A task finishes when it accumulates resources equal to its size. A user can run one task, switch to a new task, and then switch back to the first task without cost.
The server uses one of two resource allocation schemes: Proportional Share or Market Proportional Share. With Proportional Share, the server allocates its resources to tasks according to the weight assigned by the task's owner. With Market Proportional Share, users have an income of $1 credit per second. If Alice spends 1 credit and Bob spends 2, then Alice's task gets .66 resources, while Bob's task gets .33. The income can be saved.
We simulate three different user behaviors: obedient, strategic without a market, and strategic with a market. Obedient users assign a weight to their tasks equal to the task's value. Non-market strategic users assign the maximum possible weight to all of their tasks. Market strategic users budget their credits according to the task. The idea is to spend more credits on more valuable tasks and to apportion the credits over the lifetime of the task. Market strategic users assign the following credits per second to run their most valuable task: (balance * value)/(deadline − now). balance is the user's current credit balance, value is the value of the user's most current valuable task, deadline is the deadline of that task, and now is the current time. Figure 2 shows the simulation results. The y-axis is the mean utility per host per time unit. The x-axis shows the mean task arrival rate in the system and is a measure of overall system load. Each point in the graph is a run of the simulator.
As the load increases to the right, the obedient users without a market are able to maintain a high level of utility. However, users have no incentive to be unilaterally obedient. Instead, their incentive is to strategically give a high weight to all their tasks. The plot of the non-market strategic users shows that they are able to maintain a high level of utility when the system is lightly loaded (from 0.0 to 0.0125), but as the load saturates the system, utility drops to zero. At this point the system wastes resources running tasks that never meet their deadlines and therefore provide no utility. In a system without a mechanism or significant social pressure, some users inevitably become strategic. To counter this, we use the market mechanism. The strategic users are forced to truthfully reveal the value of their tasks and the system can maintain the same high level of utility as when all users were obedient. · 9
INTEGRATED MECHANISM AND SYSTEM DESIGN
Mechanism design is traditionally part of economics while system design is part of computer science. Why should they be done in concert? How much benefit would be provided by adding an existing mechanism, such as bartering or EBay, to a separately designed system?
A long-standing principle [Levin et al. 1975] in system design is to separate policy and the computational mechanism used to implement the policy (not the economic mechanism in the mechanism design sense). However, as Clark, et al. [Clark et al. 2002] point out, policy and computational mechanism cannot truly be separated because the mechanism defines what policies are possible.
This would not be a problem if computational mechanism designers provided interfaces for efficient and scalable policies, but this has not been the case. For example, the market from § 2 requires statistics on resource usage (e.g., CPU cycles, memory pages, disk blocks) and dynamic control over allocation. However, many systems do not export detailed information on usage or allow dynamic control of allocations [Waldspurger 2002 ]. Another example is that several computational mechanisms assume a bartering policy. However, bartering economies have very little fluidity. It is difficult to find a mutually satisfying partner for each transaction and the complexity of determining the exchange rates of n resources is O(n 2 ).
Even using an efficient economic mechanism from other contexts can result in poor efficiency in a computational environment. Unlike many other resources, the latency to access a computational resource is critical because changes in demand are unpredictable. For example, one possible economic mechanism for computational resources is to auction them on EBay. Auctions on EBay are tuned for human bidding so they typically take hours to close. The problem is that a web server's demand may be spiking right now. By the time the auction closes, the high load will have dissipated. The web server's operator could try to anticipate load and purchase capacity in advance, but this results in unused capacity.
In general, a pure mechanism designer is likely to design an economic mechanism with high economic efficiency, but with little concern for traditional systems metrics like computational efficiency, reliability, security, complexity, and ease-of-use. Pure systems designers have generally done the inverse. This is a direct consequence of a strict interpretation of the policy/mechanism separation principle. Instead, we advocate that systems designers embrace mechanism design as a first-order concern to eventually produce systems than can be both economically and computationally efficient.
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