In this article we investigate when a complete ideal in a twodimensional regular local ring is a multiplier ideal of some ideal with an integral multiplying parameter. In particular, we show that this question is closely connected to the Gorenstein property of the blowup along the ideal.
Introduction
Multiplier ideals have recently emerged as a fundamental tool in algebraic geometry. To a given ideal I in a regular local ring one can attach a collection of multiplier ideals J (cI) depending on a rational multiplying parameter c (see [11] ). Multiplier ideals corresponding to an integer value of the parameter were independently introduced into commutative algebra by Lipman who called them adjoint ideals (see [14] and [16] ). As multiplier ideals are always integrally closed, it is natural to ask how special multiplier ideals are among all integrally closed ideals. In dimension two this question was answered by Lipman and Watanabe in [19] , and independently by Favre and Jonsson in [3] . They showed that every integrally closed (complete) ideal in a twodimensional regular local ring is a multiplier ideal of some ideal for some value of the multiplying parameter. However, even in this case it remains open in general when this parameter can be taken to be an integer i.e. the ideal is an adjoint ideal of some ideal.
The purpose of this article is to investigate when a complete ideal J in a two-dimensional local ring (A, m) is an adjoint ideal. This question can be rephrased in more algebraic terms by using a result of Huneke and Swanson saying that the adjoint J (I) of any complete m-primary ideal I coincides with the second Fitting-ideal F 2 (I) (see [8, Proposition 3.16] ). One can then equivalently ask which complete ideals J are second Fitting-ideals. Our arguments are based on the Zariski-Lipman theory of complete ideals. In particular, they rely strongly on the notion of proximity. In this framework, one can define the adjoint ideal J (I) of a complete m-primary ideal I ⊂ A as the unique complete ideal whose order at an infinitely near point is one less than that of I, if the latter is greater than one, and zero elsewhere.
We will now describe our main results in more detail. We first observe in Lemma 1 that it is enough to consider m-primary ideals. In Theorem 1 we then show that a complete m-primary ideal J is an adjoint ideal if and only if J (J) divides J 2 i.e. F 2 (J) divides J 2 . If this is the case, then higher powers of J turn out to be iterated adjoints. In fact, by a further result of Huneke and Swanson they are then higher Fitting ideals (see Proposition 1). Our second main observation connects the property of being an adjoint ideal to the Gorenstein property of the blowup along the ideal. Our Theorem 2 says that J is an adjoint if and only if the blowup Y = Proj R A (J) along J is Gorenstein and the sheaf Jω Y where ω Y denotes the canonical sheaf of Y , is globally generated. In particular, this implies that Proj R A (J) is Gorenstein if and only if J n is an adjoint ideal for large n. Actually, it is enough to check that J ord A (J)−1 is an adjoint ideal or equivalently J (J) divides J ord A (J) , where ord A (J) denotes the order of J (see Corollary 3) .
Significantly, Proj R A (J (J)) is always Gorenstein as well as Proj R A (J (J 2 )). Since J (J 2 ) = JJ (J) by Lipman's version of the Briançon-Skoda theorem, the latter scheme provides a "Gorensteinfication" of Proj R A (J). In fact, it turns out to be the canonical model of the minimal desingularization X −→ Proj R A (J) in the sense of [9, Definition 0-3-11] (see Proposition 4). We remark that it remains to be true in any dimension that if Proj R A (J) has only Gorenstein rational singularities, then J n is an adjoint ideal for all large n (see Proposition 2). However, the blowup Proj R A (J (J)) need not be Gorenstein any more (see Example 1) .
Finally, we will give some examples in order to illustrate our results. Recall that an ideal is called simple if it is not a product of two proper ideals. Lipman and Watanabe observed in [19, Proposition (2. 3)] that a simple ideal is an adjoint ideal if and only if it is of order one. This implies in particular that it is generated by a regular sequence. We consider ideals with two simple factors and give in Theorem 3 a necessary and sufficient condition for this kind of an ideal to be an adjoint ideal.
Throughout this paper, for an ideal I in a local ring (A, m), we denote by I its integral closure. For an m-primary ideal I, ℓ A (A/I) is the length of A/I and e(I) is the multiplicity of A with respect to I. We say that an ideal Q ⊂ I is a reduction of I if I n+1 = QI n for some n. A reduction is called minimal if it is minimal with respect to inclusion. The Rees algebra of I is R A (I) = ⊕ n≥0 I n . For any set S, #S stands for the number of elements of S.
Preliminaries
In this section, we will fix some notation and recall some basic facts concerning complete ideals in two-dimensional regular local rings, which can be extracted from [12] - [16] and [22] . 2) The order of an element 0 = a ∈ A is ord A (a) = max{n|a ∈ m n }. The order function yields a discrete valuation ord A : K \ {0} → Z. The order of an ideal I is ord A (I) = max{n|I ⊂ m n }. Let B ⊃ A be a point. Take the sequence of quadratic transforms A =:
For an m-primary ideal I, the transform I B of I at B is defined inductively by setting first I A = I, and then
. . , n − 1 where x denotes a generator of the principal ideal m A i A i+1 . It is m-primary (unless it is the unit ideal). Moreover, if I is complete, then so is I B . We write r B (I) = ord B (I B ) for short. A point B ⊃ A with r B (I) > 0 is called a base point of I. The support of I, Supp I = {B | r B (I) > 0}, is known to be a finite set. The family B(I) = (r B (I)) B⊃A is called the point basis of I. A complete m-primary ideal is completely determined by its point basis i.e. for any complete m-primary ideals I and J in A, we have I = J if and only if B(I) = B(J). Also note that B(I) ≥ B(J) implies I ⊂ J.
(2.3) We can always "blow up the base points" in order to arrive to a nonsingular scheme X → Spec A such that IO X is invertible. More precisely, there is a sequence of morphisms
One can then give the point basis of an m-primary ideal the following geometric interpretation. Let E 0 , . . . , E n denote the exceptional divisors of the morphism X → Spec A i.e. for every 0 ≤ i ≤ n E i is the strict transform of E (2.5) A fundamental tool in this article is the notion of proximity. Let B and C be points such that C strictly contains B. We say that C is proximate to B, and write B ≺ C, if C is contained in the valuation ring associated to ord B . We note that B ≺ C whenever C is a quadratic transform of B. More generally, in any chain B =: (2.7) Let f : X → Spec A be a proper birational morphism. If X is normal, then the relative canonical sheaf ω X can be defined as the dual of the relative Jacobian sheaf J X (see [17, p. 206, (2. 3)]). We always think of ω X as a subsheaf of the constant sheaf K. Note that in the case X = Proj S for some graded A-algebra S, one can think ω X as the sheafification of the graded canonical module of S (see, e.g. , [6, 2.6.2]). Let K X denote the canonical divisor of X, i.e., the Cartier divisor on X for which O X (K X ) = ω X .
(2.8) Let I be an ideal in A. Let X → Spec A be a proper birational morphism such that X is nonsingular and IO X is invertible. Let D be the effective divisor on X satisfying
) is then independent of the chosen desingularization X → Spec A. It is called the adjoint of I, and denoted by J (I). This is clearly the same as the multiplier ideal of I with the multiplying parameter c = 1 as defined in [11, Definition 9.2.3] . One should note, however, that the term "adjoint" is used in a different sense in [11] (see [11, Definition 9.3 .47]). It is known that J (I) is a complete ideal in A containing I. Evidently also J (I) = J (I). Moreover, if I is m-primary, then so is J (I) unless it is the unit ideal. The following fact ([16, Proposition (3.1.2)]) will be essential for us in sequel:
The point basis of J (I) is given by (max{r
Proof. For the convenience of the reader we sketch a proof. For all points B ⊃ A, set
The numbers s B satisfy the proximity inequalities
By (2.6) there exists a complete ideal
We will call an ideal an adjoint ideal if it is the adjoint of some ideal. According to Lipman's version of the Briançon-Skoda theorem [16, (2. 3) and Conjecture (1.6)] we have J (I n ) = I n−1 J (I) for all n ≥ 1. A key role in the following will be played by the fact that in the case X → Proj R A (I) is the minimal desingularization, Iω X is globally generated by J (I), in other words, we have Iω X = J (I)O X [16, (3.1.1)]. The adjoint can also be calculated by means of a minimal reduction Q ⊂ I using the formula J (I) = Q : I [16, Proposition (3.3) ]. This implies in particular that ℓ A (A/J (I)) = ℓ A (I/Q). Proof. By [16, (1.2. 3) (c)] we know that J (xI) = xJ (I) for any element x ∈ A and any ideal I ⊂ A. If J ′ = J (I ′ ) for some ideal I ′ ⊂ A, then this immediately implies that J = J (I) for the ideal I = xI ′ . To prove the converse, we can write I = yI ′ for some y ∈ A and some m-primary ideal
Since the ideal J (I ′ ) can't now be a unit ideal, it is necessarily m-primary. Hence (x) = (y) so that J ′ = J (I ′ ) as wanted.
It is convenient to give conditions for a power of an ideal to be an adjoint:
Lemma 2. Let J be a complete m-primary ideal in A. Let n be a positive integer. The following conditions are then equivalent for a complete m-primary
Moreover, if these equivalent conditions hold, then necessarily
Proof. Recall from (2.8) that r B (J (I)) = max{r B (I) − 1, 0} for all points B ⊃ A. The equivalence of (1) and (3) We can now prove Theorem 1. Let J be a complete m-primary ideal in A. Let n be a positive integer. Then the following conditions are equivalent:
Moreover, if these equivalent conditions hold, then I = J n+1 : J (J) is the unique complete m-primary ideal such that J n = J (I) and Supp I = Supp J.
Proof. For all points B ⊃ A, set
It is now easily checked that
when B ∈ Supp J. Note that by the proximity inequality s B = 0 implies that s C = 0 for all points C proximate to B. 
We sketch here a proof for the equivalence of (1) and (4) . Suppose that
Conversely, if this equation holds for some complete m-primary ideal I in A , then taking global sections gives J n = J (I). Now J n O X = Iω X means the same as O X (−nF − K X ) = IO X . By the one to one correspondence between complete m-primary ideals in A and anti-nef divisors on X (see [12, Section 18, p. 238] ) this is further equivalent to nF + K X being anti-nef, the latter meaning that [14, Proposition (4.5 .1)] . The above claim thus follows.
n is an adjoint ideal for some positive integer n, then so is J k for any integer k ≥ min(n, ord A (J) − 1).
Proof. It is readily clear from condition (3) of Theorem 1 that J k is an adjoint ideal for all k ≥ n. To complete the proof, it is enough to prove that J ord A (J)−1 is an adjoint ideal. We thus need to show that
for all B ⊃ A.
If Excess B (J) = 0, then this is already clear by the assumption. Suppose that Excess B (J) > 0. Then
By the proximity inequality we now obtain
as wanted.
Note the following "dual version" of Lipman's Briançon-Skoda theorem:
Proof. Set I p = J n+p+1 : J (J) for all p ≥ 0. By Corollary 1 also J n+p is an adjoint. Theorem 1 (2) therefore gives J n+p+1 = I p J (J). Similarly,
. Because all the ideals involved are complete, we get I p = J p I 0 as wanted.
Given an ideal I in A, we define for every positive integer r the r-th iterated adjoint J r (I) by setting
Our purpose is to show next that high enough powers of an adjoint are always iterated adjoints. To this purpose, we first need some lemmas. We are now ready to prove the following: Proposition 1. Let J be a complete m-primary ideal in A. Let r be a positive integer. If J is an adjoint, then J n is an r-th iterated adjoint for every n ≥ r. In particular, J n = F r+1 (I) for some ideal I in A.
Proof. Suppose that J = J (I) for some ideal I ⊂ A. By Lemma 1 I is necessarily m-primary. Moreover, as J (I) = J (I), we can assume that I is complete. Since J n (I n ) = J r (J n−r (I n )) for n ≥ r, the first claim is now a consequence of Lemma 4 according to which J r (I n ) = J (I) n . The last statement is then [8, Proposition (3.16) 
Next we will connect adjoint ideals to the Gorenstein property of blowups. We first need the following lemma which describes the canonical sheaf of a blowup along a complete ideal. (1) Y is Gorenstein and
Y is generated by global sections;
Proof. The implication (1) ⇒ (2) holds also in higher dimensions, and is a special case of Proposition 2 below. Extra assumptions made there are of course not needed in dimension two. Note that by (2.3) Y has only rational singularities. It remains to prove the implication (2) ⇒ (1). By Theorem 1 we can find a complete m-primary ideal I in A satisfying J n+1 = IJ (J). Y is generated by global sections, then J n is an adjoint ideal. In particular, this holds for all large enough n.
From Lemma 5 we get Jω
Y is generated by global sections, we thus have
Since Y has only rational singularities, we have f * ω X = ω Y . The projection formula now gives
In the last step we used the assumption that J n is integrally closed (see, e.g. , [18, (1.4)] ).
The implication (2) ⇒ (1) in Theorem 2 does not hold true in general. This comes out from the following example suggested to us by T. Järvilehto. , whence J = (x, y 2 , z 2 ). On the other hand, R A (J) = A[xt, y 2 t, yzt, z 2 t], where t is an indeterminate. It is easy to check that the coordinate ring A[y 2 /x, yz/x, z 2 /x] of the affine chart D + (xt) ⊂ Proj R A (J) is not Gorenstein. So J is an adjoint ideal, but Proj R A (J) is not Gorenstein. We note that Proj R A (J) has only rational singularities by the same argument as above, since J and J 2 are integrally closed.
Let (A, m) be a two-dimensional regular local ring. It is well known that if I is a complete m-primary ideal in A, then the blowup Y = Proj R A (I) is Gorenstein if and only if its singularities are double points (for an algebraic argument, see [7, Corollary 1.6] ). Classification of rational double points in terms of "configuration diagrams" can be found in [12, p. 258] . Recall here that Y has always rational singularities (see (2.3) ). In fact, being a so called sandwiched singularity each singularity of Y is necessarily of type (A r ) for some r (see [21, p. 426] ). What we want to do here is to characterize the Gorenstein property of Y in terms of adjoints. (1) Proj R A (J) is Gorenstein; (2) J n is an adjoint ideal for some positive integer n (and then for all integers n ≥ ord A (J) − 1).
is generated by global sections for large n. Using Theorem 2 we then know that Proj R A (J) is Gorenstein if and only if J n is an adjoint ideal for large n. But by Corollary 1 the latter is equivalent to J n being an adjoint ideal for some (and then for all) n ≥ ord A (J) − 1.
The following proposition is now an analogy of Theorem 1: Proposition 3. Let J be a complete m-primary ideal in A. Then the following conditions are equivalent. Proof. Because of Corollary 3, the equivalence of (1) and (2) is immediately clear from condition (2) of Theorem 1. It remains to prove the equivalence of (2) and (3). We use condition (3) (see [14, p. 232 (3) is [14, Proposition (4.5 Proof. Lemma 6 combined with the projection formula implies that
]) then shows that an equivalent version of condition
(3') E 2 B = −2[B : A] for every point B ∈ Supp J such that E B is f - exceptional. The formula K X · E B = −E 2 B − 2[B : A] (see
.1)]) gives a further variant:
(3") K X · E B = 0 for every point B ∈ Supp J such that E B is f -exceptional.f * (ω ⊗n X ) ⊗ O Y (IO Y ) n = f * (I n ω ⊗n X ) = J (I) n O Y . Therefore Proj R X/Y ∼ = Proj n≥0 (f * (ω ⊗n X ) ⊗ O Y (IO Y ) n ) ∼ = Proj n≥0 J (I) n O Y .
But then
The following proposition is now a two-dimensional local analogy of [9, . 
Examples
In this section we will give several examples of adjoint ideals. For simplicity, we mainly consider ideals having at most two simple factors. We continue to assume that (A, m) is a two-dimensional regular local ring. The following proposition is a slight improvement of [19, Proposition 2.3] . (1) I n is an adjoint ideal for all positive integers n;
(2) I n is an adjoint ideal for some positive integer n; We next consider ideals having two simple factors. We first make the following basic observation: We are now able to characterize those adjoint ideals which have two simple factors: Moreover, these conditions imply B(I) = (1, 1, . . . , 1);
Proof. 
for all i = 0, . . . , t. This is the same as
Recall that by reciprocity (see ( . Now recall from (2.8) that ℓ A (A/J (J)) = ℓ(J/Q) for any minimal reduction Q ⊂ J. As e(J) = ℓ(A/Q), the equivalence of (4) and (5) follows.
Theorem 3 implies in particular that if a complete m-primary ideal having two simple factors is an adjoint, then one factor always has order one. It then follows that it is of the form (x, y r ) for a suitable regular system of parameters {x, y} of A. The next proposition now gives information about the other factor. We then get moreover, B(I) = (1, . . . , 1) and B(J) = (k, . . . , k, 1, . . . , 1) where k appears s times. Using (2.5) we see that there must be k points A s , . . . , A s+k−1 proximate to A s−1 . Therefore t − s + 1 ≥ k. It now follows from the formula of Hoskin and Deligne (see [13, Corollary (3.8)] ) that e(J) = k 2 s + t − s + 1 ≥ k 2 s + k. Suppose then that e(J) = k 2 s + k. Hence t = s + k − 1. Because ord A (I) = 1, we know that I = (x, y r ) for some regular system of parameters {x, y} of A. By the uniqueness of the quadratic sequence corresponding to I, we then necessarily have r = s and (1) (I p J q ) n is an adjoint ideal for all positive integers n;
(2) (I p J q ) n is an adjoint ideal for some positive integer n; 
