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Abstract
An asymptotic formula for periodic eigenvalues, due to Titchmarsh, is taken to a higher degree of accuracy using a Prüfer
transformation method, not depending on Floquet theory. With the idea of the rotation number, this method is then extended to the
p-Laplacian.
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1. Introduction
We begin by recalling the asymptotic formula
√
λ = 2(m + 1)π/a +
r+1∑
j=1
Aj
{
2(m + 1)π/a}−j + o(m−r−1) (1.1)
(m → ∞) satisfied by the two eigenvalues λ2m+1, λ2m+2 associated with the Sturm–Liouville equation
y′′(x) + {λ − q(x)}y(x) = 0 (0 x  a) (1.2)
and the periodic boundary conditions
y(0) = y(a), y′(0) = y′(a). (1.3)
If the potential q is periodically extended as a function with period a, the value of r in (1.1) is determined by the
differentiability of q , the condition being that q has an absolutely continuous (r − 1)th derivative on (−∞,∞). The
value r = 0 can be included in this statement. The numbers Aj are independent of m and depend only on q . In
particular,
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a∫
0
q(x) dx, A2 = 0, A3 = 18a
a∫
0
q2(x) dx − A21.
We assume without loss of generality that q has mean value zero, that is,
A1 = 0. (1.4)
The original proof of (1.1) is due to Borg [3] with a later proof based on the Prüfer transformation indicated by
Hochstadt [14] (see also Eastham [9, pp. 58–60 and 74]). In the case r = 0, the o-term in (1.1) was refined by
Titchmarsh [17, Section 21.5] who showed that λ2m+1 and λ2m+2 satisfy
√
λ = 2(m + 1)π/a ± 1
4
aπ−1m−1|c2m+2| + O
(
m−3/2
) (1.5)
as m → ∞, where c2m+2 denotes the complex Fourier coefficient of q
c2m+2 = 1
a
a∫
0
q(x) exp
{−4(m + 1)πxi/a}dx. (1.6)
Actually, Titchmarsh gave the O-term as O(m−2), but it was pointed out in [9, pp. 64–65 and 74] that his proof only
gives the stated O(m−3/2).
We mention at this point that the eigenvalue asymptotics of (1.2) has a long history which is well represented by the
extensive bibliography of [13]. More recently, [1, Theorem 5] gives a refinement of (1.5) when q has discontinuities
but is otherwise piecewise smooth, this paper in effect developing (1.6) for this case (see also [10] for earlier results
along these lines when (1.2) contains a discontinuous weight function). Lastly, we refer to [7] for extensions related
to (1.5) but in a different direction without differentiability of q .
Titchmarsh’s proof of (1.5) developed the asymptotic form of the discriminant D(λ) and thereby relies on the
Floquet theory of (1.2) [9, Chapter 2]. Here however, our main tool is the Prüfer transformation which we use for two
purposes. First we re-examine the proof of (1.1) and obtain a refinement of the o-term corresponding to (1.5) but for
general r . We are also able to make clear for the first time that the O-term in (1.5) can indeed be improved to O(m−2).
Our main result for (1.2) is stated in the next section as Theorem 2.1.
Secondly, since the Prüfer transformation provides an approach which does not depend on Floquet theory, there is
the possibility of dealing similarly with the non-linear p-Laplacian, of which (1.2) is the classical case p = 2. This
approach to periodic problems was initiated by Zhang [19] based on the earlier work of [15] for p = 2. Our main
asymptotic results for the p-Laplacian are given in Theorems 3.1 and 4.1 in Sections 3 and 4.
2. Refinement of the o-term
Since r = 0 has been dealt with in (1.5), we concentrate on r  1 in (1.1) with the above assumption that q has an
absolutely continuous (r − 1)th derivative. In the following theorem we show that the same refinement can be made
to (1.1) as appears in (1.5), but with the difference that the size of the Fourier coefficient is now o(m−r ) rather than
simply o(1) as in (1.5).
Theorem 2.1. Let q have an absolutely continuous (r − 1)th derivative in (−∞,∞). Then the o-term in (1.1) can be
refined to
±1
4
aπ−1m−1|c2m+2| + O
(
m−r−2
)
. (2.1)
Proof. We use the Prüfer transformation
y = (λ − q)−1/4ρ sinφ, y′ = (λ − q)1/4ρ cosφ (2.2)
for a solution y of (1.2), where we can take λ − q > 0 since we are concerned with λ → ∞. As usual (cf.
[9, Section 4.1] and [14]), we have the first-order differential equations
φ′ = (λ − q)1/2 − 1 q
′
sin 2φ (2.3)
4 λ − q
B.M. Brown, M.S.P. Eastham / J. Math. Anal. Appl. 338 (2008) 1255–1266 1257and
ρ′/ρ = 1
4
q ′
λ − q cos 2φ. (2.4)
Let α (= α(λ)) be the initial value of φ at x = 0,
φ(0, λ) = α(λ). (2.5)
Then, for periodic y in (2.2), we require
φ(a,λ) − α(λ) = 2kπ (2.6)
and
ρ(a,λ) = ρ(0, λ), (2.7)
where k is an integer. Since the eigenfunctions y for both λ2m+1 and λ2m+2 have 2m + 2 zeros in [0, a) ([6, p. 214],
[9, Theorem 3.1.2]), we have
k = m + 1. (2.8)
We also note that integration of (2.3) gives
φ(x,λ) = α + x√λ + O(λ−1/2). (2.9)
Next, on integration of (2.3) and (2.4) over (0, a), (2.6) and (2.7) give the two equations which are the focus of our
attention in this proof:
2kπ =
a∫
0
(λ − q)1/2 dx − 1
4
a∫
0
q ′
λ − q sin 2φ dx, (2.10)
0 =
a∫
0
q ′
λ − q cos 2φ dx. (2.11)
Beginning with (2.10), we use the familiar technique of integration by parts to clarify the asymptotic form of the
second integral on the right (cf. [9, Theorem 4.2.4], [11, Section 4], [14]). To be systematic, we prove by induction
on j (2 j  r) that
a∫
0
q ′
λ − q sin 2φ dx = (−1)
j−1
a∫
0
q(j)
(λ − q)(j+1)/2 s
(−j+1)(φ) dx
+ Ij +
5∑
l=3
a∫
0
Rjl(q,φ)/(λ − q)(j+l)/2 dx, (2.12)
where
(1) s(−j+1)(φ) denotes the (j − 1)th integral (with respect to φ) of sin 2φ (and is therefore ±2−(j−1) sin 2φ or
±2−(j−1) cos 2φ);
(2)
Ij =
j+5∑
ν=5
a∫
0
Pν(q)/(λ − q)ν/2 dx, (2.13)
where Pν(q) is a polynomial in q ′, . . . , q(j−1);
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∑
n Qjn(q)tjn(φ) where Qjn(q) is a polynomial in q ′, . . . , q(j−1)
and tjn(φ) is a polynomial in sin 2φ and cos 2φ with mean value zero with respect to the φ-interval (0,2π).
The point about the mean value being zero here is the consequence that the integral t (−1)jn (φ) (w.r.t. φ) is also a
trigonometric polynomial, and we choose the constant of integration so that the integral also has mean value zero.
We have already anticipated this convention in the definition of s(−j+1)(φ) in (1) above.
The case j = 1 of (2.12) is of course trivial, and the case j = 2 is detailed in [9, (4.2.18)]. We start the induction
argument with the first integral on the right in (2.12) and apply the same integration by parts method as in [9]. Then,
by (2.3), the integral is
a∫
0
q(j)
(λ − q)(j+2)/2 s
(−j+1)(φ)
(
φ′ + 1
4
q ′
λ − q sin 2φ
)
dx
= −
a∫
0
q(j+1)
(λ − q)(j+2)/2 s
(−j)(φ) dx
+
a∫
0
q(j)q ′
(λ − q)(j+4)/2
{
1
4
s(−j+1)(φ) sin 2φ − 1
2
(j + 2)s(−j)(φ)
}
dx,
the evaluated terms cancelling because of the periodicity. The first integral on the right has the required form for j +1.
In the second integral, we subtract from 14 s
(−j+1)(φ) sin 2φ its mean value, and this term (if not zero) contributes to
Ij+1 in (2.13). The expression remaining in {. . .} contributes to Rj+1,3. Next (and similarly), we deal with a typical
term Qjntjn in Rj3 in (2.12). Thus
a∫
0
Qjntjn(φ)/(λ − q)(j+3)/2 dx
= −
a∫
0
Q′jnt
(−1)
jn (φ)
(λ − q)(j+4)/2 dx +
a∫
0
Qjnq
′
(λ − q)(j+6)/2
{
1
4
tjn(φ) sin 2φ − 12 (j + 4)t
(−1)
jn (φ)
}
dx.
The two integrals here contribute, respectively, to Rj+1,3 and Rj+1,5, and the second integral may also contribute
to Ij+1. Finally, the two integrals with l = 4 and l = 5 in (2.12) remain as they are and contribute to the l = 3 and
l = 4 terms for j + 1. This completes the induction proof of (2.12).
We now take j = r in (2.12) and, to be definite, we suppose that s(−r+1)(φ) = 2−(r−1) sin 2φ, i.e. (r − 1)/4 is an
integer; the following reasoning also covers the other cases. We also express (2.13) in terms of negative powers of λ
to write (2.12) (with j = r) as
a∫
0
q ′
λ − q sin 2φ dx =
r+1∑
ν=5
Bν(
√
λ )−ν + 2−(r−1)(√λ)−r−1
a∫
0
q(r) sin 2φ dx + O{(√λ)−r−2}, (2.14)
where the Bν are independent of λ and depend only on q . In passing, we note for example that [9, (4.2.18)]
B5 = 18
a∫
0
q ′2(x) dx. (2.15)
The treatment of the integral in (2.11) is similar, and we obtain
a∫
q ′
λ − q cos 2φ dx =
r+1∑
ν=6
Cν(
√
λ)−ν + 2−(r−1)(√λ )−r−1
a∫
q(r) cos 2φ dx + O{(√λ)−r−2}, (2.16)0 0
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result of the periodicity of q . A direct proof of this would require a more intricate inspection of the above integration
by parts process. However, an indirect and much simpler proof observes that, by (2.11), the right-hand side of (2.16) is
zero for a sequence of values of λ (viz. the periodic eigenvalues) tending to infinity. As a result the dominant coefficient
C6 is zero and then similarly, in turn, all the Cν are zero. There is just a gloss to add in the case of Cr+1, which is
that the integral on the right in (2.16) is o(1) (λ → ∞) by the same argument used to prove the Riemann–Lebesgue
Lemma. Then λ → ∞ shows that Cr+1 = 0 in its turn. Thus (2.11) and (2.16) reduce to
a∫
0
q(r) cos 2φ dx = O{(√λ )−1}. (2.17)
Next, by (2.9) and (2.10), we have
φ(x,λ) = α + 2kπx/a + O(λ−1/2) (2.18)
and we substitute this into (2.14) and (2.17). Then, with new constants Bν , (2.10) gives
2kπ = a√λ +
r+1∑
ν=3
Bν(
√
λ )−ν + (2√λ )−r−1U + O{(√λ)−r−2}, (2.19)
where
U = W
and
W =
a∫
0
q(r)(x) exp(−2iα − 4kπxi/a) dx = ac(r)2m+2 exp(−2iα)
by (2.8), where c(r)2m+2 denotes the complex Fourier coefficient of q(r). Also (2.17) and (2.18) give
V = O{(√λ)−1}, (2.20)
where V = W . We can now in effect eliminate α between (2.19) and (2.20) as follows.
Since −|V | |U | − |W | |V | and |W | = a|c(r)2m+2|, it follows from (2.20) that
|U | = a∣∣c(r)2m+2∣∣+ O{(√λ)−1}.
Then, in (2.19), U = ±|U | and (2.1) follows once we note that
c
(r)
2m+2 =
{
4π(m + 1)i/a}rc2m+2 (2.21)
and then make the usual final step of “inverting” (2.19) to express the series in terms of 2kπ/a rather than √λ, as
in (1.1). This completes the proof of Theorem 2.1. 
We conclude this section by outlining the proof of (1.5) (the case r = 0) using our Prüfer transformation method.
Theorem 2.2. Let q be locally integrable in (−∞,∞). Then (1.5) holds with the improved O-term O(m−2).
Proof. Since q is not now assumed to be differentiable, we have to replace (2.2) by
y = ρ sinφ, y′ = λ1/2ρ cosφ, (2.22)
and then (2.3) and (2.4) are replaced by
φ′ = λ1/2 − qλ−1/2 sin2 φ = λ1/2 − 1qλ−1/2(1 − cos 2φ) (2.23)
2
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ρ′/ρ = 1
2
λ−1/2q sin 2φ. (2.24)
Since A1 = 0 by assumption (1.4), integration of (2.23) gives
2kπ = a√λ + 1
2
λ−1/2
a∫
0
q cos 2φ dx (2.25)
in place of (2.10), while (2.24) gives simply
a∫
0
q sin 2φ dx = 0. (2.26)
Now (2.18) continues to hold as a consequence now of (2.23) and (2.25), and substitution into (2.25) and (2.26) gives
2kπ = a√λ + 1
2
λ−1/2
a∫
0
q cos(2α + 4kπx/a)dx + O(λ−1)
and
a∫
0
q sin(2α + 4kπx/a)dx = O(λ−1/2). (2.27)
Then we eliminate α as before to arrive at (1.5) but with O(m−2) as the error term. 
We note that (2.27) can give information on the value of α and hence on the initial values at x = 0 of the eigen-
functions corresponding to λ2m+1 and λ2m+2. This matter was not considered in [17, Section 21.5]. Let a2m+2 and
b2m+2 be the Fourier cosine and sine coefficients of q , so that c2m+2 = 12 (a2m+2 − ib2m+2). Then (2.27) gives
a2m+2 sin 2α + b2m+2 cos 2α = O
(
m−1
)
. (2.28)
If, for example, m|c2m+2| → ∞ as m → ∞, we can write (2.28) as
sin(2α + βm) = O
(
1/m|c2m+2|
)
,
where tanβm = b2m+2/a2m+2. This gives two values for α which, to within this last O-term, are
α1 = −12βm, α2 = −
1
2
βm + π2 .
This leads to two sets of initial values for the two eigenfunctions in question.
3. The p-Laplacian
The Prüfer transformation method in Section 2 does not depend on the Floquet theory of (1.2) except perhaps for
the reference to [9, Theorem 3.1.2] for the oscillation property (2.8). This reference however, though convenient, is
not actually necessary because an alternative proof of (2.8) is given in [15, Theorems 4.5 and 4.7] where the concept
of a rotation number is developed as an approach to the spectral theory of (1.2) (indeed with a quasi-periodic q) which
does not involve Floquet theory. This rotation number approach, which is again based on a Prüfer transformation, has
been developed further by Zhang [19] for the p-Laplacian(
(y′)[p−1]
)′ + (λ − q)y[p−1] = 0 (3.1)
on [0, a] with the periodic boundary conditions (1.3). Here p > 1 and, with f as either y or y′, the power notation is
f [p−1] = |f |p−2f, (3.2)
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tives. It is shown in [19] that there are eigenvalues λ0, λ2m+1, λ2m+2 (m 0) of (3.1) and (1.3). However, because it is
not clear that the method in [19] produces all the eigenvalues of (3.1) and (1.3), the λj are called rotationally periodic
eigenvalues. The conjecture is that the λj in fact comprise the totality of the eigenvalues in question [19, p. 142]. We
also refer to [2] and [12] for earlier literature on (3.1).
As when p = 2, we use two forms of the Prüfer transformation for solutions y of (3.1) depending on whether q is
differentiable or not. The transformations now involve the p-sine function Sp(x) whose period is 2πp , where
πp = 2π(p − 1)1/p/
{
p sin(π/p)
}
.
We refer to [16], [5, Section 2.2] for detailed properties of Sp , but those which we need to exhibit now are the
differential equation(
S
′ [p−1]
p
)′ = −S[p−1]p , (3.3)
its integrated form∣∣S′p∣∣p + |Sp|p/(p − 1) = 1, (3.4)
and the semi-periodicity
Sp(x + πp) = −Sp(x). (3.5)
The initial values of Sp are Sp(0) = 0, S′p(0) = 1 and, finally, Sp(x) is an odd function of x.
Since p is fixed in this section, we now drop the subscript p (except in πp) and, for our purposes, we also introduce
the notation
C = S′, σ = S(S′)[p−1], τ = σ ′. (3.6)
Corresponding to (2.22) and (2.2), respectively, we have
y[p−1] = ρ{S(φ)}[p−1], (y′)[p−1] = λ(p−1)/pρ{C(φ)}[p−1] (3.7)
and
y[p−1] = (λ − q)−(p−1)2/p2ρ{S(φ)}[p−1], (y′)[p−1] = (λ − q)(p−1)/p2ρ{C(φ)}[p−1]. (3.8)
Then the differential equations for φ and ρ corresponding to (2.23)–(2.24) and (2.3)–(2.4) are [4, (2.9)–(2.10) with
q2 = 0 and q1 = 0, respectively]
φ′ = λ1/p − 1
p − 1λ
−1/p∗q
∣∣S(φ)∣∣p
ρ′/ρ = λ−1/p∗qS[p−1](φ)C(φ)
⎫⎪⎬
⎪⎭ (3.9)
and
φ′ = (λ − q)1/p − 1
p
q ′
λ − q σ(φ)
ρ′/ρ = p − 1
p2
q ′
λ − q τ(φ)
⎫⎪⎪⎬
⎪⎪⎭ , (3.10)
where p∗ is the conjugate of p (1/p + 1/p∗ = 1) and the notation (3.6) is used.
Let us consider (3.7) and (3.9), in which q is only assumed to be locally integrable and not necessarily differen-
tiable. For periodic y satisfying (1.3), we require
φ(a,λ) − α(λ) = 2kπp, (3.11)
where α(λ) = φ(0, λ) as in (2.5), and
ρ(a,λ) = ρ(0, λ), (3.12)
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φ(x,λ) = α + xλ1/p + O(λ−1/p∗) (3.13)
and
2kπp = aλ1/p − 1
p − 1λ
−1/p∗
a∫
0
q
∣∣S(φ)∣∣p dx (3.14)
by (3.11). Thus, in particular,
λ1/p = 2kπp/a + O
(
k−p+1
) (3.15)
as a simple asymptotic formula for the eigenvalues as k → ∞ [19, (2.29)].
In order to improve (3.15) to an analogous result to (1.5), we first require the following property of S(x),
∣∣S(x)∣∣p − 1/p∗ = −(1/p∗) d
dx
{
S(x)C[p−1](x)
}
. (3.16)
To prove this, we differentiate the product on the right to obtain |C|p + S(C[p−1])′, using (3.2). Then (3.16) follows
from (3.3) and (3.4).
We now write
T (x) = ∣∣S(x)∣∣p − 1/p∗ (3.17)
and note that, by (3.5), T (x) has period πp . Further, by (3.16) and the fact that S(0) = S(πp) = 0, T (x) has mean
value zero. Now let γn (−∞ < n < ∞) denote the complex Fourier coefficients of T (x) over (0,πp). Then γ0 = 0,
T (x) =
∞∑
−∞
γn exp(2nπxi/πp) (3.18)
and, since T (x) has a piecewise continuous derivative,
∞∑
−∞
|γn| < ∞. (3.19)
We can now give our main result for (3.1) which corresponds to (1.5). It is however not as precise as (1.5) for reasons
which we explain after the proof.
Theorem 3.1. Let q be locally integrable in (−∞,∞). Then the rotationally periodic eigenvalues λ2m+1 and λ2m+2
satisfy
λ1/p = 2(m + 1)πp/a + 1
p − 1
{
2πp(m + 1)/a
}−(p−1)
δm + O
(
m−2(p−1)
)
, (3.20)
where
|δm|
∞∑
n=−∞
|γn||c2n(m+1)|. (3.21)
Proof. By (1.4) and (3.17), we can write (3.14) as
2kπp = aλ1/p − 1
p − 1λ
−1/p∗
a∫
0
q(x)T (φ)dx
= aλ1/p − 1
p − 1λ
−1/p∗
a∫
q(x)T (α + 2kπpx/a)dx + O
(
λ−2/p∗
) (3.22)
0
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bearing in mind (3.16) and (3.17), the usual proof of the Riemann–Lebesgue Lemma shows that the integral in (3.22)
is o(1) as k → ∞.
Proceeding, we substitute (3.18) to write
a∫
0
q(x)T (α + 2kπpx/a)dx =
∞∑
n=−∞
γn exp(2nπαi/πp)
a∫
0
q(x) exp(4nkπxi/a)dx,
the inversion of summation and integration being justified by (3.19). The last integral here is ac−2nk , and hence∣∣∣∣∣
a∫
0
q(x)T (α + 2kπpx/a)dx
∣∣∣∣∣ a
∞∑
n=−∞
|γn||c2nk|.
Finally, to obtain (3.20) as it stands, we use (3.15) to write in (3.22)
λ−1/p∗ = {2kπp/a + O(k−p+1)}−(p−1) = (2kπp/a)−(p−1) + O(k−2p+1),
and then recall that k = m + 1 [19, Theorem 3.3]. 
We make two comments on Theorem 3.1 in relation to (1.5).
(1) When p = 2, (3.17) is T (x) = sin2 x − 12 , giving γ1 = γ−1 = − 14 and γn = 0 otherwise. Thus, apart from the
inequality in (3.21), (3.20) reduces to (1.5) (with the improved O-term). The point of this comment is that, with
the same proviso, it is not essential to use the “double angle” functions cos 2φ and sin 2φ. There is apparently no
corresponding addition property of the p-sine function S(x) [16, Section 8], and the important feature of T (x) is
instead the much simpler one that it has basic period πp rather than 2πp .
(2) In the proof of Theorem 3.1, we used only the first equation in (3.9) and not the second. By (3.9) and (3.12)–(3.14),
we have corresponding to (3.22)
a∫
0
q(x)
(
S[p−1]C
)
(α + 2kπpx/a)dx = O
(
λ−1/p∗
) (3.23)
(cf. (2.27)). Now, by (3.17), T ′(x) = p(S[p−1]C)(x) and hence the integral in (3.23) is the α-derivative of the
integral (call it I (α)) in (3.22). Thus, to within the O-estimate, (3.23) gives the values of α for which I (α)
attains its extrema (cf. [19, (3.7)–(3.8)]). These extrema would give exact expressions for δm in (3.20) rather
than the estimate (3.21). This was in effect achieved in Section 2 when we eliminated α between the φ- and ρ-
equations. However, it is not clear that the same can be done with (3.22) and (3.23) because little is known about
the structure of the p-sine function. A similar remark applies to Theorem 4.1 in the next section. There is, for
example, no known formula for the γn although they can of course be individually evaluated computationally for
discrete values of p.
4. Differentiable q
The method used in Section 2 can also be applied to (3.1) to obtain an asymptotic formula corresponding to (1.1)
together with an explicit estimate for the o-term, similarly to Theorem 3.1. The assumption is again that q has an
absolutely continuous (r − 1)th derivative, and the Prüfer transformation formulae are now (3.8) and (3.10). We state
the result as a theorem but, for the proof, we need only indicate the differences in the detail of the method. The notation∑′ in the theorem means that the summation is taken over pairs of integers (ν, j) such that
ν −1, j  2, ν + jp  r − 1 + p.
We also write
R = min(n(r), r − 2 + 2p), (4.1)
where n(r) denotes the least of the numbers ν + jp (ν −1, j  2) which exceeds r − 1 + p.
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eigenvalues λ2m+1 and λ2m+2 satisfy
λ1/p = M +
∑′
AνjM
−(ν+jp) + 1
p − 1M
−(p−1)δm + O
(
m−R
)
, (4.2)
where M = 2(m + 1)πp/a, the Aνj are independent of m, and δm satisfies (3.21).
Outline of proof. Starting from (3.10), the typical step in the integration by parts process which corresponds to (2.12)
is now
a∫
0
q ′
λ − q σ(φ)dx = (−1)
j−1
a∫
0
q(j)
(λ − q)(j−1+p)/p σ
(−j+1)(φ) dx
+ Ij +
j∑
l=2
a∫
0
Rjl(q,φ)/(λ − q)(j−1+lp)/p dx, (4.3)
where
(1) σ (−j+1)(φ) denotes the (j − 1)th integral of σ(φ) (with respect to φ) with mean value zero over the φ-interval
(0,2πp);
(2)
Ij =
∑
2lν+1
1νj−1
a∫
0
Pνl(q)/(λ − q)(ν+lp)/p dx, (4.4)
where Pνl(q) is a polynomial in q ′, . . . , q(j−1);
(3) each Rjl(q,φ) is a finite sum
∑
n Qjln(q)tj ln(φ), where Qjln(q) is a polynomial in q ′, . . . , q(j−1) and tj ln(φ)
has period 2πp in φ and mean value zero over (0,2πp).
We note that, by (3.2) and (3.6), σ = SC|C|p−2. Thus σ is an odd function with, therefore, mean value zero, and
hence (1) above is a valid statement. We also note at this point that, like T (x) in (3.17), σ(x) has period πp . Moreover,
by (3.16),
σ = −p∗T (−1). (4.5)
The summation in (4.3) is expressed a little differently from the 3-term summation in (2.12) because now the
powers (j − 1 + lp)/p are in general distinct for different pairs (j, l) (certainly if p is irrational). Thus the terms
cannot be grouped together in the same way as in (2.12). There is a consequent difference in the form of Ij in (4.4)
as compared to (2.13). We can nonetheless proceed to an equation corresponding to (2.14) whose right-hand side
comprises Ir and the terms
(−1)r−1λ−(r−1+p)/p
a∫
0
q(r)(x)σ (−r+1)(φ) dx + O(λ−(r−1+2p)/p). (4.6)
Now we note that (3.13) continues to hold. Then, by (4.5), (3.13) and (3.18) (in which γ0 = 0), the integral in (4.6) is
−p∗
a∫
0
q(r)(x)T (−r)(φ) dx
= −p∗
∞∑
n=−∞
γn
(
πp
2nπi
)r a∫
q(r)(x) exp
{
2nπ(α + 2kπpx/a)i/πp
}
dx + O(λ−1/p∗)0
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(
2kπp
a
)r
aδm + O
(
λ−1/p∗
) (4.7)
with δm as in (3.21), and we have used (2.21) again but now for the −2n(m + 1)th Fourier coefficient. We note that,
when (4.7) is substituted into (4.6), the resulting O-term becomes O(λ−(r−2+2p)/p).
Then, as for (2.19), we find that (4.3) and (4.4) (with j = r) together with (4.6) and (4.7) give
2kπp = aλ1/p +
∑′
Bνjλ
−(ν+jp)/p
+ (−1)r−1 a
p − 1
(
2kπp
a
)r
δmλ
−(r−1+p)/p + O(λ−R/p), (4.8)
where the Bνj are independent of m, ν = −1 arises from the expansion of λ1/p(1 − q/λ)1/p , and R is as in (4.1).
Finally, we absorb a factor (−1)r into δm and then, as for (2.19), invert the series to express λ1/p in terms of M
(= 2kπp/a) to obtain (4.2). Indeed, considering∑′ as a double summation, substitution of (4.2) into (4.8) determines
the Aνj algebraically in terms of the Bνj .
As a comment on (4.1), we note that, when p = 2, (4.1) becomes simply R = r + 2 in agreement with (2.1).
However, the example p = 3, j = 2, ν = r − 3 shows that the inequality R < r − 2 + 2p can be realised. 
5. Concluding remarks
5.1. Semi-periodic boundary conditions
The methods in Sections 1–3 deal equally with the boundary conditions
y(0) = −y(a), y′(0) = −y′(a)
in place of (1.3). The eigenvalues now occur in the pairs μ2m,μ2m+1 and we have k = m + 12 instead of (2.8)([9, Theorem 3.12], [19, Theorem 3.3]). Then we have c2m+1 and cn(2m+1) in (1.5), (2.1) and (3.21).
5.2. Singular sequence
In the spectral theory of (1.2), considered to hold on (−∞,∞) with q periodic, the λ-intervals (μ2m,μ2m+1) and
(λ2m+1, λ2m+2) are gaps in the spectrum. Then (1.5) and Theorem 2.1 give an asymptotic estimate for the length
lM (M = 2m + 1,2m + 2) of these gaps. Thus as in [9, (4.5.1)], we have lM = 2|cM | + O(M−r−1) to refine Theo-
rem 4.5.1(iii) in [9]. We mention now that another estimate for lM in terms of the Fourier coefficients of q is given in
[8, Section 3], [9, Theorem 5.4.2] where it is shown that lM , where
 = 2
(
2
∞∑
N+1
|cn|2
)1/2
+ 2π
a
{
2
N∑
1
n2|cn|2
/(
μ − 2
N∑
1
|cn|
)}1/2
. (5.1)
Here N ( 1) is arbitrary and μ is the mid-point of the gap.
Now (5.1) arises from a consequence of the spectral theorem for (1.2) which states that
lM  2 lim inf
∥∥(q − μ)fj − f ′′j ∥∥
(j → ∞) with a suitable choice of the singular sequence {fj }. The point we wish to make here is that if, in the
notation of [8], we change slightly the choice of Q(x) so that
Q′(x) =
{
μ −
N∑
−N
cn exp(2nπix/a)
}1/p
,
we then obtain
2 lim inf
∥∥(q − μ)f [p−1]j − ((f ′j )[p−1])′∥∥= p (5.2)
with a similar p to (5.1), and the question we raise here is whether (5.2) has any spectral significance for (3.1).
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In Section 1 we mentioned that Hochstadt [14] indicated a proof of (1.1). The idea of using the Prüfer transforma-
tion (2.3) to prove (1.1) (with the o-term) is indeed due to Hochstadt. There seems however to be a flaw in his proof
in [14, Section 4], where the integration by parts process is stated to give (in our notation)
a∫
0
q ′
λ − q sin 2φ dx = O
{
(
√
λ )−r−1
}
with no Bj terms such as (2.15) making an appearance. What is overlooked in [14] is that the repeated differentiation
of φ′ involves the differentiation of certain O-terms, and a more careful consideration of this process does produce
the Bj terms. We are grateful to our Cardiff colleague Dr. K.M. Schmidt for clarifying this oversight in [14].
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