The relation that exists in quantum mechanics among action variables, angle variables and the phases of quantum states is clarified, by referring to the system of a generalized oscillator. As a by-product, quantum-mechanical meaning of the classical Hamilton-Jacobi equation and related matters is clarified, where a new picture of quantum mechanics is introduced, to be called the Hamilton-Jacobi picture.
I. INTRODUCTION
In the correspondence-theoretical arguments of the early quantum theory the so-called action and angle variables played a very important role 1 : the quantum condition used to be imposed on the former variables, owing to their property of being adiabatic invariants. And the purpose of the present paper is then to study the quantum-mechanical aspects thereof, that is, the problem as to where and how these variables come into play in the conventional formalism of quantum mechanics. As will be seen in what follows, the behavior of these variables are closely related to phases of quantum mechanical states.
Recently, adiabatic invariants have further been utilized in the study of some related problems , such as the Berry phase 2 , the Hannay angle 3 etc. . In this connection, we should note, however, that adiabatic invariants are merely approximate ones, being possible only in the so-called adiabatic approximation. Thus, in the following discussions we shall employ, instead of such quantities, something similar but strictly conserved.
In carrying out such a program we shall be exclusively concerned with a relatively simple system of what we shall call a generalized oscillator, since a discussion of very general systems does not seem to be an easy matter. Now, by a generalized oscillator we mean the system having a classical Hamiltonian such as H(t) = X(t)p 2 + 2Y (t)pq + Z(t)q 2 ,
where p and q are the usual canonical variables, and X(t), Y (t) and Z(t) are arbitrary real functions of time t. That is to say, our system has, in general, a time-dependent Hamiltonian, so that its energy is not necessarily a conserved quantity. In Sect.2 we shall discuss the classical mechanics of the system, and consider two cases of (generalized) action variables which are given as a bilinear or linear form of p and q. In obtaining formal solutions to the equation of motion we find it convenient to use the method of canonical transformations. In our discussions a quantity A(t) which satisfies a nonlinear differential equation plays a basic role. The angle variables for general cases are no longer linear functions in t.
In Sect. 3 we go over to the quantum mechanics of the system. The method we developed before for systems with time-dependent Hamiltonians are very useful here 4 . In the expression for formal solutions to the Schrödinger equation the angle variable enters into the phase of the corresponding states. Some properties of coherent states are discussed in Sect. 4 . There are many ways of constructing these, each having the right classical limit.
Corresponding to a classical canonical transformation whose generating function satisfies the Hamilton-Jacobi equation, we go, in Sect. 5, from the Schrödinger picture to a new one, to be called the Hamilton-Jacobi picture, where the transformed quantum Hamiltonian vanishes. Sect. 6 is devoted to some applications, and Sect. 7 to final remarks.
II. CLASSICAL SOLUTIONS TO THE EQUATION OF MOTION
The equation of motion of this system is given bÿ
In order to find formal solutions to this equation the method of canonical transformations is useful. What we have to do with this method is to find a solution S of the Hamilton-Jacobi equation
where S = S(q, t), Hamilton's principal function, is a function of q and t.
In the case of the Hamiltonian H being a constant of motion, the Hamilton-Jacobi equation (3) can be solved by assuming S(q, t) ≡S(q) − Et, whereS(q) is Hamilton's characteristic function and E a constant 1, 5 . The solutions of the equation of motion can be obtained by the canonical transformation generated by S(q, t) =S(q) − Et.
On the other hand, the above method cannot be used for those cases in which the Hamiltonian H(t) depends on t explicitly. In order to find a way out, we consider, in the following, two kinds of canonical transformations which prove to be useful for finding formal solutions of (2).
A. Canonical transformation 1
We begin by introducing a quantity P which is defined as a bilinear form of p and q
where coefficients A(t)(> 0), B(t) and C(t) are some suitable real functions of the time variable t, and then consider a canonical transformation (p, q) → (P, Q). The generating function S 1 (q, P, t) of the canonical transformation is a function of q, P and t, and canonical variables p and Q are given by
From (4) and (5) we have a differential equation for S 1 (q, P, t):
where κ is defined by κ(t) ≡ A(t)C(t) − B 2 (t). For κ there are three cases : κ > 0, κ = 0 and κ < 0 . In the following we consider the case κ > 0 only, and then find by integrating (6)
where s 1 (P, t) is an arbitrary function of P and t. From (5) and (7) the canonical coordinate variable Q, conjugate to P , is given by
Then the canonical variables q and p are found, in terms of Q and P , to be
The transformed Hamiltonian K 1 = K 1 (Q, P, t) is given by
By substituting (9), (10) and (7) into (11) we have
Hamilton's equations for Q and P are given by differentiating K 1 (Q, P, t):
Thus we have obtained all necessary formulae for the canonical transformation (p, q) → (P, Q), transforming (p, q) to the new canonical variables (P, Q), where P is defined by a bilinear form in p and q with arbitrary coefficient functions A(t), B(t) and C(t) of t . Next we consider a special case of the canonical transformation such that the transformed Hamiltonian K 1 does not involve the canonical coordinate Q, that is, the transformation in which Q becomes a cyclic coordinate. Now, for Q to be a cyclic coordinate, it is necessary and sufficient, as seen from (12), that A(t), B(t) and C(t) satisfy the following relations:
From (16) we see that κ is a constant, and from (15) and (16)
By substituting (17) into (14) we havė
and from (15), (17) and (18) we have a second order, nonlinear differential equation for A(t)
It is then easy to show that B(t) and C(t) can be expressed in terms of A(t) as follows:
That is to say, once we know A(t) as a solution of (19), B(t) and C(t) are given by (20) in terms of A(t) . In this case the Hamiltonian K 1 (t) becomes
which does not involve the coordinate variable Q (Q is a cyclic coordinate), so that Hamilton's equation for P becomesṖ
From (22) we see that the transformed canonical momentum P given by (4) , where the coefficients A(t), B(t) and C(t) satisfy (19) and (20), is a constant of motion. It can then be shown that P written in terms of canonical variables (q, p) satisfies the following equation of motionṖ
The transformed Hamiltonian K 1 given by (21) still remains undetermined because of the presence of ∂s 1 (P, t)/∂t. Let us now consider the following two cases ; i) s 1 (P, t) = 0, and ii) s 1 (P, t) = −P t 0
The canonical coordinate Q then satisfies the equation of motioṅ
so that
By substituting (26) into (9) and (10) it is found that q and p are given as
where ϕ 0 is a constant and ϕ(t) is defined by
That is, (27) gives a formal solution to the equation of motion (2) for q, and (28) gives the corresponding expression for p . In the special case where the coefficients X, Y and Z are all constants such that XZ − Y 2 > 0, it can be shown that
satisfy (19) and (20), and that P and Q become
where ν, the frequency of the system, is defined by ν = (XZ − Y 2 )/κ. Thus we see that P and Q given, respectively, by (31) and (32) are nothing but the action and angle variables of this system, and that the transformation (9) and (10) with s 1 (P, t) = 0 is the canonical transformation leading to such variables. On the other hand, P and Q for the general cases, in which H(t) depends on t explicitly, may be regarded as a generalization of action and angle variables, respectively; however, the latter Q(t) given by (26) is not, in general, a linear function in t. Thus, the transformation considered above is a generalization of the canonical transformation to the action and angle variables.
ii) When s 1 is chosen to be
K 1 becomes zero, and then Q and P are both constants of motion. Here the generating function of this transformation takes the form
and satisfies the Hamilton-Jacobi equation. By substituting (33) into (9) and (10), we can show that the formal solution for q and p are given in the same form as (27) and (28), respectively.
B. Canonical transformation 2
In this subsection we consider another type of canonical transformations (p, q) → (γ, η), where γ is defined as a linear combination of p and q:
with f (t) and g(t) being some suitable real functions of t. The differential equation for the generating function S 2 (q, γ, t) of the canonical transformation is given by
which after integration leads to
where s 2 (γ, t) is an arbitrary function of γ and t. The canonical coordinate η, conjugate to γ, is given by
Then q and p are expressed in terms of η and γ as
Eqs. (35),(38) and (39) prescribe the canonical transformations 2. By this canonical transformation the Hamiltonian is transformed to K 2 (η, γ, t) :
This Hamiltonian depends on η as well as γ and t, hence η in general is not a cyclic coordinate.
In the following we consider the case in which the variable η becomes a cyclic coordinate. From (40) we see that the necessary and sufficient conditions for η to be such a coordinate are given by the differential equations:
From (41) we havef
which is of the same form as the equation of motion (2), and
When f (t) and g(t) satisfy, respectively, (42) and (43), the transformed Hamiltonian K 2 becomes
which does not depend on η. Hence η is a cyclic coordinate, and the canonical momentum γ becomes a constant (γ = 0).
As for the undetermined function s 2 (γ, t) in K 2 , we now consider two cases : i) s 2 (γ, t) = 0, and ii) s 2 (γ, t) = −γ
and q is expressed in terms of f (t) as
This provides another expression for the exact solution of (3), obtained via the canonical transformation generated by S 2 (γ, q, t) with the vanishing s 2 (γ, t). ii) When s 2 (γ, t) = −γ 2φ (t), K 2 vanishes (K 2 = 0), and then both the canonical variables γ and η become constants . In this case, the generating function S 2 is given by
which satisfies the Hamilton-Jacobi equation, and (38) and (35) lead to
C. The relation between A(t) and f (t)
In the above we have considered two kinds of canonical transformations generated by S 1 (q, P, t) and S 2 (q, γ, t): the one generated by S 1 (q, P, t) transforms (p, q) to (P, Q), whereas the one generated by S 2 (q, γ, t) transforms (p, q) to (γ, η). The transformed momentum P is a constant of motion, being written in a bilinear form of p and q. On the other hand, γ which is another constant of motion is given as a linear combination of p and q. It has been shown that P is expressed in terms of A(t) ( as well as B(t) and C(t) ) which satisfies the nonlinear differential equation (19), whereas γ is written in terms of f (t) ( as well as g(t)) which satisfies the linear differential equation (42). We can now prove the following mathematical theorem.
For any of two linearly independent solutions f 1 (t) and f 2 (t) of (42), there holds the relation
where without loss of generality the above const. may be taken to be unity. Then, the expression
provides a solution of (19), with k 1 , k 2 and k 3 being constants satisfying the relation (k
The proof of (49) is straightforward, and that of (50) is not difficult when (49) is taken into account. Eq. (50) is very interesting in that a solution of the nonlinear differential equation (19) can be expressed in terms of two linearly independent solutions of the linear differential equation (42). The reason for this is basically that P of (4) is a kind of product of two γ's of (35).
Let f (t) be a solution of (42) which satisfies the initial condition f (0) = 0. We can then show that f (t)φ(t) satisfies (42) with f (0)φ(0) = 0. This means that if we take f 1 (t) = f (t) and f 2 (t) = −f (t)φ(t), f 1 (t) and f 2 (t) are two linearly independent solutions of (42) which satisfy the relation (ḟ 1 (t)f 2 (t) − f 1 (t)ḟ 2 (t)) = X(t). Substituting these f 1 (t) and f 2 (t) into (50) we have
With A(t) given by (51) we can now express ϕ(t) in terms ofφ(t) as
and
From (51), (53) and (54), the expression (27) can be rewritten in the form
which is equivalent to (46), provided that the parameters γ and η 0 are assumed to be
Thus we have shown that two kinds of canonical transformations generated by S 1 (q, P, t) and S 2 (q, γ, t) lead to the same classical solution to the equation of motion (2).
III. QUANTUM SOLUTIONS
In this section we discuss, in the Schrödinger picture, the quantum theory of the system with H(t) given by
which is the quantum version of (1).
A. Formal solutions to the Schrödinger equation
In a previous paper 4 , we have shown that formal solutions |φ(t) of the Schrödinger equation
can be written in the form
where |n; t represents the eigenstate of a hermitian operator Λ(t) with eigenvalue λ n . Here we assume for simplicity that the eigenstates are non-degenerate, and the set of |n; t forms an ortho-normal complete set (for the degenerate cases, see ref. Λ(t)|n; t = λ n (t)|n; t , n; t|m; t = δ nm , n |n; t n; t| = I.
The phase function θ n (t) is defined by
In this connection let us note that for the case when Λ(τ ) = Λ(0), or |n; τ ∝ |n; 0 the time integrals (−1/h) τ 0 dt n; t|H(t)|n; t and τ 0 dt n; t|i∂/∂t|n; t provide, respectively, the so-called dynamical and geometrical phases of the states |n; t 2,7 . The coefficient c n (t) in (59) satisfies the differential equation
where DΛ(t)/Dt denotes
From (62) and (63), we see that when Λ(t) satisfies the relation
Λ(t) corresponds to a conserved quantity, and all eigenvalues λ n (t) do not depend on t: λ n (t) = λ n (= const). Incidentally, (64) is the quantum version of the classical equation (23), but should not be regarded here as the equation of motion for the operator Λ(t), since all operators concerned are those in the Schrödinger picture. Now for such cases all the coefficients c n (t) become constants, and the formal solution |φ(t) is reduced to 
In this case transitions between eigenstates with different eigenvalues do not occur, that is, in the course of time the state |n; t keeps its identity specified by n.
B. Formal solutions for a generalized oscillator
We now consider a hermitian operator Λ(t) such as
which corresponds to the classical expression (4). It is then easy to see that Λ(t) satisfies the relation (64), provided that A(t), B(t) and C(t) are solutions of (19) and (20) . Hereafter we shall restrict ourselves again to the case κ > 0. In order to obtain eigenstates of Λ(t), we introduce new operators a(t) and a † (t) such as
which are operators depending on time t explicitly, and which then satisfy the commutation relation
In terms of a(t) and a † (t), p and q are written as
Substituting (70) and (71) into (66), Λ(t) is rewritten as
where N(t) is the time-dependent hermitian operator defined by N(t) ≡ a † (t)a(t). The operator Λ(t) and N(t) are simultaneously diagonalized with respect to the set of eigenstates |n; t :
where |0; t is defined by a(t) |0; t = 0.
These eigenstates |n; t satisfy the following relations:
N(t)|n; t = n|n; t , Λ(t)|n; t = 2h
, n |n; t n; t| = I, n; t|m; t = δ nm .
Let |q 's be eigenstates ofq:q|q = q|q . (Hereafter the symbolˆis used for operators whenever neccesary.) Then, the q-or conf iguration − space representation q|n; t of |n; t , can be obtained from (67),(68) and (73) as follows . To this end, let us first consider q|0; t . From (67) and (74) we have q|a(t)|0; t = 1
so that q|0; t is found to be
It should be noticed that q|0; t depends on t: this t-dependence, of course, has nothing to do with the one arising from the Schrödinger equation.
Next from (68), a † (t) can be written as
so that (a
Thus we have
where ξ(t) ≡ 2 √ κ/(hA(t)), and the Hermite polynomial H n (x) is given by
We next proceed to calculate the phase function θ n (t). The Hamiltonian H(t) given by (57) is expressed in terms of a(t) and a † (t) as
A straightforward calculation then shows that
and by use of (80) n; t|ih ∂ ∂t |n; t = dq n; t|q ih ∂ ∂t q|n; t = (n + 1
hence θ n (t) turns out to be
Thus from (65), (80) and (85) the formal solution to the Schrödinger equation (58) is given by
where ϕ(t) is the same function as that defined by (29). Here, of great theoretical interest is the fact that the time-dependence of the classical and quantum solutions are both characterized by the same function ϕ(t). As has been noticed, this function arises from the (generalized) angle variable Q(t) in the classical case, and from the phase factor θ n (t) in the quantum case. The fact that the time integral of θ n (t) consists of the dynamical and geometrical phases indicates the importance of the role played by the latter phases in the quantum case.
C. Feynman kernels
As is clear from (65), the time evolution operator U(t, 0) of this system is given by
Then q 1 |U(t, 0)|q 2 is given as
thereby providing the Feynman kernel of this system. In deriving this, we have used the formula:
IV. COHERENT STATES AND THE CLASSICAL LIMIT
In this section we consider eigenstates of the operator a(t) introduced in (67) and discuss their classical limit .
A. Coherent states
By |α; t we denote the eigenstate of a(t) with eigenvalue α, or the so-called coherent state:
which is given as a linear combination of |n; t 's such as
Here α is an arbitrary complex number, so that a(t) and a(t ′ ) (t = t ′ ) can share the same, t-independent eigenvalue α. Since a(t) depends on t explicitly, the state |α; t has timedependence which comes in the above from that of |n; t 's. We remark here that this time dependence of |α; t should be distinguished from that of time evolution due to the Schrödinger equation.
On the other hand, the state which has evolved from the state |α; 0 at t = 0 according to the Schrödinger equation will be denoted hereafter by |φ(t) α , hence
Substituting (87) into (92) we have
whereα(t) is defined byα
Although, as noted above, the definitions of |α; t and of |φ(t) α are different, it is also true that |φ(t) α is another eigenstate of a(t). This is seen as follows. From (87) we have
θn(t ′ )dt ′ |n; 0 n; t|a(t)|m; t m; 0|e
Since θ n−1 (t) − θ n (t) = 2h √ κX(t)/A(t) from (85), (95) can be rewritten as
Using (96) we have
That is to say, |φ(t) α is not only a solution to the Schrödinger equation but also the eigenastate of a(t) with eigenvalueα(t) . This important result, in fact, comes from the facts that |α; t is an eigenstate of a(t), and that a(t) and a † (t) are operators which diagonalize the operator Λ(t) satisfying the relation (64).
From (80) the q-representation q|φ(t) α of |φ(t) α is found to be
This is the coherent state satisfying the Schrödinger equation, which is also obtainable from (86) by putting c n = α n exp(− |α| 2 2 )/ √ n! . In order to study properties of this coherent state, we calculate the expectation values of q, p, q 2 and p 2 for this state:
The root-mean-square deviations △q of q and △p of p for this state are then given by
thereby implying the uncertainty relation
From (105) we see that the coherent state (98) is not, in general (so far as B(t) = 0), the state which has the minimum uncertainty .
B. The classical limit of coherent states
Eq. (98) can be rewritten as
where α ≡ |α|e −iǫ . Then we have
We assume that α is given by |α| = 2 √ κ/hA, then |α|/ξ = AP/4κ. In this case the limiting procedureh → 0 yields
while keeping |α|/ξ as A(t)P/4κ. Takingh → 0 in (107), we see that
where we have used the formula
In other words, the motion of the particle in the state q|φ(t) α approaches the classical orbit (27) in the limith → 0 (|α| → ∞) for ǫ = ϕ 0 + 3π/2. The above result is interesting in the following : as seen in (105), q|φ(t) α does not have, in general, the minimum uncertainty, and nevertheless has the right classical limit.
V. QUANTUM SOLUTIONS IN THE HAMILTON-JACOBI PICTURE
As we have shown in 2.2, the coordinate variable η given by (48) is a constant of motion, and the transformed Hamiltonian expressed in terms of η and γ (the canonical momentum conjugate to η) vanishes. In this section we shall examine the corresponding situation in quantum mechanics, and call the resulting picture thereof the Hamilton-Jacobi (HJ) picture, in contrast to the Schrödinger picture.
A. The transformation to the HJ picture An eigenstate |η; t of the operatorη with eigenvalue η satisfiesη|η; t = η|η; t . It is noticed here that the eigenstate |η; t depends on t, but the eigenvalue η does not, because as is easily seen, the operatorη satisfies (64). Sinceγ is of the form (48), the q-representation q|η; t of |η; t can be obtained from the differential equation
Integrating (111) we have
where Θ(η) is an arbitrary phase factor which may depend, in general, on η . On the other hand, the matrix element η; t|γ|ψ of the operatorγ between η; t| and |ψ , where |ψ is an arbitrary state, is found from (35) and (112) to be
Thus, if we take Θ(η) = exp(
), η; t|η|ψ and η; t|γ|ψ are given by η; t|η|ψ = η η; t|ψ , η; t|γ|ψ =h i ∂ ∂η η; t|ψ ,
so that the q-representation of the eigenstate |η; t , (112), turns out to be
The η−representation η; t|ψ of an arbitrary state |ψ will then be obtained through the q-representation q|ψ of the same state as η; t|ψ ≡ dq η; t|q q|ψ ,
and q|η; t * , to be obtained from (115), plays the role of the transformation function from the q-to the η-representations.
The η-representation η; t|φ(t) of the state |φ(t) which is a solution of the Schrödinger equation (58) is given by η; t|φ(t) ≡ dq η; t|q q|φ(t) , and is shown in fact to satisfy the differential equation ih ∂ ∂t η; t|φ(t) = ih ∂ ∂t dq η; t|q q|φ(t)
where we have taken account of the fact that q|φ(t) satisfies the Schrödinger equation
Eq. (117) means that in the HJ picture the state does not evolve in the course of time. It is also possible to show directly that in terms of a unitary operator T (t) such as |η; t = T |η the Hamiltonian K, to appear in the Schrödinger equation for η; t|φ(t) , becomes K = T −1 HT − ihT −1 (∂/∂t)T = 0. Summarizing, our HJ picture corresponds, so to speak, to 'looking at a moving body from the body-fixed moving reference frame'.
Lastly, we remark that since the operatorη is defined here as a linear combination of p andq, the above transformation from the q-to the η-representations is neither a point transformation nor the transformation from the q-to the p-representations. In this sense our η-representation is of a new kind .
B. Formal solutions in the HJ picture
In order to obtain the η-representation of the eigenstate |n; t of the operatorâ(t), it is easier to proceed as follows (than via (116)). We first calculate the matrix element η; t|â(t)|ψ with respect to an arbitrary state |ψ ; η; t|â(t)|ψ = dq η; t|q q|â(t)|ψ
Similarly we have η; t|a † (t)|ψ = dq η; t|q q|a † (t)|ψ
which can be rewritten as
Further, η; t|0; t is found from η; t|0; t = dq η; t|q q|0; t
Then, from (122) and (123) we have
which is the η-representation of the eigenstate |n; t of Λ(t). On the other hand, from (85), (53) and (54) we have
Using (65), (124) and (125) , we find the η-representation η; t|φ(t) of the formal solution |φ(t) as follows:
As we see in (124) and (126), the η-representation η; t|n; t of the eigenstate |n; t explicitly depends on t, whereas the η-representation η; t|φ(t) of the solution |φ(t) of the Schrödinger equation does not depend on t, being in agreement with (117).
C. The Feynman kernel in the HJ picture
The Feynman kernel in the η-representation η 1 ; t|U(t, 0)|η 2 ; 0 is given, by use of (87), as
which is further rewritten as
where we have used the formulae lim β→0 n=0
D. Coherent states in the HJ picture
The η-representation η; t|φ(t) α of the coherent state given by (93) becomes
which no longer depends on t. We then have (by putting α = |α|e −iǫ )
From (131) it is seen that the classical limit of
provided that |α| is taken to be
This result shows that in the classical limit the particle moves on the trajectory η = η 0 (= const.), in accordance with the classical situation where η is a constant of motion.
VI. EXAMPLES A. A simple harmonic oscillator
For the case where all coefficients X(t), Y (t) and Z(t) are constants and equal, respectively, to
our system reduces to that of a simple harmonic oscillator. Here f (t) =
2mω
cos ωt satisfies (42). Then f 1 (t), f 2 (t) in (50) andφ(t) become
which satisfy the relation (ḟ 1 f 2 − f 1ḟ2 ) = X. The nonlinear differential equation (19) for A(t) now takes the form:
From (50) and (135) the solution A(t) of (136) and the corresponding B(t) and C(t) are given by
where (k
. Substituting (137) into (4), P is found to be
This is a constant of motion for a simple harmonic oscillator, which explicitly depends on t so far as k 2 = 0 and/or k 3 = 0. The Hamiltonian of a simple harmonic oscillator is a conserved quantity which does not depend on t. Our result shows that the system has other constants of motion, which are bilinear in p and q, and depend on t explicitly. Needless to say, P (t) reduces to P = (2 √ κ/ω)H, when k 2 = k 3 = 0 (k 1 = 2 √ κ). In the following, we shall discuss the classical and quantum behavior of the simple harmonic oscillator by using P given by (138).
classical case
From (55) and (135) we have
When k 2 = k 3 = 0 (k 1 = 2 √ κ), (139) reduces to the simple form
2. quantum case
From (135) and (137) we have
1 2h
cos ωt sin ωt .
Substituting these results into (88), we have
which is nothing but the Feynman kernel of a simple harmonic oscillator . We note that the representation (142) of the kernel does not depend on the choice of k 1 , k 2 and k 3 , as required.
The dynamical phase and the geometrical phase are obtained from
and the uncertainty relation of the coherent state becomes
It is interesting that these expressions depend on k 1 , k 2 and k 3 . Particularly interesting is the fact that for k 2 = 0 and/or k 3 = 0 the geometrical phase does not vanish, and the uncertainty relation does not have the minimum value .
, on the other hand, (143), (144) and (145) reduce, respectively, to n; t|H|n; t = (n + 1 2 )hω, n; t|ih ∂ ∂t |n; t = 0, (△q)
which are well-known results for a simple harmonic oscillator. The above result indicates that the geometrical phase is not necessarily the quantity that is characteristic only of the systems with t-dependent Hamiltonians . Evidently for the special case when H does not depend on t, we can choose the complete set of the ket vectors |n; t whose geometrical phases are all vanishing.
B. A damped oscillator
The Hamiltonian H of a damped oscillator depends on t explicitly:
and the equation of motion reads:q
where µ is an arbitrary constant satisfying the relation µ < ω. In this system, X(t), Y (t) and Z(t) are given by
so that (19) becomesÄ
Since in this case, f 1 (t), f 2 (t) andφ(t) are given by
e −µt sinωt,φ(t) = tanωt,
whereω ≡ √ ω 2 − µ 2 , we can proceed in the same way as in the previous example, the result being A(t) = e −2µt 2mω (k 1 + k 2 cos 2ωt − k 3 sin 2ωt),
B(t) = 1 2 (k 2 sin 2ωt + k 3 cos 2ωt) + µ 2ω (k 1 + k 2 cos 2ωt − k 3 sin 2ωt), 
When k 2 = k 3 = 0 (k 1 = 2 √ κ), the above P turns out to be
classical case
The classical solution q of this system is given by
When k 2 = k 3 = 0 (k 1 = 2 √ κ), (157) reduces to q = P mω √ κ e −µt sin(ωt + ϕ 0 ).
quantum case
In a way similar to the previous example, we can obtain the Feynman kernel: 
The dynamical and geometrical phases are then found from n; t|H|n; t = (n + 1/2)hω(2 √ κωω) −1 (k 1 ω 2 + k 2 µ 2 cos 2ωt − k 3 µ 2 sin 2ωt)
n; t|ih ∂ ∂t |n; t = (n + 1 2 )hω(2ωω √ κ) −1 (k 1 + k 2 cos 2ωt − k 3 sin 2ωt) 
For the case k 2 = k 3 = 0 (k 1 = 2 √ κ), (160) and (161) reduce to n; t|H(t)|n; t = (n + 1 2 )hω ω ω , n; t|ih ∂ ∂t |n; t = (n + 1 2 )hω µ 2 ωω .
It is to be noticed that the geometrical phase does not vanish so far as µ = 0.
VII. FINAL REMARKS
a) It is of interest to recall that both the classical and quantum mechanical behavior of generalized oscillators is basically determined by one and the same function A(t) which satisfies a nonlinear differential equation.
b) Of interest also is a mathematical theorem such as exhibited by equation (50). Here, a solution A(t) to the nonlinear differential equation (19) is given in terms of other functions f 1 (t) and f 2 (t), each being a solution to the linear differential equation (42). In addition to the physical reason for this, given in Subsect. 2.3, there may perhaps exist some deeper mathematical reason, of which further investigation is hoped for. 
The solution thereby obtained is good up to the first order of △X 0 /X 0 , △Y 0 /Y 0 and △Z 0 /Z 0 .
