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MOTTO 
 
 
“It’s Not How Many Goals You’ve Reached, but  
How Many Lives You’ve Touched” 
 
“Keep Your Head and Your Heart in the Right Direction  
and You’ll Never Have to Worry About Your Feet” 
 
“In Order to Succed, You Must Know What Are You Doing, 
Like What You Are Doing  
and Believe in What You Are Doing 
 
 
 
-Will Roger - 
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ABSTRAK 
 
 Tujuan penelitian ini untuk mengatahui peran perceived product characteristics 
dalam memoderasi pengaruh perceived communicator characteristics pada perceived 
influence. Rumusan masalah yang akan diteliti adalah apakah sourch similarity 
berpengaruh terhadap keputusan penerima word of mouth untuk berpindah, apakah 
keahlian sumber (expertise) berpengaruh terhadap keputusan penerima word of mouth 
untuk berpindah, apakah social/psycological risk memoderasi pengaruh sourch similarity 
terhadap keputusan penerima word of mouth untuk berpindah dan apakah 
functional/financial risk memoderasi pengaruh sourch expertise terhadap keputusan 
penerima word of mouth untuk berpindah. 
 Penelitian ini merupakan penelitian kausal dengan metode survey. Target 
populasi penelititan ini adalah konsumen pengguna jasa skin care di Surakarta yang 
pernah mendapatkan referensi untuk berpindah melalui komunikasi word of mouth. 
Sampel yang diambil sebanyak 200 responden. Tehnik sampling yang digunakan adalah 
non-probabiliti sampling dengan metode purposive sampling. 
 Berdasarkan hasil analisis model struktural (SEM) yang menguji peran perceived 
product characteristics dalam memoderasi pengaruh perceived communicator 
characteristics pada intention to switch, dapat disimpulkan bahwa variabel similarity 
berpengaruh signifikan terhadap intention to switch, begitu pula variabel expertise 
berpengaruh signifikan terhadap intention to switch. Sedangkan dalam menguji peran 
moderasi dapat disimpulkan bahwa social/psychological risk memoderasi similarity 
secara signifikan terhadap intention to switch, begitu juga financial/functional risk 
memoderasi expertise secara signifikan terhadap intention to switch. Pada konsumen 
dengan tingkat social/psychological risk yang tinggi terdapat pengaruh similarity pada 
intentionto switch. Begitu pula konsumen dengan tingkat financial/functional risk tinggi 
terdapat pengaruh expertise pada intention to switch. 
Kata Kunci : consumer behaviour, buying behaviour, decision making, 
perceived risk, refferal 
 
BAB I 
PENDAHULUAN 
 
A. LATAR BELAKANG MASALAH 
Masyarakat di kota besar khususnya kaum hawa terkenal dengan tingkat 
kepedulian yang tinggi akan penampilan. Hal ini disebabkan oleh gaya hidup yang 
menuntut mereka untuk lebih memperhatikan penampilan, tidak hanya dalam 
berbusana, namun juga penampilan kulit wajah dan tubuh. Total look atau 
penampilan diri seutuhnya menjadi sebuah kebutuhan penting untuk menunjang 
kepercayaan diri (www.natasha-skin.com).  
Perkembangan gaya hidup inilah yang menyebabkan beberapa tahun 
terakhir bisnis salon kecantikan marak dan berkembang hampir di seluruh kota-kota 
besar di Indonesia. Salah satunya di Surakarta, tidaklah sulit untuk menemukan 
klinik perawatan (skin care) yang mampu memenuhi kebutuhan wanita akan pusat 
perawatan kulit wajah yang lengkap dan modern, diantaranya; Larissa, Retno, 
Behati, Tiphara, Moerbono, Esthetica, Bella, Lya dan Natasha. 
Semakin banyaknya skin care yang ada, memicu potensi terjadinya 
perilaku perpindahan jasa oleh konsumen (service switching). Perilaku berpindah 
merupakan suatu fenomena yang sering terjadi dalam perusahaan jasa kecantikan, 
hal ini disebabkan oleh beberapa faktor diantaranya; 1) masing-masing perusahaan 
jasa kecantikan yang ada menawarkan berbagai macam jenis tipe perawatan 
beserta produknya yang berbeda satu sama lain sehingga menyebabkan timbulnya 
keinginan konsumen untuk mencari variasi (variety seeking) demi tercapainya 
kepuasan yang maksimum, 2) keinginan konsumen untuk mendapatkan harga yang 
relatif lebih murah dari penyedia jasa sebelumnya dan 3) akibat timbulnya masalah 
pada kulit pasca perawatan dan penggunaan produk yang tidak sesuai dengan janji 
– janji (dalam Wardiatmaja, 2006). 
Semakin banyak skin care yang ada sekarang, menyebabkan semakin 
banyak pula referensi dan pilihan bagi konsumen, sehingga mereka menjadi lebih 
kritis dan berhati-hati dalam menentukan skin care mana yang akan mereka pilih 
untuk memenuhi kebutuhan dan kepuasan mereka. Apalagi setelah Badan 
Pengawas Obat dan Makanan (BPOM) menarik 27 merek kosmetik yang di anggap 
berbahaya bagi tubuh karena mengandung bahan dan zat warna berbahaya yang 
dapat menyebabkan kerusakan pada kulit menjadikan konsumen semakin lebih 
selektif dan berhati-hati dalam memilih kosmetik dan pusat perawatan wajah yang 
aman, sehat dan tanpa efek samping. 
Guna mengurangi kecemasan konsumen akan pembelian yang berisiko, 
sebelum melakukan keputusan pembelian mereka cenderung melalui proses 
pencarian informasi. Proses pencarian ini dapat meliputi bertanya kepada teman, 
saudara atau keluarga mengenai berbagai alternatif produk yang ada. Orang lain 
yang dipercaya akan menjadi referensi bagi konsumen untuk melakukan 
pengambilan keputusan pembelian. Disinilah word of mouth bekerja dan membuat 
konsumen menjadi lebih yakin untuk membeli dan menggunakan produk tersebut. 
Informasi yang didapatkan konsumen melalui komunikasi word of mouth 
(WOM) sangat mempengaruhi konsumen dalam berbagai keputusan pembelian 
produk baik barang maupun jasa, akan tetapi WOM mempunyai pengaruh yang 
lebih besar dalam mempengaruhi keputusan konsumen dalam membeli jasa 
(Murray dan Schalacter, 1990; Zeithaml, 1981, dalam Bansal dan Voyer, 2000). Hal 
ini disebabkan karakteristik jasa yang tidak berwujud (intangible) sehingga 
mengakibatkan konsumen sulit mengevaluasi jasa secara keseluruhan sebelum 
terjadi pembelian.  
Selain disebabkan karakteristik jasa yang tidak berwujud, tingkat risiko 
jasa yang lebih tinggi dibanding produk barang menyebabkan sebelum melakukan 
keputusan pembelian konsumen akan mencari informasi dari orang lain (Mangold 
et al., 1999; Murray, 1991; Zeithaml, 1981, dalam Wangenheim dan Bayon, 2004). 
Pencarian informasi ini terjadi akibat kepercayaan konsumen yang lebih besar 
terhadap informasi yang mereka dapatkan  dari proses komunikasi informal 
ataupun personal dalam membuat keputusan pembelian dibandingkan dengan 
informasi yang mereka dapatkan dari komunikasi formal atau organisasional 
misalnya iklan yang dibuat oleh perusahaan. Orang cenderung lebih percaya pada 
informasi dari mulut ke mulut karena mereka yakin sang pemberi rekomendasi 
berbicara jujur dan tidak ditunggangi motif tersembunyi (SWA, 2009). 
Pengaruh WOM terhadap perilaku konsumen sangat menarik untuk 
diteliti, hal ini disebabkan oleh beberapa hal diantaranya; Pertama, semakin 
banyaknya sumber informasi yang dapat diperoleh konsumen guna pengambilam 
keputusan, akibatnya efektivitas iklan yang selama ini menjadi alat utama 
komunikasi menjadi menurun. Kedua, semakin pintarnya konsumen dalam memilih 
informasi yang dibutuhkannya, dibanding dengan iklan yang selalu menayangkan 
segi kebaikan dan keunggulan suatu produk sehingga konsumen cenderung lebih 
percaya pada WOM karena biasanya sumber beritanya adalah orang yang dapat 
dipercaya kredibilitasnya. Ketiga, adakalanya informasi WOM berisi berita negatif 
dan ini hampir tidak bisa dikontrol oleh perusahaan. Apabila WOM yang negatif 
tidak segera ditanggulangi besar kemungkinan perusahaan akan kehilangan 
pelanggannya. 
Beberapa penelitian yang ada sebelumnya telah menunjukkan peran 
penting WOM dalam  membentuk sikap konsumen (Bone, 1995), membentuk 
perilaku pembelian dan pembuatan keputusan (Murray, 1991), serta fungsi WOM 
yang dapat digunakan konsumen guna mengurangi risiko yang berhubungan 
dengan keputusan pembelian (Murray, 1991). Penelitian yang dilakukan oleh Berry 
dan Parasuraman pada tahun 1991 juga mengungkapkan pentingnya WOM sebagai 
faktor kunci kesuksesan khususnya bagi penyedia jasa (dalam Wangenheim dan 
Bayon, 2004).  
Beberapa studi terkait telah dilakukan sebelumnya untuk mengetahui 
faktor-faktor yang mempengaruhi persepsi penerima terhadap informasi yang 
mereka dapatkan dari komunikasi word of mouth antara lain: 
Pertama, Penelitian empiris yang dilakukan oleh Bansal dan Voyer (2000) 
dalam penelitiannya “Word of Mouth Processes within a Services Purchase 
Decision Context”. Sebagai obyek penelitiannya adalah military members yang 
berlokasi di Kanada Timur dengan jumlah data yang terkumpul sebanyak 113 
respondent. Bansal dan Voyer mengemukakan hasil penelitiannya bahwa pengaruh 
WOM terhadap keputusan pembelian jasa dipengaruhi oleh faktor non-
interpersonal (yaitu; keahlian sender dalam menyampaikan informasi, keahlian dan 
persepsi receiver (penerima) terhadap risiko yang harus ditanggung ketika 
menerima WOM). Selain faktor non-interpersonal, pengaruh word of mouth 
terhadap keputusan pembelian jasa juga dipengaruhi oleh faktor interpersonal 
(yaitu kekuatan hubungan antara sender dan receiver, serta seberapa aktif 
informasi itu sedang dicari oleh receiver). 
Kedua, penelitian yang dilakukan oleh Wangenheim dan Bayon (2004) 
dalam penelitiannya “The Effect of Word of Mouth on Services switching)”. 
Penelitian ini dilakukan kepada konsumen pengguna energy yang berada di Negara 
German dengan total 267 responden yang terdiri dari 137 responden tipe switcher 
dan 130 responden tipe non-switcher. Dari penelitian tersebut didapatkan hasil 
bahwasannya kekuatan pengaruh WOM ditentukan oleh perceived communicator 
characteristics (yaitu expertise dan similarity) dan perceived risk dimensions nya 
(yaitu financial/functional risk dan psycological/social risk). 
Ketiga, Penelitian yang dilakukan oleh Sweeney, Soutar dan Mazzarol pada 
tahun 2008 dalam penelitiannya “Factors Influencing Word Of Mouth Effectiveness: 
Receiver Perspectives”. Dengan menggunakan metode Focuse Group Discussion 
terhadap 54 partisipan yang terdiri dari pelanggan dan pelanggan potensial dari 
financial institution. Penelitian tersebut menemukan bahwa potensi word of mouth 
dalam mempengaruhi persepsi dan sikap receiver dipengaruhi oleh; (1) hubungan 
yang terjalin antara sender dan receiver, (2) seberapa informatif pesan yang 
disampaikan dan cara penyampaiannya, (3) faktor-faktor personal seperti; keahlian 
dan kredibilitas sender, terpercayanya informasi yang disampaikan serta fungsi 
sender sebagai pemimpin opini (opinion leader), (4) karakteristik situasional seperti; 
rendahnya pengetahuan receiver akan produk tersebut, informasi yang 
disampaikan merupakan informasi yang sedang dicari dan dibutuhkan untuk 
membuat keputusan pembelian, informasi yang disampaikan tersebut sama 
dengan informasi yang disampaikan oleh beberapa pemberi sumber informasi, 
serta rendahnya risiko terkait dengan penerimaan saran tersebut.  
Penelitian yang dilakukan oleh Wangenheim dan Bayon (2004) dalam 
penelitiannya “The Effect of Word of Mouth on Services switching” mengungkapkan 
bahwasannya dalam penelitian terkait WOM masih terdapat research gap yaitu 
belum dapat diketahuinya faktor-faktor yang menentukan seberapa besar 
pengaruh WOM bagi penerima, meskipun para peneliti sebelumnya telah meneliti 
pengaruh karakteristik komunikator seperti expertise dan similarity terhadap 
kuatnya pengaruh word of mouth (Brown dan Reingen, 1987; Price et al, 1989) 
maupun hubungan antara pengaruh kategori jasa (seperti perceived risk) terhadap 
kuatnya pengaruh penyampaian word of mouth (Arndt, 1967). Hubungan antara 
kedua kelompok faktor tersebut telah diuji oleh Wangenheim dan Bayon (2004) dan 
didapatkan hasil bahwasannya kekuatan pengaruh WOM terhadap penerima 
(receiver) dipengaruhi oleh interaksi antara variabel karakteristik komunikator 
(sender) yaitu expertise dan similarity yang diperkuat oleh perceived risk sebagai 
variabel moderasinya. Untuk itulah penulis tertarik untuk melakukan penelitian 
yang bersumber pada penelitian yang telah dilakukan oleh Wangenheim dan Bayon 
(2004) untuk mengetahui kuatnya pengaruh penyampaian word of mouth 
berdasarkan hubungan antara kategori produk dan karakteristik komunikator yang 
dirasakan oleh penerima. Dengan obyek penelitian berupa konsumen pengguna 
skin care di Surakarta, peneliti ingin mengetahui apakah hubungan antara 
karakteristik sender dan karakteristik produk mampu mempengaruhi keputusan 
konsumen pengguna jasa skin care di Surakarta untuk melakukan perpindahan jasa. 
Berdasarkan uraian tesebut penulis melakukan penelitian dalam skripsi dengan 
judul: 
”Peran Perceived Product Characteristics dalam Memoderasi Pengaruh Perceived 
Communicator Characteristics Pada Intention to Switch”  
(Studi Pada Pengguna Jasa Skin Care di Surakarta). 
 
 
 
B. RUMUSAN MASALAH 
Berdasarkan latar belakang yang telah diuraikan diatas, maka rumusan 
masalah dalam penelitian ini dapat diformulasikan sebagai berikut: 
1. Apakah sourch similarity berpengaruh terhadap keputusan penerima word of 
mouth untuk berpindah? 
2. Apakah keahlian sumber (expertise) berpengaruh terhadap keputusan penerima 
word of mouth untuk berpindah? 
3. Apakah social/psycological risk memoderasi pengaruh sourch similarity terhadap 
keputusan penerima word of mouth untuk berpindah? 
4. Apakah functional/financial risk memoderasi pengaruh sourch expertise 
terhadap keputusan penerima word of mouth untuk berpindah? 
 
C. Tujuan Penelitian 
Berdasarkan pemikiran tersebut maka dapat dirumuskan bahwa tujuan 
dari penelitian ini adalah untuk mengetatui peran perceived product characteristics 
dalam memoderasi pengaruh perceived communicator characteristics pada 
intention to switch. 
 
D. Manfaat Penelitian 
Suatu penelitian akan mepunyai nilai apabila penelitian tersebut mampu 
memberikan manfaat kepada berbagai pihak. Adapun manfaat penelitian ini adalah 
sebagai berikut: 
 
1. Bagi Praktisi 
Studi ini bertujuan untuk mengetahui peran perceived product 
characteristics dalam memoderasi pengaruh perceived communicator 
characteristics pada intention to switch dalam mempengaruhi keputusan 
pengguna skin care di Surakarta untuk berpindah. Melalui studi ini diharapkan 
mampu menjadi bukti empiris keefektifan komunikasi WOM dalam 
mempengaruhi keputusan pembelian pengguna jasa skin care yang ada di 
Surakarta, sehingga nantinya dapat menjadi bahan pertimbangan bagi para 
manager perusahaan skin care yang yang ingin menggunakan strategi 
pemasaran word of mouth yang paling tepat bagi kesuksesan perusahaan. 
2.  Bagi Penelitian yang akan datang 
Penelitian ini duharapkan mampu menjadi referensi bagi peneititian-
penelitian berikutnya dengan topik penelitian yang sejenis, serta dapat menjadi 
bahan pembanding. 
 
BAB II 
TINJAUAN PUSTAKA 
 
Berdasarkan penelititan terdahulu telah diuraikan mengenai faktor-faktor yang 
mempengaruhi komunikasi word of mouth terhadap keputusan penerima untuk 
berpindah. Pembahasan ini dimaksudkan untuk memberikan penjelasan mengenai studi 
ini berdasarkan variabel-variabel yang menjadi obyek amatan serta hubungan antar 
variabel yang dikonsepkan. Penjelasan ini juga dimaksudkan untuk memberikan 
kerangka dasar dalam merumuskan hipotesis. Berikut ini adalah penjelasan terhadap 
masing-masing variabel yang diteliti. 
 
A. PEMBAHASAN TEORI 
Pengaruh interpersonal atau pengaruh sosial dapat dikategorikan baik 
sebagai pengaruh informasional maupun sebagai pengaruh normative (Deutsch 
dan Gerrard, 1995 dalam Wangenheim dan Bayon, 2004). Pengaruh informasional 
terjadi ketika sebuah informasi yang disampaikan dapat diterima apabila informasi 
tersebut merupakan evidence of reality (e.g Burnkraut and Cosineau, 1975, dalam 
Wangenheim dan Bayon, 2004). Sebaliknya pengaruh normatif terjadi ketika 
informasi yang disampaikan oleh sender dapat diterima jika informasi tersebut 
sesuai dengan informasi yang disampaikan oleh orang lain (Kelman, 1961, dalam 
Wangenheim dan Bayon, 2004) 
Seberapa kuat pengaruh penyampaian WOM terhadap sikap atau 
perilaku penerima, ditentukan oleh seberapa kuat pengaruh informasional atau 
pengaruh normatif yang ditunjukkan. Penelitian dalam psikologi sosial (e.g. Deutsch 
dan Gerrard, 1995; Lascu dan Zinkhan, 1999 dalam Wangenheim dan Bayon, 2004) 
serta penelitian di bidang pemasaran (e.g. Gilly et al., 1998; Yale dan Gilly, 1995 
dalam Wangenheim dan Bayon, 2004) menyatakan bahwa perceived characteristics 
sender dan kategori perceived product merupakan variabel penting dalam 
menentukan pengaruh normatif dan pengaruh informasionalnya, untuk itu dalam 
penelitian ini, sesuai dengan penelitian sebelumnya yang dilakukan oleh Price et al 
(1980) peneliti mengambil peran variabel moderasi yaitu perceived risk terhadap 
pengaruh karakteristik komunikator dalam penyampaian sebuah informasi. 
1. Pengaruh Perceive Communicator Characteristic Terhadap Intention to Switch 
Sebagai karakteristik sender, expertise dan similiarity telah di 
identifikasi dan diuji pada penelitian terdahulu sebagai penentu pengaruh 
interpersonal begitu juga pengaruhnya terhadap penyampaian informasi 
melalui WOM. Keduanya secara positif terkait dalam mempengaruhi pesan 
yang diterima oleh receiver. 
 
 
 
 
a. Similarity 
Similarity atau homophily adalah tingkat dimana individu-
individu mempunyai kesamaan terhadap atribut tertentu (Brown and 
Reingen, 1987, dalam Wangenheim dan Bayon, 2004). Beberapa teori 
dapat dihubungkan ketika menerangkan kenapa perceived sender 
similarity dapat meningkatkan pengaruh penyampaian informasi. 
Pertama, berdasarkan model source attractiveness oleh Kelman 
(1961, dalam Wangenheim dan Bayon, 2004) menyatakan bahwa 
penerima dapat mengidentifikasi informasi yang disampaikan sender 
dengan baik apabila terdapat kesamaan antara sender dan receiver, baik 
kesamaan latar belakang, pendapat, kesukaan maupun ketidaksukaan 
mereka. 
Kedua, dalam teori social comparison proposes yang 
dikemukakan oleh Festinger (1994, dalam Wangenheim dan Bayon, 2004) 
menyatakan bahwa orang cenderung akan membandingkan sikap dan 
kemampuan mereka dengan sikap dan kemampuan orang lain. 
Kecenderungan untuk membandingkan diri sendiri dengan orang lain 
meningkat apabila orang tersebut dilihat memiliki kesamaan dengan 
dirinya, karena menurut Festinger (1994, dalam Wangenheim dan Bayon, 
2004) seseorang berasumsi bahwa seseorang yang sama memiliki 
kesamaan pula dalam hal kebutuhan dan kesenangan. 
Masih dalam Wangenheim dan Bayon (2004), Kamins (1990) 
menyatakan dalam hipotesisnya bahwa pengaruh informasional 
dipengaruhi oleh konsistensi image komunikator dengan image produk 
serta konsep diri (self-consept) dari penerima informasi tersebut. 
Studi empiris tentang pengaruh sourch similarity terhadap 
pengaruh informasional juga telah diteliti dalam riset iklan. Penelitian ini 
secara konsisten mendukung hipotesis yang menyatakan bahwa similar 
comunicator dirasa lebih berpengaruh dibandingakan dissimilar 
comunicator (e.g. Feick dan Higie, 1992, dalam Wangenheim dan Bayon, 
2004). 
Penelitian yang dilakukan oleh Brown dan Reingen, 1987; Price 
et al,1989; Gilli et al., 1998 dalam Wangenheim dan Bayon, 2004 juga 
menyatakan bahwa pengaruh WOM pada penerima akan semakin 
meningkat ketika terdapat kesamaan antara sender dan receiver 
dibandingkan bila informasi tersebut disampaikan oleh orang yang tidak 
memiliki kesamaan. Berdasarkan uraian diatas, penulis menyusun 
hipotesis yang pertama sebagai berikut: 
H1. Semakin tinggi tingkat persamaan antara sender dengan receiver 
maka semakin besar pengaruh word of mouth terhadap keputusan 
receiver untuk berpindah (switching). 
 
 
b. Expertise  
Keahlian sender (expertise) dapat menjadi salah satu faktor yang 
berpengaruh terhadap penyampaian sebuah informasi (e.g. Deutsch dan 
Gerrard, 1955; Herr et al., 1955; Herr et al., 1991; Lascu dan Zinkhan, 
1999; Yale dan Gilly, 1995, dalam Wangenheim dan Bayon, 2004). 
Keahlian dapat didefinisikan sebagai kemampuan sender dalam 
menyampaikan informasi mengenai produk tersebut dengan baik (Feick 
dan Higie, 1992: p.12 dalam Wangenheim dan Bayon, 2004). Pendapat 
senada juga dikemukakan oleh Bristor (1990) yang mendefinisikan 
expertise sebagai tingkat dimana sender dinilai memiliki kemampuan 
untuk memberikan sebuah informasi yang benar (dalam Wangenheim dan 
Bayon, 2004).  
Gilly et al. (1998, dalam Wangenheim dan Bayon, 2004) 
menyatakan bahwa pendapat seorang yang ahli akan lebih sering dicari 
daripada pendapat orang lain, karena mereka dianggap memiliki kualitas 
informasi yang lebih tinggi. Dengan pengetahuan yang dimiliki 
memungkinkan mereka untuk meyakinkan orang lain mengenai opini 
mereka tentang suatu produk dan merek. Studi empiris menunjukkan 
bahwa orang yang ahli sering menjadi opinion leader dalam sebuah 
kategori produk (Jacoby dan Hoyer, 1981, dalam Wangenheim dan Bayon, 
2004). Orang lain sering mengikuti keputusan para opinion leader, karena 
mereka dianggap memiliki kualitas informasi yang lebih dari pada orang 
lain (Gilly et al, 1998 dalam Wangenheim dan Bayon, 2004). Dari 
penelitian tersebut dapat ditarik kesimpulan bahwasannya sebuah 
informasi yang didapatkan dari seseorang yang ahli mengenai suatu 
produk dapat memberikan pengaruh kepada penerimanya.  
Bukti empiris menyatakan bahwa informasi yang diperoleh dari 
sumber/sender yang ahli lebih besar pengaruhnya terhadap penerima 
dibandingkan informasi yang disampaikan oleh orang yang tidak ahli 
(Bone, 1995; Her et al., 1991; Feick dan Higie, 1992, dalam Wangenheim 
dan Bayon, 2004). Untuk itulah peneliti menyusun hipotesis kedua yang 
memperkirakan bahwa keahlian seorang sumber berhubungan secara 
positif terhadap pengaruh word of mouth. 
H2. Semakin tinggi source expertise, semakin besar pengaruh word of 
mouth terhadap keputusan sender untuk berpindah (switching) 
 
2. Pengaruh Perceived Risk sebagai Variabel Moderasi 
Penelitian yang dilakukan oleh Guo (2001) menunjukkan bahwa untuk 
mengurangi risiko yang berhubungan dengan keputusan pembelian, 
konsumen akan mencari informasi terlebih dahulu mengenai produk atau jasa 
tersebut Pencarian informasi oleh konsumen dapat diperoleh melalui 
komunikasi word of mouth. Menurut Muray (1991) word of mouth dapat 
menjadi sumber informasi yang efektif guna mengurangi risiko pembelian atau 
penggunaan jasa (dalam Wangenheim dan Bayon, 2004). 
Seorang konsumen akan mencari berbagai informasi yang berguna 
untuk mengurangi risiko spesifik yang mereka rasakan. Konsumen yang 
merasa memiliki lebih banyak risiko finansial atau fungsional akan mencari 
informasi mengenai atribut dan harga produk dari orang yang ahli, karena 
mereka dianggap mampu memberikan informasi yang akurat mengenai 
kategori produk tersebut (Bone, 1995, dalam Wangenheim dan Bayon, 2004). 
Sebaliknya, ketika konsumen merasa memiliki  perceived social dan 
psikological yang tinggi, mereka akan mencari informasi dari sender yang 
memiliki kesamaan dengan mereka, karena informasi tersebut akan memiliki 
kesamaan dengan pendapat/referensi kelompok mereka (Bearden dan Etzel, 
1982, dalam Wangenheim dan Bayon, 2004). Hal ini merupakan tipe pengaruh 
normatif, dimana individu akan menyesuaikan dengan kebiasaan kelompok 
mereka, kemungkinan terlepas dari obyektivitas dari rekomendasi tersebut.  
Berdasarkan uraian diatas, penulis memperkirakan hubungan antara 
expertise dan pengaruh penyampaian word of mouth yang dimoderasi oleh 
finansial/functional risk, begitu pula hubungan antara similarity dan 
pengaruhnya terhadap penyampaian word of mouth yang dimoderasi oleh 
social/psycological risk. 
Dukungan secara tidak langsung dapat diambil dari studi 
experimental yang yang dilakukan oleh Feick dan Higie (1992, dalam 
Wangenheim dan Bayon 2004) yang menemukan bahwa dalam kategori 
produk dimana preferensi heterogenitasnya rendah menyebabkan rendahnya 
individual teste terhadap kategori produk tersebut sehingga konsumen akan 
lebih percaya terhadap informasi yang berasal dari para pakar, karena dalam 
hal ini kriteria fungsional lebih penting. Sebaliknya, ketika preferensi 
heterogenitasnya tinggi, dimana penilaian terhadap kategori produk tersebut 
juga semakin banyak, risiko sosial/psikological juga semakin tinggi, karena 
penerimaan pilihan produk tergantung pada kriteria yang berhubungan 
dengan sosial dan psikologikal dibandingkan dengan kriteria fungsional. 
Sehingga sender yang memiliki kesamaan dengan mereka dirasa lebih penting 
daripada pendapat pakar karena kriteria fungsional kurang begitu penting bila 
dibandingkan dengan pendapat anggota kelompok (Bearden dan Etzel, 1982, 
dalam Wangenheim dan Bayon, 2004). 
H3. Pengaruh sourch similarity dalam mempengaruhi penerima untuk 
berpindah lebih kuat ketika risiko sosial/psikologikal nya tinggi 
H4. Pengaruh source expertise dalam mempengaruhi penerima untuk 
berpindah lebih kuat ketika risiko finansial/fungsional nya tinggi. 
 B. MODEL PENELITIAN 
Guna mempermudah pemahaman terhadap permasalahan yang akan 
diteliti, maka diperlukan sebuah model penelitian yang berfungsi sebagai landasan 
terhadap masalah dalam penelitian serta memberikan arah dalam penelitian. 
Model penelitian dalam penelitian ini adalah sebagai berikut: 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar II. 2 
 Kerangka Pemikiran 
Sumber : Wangenheim dan Bayon (2004) 
 
 
Kerangka pemikiran yang disajikan diatas menjelaskan bahwa kuatnya 
perceived influence yang dirasakan oleh penerima sebagai akibat penyampaian 
word of mouth dipengaruhi oleh karakteristik komunikator yaitu similarity dan 
expertise yang dimoderasi oleh karakteristik produk yaitu social/psikological risk 
dan functional/financial risk. Dengan adanya pengaruh yang dirasakan atas 
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penyampaian informasi melalui komunikasi word of mouth, apakah dapat 
mempengaruhi keputusan penerima (receiver) untuk  berpindah.  
BAB III 
METODE PENELITIAN 
 
A. DESAIN PENELITIAN 
Desain yang digunakan dalam penelitian ini adalah desain survei 
yaitu melakukan penyelidikan untuk memperoleh fakta-fakta dari gejala yang 
ada dan mencari keterangan secara fluktual dengan menguji hipotesis. 
Berdasarkan dimensi waktu, penelitian ini dikategorikan kedalam penelitian 
cross sectional. Studi cross-sectional dapat dilakukan dengan data yang hanya 
sekali dikumpulkan, mungkin selama periode harian, mingguan, atau bulanan 
dalam rangka menjawab pertanyaan penelitian (Sekaran, 2006).  
1. Tujuan Penelitian 
Berdasarkan data yang diperoleh, penelitian ini bertujuan untuk 
menguji hipotesis-hipotesis yang telah dikemukakan untuk mengetahui 
apakah hipotesis tersebut dapat diterima atau ditolak sehingga dari hasil 
penelitian ini dapat ditarik suatu kesimpulan yang tepat. 
2. Hubungan Antar Variabel 
Tipe hubungan variabel dalam penelitian ini merupakan 
hubungan kausalitas, dimana penelitian ini dilakukan untuk mendeteksi 
hubungan sebab akibat diantara dua atau lebih variable (Ghozali, 2005). 
  
3. Unit analisis  
Unit analisis merajuk pada tingkat kesatuan data yang 
dikumpulkan selama tahap analisis data selanjutnya (Sekaran, 2006). 
Dalam penelitian ini, unit data yang dianalis adalah individu (individual). 
 
B. OBJEK DAN LOKASI PENELITIAN 
Objek amatan studi ini adalah para pengguna skin care yang berlokasi 
di Surakarta untuk mengetahui pengaruh persepsi atas referensi yang 
disampaikan melalui komunikasi word of mouth. Skin care yang berlokasi di 
kota Surakarta diantaranya; Larissa skin care and hair treathment (Jl. Gajah 
Mada N0. 103 Solo), Natasha skin care (Jl. Laksda Adisucipto no. 39 Solo), 
BeHati skin clinic, care & esthetics (Jl. Slamet Riyadi No. 321 Solo), Tiphara 
beauty care (Jl. Gajahmada No. 61 Solo), Retno’s beauty centre (Jl. Truntum 
No.1 Sondakan Solo).  
 
C. SUMBER DATA DAN METODE PENGUMPULAN DATA 
Sumber data yang digunakan dalam penelitian ini berupa data primer 
yang bersumber langsung dari responden yang menjadi sampel dalam 
penelitian ini. Metode pengumpulan data yang digunakan adalah metode 
wawancara terstruktur, dimana peneliti memiliki daftar pertanyaan yang 
direncanakan untuk ditanyakan secara langsung (bertatap muka) dengan 
responden.. Daftar pertanyaan (kuisioner) tersebut terdiri dari pertanyaan 
terbuka dan tertutup. Pemilihan metode wawancara dalam penelitian ini 
bertujuan untuk menghindari pembiasan data yang dapat disebabkan oleh  
ketidaksungguhan responden dalam pengisian kuesioner dan kurangnya 
pemahaman respondent terhadap pertanyaan yang diajukan. Diharapkan 
dengan metode wawancara dapat meningkatkan pemahaman, minat dan 
kesungguhan responden dalam menjawab tiap butir pertanyaan yang diajukan, 
sehingga data yang didapatkan mampu menggambarkan situasi yang 
sebenarnya (Sekaran, 2006). 
 
D. POPULASI, SAMPLE, JUMLAH SAMPLE, DAN METODE PENGAMBILAN SAMPEL 
Populasi dalam penelitian ini adalah semua konsumen pengguna jasa skin 
care yang berlokasi di kota Surakarta. dalam studi ini peneliti melakukan 
pengambilan sampel dengan menggunakan metode non probability sampling 
dimana informasi atau data penelitian dikumpulkan dari anggota populasi yang 
paling mudah ditemui oleh peneliti (Sekaran, 2006). Peneliti menggunakan non 
probability sampling karena peneliti tidak mengeahui jumlah keseluruhan anggota 
populasi yang diteliti. Metode yang digunakan peneliti dengan metode purposive 
sampling, karena sample dalam penelitian ini harus memenuhi kriteria sampel 
sebagai berikut:  
1. Konsumen/Pengguna skin care yang berlokasi di Surakarta. 
2. Konsumen/pengguna skin care berjenis kelamin wanita. 
3.  Selama melakukan perawatan di skin care tersebut, responden pernah 
mendapatkan rekomedasi dari orang lain (misal: dari teman, keluarga, kerabat) 
untuk berpindah ke skin care lain. 
Sampel yang digunakan dalam studi ini berjumlah 200 responden. 
Berdasarkan model estimasi menggunakan Maximum Likelihood (ML), jumlah 
sampel sebanyak 200 telah memenuhi jumlah minimum sampel yaitu antara 100 
sampai 200 (Ghozali, 2008).  
 
E. DEFINISI OPERASIONAL  
Definisi operasional adalah suatu definisi yang dilakukan kepada 
suatu variabel atau konstruk dengan cara memberikan arti, atau 
menspesifikasikan kegiatan, ataupun memberikan suatu operasional yang 
diperlukan untuk mengukur konstruk atau variabel tersebut (Nasir, 2003). 
Definisi operasional ini akan memberikan batasan, ciri atau indikator suatu 
variabel yang merinci hal-hal yang harus dikerjakan oleh peneliti untuk 
mengukur variabel tersebut. 
1. Variabel Bebas (independent variable) 
Variabel bebas adalah variabel yang mempengaruhi variabel 
terikat, entah secara positif atau negatif. Dengan kata lain, varians 
variabel terikat ditentukan oleh variabel bebas (Sekaran, 2006). 
Variabel bebas dalam penelitian ini adalah: 
 a. Similarity 
Similarity atau homophily adalah tingkat dimana individu-individu 
mempunyai kesamaan terhadap atribut produk tertentu. Penerima 
dapat mengidentifikasi informasi yang diberikan oleh sumber dengan 
baik jika penerima memiliki kesamaan dengan pemberi informasi 
tersebut baik kesamaan latar belakang, pendapat, kesukaan dan 
ketidaksukaan mereka (Kelman, 1961 dalam Wangenheim dan Bayon 
2004).  
Indikator pengukuran variabel similarity adalah sebagai berikut: 
1) Kesamaan antara pemberi dan penerima word of mouth dalam hal 
memilih dan menilai sebuah produk jasa 
2) Kesamaan antara pemberi dan penerima word of mouth dalam hal 
latar belakang, pendapat, kesukaan maupun ketidak sukaan  
b. Expertise 
Keahlian (expertise) didefinisikan sebagai kemampuan sumber 
dalam menyampaikan informasi mengenai produk tersebut dengan baik 
(Feick and Higie dalam Wangenheim dan Bayon 2004). Keahlian juga 
didefinisikan sebagai tingkat dimana sumber (sender) dinilai memiliki 
kemampuan untuk memberikan sebuah informasi yang benar 
(Widyaharsana, 2009).  
 Indikator pengukuran variabel ekspertise adalah sebagai berikut : 
1) Pengetahuan yang dimiliki pemberi word of mouth tentang 
produk dan pasar jasa kecantikan. 
2) Ahli atau tidaknya pemberi word of mouth dalam bidang penyedia 
jasa kecantikan. 
 
2. Variabel Moderasi 
Variabel moderasi yang digunakan untuk menghubungakan antara 
variabel independent dengan variabel dependent dalam penelitian ini adalah 
perceived risk. Perceived Risk merupakan konsekuensi negatif yang dapat 
muncul dari pembelian sebuah produk (Bauer,1967, dalam Wangenheim dan 
Bayon 2004). Perceived risk dapat dapat dikategorikan dalam beberapa 
dimensi, yaitu risiko finansial, fungsional, sosial, psycological, risiko waktu 
dan risiko sekuritas. 
Terdapatnya hubungan yang kuat antara jenis-jenis perceived risk 
yang ada yaitu functional risk dengan finansial risk dan juga social risk dengan 
psikological risk, maka dalam penelitian ini penulis hanya membedakan dua 
dimensi resiko menjadi financial/functional risk dan social/psycological risk 
untuk diteliti. 
 
Ketika konsumen merasa memiliki perceived sosial dan psikological 
yang tinggi, mereka akan mencari informasi dari sumber yang memiliki 
kesamaan dengan mereka sehingga dalam penelitian ini terdapat indikator 
sebagai berikut: 
a. Dampak pilihan konsumen atas sebuah penyedia jasa terhadap penilaian 
teman atau saudara mereka. 
b. Kesamaan pilihan atas penyedia jasa antara konsumen dengan teman 
atau saudara mereka. 
Functional Risk adalah fungsi suatu atribut produk yang tidak dapat 
memuaskan kebutuhan konsumen, sedangakan finansial risk berhubungan 
dengan hilangnya finansial yang dikarenakan pembelian yang salah “bad 
purchase”  
Konsumen yang merasa memiliki lebih banyak risiko finansial atau 
fungsional akan mencari informasi mengenai atribut dan harga produk 
tersebut. Konsumen akan mencari informasi dari seorang yang ahli yang 
dianggap mampu memberikan informasi yang akurat mengenai kategori 
produk tersebut (Bone, 1995, dalam Wangenheim dan Bayon 2004). Karena 
indikator risiko finansial atau fungsional yang digunakan dalam penelitian 
Wangenheim dan Bayon (2004) hanya terdapat satu indicator yang dapat 
diuji (yaitu poin a), maka penulis menambah dua indicator (poin b dan poin c) 
yang berasal dari penelititan Mieres, Martin dan Gutierrez (2006) sehingga 
terbentuk indikator sebagai berikut: 
a. Besarnya risiko finansial yang harus ditanggung konsumen dalam 
memilih sebuah provider jasa. 
b. Banyaknya biaya yang harus dikeluarkan konsumen untuk melakukan 
perawatan 
c. Persepsi konsumen terhadap tingkat kepuasan yang diharapkan dengan 
kepuasan yang akan diperolehnya.  
 
3. Variabel Dependen 
Variabel dependen merupakan variabel yang menjadi perhatian 
utama peneliti. Variabel dependen merupakan variabel yang dipengaruhi 
oleh variabel lain (Sekaran, 2006). Variabel dependen dalam penelitian ini 
adalah intention to switch, yaitu variabel yang digunakan untuk mengetahui 
pengaruh persepsi atas referensi yang disampaikan sender melalui 
komunikasi word of mouth, dimana setelah konsumen menerima 
rekomendasi dari word of mouth apakah mereka akan berpindah ke 
penyedia jasa lain atau tidak. Keputusan konsumen untuk berpindah atau 
tidak dipengaruhi oleh beberapa variabel baik variabel independent yaitu 
expertise dan similarity ataupun social/psycological risk dan 
functional/financial risk nya. Indikator untuk mengetahui adanya perceived 
influence adalah: 
a. Kredibilitas informasi yang disampaikan sender 
b. Kepercayaan receiver terhadap informasi yang disampaikan  
c. Pengaruh penilaian receiver terhadap nformasi yang disampaikan 
d. Pengaruh pendapat yang disampaikan terhadap keinginan untuk 
berpindah ke penyedia jasa lain.  
e. Pengaruh pendapat yang disampaikan sender terhadap receiver 
dalam membuat keputusan  
 
F. SKALA PENGUKURAN 
Format jawaban adalah pembobotan pada item-item kuesioner yang 
menggunakan teknik skoring. Teknik skoring yang digunakan dalam 
penelitian ini adalah skala likert, Penggunaan skala likert dalam penelitian ini 
dikarenakan data tidak dapat diukur dengan satuan yang pasti. Pemberian skor 
tersebut menggunakan empat skala pilihan yaitu: 
1. Untuk jawaban sangat setuju diberi skor 4 
2. Untuk jawaban  setuju diberi skor 3 
3. Untuk jawaban tidak  setuju diberi skor 2 
4. Untuk jawaban sangat tidak setuju diberi skor 1 
Penggunaan skala empat ini dikarenakan sebagian responden 
seringkali memilih menyembunyikan kenyataan yang sebenarnya, atau takut 
untuk berpendapat, sehingga mereka memilih untuk berada di posisi tengah. 
Agar lebih obyektif dan untuk menghilangkan kecenderungan netral maka 
angka netral dihilangkan. Hal ini didukung oleh pendapat Sevilla et al (1993) 
yang menyatakan bahwa beberapa penelitian berusaha menghapus angka 
netral dan mengurangi skala menjadi empat. 
 
G. METODE ANALISIS DATA 
1. Analisis Diskriptif 
Analisis diskriptif adalah analisis data dengan cara mengubah data 
mentah menjadi bentuk yang lebih mudah dipahami dan diintepretasikan. 
Analisis ini menggambarkan profil dan tanggapan responden terhadap kuesioner 
yang diberikan. 
2. Pengujian Statistik 
Pengujian statistik diawali dengan pengujian validitas dan reliabilitas 
data penelitian. Hal ini bertujuan untuk memberikan jaminan bahwa data yang 
diperoleh telah memenuhi kriteria kelayakan untuk diuji dengan menggunakan 
metode statistik apapun jenisnya. Dengan demikian, hasil yang diperoleh 
menggambarkan fenomena yang diukur. 
 Sebelum dilakukan analisis data terhadap data primer, maka perlu 
dilakukan uji validitas dan realibilitas terhadap kuesioner yang dipakai dalam 
penelitian. Berikut ini disajikan hasil pengujian instrument (uji validitas dan uji 
reliabilitas) pada pretest dan sampel besar denganbantuan program statistic 
SPSS 12.0 : 
 
 
 
a. Uji Validitas 
Uji validitas dilakukan dengan tujuan untuk membuktikan bahwa 
instrument atau alat ukur, tehnik, atau proses yang digunakan untuk 
mengukur suatu konsep benar-benar melakukan fungsi ukurnya yaitu 
konsep yang di inginkan (Sekaran, 2006). Semakin tinggi validitas suatu 
suatu alat ukur, semakin tinggi pengukuran mengenai sasarannya. 
Pengujian yang dilakukan adalah pengujian validitas isi (content 
validity) melalui pemerikasaan terhadap butir-butir  pengukuran yang 
digunakan (face validity). Content validity memastikan bahwa pengukuran 
konstruk atau variabel terdiri dari butir-butir pengukuran yang mencukupi 
dan mempresentasikan konsep yang diukur, sedangkan face validity 
merupakan pengujian dasar dari content validity yang mengindikasikan 
bahwa butir-butir yang digunakan untuk mengukur konsep tersebut 
(Sekaran, 2006). Untuk memperoleh validitas kuesioner, usaha dititik 
beratkan pada pencapaian validitas isi. Validitas tersebut menunjukkan 
sejauh mana perbedaan yang diperoleh dengan instrument pengukuran 
merefleksikan perbedaan sesungguhnya pada responden yang diteliti. 
Untuk uji validitas digunakan alat uji Confirmatori Faktor Analisis 
dengan bantuan SPSS for Windows versi 12.0. Sedangkan kriteria data yang 
dapat dianalisis dengan factor analisis, menurut Hair et al (1999) adalah 
data yang menunjukkan KMO (Kaiser-Meyer-Olkin ≥ 0.5 dan Barlett’s Test of 
Sphencity (BTS) dengan signifikansi ≤ 0.05. Item pertanyaan dikatakan valid 
jika memiliki factor loading ≥ 0,4 dan terekstrak sempurna pada satu faktor 
yang sama (Simamora, 2005).  
Sebelum dilakukan penyebaran ke sampel besar, peneliti terlebih 
dahulu melakukan pretest kepada 30 responden guna kepentingan uji 
validitas dan reliabilitas. Berikut ini hasil uji validitas pada pretest : 
Tabel III.I 
Hasil KMO dan Barlett's Test data Pretest 
KMO and Bartlett's Test
.733
287.892
91
.000
Kaiser-Meyer-Olkin Measure of Sampling
Adequacy.
Approx. Chi-Square
df
Sig.
Bartlett's Test of
Sphericity
 
Sumber : Data Primer yang diolah, 2009 
 
 
Berdasarkan nilai KMO dan Barlett’s test pada table III.1, model 
analisis faktor yang digunakan memenuhi kriteria goodness of fit yang baik. 
Hal ini diindikasikan melalui skor KMO sebesar 0,733 (>0,50) dan signifikansi 
Barlett’s Test of Sphericity sebesar 0,000 (<0,05). Dengan demikian dapat 
dinyatakan bahwa data dapat dianalisis dengan faktor analisis. 
 
 
Table III.2 
Hasil Uji Validitas Pretest 
Rotated Component Matrixa
   .807  
   .799  
  .902   
  .945   
.858     
.869     
.894     
.866     
.736     
    .899
    .834
 .921    
 .886    
 .657    
EXP1
EXP2
SIM1
SIM2
IN1
IN2
IN3
IN4
IN5
SPR1
SPR2
FFR1
FFR2
FFR3
1 2 3 4 5
Component
Extraction Method: Principal Component Analysis. 
Rotation Method: Varimax with Kaiser Normalization.
Rotation converged in 7 iterations.a. 
 
Berdasarkan hasil uji validitas pretest pada table III.2 diatas, maka 
item-item pertanyaan kuesioner dapat dikatakan valid, karena tiap item 
pertanyaan yang menjadi indikator masing-masing variable telah terekstrak 
secara sempurna. Oleh karena item-item pertanyaan telah teruji 
kevalitannya, maka langkah selanjutnya dapat dilakukan penyebaran 
kuesioner sampel besar.  
 
b. Uji Reliabilitas 
Reliabilitas dari sebuah alat ukur menunjukkan tingkat dari sebuah 
ukuran terbebas dari kesalahan sehingga memberikan pengukuran yang 
konsisten pada kondisi yang berbeda dan pada masing-masing butir dalam 
instrument (Sekaran, 2006). Hair et al.,(1998) mengatakan bahwa nilai 
Cronbach Apha dapat dikatakan reliabel apabila nilainya > 0,70. Sedangkan 
Sekaran (2000) membagi tingkatan reliabilitas dengan kriteria sebagai 
berikut : Jika alpha atau r hitung (1) 0,8-1,0 = Reliabilitas baik, (2) 0,6-0,799 = 
Reliabilitas diterima, (3) Kurang dari 0,6 = Reliabilitas kurang baik. Dengan 
demikian, prosedur pengujian ini dapat memberikan jaminan bahwa 
datanya memenuhi kriteria kelayakan untuk dianalisis dengan menggunakan 
metode statistik yang lain. Berikut ini adalah hasil pengujian reliabilitas data 
pretest. 
Tabel  III.3 
Hasil Pengujian Reliabilitas  
Konstruk Indikator Cronbach's Alpha Keterangan 
 
Expertise 2 0,883 Baik  
Similarity 2 0,888 Baik 
Intention to switch 5 0,934 Baik 
Social/psychological risk 2 0,717 Baik 
Functional/financial risk 3 0,851 Baik 
      Sumber : data primer yang diolah. 
Berdasarkan tabel III.3 diatas, hasil pengujian reliabilitas terhadap 
variabel expertise diukur dengan menggunakan 2 indikator yaitu exp1 dan 
exp2. Hasil pengujian yang diperoleh menunjukkan Cronbach’s Alpha = 
0,883. Hal ini menunjukkan bahwa instrumen-instrumen yang didesain 
dalam studi ini mempunyai konsistensi internal yang relatif tinggi dan 
berkemampuan untuk menjelaskan fenomena expertise yang diukurnya. 
Pengujian reliabilitas terhadap variabel similarity diukur dengan 
menggunakan 2 indikator yaitu sim1 dan sim2. Hasil pengujian yang 
diperoleh menunjukkan Cronbach’s Alpha = 0,888. Hal ini menunjukkan 
bahwa instrumen-instrumen yang didesain dalam studi ini mempunyai 
konsistensi internal yang relatif tinggi dan berkemampuan untuk 
menjelaskan fenomena similarity  yang diukurnya. 
Pengujian reliabilitas terhadap variabel intention to switch diukur 
dengan menggunakan 5 indikator yaitu IN1, IN2,IN, IN4, dan IN5. Hasil 
pengujian yang diperoleh menunjukkan Cronbach’s Alpha = 0,934. Hal ini 
menunjukkan bahwa instrumen-instrumen yang didesain dalam studi ini 
mempunyai konsistensi internal yang relatif tinggi dan berkemampuan 
untuk menjelaskan fenomena intention to switch yang diukurnya. 
Pengujian reliabilitas terhadap variabel social/psychological risk 
diukur dengan menggunakan 2 indikator yaitu spr1 dan spr2. Hasil pengujian 
yang diperoleh menunjukkan Cronbach’s Alpha = 0,717. Hal ini menunjukkan 
bahwa instrumen-instrumen yang didesain dalam studi ini mempunyai 
konsistensi internal yang relatif tinggi dan berkemampuan untuk 
menjelaskan fenomena social/psychological risk yang diukurnya. 
Pengujian reliabilitas terhadap variabel functional/financial risk 
diukur dengan menggunakan 3 indikator yaitu ffr1, ffr2 dan ffr3. Hasil 
pengujian yang diperoleh menunjukkan Cronbach’s Alpha = 0,851. Hal ini 
menunjukkan bahwa instrumen-instrumen yang didesain dalam studi ini 
mempunyai konsistensi internal yang relatif tinggi dan berkemampuan 
untuk menjelaskan fenomena functional/financial risk yang diukurnya. 
c. Analisis Structural Equation Model (SEM) 
Analisis structural equation model bertujuan untuk mengestimasi 
beberapa persamaan regresi terpisah akan tetapi masing-masing 
mempunyai hubungan simultan atau bersamaan. Dalam analisis ini 
dimungkinkan terdapat beberapa variabel dependen, dan 
dimungkinkan menjadi variabel independen bagi variabel dependen 
lainnya. 
Pada prinsipnya, model struktural bertujuan untuk menguji 
hubungan sebab akibat antara variabel sehingga jika salah satu variabel 
diubah, maka terjadi perubahan pada variabel yang lain. Dalam studi 
ini, data akan diolah dengan menggunakan Amos versi 4.01. 
Pendekatan yang digunakan untuk menguji model struktural 
dalam studi ini adalah multigroup structural equation model (MSEM). 
Pendekatan ini digunakan untuk menguji model struktural pada 
kelompok yang berbeda secara simultan. Perbedaan yang terjadi antar 
kelompok dapat dievaluasi berdasarkan goodness of fit model. Kriteria 
Goodness of fit model digunakan untuk menilai kelayakan dari model 
strukural yaitu menilai apakah data yang akan diolah memenuhi 
asumsi model persamaan struktural yang didasarkan pada kriteria 
sebagai berikut: 
a)  Likelihood-Ratio Chi Square (c2).  
Nilai Chi-squaare yang kecil akan menghasilkan nilai 
probabilitas yang lebih besar dari tingkat signifikansi, dan hal ini 
menunjukkan bahwa input matrik kovarian antara prediksi dengan 
observasi sesungguhnya tidak berbeda secara significant. Dalam hal ini 
peneliti harus mencari nilai chi square yang tidak signifikan karena 
mengharapakan bahwa model yang diusulkan cocok dengan data yang 
diobservasi. 
b)  Normed Chi-Square (CMIN/DF) 
CMIN/DF adalah nilai chi-square dibagi dengan degree of 
freedom. Menurut Wheaton et al (1997) nilai ratio kurang atau sama 
dengan lima (≤5) merupakan ukuran yang reasonable. Peneliti lainnya 
seperti Byrne (1988) mengusulkan nilai ratio ini kurang dari dua (<2). 
c) Goodness of Fit Index (GFI) 
GFI dikembangkan oleh Joreskog dan Sorbom (1984) yang 
merupakan suatu ukuran mengenai ketepatan model dalam 
menghasilkan observed matriks kovarians. Nilai GFI harus berkisar 
antara nilai 0 (poor fit) sampai 1.0 (perfect fit). Nilai GFI tinggi 
menunjukkan nilai yang lebih baik. Nilai GFI yang lebih besar daripada 
0.9 menunjukkan fit suatu model yang baik. 
d) AGFI (Adjusted Goodness of fit) 
AGFI merupakan pengembanagan dari GFI yang disesuaikan 
dengan ratio degree of freedom untuk model yang diujikan dengan 
degree of freedom untuk null model. Nilai yang direkomendasikan 
adalah sama dengan atau lebih besar dari 0.90 (≥0,90). 
e) Comperative Fit Index (CFI) 
CFI juga merupakan indeks kesesuaian incremental. Besaran 
indeks ini adalah dalam rentang 0 sampai 1 dan nilai yang mendekati 1 
mengindikasikan model memiliki tingkat kesesuaian yang baik. Indeks 
ini sangat dianjurkan untuk dipakai karena indeks ini relative tidak 
sensitive terhadap besarnya sample dan kurang dipengaruhi oleh 
kerumitan model. Nilai penerimaan yang direkomendasikan adalah CFI 
≥ 0,90. 
f) RMSEA ( Root Mean Square Error of Approximation ) 
RMSEA merupakan ukuran yang mencoba memperbaiki 
kecenderungan statistic chi square menolak model dengan jumlah 
sample yang besar. RMSEA merupakan indikator model fit yang paling 
normatif yang dapat mengukur penyimpangan nilai parameter pada 
suatu model dengan matriks kovarians populasinya. (Browne dan 
Cudeck, 1993). Nilai RMSEA antara 0.05 sampai 0.08 merupakan 
ukuran yang dapat diterima. Nilai RMSEA yang kurang dari 0.05 
mengindikasikan adanya model fit, dan nilai RMSEA yang berkisar 
antara 0.08 menyatakan bahwa model memiliki perkiraan kesalahan 
yang reasonable. 
g) Tucker lewis Index (TLI) 
Tucker lewis Index atau dikenal dengan non normed fit index 
(NNFI) menggabungkan ukuran paarsimoni kedalam indek komparasi 
antara proposed model dan null model. Nilai TLI berkisar dari 0 sanpai 
1.0. Nilai TLI yang direkomendasikan adalah lebih besar atau sama 
dengan 0,09 (≥ 0.09). 
h) Normed Fit Index (NFI) 
Normed Fit Index merupakan ukuran perbandingan antara 
proposed model dan null model. Nilai NFI akan bervariasi dari 0 (no fit 
at all) sampai 1 (perfect fit). Seperti halnya TLI tidak ada nilai absolute 
yang dapat digunakan sebagai standar, tetapi umumnya 
direkomendasikan sama atau lebih besar dari 0.09 (≥0.09). 
 
 
 
 
BAB IV 
ANALISIS DATA DAN PEMBAHASAN 
 
Bab ini bertujuan untuk mengungkap hasil analisis data penelitian dan 
pembahasannya. Hasil analisis data dimulai dari pemahaman profil responden yang 
distudi melalui analisis statistik deskriptif. Langkah awal yang dilakukan dalam pengujian 
datanya adalah pengujian instrumen penelititan yang meliputi uji validitas dan 
reliabilitas yang bertujuan untuk mengetahui ketepatan dan kecermatan suatu alat ukur 
dalam melakukan fungsi ukurnya, serta mengukur sejauh mana keandalan atau 
konsistensi internal suatu instrumen penelititan. Hal ini dilakukan untuk menjamin 
kebenaran serta kualitas data penelitian yang diperoleh. Selanjutnya adalah 
menginterpretasikan hasil pengujian yang telah dilakukan. 
Dengan demikian penjelasan pada bab ini akan difokuskan pada Bab 4 sub 
bahasan, yaitu: analisis statistik deskriptif, analisis instrumen penelititan, analisis data 
penelitian (analisis mode struktural), dan analisis hipotesis serta pembahasannya. 
Berikut ini adalah penjelasan mengenai analisis statistik deskriptif 
 
 
 
 
A. Analisis Statistik Deskriptif 
Tabel IV.I 
Hasil Statistik Deskriptif 
Demografi N Minimum Maximum Mean Ukuran 
Usia (tahun) 200 1 4 2.03 
1= ≤ 15 th 
2= 16-25 th 
3= 26-35 th 
4=  ≥ 35 th 
Pendidikan Terakhir 200 1 5 3.335 
1= SD 
2= SMP 
3= SMA 
4= Sarjana 
5= Lainnya 
Pekerjaan 200 1 4 2.555 
1= Pelajar 
2= Mahasiswa 
3= Pekerjaan 
4= Lainnya 
Lama Perawatan 200 1 4 1.94 1= < 1 th 
2= 1-2 th 
3= 2-3 th 
4= > 3 th 
Rekomendasi Paling 
Berpengaruh 
200 1 4 1.355 
1= Teman 
2= Saudara 
3= Orang ahli 
4= Lainnya 
Sumber: Olahan Penulis (2009) 
Berdasarkan latar belakang yang telah diuraikan pada bab I, bahwasannya 
dengan adanya gaya hidup yang menuntut wanita untuk lebih memperhatikan 
penampilan khususnya kecantikan wajah, peneliti ingin mengetahui apakah 
keputusan untuk menentukan skin care mana yang mereka pilih dipengaruhi oleh 
informasi yang mereka dapatkan dari komunikasi WOM. 
Berdasarkan tabel IV.1 responden yang berusia 16-25 tahun lebih 
mendominasi. Hal ini dapat dilihat dari nilai mean sebesar 2,03 yang lebih 
mendekati nilai 2. Dari sisi tingkat pendidikan akhir respondent rata-rata 
berpendidikan akhir SMA dimana nilai mean mendekati nilai 3 yaitu 3,335 dimana 
rata-rata mereka masih menempuh pendidikan sebagai mahasiswa, yang dapat 
diketahui dari nilai mean sebesar 2,55 yang mendekati nilai 2. Dari tabel tersebut 
juga dapat diketahui bahwa rata-rata mereka telah melakukan perawatan selama 1-
2 tahun yang ditunjukkan dengan nilai mean sebesar 1,94 yang lebih mendekati nilai 
2. Begitu itu juga dapat disimpulkan bahwa rekomendasi yang paling berpengaruh 
terhadap keputusan mereka untuk berpindah  skin care adalah rekomendasi yang 
berasal dari teman mereka. Hal ini detunjukkan dengan nilai mean sebesar 1,355 
yang lebih mendekati nilai 1. 
.  
B. Uji Instrumen Penelitian 
Untuk menguji kehandalan kuesioner sebagai instrumen penelitian, maka 
sebelum melakukan pengujian dengan sampel besar peneliti telah melakukan 
pretest dengan jumlah sample sebanyak 30 sampel. Hasil pengujian pretest telah  
peneliti uraikan pada bab III sebelumnya. Berikut ini akan diuraikan hasil uji validitas 
dan reliabilitas dengan menggunakan sampel besar. 
 
 
1. Uji Validitas.  
 Pengujian ini bertujuan untuk mengetahui kemampuan indikator 
untuk menjelaskan konstruk yang diukurnya atau yang disebut dengan validitas 
konvergen, dan ketidakmampuan indikan untuk menjelaskan konstruk yang 
tidak diukurnya atau yang disebut dengan validitas deskriminan. Kedua jenis 
validitas ini dapat dijelaskan melalui skor loading yang diperoleh melalui 
pengujian confirmatory factor analysis yang diperoleh. Namun sebelum 
menjelaskannya, terlebih dahulu dijelaskan hasil pengujian KMO dan Bartlett’s 
Test yang diperoleh. Pengujian ini merupakan pengujian goodness-of-fit model 
dari analisis faktor yang digunakan untuk menjamin bahwa hasil reduksian yang 
diperoleh dapat diyakini kebenarannya. 
Tabel IV.2 
 KMO and Bartlett's Test 
KMO and Bartlett's Test
.831
2367.746
91
.000
Kaiser-Meyer-Olkin Measure of Sampling
Adequacy.
Approx. Chi-Square
df
Sig.
Bartlett's Test of
Sphericity
 
 
 Tabel IV.2 diatas mengindikasikan bahwa model analisis faktor yang 
digunakan telah memenuhi kriteria goodness-of-fit yang baik. Hal ini dapat 
dilihat melalui skor KMO = 0,831 (>0,50) dan signifikansi Bartlett's Test of 
Sphericity 0,000 (<0,05). 
 Pengujian berikutnya adalah mereduksi faktor melalui confirmatory 
factor analysis. Hal ini bertujuan untuk mempermudah penganalisisan 
terhadap hasil-hasil reduksian. Tehnik yang dilakukan adalah melalui rotated 
factor matrix. Hal ini terjadi karena skor loading yang terbesar saja yang 
muncul pada tabel faktor sehingga dapat mempermudah 
penginterpretasiannya. 
Tabel IV.3 
Rotated Component Matrix 
  Hasil rotasian faktor yang disajikan pada tabel IV.3 menunjukkan 
bahwa terdapat satu indiktor in1 pada variabel intention to switch  yang tidak 
valid karena tidak terekstrak sempurna pada satu faktor yang sama sehingga 
tidak mampu untuk menjelaskan konstruk yang diukurnya. Dengan 
mempertimbangkan masih ada empat indikator lain untuk mengukur intention 
to switch maka indikator in1 dihilangkan dari model sehingga didapatkan hasil 
reduksian yang baik. 
 Pada tabel IV.4 berikut adalah hasil setelah terjadinya penghilangan 
indikator in1 pada variabel intention to switch, terlihat bahwa rotated 
component matrik telah terekstrak sempurna dengan loading factor > 0,40. 
Kesimpulan yang dapat diambil bahwa seluruh item pertanyaan untuk 
mengukur masing-masing variabel pada penelitian ini dinyatakan valid. 
Rotated Component Matrixa 
 .874     
 .891     
    .791
    .868
.552 .600     
.697      
.761      
.893      
.876      
   .903   
   .887   
  .898    
  .882    
  .796    
exp1
exp2
sim1
sim2
in1
in2
in3
in4
in5
spr1
spr2
ffr1
ffr2
ffr3
1 2 3 4 5
Component
Extraction Method: Principal Component Analysis. 
Rotation Method: Varimax with Kaiser Normalization.
Rotation converged in 6 iterations.a. 
Tabel IV.4 
Rotated Component Matrix 
 
 
Component 
1 2 3 4 5 
exp1     .871     
exp2     .895     
sim1         .800 
sim2         .875 
in2 .704         
in3 .774         
in4 .898         
in5 .876         
spr1       .904   
spr2       .888   
ffr1   .900       
ffr2   .880       
ffr3   .795       
                  Sumber : Lampiran 2   
 Expertise dapat dijelaskan melalui indikator exp1 dan exp2. Hal ini 
berarti bahwa expertise bercirikan pemberi rekomendasi memiliki pengetahuan 
dan pemahaman yang baik mengenai salon kecantikan (skin care).  
 Similarity dapat dijelaskan melalui indikator sim1 dan sim2. Hal ini 
berarti bahwa similarity bercirikan pemberi dan penerima rekomendasi 
memiliki pemikiran dan penilaian yang sama mengenai salon kecantikan (skin 
care) dan antara pemberi dan penerima rekomendasi juga memiliki kesamaan 
akan kebutuhan dan keinginan untuk tampil cantik . 
 Intention to switch dapat dijelaskan melalui indikator in2, in3, in4, 
dan in5. Hal ini berarti bahwa intention to switch bercirikan Informasi yang 
disampaikan pemberi rekomendasi dapat dipercaya, tidak ada alasan untuk 
meragukan informasi yang disampaikan oleh pemberi rekomendasi, Pendapat 
yang disampaikan pemberi rekomendasi  mempengaruhi penilaian responden 
mengenai salon kecantikan yang direkomendasikan, pendapat yang 
disampaikan pemberi rekomendasi membuat responden berpikir untuk 
berpindah ke salon kecantikan yang  direkomendasikannya, dan pendapat yang 
disampaikan mempengaruhi keputusan responden untuk perpindah ke skin 
care lain ataupun tetap setia menggunakan skin care yang sekarang 
  
 Social/psychological risk dapat dijelaskan melalui indikator spr1 dan 
spr2. Hal ini berarti bahwa social/psychological risk bercirikan pemilihan 
sebuah salon kecantikan dapat mempengaruhi penilaian teman dan saudara 
terhadap kemampuan responden dalam memilih sebuah salon kecantikan, dan  
sangat menyenangkan jika teman/saudara responden juga menggunakan jasa 
salon kecantikan yang sama dengan responden. 
 Functional/financial risk dapat dijelaskan melalui indikator ffr1, ffr2, 
dan ffr3. Hal ini berarti bahwa functional/financial risk bercirikan dalam 
memilih sebuah skin care, memiliki risiko finansial yang tinggi, Melakukan 
perawatan di skin care dapat menghabiskan banyak uang,  dan responden 
memiliki  kekhawatiran jika skin care yang mereka pilih  tidak dapat 
memberikan tingkat kepuasan yang mereka harapkan. 
 
2. Uji Reliabilitas.  
Analisis ini dilakukan untuk mengukur apakah suatu alat instrumen 
menghasilkan data yang konsisten pada waktu yang berbeda. Suatu 
pengukuran akan handal sepanjang pengukuran tersebut menghasilkan hasil 
yang konsisten. Uji reliabilitas penelitian ini menggunakan metode Cronbach 
Alpha. Pengujian dilakukan dengan menggunakan program SPSS 12.0. Hasil uji 
reliabilitas pada studi ini disajikan pada tabel IV.5 berikut 
 
 
Tabel  IV.5 
Hasil Pengujian Reliabilitas  
Konstruk Indikator Cronbach's Alpha Keterangan 
 
Expertise  2 0,974 Baik  
Similarity  2 0,912 Baik 
Intention to switch 4 0,892 Baik 
Social/psychological risk 2 0,863 Baik 
Functional/financial risk 3 0,890 Baik 
 Sumber : Lampiran 2 
Tabel IV.5 mengindikasikan bahwa semua indikan yang digunakan 
dalam penelitian mempunyai reliabilitas yang baik dengan nilai Cronbach’s 
Alpha yang berkisar 0,8-0,9. Dengan demikian dapat disimpulkan bahwa item-
item pertanyaan pada kuesioner memiliki nilai reliabilitas yang dapat diterima. 
Hal ini menunjukkan bahwa kuesioner dapat dipercaya dan dapat diandalkan 
untuk mengukur obyek penelitian yang sebanarnya. 
Pengujian reliabilitas terhadap variabel expertise diukur dengan 
menggunakan 2 indikator yaitu exp1 dan exp2. Hasil pengujian yang diperoleh 
menunjukkan Cronbach’s Alpha = 0,974. Hal ini menunjukkan bahwa 
instrumen-instrumen yang didesain dalam studi ini mempunyai konsistensi 
internal yang relatif tinggi dan berkemampuan untuk menjelaskan fenomena 
expertise yang diukurnya. 
 
Pengujian reliabilitas terhadap variabel similarity diukur dengan 
menggunakan 2 indikator yaitu sim1 dan sim2. Hasil pengujian yang diperoleh 
menunjukkan Cronbach’s Alpha = 0,912. Hal ini menunjukkan bahwa 
instrumen-instrumen yang didesain dalam studi ini mempunyai konsistensi 
internal yang relatif tinggi dan berkemampuan untuk menjelaskan fenomena 
similarity  yang diukurnya. 
Pengujian reliabilitas terhadap variabel intention to switch. diukur 
dengan menggunakan 4 indikator yaitu in2, in3, in4, dan in5. Hasil pengujian 
yang diperoleh menunjukkan Cronbach’s Alpha = 0,892. Hal ini menunjukkan 
bahwa instrumen-instrumen yang didesain dalam studi ini mempunyai 
konsistensi internal yang relatif tinggi dan berkemampuan untuk menjelaskan 
fenomena intention to switch yang diukurnya. 
Pengujian reliabilitas terhadap variabel social/psychological risk diukur 
dengan menggunakan 2 indikator yaitu spr1 dan spr2. Hasil pengujian yang 
diperoleh menunjukkan Cronbach’s Alpha = 0,863. Hal ini menunjukkan bahwa 
instrumen-instrumen yang didesain dalam studi ini mempunyai konsistensi 
internal yang relatif tinggi dan berkemampuan untuk menjelaskan fenomena 
social/psychological risk yang diukurnya. 
Pengujian reliabilitas terhadap variabel functional/financial risk diukur 
dengan menggunakan 3 indikator yaitu ffr1, ffr2 dan ffr3. Hasil pengujian yang 
diperoleh menunjukkan Cronbach’s Alpha = 0,890. Hal ini menunjukkan bahwa 
instrumen-instrumen yang didesain dalam studi ini mempunyai konsistensi 
internal yang relatif tinggi dan berkemampuan untuk menjelaskan fenomena 
functional/financial risk yang diukurnya. 
 
C. ANALISIS MODEL STRUKTURAL 
Analisis dalam penelitian ini dilakukan dengan menggunakan metode 
Structural Equation Modelling (SEM). Dalam menggunakan metode ini ada beberapa 
asumsi yang harus diperhatikan sebelum melakukan pengujian model struktural 
yaitu asumsi kecukupan sampel, asumsi normalitas, asumsi outliers, dan asumsi 
goodness-of-fit model. 
1. Asumsi Kecukupan Sampel.  
Jumlah responden dalam penelitian ini sebanyak 200 responden. 
Jumlah tersebut dinilai telah memenuhi kriteria kecukupan sampel karena bagi 
penelititan yang menggunakan alat analisis SEM dengan prosedur Maximum 
Likelihood Estimation (MLE), jumlah sampel minimum adalah 100 responden. 
Ketika sampel dinaikkan jumlahnya diatas 100, metode Maximum Likelihood 
akan meningkat sensitivitasnya untuk mendeteksi perbedaan antar data. Begitu 
sampel menjadi besar (diatas 400-500), maka metode ML menjadi sangat 
sensitive dan selalu menghasilkan perbedaan secara signifikan sehingga ukuran 
goodness-of-fit menjadi jelek.  
 
 
2. Asumsi Normalitas 
 Syarat lain yang harus dipenuhi dalam SEM adalah normalitas data 
yaitu dengan menggunakan z value (Critical Ratio atau C.R pada output AMOS) 
dari nilai skewness dan kurtosis dari sebaran datanya. Bila nilai C.R lebih besar 
dari nilai kritis maka dapat disimpulkan bahwa distribusi data tidak normal. 
Nilai kritis dapat ditentukan berdasarkan nillai C.R dari skewness adalah 
dibawah 2 dan nilai kritis dari C.R kurtosis di bawah 7. 
Normalitas univariate dan multiariate terhadap data yang digunakan 
dalam analisis ini diuji dengan menggunakan AMOS 4.01. Hasil pengujian 
normalitas data dalam studi ini dapat dilihat pada Tabel IV.6  sebagai berikut : 
Tabel IV.6 
Hasil Uji Normalitas Data 
Variable min max skew c.r. kurtosis c.r. 
INF5 1.000 4.000 -.118 -.679 -.368 -1.063 
INF4 1.000 4.000 -.031 -.179 -.928 -2.678 
INF3 1.000 4.000 -.553 -3.194 1.017 2.937 
INF2 1.000 4.000 -.483 -2.787 .738 2.131 
EXP1 1.000 4.000 -.921 -5.315 3.443 9.938 
EXP2 1.000 4.000 -.802 -4.628 3.402 9.822 
SIM2 1.000 4.000 -1.086 -6.268 3.554 10.259 
SIM1 1.000 4.000 -1.043 -6.021 3.972 11.466 
Multivariate      55.492 31.021 
Sumber ; Lampiran 3. 
 Dari tabel IV.6 tersebut, terlihat hasil pengujian normalitas data dalam 
penelititan ini. Evaluasi normalitas diidentifikasi baik secaara univariate 
maupun multivariate. Secara univariate dan multivariate data dalam penelitian 
ini termasuk dalam kategori moderately non normal karena memiliki nilai C.R. 
skewness > 2 dan nilai C.R. kurtosis >7. Nilai yang tertera pada pojok kanan 
bawah menandakan bahwa secara multivariate data dalam peneliitan ini 
termasuk moderately non-normal dengan nilai C.R kurtosis sebesar 31,021. 
Analisis terhadap data yang tidak normal dapat mengakibatkan pembiasan 
intrepretasian hasil yang dikarenakan nilai chi-square cenderung meningkat 
sehingga nilai probability level semakin rendah yang berarti semakin signifikan. 
Namun demikian, teknik Maximum Likelihood Estimates (MLE) yang digunakan 
dalam penelitian ini tidak terlalu terpengaruh (robust) terhadap penyimpangan 
multivariate normality yang terjadi (Ghozali, 2005). Data yang digunakan dalam 
penelitian ini adalah data yang disajikan apa adanya dari penelitian yang 
berasal dari data primer berdasarkan jawaban responden yang sangat beragam 
sehingga sulit untuk memperoleh data yang mengikuti distribusi normal secara 
sempurna. 
3.  Asumsi Outliers.  
Outliers adalah observasi atau data yang memiliki karakteristik unik 
yang berbeda dari observasi-observasi lainnya yang muncul dalam bentuk nilai 
ekstrim, baik untuk sebuah variabel tunggal atau variabel kombinasi (Hair et al. 
dalam Ferdinand, 2002:52). Uji terhadap multivariate outliers dilakukan dengan 
menggunakan kriteria jarak Mahalanobis pada tingkat p < 0,001. Jarak ini dapat 
dijelaskan dengan menggunakan c2 pada derajat bebas sebesar jumlah variabel 
yang digunakan dalam penelitian (Ferdinand, 2002:106). Dalam penelitian ini, 
terdapat 8 variabel indikator. Oleh karena itu, semua kasus yang mempunyai 
Mahalanobis Distance lebih besar dari  c2  (8,  0,001) = 26,125 adalah 
multivariate outliers. Berikut hasil uji outlier yang dapat dilihat melalui 
Mahalonobis Distance padat table IV.7 berikut. 
Table IV.7 
Hasil Uji Outlier Data 
Observation 
number 
Jarak Mahalanobis  
 Jarak Mahalanobis 
Kritis (8,  0,001)  
50 46.876   26,125 
127 42.822   . 
54 42.589   . 
100 40.064   . 
90 38.229   . 
73 35.689   . 
128 33.863   . 
113 32.392   . 
105 32.392   . 
171 22.988   . 
63 22.538   . 
15 20.533   . 
. .   . 
. .   . 
Sumber: Lampiran 3 
 
Berdasarkan hasil uji outlier yang disajikan pada tabel IV.7 mengindikasi 
bahwa terdapat 9 observasi yang termasuk dalam kategori outliers sebab 
memiliki nilai Mahalanobis Distance diatas 26,125, yaitu observasi yang dicetak 
tebal dan miring. Bila tidak terdapat alasan khusus untuk mengeluarkan kasus 
(berbagai jawaban seorang responden) yang mengindikasikan adanya outlier, 
maka kasus itu harus tetap diikutsertakan dalam analisis selanjutnya 
(Ferdinand, 2005). Dengan demikian jumlah sampel yang akan digunakan tetap 
sebanyak 200 responden. 
4. Asumsi goodness-of-fit model.  
Sebelum menginterpretasi hasil pengujian hipotesis, terlebih dahulu 
menganalisis goodness-of-fi model. Hal ini dilakukan untuk memastikan bahwa 
model yang dikonstruksi mempunyai kesesuaian yang baik dengan setting yang 
digunakan sebagai obyek amatan melalui data yang diperoleh. Hasil pengujian 
goodness of fit model struktural secara lebih rinci disajikan pada table IV.8 
berikut. 
Tabel IV.8 
Hasil Goodness of Fit Model 
Indeks Nilai Kritis Hasil Keterangan 
Chi-Square (c2) Diharapkan kecil 81.993 - 
Probability level ≥ 0.05 0.000 Buruk 
CMIN/DF ≤ 2.0 / ≤ 3.0 4.823 Buruk 
CFI ≥ 0.90 0.954 Baik 
RMSEA ≤ 0.08 0.139 Buruk 
TLI ≥ 0.90 0.923 Baik 
NFI ≥ 0.90 0.943 Baik 
GFI ≥ 0.90 0.904 Baik 
AGFI ≥ 0.90 0.796 Marginal 
 Sumber: Lampiran 3 
Berdasarkan hasil goodness of fit model yang dapat dilihat pada tabel 
IV.8 diatas terlihat hasil pengukuran masing-masing kriteria goodness of fit 
model sebagai berikut:  
Nilai chi-square sebesar 81,993 dengan probability level 0,000. Karena 
probability level ≤ 0,05 maka menunjukkan indikasi yang buruk. Dengan 
demikian, terdapat perbedaan antara matrik kovarian sampel dengan kovarian 
populasi yang diamati.  
Normed Chi-Square (CMIN/DF) adalah ukuran yang diperoleh dari nilai 
Chi-Square dibagi dengan degree of freedom. Indeks ini merupakan indeks 
kesesuaian parsimonious yang mengukur hubungan goodness-of-fit model 
dengan jumlah koefisien-koefisien estimasi yang diharapkan untuk mencapai 
tingkat kesesuaian. Nilai CMIN/DF pada model ini adalah 4.823 merupakan 
indikasi yang buruk. 
 Goodness of fit index – GFI mencerminkan tingkat kesesuaian model 
secara keseluruhan. Dengan tingkat penerimaaan yang direkomendasikan GFI 
³ 0,90, model memiliki nilai GFI sebesar 0.904 sehingga dapat dikatakan 
memiliki tingkat kesesuaian model yang baik. 
Adjusted goodness of fit index – AGFI sebagai pengembangan indeks 
dari GFI, merupakan indeks yang telah disesuaikan dengan rasio degree of 
freedom model yang diusulkan dengan degree of freedom dari null model. 
Dengan nilai penerimaan yang direkomendasikan AGFI ³ 0,90, model memiliki 
nilai AGFI sebesar 0.796 sehingga dapat dikatakan memiliki tingkat kesesuaian 
yang marginal. 
Comparative Fit Index (CFI) adalah indeks kesesuaian incremental yang 
membandingkan model yang diuji dengan null model. Besaran indeks ini 
adalah dalam rentang 0 sampai 1 dan nilai yang mendekati 1 mengindikasikan 
model memiliki tingkat kesesuaian yang baik. Indeks ini sangat dianjurkan 
untuk dipakai karena indeks ini relatif tidak sensitif terhadap besarnya sampel 
dan kurang dipengaruhi oleh kerumitan model. Dengan memperhatikan nilai 
yang direkomendasikan ³ 0,90, maka nilai CFI sebesar 0.954 menunjukkan 
bahwa model ini memiliki kesesuaian yang baik. 
The Root Mean Square Error of Approximation (RMSEA) adalah indeks 
yang digunakan untuk mengkompensasi nilai Chi-Square dalam sampel yang 
besar. Nilai penerimaan yang direkomendasikan £ 0,08, maka nilai RMSEA 
sebesar 0.139 menunjukkan tingkat kesesuaian yang buruk. 
Tucker Lewis Index (TLI) merupakan alternatif incremental fit index 
yang membandingkan model yang diuji dengan baseline model. TLI merupakan 
indeks kesesuaian model yang kurang dipengaruhi oleh ukuran sampel. Nilai 
yang direkomendasikan ³ 0,90, dapat disimpulkan bahwa model menunjukkan 
tingkat kesesuaian yang baik dengan nilai TLI sebesar 0.923.  
Normed Fit Index – NFI, membandingkan proposed model dan null 
model. Dengan nilai penerimaan yang direkomendasikan NFI ≥ 0,90, nilai 
0.943 menunjukkan model ini memiliki nilai fit yang baik.  
Kesimpulan dari  keseluruhan pengukuran hasil Goodness of Fit model 
yang disajikan pada table IV.8 diatas mengindikasikan bahwa model belum 
dapat diterima dengan baik, oleh karena itu peneliti mempertimbangkan 
untuk melakukan modifikasi model untuk membentuk model alternatif yang 
mempunyai goodness of fit yang lebih baik. 
5. Modifikasi Model 
Menurut Ferdinand (2002) salah satu tujuan modifikasi model adalah 
untuk mendapatkan kriteria goodness of fit dari model yang dapat diterima. 
Melalui nilai modification indices dapat diketahui ada tidaknya kemungkinan 
modifikasi terhadap model yang dapat diusulkan. Modification indices yang 
dapat diketahui dari output Amos 4.01 akan menunjukkan hubungan-hubungan 
yang perlu diestimasi yang sebelumnya tidak ada dalam model supaya terjadi 
penurunan pada nilai chi-square untuk mendapatkan model penelitian yang 
lebih baik. 
Untuk mendapatkan kriteria model yang dapat diterima, peneliti 
mengestimasi hubungan korelasi antar error term yang tidak memerlukan 
justifikasi teoritis dan yang memiliki nilai modification indices lebih besar atau 
sama dengan 4.0. Cara ini dilakukan untuk mendapatkan nilai goodness of fit 
model yang dimodifikasi. Error term yang dikorelasikan dapat dilihat dalam 
lampiran. Tabel IV.9 berikut merupakan hasil goodness of fit model yang telah 
dimodifikasi. 
Tabel IV.9 
Hasil Goodness of Fit Model Setelah Modifikasi 
Indeks Nilai Kritis Hasil Keterangan 
Chi-Square (c2) Diharapkan kecil 32,453 - 
Probability level ≥ 0.05 0.009 Buruk 
CMIN/DF ≤ 2.0 / ≤ 3.0 2,028 Baik 
CFI ≥ 0.90 0,988 Baik 
RMSEA ≤ 0.08 0,072 Baik 
TLI ≥ 0.90 0,979 Baik 
NFI ≥ 0.90 0.977 Baik 
GFI ≥ 0.90 0.963 Baik 
AGFI ≥ 0.90 0.917 Baik 
  Sumber: Lampiran 3 
Berdasarkan hasil goodness of fit model yang dapat dilihat pada tabel 
IV.9 diatas terlihat bahwa nilai chi-square sebesar 32,453 dengan probability 
level 0,009. Karena probability level ≤ 0,05 maka menunjukkan indikasi yang 
buruk. Nilai CMIN/DF adalah 2,028 merupakan indikasi yang baik. Nilai GFI 
sebesar 0.963 menunjukkan indikasi yang baik. Nilai AGFI sebesar 0.917 
merupakan indikasi yang baik. Nilai CFI sebesar 0.988 menunjukkan indikasi 
baik. Nilai  RMSEA sebesar 0,072 menunjukkan indikasi yang baik. Nilai TLI 
sebesar 0.979 menunjukkan indikasi yang baik. Begitu juga dengan nilai NFI 
sebesar 0.977 juga menunjukkan indikasi yang baik. Dari keseluruhan nilai 
goodness of fit model setelah adanya modifikasi model, dapat disimpulkan 
bahwa model telah memiliki nilai kesesuaian yang baik. 
Pengujian variabel pemoderasi dalam SEM dilakukan dengan pengujian 
dua model struktural, yaitu model parameter yang diberi kendala (constrained 
parameter) dan yang tidak diberi kendala (unconstrained parameter) (Ariani, 
2007). Variabel pemoderasi signifikan bila model dengan parameter yang 
dibebaskan lebih baik dari model dengan parameter yang diberi kendala. 
Nilai Chi Square dan derajat kebebasan antara model dasar atau 
parameter terkendala (constrained parameter) dengan model alternative atau 
parameter tak terkendala (unconstrained parameter) dibandingkan dengan 
table chi square (Ariani, 2007). Apabila nilai  tabel lebih kecil daripada nilai 
 hitung pada tingkat signifikansi tertentu, berarti terdapat perbedaan secara 
signifikan. Peningkatan goodness of fit dari model dasar ke model alternatif yang 
berbeda secara signifikan menunjukkan bahwa variabel pemoderasi 
berpengaruh signifikan sebagai moderator dalam model penelitian tersebut.  
Terdapat dua variabel pemoderasi yang digunakan dalam peneliitan ini 
yaitu variabel social/psychological risk (SPR) yang memoderasi pengaruh 
similarity terhadap intention to switch (IS) dan variabel financial/functional risk 
yang memoderasi pengaruh expertise terhadap intention to switch (IS). Berikut 
hasil perbandingan goodness of fit model constrained dan unconstrained 
masing-masing variabel. 
Table IV.10 
Perbandingan Goodness of Fit Model Constrained dan Unconstrained 
Social/Psycological Risk (SPR) 
Keterangan  Constrained Model Unconstrained Model 
Chi Square 114,544 105,288 
DF 36 34 
Probability 0,000 0,000 
CMIN/DF 3,182 3,097 
GFI 0,875 0,880 
AGFI 0,750 0,747 
      
  Perbedaan Goodness of Fit 
Chi Square 114,544 - 105,288 = 9,256 
DF 36 - 34 = 2 
Probability ≤ 0,05 
 Sumber : lampiran 3 dan 4 
 
  
Table IV.11 
Perbandingan Goodness of Fit Model Constrained dan Unconstrained 
Financial/Functional Risk (FFR) 
Keterangan  Constrained Model Unconstrained Model 
Chi Square 98,402 96,489 
DF 36 34 
Probability 0,000 0,000 
CMIN/DF 2,733 2,838 
GFI 0,891 0,025 
AGFI 0,782 0,893 
      
  Perbedaan Goodness of Fit 
Chi Square 98,402 - 96,489 = 1,913 
DF 36-34 = 2 
Probability ≤ 0,05 
 Sumber : Lampiran 3 dan 4 
 
  
 Berdasarkan table IV.10 diatas, dapat disimpulkan dari hasil perbedaan 
nilai chi square dari constrained model sebesar 114,544 dengan unconstrained 
model sebesar 105,288 yang nilainya sebesar 9,256., kemudian dari nilai 
perbedaan chi square sebesar 9,256 dibandingkan dengan nilai chi square table, 
dengan df = 2 dan tingkat signifikansi 5% yang nilainya sebesar 5,991 maka 
besarnya chi square dari hasil perbedaan nilainya lebih besar dari nilai chi square 
table (9,256 > 5,991). Sehingga dapat disimpulkan social/psychological risk 
memoderasi model hubungan antara similarity terhadap interntion to switch 
 Sedangkan untuk menguji pengaruh variabel financial/fungctional risk 
sebagai variabel moderasi yang diperlihatkan pada tabel IV.II dapat disimpulkan 
bahwa financial/fungcional risk tidak memoderasi model hubungan antara 
expertise terhadap interntion to switch. Hal ini dibuktikan dari hasil perbedaan 
nilai chi square dari constrained model sebesar 98,402 dengan unconstrained 
model sebesar 96,489 yang nilainya sebesar 1,913. Kemudian nilai perbedaan 
chi square sebesar 1,913 dibandingkan dengan nilai chi square table, dengan df 
= 2 dan tingkat signifikansi 5% yang nilainya sebesar 5,991 maka besarnya chi 
square dari hasil perbedaan nilainya lebih kecil dari nilai chi square table (1,913 
> 5,991). 
 Dari hasil perbandingan goodness of fit diatas, maka dengan 
menggunakan pendekatan Maximum Likelihood Estimation (MLE), peneliti 
melakukan pengujian secara parsial dengan metode sub group analysis yakni 
menguji masing-masing model variabel moderasi secara kategorikal. 
 Variabel yang digunakan sebagai moderasi dalam studi ini terdiri dari 
dua variabel yaitu adalah social/psychological risk yang memoderasi pengaruh 
similarity terhadap intention to switch serta financial/functional risk yang 
memoderasi pengaruh expertise terhadap intention to switch. Cara untuk 
melihat peran moderasi adalah dengan membagi perilaku moderator tersebut 
menjadi dua kategori yaitu kategori tinggi dan kategori rendah, berikut hasilnya 
yang dapat dilihat pada tabel IV.12 dan IV.13 
Tabel IV.12 
Hasil Estimasi Model Struktural Efek Moderasi SPR  
Kategori Tinggi dan Rendah 
Regression Weight Tinggi  Rendah 
Intention to Switch <--- Similarity 1.849*** 0.024 
Ket: * signifikan pada tingkat 1%, ** signifikan pada tingkat 5%,                    *** 
signifikan pada tingkat 10% 
 
Tabel IV.13 
Hasil Estimasi Model Struktural Efek Moderasi FFR  
Kategori Tinggi dan Rendah 
Regression Weight Tinggi  Rendah 
Intention to Switch <--- Expertise 4.323* 0.471 
Ket: * signifikan pada tingkat 1%, ** signifikan pada tingkat 5%,                *** 
signifikan pada tingkat 10% 
 
 
 
 
D. ANALISIS UJI HIPOTESIS DAN PEMBAHASAN 
1. Uji Hipotesis 
Setelah kriteria goodness of fit model struktural yang diestimasi dapat 
dipenuhi, selanjutnya analisis terhadap hubungan-hubungan struktural model 
(pengujian hipotesis) dapat dilakukan. Hubungan antar konstruk dalam hipotesis 
ditunjukkan oleh nilai regression weight 
Pengujian hipotesis dilakukan dengan menganalisis tingkat signifikansi 
hubungan kausalitas antar konstruk dalam model yang didasarkan pada nilai C.R 
(z-hitung) lebih besar dari atau sama dengan nilai z-tabel (z-hitung ³ z-tabel). 
Kemudian, dengan melihat standardized structural (path) coefficients dari setiap 
hipotesis terutama pada kesesuaian arah hubungan path dengan arah hubungan 
yang telah dihipotesiskan sebelumnya. Jika arah hubungan sesuai dengan yang 
dihipotesiskan dan nilai critical ratio-nya juga memenuhi persyaratan maka 
dapat dikatakan bahwa hipotesis yang diuji terbukti.  
Nilai z tabel untuk masing-masing tingkat signifikansi adalah: 
1%  = 2,56 
5%  = 1,96 
10%            = 1,645 
 
 
Tabel berikut ini menunjukkan nilai regression weights dari variabel-
variabel yang diuji hubungan kausalitasnya  
Tabel IV.14 
Regression Weights Unconstrained Model 
Regression Weights       Estimate S.E. C.R.   
Intention to switch <--- Similarity .292 .088 3.323*  
Intention to switch <--- Expertise .448 .083 5.400*   
        
Sumber: Lampiran 3 
Ket: * signifikan pada tingkat 1%, ** signifikan pada tingkat 5%,                    *** 
signifikan pada tingkat 10% 
 
a. Pengaruh Similarity pada Intention to Switch 
Berdasarkan hasil analisa model struktural yang menguji pengaruh 
similarity pada intention to switch bagi pengguna jasa skin care di Surakarta 
pada table IV.14 didapatkan hasil nilai C.R sebesar 3,323 dengan nilai S.E sebesar 
0,88. Karena nilai C.R lebih besar dari ± 2,56 menunjukkan adanya pengaruh 
yang signifikan dan positif antara similarity dengan intention to switch. Dengan 
demikian menunjukkan Hipotesis 1 yang menyatakan bahwa, semakin tinggi 
tingkat persamaan antara sender dengan receiver maka semakin besar pengaruh 
word of mouth terhadap keputusan receiver untuk berpindah (switching) 
terdukung dalam studi ini pada tingkat signifikansi 1%. 
Menurut Steward dan Conway, 1996; Gilly et al, 1998 dalam Sweeney, 
Soutar dan Mazzarol, 2008 menyatakan bahwa semakin tinggi tingkat 
kesaamaan antara giver dan receiver dalam hal latar belakang, pendapat, 
kesukaan maupun ketidaksukaan menyebabkan semakin besar pengaruh WOM 
terhadap keputusan konsumen untuk berpindah. 
b. Pengaruh Expertise pada Intention to Switch 
Berdasarkan hasil analisa model struktural yang menguji pengaruh 
expertise pada Intention to switch terhadap pengguna jasa skin care di 
Surakarta, dapat dilihat pada pada table IV.14, didapatkan hasil nilai CR sebesar 
5,400 dengan nilai S.E sebesar 0,083 menunjukkan adanya pengaruh yang 
signifikan dan positif antara expertise terhadap intention toswitch pada tingkat 
signifikansi 1%. Dengan demikian Hipotesis 2 yang menyatakan bahwa semakin 
tinggi source expertise, semakin besar pengaruh WOM terhadap keputusan 
sender untuk berpindah terbukti dan telah mengkonfirmasi studi yang dilakukan 
oleh Wangenheim & Bayon (2004).  
Source expertise (keahlian sumber) disini mengacu pada tingkat 
pengetahuan yang dimiliki sender terhadap informasi yang mereka ketahui 
tentang skin care yang ada di Surakarta. Pengetahuan yang dimiliki oleh seorang 
yang ahli memungkinkan mereka untuk meyakinkan orang lain mengenai opini 
mereka tentang produk dan merek Gilly et al. (1998, dalam Wangenheim dan 
Bayon, 2004) serta mempengaruhi konsumen lain untuk melakukan pembelian 
(Widyaharsana, 2009). 
 
 
Informasi atau saran yang disampaikan oleh orang yang expert 
memudahkan konsumen memilih produk yang terbaik dari sekian banyak pilihan 
yang ada. Saran ini berguna dalam membantu konsumen mempersingkat proses 
evaluasi pilihan dan menurunkan tingkat persepsi risiko konsumen, misalnya 
risiko moneter, fisik, sosial, psikologi dan risiko fungsional (Widyaharsana, 2009). 
c. Hubungan Antara Social/Psicologicak Risk dalam Memoderasi Pengaruh 
Similarity terhadap Intention to Switch 
Berdasarkan tabel IV.12 diketahui bahwa hubungan similarity terhadap 
intention to switch hanya dipengaruhi oleh risiko social/psikologi kategori tinggi 
dengan nilai C.R sebesar 1.849 lebih besar dari C.R ± 1,645 signifikan pada α = 
10%. Sehingga dapat disimpulkan bahwa hipotesis ketiga (H.3) yang menyatakan 
bahwa pengaruh sourch similarity dalam mempengaruhi penerima untuk 
berpindah lebih kuat ketika risiko sosial/psikologikalnya tinggi dapat diterima. 
Dengan kata lain, pada kelompok social/psychological risk tinggi ada pengaruh 
similarity terhadap intention to switch, sementara itu pada kelompok 
social/psychological risk rendah tidak ada pengaruh similarity pada intention to 
switch. Hasil pengujian ini mengkonfirmasi studi yang dilakukan oleh 
Wangenheim & Bayon (2004). 
Risiko Psikologi adalah risiko yang diarasakan konsumen bahwa 
pemakaian suatu produk barang ataupun jasa akan menurunkan citra diri 
konsumen. Sedangkan risiko sosial adalah risiko yang dapat muncul dari 
lingkungan sekitar atas keputusan mereka dalam membeli ataupun 
menggunakan suatu produk (Mowen dan Minor, 2002).  
Ketika konsumen merasa memiliki perceived social dan psykological 
yang tinggi, mereka akan mencari informasi dari sender yang memiliki kesamaan 
dengan mereka, karena informasi tersebut akan memiliki kesamaan dengan 
pendapat/referensi kelompok mereka (Bearden dan Etzel, 1982, dalam 
Wangenheim dan Bayon, 2004). Hal ini merupakan tipe pengaruh normatif, 
dimana individu akan menyesuaikan dengan kebiasaan kelompok mereka, 
kemungkinan terlepas dari obyektivitas dari rekomendasi tersebut.  
d. Hubungan Antara Financial/Functional Risk dalam Memoderasi Pengaruh 
expertise terhadap Intention to Switch 
Berdasarkan tabel IV.13 diketahui bahwa hubungan expertise terhadap 
intention to switch juga hanya dipengaruhi oleh risiko finansial/fungsional 
kategori tinggi dengan nilai C.R sebesar 4,332 lebih besar dari C.R ± 2,56 
signifikan pada tingkat α = 1%. sehingga hipotesis keempat (H.4) yang 
menyatakan bahwa pengaruh sourch expertise dalam mempengaruhi penerima 
untuk berpindah lebih kuat ketika risiko finansial/fungsionalnya tinggi diterima 
dalam penelitian ini.  
 
 
 
Definisi risiko finansial menurut Mowen dan Minor (2002) adalah risiko 
pembelian produk yang hasilnya akan merugikan konsumen secara finansial, 
sedangkan risiko fungsional adalah risiko yang disebabkan karena produk tidak 
akan memberikan kinerja seperti yang mereka harapkan. 
Konsumen yang merasa memiliki lebih banyak risiko finansial atau 
fungsional akan mencari informasi mengenai atribut dan harga produk dari 
orang yang ahli, karena mereka dianggap mampu memberikan informasi yang 
akurat mengenai kategori produk tersebut (Bone, 1995, dalam Wangenheim dan 
Bayon, 2004). Untuk itu salah satu cara yang dapat dilakukan konsumen untuk 
mengurangi risiko yang dirasakan adalah dengan mencari informasi mengenai 
produk tersebut sehingga mereka dapat membuat keputusan yang tepat 
(Mowen dan Minor, 2002). 
BAB V 
PENUTUP 
 
Bab ini bertujuan untuk menjelaskan kesimpulan yang diikuti dengan keterbatasan 
penelititan dan saran penelitian. Berikut penjelasannya; 
A. KESIMPULAN 
Dari hasil penelititan yang dilakukan peneliti untuk mengetahui peran 
perceived product characteristics dalam memoderasi pengaruh perceived 
communicator characteristics pada intention to switch dengan responden pengguna 
skin care di Surakarta sebagai obyek penelitian dan dari hasil analisis yang telah 
penulis uraikan pada bab IV dengan menggunakan metode analisi Structural 
Equation Modelling (SEM), dapat diambil kesimpulan bahwa pengujian yang 
diperoleh manghasilkan variabel yang mempunyai hubungan signifikan. Hubungan 
antar variable yang signifikan adalah hubungan antara similarity dengan intention to 
switch, hubungan expertise dengan intention to switch, variabel sosial/psikologikal 
risk dalam memoderasi similarity terhadap intention toswitch serta variabel 
financial/fungsional risk dalam memoderasi expertise terhadap intention to switch. 
Penjelasannya adalah sebagai berikut: 
 
 
 
1. Similarity dengan intention to switch 
Hubungan yang signifikan antara similarity dengan intention to switch 
menjelaskan bahwa semakin tinggi similarity atau kesamaan antara sender 
dan receiver, maka semakin besar pengaruh word of mouth terhadap 
keputusan pengguna jasa skin care untuk melakukan perpindahan jasa. 
2. Expertise dengan intention to switch 
Hubungan yang signifikan antara expertise dengan intention to switch 
menjelaskan bahwa semakin tinggi sourch expertise semakin tinggi pula 
pengaruhnya terhadap keputusan pengguna jasa skin care untuk melakukan 
perpindahan. 
3. Sosial/psikologikal risk dalam memoderasi pengaruh similarity terhadap 
intention to switch 
Hasil pengujian telah menjelaskan bahwa pada kelompok 
social/psychological risk tinggi terdapat pengaruh similarity pada intention to 
switch, sementara itu pada kelompok social/psychological risk rendah tidak 
ada pengaruh similarity pada intention to switch. Hal ini menjelaskan bahwa 
semakin tinggi risiko sosial/psikologikal yang dirasakan oleh pengguna jasa 
skin care di Surakarta maka semakin tinggi pengaruh  similarity  terhadap 
keputusan mereka untuk berpindah. 
 
 
4. Financial/fungsional risk dalam memoderasi expertise terhadap intention to 
switch 
Hasil pengujian juga telah menjelaskan bahwa pada kelompok 
functional/financial risk tinggi terdapat pengaruh expertise pada intention to 
switch, sementara itu pada kelompok functional/financial risk rendah tidak 
ada pengaruh expertise pada intention to switch. Hal ini menjelaskan bahwa 
semakin tinggi risiko financial/fungsional yang dirasakan oleh pengguna jasa 
skin care di Surakarta maka semakin tinggi pengaruh  expertise  terhadap 
keputusan mereka untuk berpindah. 
 
B. SARAN 
Berikut ini beberapa saran yang diberikan: 
1. Saran untuk studi kedepan 
Studi ini bertumpu pada metode yang terbatas ruang lingkupnya, 
sehingga memerlukan studi-studi lanjutan untuk mengeneralisasi hasil studi 
pada konteks yang lebih luas dan jumlah sampel yang lebih banyak. Hal ini 
diperlukan agar konsep yang dikonstruksi dapat ditingkatkan validitasnya 
eksternalnya. 
2. Saran Praktis 
Studi ini diharapkan mampu memberikan pemahaman pada praktisi 
yang ingin mengunakan word of mouth sebagai strategi pemasaran khususnya 
pemasaran jasa skin care. Dengan  mengetahui faktor-faktor yang berpengaruh 
terhadap keputusan konsumen untuk berpindah maka pemasar dapat 
menciptakan terjadinya word of mouth yang dapat dilakukan melalui upaya 
sebagai berikut : 
a. Memastikan agar individu yang berpengaruh terhadap penyampaian 
sebuah informasi mengetahui kualitas bagus dari jasa perusahaan. 
b. Membentuk, mendorong dan memfasilitasi terjadinya word of mouth 
marketing yang dapat dilakukan dengan cara; meningkatkan kualitas 
produk, pelayanan, physical evidence, real experience dan berbagai 
kegaitan promosi lainnya 
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LAMPIRAN 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
LAMPIRAN 1 
 
KUESIONER 
& 
DATA MENTAH 
 BAGIAN SATU :  IDENTITAS DIRI 
Silakan lingkari nomor yang mewakili respon yang paling tepat bagi Anda terkait dengan pertanyaan berikut : 
 
1. Nama : .......................................... 
 
2. Jenis Kelamin Anda 
1. Wanita 
2. Pria  
 
3. Usia Anda (tahun) 
1. Di bawah 20 
2. 20-30 
3. 31-40 
4. Di atas 40 
 
4. Tingkat Pendidikan Tertinggi Anda 
1. SD 
2. SMP 
3. SMA 
4. Sarjana 
5. Lainnya, sebutkan……… 
5. Pekerjaan 
1. Pelajar 
2. Mahasiswa 
3. PNS 
4. Pegawai Swasta/ Wiraswasta 
5. Lainnya, sebutkan ......... 
BAGIAN DUA : PERTANYAAN SCREENING 
1. Di salon kecantikan (skin care) mana Anda melakukan perawatan wajah saat ini? 
................................................................................................................................. 
2. Sudah berapa lama Anda melakukan perawatan wajah di salon kecantikan 
tersebut? 
A. Kurang dari 1 tahun 
B. 1-2 tahun 
C. 2-3 tahun 
D. Lebih dari 3 tahun 
3. Apakah sebelum melakukan perawatan di salon kecantikan tersebut (OPTION 
JAWABAN NO.1), Anda pernah melakukan perawatan di salon kecantikan lain? 
A. YA ( MENUJU PERTANYAAN BAGIAN A )  
B. Tidak ( MENUJU PERTANYAAN BAGIAN B ) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
BAGIAN A 
 
 
1. Apakah keputusan Anda untuk berpindah ke salon kecantikan lain 
dikarenakan rekomendasi atau informasi dari orang lain ( missal: dari 
saudara/ teman/ kenalan ) 
A. YA        
B. Tidak    ( BERHENTI, TERIMAKASIH ) 
2. Dari beberapa rekomendasi yang Anda terima, rekomendasi manakah 
yang paling memberikan pengaruh bagi Anda untuk berpindah ke salon 
kecantikan lain? 
A. Rekomendasi dari teman 
Alasan : .................... 
B. Rekomendasi dari saudara 
Alasan : .................... 
C. Rekomendasi dari orang yang ahli (memiliki pemahaman yang baik) 
Alasan : .................... 
D. Lainnya : .................. 
Alasan : ....................  
3. Apa yang menyebabkan Anda memutuskan untuk berpindah ke salon 
kecantikan lain 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
BAGIAN B 
 
1. Apakah selama Anda melakukan perawatan di salon kecantikan tersebut (OPTION 
JAWABAN NO.1), Anda pernah mendapatkan informasi mengenai salon kecantikan 
lain ataupun pernah mendapatkan rekomendasi untuk berpindah ke salon 
kecantikan yang lain? 
A. Ya  
B. Tidak   ( BERHENTI, TERIMAKASIH ) 
2. Dari beberapa rekomendasi yang Anda terima, rekomendasi manakah yang paling 
memberikan pengaruh bagi Anda untuk berpindah ke salon kecantikan lain? 
A. Rekomendasi dari teman 
Alasan : .................... 
B. Rekomendasi dari saudara 
Alasan : .................... 
C. Rekomendasi dari orang yang ahli (memiliki pemahaman yang baik) 
Alasan : .................... 
D. Lainnya : .................. 
Alasan : .................... 
3. Apakah dalam waktu dekat ini,Anda memiliki keinginan untuk berpindah ke 
salon kecantikan (skin care) lain? 
A. Ya 
Alasan: 
...........................................................................................................................
........ 
B. Tidak 
Alasan : 
...........................................................................................................................
....... 
 
 
 
 
 
 
 
 
 
PERTANYAAN BERIKUT BERKAITAN DENGAN PENGARUH REKOMENDASI YANG 
ANDA TERIMA BAIK DARI TEMAN, SAUDARA ATAUPUN ORANG YANG AHLI 
 
 PENGETAHUAN DAN PEMAHAMAN YANG DIMILIKI OLEH PEMBERI 
REKOMENDASI 
NO Pertanyaan Sangat 
Tidak 
Tidak 
Setuju 
Setuju Sangat 
Setuju 
Setuju 
1 Pemberi rekomendasi memiliki pengetahuan yang 
baik mengenai salon kecantikan (skin care) 
    
2 Pemberi rekomendasi memiliki pemahaman yang 
baik mengenai salon kecantikan (skin care) 
    
 
 KESAMAAN YANG ANDA RASAKAN DENGAN PEMBERI 
REKOMENDASI/INFORMASI 
NO Pertanyaan Sangat 
Tidak 
Setuju 
Tidak 
Setuju 
Setuju Sangat 
Setuju 
3 Saya dan pemberi rekomendasi memiliki pemikiran 
dan penilaian yang sama mengenai salon 
kecantikan (skin care) 
    
4 Saya dan pemberi rekomendasi memilikikesamaan 
akan kebutuhan dan keinginan untuk tampil cantik 
    
 PENGARUH ATAS INFORMASI / REKOMENDASI YANG DIA SAMPAIKAN 
NO Pertanyaan Sangat 
Tidak 
Setuju 
Tidak 
Setuju 
Setuju Sangat 
Setuju 
5 Informasi yang disampaikan pemberi rekomendasi 
dapat dipercaya 
    
6 Tidak ada alasan untuk meragukan informasi yang 
disampaikan pemberi rekomendasi 
    
7 Pendapat yang disampaikan oleh pemberi 
rekomendasi mempengaruhi penilaian saya 
mengenai salon kecantikan yang direkomendasikan 
    
8 Pendapat yang disampaikan membuat saya berpikir 
untuk berpindah ke salon kecantikan yang 
direkomendasikannya 
    
9 Pendapat yang disampaikan mempengaruhi 
keputusan saya untuk perpindah ke skin care lain 
ataupun tetap setia menggunakan perawatan 
wajah yang sekarang 
    
 PENGARUH RISIKO SOSIAL DAN PSIKOLOGI 
NO Pertanyaan Sangat 
Tidak 
Setuju 
Tidak 
Setuju 
Setuju Sangat 
Setuju 
10 Saya sering dicela oleh saudara/teman ketika 
memilih sebuah skin care 
    
11 Saya akan senang jika teman/ saudara saya juga 
menggunakan jasa skin care yang sama dengan saya 
    
 PENGARUH RISIKO FINANSIAL  
NO Pertanyaan Sangat 
Tidak 
Setuju 
Tidak 
Setuju 
Setuju
12 Memilih sebuah skin care, memiliki risiko finansial yang tinggi    
13 Melakukan perawatan di skin care dapat menghabiskan banyak 
uang 
 
   
14 Saya khawatir jika skin care yang saya pilih  tidak dapat memberikan 
tingkat kepuasan yang saya harapkan 
   
 
 
 
 
 
 
 
 
 
 
 
DATA MENTAH 
 
 
exp 
1 
exp 
2 
sim 
1 
sim 
2 
inf 
1 
inf 
2 
inf 
3 
inf 
4 
inf 
5 spr1 spr 2 ffr 1 ffr2 ffr3 
1 4 4 3 3 4 3 3 2 3 3 4 3 3 3 
2 4 4 3 2 4 3 3 4 3 3 3 4 4 4 
3 4 4 3 3 4 3 3 4 3 3 3 4 4 3 
4 3 3 3 3 4 2 2 2 2 3 3 4 3 3 
5 3 3 3 3 3 4 3 2 3 2 2 3 3 3 
6 3 3 3 3 4 3 3 2 3 2 3 4 4 3 
7 2 2 2 2 2 2 2 2 2 2 2 2 2 2 
8 3 3 3 3 3 2 2 2 3 3 3 3 3 3 
9 4 4 3 3 3 3 3 3 2 2 2 4 4 2 
10 3 3 3 3 3 2 2 2 2 2 2 4 4 3 
11 3 3 3 3 3 3 2 2 2 2 1 3 3 3 
12 3 3 2 2 3 2 3 3 2 3 3 3 3 3 
13 3 3 3 3 3 3 2 2 2 3 3 3 3 3 
14 4 4 3 3 3 3 2 2 2 2 2 4 4 4 
15 1 1 1 1 1 1 1 2 2 2 2 1 1 3 
16 3 3 3 3 3 2 2 2 2 2 2 3 4 3 
17 4 4 3 3 3 3 3 3 3 3 3 3 4 4 
18 3 3 3 3 3 3 3 3 3 2 2 2 2 2 
19 3 3 2 2 3 2 2 2 2 2 2 2 2 2 
20 3 3 3 3 3 3 2 2 2 2 2 3 3 3 
21 2 2 2 2 3 2 3 2 2 2 2 2 2 2 
22 3 3 3 3 3 3 3 3 3 2 2 3 3 3 
23 3 3 3 3 3 3 3 3 2 2 3 3 3 3 
24 4 4 3 3 3 3 3 2 2 3 3 4 4 3 
25 3 3 3 3 3 3 3 2 3 3 3 3 3 3 
26 3 3 3 3 3 2 2 2 2 2 1 2 1 3 
27 4 4 3 3 3 3 3 2 2 3 3 4 4 3 
28 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
29 3 3 3 3 3 3 3 2 3 3 3 3 3 3 
30 4 4 3 3 3 3 3 2 2 3 3 4 4 3 
31 3 3 4 3 3 3 3 3 3 3 4 3 4 3 
32 3 3 3 3 3 3 3 3 3 3 4 3 4 3 
33 3 3 3 3 3 3 3 2 2 3 3 4 4 3 
34 3 3 4 4 3 3 3 3 3 3 4 3 4 3 
35 2 2 2 2 2 2 2 2 2 2 2 2 2 2 
36 3 3 3 3 3 3 3 3 3 3 4 3 4 3 
37 3 3 3 3 3 3 3 2 2 3 3 4 4 3 
38 4 4 4 4 4 4 4 2 3 3 3 4 4 4 
39 3 3 4 4 3 2 3 2 2 3 3 3 3 3 
40 4 4 4 4 4 4 4 4 4 3 3 4 4 4 
41 3 3 3 3 3 2 3 2 3 3 3 3 2 3 
42 3 3 3 3 3 3 3 2 3 3 3 3 3 3 
43 4 4 4 4 4 4 4 2 3 3 3 4 4 4 
44 4 4 3 3 3 3 3 3 3 3 3 4 4 3 
45 4 4 4 4 4 4 4 4 4 3 3 4 4 4 
46 3 3 3 3 3 3 3 3 3 1 1 1 2 3 
47 3 3 3 3 3 3 3 2 2 3 3 4 4 3 
48 3 3 3 3 3 3 3 3 3 3 3 3 3 3 
49 4 4 4 4 4 4 4 4 4 3 3 4 4 4 
50 3 4 4 3 3 3 3 2 2 3 3 3 3 3 
51 3 3 3 3 3 3 3 2 2 3 3 2 2 2 
52 3 3 3 3 3 3 3 2 3 3 3 3 3 3 
53 3 3 3 3 3 2 2 2 2 3 3 3 3 3 
54 4 3 4 3 3 3 3 2 2 3 3 4 4 3 
55 3 3 3 3 3 3 3 3 3 3 3 3 3 3 
56 3 3 3 3 3 3 3 2 2 3 3 2 2 2 
57 3 3 3 3 3 3 3 2 3 3 3 3 3 3 
58 4 4 3 3 3 3 4 2 3 3 3 3 3 3 
59 3 3 3 3 3 3 3 2 2 3 3 4 4 3 
60 3 3 3 3 3 3 3 2 2 3 3 3 3 3 
61 3 3 3 3 3 2 3 2 3 3 3 3 3 3 
62 3 3 3 3 3 2 2 2 3 2 2 2 2 2 
63 3 3 3 2 3 3 2 2 3 3 3 3 3 3 
64 3 3 4 4 3 3 3 2 2 3 3 4 4 3 
65 3 3 3 3 3 3 3 2 2 3 3 3 3 3 
66 3 3 3 3 3 3 4 2 3 3 3 3 3 3 
67 3 3 3 3 3 3 3 2 2 3 3 4 4 3 
68 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
69 3 3 3 3 3 3 3 2 3 2 2 2 2 3 
70 3 3 3 3 3 2 2 2 2 3 3 3 3 3 
71 3 3 3 3 3 3 3 2 3 2 2 2 2 2 
72 3 3 3 3 3 2 3 2 2 3 3 3 3 3 
73 4 4 2 1 4 3 3 1 1 4 3 4 4 2 
74 3 3 3 3 3 2 2 2 2 2 2 3 3 3 
75 3 3 3 3 3 3 3 3 3 3 4 3 4 3 
76 3 3 3 3 3 3 3 2 3 2 2 2 2 2 
77 3 3 3 3 3 3 3 2 2 3 3 4 4 3 
78 4 4 3 3 3 3 3 3 3 3 3 3 4 3 
79 3 3 3 3 3 3 3 2 4 3 4 4 3 3 
80 3 3 3 3 3 3 3 3 3 3 4 3 4 3 
81 3 3 3 4 3 3 2 2 2 3 3 4 4 4 
82 4 4 4 4 4 4 4 4 4 3 3 4 4 4 
83 4 4 3 2 4 4 4 4 4 3 3 4 4 4 
84 3 3 2 2 3 3 3 2 3 2 2 2 2 2 
85 3 3 3 3 3 2 2 2 2 3 3 3 3 3 
86 1 1 1 1 1 2 2 2 2 1 1 2 2 2 
87 3 3 3 3 3 2 2 2 2 2 2 3 4 4 
88 3 3 4 4 4 4 4 4 4 3 3 4 4 4 
89 4 4 4 3 3 3 3 2 2 3 3 4 4 4 
90 3 4 3 3 3 2 3 3 2 3 3 4 3 3 
91 3 3 3 3 3 1 1 1 2 1 1 1 2 3 
92 3 3 3 3 3 2 2 2 2 3 3 3 3 3 
93 2 2 2 2 2 1 1 1 1 2 1 2 2 2 
94 1 1 1 1 2 2 2 2 2 2 2 2 2 1 
95 3 3 3 3 3 3 3 3 3 3 3 3 3 3 
96 3 3 3 3 2 2 2 2 2 3 3 2 2 2 
97 3 3 4 4 3 3 3 3 3 2 3 4 3 3 
98 4 4 4 4 4 4 4 4 4 3 3 4 4 4 
99 4 4 4 4 4 4 4 4 4 3 3 4 4 4 
100 1 2 1 1 1 2 2 2 2 1 1 2 1 1 
101 3 3 4 4 4 4 3 4 3 1 2 4 4 3 
102 3 3 3 3 3 3 3 3 3 4 3 4 4 3 
103 3 3 3 3 3 3 3 3 3 3 3 4 4 3 
104 3 3 3 3 3 3 3 4 3 3 3 3 4 3 
105 4 3 3 3 4 3 3 3 4 4 4 3 4 4 
106 3 3 2 3 3 3 3 3 3 3 3 2 2 2 
107 3 3 3 3 3 3 3 3 3 1 2 3 3 3 
108 4 4 3 3 3 3 3 3 3 3 3 3 3 3 
109 4 4 3 3 3 3 4 3 3 2 2 3 3 3 
110 4 4 3 3 3 3 3 4 3 4 3 3 3 4 
111 3 3 3 3 3 2 3 3 3 2 2 3 3 4 
112 3 3 4 4 3 4 3 3 3 3 3 3 3 3 
113 4 3 3 3 4 3 3 3 4 3 3 3 3 3 
114 3 3 3 3 3 3 3 3 2 3 3 3 4 3 
115 3 3 3 4 3 3 3 3 3 3 3 3 3 3 
116 3 3 3 4 3 3 3 3 3 3 3 4 3 4 
117 3 3 3 3 3 3 3 3 3 3 3 3 3 3 
118 3 3 4 3 3 3 4 4 4 3 3 3 3 4 
119 3 3 3 3 3 3 3 2 3 3 4 3 2 2 
120 3 3 3 4 3 4 3 3 3 3 4 3 3 4 
121 3 3 3 3 3 3 3 3 3 2 2 2 1 2 
122 3 3 3 3 3 3 3 3 3 3 3 3 2 2 
123 3 3 3 3 4 3 3 3 3 3 4 4 4 4 
124 3 3 3 4 3 3 3 3 3 3 4 3 3 3 
125 3 3 3 3 3 3 3 3 3 3 3 3 3 4 
126 3 3 3 3 3 3 3 3 3 3 3 3 3 3 
127 4 3 4 3 3 3 3 4 3 4 3 3 3 4 
128 3 3 4 4 4 4 2 4 3 2 2 4 4 3 
129 3 3 3 3 3 3 3 3 4 3 3 3 3 4 
130 3 3 3 4 3 3 3 3 3 4 4 4 4 4 
131 3 3 3 3 3 3 4 4 3 2 3 2 3 2 
132 3 3 3 3 3 3 3 3 3 3 4 3 3 3 
133 3 3 3 2 3 3 3 3 3 2 2 3 3 3 
134 3 3 4 3 3 3 4 4 4 3 4 4 4 3 
135 3 3 3 3 3 3 3 3 3 2 3 4 4 3 
136 4 4 4 4 4 4 4 4 3 3 3 1 2 3 
137 4 4 4 4 3 3 4 4 4 3 3 3 3 3 
138 4 4 3 3 4 4 4 4 3 2 2 3 3 3 
139 3 3 3 3 3 3 3 3 3 3 2 3 3 3 
140 3 3 3 3 3 2 3 3 3 3 3 3 3 3 
141 4 4 3 3 3 3 3 3 3 3 3 2 3 2 
142 4 4 3 3 4 4 4 4 3 2 2 3 3 3 
143 3 3 3 3 3 3 3 3 2 2 3 2 2 3 
144 4 4 3 3 4 4 4 4 3 2 2 3 3 3 
145 3 3 2 2 3 3 3 3 3 3 3 3 3 3 
146 4 4 3 3 4 4 4 4 3 2 2 3 3 3 
147 3 3 2 2 3 3 3 3 3 3 3 3 3 3 
148 4 4 3 3 4 4 4 4 3 2 2 3 3 3 
149 4 4 3 3 4 4 4 3 3 3 3 3 3 3 
150 3 3 3 3 3 3 3 3 3 3 3 2 2 2 
151 3 3 3 3 3 3 3 3 2 2 3 2 2 3 
152 4 4 3 3 4 4 4 4 3 2 2 3 3 3 
153 4 4 3 3 4 4 4 4 3 2 2 3 3 3 
154 3 3 3 3 4 4 4 4 4 3 3 2 2 3 
155 3 3 3 3 3 2 3 3 3 3 3 3 3 3 
156 3 3 3 3 3 3 3 3 3 3 4 4 4 3 
157 3 3 2 2 3 3 3 3 3 3 3 3 3 3 
158 3 3 3 3 3 3 3 3 2 2 3 2 2 3 
159 3 3 3 3 3 3 3 4 4 3 3 4 4 4 
160 3 3 3 3 3 3 3 3 3 3 4 4 4 3 
161 3 3 3 3 3 2 3 3 3 3 3 3 3 3 
162 3 3 3 3 4 4 4 4 4 3 3 2 2 2 
163 3 3 3 3 3 3 3 4 4 2 2 4 4 4 
164 3 3 3 3 3 3 3 3 2 2 3 2 2 3 
165 3 3 3 3 3 3 3 4 4 2 2 3 3 3 
166 4 4 3 3 4 4 4 4 3 2 2 3 3 3 
167 3 3 3 3 4 3 3 4 4 3 3 2 2 2 
168 3 3 3 3 4 4 4 4 4 3 3 2 2 2 
169 3 3 3 3 4 4 4 4 4 3 3 2 2 2 
170 4 4 3 3 4 4 4 4 3 2 2 3 3 3 
171 3 3 3 3 3 2 4 4 4 3 3 4 4 4 
172 3 3 2 3 3 2 3 3 3 3 3 3 3 3 
173 3 3 3 3 3 3 3 3 2 2 3 2 2 3 
174 3 3 3 3 3 3 3 3 3 3 3 3 3 3 
175 3 3 3 3 3 3 3 3 3 3 3 3 3 3 
176 3 3 3 3 3 3 3 3 3 3 4 3 3 3 
177 3 3 3 3 3 3 4 4 4 2 2 4 4 4 
178 3 3 3 3 4 4 4 4 4 3 3 2 2 2 
179 3 3 3 3 3 3 3 4 4 2 3 4 4 4 
180 3 3 3 3 3 3 3 4 4 3 3 4 4 4 
181 3 3 3 3 3 3 3 3 3 2 3 4 4 4 
182 3 3 3 3 3 3 3 3 2 2 3 2 2 3 
183 3 3 3 3 4 3 3 4 4 3 3 2 2 2 
184 3 3 3 3 4 4 4 4 4 3 3 2 2 2 
185 3 3 3 3 3 3 3 3 3 3 3 3 4 4 
186 3 3 3 3 3 3 3 4 4 3 3 4 4 4 
187 4 4 3 3 3 3 3 3 3 3 3 2 3 2 
188 4 4 3 3 3 3 3 3 3 3 3 2 3 2 
189 3 3 3 3 3 3 3 3 3 2 3 3 3 3 
190 4 4 3 3 3 3 3 3 3 3 3 2 3 2 
191 4 4 3 3 3 3 3 3 3 3 3 2 3 2 
192 4 4 3 3 3 3 3 3 3 3 3 2 3 2 
193 3 3 3 3 3 3 3 3 3 3 3 3 3 3 
194 3 3 3 2 3 3 3 3 3 2 3 4 4 4 
195 3 3 3 3 4 4 4 4 4 3 3 2 2 2 
196 3 3 3 3 4 4 4 4 4 3 3 2 2 2 
197 3 3 3 3 4 4 4 4 4 3 3 3 3 3 
198 3 3 3 3 3 3 3 3 3 3 3 3 4 3 
199 3 3 3 3 3 3 3 3 3 3 3 3 3 3 
200 3 3 3 3 4 4 4 4 4 3 3 2 2 2 
 
 
 
 
 
 
 
 
 
 
 
 
LAMPIRAN 2 
 
 
 
HASIL UJI 
VALIDITAS DAN RELIABILITAS 
SAMPLE BESAR 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Factor Analysis  
 
 KMO and Bartlett's Test 
Kaiser-Meyer-Olkin Measure of Sampling 
Adequacy. .831 
Bartlett's Test of 
Sphericity 
Approx. Chi-Square 2367.746 
df 91 
Sig. .000 
 
 Communalities 
  Initial Extraction 
exp1 1.000 .928 
exp2 1.000 .927 
sim1 1.000 .906 
sim2 1.000 .928 
inf1 1.000 .753 
inf2 1.000 .759 
inf3 1.000 .812 
inf4 1.000 .829 
inf5 1.000 .831 
spr1 1.000 .890 
spr2 1.000 .887 
ffr1 1.000 .876 
ffr2 1.000 .890 
ffr3 1.000 .769 
Extraction Method: Principal Component Analysis. 
 
 Component Matrix(a) 
  
Component 
1 2 3 4 5 
exp1 .798         
exp2 .772         
sim1 .790         
sim2 .726       -.615 
inf1 .796         
inf2 .758         
inf3 .765         
inf4 .628 -.513       
inf5 .630         
spr1 .517   .631     
spr2 .532   .687     
ffr1 .576 .632       
ffr2 .619 .627       
ffr3 .599         
Extraction Method: Principal Component Analysis. 
a  5 components extracted. 
 
 Rotated Component Matrix(a) 
  
Component 
1 2 3 4 5 
exp1   .874       
exp2   .891       
sim1         .791 
sim2         .868 
inf1 .552 .600       
inf2 .697         
inf3 .761         
inf4 .893         
inf5 .876         
spr1       .903   
spr2       .887   
ffr1     .898     
ffr2     .882     
ffr3     .796     
Extraction Method: Principal Component Analysis.  
  Rotation Method: Varimax with Kaiser Normalization. 
a  Rotation converged in 6 iterations. 
 
 Component Transformation Matrix 
Component 1 2 3 4 5 
1 .548 .525 .418 .303 .398 
2 -.644 -.110 .692 .296 .081 
3 .240 -.462 -.183 .820 -.153 
4 .466 -.605 .513 -.381 -.094 
5 .095 .365 .226 .061 -.896 
Extraction Method: Principal Component Analysis.   
  Rotation Method: Varimax with Kaiser Normalization. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Factor Analysis 
 
 KMO and Bartlett's Test 
Kaiser-Meyer-Olkin Measure of Sampling 
Adequacy. .807 
Bartlett's Test of 
Sphericity 
Approx. Chi-Square 2151.461 
df 78 
Sig. .000 
 
 Communalities 
  Initial Extraction 
exp1 1.000 .939 
exp2 1.000 .950 
sim1 1.000 .907 
sim2 1.000 .929 
inf2 1.000 .751 
inf3 1.000 .825 
inf4 1.000 .837 
inf5 1.000 .832 
spr1 1.000 .890 
spr2 1.000 .887 
ffr1 1.000 .878 
ffr2 1.000 .890 
ffr3 1.000 .767 
Extraction Method: Principal Component Analysis. 
 
 Component Matrix(a) 
  
Component 
1 2 3 4 5 
exp1 .786         
exp2 .761         
sim1 .797         
sim2 .734       -.604 
inf2 .731         
inf3 .746         
inf4 .611 -.566       
inf5 .617         
spr1 .536   .655     
spr2 .556   .698     
ffr1 .607 .602       
ffr2 .653 .590       
ffr3 .628         
Extraction Method: Principal Component Analysis. 
a  5 components extracted. 
 
 
 
 Rotated Component Matrix(a) 
  
Component 
1 2 3 4 5 
exp1     .871     
exp2     .895     
sim1         .800 
sim2         .875 
inf2 .704         
inf3 .774         
inf4 .898         
inf5 .876         
spr1       .904   
spr2       .888   
ffr1   .900       
ffr2   .880       
ffr3   .795       
Extraction Method: Principal Component Analysis.  
  Rotation Method: Varimax with Kaiser Normalization. 
a  Rotation converged in 6 iterations. 
 
 Component Transformation Matrix 
Component 1 2 3 4 5 
1 .530 .457 .477 .328 .420 
2 -.700 .660 -.076 .258 .050 
3 .169 -.188 -.437 .846 -.173 
4 .435 .527 -.636 -.328 -.144 
5 .108 .207 .414 .058 -.878 
Extraction Method: Principal Component Analysis.   
  Rotation Method: Varimax with Kaiser Normalization. 
 
 
 
 
 
Reliability  
 Case Processing Summary 
  N % 
Cases Valid 200 100.0 
  Excluded(a) 0 .0 
  Total 200 100.0 
a  Listwise deletion based on all variables in the procedure. 
 
 Reliability Statistics 
Cronbach's 
Alpha N of Items 
.974 2 
  
  
 
 
 
Item-Total Statistics 
  
Scale Mean if 
Item Deleted 
Scale 
Variance if 
Item Deleted 
Corrected 
Item-Total 
Correlation 
Cronbach's 
Alpha if Item 
Deleted 
exp1 3.16 .333 .950 .(a) 
exp2 3.16 .356 .950 .(a) 
a  The value is negative due to a negative average covariance among items. This violates reliability 
model assumptions. You may want to check item codings. 
 
 
Reliability   
 Reliability Statistics 
Cronbach's 
Alpha N of Items 
.912 2 
 
 Item-Total Statistics 
  
Scale Mean if 
Item Deleted 
Scale 
Variance if 
Item Deleted 
Corrected 
Item-Total 
Correlation 
Cronbach's 
Alpha if Item 
Deleted 
sim1 2.98 .336 .839 .(a) 
sim2 3.00 .312 .839 .(a) 
a  The value is negative due to a negative average covariance among items. This violates reliability 
model assumptions. You may want to check item codings. 
 
 
Reliability 
 Reliability Statistics 
Cronbach's 
Alpha N of Items 
.892 4 
 
 Item-Total Statistics 
  
Scale Mean if 
Item Deleted 
Scale 
Variance if 
Item Deleted 
Corrected 
Item-Total 
Correlation 
Cronbach's 
Alpha if Item 
Deleted 
inf2 8.75 3.829 .732 .871 
inf3 8.70 3.711 .803 .847 
inf4 8.85 3.234 .781 .857 
inf5 8.86 3.622 .748 .865 
 
 
Reliability 
 Reliability Statistics 
Cronbach's 
Alpha N of Items 
.863 2 
 Item-Total Statistics 
  
Scale Mean if 
Item Deleted 
Scale 
Variance if 
Item Deleted 
Corrected 
Item-Total 
Correlation 
Cronbach's 
Alpha if Item 
Deleted 
spr1 2.80 .442 .763 .(a) 
spr2 2.67 .363 .763 .(a) 
a  The value is negative due to a negative average covariance among items. This violates reliability 
model assumptions. You may want to check item codings. 
 
Reliability 
 Reliability Statistics 
Cronbach's 
Alpha N of Items 
.890 3 
 
 Item-Total Statistics 
  
Scale Mean if 
Item Deleted 
Scale 
Variance if 
Item Deleted 
Corrected 
Item-Total 
Correlation 
Cronbach's 
Alpha if Item 
Deleted 
ffr1 6.02 1.824 .844 .788 
ffr2 5.95 1.781 .844 .789 
ffr3 6.05 2.369 .684 .926 
 
  
 
 
 
LAMPIRAN 3 
 
GOODNESS OF FIT 
UNCONSTRAINED MODEL 
(SEBELUM DAN SESUDAH 
MODIFIKASI) 
 
 
 
 
 
 
 Analysis Summary 
Date and Time 
Date: Wednesday, March 10, 2010 
Time: 7:02:55 AM 
Title 
Model penelitian: Wednesday, March 10, 2010 07:02 AM 
 
Notes for Group (Group number 1) 
The model is recursive. 
Sample size = 200 
Variable Summary (Group number 1) 
Your model contains the following variables (Group number 1) 
Observed, endogenous variables 
SIM1 
SIM2 
EXP2 
EXP1 
INF2 
INF3 
INF4 
INF5 
Unobserved, endogenous variables 
Intention to switch 
Unobserved, exogenous variables 
Similarity 
e1 
e2 
Expertise 
e4 
e3 
e5 
e6 
e7 
e8 
Z1 
 
Variable counts (Group number 1) 
Number of variables in your model: 20 
Number of observed variables: 8 
Number of unobserved variables: 12 
Number of exogenous variables: 11 
Number of endogenous variables: 9 
Parameter summary (Group number 1) 
 Weights Covariances Variances Means Intercepts Total 
Fixed 12 0 0 0 0 12 
Labeled 0 0 0 0 0 0 
Unlabeled 7 1 11 0 0 19 
Total 19 1 11 0 0 31 
Assessment of normality (Group number 1) 
Variable min max skew c.r. kurtosis c.r. 
INF5 1.000 4.000 -.118 -.679 -.368 -1.063 
INF4 1.000 4.000 -.031 -.179 -.928 -2.678 
INF3 1.000 4.000 -.553 -3.194 1.017 2.937 
INF2 1.000 4.000 -.483 -2.787 .738 2.131 
EXP1 1.000 4.000 -.921 -5.315 3.443 9.938 
EXP2 1.000 4.000 -.802 -4.628 3.402 9.822 
SIM2 1.000 4.000 -1.086 -6.268 3.554 10.259 
SIM1 1.000 4.000 -1.043 -6.021 3.972 11.466 
Multivariate      55.492 31.021 
Observations farthest from the centroid (Mahalanobis distance) (Group number 1) 
Observation number Mahalanobis d-squared p1 p2 
50 46.876 .000 .000 
127 42.822 .000 .000 
Observation number Mahalanobis d-squared p1 p2 
54 42.589 .000 .000 
100 40.064 .000 .000 
90 38.229 .000 .000 
73 35.689 .000 .000 
128 33.863 .000 .000 
113 32.392 .000 .000 
105 32.392 .000 .000 
171 22.988 .003 .000 
63 22.538 .004 .000 
15 20.533 .008 .000 
86 19.771 .011 .000 
94 19.771 .011 .000 
118 19.561 .012 .000 
134 19.561 .012 .000 
68 19.045 .015 .000 
28 19.045 .015 .000 
91 18.857 .016 .000 
2 18.819 .016 .000 
172 18.451 .018 .000 
39 17.912 .022 .000 
83 17.524 .025 .000 
81 17.301 .027 .000 
120 16.523 .035 .000 
101 15.370 .052 .000 
79 15.038 .058 .000 
58 14.706 .065 .000 
89 14.568 .068 .000 
66 13.783 .088 .003 
38 13.618 .092 .003 
43 13.618 .092 .002 
31 13.475 .097 .002 
14 13.202 .105 .003 
5 13.098 .109 .003 
106 12.770 .120 .009 
21 12.574 .127 .012 
12 12.522 .129 .010 
Observation number Mahalanobis d-squared p1 p2 
112 11.853 .158 .092 
64 11.312 .185 .314 
93 11.000 .202 .482 
115 10.815 .212 .561 
116 10.815 .212 .492 
124 10.815 .212 .424 
130 10.815 .212 .358 
137 10.660 .222 .416 
131 10.368 .240 .595 
194 10.267 .247 .615 
133 10.267 .247 .551 
84 9.786 .280 .850 
3 8.951 .346 .998 
110 8.951 .346 .997 
88 8.941 .347 .995 
1 8.640 .374 .999 
41 8.473 .389 1.000 
61 8.473 .389 1.000 
109 8.451 .391 .999 
72 8.084 .425 1.000 
8 7.976 .436 1.000 
62 7.976 .436 1.000 
177 7.454 .489 1.000 
136 7.221 .513 1.000 
9 7.219 .513 1.000 
20 7.004 .536 1.000 
13 7.004 .536 1.000 
11 7.004 .536 1.000 
170 6.980 .539 1.000 
166 6.980 .539 1.000 
153 6.980 .539 1.000 
152 6.980 .539 1.000 
148 6.980 .539 1.000 
146 6.980 .539 1.000 
144 6.980 .539 1.000 
142 6.980 .539 1.000 
Observation number Mahalanobis d-squared p1 p2 
138 6.980 .539 1.000 
34 6.694 .570 1.000 
97 6.694 .570 1.000 
149 6.502 .591 1.000 
161 6.443 .598 1.000 
155 6.443 .598 1.000 
140 6.443 .598 1.000 
111 6.443 .598 1.000 
24 6.153 .630 1.000 
27 6.153 .630 1.000 
30 6.153 .630 1.000 
19 6.114 .634 1.000 
129 6.105 .635 1.000 
186 5.656 .686 1.000 
183 5.656 .686 1.000 
180 5.656 .686 1.000 
179 5.656 .686 1.000 
167 5.656 .686 1.000 
165 5.656 .686 1.000 
163 5.656 .686 1.000 
159 5.656 .686 1.000 
154 5.504 .703 1.000 
162 5.504 .703 1.000 
168 5.504 .703 1.000 
169 5.504 .703 1.000 
178 5.504 .703 1.000 
Sample Moments (Group number 1) 
Sample Covariances (Group number 1) 
 INF5 INF4 INF3 INF2 EXP1 EXP2 SIM2 SIM1 
INF5 .510        
INF4 .436 .657       
INF3 .308 .363 .430      
INF2 .271 .336 .341 .439     
EXP1 .132 .177 .217 .220 .354    
 INF5 INF4 INF3 INF2 EXP1 EXP2 SIM2 SIM1 
EXP2 .112 .166 .212 .210 .325 .331   
SIM2 .152 .157 .160 .184 .174 .164 .334  
SIM1 .150 .160 .175 .190 .200 .185 .270 .310 
Condition number = 123.943 
Eigenvalues 
2.017 .588 .288 .184 .137 .086 .049 .016 
Determinant of sample covariance matrix = .000 
Sample Correlations (Group number 1) 
 INF5 INF4 INF3 INF2 EXP1 EXP2 SIM2 SIM1 
INF5 1.000        
INF4 .753 1.000       
INF3 .657 .683 1.000      
INF2 .572 .626 .784 1.000     
EXP1 .311 .366 .556 .557 1.000    
EXP2 .272 .356 .562 .550 .950 1.000   
SIM2 .367 .334 .423 .481 .505 .493 1.000  
SIM1 .377 .355 .480 .515 .603 .578 .839 1.000 
Condition number = 100.067 
Eigenvalues 
4.745 1.365 .844 .405 .243 .197 .153 .047 
Notes for Model (Default model) 
Computation of degrees of freedom (Default model) 
Number of distinct sample moments: 36 
Number of distinct parameters to be estimated: 19 
Degrees of freedom (36 - 19): 17 
Result (Default model) 
Minimum was achieved 
Chi-square = 81.993 
Degrees of freedom = 17 
Probability level = .000 
Estimates (Group number 1 - Default model) 
Scalar Estimates (Group number 1 - Default model) 
Maximum Likelihood Estimates 
Regression Weights: (Group number 1 - Default model) 
   Estimate S.E. C.R. P Label 
Intention to switch <--- Similarity .305 .088 3.477 *** par_6 
Intention to switch <--- Expertise .410 .084 4.880 *** par_7 
SIM1 <--- Similarity 1.000     
SIM2 <--- Similarity .898 .063 14.215 *** par_1 
EXP2 <--- Expertise 1.000     
EXP1 <--- Expertise 1.067 .037 28.856 *** par_2 
INF2 <--- Intention to switch 1.000     
INF3 <--- Intention to switch 1.058 .065 16.298 *** par_3 
INF4 <--- Intention to switch 1.121 .090 12.438 *** par_4 
INF5 <--- Intention to switch .945 .082 11.592 *** par_5 
 
Standardized Regression Weights: (Group number 1 - Default model) 
   Estimate 
Intention to switch <--- Similarity .298 
Intention to switch <--- Expertise .403 
SIM1 <--- Similarity .985 
SIM2 <--- Similarity .852 
EXP2 <--- Expertise .960 
EXP1 <--- Expertise .989 
INF2 <--- Intention to switch .847 
INF3 <--- Intention to switch .907 
INF4 <--- Intention to switch .777 
INF5 <--- Intention to switch .743 
Covariances: (Group number 1 - Default model) 
   Estimate S.E. C.R. P Label 
Similarity <--> Expertise .187 .026 7.147 *** par_8 
Correlations: (Group number 1 - Default model) 
   Estimate 
Similarity <--> Expertise .616 
Variances: (Group number 1 - Default model) 
   Estimate S.E. C.R. P Label 
Similarity   .301 .035 8.564 *** par_9 
Expertise   .305 .034 8.966 *** par_10 
Z1   .189 .027 6.990 *** par_11 
e1   .009 .016 .581 .562 par_12 
e2   .092 .016 5.712 *** par_13 
e4   .026 .008 3.131 .002 par_14 
e3   .008 .009 .840 .401 par_15 
e5   .124 .017 7.369 *** par_16 
e6   .077 .014 5.294 *** par_17 
e7   .261 .032 8.042 *** par_18 
e8   .229 .027 8.391 *** par_19 
 
Squared Multiple Correlations: (Group number 1 - Default model) 
   Estimate 
Intention to switch   .399 
INF5   .551 
INF4   .603 
INF3   .822 
INF2   .718 
EXP1   .979 
EXP2   .921 
SIM2   .725 
SIM1   .969 
Matrices (Group number 1 - Default model) 
Implied (for all variables) Covariances (Group number 1 - Default model) 
 
Expert
ise 
Simila
rity 
Intent
ion to 
switch 
IN
F5 
IN
F4 
IN
F3 
IN
F2 
EX
P1 
EX
P2 
SI
M2 
SI
M1 
 
Expert
ise 
Simila
rity 
Intent
ion to 
switch 
IN
F5 
IN
F4 
IN
F3 
IN
F2 
EX
P1 
EX
P2 
SI
M2 
SI
M1 
Expert
ise 
.305           
Simila
rity 
.187 .301          
Intenti
on to 
switch 
.182 .168 .315         
INF5 .172 .159 .298 
.51
0 
       
INF4 .204 .189 .353 
.33
4 
.65
7 
      
INF3 .193 .178 .334 
.31
5 
.37
4 
.43
0 
     
INF2 .182 .168 .315 
.29
8 
.35
3 
.33
4 
.43
9 
    
EXP1 .325 .199 .194 
.18
3 
.21
8 
.20
5 
.19
4 
.35
4 
   
EXP2 .305 .187 .182 
.17
2 
.20
4 
.19
3 
.18
2 
.32
5 
.33
1 
  
SIM2 .168 .270 .151 
.14
3 
.16
9 
.16
0 
.15
1 
.17
9 
.16
8 
.33
4 
 
SIM1 .187 .301 .168 
.15
9 
.18
9 
.17
8 
.16
8 
.19
9 
.18
7 
.27
0 
.31
0 
Implied (for all variables) Correlations (Group number 1 - Default model) 
 
Exper
tise 
Simila
rity 
Intent
ion to 
switc
h 
INF
5 
INF
4 
INF
3 
INF
2 
EX
P1 
EX
P2 
SI
M2 
SI
M1 
Exper
tise 
1.000           
Simila
rity 
.616 1.000          
Intent
ion to 
switc
.587 .546 1.000         
 
Exper
tise 
Simila
rity 
Intent
ion to 
switc
h 
INF
5 
INF
4 
INF
3 
INF
2 
EX
P1 
EX
P2 
SI
M2 
SI
M1 
h 
INF5 .436 .406 .743 
1.0
00 
       
INF4 .456 .424 .777 
.57
7 
1.0
00 
      
INF3 .532 .495 .907 
.67
3 
.70
4 
1.0
00 
     
INF2 .497 .463 .847 
.62
9 
.65
8 
.76
8 
1.0
00 
    
EXP1 .989 .610 .581 
.43
1 
.45
1 
.52
6 
.49
2 
1.0
00 
   
EXP2 .960 .592 .563 
.41
8 
.43
8 
.51
1 
.47
7 
.95
0 
1.0
00 
  
SIM2 .525 .852 .465 
.34
6 
.36
1 
.42
2 
.39
4 
.51
9 
.50
4 
1.0
00 
 
SIM1 .607 .985 .538 
.39
9 
.41
8 
.48
8 
.45
6 
.60
0 
.58
3 
.83
9 
1.0
00 
 
Implied Covariances (Group number 1 - Default model) 
 INF5 INF4 INF3 INF2 EXP1 EXP2 SIM2 SIM1 
INF5 .510        
INF4 .334 .657       
INF3 .315 .374 .430      
INF2 .298 .353 .334 .439     
EXP1 .183 .218 .205 .194 .354    
EXP2 .172 .204 .193 .182 .325 .331   
SIM2 .143 .169 .160 .151 .179 .168 .334  
SIM1 .159 .189 .178 .168 .199 .187 .270 .310 
Implied Correlations (Group number 1 - Default model) 
 INF5 INF4 INF3 INF2 EXP1 EXP2 SIM2 SIM1 
INF5 1.000        
 INF5 INF4 INF3 INF2 EXP1 EXP2 SIM2 SIM1 
INF4 .577 1.000       
INF3 .673 .704 1.000      
INF2 .629 .658 .768 1.000     
EXP1 .431 .451 .526 .492 1.000    
EXP2 .418 .438 .511 .477 .950 1.000   
SIM2 .346 .361 .422 .394 .519 .504 1.000  
SIM1 .399 .418 .488 .456 .600 .583 .839 1.000 
Residual Covariances (Group number 1 - Default model) 
 INF5 INF4 INF3 INF2 EXP1 EXP2 SIM2 SIM1 
INF5 .000        
INF4 .102 .000       
INF3 -.007 -.011 .000      
INF2 -.027 -.017 .007 .000     
EXP1 -.051 -.041 .011 .026 .000    
EXP2 -.060 -.038 .019 .028 .000 .000   
SIM2 .009 -.013 .001 .033 -.005 -.004 .000  
SIM1 -.009 -.029 -.003 .022 .001 -.002 .000 .000 
 
Standardized Residual Covariances (Group number 1 - Default model) 
 INF5 INF4 INF3 INF2 EXP1 EXP2 SIM2 SIM1 
INF5 .000        
INF4 2.156 .000       
INF3 -.186 -.246 .000      
INF2 -.682 -.382 .182 .000     
EXP1 -1.553 -1.093 .365 .827 .000    
EXP2 -1.908 -1.056 .644 .925 .000 .000   
SIM2 .282 -.361 .021 1.137 -.175 -.143 .000  
SIM1 -.293 -.823 -.103 .761 .036 -.061 .000 .000 
Factor Score Weights (Group number 1 - Default model) 
 INF5 INF4 INF3 INF2 EXP1 EXP2 SIM2 SIM1 
Expertise .001 .001 .004 .002 .724 .197 .001 .012 
 INF5 INF4 INF3 INF2 EXP1 EXP2 SIM2 SIM1 
Similarity .002 .002 .005 .003 .016 .004 .082 .879 
Intention to switch .113 .117 .377 .220 .043 .012 .004 .039 
Total Effects (Group number 1 - Default model) 
 Expertise Similarity Intention to switch 
Intention to switch .410 .305 .000 
INF5 .388 .288 .945 
INF4 .460 .342 1.121 
INF3 .434 .323 1.058 
INF2 .410 .305 1.000 
EXP1 1.067 .000 .000 
EXP2 1.000 .000 .000 
SIM2 .000 .898 .000 
SIM1 .000 1.000 .000 
 
Standardized Total Effects (Group number 1 - Default model) 
 Expertise Similarity Intention to switch 
Intention to switch .403 .298 .000 
INF5 .300 .221 .743 
INF4 .313 .231 .777 
INF3 .366 .270 .907 
INF2 .342 .252 .847 
EXP1 .989 .000 .000 
EXP2 .960 .000 .000 
SIM2 .000 .852 .000 
SIM1 .000 .985 .000 
Direct Effects (Group number 1 - Default model) 
 Expertise Similarity Intention to switch 
Intention to switch .410 .305 .000 
INF5 .000 .000 .945 
INF4 .000 .000 1.121 
INF3 .000 .000 1.058 
 Expertise Similarity Intention to switch 
INF2 .000 .000 1.000 
EXP1 1.067 .000 .000 
EXP2 1.000 .000 .000 
SIM2 .000 .898 .000 
SIM1 .000 1.000 .000 
Standardized Direct Effects (Group number 1 - Default model) 
 Expertise Similarity Intention to switch 
Intention to switch .403 .298 .000 
INF5 .000 .000 .743 
INF4 .000 .000 .777 
INF3 .000 .000 .907 
INF2 .000 .000 .847 
EXP1 .989 .000 .000 
EXP2 .960 .000 .000 
SIM2 .000 .852 .000 
SIM1 .000 .985 .000 
 
Indirect Effects (Group number 1 - Default model) 
 Expertise Similarity Intention to switch 
Intention to switch .000 .000 .000 
INF5 .388 .288 .000 
INF4 .460 .342 .000 
INF3 .434 .323 .000 
INF2 .410 .305 .000 
EXP1 .000 .000 .000 
EXP2 .000 .000 .000 
SIM2 .000 .000 .000 
SIM1 .000 .000 .000 
Standardized Indirect Effects (Group number 1 - Default model) 
 Expertise Similarity Intention to switch 
Intention to switch .000 .000 .000 
 Expertise Similarity Intention to switch 
INF5 .300 .221 .000 
INF4 .313 .231 .000 
INF3 .366 .270 .000 
INF2 .342 .252 .000 
EXP1 .000 .000 .000 
EXP2 .000 .000 .000 
SIM2 .000 .000 .000 
SIM1 .000 .000 .000 
Modification Indices (Group number 1 - Default model) 
Covariances: (Group number 1 - Default model) 
   M.I. Par Change 
e8 <--> Expertise 10.311 -.051 
e7 <--> e8 44.060 .129 
e6 <--> Expertise 4.328 .023 
e5 <--> e8 7.109 -.038 
e4 <--> e8 8.271 -.019 
e4 <--> e6 5.423 .011 
Variances: (Group number 1 - Default model) 
   M.I. Par Change 
Regression Weights: (Group number 1 - Default model) 
   M.I. Par Change 
INF5 <--- Expertise 7.744 -.182 
INF5 <--- INF4 15.450 .174 
INF5 <--- EXP1 6.988 -.159 
INF5 <--- EXP2 11.366 -.210 
INF4 <--- Expertise 4.129 -.144 
INF4 <--- INF5 17.978 .230 
INF4 <--- EXP1 4.044 -.131 
INF4 <--- EXP2 4.337 -.141 
INF2 <--- Expertise 4.084 .104 
INF2 <--- EXP1 4.022 .095 
   M.I. Par Change 
INF2 <--- EXP2 4.094 .099 
INF2 <--- SIM2 4.298 .101 
Minimization History (Default model) 
Iterati
on 
 
Negative 
eigenvalu
es 
Conditi
on # 
Smallest 
eigenval
ue 
Diamet
er 
F 
NTri
es 
Ratio 
0 e 6  -.558 
9999.0
00 
1452.8
75 
0 
9999.0
00 
1 
e
* 
6  -.600 2.727 
790.50
5 
20 .385 
2 
e
* 
3  -2.770 .758 
410.69
1 
5 1.013 
3 e 2  -.352 .171 
296.23
5 
6 1.004 
4 e 2  -.333 .078 
254.15
1 
5 .785 
5 e 1  -.077 .328 
154.95
7 
8 .956 
6 e 0 
3460.6
06 
 .693 
104.41
1 
7 .520 
7 e 0 
647.47
4 
 .351 92.639 1 .720 
8 e 0 
500.70
0 
 .303 85.000 2 .000 
9 e 0 
398.27
0 
 .111 82.139 1 .890 
10 e 0 
430.15
6 
 .020 81.993 1 1.039 
11 e 0 
427.10
6 
 .001 81.993 1 1.003 
12 e 0 
424.64
5 
 .000 81.993 1 1.000 
Model Fit Summary 
CMIN 
Model NPAR CMIN DF P CMIN/DF 
Default model 19 81.993 17 .000 4.823 
Saturated model 36 .000 0   
Independence model 8 1426.111 28 .000 50.933 
RMR, GFI 
Model RMR GFI AGFI PGFI 
Default model .027 .904 .796 .427 
Saturated model .000 1.000   
Independence model .206 .315 .120 .245 
Baseline Comparisons 
Model 
NFI 
Delta1 
RFI 
rho1 
IFI 
Delta2 
TLI 
rho2 
CFI 
Default model .943 .905 .954 .923 .954 
Saturated model 1.000  1.000  1.000 
Independence model .000 .000 .000 .000 .000 
Parsimony-Adjusted Measures 
Model PRATIO PNFI PCFI 
Default model .607 .572 .579 
Saturated model .000 .000 .000 
Independence model 1.000 .000 .000 
NCP 
Model NCP LO 90 HI 90 
Default model 64.993 40.468 97.052 
Saturated model .000 .000 .000 
Independence model 1398.111 1278.137 1525.462 
FMIN 
Model FMIN F0 LO 90 HI 90 
Default model .412 .327 .203 .488 
Saturated model .000 .000 .000 .000 
Independence model 7.166 7.026 6.423 7.666 
RMSEA 
Model RMSEA LO 90 HI 90 PCLOSE 
Default model .139 .109 .169 .000 
Independence model .501 .479 .523 .000 
AIC 
Model AIC BCC BIC CAIC 
Default model 119.993 121.793 182.661 201.661 
Saturated model 72.000 75.411 190.739 226.739 
Independence model 1442.111 1442.869 1468.498 1476.498 
ECVI 
Model ECVI LO 90 HI 90 MECVI 
Default model .603 .480 .764 .612 
Saturated model .362 .362 .362 .379 
Independence model 7.247 6.644 7.887 7.251 
HOELTER 
Model 
HOELTER 
.05 
HOELTER 
.01 
Default model 67 82 
Independence model 6 7 
 
 
Execution time summary 
Minimization: .031 
Miscellaneous: .922 
Bootstrap: .000 
Total: .953 
 
Analysis Summary 
Date and Time 
Date: Thursday, March 04, 2010 
Time: 2:38:52 PM 
Title 
Model penelitian modifikasi: Thursday, March 04, 2010 02:38 PM 
Notes for Group (Group number 1) 
The model is recursive. 
Sample size = 200 
Variable Summary (Group number 1) 
Your model contains the following variables (Group number 1) 
Observed, endogenous variables 
SIM1 
SIM2 
EXP2 
EXP1 
INF2 
INF3 
INF4 
INF5 
Unobserved, endogenous variables 
Intention to switch 
Unobserved, exogenous variables 
Similarity 
e1 
e2 
Expertise 
e4 
e3 
e5 
e6 
e7 
e8 
Z1 
  
Variable counts (Group number 1) 
Number of variables in your model: 20 
Number of observed variables: 8 
Number of unobserved variables: 12 
Number of exogenous variables: 11 
Number of endogenous variables: 9 
Parameter summary (Group number 1) 
 Weights Covariances Variances Means Intercepts Total 
Fixed 12 0 0 0 0 12 
Labeled 0 0 0 0 0 0 
Unlabeled 7 2 11 0 0 20 
Total 19 2 11 0 0 32 
Assessment of normality (Group number 1) 
Variable min max skew c.r. kurtosis c.r. 
INF5 1.000 4.000 -.118 -.679 -.368 -1.063 
INF4 1.000 4.000 -.031 -.179 -.928 -2.678 
INF3 1.000 4.000 -.553 -3.194 1.017 2.937 
INF2 1.000 4.000 -.483 -2.787 .738 2.131 
EXP1 1.000 4.000 -.921 -5.315 3.443 9.938 
EXP2 1.000 4.000 -.802 -4.628 3.402 9.822 
SIM2 1.000 4.000 -1.086 -6.268 3.554 10.259 
SIM1 1.000 4.000 -1.043 -6.021 3.972 11.466 
Multivariate     55.492 31.021 
Observations farthest from the centroid (Mahalanobis distance) (Group number 1) 
Observation number Mahalanobis d-squared p1 p2 
50 46.876 .000 .000 
127 42.822 .000 .000 
Observation number Mahalanobis d-squared p1 p2 
54 42.589 .000 .000 
100 40.064 .000 .000 
90 38.229 .000 .000 
73 35.689 .000 .000 
128 33.863 .000 .000 
113 32.392 .000 .000 
105 32.392 .000 .000 
171 22.988 .003 .000 
63 22.538 .004 .000 
15 20.533 .008 .000 
86 19.771 .011 .000 
94 19.771 .011 .000 
118 19.561 .012 .000 
134 19.561 .012 .000 
68 19.045 .015 .000 
28 19.045 .015 .000 
91 18.857 .016 .000 
2 18.819 .016 .000 
172 18.451 .018 .000 
39 17.912 .022 .000 
83 17.524 .025 .000 
81 17.301 .027 .000 
120 16.523 .035 .000 
101 15.370 .052 .000 
79 15.038 .058 .000 
58 14.706 .065 .000 
89 14.568 .068 .000 
66 13.783 .088 .003 
38 13.618 .092 .003 
43 13.618 .092 .002 
31 13.475 .097 .002 
14 13.202 .105 .003 
5 13.098 .109 .003 
Observation number Mahalanobis d-squared p1 p2 
106 12.770 .120 .009 
21 12.574 .127 .012 
12 12.522 .129 .010 
112 11.853 .158 .092 
64 11.312 .185 .314 
93 11.000 .202 .482 
115 10.815 .212 .561 
116 10.815 .212 .492 
124 10.815 .212 .424 
130 10.815 .212 .358 
137 10.660 .222 .416 
131 10.368 .240 .595 
194 10.267 .247 .615 
133 10.267 .247 .551 
84 9.786 .280 .850 
3 8.951 .346 .998 
110 8.951 .346 .997 
88 8.941 .347 .995 
1 8.640 .374 .999 
41 8.473 .389 1.000 
61 8.473 .389 1.000 
109 8.451 .391 .999 
72 8.084 .425 1.000 
8 7.976 .436 1.000 
62 7.976 .436 1.000 
177 7.454 .489 1.000 
136 7.221 .513 1.000 
9 7.219 .513 1.000 
20 7.004 .536 1.000 
13 7.004 .536 1.000 
11 7.004 .536 1.000 
170 6.980 .539 1.000 
166 6.980 .539 1.000 
Observation number Mahalanobis d-squared p1 p2 
153 6.980 .539 1.000 
152 6.980 .539 1.000 
148 6.980 .539 1.000 
146 6.980 .539 1.000 
144 6.980 .539 1.000 
142 6.980 .539 1.000 
138 6.980 .539 1.000 
34 6.694 .570 1.000 
97 6.694 .570 1.000 
149 6.502 .591 1.000 
161 6.443 .598 1.000 
155 6.443 .598 1.000 
140 6.443 .598 1.000 
111 6.443 .598 1.000 
24 6.153 .630 1.000 
27 6.153 .630 1.000 
30 6.153 .630 1.000 
19 6.114 .634 1.000 
129 6.105 .635 1.000 
186 5.656 .686 1.000 
183 5.656 .686 1.000 
180 5.656 .686 1.000 
179 5.656 .686 1.000 
167 5.656 .686 1.000 
165 5.656 .686 1.000 
163 5.656 .686 1.000 
159 5.656 .686 1.000 
154 5.504 .703 1.000 
162 5.504 .703 1.000 
168 5.504 .703 1.000 
169 5.504 .703 1.000 
178 5.504 .703 1.000 
 
Sample Moments (Group number 1) 
Sample Covariances (Group number 1) 
 INF5 INF4 INF3 INF2 EXP1 EXP2 SIM2 SIM1 
INF5 .510        
INF4 .436 .657       
INF3 .308 .363 .430      
INF2 .271 .336 .341 .439     
EXP1 .132 .177 .217 .220 .354    
EXP2 .112 .166 .212 .210 .325 .331   
SIM2 .152 .157 .160 .184 .174 .164 .334  
SIM1 .150 .160 .175 .190 .200 .185 .270 .310 
Condition number = 123.943 
Eigenvalues 
2.017 .588 .288 .184 .137 .086 .049 .016 
Determinant of sample covariance matrix = .000 
Sample Correlations (Group number 1) 
 INF5 INF4 INF3 INF2 EXP1 EXP2 SIM2 SIM1 
INF5 1.000        
INF4 .753 1.000       
INF3 .657 .683 1.000      
INF2 .572 .626 .784 1.000     
EXP1 .311 .366 .556 .557 1.000    
EXP2 .272 .356 .562 .550 .950 1.000   
SIM2 .367 .334 .423 .481 .505 .493 1.000  
SIM1 .377 .355 .480 .515 .603 .578 .839 1.000 
Condition number = 100.067 
Eigenvalues 
4.745 1.365 .844 .405 .243 .197 .153 .047 
Notes for Model (Default model) 
Computation of degrees of freedom (Default model) 
Number of distinct sample moments: 36 
Number of distinct parameters to be estimated: 20 
Degrees of freedom (36 - 20): 16 
Result (Default model) 
Minimum was achieved 
Chi-square = 32.453 
Degrees of freedom = 16 
Probability level = .009 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Estimates (Group number 1 - Default model) 
Scalar Estimates (Group number 1 - Default model) 
Maximum Likelihood Estimates 
Regression Weights: (Group number 1 - Default model) 
   Estimate S.E. C.R. P Label 
Intention to switch <--- Similarity .292 .088 3.323 *** par_6 
Intention to switch <--- Expertise .448 .083 5.400 *** par_7 
SIM1 <--- Similarity 1.000     
SIM2 <--- Similarity .897 .063 14.144 *** par_1 
EXP2 <--- Expertise 1.000     
EXP1 <--- Expertise 1.061 .036 29.334 *** par_2 
INF2 <--- Intention to switch 1.000     
   Estimate S.E. C.R. P Label 
INF3 <--- Intention to switch 1.064 .070 15.225 *** par_3 
INF4 <--- Intention to switch 1.038 .089 11.696 *** par_4 
INF5 <--- Intention to switch .865 .081 10.684 *** par_5 
Standardized Regression Weights: (Group number 1 - Default model) 
   Estimate 
Intention to switch <--- Similarity .282 
Intention to switch <--- Expertise .437 
SIM1 <--- Similarity .986 
SIM2 <--- Similarity .851 
EXP2 <--- Expertise .962 
EXP1 <--- Expertise .987 
INF2 <--- Intention to switch .858 
INF3 <--- Intention to switch .923 
INF4 <--- Intention to switch .728 
INF5 <--- Intention to switch .688 
 
 
 
 
 
Covariances: (Group number 1 - Default model) 
   Estimate S.E. C.R. P Label 
Similarity <--> Expertise .187 .026 7.171 *** par_8 
e7 <--> e8 .146 .026 5.606 *** par_9 
Correlations: (Group number 1 - Default model) 
   Estimate 
Similarity <--> Expertise .616 
   Estimate 
e7 <--> e8 .507 
Variances: (Group number 1 - Default model) 
   Estimate S.E. C.R. P Label 
Similarity   .301 .035 8.565 *** par_10 
Expertise   .306 .034 9.019 *** par_11 
Z1   .187 .027 7.019 *** par_12 
e1   .009 .016 .536 .592 par_13 
e2   .092 .016 5.715 *** par_14 
e4   .024 .008 3.022 .003 par_15 
e3   .009 .009 1.067 .286 par_16 
e5   .116 .019 6.243 *** par_17 
e6   .064 .017 3.834 *** par_18 
e7   .309 .035 8.845 *** par_19 
e8   .269 .030 9.055 *** par_20 
Squared Multiple Correlations: (Group number 1 - Default model) 
   Estimate 
Intention to switch   .422 
INF5   .474 
INF4   .530 
INF3   .852 
INF2   .735 
EXP1   .974 
EXP2   .926 
SIM2   .724 
SIM1   .972 
Matrices (Group number 1 - Default model) 
Implied (for all variables) Covariances (Group number 1 - Default model) 
 Expertise Similarity 
Intention to 
switch 
INF5 INF4 INF3 INF2 EXP1 EXP2 SIM2 SIM1 
 Expertise Similarity 
Intention to 
switch 
INF5 INF4 INF3 INF2 EXP1 EXP2 SIM2 SIM1 
Expertise .306           
Similarity .187 .301          
Intention to 
switch 
.192 .172 .323         
INF5 .166 .149 .279 .510        
INF4 .199 .178 .335 .436 .657       
INF3 .204 .183 .344 .297 .357 .430      
INF2 .192 .172 .323 .279 .335 .344 .439     
EXP1 .325 .199 .204 .176 .212 .217 .204 .354    
EXP2 .306 .187 .192 .166 .199 .204 .192 .325 .331   
SIM2 .168 .270 .154 .133 .160 .164 .154 .178 .168 .334  
SIM1 .187 .301 .172 .149 .178 .183 .172 .199 .187 .270 .310 
Implied (for all variables) Correlations (Group number 1 - Default model) 
 
Expertis
e 
Similarit
y 
Intentio
n to 
switch 
INF5 INF4 INF3 INF2 EXP1 EXP2 SIM2 SIM1 
Expertise 1.000           
Similarit
y 
.616 1.000          
Intention 
to switch 
.611 .551 1.000         
INF5 .420 .379 .688 
1.00
0 
       
INF4 .444 .401 .728 .753 
1.00
0 
      
INF3 .563 .509 .923 .635 .672 
1.00
0 
     
INF2 .524 .473 .858 .590 .624 .791 
1.00
0 
    
EXP1 .987 .608 .602 .415 .439 .556 .517 
1.00
0 
   
EXP2 .962 .593 .587 .404 .428 .542 .504 .950 
1.00
0 
  
 
Expertis
e 
Similarit
y 
Intentio
n to 
switch 
INF5 INF4 INF3 INF2 EXP1 EXP2 SIM2 SIM1 
SIM2 .524 .851 .469 .323 .341 .433 .402 .517 .505 
1.00
0 
 
SIM1 .608 .986 .543 .374 .395 .501 .466 .599 .585 .839 
1.00
0 
Implied Covariances (Group number 1 - Default model) 
 INF5 INF4 INF3 INF2 EXP1 EXP2 SIM2 SIM1 
INF5 .510        
INF4 .436 .657       
INF3 .297 .357 .430      
INF2 .279 .335 .344 .439     
EXP1 .176 .212 .217 .204 .354    
EXP2 .166 .199 .204 .192 .325 .331   
SIM2 .133 .160 .164 .154 .178 .168 .334  
SIM1 .149 .178 .183 .172 .199 .187 .270 .310 
Implied Correlations (Group number 1 - Default model) 
 INF5 INF4 INF3 INF2 EXP1 EXP2 SIM2 SIM1 
INF5 1.000        
INF4 .753 1.000       
INF3 .635 .672 1.000      
INF2 .590 .624 .791 1.000     
EXP1 .415 .439 .556 .517 1.000    
EXP2 .404 .428 .542 .504 .950 1.000   
SIM2 .323 .341 .433 .402 .517 .505 1.000  
SIM1 .374 .395 .501 .466 .599 .585 .839 1.000 
 
 
 
 Residual Covariances (Group number 1 - Default model) 
 INF5 INF4 INF3 INF2 EXP1 EXP2 SIM2 SIM1 
INF5 .000        
INF4 .000 .000       
INF3 .010 .006 .000      
INF2 -.009 .001 -.003 .000     
EXP1 -.044 -.035 .000 .016 .000    
EXP2 -.054 -.033 .007 .018 .000 .000   
SIM2 .018 -.003 -.003 .030 -.004 -.004 .000  
SIM1 .001 -.018 -.008 .018 .001 -.002 .000 .000 
Standardized Residual Covariances (Group number 1 - Default model) 
 INF5 INF4 INF3 INF2 EXP1 EXP2 SIM2 SIM1 
INF5 .000        
INF4 .000 .000       
INF3 .266 .130 .000      
INF2 -.220 .015 -.079 .000     
EXP1 -1.345 -.937 -.003 .508 .000    
EXP2 -1.733 -.931 .246 .581 .000 .000   
SIM2 .591 -.095 -.120 1.030 -.151 -.152 .000  
SIM1 .043 -.536 -.274 .628 .047 -.086 .000 .000 
Factor Score Weights (Group number 1 - Default model) 
 INF5 INF4 INF3 INF2 EXP1 EXP2 SIM2 SIM1 
Expertise .001 .001 .007 .003 .678 .244 .001 .014 
Similarity .001 .001 .006 .003 .014 .005 .076 .887 
Intention to switch .052 .069 .465 .240 .046 .017 .003 .040 
 
 
 
  
Total Effects (Group number 1 - Default model) 
 Expertise Similarity Intention to switch 
Intention to switch .448 .292 .000 
INF5 .388 .253 .865 
INF4 .465 .303 1.038 
INF3 .477 .311 1.064 
INF2 .448 .292 1.000 
EXP1 1.061 .000 .000 
EXP2 1.000 .000 .000 
SIM2 .000 .897 .000 
SIM1 .000 1.000 .000 
 
Standardized Total Effects (Group number 1 - Default model) 
 Expertise Similarity Intention to switch 
Intention to switch .437 .282 .000 
INF5 .301 .194 .688 
INF4 .318 .205 .728 
INF3 .403 .260 .923 
INF2 .375 .242 .858 
EXP1 .987 .000 .000 
EXP2 .962 .000 .000 
SIM2 .000 .851 .000 
SIM1 .000 .986 .000 
Direct Effects (Group number 1 - Default model) 
 Expertise Similarity Intention to switch 
Intention to switch .448 .292 .000 
INF5 .000 .000 .865 
INF4 .000 .000 1.038 
 Expertise Similarity Intention to switch 
INF3 .000 .000 1.064 
INF2 .000 .000 1.000 
EXP1 1.061 .000 .000 
EXP2 1.000 .000 .000 
SIM2 .000 .897 .000 
SIM1 .000 1.000 .000 
Standardized Direct Effects (Group number 1 - Default model) 
 Expertise Similarity Intention to switch 
Intention to switch .437 .282 .000 
INF5 .000 .000 .688 
INF4 .000 .000 .728 
INF3 .000 .000 .923 
INF2 .000 .000 .858 
EXP1 .987 .000 .000 
EXP2 .962 .000 .000 
SIM2 .000 .851 .000 
SIM1 .000 .986 .000 
Indirect Effects (Group number 1 - Default model) 
 Expertise Similarity Intention to switch 
Intention to switch .000 .000 .000 
INF5 .388 .253 .000 
INF4 .465 .303 .000 
INF3 .477 .311 .000 
INF2 .448 .292 .000 
EXP1 .000 .000 .000 
EXP2 .000 .000 .000 
SIM2 .000 .000 .000 
SIM1 .000 .000 .000 
Standardized Indirect Effects (Group number 1 - Default model) 
 Expertise Similarity Intention to switch 
Intention to switch .000 .000 .000 
INF5 .301 .194 .000 
INF4 .318 .205 .000 
INF3 .403 .260 .000 
INF2 .375 .242 .000 
EXP1 .000 .000 .000 
EXP2 .000 .000 .000 
SIM2 .000 .000 .000 
SIM1 .000 .000 .000 
 
Modification Indices (Group number 1 - Default model) 
Covariances: (Group number 1 - Default model) 
   M.I. Par Change 
e8 <--> Expertise 6.449 -.036 
e8 <--> Similarity 4.133 .029 
e4 <--> e8 7.580 -.016 
Variances: (Group number 1 - Default model) 
   M.I. Par Change 
Regression Weights: (Group number 1 - Default model) 
   M.I. Par Change 
INF5 <--- EXP2 4.803 -.122 
Minimization History (Default model) 
Iteration  
Negative 
eigenvalues 
Condition # 
Smallest 
eigenvalue 
Diameter F NTries Ratio 
0 e 7  -.593 9999.000 1452.875 0 9999.000 
1 e 6  -.521 2.348 737.838 20 .507 
2 e* 2  -.337 1.113 203.392 5 .969 
Iteration  
Negative 
eigenvalues 
Condition # 
Smallest 
eigenvalue 
Diameter F NTries Ratio 
3 e 0 13538.551  .324 88.497 5 .948 
4 e 0 826.168  .488 54.997 6 .000 
5 e 0 493.181  .199 37.044 1 .836 
6 e 0 423.207  .058 32.680 1 1.121 
7 e 0 435.183  .012 32.454 1 1.047 
8 e 0 431.533  .001 32.453 1 1.005 
9 e 0 427.609  .000 32.453 1 1.000 
 
 
 
Model Fit Summary 
CMIN 
Model NPAR CMIN DF P CMIN/DF 
Default model 20 32.453 16 .009 2.028 
Saturated model 36 .000 0   
Independence model 8 1426.111 28 .000 50.933 
RMR, GFI 
Model RMR GFI AGFI PGFI 
Default model .017 .963 .917 .428 
Saturated model .000 1.000   
Idependence model .206 .315 .120 .245 
Baseline Comparisons 
Model 
NFI 
Delta1 
RFI 
rho1 
IFI 
Delta2 
TLI 
rho2 
CFI 
Default model .977 .960 .988 .979 .988 
Saturated model 1.000  1.000  1.000 
Model 
NFI 
Delta1 
RFI 
rho1 
IFI 
Delta2 
TLI 
rho2 
CFI 
Independence model .000 .000 .000 .000 .000 
Parsimony-Adjusted Measures 
Model PRATIO PNFI PCFI 
Default model .571 .558 .565 
Saturated model .000 .000 .000 
Independence model 1.000 .000 .000 
NCP 
Model NCP LO 90 HI 90 
Default model 16.453 3.924 36.736 
Saturated model .000 .000 .000 
Independence model 1398.111 1278.137 1525.462 
 
 
 
FMIN 
Model FMIN F0 LO 90 HI 90 
Default model .163 .083 .020 .185 
Saturated model .000 .000 .000 .000 
Independence model 7.166 7.026 6.423 7.666 
RMSEA 
Model RMSEA LO 90 HI 90 PCLOSE 
Default model .072 .035 .107 .144 
Independence model .501 .479 .523 .000 
AIC 
Model AIC BCC BIC CAIC 
Default model 72.453 74.347 138.419 158.419 
Saturated model 72.000 75.411 190.739 226.739 
Independence model 1442.111 1442.869 1468.498 1476.498 
ECVI 
Model ECVI LO 90 HI 90 MECVI 
Default model .364 .301 .466 .374 
Saturated model .362 .362 .362 .379 
Independence model 7.247 6.644 7.887 7.251 
HOELTER 
Model 
HOELTER 
.05 
HOELTER 
.01 
Default model 162 197 
Independence model 6 7 
Execution time summary 
Minimization: .016 
Miscellaneous: .030 
Bootstrap: .000 
Total: .046 
 
MODERASI SPR UNCOUNSTRAINED 
 
Analysis Summary 
Date and Time 
Date: Wednesday, April 21, 2010 
Time: 2:41:36 PM 
Title 
Moderasi spr unconstrain: Wednesday, April 21, 2010 02:41 PM 
Notes for Group (Group number 1) 
The model is recursive. 
Sample size = 151 
Variable Summary (SPR TINGGI) 
Your model contains the following variables (SPR TINGGI) 
Observed, endogenous variables 
sim_1 
sim_2 
exp_2 
exp_1 
inf_2 
inf_3 
inf_4 
inf_5 
Unobserved, endogenous variables 
INF 
Unobserved, exogenous variables 
SIM 
e1 
e2 
EXP 
e4 
e3 
e5 
e6 
e7 
e8 
Z1 
Variable counts (SPR TINGGI) 
Number of variables in your model: 20 
Number of observed variables: 8 
Number of unobserved variables: 12 
Number of exogenous variables: 11 
Number of endogenous variables: 9 
Parameter summary (SPR TINGGI) 
 Weights Covariances Variances Means Intercepts Total 
Fixed 12 0 0 0 0 12 
Labeled 0 0 0 0 0 0 
Unlabeled 7 1 11 0 0 19 
Total 19 1 11 0 0 31 
Assessment of normality (SPR TINGGI) 
Variable min max skew c.r. kurtosis c.r. 
inf_5 1.000 4.000 -.057 -.286 -.612 -1.535 
inf_4 1.000 4.000 .017 .085 -.929 -2.330 
inf_3 2.000 4.000 .271 1.358 .721 1.809 
inf_2 2.000 4.000 .046 .231 .588 1.475 
exp_1 3.000 4.000 1.228 6.159 -.493 -1.235 
exp_2 3.000 4.000 1.316 6.602 -.268 -.673 
sim_2 1.000 4.000 -.126 -.634 3.272 8.208 
sim_1 2.000 4.000 .557 2.793 1.746 4.380 
Multivariate      45.811 22.252 
Observations farthest from the centroid (Mahalanobis distance) (SPR TINGGI) 
Observation number Mahalanobis d-squared p1 p2 
33 40.423 .000 .000 
92 38.706 .000 .000 
37 37.170 .000 .000 
52 36.401 .000 .000 
Observation number Mahalanobis d-squared p1 p2 
64 33.753 .000 .000 
79 27.982 .000 .000 
74 27.982 .000 .000 
45 25.866 .001 .000 
123 25.143 .001 .000 
124 17.875 .022 .002 
58 17.674 .024 .001 
2 17.351 .027 .001 
41 17.151 .029 .000 
84 17.062 .029 .000 
97 17.062 .029 .000 
23 16.879 .031 .000 
60 16.549 .035 .000 
7 16.348 .038 .000 
56 16.031 .042 .000 
22 15.601 .048 .000 
27 15.601 .048 .000 
86 15.484 .050 .000 
48 15.265 .054 .000 
100 14.107 .079 .001 
78 13.528 .095 .004 
63 13.102 .108 .012 
99 12.210 .142 .121 
95 11.967 .153 .157 
16 11.887 .156 .137 
75 11.664 .167 .173 
6 11.501 .175 .189 
3 10.193 .252 .891 
77 10.193 .252 .850 
25 10.086 .259 .852 
44 10.086 .259 .803 
8 10.057 .261 .764 
46 9.941 .269 .775 
145 9.915 .271 .732 
107 9.112 .333 .981 
62 8.714 .367 .997 
Observation number Mahalanobis d-squared p1 p2 
81 8.634 .374 .997 
82 8.634 .374 .995 
89 8.634 .374 .992 
94 8.634 .374 .987 
1 8.611 .376 .982 
51 8.433 .392 .990 
24 8.340 .401 .991 
29 8.340 .401 .986 
32 8.340 .401 .978 
59 8.340 .401 .968 
69 8.340 .401 .954 
70 8.340 .401 .935 
113 8.002 .433 .984 
106 8.002 .433 .976 
105 8.002 .433 .964 
19 6.944 .543 1.000 
68 6.944 .543 1.000 
117 6.931 .544 1.000 
111 6.931 .544 1.000 
102 6.931 .544 1.000 
11 6.623 .578 1.000 
13 6.623 .578 1.000 
15 6.623 .578 1.000 
93 6.336 .610 1.000 
151 6.145 .631 1.000 
148 6.145 .631 1.000 
147 6.145 .631 1.000 
146 6.145 .631 1.000 
135 6.145 .631 1.000 
129 6.145 .631 1.000 
122 6.145 .631 1.000 
121 6.145 .631 1.000 
118 6.145 .631 1.000 
110 6.145 .631 1.000 
4 5.982 .649 1.000 
36 5.982 .649 1.000 
Observation number Mahalanobis d-squared p1 p2 
50 5.982 .649 1.000 
61 5.982 .649 1.000 
65 5.982 .649 .999 
67 5.982 .649 .999 
10 5.552 .697 1.000 
80 5.552 .697 1.000 
104 5.552 .697 1.000 
109 5.552 .697 1.000 
114 5.552 .697 1.000 
119 5.552 .697 1.000 
125 5.552 .697 .999 
133 5.552 .697 .999 
137 5.425 .711 1.000 
134 5.425 .711 .999 
131 5.425 .711 .998 
130 5.425 .711 .997 
120 5.425 .711 .996 
115 5.425 .711 .993 
73 5.416 .712 .989 
9 5.010 .756 1.000 
28 5.010 .756 .999 
55 5.010 .756 .999 
76 5.010 .756 .998 
103 5.010 .756 .997 
Sample Moments (SPR TINGGI) 
Sample Covariances (SPR TINGGI) 
 inf_5 inf_4 inf_3 inf_2 exp_1 exp_2 sim_2 sim_1 
inf_5 .481        
inf_4 .381 .544       
inf_3 .205 .208 .242      
inf_2 .181 .182 .180 .277     
exp_1 .031 .031 .056 .063 .182    
exp_2 .010 .023 .058 .057 .158 .174   
sim_2 .063 .052 .056 .070 .021 .022 .219  
 inf_5 inf_4 inf_3 inf_2 exp_1 exp_2 sim_2 sim_1 
sim_1 .058 .054 .073 .075 .054 .049 .137 .187 
Condition number = 64.135 
Eigenvalues 
1.167 .416 .268 .175 .128 .076 .058 .018 
Determinant of sample covariance matrix = .000 
Sample Correlations (SPR TINGGI) 
 inf_5 inf_4 inf_3 inf_2 exp_1 exp_2 sim_2 sim_1 
inf_5 1.000        
inf_4 .744 1.000       
inf_3 .599 .572 1.000      
inf_2 .495 .468 .697 1.000     
exp_1 .105 .097 .267 .283 1.000    
exp_2 .036 .075 .281 .261 .889 1.000   
sim_2 .195 .151 .244 .283 .104 .112 1.000  
sim_1 .193 .169 .341 .331 .294 .271 .678 1.000 
Condition number = 33.719 
Eigenvalues 
3.380 1.766 1.320 .585 .321 .271 .257 .100 
Notes for Model (SPR TINGGI - Default model) 
The following variances are negative. (SPR TINGGI - Default model) 
 e1 
 -.024 
Estimates (SPR TINGGI - Default model) 
Scalar Estimates (SPR TINGGI - Default model) 
Maximum Likelihood Estimates 
Regression Weights: (SPR TINGGI - Default model) 
   Estimate S.E. C.R. P Label 
INF <--- SIM .215 .117 1.846 .065 par_6 
INF <--- EXP .177 .100 1.773 .076 par_7 
sim_1 <--- SIM 1.000     
   Estimate S.E. C.R. P Label 
sim_2 <--- SIM .650 .183 3.556 *** par_1 
exp_2 <--- EXP 1.000     
exp_1 <--- EXP 1.127 .140 8.049 *** par_2 
inf_2 <--- INF 1.000     
inf_3 <--- INF 1.061 .109 9.690 *** par_3 
inf_4 <--- INF 1.456 .237 6.152 *** par_4 
inf_5 <--- INF 1.412 .224 6.317 *** par_5 
 
 
 
 
 
 
Standardized Regression Weights: (SPR TINGGI - Default model) 
   Estimate 
INF <--- SIM .258 
INF <--- EXP .173 
sim_1 <--- SIM 1.062 
sim_2 <--- SIM .638 
exp_2 <--- EXP .897 
exp_1 <--- EXP .991 
inf_2 <--- INF .729 
inf_3 <--- INF .825 
inf_4 <--- INF .756 
inf_5 <--- INF .780 
Covariances: (SPR TINGGI - Default model) 
   Estimate S.E. C.R. P Label 
SIM <--> EXP .050 .015 3.268 .001 par_8 
Correlations: (SPR TINGGI - Default model) 
   Estimate 
SIM <--> EXP .289 
Variances: (SPR TINGGI - Default model) 
   Estimate S.E. C.R. P Label 
SIM   .211 .060 3.549 *** par_17 
EXP   .140 .026 5.457 *** par_18 
Z1   .129 .028 4.549 *** par_19 
e1   -.024 .056 -.428 .668 par_20 
e2   .130 .028 4.660 *** par_21 
e4   .034 .017 2.011 .044 par_22 
e3   .003 .021 .158 .875 par_23 
e5   .130 .024 5.491 *** par_24 
e6   .077 .021 3.724 *** par_25 
e7   .233 .050 4.649 *** par_26 
e8   .188 .044 4.286 *** par_27 
Squared Multiple Correlations: (SPR TINGGI - Default model) 
   Estimate 
INF   .122 
inf_5   .609 
inf_4   .572 
inf_3   .681 
inf_2   .531 
exp_1   .982 
exp_2   .805 
sim_2   .408 
sim_1   1.127 
 
Matrices (SPR TINGGI - Default model) 
Implied (for all variables) Covariances (SPR TINGGI - Default model) 
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Implied (for all variables) Correlations (SPR TINGGI - Default model) 
 EXP SIM INF 
inf_
5 
inf_
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inf_
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inf_
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exp
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sim
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1.00
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Implied Covariances (SPR TINGGI - Default model) 
 inf_5 inf_4 inf_3 inf_2 exp_1 exp_2 sim_2 sim_1 
inf_5 .481        
inf_4 .302 .544       
inf_3 .220 .227 .242      
inf_2 .207 .214 .156 .277     
exp_1 .057 .058 .042 .040 .182    
exp_2 .050 .052 .038 .036 .158 .174   
sim_2 .050 .051 .037 .035 .036 .032 .219  
sim_1 .077 .079 .058 .054 .056 .050 .137 .187 
Implied Correlations (SPR TINGGI - Default model) 
 inf_5 inf_4 inf_3 inf_2 exp_1 exp_2 sim_2 sim_1 
inf_5 1.000        
inf_4 .590 1.000       
inf_3 .644 .624 1.000      
inf_2 .568 .551 .601 1.000     
exp_1 .191 .185 .202 .179 1.000    
exp_2 .173 .168 .183 .162 .889 1.000   
sim_2 .153 .149 .162 .143 .183 .166 1.000  
sim_1 .255 .247 .270 .238 .304 .275 .678 1.000 
 Residual Covariances (SPR TINGGI - Default model) 
 inf_5 inf_4 inf_3 inf_2 exp_1 exp_2 sim_2 sim_1 
inf_5 .000        
inf_4 .079 .000       
inf_3 -.015 -.019 .000      
inf_2 -.027 -.032 .025 .000     
exp_1 -.026 -.028 .014 .023 .000    
exp_2 -.040 -.029 .020 .022 .000 .000   
sim_2 .014 .001 .019 .034 -.016 -.011 .000  
sim_1 -.019 -.025 .015 .021 -.002 -.001 .000 .000 
Standardized Residual Covariances (SPR TINGGI - Default model) 
 inf_5 inf_4 inf_3 inf_2 exp_1 exp_2 sim_2 sim_1 
inf_5 .000        
inf_4 1.624 .000       
inf_3 -.466 -.540 .000      
inf_2 -.781 -.887 1.001 .000     
exp_1 -1.042 -1.059 .781 1.257 .000    
exp_2 -1.655 -1.124 1.177 1.198 .000 .000   
sim_2 .504 .029 .989 1.697 -.947 -.651 .000  
sim_1 -.740 -.926 .845 1.100 -.121 -.054 .000 .000 
Factor Score Weights (SPR TINGGI - Default model) 
 inf_5 inf_4 inf_3 inf_2 exp_1 exp_2 sim_2 sim_1 
EXP .000 .000 .001 .000 .809 .070 -.001 .005 
SIM -.008 -.006 -.014 -.008 -.038 -.003 -.151 1.262 
INF .151 .125 .276 .155 .021 .002 -.005 .043 
Total Effects (SPR TINGGI - Default model) 
 EXP SIM INF 
INF .177 .215 .000 
inf_5 .249 .304 1.412 
inf_4 .257 .313 1.456 
 EXP SIM INF 
inf_3 .187 .228 1.061 
inf_2 .177 .215 1.000 
exp_1 1.127 .000 .000 
exp_2 1.000 .000 .000 
sim_2 .000 .650 .000 
sim_1 .000 1.000 .000 
Standardized Total Effects (SPR TINGGI - Default model) 
 EXP SIM INF 
INF .173 .258 .000 
inf_5 .135 .201 .780 
inf_4 .131 .195 .756 
inf_3 .143 .213 .825 
inf_2 .126 .188 .729 
exp_1 .991 .000 .000 
exp_2 .897 .000 .000 
sim_2 .000 .638 .000 
sim_1 .000 1.062 .000 
Direct Effects (SPR TINGGI - Default model) 
 EXP SIM INF 
INF .177 .215 .000 
inf_5 .000 .000 1.412 
inf_4 .000 .000 1.456 
inf_3 .000 .000 1.061 
inf_2 .000 .000 1.000 
exp_1 1.127 .000 .000 
exp_2 1.000 .000 .000 
sim_2 .000 .650 .000 
sim_1 .000 1.000 .000 
Standardized Direct Effects (SPR TINGGI - Default model) 
 EXP SIM INF 
INF .173 .258 .000 
inf_5 .000 .000 .780 
 EXP SIM INF 
inf_4 .000 .000 .756 
inf_3 .000 .000 .825 
inf_2 .000 .000 .729 
exp_1 .991 .000 .000 
exp_2 .897 .000 .000 
sim_2 .000 .638 .000 
sim_1 .000 1.062 .000 
Indirect Effects (SPR TINGGI - Default model) 
 EXP SIM INF 
INF .000 .000 .000 
inf_5 .249 .304 .000 
inf_4 .257 .313 .000 
inf_3 .187 .228 .000 
inf_2 .177 .215 .000 
exp_1 .000 .000 .000 
exp_2 .000 .000 .000 
sim_2 .000 .000 .000 
sim_1 .000 .000 .000 
Standardized Indirect Effects (SPR TINGGI - Default model) 
 EXP SIM INF 
INF .000 .000 .000 
inf_5 .135 .201 .000 
inf_4 .131 .195 .000 
inf_3 .143 .213 .000 
inf_2 .126 .188 .000 
exp_1 .000 .000 .000 
exp_2 .000 .000 .000 
sim_2 .000 .000 .000 
sim_1 .000 .000 .000 
Modification Indices (SPR TINGGI - Default model) 
Covariances: (SPR TINGGI - Default model) 
   M.I. Par Change 
e7 <--> e8 30.969 .115 
e6 <--> e7 4.683 -.030 
e5 <--> e8 6.276 -.038 
e5 <--> e7 7.072 -.045 
e5 <--> e6 14.128 .038 
e4 <--> e8 7.398 -.021 
e4 <--> e6 5.928 .013 
 
Variances: (SPR TINGGI - Default model) 
   M.I. Par Change 
Regression Weights: (SPR TINGGI - Default model) 
   M.I. Par Change 
inf_5 <--- EXP 4.055 -.217 
inf_5 <--- inf_4 11.497 .184 
inf_5 <--- exp_2 8.701 -.283 
inf_4 <--- inf_5 10.117 .200 
inf_3 <--- inf_2 6.024 .126 
inf_3 <--- exp_2 6.770 .168 
inf_2 <--- EXP 4.144 .176 
inf_2 <--- exp_1 4.077 .152 
Minimization History (Default model) 
Iterati
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Model Fit Summary 
CMIN 
Model NPAR CMIN DF P CMIN/DF 
Default model 38 105.288 34 .000 3.097 
Saturated model 72 .000 0   
Independence model 16 1332.977 56 .000 23.803 
 
 RMR, GFI 
Model RMR GFI AGFI PGFI 
Default model .025 .880 .747 .416 
Saturated model .000 1.000   
Independence model .341 .366 .184 .284 
Baseline Comparisons 
Model 
NFI 
Delta1 
RFI 
rho1 
IFI 
Delta2 
TLI 
rho2 
CFI 
Default model .921 .870 .945 .908 .944 
Saturated model 1.000  1.000  1.000 
Independence model .000 .000 .000 .000 .000 
Parsimony-Adjusted Measures 
Model PRATIO PNFI PCFI 
Default model .607 .559 .573 
Saturated model .000 .000 .000 
Independence model 1.000 .000 .000 
NCP 
Model NCP LO 90 HI 90 
Default model 71.288 44.111 106.089 
Saturated model .000 .000 .000 
Independence model 1276.977 1161.794 1399.553 
FMIN 
Model FMIN F0 LO 90 HI 90 
Default model .532 .360 .223 .536 
Saturated model .000 .000 .000 .000 
Independence model 6.732 6.449 5.868 7.068 
RMSEA 
Model RMSEA LO 90 HI 90 PCLOSE 
Default model .103 .081 .126 .000 
Independence model .339 .324 .355 .000 
AIC 
Model AIC BCC BIC CAIC 
Default model 181.288 192.843   
Saturated model 144.000 165.892   
Independence model 1364.977 1369.842   
ECVI 
Model ECVI LO 90 HI 90 MECVI 
Default model .916 .778 1.091 .974 
Saturated model .727 .727 .727 .838 
Independence model 6.894 6.312 7.513 6.918 
 
 
HOELTER 
Model 
HOELTER 
.05 
HOELTER 
.01 
Default model 93 107 
Independence model 13 14 
Execution time summary 
Minimization: .031 
Miscellaneous: .156 
Bootstrap: .000 
Total: .187 
 
MODERASI FFR 
 
Analysis Summary 
Date and Time 
Date: Wednesday, April 21, 2010 
Time: 2:35:43 PM 
Title 
Moderasi ffr unconstrain: Wednesday, April 21, 2010 02:35 PM 
Notes for Group (Group number 1) 
The model is recursive. 
Sample size = 164 
Variable Summary (FFR TINGGI) 
Your model contains the following variables (FFR TINGGI) 
Observed, endogenous variables 
sim_1 
sim_2 
exp_2 
exp_1 
inf_2 
inf_3 
inf_4 
inf_5 
Unobserved, endogenous variables 
INF 
Unobserved, exogenous variables 
SIM 
e1 
e2 
EXP 
e4 
e3 
e5 
e6 
e7 
e8 
Z1 
Variable counts (FFR TINGGI) 
Number of variables in your model: 20 
Number of observed variables: 8 
Number of unobserved variables: 12 
Number of exogenous variables: 11 
Number of endogenous variables: 9 
Parameter summary (FFR TINGGI) 
 Weights Covariances Variances Means Intercepts Total 
Fixed 12 0 0 0 0 12 
Labeled 0 0 0 0 0 0 
Unlabeled 7 1 11 0 0 19 
Total 19 1 11 0 0 31 
Assessment of normality (FFR TINGGI) 
Variable min max skew c.r. kurtosis c.r. 
inf_5 1.000 4.000 -.019 -.098 -.331 -.864 
inf_4 1.000 4.000 .050 .260 -.988 -2.582 
inf_3 2.000 4.000 .076 .400 .391 1.021 
inf_2 2.000 4.000 .020 .103 .345 .901 
exp_1 3.000 4.000 .944 4.935 -1.109 -2.899 
exp_2 3.000 4.000 1.011 5.287 -.977 -2.555 
sim_2 1.000 4.000 -.109 -.571 3.300 8.626 
sim_1 2.000 4.000 .739 3.861 2.052 5.365 
Multivariate      46.112 23.343 
Observations farthest from the centroid (Mahalanobis distance) (FFR TINGGI) 
Observation number Mahalanobis d-squared p1 p2 
41 43.445 .000 .000 
44 41.462 .000 .000 
103 40.980 .000 .000 
73 35.435 .000 .000 
Observation number Mahalanobis d-squared p1 p2 
59 33.632 .000 .000 
83 30.243 .000 .000 
90 30.243 .000 .000 
104 29.810 .000 .000 
51 21.725 .005 .000 
141 19.493 .012 .000 
31 17.696 .024 .002 
110 17.557 .025 .001 
95 17.557 .025 .000 
142 17.450 .026 .000 
68 16.425 .037 .001 
35 16.239 .039 .001 
30 16.239 .039 .000 
2 16.225 .039 .000 
66 15.282 .054 .001 
72 15.113 .057 .001 
97 14.969 .060 .001 
11 14.550 .069 .002 
64 14.515 .069 .001 
79 13.958 .083 .005 
112 13.845 .086 .004 
47 13.578 .093 .005 
54 13.479 .096 .004 
13 13.219 .105 .006 
5 13.103 .108 .006 
24 11.797 .160 .245 
89 10.758 .216 .823 
52 10.731 .217 .782 
161 10.449 .235 .868 
109 10.449 .235 .822 
107 10.298 .245 .847 
71 10.119 .257 .883 
106 9.363 .313 .995 
100 9.363 .313 .991 
93 9.363 .313 .986 
92 9.363 .313 .978 
Observation number Mahalanobis d-squared p1 p2 
120 9.270 .320 .979 
122 9.270 .320 .969 
131 9.270 .320 .955 
7 9.141 .331 .964 
1 8.558 .381 .998 
162 8.450 .391 .999 
128 8.450 .391 .998 
87 8.394 .396 .998 
3 8.394 .396 .996 
32 8.369 .398 .995 
37 8.369 .398 .992 
40 8.369 .398 .987 
67 8.369 .398 .981 
77 8.369 .398 .971 
78 8.369 .398 .959 
33 7.716 .462 .999 
50 7.716 .462 .999 
58 7.699 .463 .998 
86 7.637 .470 .998 
147 7.614 .472 .998 
113 7.001 .537 1.000 
117 7.001 .537 1.000 
119 7.001 .537 1.000 
121 7.001 .537 1.000 
123 7.001 .537 1.000 
126 7.001 .537 1.000 
127 7.001 .537 1.000 
139 7.001 .537 .999 
140 7.001 .537 .999 
124 6.793 .559 1.000 
10 6.744 .565 1.000 
12 6.744 .565 1.000 
16 6.744 .565 .999 
8 6.719 .567 .999 
27 6.464 .595 1.000 
76 6.464 .595 1.000 
Observation number Mahalanobis d-squared p1 p2 
105 6.365 .606 1.000 
19 5.978 .650 1.000 
21 5.978 .650 1.000 
23 5.978 .650 1.000 
133 5.946 .653 1.000 
136 5.946 .653 1.000 
138 5.946 .653 1.000 
148 5.946 .653 1.000 
149 5.946 .653 1.000 
153 5.946 .653 1.000 
88 5.836 .666 1.000 
115 5.836 .666 1.000 
129 5.836 .666 1.000 
135 5.836 .666 .999 
4 5.355 .719 1.000 
9 5.355 .719 1.000 
14 5.355 .719 1.000 
43 5.355 .719 1.000 
57 5.355 .719 1.000 
60 5.355 .719 1.000 
69 5.355 .719 1.000 
70 5.355 .719 1.000 
74 5.355 .719 .999 
18 5.137 .743 1.000 
Sample Moments (FFR TINGGI) 
Sample Covariances (FFR TINGGI) 
 inf_5 inf_4 inf_3 inf_2 exp_1 exp_2 sim_2 sim_1 
inf_5 .420        
inf_4 .325 .554       
inf_3 .187 .227 .285      
inf_2 .138 .192 .180 .298     
exp_1 .039 .079 .104 .107 .204    
exp_2 .020 .072 .105 .101 .184 .199   
sim_2 .063 .055 .043 .071 .010 .010 .214  
 inf_5 inf_4 inf_3 inf_2 exp_1 exp_2 sim_2 sim_1 
sim_1 .061 .058 .058 .076 .036 .031 .132 .171 
Condition number = 68.004 
Eigenvalues 
1.153 .411 .305 .156 .149 .098 .056 .017 
Determinant of sample covariance matrix = .000 
Sample Correlations (FFR TINGGI) 
 inf_5 inf_4 inf_3 inf_2 exp_1 exp_2 sim_2 sim_1 
inf_5 1.000        
inf_4 .675 1.000       
inf_3 .540 .571 1.000      
inf_2 .389 .472 .618 1.000     
exp_1 .134 .236 .429 .434 1.000    
exp_2 .068 .217 .439 .416 .910 1.000   
sim_2 .211 .160 .172 .281 .045 .050 1.000  
sim_1 .230 .189 .261 .337 .191 .167 .691 1.000 
Condition number = 41.533 
Eigenvalues 
3.463 1.623 1.346 .530 .359 .301 .295 .083 
Notes for Model (Default model) 
Computation of degrees of freedom (Default model) 
Number of distinct sample moments: 72 
Number of distinct parameters to be estimated: 38 
Degrees of freedom (72 - 38): 34 
Result (Default model) 
Minimum was achieved 
Chi-square = 96.489 
Degrees of freedom = 34 
Probability level = .000 
Estimates (FFR TINGGI - Default model) 
Scalar Estimates (FFR TINGGI - Default model) 
Maximum Likelihood Estimates 
Regression Weights: (FFR TINGGI - Default model) 
   Estimate S.E. C.R. P Label 
INF <--- SIM .254 .120 2.115 .034 par_6 
INF <--- EXP .371 .086 4.323 *** par_7 
sim_1 <--- SIM 1.000     
sim_2 <--- SIM .796 .225 3.531 *** par_1 
exp_2 <--- EXP 1.000     
exp_1 <--- EXP 1.072 .093 11.558 *** par_2 
inf_2 <--- INF 1.000     
inf_3 <--- INF 1.141 .125 9.141 *** par_3 
inf_4 <--- INF 1.413 .191 7.408 *** par_4 
inf_5 <--- INF 1.141 .166 6.866 *** par_5 
Standardized Regression Weights: (FFR TINGGI - Default model) 
   Estimate 
INF <--- SIM .268 
INF <--- EXP .397 
sim_1 <--- SIM .986 
sim_2 <--- SIM .701 
exp_2 <--- EXP .927 
exp_1 <--- EXP .981 
inf_2 <--- INF .708 
inf_3 <--- INF .825 
inf_4 <--- INF .733 
inf_5 <--- INF .680 
Covariances: (FFR TINGGI - Default model) 
   Estimate S.E. C.R. P Label 
SIM <--> EXP .032 .015 2.137 .033 par_8 
Correlations: (FFR TINGGI - Default model) 
   Estimate 
SIM <--> EXP .191 
Variances: (FFR TINGGI - Default model) 
   Estimate S.E. C.R. P Label 
SIM   .166 .049 3.393 *** par_17 
EXP   .171 .026 6.650 *** par_18 
Z1   .109 .023 4.725 *** par_19 
e1   .005 .045 .105 .917 par_20 
e2   .109 .031 3.510 *** par_21 
e4   .028 .014 2.004 .045 par_22 
e3   .008 .016 .490 .624 par_23 
e5   .149 .021 7.008 *** par_24 
e6   .091 .019 4.884 *** par_25 
e7   .256 .042 6.158 *** par_26 
e8   .225 .033 6.782 *** par_27 
Squared Multiple Correlations: (FFR TINGGI - Default model) 
   Estimate 
INF   .270 
inf_5   .463 
inf_4   .538 
inf_3   .680 
inf_2   .501 
exp_1   .963 
exp_2   .860 
sim_2   .491 
sim_1   .972 
Matrices (FFR TINGGI - Default model) 
Implied (for all variables) Covariances (FFR TINGGI - Default model) 
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Implied (for all variables) Correlations (FFR TINGGI - Default model) 
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Implied Covariances (FFR TINGGI - Default model) 
 inf_5 inf_4 inf_3 inf_2 exp_1 exp_2 sim_2 sim_1 
inf_5 .420        
inf_4 .240 .554       
inf_3 .194 .240 .285      
inf_2 .170 .211 .170 .298     
exp_1 .088 .109 .088 .077 .204    
exp_2 .082 .101 .082 .072 .184 .199   
sim_2 .049 .061 .049 .043 .027 .026 .214  
sim_1 .062 .076 .062 .054 .035 .032 .132 .171 
Implied Correlations (FFR TINGGI - Default model) 
 inf_5 inf_4 inf_3 inf_2 exp_1 exp_2 sim_2 sim_1 
inf_5 1.000        
inf_4 .499 1.000       
inf_3 .561 .605 1.000      
inf_2 .482 .519 .584 1.000     
exp_1 .299 .323 .363 .311 1.000    
exp_2 .283 .305 .343 .294 .910 1.000   
sim_2 .164 .177 .199 .170 .131 .124 1.000  
sim_1 .230 .248 .279 .240 .185 .175 .691 1.000 
 
 
 
Residual Covariances (FFR TINGGI - Default model) 
 inf_5 inf_4 inf_3 inf_2 exp_1 exp_2 sim_2 sim_1 
inf_5 .000        
inf_4 .085 .000       
inf_3 -.007 -.014 .000      
inf_2 -.033 -.019 .010 .000     
exp_1 -.048 -.029 .016 .030 .000    
exp_2 -.062 -.029 .023 .030 .000 .000   
sim_2 .014 -.006 -.007 .028 -.018 -.015 .000  
sim_1 .000 -.018 -.004 .022 .001 -.001 .000 .000 
Standardized Residual Covariances (FFR TINGGI - Default model) 
 inf_5 inf_4 inf_3 inf_2 exp_1 exp_2 sim_2 sim_1 
inf_5 .000        
inf_4 2.016 .000       
inf_3 -.238 -.375 .000      
inf_2 -1.058 -.535 .383 .000     
exp_1 -2.019 -1.054 .793 1.496 .000    
exp_2 -2.642 -1.068 1.160 1.495 .000 .000   
sim_2 .599 -.211 -.332 1.390 -1.086 -.933 .000  
sim_1 -.010 -.736 -.223 1.201 .074 -.091 .000 .000 
Factor Score Weights (FFR TINGGI - Default model) 
 inf_5 inf_4 inf_3 inf_2 exp_1 exp_2 sim_2 sim_1 
EXP .002 .002 .005 .003 .725 .186 .000 .002 
SIM .001 .001 .003 .002 .002 .000 .033 .944 
INF .116 .126 .286 .154 .057 .014 .002 .050 
Total Effects (FFR TINGGI - Default model) 
 EXP SIM INF 
INF .371 .254 .000 
inf_5 .423 .289 1.141 
inf_4 .524 .358 1.413 
inf_3 .423 .289 1.141 
inf_2 .371 .254 1.000 
 EXP SIM INF 
exp_1 1.072 .000 .000 
exp_2 1.000 .000 .000 
sim_2 .000 .796 .000 
sim_1 .000 1.000 .000 
Standardized Total Effects (FFR TINGGI - Default model) 
 EXP SIM INF 
INF .397 .268 .000 
inf_5 .270 .182 .680 
inf_4 .291 .196 .733 
inf_3 .328 .221 .825 
inf_2 .281 .189 .708 
exp_1 .981 .000 .000 
exp_2 .927 .000 .000 
sim_2 .000 .701 .000 
sim_1 .000 .986 .000 
Direct Effects (FFR TINGGI - Default model) 
 EXP SIM INF 
INF .371 .254 .000 
inf_5 .000 .000 1.141 
inf_4 .000 .000 1.413 
inf_3 .000 .000 1.141 
inf_2 .000 .000 1.000 
exp_1 1.072 .000 .000 
exp_2 1.000 .000 .000 
sim_2 .000 .796 .000 
sim_1 .000 1.000 .000 
Standardized Direct Effects (FFR TINGGI - Default model) 
 EXP SIM INF 
INF .397 .268 .000 
inf_5 .000 .000 .680 
inf_4 .000 .000 .733 
inf_3 .000 .000 .825 
 EXP SIM INF 
inf_2 .000 .000 .708 
exp_1 .981 .000 .000 
exp_2 .927 .000 .000 
sim_2 .000 .701 .000 
sim_1 .000 .986 .000 
 
 
Indirect Effects (FFR TINGGI - Default model) 
 EXP SIM INF 
INF .000 .000 .000 
inf_5 .423 .289 .000 
inf_4 .524 .358 .000 
inf_3 .423 .289 .000 
inf_2 .371 .254 .000 
exp_1 .000 .000 .000 
exp_2 .000 .000 .000 
sim_2 .000 .000 .000 
sim_1 .000 .000 .000 
Standardized Indirect Effects (FFR TINGGI - Default model) 
 EXP SIM INF 
INF .000 .000 .000 
inf_5 .270 .182 .000 
inf_4 .291 .196 .000 
inf_3 .328 .221 .000 
inf_2 .281 .189 .000 
exp_1 .000 .000 .000 
exp_2 .000 .000 .000 
sim_2 .000 .000 .000 
sim_1 .000 .000 .000 
Modification Indices (FFR TINGGI - Default model) 
Covariances: (FFR TINGGI - Default model) 
   M.I. Par Change 
e8 <--> EXP 11.287 -.055 
e7 <--> e8 27.644 .115 
e6 <--> EXP 4.537 .025 
e5 <--> EXP 4.396 .028 
e5 <--> e8 6.796 -.043 
e4 <--> e8 9.113 -.022 
e4 <--> e6 5.554 .013 
 
 
 
Variances: (FFR TINGGI - Default model) 
   M.I. Par Change 
Regression Weights: (FFR TINGGI - Default model) 
   M.I. Par Change 
inf_5 <--- EXP 10.833 -.323 
inf_5 <--- inf_4 10.841 .177 
inf_5 <--- exp_1 9.472 -.272 
inf_5 <--- exp_2 16.203 -.361 
inf_4 <--- inf_5 13.313 .247 
inf_3 <--- exp_2 6.838 .169 
inf_2 <--- EXP 5.876 .196 
inf_2 <--- exp_1 5.808 .175 
inf_2 <--- exp_2 5.670 .176 
inf_2 <--- sim_2 4.010 .142 
exp_2 <--- inf_5 4.150 -.046 
Minimization History (Default model) 
Iterati
on 
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Model Fit Summary 
CMIN 
Model NPAR CMIN DF P CMIN/DF 
Default model 38 96.489 34 .000 2.838 
Saturated model 72 .000 0   
Independence model 16 1342.415 56 .000 23.972 
RMR, GFI 
Model RMR GFI AGFI PGFI 
Default model .025 .893 .774 .422 
Saturated model .000 1.000   
Independence model .397 .371 .192 .289 
 
 
 
Baseline Comparisons 
Model 
NFI 
Delta1 
RFI 
rho1 
IFI 
Delta2 
TLI 
rho2 
CFI 
Default model .928 .882 .952 .920 .951 
Saturated model 1.000  1.000  1.000 
Independence model .000 .000 .000 .000 .000 
Parsimony-Adjusted Measures 
Model PRATIO PNFI PCFI 
Default model .607 .564 .578 
Saturated model .000 .000 .000 
Independence model 1.000 .000 .000 
NCP 
Model NCP LO 90 HI 90 
Default model 62.489 36.901 95.723 
Saturated model .000 .000 .000 
Independence model 1286.415 1170.801 1409.419 
FMIN 
Model FMIN F0 LO 90 HI 90 
Default model .487 .316 .186 .483 
Saturated model .000 .000 .000 .000 
Independence model 6.780 6.497 5.913 7.118 
RMSEA 
Model RMSEA LO 90 HI 90 PCLOSE 
Default model .096 .074 .119 .001 
Independence model .341 .325 .357 .000 
AIC 
Model AIC BCC BIC CAIC 
Default model 172.489 188.641   
Saturated model 144.000 174.604   
Independence model 1374.415 1381.216   
 
ECVI 
Model ECVI LO 90 HI 90 MECVI 
Default model .871 .742 1.039 .953 
Saturated model .727 .727 .727 .882 
Independence model 6.941 6.358 7.563 6.976 
HOELTER 
Model 
HOELTER 
.05 
HOELTER 
.01 
Model 
HOELTER 
.05 
HOELTER 
.01 
Default model 101 117 
Independence model 12 14 
Execution time summary 
Minimization: .063 
Miscellaneous: .218 
Bootstrap: .000 
Total: .281 
 
  
 
 
 
 
LAMPIRAN 4 
 
GOODNESS OF FIT 
CONSTRAINED MODEL 
 
MODERASI SPR 
Analysis Summary 
Date and Time 
Date: Wednesday, March 10, 2010 
Time: 8:58:20 AM 
Title 
Moderasi spr: Wednesday, March 10, 2010 08:58 AM 
Notes for Group (Group number 1) 
The model is recursive. 
Sample size = 151 
Variable Summary (SPR TINGGI) 
Your model contains the following variables (SPR TINGGI) 
Observed, endogenous variables 
sim_1 
sim_2 
exp_2 
exp_1 
inf_2 
inf_3 
inf_4 
inf_5 
Unobserved, endogenous variables 
INF 
Unobserved, exogenous variables 
SIM 
e1 
e2 
EXP 
e4 
e3 
e5 
e6 
e7 
e8 
Z1 
 
Variable counts (SPR TINGGI) 
Number of variables in your model: 20 
Number of observed variables: 8 
Number of unobserved variables: 12 
Number of exogenous variables: 11 
Number of endogenous variables: 9 
Parameter summary (SPR TINGGI) 
 Weights Covariances Variances Means Intercepts Total 
Fixed 12 0 0 0 0 12 
Labeled 2 0 0 0 0 2 
Unlabeled 5 1 11 0 0 17 
Total 19 1 11 0 0 31 
Assessment of normality (SPR TINGGI) 
Variable min max skew c.r. kurtosis c.r. 
inf_5 1.000 4.000 -.057 -.286 -.612 -1.535 
inf_4 1.000 4.000 .017 .085 -.929 -2.330 
inf_3 2.000 4.000 .271 1.358 .721 1.809 
inf_2 2.000 4.000 .046 .231 .588 1.475 
exp_1 3.000 4.000 1.228 6.159 -.493 -1.235 
exp_2 3.000 4.000 1.316 6.602 -.268 -.673 
sim_2 1.000 4.000 -.126 -.634 3.272 8.208 
sim_1 2.000 4.000 .557 2.793 1.746 4.380 
Multivariate      45.811 22.252 
Observations farthest from the centroid (Mahalanobis distance) (SPR TINGGI) 
Observation number Mahalanobis d-squared p1 p2 
33 40.423 .000 .000 
92 38.706 .000 .000 
37 37.170 .000 .000 
Observation number Mahalanobis d-squared p1 p2 
52 36.401 .000 .000 
64 33.753 .000 .000 
79 27.982 .000 .000 
74 27.982 .000 .000 
45 25.866 .001 .000 
123 25.143 .001 .000 
124 17.875 .022 .002 
58 17.674 .024 .001 
2 17.351 .027 .001 
41 17.151 .029 .000 
84 17.062 .029 .000 
97 17.062 .029 .000 
23 16.879 .031 .000 
60 16.549 .035 .000 
7 16.348 .038 .000 
56 16.031 .042 .000 
22 15.601 .048 .000 
27 15.601 .048 .000 
86 15.484 .050 .000 
48 15.265 .054 .000 
100 14.107 .079 .001 
78 13.528 .095 .004 
63 13.102 .108 .012 
99 12.210 .142 .121 
95 11.967 .153 .157 
16 11.887 .156 .137 
75 11.664 .167 .173 
6 11.501 .175 .189 
3 10.193 .252 .891 
77 10.193 .252 .850 
25 10.086 .259 .852 
44 10.086 .259 .803 
8 10.057 .261 .764 
46 9.941 .269 .775 
145 9.915 .271 .732 
107 9.112 .333 .981 
Observation number Mahalanobis d-squared p1 p2 
62 8.714 .367 .997 
81 8.634 .374 .997 
82 8.634 .374 .995 
89 8.634 .374 .992 
94 8.634 .374 .987 
1 8.611 .376 .982 
51 8.433 .392 .990 
24 8.340 .401 .991 
29 8.340 .401 .986 
32 8.340 .401 .978 
59 8.340 .401 .968 
69 8.340 .401 .954 
70 8.340 .401 .935 
113 8.002 .433 .984 
106 8.002 .433 .976 
105 8.002 .433 .964 
19 6.944 .543 1.000 
68 6.944 .543 1.000 
117 6.931 .544 1.000 
111 6.931 .544 1.000 
102 6.931 .544 1.000 
11 6.623 .578 1.000 
13 6.623 .578 1.000 
15 6.623 .578 1.000 
93 6.336 .610 1.000 
151 6.145 .631 1.000 
148 6.145 .631 1.000 
147 6.145 .631 1.000 
146 6.145 .631 1.000 
135 6.145 .631 1.000 
129 6.145 .631 1.000 
122 6.145 .631 1.000 
121 6.145 .631 1.000 
118 6.145 .631 1.000 
110 6.145 .631 1.000 
4 5.982 .649 1.000 
Observation number Mahalanobis d-squared p1 p2 
36 5.982 .649 1.000 
50 5.982 .649 1.000 
61 5.982 .649 1.000 
65 5.982 .649 .999 
67 5.982 .649 .999 
10 5.552 .697 1.000 
80 5.552 .697 1.000 
104 5.552 .697 1.000 
109 5.552 .697 1.000 
114 5.552 .697 1.000 
119 5.552 .697 1.000 
125 5.552 .697 .999 
133 5.552 .697 .999 
137 5.425 .711 1.000 
134 5.425 .711 .999 
131 5.425 .711 .998 
130 5.425 .711 .997 
120 5.425 .711 .996 
115 5.425 .711 .993 
73 5.416 .712 .989 
9 5.010 .756 1.000 
28 5.010 .756 .999 
55 5.010 .756 .999 
76 5.010 .756 .998 
103 5.010 .756 .997 
Sample Moments (SPR TINGGI) 
Sample Covariances (SPR TINGGI) 
 inf_5 inf_4 inf_3 inf_2 exp_1 exp_2 sim_2 sim_1 
inf_5 .481        
inf_4 .381 .544       
inf_3 .205 .208 .242      
inf_2 .181 .182 .180 .277     
exp_1 .031 .031 .056 .063 .182    
exp_2 .010 .023 .058 .057 .158 .174   
 inf_5 inf_4 inf_3 inf_2 exp_1 exp_2 sim_2 sim_1 
sim_2 .063 .052 .056 .070 .021 .022 .219  
sim_1 .058 .054 .073 .075 .054 .049 .137 .187 
Condition number = 64.135 
Eigenvalues 
1.167 .416 .268 .175 .128 .076 .058 .018 
Determinant of sample covariance matrix = .000 
Sample Correlations (SPR TINGGI) 
 inf_5 inf_4 inf_3 inf_2 exp_1 exp_2 sim_2 sim_1 
inf_5 1.000        
inf_4 .744 1.000       
inf_3 .599 .572 1.000      
inf_2 .495 .468 .697 1.000     
exp_1 .105 .097 .267 .283 1.000    
exp_2 .036 .075 .281 .261 .889 1.000   
sim_2 .195 .151 .244 .283 .104 .112 1.000  
sim_1 .193 .169 .341 .331 .294 .271 .678 1.000 
Condition number = 33.719 
Eigenvalues 
3.380 1.766 1.320 .585 .321 .271 .257 .100 
Notes for Model (SPR TINGGI - Default model) 
The following variances are negative. (SPR TINGGI - Default model) 
 e1 
 -.011 
Estimates (SPR TINGGI - Default model) 
Scalar Estimates (SPR TINGGI - Default model) 
Maximum Likelihood Estimates 
Regression Weights: (SPR TINGGI - Default model) 
   Estimate S.E. C.R. P Label 
INF <--- SIM .270 .112 2.408 .016 a 
INF <--- EXP .351 .096 3.655 *** b 
   Estimate S.E. C.R. P Label 
sim_1 <--- SIM 1.000     
sim_2 <--- SIM .693 .181 3.821 *** par_3 
exp_2 <--- EXP 1.000     
exp_1 <--- EXP 1.139 .125 9.093 *** par_4 
inf_2 <--- INF 1.000     
inf_3 <--- INF 1.010 .092 10.959 *** par_5 
inf_4 <--- INF 1.291 .166 7.797 *** par_6 
inf_5 <--- INF 1.255 .155 8.100 *** par_7 
Standardized Regression Weights: (SPR TINGGI - Default model) 
   Estimate 
INF <--- SIM .277 
INF <--- EXP .300 
sim_1 <--- SIM 1.028 
sim_2 <--- SIM .659 
exp_2 <--- EXP .895 
exp_1 <--- EXP .991 
inf_2 <--- INF .783 
inf_3 <--- INF .859 
inf_4 <--- INF .740 
inf_5 <--- INF .763 
 
Covariances: (SPR TINGGI - Default model) 
   Estimate S.E. C.R. P Label 
SIM <--> EXP .049 .015 3.168 .002 par_8 
Correlations: (SPR TINGGI - Default model) 
   Estimate 
SIM <--> EXP .296 
Variances: (SPR TINGGI - Default model) 
   Estimate S.E. C.R. P Label 
   Estimate S.E. C.R. P Label 
SIM   .198 .054 3.685 *** par_15 
EXP   .137 .024 5.651 *** par_16 
Z1   .147 .028 5.223 *** par_17 
e1   -.011 .048 -.221 .825 par_18 
e2   .124 .027 4.587 *** par_19 
e4   .034 .014 2.437 .015 par_20 
e3   .003 .017 .189 .850 par_21 
e5   .119 .019 6.296 *** par_22 
e6   .068 .016 4.314 *** par_23 
e7   .259 .043 5.974 *** par_24 
e8   .212 .037 5.672 *** par_25 
Squared Multiple Correlations: (SPR TINGGI - Default model) 
   Estimate 
INF   .216 
inf_5   .583 
inf_4   .547 
inf_3   .739 
inf_2   .613 
exp_1   .982 
exp_2   .801 
sim_2   .435 
sim_1   1.057 
 
Matrices (SPR TINGGI - Default model) 
Implied (for all variables) Covariances (SPR TINGGI - Default model) 
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Implied (for all variables) Correlations (SPR TINGGI - Default model) 
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Implied Covariances (SPR TINGGI - Default model) 
 inf_5 inf_4 inf_3 inf_2 exp_1 exp_2 sim_2 sim_1 
inf_5 .507        
inf_4 .304 .572       
inf_3 .238 .245 .259      
inf_2 .236 .242 .190 .306     
exp_1 .088 .090 .071 .070 .182    
exp_2 .077 .079 .062 .061 .157 .172   
sim_2 .061 .063 .049 .049 .039 .034 .219  
sim_1 .089 .091 .071 .071 .056 .049 .137 .188 
 
 
 
Implied Correlations (SPR TINGGI - Default model) 
 inf_5 inf_4 inf_3 inf_2 exp_1 exp_2 sim_2 sim_1 
inf_5 1.000        
inf_4 .565 1.000       
inf_3 .656 .636 1.000      
inf_2 .598 .579 .673 1.000     
exp_1 .289 .280 .326 .297 1.000    
exp_2 .261 .253 .294 .268 .887 1.000   
sim_2 .184 .179 .207 .189 .194 .175 1.000  
sim_1 .287 .278 .323 .295 .302 .273 .678 1.000 
 Residual Covariances (SPR TINGGI - Default model) 
 inf_5 inf_4 inf_3 inf_2 exp_1 exp_2 sim_2 sim_1 
inf_5 -.026        
inf_4 .077 -.028       
inf_3 -.033 -.037 -.017      
inf_2 -.055 -.061 -.009 -.030     
exp_1 -.057 -.060 -.015 -.007 .000    
exp_2 -.067 -.056 -.004 -.004 .002 .003   
sim_2 .002 -.011 .007 .021 -.018 -.012 .000  
sim_1 -.031 -.037 .001 .005 -.002 .000 .000 .000 
Standardized Residual Covariances (SPR TINGGI - Default model) 
 inf_5 inf_4 inf_3 inf_2 exp_1 exp_2 sim_2 sim_1 
inf_5 -.445        
inf_4 1.515 -.418       
inf_3 -.945 -.992 -.564      
inf_2 -1.468 -1.539 -.334 -.845     
exp_1 -2.206 -2.186 -.783 -.330 .000    
exp_2 -2.678 -2.135 -.240 -.217 .087 .146   
sim_2 .067 -.376 .342 .963 -1.074 -.750 .000  
sim_1 -1.174 -1.338 .074 .224 -.096 .004 -.006 -.014 
 
 
 
Factor Score Weights (SPR TINGGI - Default model) 
 inf_5 inf_4 inf_3 inf_2 exp_1 exp_2 sim_2 sim_1 
EXP .001 .001 .002 .001 .801 .068 .000 .004 
SIM -.003 -.002 -.007 -.004 -.014 -.001 -.066 1.116 
INF .134 .113 .337 .191 .043 .004 -.003 .047 
 
Total Effects (SPR TINGGI - Default model) 
 EXP SIM INF 
INF .351 .270 .000 
inf_5 .441 .338 1.255 
inf_4 .453 .348 1.291 
inf_3 .355 .272 1.010 
inf_2 .351 .270 1.000 
exp_1 1.139 .000 .000 
exp_2 1.000 .000 .000 
sim_2 .000 .693 .000 
sim_1 .000 1.000 .000 
Standardized Total Effects (SPR TINGGI - Default model) 
 EXP SIM INF 
INF .300 .277 .000 
inf_5 .229 .212 .763 
inf_4 .222 .205 .740 
inf_3 .258 .238 .859 
inf_2 .235 .217 .783 
exp_1 .991 .000 .000 
exp_2 .895 .000 .000 
sim_2 .000 .659 .000 
sim_1 .000 1.028 .000 
Direct Effects (SPR TINGGI - Default model) 
 EXP SIM INF 
INF .351 .270 .000 
inf_5 .000 .000 1.255 
inf_4 .000 .000 1.291 
inf_3 .000 .000 1.010 
inf_2 .000 .000 1.000 
exp_1 1.139 .000 .000 
exp_2 1.000 .000 .000 
sim_2 .000 .693 .000 
sim_1 .000 1.000 .000 
Standardized Direct Effects (SPR TINGGI - Default model) 
 EXP SIM INF 
INF .300 .277 .000 
inf_5 .000 .000 .763 
inf_4 .000 .000 .740 
inf_3 .000 .000 .859 
inf_2 .000 .000 .783 
exp_1 .991 .000 .000 
exp_2 .895 .000 .000 
sim_2 .000 .659 .000 
sim_1 .000 1.028 .000 
Indirect Effects (SPR TINGGI - Default model) 
 EXP SIM INF 
INF .000 .000 .000 
inf_5 .441 .338 .000 
inf_4 .453 .348 .000 
inf_3 .355 .272 .000 
inf_2 .351 .270 .000 
exp_1 .000 .000 .000 
exp_2 .000 .000 .000 
sim_2 .000 .000 .000 
sim_1 .000 .000 .000 
Standardized Indirect Effects (SPR TINGGI - Default model) 
 EXP SIM INF 
INF .000 .000 .000 
inf_5 .229 .212 .000 
inf_4 .222 .205 .000 
inf_3 .258 .238 .000 
inf_2 .235 .217 .000 
exp_1 .000 .000 .000 
exp_2 .000 .000 .000 
sim_2 .000 .000 .000 
sim_1 .000 .000 .000 
Modification Indices (SPR TINGGI - Default model) 
Covariances: (SPR TINGGI - Default model) 
   M.I. Par Change 
e7 <--> e8 39.623 .141 
e5 <--> e8 5.676 -.037 
e5 <--> e7 6.423 -.043 
e5 <--> e6 6.254 .024 
e4 <--> e8 7.544 -.022 
e4 <--> e6 5.783 .012 
Variances: (SPR TINGGI - Default model) 
   M.I. Par Change 
 
Regression Weights: (SPR TINGGI - Default model) 
   M.I. Par Change 
inf_5 <--- EXP 4.927 -.249 
inf_5 <--- inf_4 15.859 .217 
inf_5 <--- exp_1 4.520 -.206 
inf_5 <--- exp_2 9.936 -.314 
inf_4 <--- EXP 4.188 -.251 
inf_4 <--- inf_5 14.220 .238 
inf_4 <--- exp_1 4.095 -.214 
inf_4 <--- exp_2 4.499 -.231 
inf_2 <--- inf_4 4.232 -.085 
Minimization History (Default model) 
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Model Fit Summary 
CMIN 
Model NPAR CMIN DF P CMIN/DF 
Default model 36 114.544 36 .000 3.182 
Saturated model 72 .000 0   
Independence model 16 1332.977 56 .000 23.803 
RMR, GFI 
Model RMR GFI AGFI PGFI 
Default model .076 .875 .750 .438 
Saturated model .000 1.000   
Independence model .341 .366 .184 .284 
Baseline Comparisons 
Model 
NFI 
Delta1 
RFI 
rho1 
IFI 
Delta2 
TLI 
rho2 
CFI 
Default model .914 .866 .939 .904 .938 
Saturated model 1.000  1.000  1.000 
Independence model .000 .000 .000 .000 .000 
Parsimony-Adjusted Measures 
Model PRATIO PNFI PCFI 
Default model .643 .588 .603 
Saturated model .000 .000 .000 
Independence model 1.000 .000 .000 
 
 
NCP 
Model NCP LO 90 HI 90 
Default model 78.544 49.954 114.752 
Saturated model .000 .000 .000 
Independence model 1276.977 1161.794 1399.553 
FMIN 
Model FMIN F0 LO 90 HI 90 
Default model .579 .397 .252 .580 
Saturated model .000 .000 .000 .000 
Independence model 6.732 6.449 5.868 7.068 
RMSEA 
Model RMSEA LO 90 HI 90 PCLOSE 
Default model .105 .084 .127 .000 
Independence model .339 .324 .355 .000 
AIC 
Model AIC BCC BIC CAIC 
Default model 186.544 197.491   
Saturated model 144.000 165.892   
Independence model 1364.977 1369.842   
ECVI 
Model ECVI LO 90 HI 90 MECVI 
Default model .942 .798 1.125 .997 
Saturated model .727 .727 .727 .838 
Independence model 6.894 6.312 7.513 6.918 
HOELTER 
Model 
HOELTER 
.05 
HOELTER 
.01 
Default model 90 103 
Independence model 13 14 
 
 
Execution time summary 
Minimization: .046 
Miscellaneous: .422 
Bootstrap: .000 
Total: .468 
 
MODERASI FFR 
Analysis Summary 
Date and Time 
Date: Wednesday, March 10, 2010 
Time: 8:55:51 AM 
Title 
Moderasi ffr: Wednesday, March 10, 2010 08:55 AM 
Notes for Group (Group number 1) 
The model is recursive. 
Sample size = 164 
Variable Summary (FFR TINGGI) 
Your model contains the following variables (FFR TINGGI) 
Observed, endogenous variables 
sim_1 
sim_2 
exp_2 
exp_1 
inf_2 
inf_3 
inf_4 
inf_5 
Unobserved, endogenous variables 
INF 
Unobserved, exogenous variables 
SIM 
e1 
e2 
EXP 
e4 
e3 
e5 
e6 
e7 
e8 
Z1 
 
Variable counts (FFR TINGGI) 
Number of variables in your model: 20 
Number of observed variables: 8 
Number of unobserved variables: 12 
Number of exogenous variables: 11 
Number of endogenous variables: 9 
Parameter summary (FFR TINGGI) 
 Weights Covariances Variances Means Intercepts Total 
Fixed 12 0 0 0 0 12 
Labeled 2 0 0 0 0 2 
Unlabeled 5 1 11 0 0 17 
Total 19 1 11 0 0 31 
Assessment of normality (FFR TINGGI) 
Variable min max skew c.r. kurtosis c.r. 
inf_5 1.000 4.000 -.019 -.098 -.331 -.864 
inf_4 1.000 4.000 .050 .260 -.988 -2.582 
inf_3 2.000 4.000 .076 .400 .391 1.021 
inf_2 2.000 4.000 .020 .103 .345 .901 
exp_1 3.000 4.000 .944 4.935 -1.109 -2.899 
exp_2 3.000 4.000 1.011 5.287 -.977 -2.555 
sim_2 1.000 4.000 -.109 -.571 3.300 8.626 
sim_1 2.000 4.000 .739 3.861 2.052 5.365 
Multivariate      46.112 23.343 
Observations farthest from the centroid (Mahalanobis distance) (FFR TINGGI) 
Observation number Mahalanobis d-squared p1 p2 
41 43.445 .000 .000 
44 41.462 .000 .000 
103 40.980 .000 .000 
Observation number Mahalanobis d-squared p1 p2 
73 35.435 .000 .000 
59 33.632 .000 .000 
83 30.243 .000 .000 
90 30.243 .000 .000 
104 29.810 .000 .000 
51 21.725 .005 .000 
141 19.493 .012 .000 
31 17.696 .024 .002 
110 17.557 .025 .001 
95 17.557 .025 .000 
142 17.450 .026 .000 
68 16.425 .037 .001 
35 16.239 .039 .001 
30 16.239 .039 .000 
2 16.225 .039 .000 
66 15.282 .054 .001 
72 15.113 .057 .001 
97 14.969 .060 .001 
11 14.550 .069 .002 
64 14.515 .069 .001 
79 13.958 .083 .005 
112 13.845 .086 .004 
47 13.578 .093 .005 
54 13.479 .096 .004 
13 13.219 .105 .006 
5 13.103 .108 .006 
24 11.797 .160 .245 
89 10.758 .216 .823 
52 10.731 .217 .782 
161 10.449 .235 .868 
109 10.449 .235 .822 
107 10.298 .245 .847 
71 10.119 .257 .883 
106 9.363 .313 .995 
100 9.363 .313 .991 
93 9.363 .313 .986 
Observation number Mahalanobis d-squared p1 p2 
92 9.363 .313 .978 
120 9.270 .320 .979 
122 9.270 .320 .969 
131 9.270 .320 .955 
7 9.141 .331 .964 
1 8.558 .381 .998 
162 8.450 .391 .999 
128 8.450 .391 .998 
87 8.394 .396 .998 
3 8.394 .396 .996 
32 8.369 .398 .995 
37 8.369 .398 .992 
40 8.369 .398 .987 
67 8.369 .398 .981 
77 8.369 .398 .971 
78 8.369 .398 .959 
33 7.716 .462 .999 
50 7.716 .462 .999 
58 7.699 .463 .998 
86 7.637 .470 .998 
147 7.614 .472 .998 
113 7.001 .537 1.000 
117 7.001 .537 1.000 
119 7.001 .537 1.000 
121 7.001 .537 1.000 
123 7.001 .537 1.000 
126 7.001 .537 1.000 
127 7.001 .537 1.000 
139 7.001 .537 .999 
140 7.001 .537 .999 
124 6.793 .559 1.000 
10 6.744 .565 1.000 
12 6.744 .565 1.000 
16 6.744 .565 .999 
8 6.719 .567 .999 
27 6.464 .595 1.000 
Observation number Mahalanobis d-squared p1 p2 
76 6.464 .595 1.000 
105 6.365 .606 1.000 
19 5.978 .650 1.000 
21 5.978 .650 1.000 
23 5.978 .650 1.000 
133 5.946 .653 1.000 
136 5.946 .653 1.000 
138 5.946 .653 1.000 
148 5.946 .653 1.000 
149 5.946 .653 1.000 
153 5.946 .653 1.000 
88 5.836 .666 1.000 
115 5.836 .666 1.000 
129 5.836 .666 1.000 
135 5.836 .666 .999 
4 5.355 .719 1.000 
9 5.355 .719 1.000 
14 5.355 .719 1.000 
43 5.355 .719 1.000 
57 5.355 .719 1.000 
60 5.355 .719 1.000 
69 5.355 .719 1.000 
70 5.355 .719 1.000 
74 5.355 .719 .999 
18 5.137 .743 1.000 
Sample Moments (FFR TINGGI) 
Sample Covariances (FFR TINGGI) 
 inf_5 inf_4 inf_3 inf_2 exp_1 exp_2 sim_2 sim_1 
inf_5 .420        
inf_4 .325 .554       
inf_3 .187 .227 .285      
inf_2 .138 .192 .180 .298     
exp_1 .039 .079 .104 .107 .204    
exp_2 .020 .072 .105 .101 .184 .199   
 inf_5 inf_4 inf_3 inf_2 exp_1 exp_2 sim_2 sim_1 
sim_2 .063 .055 .043 .071 .010 .010 .214  
sim_1 .061 .058 .058 .076 .036 .031 .132 .171 
Condition number = 68.004 
Eigenvalues 
1.153 .411 .305 .156 .149 .098 .056 .017 
Determinant of sample covariance matrix = .000 
Sample Correlations (FFR TINGGI) 
 inf_5 inf_4 inf_3 inf_2 exp_1 exp_2 sim_2 sim_1 
inf_5 1.000        
inf_4 .675 1.000       
inf_3 .540 .571 1.000      
inf_2 .389 .472 .618 1.000     
exp_1 .134 .236 .429 .434 1.000    
exp_2 .068 .217 .439 .416 .910 1.000   
sim_2 .211 .160 .172 .281 .045 .050 1.000  
sim_1 .230 .189 .261 .337 .191 .167 .691 1.000 
Condition number = 41.533 
Eigenvalues 
3.463 1.623 1.346 .530 .359 .301 .295 .083 
Notes for Model (Default model) 
Computation of degrees of freedom (Default model) 
Number of distinct sample moments: 72 
Number of distinct parameters to be estimated: 36 
Degrees of freedom (72 - 36): 36 
Result (Default model) 
Minimum was achieved 
Chi-square = 98.402 
Degrees of freedom = 36 
Probability level = .000 
Estimates (FFR TINGGI - Default model) 
Scalar Estimates (FFR TINGGI - Default model) 
Maximum Likelihood Estimates 
Regression Weights: (FFR TINGGI - Default model) 
   Estimate S.E. C.R. P Label 
INF <--- SIM .352 .105 3.361 *** a 
INF <--- EXP .410 .081 5.061 *** b 
sim_1 <--- SIM 1.000     
sim_2 <--- SIM .918 .205 4.482 *** par_3 
exp_2 <--- EXP 1.000     
exp_1 <--- EXP 1.073 .091 11.843 *** par_4 
inf_2 <--- INF 1.000     
inf_3 <--- INF 1.098 .111 9.852 *** par_5 
inf_4 <--- INF 1.345 .167 8.042 *** par_6 
inf_5 <--- INF 1.084 .147 7.368 *** par_7 
Standardized Regression Weights: (FFR TINGGI - Default model) 
   Estimate 
INF <--- SIM .325 
INF <--- EXP .414 
sim_1 <--- SIM .918 
sim_2 <--- SIM .751 
exp_2 <--- EXP .928 
exp_1 <--- EXP .980 
inf_2 <--- INF .733 
inf_3 <--- INF .830 
inf_4 <--- INF .733 
inf_5 <--- INF .680 
Covariances: (FFR TINGGI - Default model) 
   Estimate S.E. C.R. P Label 
SIM <--> EXP .028 .015 1.828 .068 par_8 
Correlations: (FFR TINGGI - Default model) 
   Estimate 
SIM <--> EXP .179 
Variances: (FFR TINGGI - Default model) 
   Estimate S.E. C.R. P Label 
SIM   .143 .036 3.966 *** par_15 
EXP   .171 .026 6.680 *** par_16 
Z1   .113 .023 4.997 *** par_17 
e1   .027 .030 .878 .380 par_18 
e2   .093 .027 3.444 *** par_19 
e4   .028 .013 2.073 .038 par_20 
e3   .008 .015 .535 .593 par_21 
e5   .144 .021 7.029 *** par_22 
e6   .091 .018 5.091 *** par_23 
e7   .262 .040 6.465 *** par_24 
e8   .230 .033 7.020 *** par_25 
Squared Multiple Correlations: (FFR TINGGI - Default model) 
   Estimate 
INF   .325 
inf_5   .462 
inf_4   .537 
inf_3   .689 
inf_2   .537 
exp_1   .961 
exp_2   .861 
sim_2   .564 
sim_1   .843 
Matrices (FFR TINGGI - Default model) 
Implied (for all variables) Covariances (FFR TINGGI - Default model) 
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Implied (for all variables) Correlations (FFR TINGGI - Default model) 
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Implied Covariances (FFR TINGGI - Default model) 
 inf_5 inf_4 inf_3 inf_2 exp_1 exp_2 sim_2 sim_1 
inf_5 .427        
inf_4 .245 .565       
inf_3 .200 .247 .293      
inf_2 .182 .225 .184 .312     
exp_1 .093 .115 .094 .086 .204    
exp_2 .087 .107 .088 .080 .183 .198   
sim_2 .062 .076 .062 .057 .028 .026 .214  
sim_1 .067 .083 .068 .062 .030 .028 .132 .170 
Implied Correlations (FFR TINGGI - Default model) 
 inf_5 inf_4 inf_3 inf_2 exp_1 exp_2 sim_2 sim_1 
inf_5 1.000        
inf_4 .498 1.000       
inf_3 .564 .608 1.000      
inf_2 .498 .537 .609 1.000     
exp_1 .315 .339 .384 .339 1.000    
exp_2 .298 .321 .364 .321 .909 1.000   
sim_2 .204 .220 .249 .220 .132 .124 1.000  
sim_1 .249 .269 .305 .269 .161 .152 .690 1.000 
 Residual Covariances (FFR TINGGI - Default model) 
 inf_5 inf_4 inf_3 inf_2 exp_1 exp_2 sim_2 sim_1 
inf_5 -.007        
inf_4 .081 -.011       
inf_3 -.013 -.021 -.008      
inf_2 -.044 -.034 -.004 -.014     
exp_1 -.054 -.036 .010 .021 .000    
exp_2 -.067 -.035 .017 .022 .000 .001   
sim_2 .002 -.021 -.020 .014 -.018 -.015 .000  
sim_1 -.006 -.025 -.010 .014 .006 .003 .001 .001 
Standardized Residual Covariances (FFR TINGGI - Default model) 
 inf_5 inf_4 inf_3 inf_2 exp_1 exp_2 sim_2 sim_1 
inf_5 -.155        
inf_4 1.884 -.180       
inf_3 -.404 -.554 -.232      
inf_2 -1.382 -.907 -.133 -.411     
exp_1 -2.210 -1.276 .465 1.026 .000    
exp_2 -2.818 -1.278 .845 1.052 .020 .035   
sim_2 .071 -.768 -.982 .680 -1.089 -.937 .000  
sim_1 -.261 -1.001 -.563 .748 .380 .199 .031 .039 
Factor Score Weights (FFR TINGGI - Default model) 
 inf_5 inf_4 inf_3 inf_2 exp_1 exp_2 sim_2 sim_1 
EXP .002 .002 .006 .003 .716 .193 .000 .001 
SIM .007 .007 .017 .010 .002 .001 .180 .687 
INF .116 .126 .296 .170 .063 .017 .014 .052 
Total Effects (FFR TINGGI - Default model) 
 EXP SIM INF 
INF .410 .352 .000 
inf_5 .445 .382 1.084 
inf_4 .552 .473 1.345 
 EXP SIM INF 
inf_3 .450 .386 1.098 
inf_2 .410 .352 1.000 
exp_1 1.073 .000 .000 
exp_2 1.000 .000 .000 
sim_2 .000 .918 .000 
sim_1 .000 1.000 .000 
Standardized Total Effects (FFR TINGGI - Default model) 
 EXP SIM INF 
INF .414 .325 .000 
inf_5 .281 .221 .680 
inf_4 .303 .238 .733 
inf_3 .344 .270 .830 
inf_2 .303 .239 .733 
exp_1 .980 .000 .000 
exp_2 .928 .000 .000 
sim_2 .000 .751 .000 
sim_1 .000 .918 .000 
 
Direct Effects (FFR TINGGI - Default model) 
 EXP SIM INF 
INF .410 .352 .000 
inf_5 .000 .000 1.084 
inf_4 .000 .000 1.345 
inf_3 .000 .000 1.098 
inf_2 .000 .000 1.000 
exp_1 1.073 .000 .000 
exp_2 1.000 .000 .000 
sim_2 .000 .918 .000 
sim_1 .000 1.000 .000 
Standardized Direct Effects (FFR TINGGI - Default model) 
 EXP SIM INF 
 EXP SIM INF 
INF .414 .325 .000 
inf_5 .000 .000 .680 
inf_4 .000 .000 .733 
inf_3 .000 .000 .830 
inf_2 .000 .000 .733 
exp_1 .980 .000 .000 
exp_2 .928 .000 .000 
sim_2 .000 .751 .000 
sim_1 .000 .918 .000 
 
Indirect Effects (FFR TINGGI - Default model) 
 EXP SIM INF 
INF .000 .000 .000 
inf_5 .445 .382 .000 
inf_4 .552 .473 .000 
inf_3 .450 .386 .000 
inf_2 .410 .352 .000 
exp_1 .000 .000 .000 
exp_2 .000 .000 .000 
sim_2 .000 .000 .000 
sim_1 .000 .000 .000 
 
Standardized Indirect Effects (FFR TINGGI - Default model) 
 EXP SIM INF 
INF .000 .000 .000 
inf_5 .281 .221 .000 
inf_4 .303 .238 .000 
inf_3 .344 .270 .000 
inf_2 .303 .239 .000 
exp_1 .000 .000 .000 
exp_2 .000 .000 .000 
sim_2 .000 .000 .000 
 EXP SIM INF 
sim_1 .000 .000 .000 
Modification Indices (FFR TINGGI - Default model) 
Covariances: (FFR TINGGI - Default model) 
   M.I. Par Change 
e8 <--> EXP 11.423 -.056 
e7 <--> e8 29.298 .120 
e5 <--> Z1 5.370 -.028 
e5 <--> e8 7.159 -.044 
e4 <--> e8 9.200 -.023 
e4 <--> e6 5.319 .012 
Variances: (FFR TINGGI - Default model) 
   M.I. Par Change 
Regression Weights: (FFR TINGGI - Default model) 
   M.I. Par Change 
inf_5 <--- EXP 10.915 -.327 
inf_5 <--- inf_4 11.605 .182 
inf_5 <--- exp_1 9.515 -.274 
inf_5 <--- exp_2 16.273 -.364 
inf_4 <--- inf_5 14.188 .254 
inf_3 <--- exp_2 5.794 .156 
inf_2 <--- EXP 4.364 .168 
inf_2 <--- inf_5 4.433 -.105 
inf_2 <--- exp_1 4.357 .151 
inf_2 <--- exp_2 4.288 .152 
exp_2 <--- inf_5 4.168 -.045 
Minimization History (Default model) 
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Model Fit Summary 
CMIN 
Model NPAR CMIN DF P CMIN/DF 
Default model 36 98.402 36 .000 2.733 
Saturated model 72 .000 0   
Independence model 16 1342.415 56 .000 23.972 
RMR, GFI 
Model RMR GFI AGFI PGFI 
Default model .067 .891 .782 .445 
Saturated model .000 1.000   
Independence model .397 .371 .192 .289 
 
Baseline Comparisons 
Model 
NFI 
Delta1 
RFI 
rho1 
IFI 
Delta2 
TLI 
rho2 
CFI 
Default model .927 .886 .952 .925 .951 
Saturated model 1.000  1.000  1.000 
Independence model .000 .000 .000 .000 .000 
Parsmony-Adjusted Measures 
Model PRATIO PNFI PCFI 
Default model .643 .596 .612 
Saturated model .000 .000 .000 
Model PRATIO PNFI PCFI 
Independence model 1.000 .000 .000 
 
 
NCP 
Model NCP LO 90 HI 90 
Default model 62.402 36.652 95.809 
Saturated model .000 .000 .000 
Independence model 1286.415 1170.801 1409.419 
FMIN 
Model FMIN F0 LO 90 HI 90 
Default model .497 .315 .185 .484 
Saturated model .000 .000 .000 .000 
Independence model 6.780 6.497 5.913 7.118 
RMSEA 
Model RMSEA LO 90 HI 90 PCLOSE 
Default model .094 .072 .116 .001 
Independence model .341 .325 .357 .000 
AIC 
Model AIC BCC BIC CAIC 
Default model 170.402 185.704   
Saturated model 144.000 174.604   
Independence model 1374.415 1381.216   
 
ECVI 
Model ECVI LO 90 HI 90 MECVI 
Default model .861 .731 1.029 .938 
Saturated model .727 .727 .727 .882 
Model ECVI LO 90 HI 90 MECVI 
Independence model 6.941 6.358 7.563 6.976 
HOELTER 
Model 
HOELTER 
.05 
HOELTER 
.01 
Default model 104 119 
Independence model 12 14 
Execution time summary 
Minimization: .093 
Miscellaneous: .469 
Bootstrap: .000 
Total: .562 
 
 
 
   
 
 
 
 
 
 
