An (A, B)-cyclic submodule M is generated by the states of one single trajectory of a linear control system whose parameters come from a commutative ring. M is "finite", when it is generated by the states of a "deadbeat-control" process. Motivations and basic properties of such modules are given and among several further results it is shown that the family of finite (A, B)-cyclic submodules is an invariant which (e.g., over polynomials) can be determined by an appropriate Gröbner basis computation.
Motivation
In many investigations in control theory it is important to know, which states can be reached by one single trajectory. The family of subspaces generated by the states of one single trajectory starting from 0 represents important structural information about the underlying system. This point of view together with a systematic use of the actions of the feedback group has recently been exploited to investigate unsolved problems in the theory of systems over rings ([Sch1] , [BKS1] , [BKS2] , [Sch2] ). These results -though still incomplete -have found interesting applications [AsPe] , [AsPeLa] .
Also feedback canonical forms can be looked at from this point of view. For example the classical Brunovski-form [Br] over fields is produced by a decomposition of the state space into a direct sum of subspaces each of which is generated by the states of a suitably chosen single "deadbeat"-trajectory of the system. In more general situations, of course, "deadbeat"-trajectories are still possible, but one cannot expect direct decompositions. This naturally leads to the consideration of the whole family of submodules generated by the states of such trajectories.
Also the classical Heymann lemma (over fields) ( [He] , [Ha] ) just says that the whole state space can be generated by the states of one specific trajectory s.t. the first n-states form a basis.
For systems over rings -even over integers or polynomials -the existence of canonical forms and the validity of Heymann's lemma are essentially open problems. One reason for this is the lack of information on the family of submodules of the state module generated by one single trajectory. In what follows, we will have a closer look at such submodules for linear systems over certain commutative rings. The emphasis will be on "small" submodules. This is what one looks for in the context of "canonical" forms, whereas "large" submodules are of greater interest in the context of Heymann's lemma (see e.g. [Sch2] ). Our approach can be understood as a compromize between geometric and behavioral theory. It leads to a much more precise and computable description of a linear system up to feedback and input base change which hopefully opens the way to further applications.
In section 1 basic definitions and properties are given together with an investigation of the connection to other notions. Section 2 shortly discusses the effect of dynamic feedback. The (A, B)-length of (A, B)-cyclic submodules is introduced and discussed in section 3 as an important parameter function of a linear system, which -as it turns out later -is linked to some extent to the degrees of the elements of Ker [yI − A, −B] . The latter kernel is investigated in section 4. As is well-known, its elements correspond to deadbeat control processes whose states thus generate finite (A, B)-cyclic submodules.
Over certain computable rings like Z or K [x] , where K is a field, this leads to a determination of "typical" (A, B)-cyclic submodules via the computation of a special type of Gröbner basis of Ker [yI − A, −B] . In the field case the latter basis gives directly the Brunovski form (see [WaEck] ). This approach also allows determining a minimal finite (A, B)-cyclic submodule which contains a prescribed initial sequence of states.
Invariance properties of the familiy of finite (A, B)-cyclic subspaces are given in section 5. The results underline the significance of these spaces especially in the situation where a canonical form of the Brunovski type does not exist. Several concluding remarks follow in section 6. 1 (A, B)-cyclic submodules: definitions and relation to other notions in geometric control theory
We consider matrix pairs (A, B) where A ∈ R n×n and B ∈ R n×m . To such a pair we associate the following control process
for t ≥ 0 and with x 0 = 0 and where (1)
The u t are the control vectors or inputs; the x t are the states. If u = (u t ) t≥0 is a sequence of inputs from R m , we will write x(t, 0, u) := x t with x t as given in (1). x(t, 0, u) is the state at time t which is reached from 0 by means of the control vectors u 0 , u 1 , . . . , u t−1 . A trajectory is a sequence (x t , u t ) s.t.
(1) is valid.
there is a sequence (u t ) t≥0 of control vectors s.t. the resulting sequence (x t ) t≥0 of states generates M as Rmodule. The latter property will be expressed as (2) By definition (A, B) is usually called cyclizable if there exist F ∈ R m×n , u ∈ R m s.t. R n = A + BF | Bu . In the context of Definition 1.1 this just says that R n is feedback-(A,B)-cyclic. In more classical terms this means that Heymann's lemma is valid.
)-cyclic and s.t. the first r states x 1 , . . . , x r form a basis of M which can be completed to a basis of R n , then M is also feedback-
. . , x r form a basis of the summand M , one can define F : R n → R m by F x i := u i for 1 ≤ i ≤ r − 1 and zero for a complement of M . F x r will be defined soon. One then observes
Since M is (A, B)-cyclic, there is some u r s.t. Ax r + Bu r ∈ M . Set now F x r := u r , then (A + BF )x r ∈ M = x 1 , . . . , x r and finally
The following observation illustrates the role of (A, B)-cyclic submodules nicely: Proposition 1.5. Finitely generated controllability submodules are finite (A, B)-cyclic.
A submodule M of R n is called a controllability submodule for (A, B) if there are F ∈ R m×n and G ∈ R m×p s.t. M = A + BF | BG . This is the straightforward generalization of a controllability subspace as defined in [Wo] .
Proof of Prop. 1.5 . Because of Prop. 1.4 (c) one can assume that F = 0. Suppose M = A | BG . Then by the Cayley-Hamilton theorem M = im[BG, . . . , A n−1 BG]. Therefore, for any y ∈ M one can find u 0 , . . . , u n−1 ∈ R p s.t. y = BGu n−1 + · · · + A n−1 BGu 0 and also u n , . . . , u 2n−1 ∈ R p s.t. −A n y = BGu 2n−1 + · · · + A n−1 BGu n .
Let u be the sequence Gu 0 , . . . , Gu 2n−1 , 0, 0, . . . , then one observes: x(t, 0, u) ∈ M for all t ≥ 0, x(n, 0, u) = y and x(t, 0, u) = 0 for t ≥ 2n. It should be clear now, that one can construct a deadbeat control process which stays within M and which will have passed through a given finite generating set of M after finitely many steps.
Prop. 1.5 together with its proof contains as a special case the wellknown fact that R n is (A, B)-cyclic if (A, B) is reachable. (A, B)-cyclic submodules also give natural examples of reachability submodules which are called precontrollability submodules in [CoPe] : Proposition 1.6. (A, B)-cyclic submodules are reachability submodules.
Following [InIt2] a submodule M of R n is called a reachability submodule if for any y ∈ M there is a time t 1 ≥ 0 and an input sequence u s.t.
can also be interpreted as a result of the following control process
with the corresponding control sequence
This gives:
one obtains
There is the following partial converse to Proposition 1.6 and extension to Proposition 1.5: Proposition 1.7. Finitely generated reachability submodules are finite (A, B)-cyclic.
Proof. Let M = v 1 , . . . , v r be a reachability submodule of R n . We first show that for some fixed k any state v ∈ M can be reached from 0 in k steps and within M . There exist u i,ν s.t. for ν ≥ 1
Then for ν ≥ 1 and with
λ i u i,ν we have:
Next we will see that any x ∈ M can be steered to 0 within M . For this let k and x ν , u ν as before. Also x 2k must be reachable from 0 within M in k steps:
for some u ν , ν ≥ 0 and s.t. A ν−1 Bu 0 + . . . + Bu ν−1 ∈ M for ν ≥ 1. Now the inputs u k − u 0 , . . . , u 2k−1 − u k−1 steer x to zero within M . Finally, to prove the proposition, we first steer 0 to the first generator x 1 , then x 1 to zero, then 0 to x 2 etc. All this can be done within M and such that after reaching x ν the process continuous to stay within M .
Dynamic (A, B)-cyclic submodules
While over a field there is no difference between (A, B)-cyclicity and feedback (A, B)-cyclicity, in general the gap between these two notions is one main source of difficulties. A classical remedy is dynamic feedback. In this section we shortly derive a corresponding result. At first we recall what is meant by "dynamic". For some q ≥ 0 let A e = diag(A, O q ) ∈ R (n+q)×(n+q) and B = diag(B, I q ) ∈ R (n+q)(m+q) , where O q , I q are zero and identity matrices in R (q×q) respectively. (For q = 0 let A e = A, B e = B). The "q-extended" pair (A e , B e ) gives rise to the extended control process
where x e t = x t y t ∈ R n+q and
Submodules M of R n have "extensions" M into R n+q s.t. P M = M , P the canonical projection from R n+q onto R n . Of course such extensions are not unique. Despite of this we will often use M e to denote such an extension. The formal extension procedure which has just been described naturally occurs in case of dynamic feedback into the control process governed by (A, B).
The dynamic version of 1.1 is now as follows: and for i ≥ 1:
y i+1 . Since the projections of the x e i generate M , we have generated M by the states of one single control process starting with 0. For this part of the proof M need not be finitely generated. To prove the converse let M = x 1 , . . . = x 1 , . . . , x p for some p ≥ 1 and for 1 ≤ i ≤ p:
∈ R n+q where q and y 1 , . . . , y p ∈ R q are to be chosen in such a manner that x e 1 , . . . , x e p are linearly independent and can be completed to a basis of R n+q . This is always possible by brute force setting q = p and y i = e i = i-th canonical vector. Depending on the sequence x 1 , . . . , x p better choices with smaller q may be possible. Let M e = x e 1 , . . . , x e p . Define now F e : R n+q → R m+q partially by F e x e i := [InIt2] that reachability submodules are always dynamic controllability submodules and vice versa. Since (A, B)-cyclic submodules are instances of reachability submodules (Prop. 1.6), one can deduce from this theorem that they are dynamic controllability submodules, i.e. of the form A e + B e F e | B e G e after a suitable extension. In addition Prop. 2.2 says then that G e can be a column.
(b) One natural question, which arises applying q-dimensional dynamic feedback, is: what is the minimal value for q still sufficient to arrive at a desired result? Reconsidering the proof of Prop. 2.2 it is apparent that the relevant information is contained in the sequence x 1 , x 2 , . . . which generates M . If one can steer the process in order to generate M as soon as possible, i.e. M = x 1 , . . . , x p with small p, then, of course, the dimension q of the feedback as constructed in the proof is small. The proof, however, also reflects further information which might be contained in the family x 1 , . . . , x p : if, for example, {x 1 , . . . , x p } is a basis of M which can be completed to a basis of R n , then q = 0 is sufficient or, more generally, if {x 1 , . . . , x p } contains a basis of M of length r which can be completed, then a q-dimensional feedback is sufficient where q = p − r. (Take y i = 0 when x i is a basis vector and y i = canonical vectors for the remaining i.)
The following trivial example shows that p = q may be necessary: R = Z,
To conclude this section, we note that despite the appeal of a result like Proposition 2.2, for a structural analysis of the original system determined by (A, B) one does not obtain additional information.
(A, B)-length of (A, B)-cyclic submodules
Definition 3.1. The length λ(M ), or more precisely the (A, B)-length of an (A, B)-cyclic submodule M , is the minimum number r s.t. there is a trajectory x t = x(t, 0, u) with
This "length" is not the same thing than e.g. the notion of length from module theory though there is of course some relation between the two lengths. As should be clear from section 1, any information on the range of λ and the knowledge of submodules of small length are essential for a deeper understanding of the control system determined by (A, B) . We begin the investigation with several basic results.
Examples 3.2.
(a) It is easy to obtain very rough bounds for λ(M ) when M is a feedback reachability submodule generated by r elements. In this case the proof of Prop. 1.5 gives λ(M ) ≤ 2nr, which indeed is not very instructive. For nice rings much nicer bounds can be obtained (see Prop. 3.3 for an example).
(b) Over a field (A, B)-cyclic subspaces M are also (A + BF )-invariant and reachability subspaces (see Prop.1.6) and can therefore be cyclized (Heymann's lemma on M ). Thus, one has λ(M ) = dim M in this case. A first result in this direction is given below in Prop. 3.5: let
and The proofs of Prop. 3.5 and 3.7 proceed by constructing a nontrivial "deadbeat" trajectory with states x 1 , . . . , x i , 0, . . . because then trivially λ( x 1 , . . . , x i , 0, . . . ) ≤ i. A basic criterion for the existence of such trajectories (which needs no proof) is: Proposition 3.9. Let x t , t ≥ 0 be a trajectory from (1), x 1 = 0, and i ≥ 2. If x 2 , . . . , x i ∩ im B = {0} for the first time, then a nontrivial multiple of x 1 can be steered to zero in i steps and within x 1 , . . . , x i .
It is clear from Proposition 1.6 and 1.7 that "(A, B)-cyclic submodules of finite length are finite" according to Definition 1.1, but the construction of Proposition 1.7 does not give an indication of the length.
In the next section we will concentrate on finite (A, B)-cyclic submodules. This will lead to a computational approach to minimal representations of such modules and thus automatically give good bounds or even the exact value for the length.
Finite (A, B) -cyclic submodules and their computation
The following generalization of a well-known result (e.g. [WaEck] ) creates a link to ker [yI −A, −B] which over certain rings is accessible by computation. This allows depicting typical submodules and determining minimal ones containing a given initial state Bu or an initial sequence of states.
Proposition 4.1. Let (x t , u t−1 ), t ≥ 1 be a trajectory of (1) and r ≥ 1 and assume that x t = 0 for t > r, u t−1 = 0 for t > r + 1.
where y is an indeterminate over R .
arises from a "deadbeat"-trajectory in exactly this manner. Note that
The proof ist straightforward.
is given by (3), then, of course, λ( x 1 , . . . , x r ) ≤ r. This means that the y-degree of the nonzero kernel elements always gives an upper bound for the length of the corresponding finite (A, B)-cyclic submodule.
There naturally arise the following sets and maps
which will be considered in section 5. Proposition 4.1 opens the door for computation if the underlying ring R is appropriate. We will concentrate on R = K[x] which is frequent in applications. Any other p.i.d. would do as well. For any concrete computation, of course, further restriction is necessary. In our case K would have to be computable (see e.g. [BeWei, p.78, 178 and 460] ). For all module-Gröbner-basis terminology we refer to [AdLou, Chapter 3] .
It is easy to see and well-known that Ker [yI −A, −B] is a rank m free direct summand of R[y] n+m if (A, B) is reachable (i.e. im [B, AB, . . . , A n−1 B] = R n )]. But it is not always a free basis which leads us to interesting (= minimal) (A, B)-cyclic submodules. We will consider the following TOP-lex monomial order on R[y] n+m (where TOP stands for Term Over Position, see [AdLou, p.142] ):
e i x r y s < e j x u y v ⇐⇒ s < v or s = v and r < u or s = v and r = u and i < j .
From the theory (e.g. [AdLou, Th.3.5.22] ) one knows that there is a unique reduced Gröbner basis which can be computed by a Buchberger algorithm or refinements. It should be noted that in our case this Gröbner basis is the result of a so-called syzygy computation on the columns of [yI − A, −B] . Such computations can be performed by means of current computer algebra software. When R = K is a field and B of full rank, then the (A, B)-cyclic subspaces corresponding to our Gröbner basis (which then has exactly m members) via Proposition 4.1 form a direct sum decomposition of the state space K n which directly corresponds to the Brunovski form. This can be read off from [WaEck, Proposition 1] .
In general our Gröbner basis may have more than m elements but still gives a system of minimal length submodules which in some sense generate all other finite (A, B)-cyclic submodules. 
The 5 generators together generate R 3 .
The Gröbner basis approach also immediately gives the following procedure for constructing a minimal finite (A, B)-cyclic submodule containing a given initial state x 1 = Bu:
Let t ≥ 0 be minimal s.t. the unique remainder 
This gives the finite (A, B)-cyclic submodule x 1 , x 2 of length 2, where
In the same manner, starting with a finite set of input vectors u 1 , u r , one can determine the minimal finite (A, B)-cyclic submodule generated by x 1 , . . . , x r , x r+1 , . . . , x s for some s and where x 1 = Bu 1 , . . . , x r = A r−1 Bu 1 + . . . + Bu r .
Invariance properties
In this section we give more precise information on the role which (A, B)-cyclic submodules can play in the search for a canonical form for reachable matrix pairs (A, B) under the action of the feedback group.
We will consider the following sets: 
Proof. Define now F ∈ R m+n by F e i := w i−1 , 1 ≤ i ≤ n. Since x n+1 = x n+1 , this immediately gives A = A + BF . The conjecture here is that over an F C-ring (i.e.: Heymann's Lemma is valid; see [BSSV] ) the modules M i still contain the complete information of the feedback equivalence class. This is easily proved for n = 2.
(6.3) Up to now no base changes in the state space have been admitted. While this can be realistic in applications, it would nevertheless be interesting to know more about the effect of such base changes at least in sections 4 and 5. The behavior of S (A,B) under the action of the full feedback group can be described by the behavior of a matrix X ∈ R[y] n×p under asymmetric equivalence which allows constant row operations and polynomial column operations. A very nice normalization procedure for exactly this asymmetric equivalence is given in [Ber] for the special case R = K. Further investigation in this direction seems promising.
