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Abstract
We consider quantum integrable models solvable by the nested algebraic Bethe ansatz
and possessing gl(N)-invariant R-matrix. We study two types of Bethe vectors. The first
type corresponds to the original monodromy matrix. The second type is associated to a
monodromy matrix closely related to the inverse of the monodromy matrix. We show that
these two types of the Bethe vectors are identical up to normalization and reshuffling of
the Bethe parameters. To prove this correspondence we use the current approach. This
identity gives new combinatorial relations for the scalar products of the Bethe vectors. The
q-deformed case, as well as the superalgebra case, are also evoked in the conclusion.
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1 Introduction
The algebraic Bethe ansatz developed by the Leningrad school [1–3] is a powerful method
to investigate quantum integrable systems. One can use this approach to find the spectra of
quantum Hamiltonians. Besides, this method can be used for calculating correlation functions of
quantum integrable models [4–7]. In the framework of the algebraic Bethe ansatz this problem
reduces to the calculating scalar products of Bethe vectors.
The notion of Bethe vector is one of the most important notions of the algebraic Bethe ansatz.
These vectors belong to the physical space of states of the quantum model under consideration.
They depend on a set of complex numbers called Bethe parameters. Under certain constraints
imposed on the Bethe parameters, the Bethe vector becomes an eigenvector of the quantum
Hamiltonian. In this case it is commonly called an on-shell Bethe vector. Otherwise, if the
Bethe parameters are generic complex numbers, the corresponding vector sometimes is called
an off-shell Bethe vector.
In the gl(2) based model, the form of the Bethe vectors is quite simple [1–4]. However, in
the quantum integrable models with higher rank symmetry algebra, the construction of Bethe
vectors becomes very intricate. There are several ways to specify these vectors. A recursive
procedure for constructing the off-shell Bethe vectors was given in the papers [8–10]. An ex-
plicit formula for these vectors (trace formula) containing tensor products of the monodromy
matrices and R-matrices was proposed in [11–13]. Another approach to this problem, based on
projections in the current algebra was formulated in [14–17]. Explicit formulas for the Bethe
vectors in terms of the monodromy matrix entries acting on a reference state were obtained in
[18, 19].
In this paper we find a new symmetry of the Bethe vectors in the models with gl(N)-invariant
R-matrix. It is quite natural to expect that the symmetries of the monodromy matrix should
generate corresponding symmetries of the Bethe vectors [10, 11, 18, 19]. In the present paper
we consider a mapping of the monodromy matrix T to a new matrix T̂ closely related to the
inverse monodromy matrix. We study the properties of the Bethe vectors associated to the both
these matrices. We show how these two types of Bethe vectors are related to each other. As
a direct application of this correspondence, we find new symmetries of the Bethe vector scalar
products.
The paper is organized as follows. We recall basic notions of the algebraic Bethe ansatz
in section 2. There we also give a notation used in the paper. Section 3 is devoted to the
description of the properties of the Bethe vectors. The main results of our paper are given in
section 4, where we use an identification of the Bethe vectors with certain combination of the
generators of the Yangian double [19] to prove the claimed symmetry of the Bethe vectors. In
section 5 we study symmetry properties of the scalar products of the Bethe vectors. Several
appendices gather technical details of the proofs.
1
2 RTT-algebra and notation
We consider quantum integrable models solvable by the algebraic Bethe ansatz and possessing
gl(N)-invariant R-matrix
R(u, v) = I⊗ I+ g(u, v)P, g(u, v) =
c
u− v
. (2.1)
Here I =
∑N
i=1 Eii is the identity operator acting in the space C
N , Eij are N × N matrices
with the only nonzero entry equal to 1 at the intersection of the i-th row and j-th column,
P =
∑N
i,j=1 Eij ⊗ Eji is the permutation operator acting in C
N ⊗CN , c is a constant, and u, v
are arbitrary complex parameters called spectral parameters.
The key object of the algebraic Bethe ansatz is a monodromy matrix T (u) with operator-
valued entries Tij(u) acting in a Hilbert space H (physical space of a quantum model). It
satisfies an RTT -algebra:
R(u, v) (T (u)⊗ I) (I⊗ T (v)) = (I⊗ T (v)) (T (u)⊗ I)R(u, v). (2.2)
Equation (2.2) yields the commutation relations of the monodromy matrix entries
[Tij(u), Tkl(v)] = g(u, v) (Til(u)Tkj(v)− Til(v)Tkj(u)) . (2.3)
Using (2.2) it is easy to prove that
[T (u),T (v)] = 0,
where T (u) =
∑
i Tii(u) is the transfer matrix. Thus, the transfer matrix is a generating
function for the integrals of motion of the model under consideration.
We assume the following dependence of the monodromy matrix elements Tij(u) on the
parameter u
Tij(u) = δij1+
∑
ℓ≥0
Tij [ℓ]u
−ℓ−1, (2.4)
where 1 and Tij[ℓ] are respectively the unity and nontrivial operators acting in the Hilbert space
H.
Remark. In fact, for our purpose, the condition (2.4) is optional. We impose this requirement
on the asymptotics of T (u) only in order to facilitate the presentation. In quantum models of
physical interest, the monodromy matrix may have a different asymptotic expansion, however,
it can easily be reduced to the expansion (2.4).
We also assume that the space H has a pseudovacuum vector |0〉 (reference state) such that
Tii(u)|0〉 = λi(u)|0〉,
Tij(u)|0〉 = 0, i > j,
(2.5)
where λi(u) are some functions depending on the concrete quantum integrable model. The
action of Tij(u) with i < j onto the pseudovacuum is nontrivial. In the models of physical
interest, multiple action of these operators onto |0〉 generates a basis in the space H.
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Since the monodromy matrix is defined up to a common normalization scalar factor, it is
convenient to deal with the ratios:
αi(u) =
λi(u)
λi+1(u)
, i = 1, . . . , N − 1. (2.6)
We treat the functions αi(u) as free functional parameters (generalized model) up to the re-
striction which follows from (2.4).
Besides the original monodromy matrix T (u) we also can consider its inverse matrix. For
this, we first introduce the quantum determinant of the monodromy matrix qdet
(
T (u)
)
[20–23]
by
qdet
(
T (u)
)
=
∑
p
sgn(p) T1,p(1)(u) T2,p(2)(u− c) . . . TN,p(N)(u− (N − 1)c).
Here the sum is taken over all permutations p of the set {1, 2, . . . N}, p(i) being the i-th element
of the permutation p of the set {1, 2, . . . N}. The quantum determinant generates the center of
the RTT -algebra [
qdet
(
T (u)
)
, Tij(v)
]
= 0.
It is also easy to see that due to (2.5)
qdet
(
T (u)
)
|0〉 = λ1(u)λ2(u− c) . . . λN (u− (N − 1)c)|0〉.
Similarly to the quantum determinant, we can introduce quantum minors of the size m×m
(1 ≤ m < N)
ta1,a2,...,amb1,b2,...,bm (u) =
∑
p
sgn(p) Ta1,bp(1)(u) Ta2,bp(2)(u− c) . . . Tam,bp(m)(u− (m− 1)c). (2.7)
Here the sum is taken over permutations of the set {1, 2, . . . m}, p(i) being the i-th element of
the permutation p of the set {1, 2, . . . m}.
Now we can introduce the inverse monodromy matrix T˜ (u)
T˜ (u)T (u) = I, (2.8)
where the entries T˜ij(u) are given by quantum minors divided by the quantum determinant
T˜ij(u) = (−1)
i+jt1...ˆ...N1...ˆı...N (u− c) qdet(T (u))
−1. (2.9)
Here ıˆ and ˆ mean that the corresponding indices are omitted.
It is known [23] that the inverse monodromy matrix satisfies the RTT -relation with opposite
sign of the constant c, that is
[T˜ij(u), T˜kl(v)] = g(v, u)
(
T˜il(u)T˜kj(v) − T˜il(v)T˜kj(u)
)
.
Then, defining T̂ij(u) by
T̂ij(u) = T˜N+1−j,N+1−i(u), (2.10)
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we find that the elements T̂ij(u) satisfy commutation relations
[T̂ij(u), T̂kl(v)] = g(u, v)
(
T̂il(u)T̂kj(v) − T̂il(v)T̂kj(u)
)
.
Since these commutation relations coincide with (2.3), we conclude that T̂ (u) satisfies the RTT -
algebra (2.2) with the same R-matrix (2.1).
Thus, a mapping
Tij(u)→ T̂ij(u) (2.11)
is an automorphism of the RTT -algebra. The aim of this paper is to investigate the symmetries
of the off-shell Bethe vectors (see section 3) related to this automorphism.
2.1 Notation
In this section we describe a notation that we use below. First, we introduce a special notation
for the combination 1 + g(u, v)
f(u, v) = 1 + g(u, v) =
u− v + c
u− v
. (2.12)
Second, we formulate a convention on the notation of sets of variables. We denote them by
bar: t¯i, x¯s, and so on. Here the superscripts refer to different sets. Individual elements of the
sets are denoted by subscripts: tij , x
s
k, and so on. Thus, for example, t¯ = {t¯
1, t¯2} means that
the set t¯ is the union of two sets t¯1 and t¯2. At the same time, each of these two sets consists of
the elements t¯s = {ts1, t
s
2, . . . , t
s
as}, where s = 1, 2.
Notation t¯i+ ǫ means that a constant ǫ is added to all the elements of the set t¯i. Subsets of
variables are denoted by roman indices: t¯sI , x¯
s
II, and so on. In particular, we consider partitions
of sets into subsets. Then the notation {t¯sI , t¯
s
II} ⊢ t¯
s means that the set t¯s is divided into two
disjoint subsets t¯sI and t¯
s
II. The order of the elements in each subset is not essential.
To make the formulas more compact we use a shorthand notation for the products of func-
tions depending on one or two variables. Namely, if the function f (2.12) depends on a set
of variables (or two sets of variables), this means that one should take the product over the
corresponding set (or the double product over both sets). For example,
f(u, t¯i) =
∏
tij∈t¯
i
f(u, tij), f(t¯
s, x¯p) =
∏
tsj∈t¯
s
∏
x
p
k
∈x¯p
f(tsj , x
p
k). (2.13)
We use the same prescription for the products of commuting operators, their vacuum eigenvalues
λi (2.5), and the ratios of these eigenvalues αi (2.6)
λi(t¯
i) =
∏
tij∈t¯
i
λi(t
i
j), αi(t¯
i) =
∏
tij∈t¯
i
αi(t
i
j), Tij(t¯
s
I ) =
∏
ts
k
∈t¯sI
Tij(t
s
k). (2.14)
We will extend this convention for new functions that will appear later. Finally, by definition,
any product over the empty set is equal to 1. A double product is equal to 1 if at least one of
the sets is empty.
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3 Bethe vectors
One of the main tasks of the algebraic Bethe ansatz is to find the eigenvectors of the transfer
matrix, that usually are called on-shell Bethe vectors. To do this, one should first construct
off-shell Bethe vectors (or equivalently, Bethe vectors), that belong to the Hilbert space H. The
latter are special polynomials in Tij(u) with i < j acting on |0〉. In the simplest gl(2) case the
Bethe vectors have the form T12(u¯)|0〉, where u¯ = {u1, . . . , un}, n = 0, 1, . . . . However, in the
general gl(N) case, the form of the Bethe vectors is much more involved (see e.g. [19]).
In the gl(N) based models, an off-shell Bethe vector B(t¯) depends on N − 1 sets of complex
numbers t¯ = {t¯1, t¯2, . . . , t¯N−1} called Bethe parameters. The Bethe vector B(t¯) is symmetric
over permutations of the Bethe parameters within each subset t¯i. However, it is not symmetric
with respect to rearrangements of subsets, and also for replacements tij ↔ t
k
l . If the Bethe
parameters satisfy a special system of equations (Bethe equations), then off-shell Bethe vector
becomes an eigenstate of the transfer matrix. However, generically no constraint on the Bethe
parameters tik are imposed.
Given a monodromy matrix T (u), the different procedures2 to construct off-shell Bethe vec-
tors provide, up to a global normalization factor, the same vectors, although several different
explicit forms may exist due to the commutation relations (2.3). Then, it remains to fix un-
ambiguously this normalization factor. In this paper we use the same normalization as in [24].
Namely, we have already mentioned that a generic Bethe vector has the form of a polynomial
in Tij with i < j applied to the pseudovacuum |0〉. Among all the terms of this polynomial,
there is one monomial that contains the operators Tij with j − i = 1 only. We call this term
the main term and denote it by B˜(t¯). We fix the normalization of the Bethe vectors by fixing
the numeric coefficient of the main term
B˜(t¯) =
TN−1,N (t¯
N−1)TN−2,N−1(t¯
N−2) · · ·T23(t¯
2)T12(t¯
1)|0〉∏N−1
i=1 λi+1(t¯
i)
∏N−2
i=1 f(t¯
i+1, t¯i)
. (3.1)
Recall that we use here the shorthand notation (2.13), (2.14) for the products of the operators
Ti,i+1, the vacuum eigenvalues λi+1, and the f -functions.
3.1 Bethe vectors of the matrix T̂ (u)
We have seen in the previous section that the matrix T̂ (u) satisfies the RTT -relation (2.2).
Using the definition of T̂ij (see (2.9), (2.10), and (2.7)) one can find the action of the operators
T̂ij onto the pseudovacuum. A straightforward calculation shows that
T̂ij(u)|0〉 = 0, i > j,
T̂ii(u)|0〉 = λˆi(u)|0〉,
(3.2)
where
λˆi(u) =
1
λN−i+1(u− (N − i)c))
N−i∏
ℓ=1
λℓ(u− ℓc)
λℓ(u− (ℓ− 1)c)
. (3.3)
2The known procedures are the nested algebraic Bethe ansatz [8–10], the trace formula [11–13], or the pro-
jection of currents [14–17].
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It follows from (3.3) that the ratios of the vacuum eigenvalues have the following form
αˆi(u) =
λˆi(u)
λˆi+1(u)
= αN−i(u− (N − i)c). (3.4)
Finally, the operators T̂ij with i < j act on |0〉 as creation operators.
Thus, we can construct off-shell Bethe vectors Bˆ(t¯) associated to the monodromy matrix
T̂ (u). These vectors are uniquely defined provided their normalization is fixed. We do this as
in (3.1). Namely, the main term
ˆ˜
B(t¯) of the off-shell Bethe vector Bˆ(t¯) reads
ˆ˜
B(t¯) =
T̂N−1,N (t¯
N−1)T̂N−2,N−1(t¯
N−2) · · · T̂23(t¯
2)T̂12(t¯
1)|0〉∏N−1
i=1 λˆi+1(t¯
i)
∏N−2
i=1 f(t¯
i+1, t¯i)
. (3.5)
Here we have extended the shorthand notation (2.13), (2.14) to the products of the operators
T̂i,i+1 and the vacuum eigenvalues λˆi+1.
The main result of this paper is a correspondence between B(t¯) and Bˆ(t¯).
4 Correspondence between two types of Bethe vectors
In order to formulate the main result of this paper we introduce a mapping of the sets of Bethe
parameters:
µ(t¯) ≡ µ({t¯1, t¯2, . . . , t¯N−1}) = {t¯N−1 − c, t¯N−2 − 2c, . . . , t¯1 − (N − 1)c}. (4.1)
Thus, this mapping reorders the sets t¯i and shifts every set t¯i by (i−N)c.
Theorem 4.1. The off-shell Bethe vectors B and Bˆ of integrable models with gl(N)-invariant
R-matrix are related by
Bˆ(t¯) = (−1)#t¯
(
N−2∏
s=1
f(t¯s+1, t¯s)
)−1
B
(
µ(t¯)
)
. (4.2)
Here #t¯ is total cardinality of all the sets t¯i, and according to (4.1)
B
(
µ(t¯)
)
= B
(
t¯N−1 − c, t¯N−2 − 2c, . . . , t¯1 − (N − 1)c
)
. (4.3)
We prove this theorem using identification of the off-shell Bethe vectors with certain com-
binations of the generating series of the Yangian double generators (see [19]). The main tool of
this approach relies on the Gauss coordinates of the monodromy matrix rather than considering
its matrix elements Tij(u).
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4.1 Gauss decomposition of the monodromy matrix
The idea of using the Gauss decomposition of the monodromy matrix satisfying the RTT -
relation (2.2) goes back to the paper [25] where this decomposition was used to prove the
isomorphism between R-matrix and current realization of the quantum affine algebras. Then
the Gauss decomposition of the monodromy was used in the series of papers [14–17] to find
closed and explicit formulas for the off-shell Bethe vectors. The Bethe vectors were expressed
in terms of the Gauss coordinates using a projection method developed in those papers. In
this section we find the relation between the Gauss coordinates of the original T (u) and the
‘transpose-inverse’ monodromy T̂ (u). It will imply the statement of theorem 4.1.
As it was shown in the paper [19], in order to obtain the off-shell Bethe vectors in the form
where the main term B˜(t¯) is given by (3.1), one has to use the following Gauss decomposition
of the monodromy matrix T (u) (for i < j):
Tij(u) = Fji(u)kj(u) +
∑
j<ℓ≤N
Fℓi(u)kℓ(u)Ejℓ(u), (4.4)
Tii(u) = ki(u) +
∑
i<ℓ≤N
Fℓi(u)kℓ(u)Eiℓ(u), (4.5)
Tji(u) = kj(u)Eij(u) +
∑
j<ℓ≤N
Fℓj(u)kℓ(u)Eiℓ(u). (4.6)
These formulas are the result of product of three matrices
T (u) = F(u) ·D(u) ·E(u) . (4.7)
In the above formula, F(u) is an upper-triangular matrix with unities 1 on the diagonal, D(u) =
diag(k1(u), k2(u), . . . , kN (u)) is a diagonal matrix, and E(u) is a lower-triangular matrix again
with unities on the diagonal (see appendix B for an example of these matrices in the case
N = 3).
It is clear from the reference state definition (2.5) that the Gauss coordinates Eij(u) anni-
hilate this state: Eij(u)|0〉 = 0. The definition also implies that it is a common eigenstate of
the matrix D(u) diagonal elements: ki(u)|0〉 = λi(u)|0〉 and that the Gauss coordinates Fji(u)
create non-trivial vectors in the space of states of the quantum integrable models.
In order to describe the ‘transpose-inverse’ monodromy matrix T̂ (u) in terms of the Gauss
coordinates Fji(u), Eij(u), ki(u) we have to invert the matrices F(u), D(u) and E(u). The
Gauss coordinates of the inverse matrices
F(u)−1 = I+
∑
i<jEij F˜ji(u),
D(u)−1 = diag(k1(u)
−1, k2(u)
−1, . . . , kN (u)
−1),
E(u)−1 = I+
∑
i<jEji E˜ij(u),
(4.8)
are given by the following
Lemma 4.1. The Gauss coordinates F˜ji(u) and E˜ij(u), 1 ≤ i < j ≤ N are
F˜ji(u) =
j−i−1∑
ℓ=0
(−)ℓ+1
∑
j>iℓ>···>i1>i
Fi1,i(u)Fi2,i1(u) · · ·Fiℓ,iℓ−1(u)Fj,iℓ(u), (4.9)
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E˜ij(u) =
j−i−1∑
ℓ=0
(−)ℓ+1
∑
j>iℓ>···>i1>i
Eiℓ,j(u)Eiℓ−1,iℓ(u) · · ·Ei1,i2(u)Ei,i1(u). (4.10)
Proof of this Lemma follows from a direct verification. 
According to the assumed dependence (2.4) of the monodromy matrix T (u) on the spectral
parameter u we may conclude from the formulas (4.4)–(4.6) that the Gauss coordinates Fji(u),
Eij(u), ki(u) have the following dependence on the parameter u
Fji(u) =
∑
n≥0
Fji[n]u
−n−1, Eij(u) =
∑
n≥0
Eij [n]u
−n−1, ki(u) = 1+
∑
n≥0
ki[n]u
−n−1. (4.11)
The zero mode operators Fji[0], Eij [0] and ki[0] play an important role. In particular, according
to the RTT commutation relations (2.2) the Gauss coordinates with bigger difference of the
indices j − i may be expressed as commutators of zero-mode operators and Gauss coordinates
with smaller difference j − i. In what follows we will need following
Lemma 4.2. The Gauss coordinates Fji(u), Eij(u) and F˜ji(u), E˜ij(u) can be written as multiple
commutators (j > i)
Fji(u) = c
i+1−j
[[
· · ·
[[
Fj,j−1(u),Fj−1,j−2[0]
]
,Fj−2,j−3[0]
]
, · · · ,Fi+2,i+1[0]
]
,Fi+1,i[0]
]
,
F˜ji(u) = −c
i+1−j
[
Fj,j−1[0],
[
Fj−1,j−2[0], · · · ,
[
Fi+3,i+2[0],
[
Fi+2,i+1[0],Fi+1,i(u)
]]
· · ·
]]
,
(4.12)
and
Eij(u) = c
i+1−j
[
Ei,i+1[0],
[
Ei+1,i+2[0], · · · ,
[
Ej−3,j−2[0],
[
Ej−2,j−1[0],Ej−1,j(u)
]]
· · ·
]]
,
E˜ij(u) = −c
i+1−j
[[
· · ·
[[
Ei,i+1(u),Ei+1,i+2[0]
]
,Ei+2,i+3[0]
]
, · · · ,Ej−2,j−1[0]
]
,Ej−1,j[0]
]
.
(4.13)
Proof is based on the RTT -relation for the monodromy matrix T (u) and its inverse T˜ (u).
Details are given in appendix A. 
After applying the transposition with respect to the anti-diagonal to the inverse monodromy
matrix T˜ (u), we obtain for the matrix T̂ (u) a Gauss decomposition (for i < j)
T̂ij(u) = kN+1−j(u)
−1F˜N+1−i,N+1−j(u) +
∑
1≤ℓ<N+1−j
E˜ℓ,N+1−j(u)kℓ(u)
−1F˜N+1−i,ℓ(u), (4.14)
T̂ii(u) = kN+1−i(u)
−1 +
∑
1≤ℓ<N+1−i
E˜ℓ,N+1−i(u)kℓ(u)
−1F˜N+1−i,ℓ(u), (4.15)
T̂ji(u) = E˜N+1−j,N+1−i(u)kN+1−j(u)
−1 +
∑
1≤ℓ<N+1−j
E˜ℓ,N+1−i(u)kℓ(u)
−1F˜N+1−j,ℓ(u), (4.16)
similar to the Gauss decomposition (4.4)–(4.6) of the original monodromy matrix T (u). The
only crucial difference is the ordering of the ‘new’ Gauss coordinates in the formulas (4.14)–
(4.16).
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We call a product of the Gauss coordinates normal ordered if all the coordinates Fji(u) are
on the left of the product of all other Gauss coordinates and all Ekl(u) are on the right. This
ordering is adapted to the action of the Gauss coordinates onto reference state described above.
By construction, the expressions (4.4)–(4.6) of the monodromy matrix elements Tij(u) in
terms of the Gauss coordinates Fji(u), Eij(u), i < j and ki(u), i, j = 1, . . . , N are written in the
normal ordered form. However, the formulas (4.14)–(4.16) for the inverse monodromy matrix
are not normal ordered. The normal ordering is given by the following
Theorem 4.2. The normal ordered Gauss decomposition of the monodromy T̂ (u) has literally
the same form as in (4.4)–(4.6) with the Gauss coordinates Fji(u), Eij(u), kj(u) replaced by
Fˆji(u), Eˆij(u), kˆj(u) where (for i < j)
Fˆji(u) = F˜N+1−i,N+1−j(u− (N − j + 1)c), (4.17)
kˆj(u) =
1
kN+1−j(u− (N − j)c)
N−j∏
ℓ=1
kℓ(u− ℓc)
kℓ(u− (ℓ− 1)c)
, (4.18)
Eˆij(u) = E˜N+1−j,N+1−i(u− (N − j + 1)c). (4.19)
Proof is based on the presentation of the Gauss coordinates as multiple commutators. The
shifts of the indices in (4.17) and (4.19) can be seen from the formulas (4.14) and (4.16),
while the shifts of the spectral parameters and transformation of the diagonal generating series
kj(u) → kˆj(u) follow from the commutation relations between Gauss coordinates. They are
gathered in appendix B. Note that formulas (4.18) are in accordance with the action of the
diagonal matrix elements (3.2) onto the reference state |0〉. 
4.2 Bethe vectors and currents
This section is devoted to the proof of theorem 4.1. We heavily use the results of the paper [19]
where the off-shell Bethe vectors were explicitly constructed from the current generators of the
super-Yangian double DY (gl(m|n)). In what follows we will use some results of this paper in
the case m = N , n = 0.
The Yangian double associated with the algebra gl(N) is a Hopf algebra of a pair of gener-
ating N ×N matrices T±(u) satisfying the commutation relations
R(u, v) (T κ(u)⊗ I) (I⊗ T ν(v)) = (I⊗ T ν(v)) (T κ(u)⊗ I)R(u, v), (4.20)
where κ, ν = ±. Being rewritten in terms of the Gauss coordinates E±ij(u), F
±
ji(u) and k
±
i (u)
(4.4)–(4.6) and generating series (currents) [25]
Fi(u) = F
+
i+1,i(u)− F
−
i+1,i(u) , Ei(u) = E
+
i,i+1(u)− E
−
i,i+1(u) , (4.21)
the commutation relations (4.20) can be presented in the form (so called ‘new’ realization of
the Yangian double)
k±i (u)Fi(v)k
±
i (u)
−1 = f(v, u) Fi(v),
k±i+1(u)Fi(v)k
±
i+1(u)
−1 = f(u, v) Fi(v),
(4.22)
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k±i (u)
−1Ei(v)k
±
i (u) = f(v, u) Ei(v),
k±i+1(u)
−1Ei(v)k
±
i+1(u) = f(u, v) Ei(v),
(4.23)
f(u, v) Fi(u)Fi(v) = f(v, u) Fi(v)Fi(u), (4.24)
f(v, u) Ei(u)Ei(v) = f(u, v) Ei(v)Ei(u), (4.25)
(u− v − c) Fi(u)Fi+1(v) = (u− v) Fi+1(v)Fi(u), (4.26)
(u− v) Ei(u)Ei+1(v) = (u− v − c) Ei+1(v)Ei(u), (4.27)
[Ei(u), Fj(v)] = c δi,j δ(u, v)
(
k+i (u) · k
+
i+1(u)
−1 − k−i (v) · k
−
i+1(v)
−1
)
, (4.28)
and the Serre relations for the currents Ei(u) and Fi(u). In (4.28) the symbol δ(u, v) means the
additive δ-function given by the formal series
δ(u, v) =
1
u
∑
ℓ∈Z
vℓ
uℓ
. (4.29)
The Borel subalgebra in the Yangian double generated by matrix T+(u) is isomorphic to the
standard gl(N) Yangian [23]. Then, we can identify the monodromy matrix T (u) discussed in
the previous sections with the generating matrix T+(u). We also identify the Gauss coordinates
of these monodromy matrices
F+ji(u) = Fji(u) =
∑
n≥0
Fji[n]u
−n−1,
E+ij(u) = Eij(u) =
∑
n≥0
Eij[n]u
−n−1,
k+i (u) = ki(u) = 1+
∑
n≥0
ki[n]u
−n−1.
(4.30)
The currents Fi(u), k
+
j (u) and Ei(u), k
−
j (u) form the so-called dual Drinfeld Borel sub-
algebras with their own Drinfeld coproduct properties. According to the general theory of
projections developed in [26] one can define the projections P±f and P
±
e onto intersections
of these current Borel subalgebras with the standard Borel subalgebras formed by the Gauss
coordinates F+ji(u), E
+
ij(u), k
+
j (u) and F
−
ji(u), E
−
ij(u), k
−
j (u).
Due to the results of the papers [14, 19] the off-shell Bethe vectors can be identified with
the normalized projection of the product of the currents. In order to formulate this result we
need to introduce some notation. For any scalar function x(u, v) of two variables and any set
u¯ = {u1, . . . , ua} we define the product
∆x(u¯) =
∏
i<j
x(uj , ui). (4.31)
Let Fi(u¯), i = 1, . . . , N − 1 be the ordered product of the currents
Fi(u¯) = Fi(ua) · Fi(ua−1) · · ·Fi(u2) · Fi(u1) . (4.32)
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Note that this product is not symmetric with respect to permutation of the parameters ui, as
it follows from the commutation relation (4.24).
One of the main result of the papers [14, 19] is the identification of the off-shell Bethe vectors
with the projections of the product of the currents:
B(t¯) =
∏N−1
ℓ=1 ∆f (t¯
ℓ)∏N−2
ℓ=1 f(t¯
ℓ+1, t¯ℓ)
P+f
(
FN−1(t¯
N−1)FN−2(t¯
N−2) · · · F2(t¯
2)F1(t¯
1)
)
|0〉. (4.33)
Observe that the product ∆f (t¯
ℓ)Fℓ(t¯
ℓ) is symmetric with respect to permutations within the
set t¯ℓ, due to the commutation relations (4.24). As a result, the Bethe vector given by equation
(4.33) is symmetric with respect to the permutations of the Bethe parameters of the same type.
Mathematically rigorous definitions of the projections onto different type Borel subalgebras
intersections can be found in the paper [26]. They use the different Hopf structures associated
with different type of Borel subalgebras in the Yangian double. However, one may understand
the projection entering the equation (4.33) in a more simple way. In order to calculate this
projection one has to replace each current by the difference of the Gauss coordinates (4.21)
and then use the commutation relations in the Yangian double (4.20) between ‘positive’ and
‘negative’ Gauss coordinates sending all ‘negative’ coordinates to the left and all ‘positive’
coordinates to the right. After such ordering the action of the projection amounts to remove all
the terms containing at least one ‘negative’ Gauss coordinate on the left. Of course, practical
implementation of this program is rather heavy. Fortunately, there exist effective methods to
perform this procedure [14, 19].
In this paper we are not going to describe the methods which allow to calculate the projection
in (4.33) and re-express the result of this calculation in terms of the original monodromy matrix
element. We refer the interested reader to the paper [19]. In order to prove the statement of
theorem 4.1 we will need only the closed expression (4.33).
The main trick in the calculation of the projection in (4.33) is the appearance of the so
called composed currents Fji(u), i < j in the commutation relations of the currents Fj,s+1(u)
and Fsi(u) for s = i + 1, . . . , j − 1. Then the rewriting of the projection in (4.33) in terms of
the monodromy matrix elements relies on the fact that projections of the composed currents
P+f (Fji(u)) coincide with the Gauss coordinates Fji(u) (see appendix A of the paper [19])
P+f (Fji(u)) = c
j−i−1F+ji(u) = c
j−i−1Fji(u) . (4.34)
In order to prove the statement (4.2) let us consider the rhs of this equality using the
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expression (4.33). We have
(−1)#t¯∏N−2
ℓ=1 f(t¯
ℓ+1, t¯ℓ)
B
(
µ(t¯)
)
=
=
(−1)#t¯
∏N−1
ℓ=1 ∆f (t¯
N−ℓ − ℓc)∏N−2
ℓ=1 f(t¯
ℓ+1, t¯ℓ)f(t¯N−ℓ−1 − (ℓ+ 1)c, t¯N−ℓ − ℓc)
× P+f
(
FN−1(t¯
1 − (N − 1)c)FN−2(t¯
2 − (N − 2)c) · · · F1(t¯
N−1 − c)
)
|0〉
=
N−1∏
ℓ=1
∆f (t¯
ℓ)P+f
(
Fˆ1(t¯
1)Fˆ2(t¯
2) · · · FˆN−2(t¯
N−2)FˆN−1(t¯
N−1)
)
|0〉
=
∏N−1
ℓ=1 ∆f (t¯
ℓ)∏N−2
ℓ=1 f(t¯
ℓ+1, t¯ℓ)
P+f
(
FˆN−1(t¯
N−1)FˆN−2(t¯
N−2) · · · Fˆ2(t¯
2)Fˆ1(t¯
1)
)
|0〉.
(4.35)
Here we have introduced the ordered product Fˆi(t¯
i) of the shifted currents given by the product
(4.32) with the currents Fi(u) replaced by the shifted currents Fˆi(u)
Fˆi(u) = −FN−i(u− (N − i)c) . (4.36)
In (4.35), we also used the identity f(v, u)f(u−c, v) = 1 and the fact that the function f(u, v) is
translation invariant which implies ∆f (u¯−ǫ) = ∆f (u¯). We also used the commutation relations
between currents Fˆi(u) and Fˆi+1(v) which follow from (4.26). The fact that one can use these
commutation relations under the action of the projection was proved in paper [14].
The assertion (4.2) of theorem 4.1 now follows from two lemmas.
Lemma 4.3. The mapping
Fi(u)→ Fˆi(u) = −FN−i(u− (N − i)c), i = 1, . . . , N − 1,
Ei(u)→ Eˆi(u) = −EN−i(u− (N − i)c), i = 1, . . . , N − 1,
k±j (u)→ kˆ
±
j (u) =
1
k±N+1−j(u− (N − j)c)
N−j∏
ℓ=1
k±ℓ (u− ℓc)
k±ℓ (u− (ℓ− 1)c)
, j = 1, . . . , N
(4.37)
is an automorphism of the Yangian double given by the commutation relations (4.22)–(4.28).
Proof is based on a direct verification. It is clear that the automorphism (4.37) is induced
by the corresponding automorphism (2.11) of the RTT -algebra. 
Lemma 4.4. The projections of the composed currents P+f (Fˆji(u)), i < j which appear in the
commutation relations of the currents Fˆj,s+1(u) and Fˆsi(u) for s = i+1, . . . , j− 1 coincide with
the shifted Gauss coordinates of the ‘transpose-inverse’ monodromy matrix T̂ (u)
P+f (Fˆji(u)) = c
j−i−1F˜+N+1−i,N+1−j(u− (N + 1− j)c)
= cj−i−1F˜N+1−i,N+1−j(u− (N + 1− j)c)
(4.38)
given by the multiple commutators (4.12).
Proof is given in appendix A. 
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Proof of theorem 4.1. As we can see from the equation (4.35) the Bethe vector Bˆ(t¯) for the
generalized quantum integrable models built from the ‘transpose-inverse’ monodromy matrix is
given by the same formula as in (4.33) with currents Fi(u) replaced by the currents Fˆi(u). They
satisfy the same commutation relations (4.22)–(4.28) with the currents Eˆi(u) and kˆ
±
j (u) due to
lemma 4.3. Now using the statement of lemma 4.4 we can apply all the techniques developed
in the papers [14, 19] and prove that Bˆ(t¯) is the off-shell Bethe vector constructed from the
monodromy matrix elements T̂ij(u) (2.10). Then, this proves the statement of theorem 4.1. 
5 Symmetry of the highest coefficients
As a direct application of equation (4.2), we study symmetry properties of the scalar products.
For this, we should introduce dual Bethe vectors.
5.1 Dual Bethe vectors
Dual Bethe vectors belong to the dual space H∗ and can be obtained by the successive action of
Tji with i < j from the right onto a dual pseudovacuum 〈0| ∈ H
∗. They also depend on N − 1
sets of complex numbers {x¯1, x¯2, . . . , x¯N−1}. Dual Bethe vectors become dual eigenstates of
the transfer matrix, if these parameters enjoy the system of Bethe equations. For more details
about these vectors, we refer the reader to the works [19, 24].
For the moment, it is important for us that the dual Bethe vectors can be obtained by
a transposition of ordinary Bethe vectors. Namely, a mapping ψ
(
Tij(u)
)
= Tji(u) defines an
anti-automorphism of the RTT -algebra [23]:
ψ(AB) = ψ(B)ψ(A). (5.1)
Here A and B are arbitrary products of the monodromy matrix entries Tij. Extending this
mapping to the Bethe vectors by ψ
(
|0〉
)
= 〈0|, one can prove that [18, 19]
C(x¯) = ψ
(
B(x¯)
)
, (5.2)
where C(x¯) is the dual Bethe vector. Using this formula one can prove that the dual Bethe
vectors also satisfy a property similar to (4.2). Namely, let C(x¯) and Cˆ(x¯) be dual Bethe vectors
respectively associated to the monodromy matrices T (u) and T̂ (u). Then
Cˆ(x¯) = (−1)#x¯
(
N−2∏
s=1
f(x¯s+1, x¯s)
)−1
C
(
µ(x¯)
)
. (5.3)
Here the notation is the same as in (4.2).
5.2 Symmetries of the scalar products
The scalar products of the Bethe vectors are defined as
S(x¯|t¯) = C(x¯)B(t¯). (5.4)
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The sets x¯ and t¯ are generic complex numbers such that #x¯i = #t¯i for i = 1, . . . , N − 1. If the
latter condition does not hold, then the scalar product vanishes.
The scalar product of generic Bethe vectors can be described by a sum formula [24]
C(x¯)B(t¯) =
∑
Wpart(x¯I, x¯II|t¯I, t¯II)
N−1∏
k=1
αk(x¯
k
I )αk(t¯
k
II). (5.5)
Here all the sets of Bethe parameters t¯k and x¯k are divided into two subsets {t¯kI , t¯
k
II} ⊢ t¯
k and
{x¯kI , x¯
k
II} ⊢ x¯
k, such that #t¯kI = #x¯
k
I . The sum is taken over all possible partitions of this type.
The coefficients Wpart are rational functions completely determined by the R-matrix. They do
not depend on the ratios of the vacuum eigenvalues αk. Using the results of section 4 we can
easily find symmetry properties of these coefficients.
Proposition 5.1. For arbitrary partitions {t¯kI , t¯
k
II} ⊢ t¯
k and {x¯kI , x¯
k
II} ⊢ x¯
k, such that #t¯kI = #x¯
k
I ,
the corresponding coefficient Wpart satisfies the following property:
Wpart(x¯I, x¯II|t¯I, t¯II)
N−2∏
k=1
f(x¯k+1, x¯k)f(t¯k+1, t¯k) =Wpart
(
µ(x¯I), µ(x¯II)|µ(t¯I), µ(t¯II)
)
, (5.6)
where µ(x¯) is defined in (4.1).
Proof. We compute the scalar product in two different ways. First, performing in (5.5) the
replacements x¯k → x¯N−k − kc and t¯k → t¯N−k − kc, we arrive at
C
(
µ(x¯)
)
B
(
µ(t¯)
)
=
∑
Wpart
(
µ(x¯I), µ(x¯II)|µ(t¯I), µ(t¯II)
)
×
N−1∏
k=1
αk(x¯
N−k
I − kc)αk(t¯
N−k
II − kc). (5.7)
Due to (3.4) we obtain
C
(
µ(x¯)
)
B
(
µ(t¯)
)
=
∑
Wpart
(
µ(x¯I), µ(x¯II)|µ(t¯I), µ(t¯II)
)N−1∏
k=1
αˆk(x¯
k
I )αˆk(t¯
k
II). (5.8)
Finally, using (4.2) and (5.3) we transform the lhs as follows:
Cˆ(x¯)Bˆ(t¯)
N−2∏
k=1
f(x¯k+1, x¯k)f(t¯k+1, t¯k) =
∑
Wpart
(
µ(x¯I), µ(x¯II)|µ(t¯I), µ(t¯II)
)N−1∏
k=1
αˆk(x¯
k
I )αˆk(t¯
k
II).
(5.9)
On the other hand, the scalar product of the Bethe vectors Cˆ(x¯) and Bˆ(t¯) is given by the
sum formula
Cˆ(x¯)Bˆ(t¯) =
∑
Wpart(x¯I, x¯II|t¯I, t¯II)
N−1∏
k=1
αˆk(x¯
k
I )αˆk(t¯
k
II). (5.10)
Since the functions αˆi(u) are free functional parameters, the equations (5.9) and (5.10) can give
the same result if and only if the coefficients of every product of αˆi coincide. Thus, we arrive
at (5.6). 
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In particular, we can consider a partition such that x¯I = x¯ and t¯I = t¯. Then respectively
x¯II = t¯II = ∅. The corresponding coefficient Wpart is called the highest coefficient. We denote
it by Z(x¯|t¯):
Z(x¯|t¯) =Wpart(x¯, ∅|t¯, ∅). (5.11)
Then it follows immediately from (5.6) that
Z
(
µ(x¯)|µ(t¯)
)
= Z(x¯|t¯)
N−2∏
k=1
f(x¯k+1, x¯k)f(t¯k+1, t¯k). (5.12)
Conclusion
In this paper we have found a new symmetry of Bethe vectors. As we have mentioned, an
off-shell Bethe vector is a polynomial in the monodromy matrix entries Tij applied to the
pseudovacuum. The new symmetry gives a description of the Bethe vector in terms of the
entries of the monodromy matrix T̂ij (2.10).
In paper [27], we have used already the symmetry of the Bethe vectors in the models with
gl(3)-invariant R-matrix. In that paper the equivalence of the two representations was proved
by the use of a recursion for the Bethe vectors. Generalization of this method to the case of
higher rank algebras is possible, but is technically very complex. Therefore, our proof is based
on the Gauss decomposition of the monodromy matrix and the underlying current algebra. This
approach was found to be very powerful in the study of the Bethe vectors for the models with
high rank of symmetry [19].
As a direct application of the new symmetry, we proved the identity for the highest coef-
ficients of the scalar product (5.12). However, this is not the only possible application. The
new representation allows one to study the properties of combined operators that arise from
the original monodromy matrix Tij and from the monodromy matrix T̂ij. Recently this type of
operators was considered in [28]. There, in particular, it was conjectured that in gl(3)-invariant
spin chains the operator
Bg(u) = T23(u)T̂13(u)− T13(u)T̂12(u) (5.13)
can be used for generating on-shell Bethe vectors. Our result allows us to obtain explicit
formulas for the action of Bg(u) onto the Bethe vectors using known action formulas of the
operators Tij(u) [18]. This allowed us to prove the conjecture of [28] and show that it is valid
only for special (symmetric) representations of the Yangian [27].
Concluding, we would like to mention that symmetries of the RTT -algebra, analogous to
those considered in this paper, also exist for theRTT -relations associated to the Uq(ĝln) algebras
and gl(m|n) superalgebras. As in the case discussed above, these symmetries generate new
representations for the Bethe vectors associated with the inverse monodromy matrix. In turn,
these representations imply symmetries of scalar products, in particular, symmetries of the
highest coefficients. For the sake of completeness, we present the latter in the case of Uq(ĝln)
and gl(m|n) algebras.
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For q-deformed algebra case Uq(ĝln), the highest coefficient Z
q(x¯|t¯) was introduced in [29].
Its symmetric property formally coincides with (5.12):
Zq
(
µ(x¯)|µ(t¯)
)
= Zq(x¯|t¯)
n−2∏
k=1
f q(x¯k+1, x¯k)f q(t¯k+1, t¯k), (5.14)
where
µ(t¯) = {q−2 t¯n−1, q−4 t¯n−2, . . . , q−2(n−1) t¯1} (5.15)
and
f q(x, t) =
qx− q−1t
x− t
. (5.16)
Relation (5.14) for the models described by Uq(ĝl3) algebra was proven in [30] via explicit
representations for the highest coefficient.
For the superalgebra case gl(m|n) (with m,n > 0 and the grading [i] = 0 for i ≤ m and
[i] = 1 for i > m), the highest coefficient Zn|m(x¯|t¯) was introduced in [24]. The relations
between highest coefficients have slightly more complex form:
Zn|m
(
µ(x¯)|µ(t¯)
)
= (−1)#t¯
m
Zm|n(x¯|t¯)
∣∣∣
c→−c
m−1∏
k=1
f(x¯k, x¯k+1)f(t¯k, t¯k+1)
n+m−2∏
k=m
f(x¯k+1, x¯k)f(t¯k+1, t¯k), (5.17)
with
µ(t¯) = {t¯m+n−1+(n−1)c, t¯n+m−2+(n−2)c, . . . , t¯m+1+c, t¯m, t¯m−1+c, . . . , t¯1+(m−1)c}. (5.18)
Note that equation (5.17) maps the highest coefficient of the scalar product in the gl(m|n)
superalgebra to that of the scalar product in the gl(n|m) superalgebra. The map c → −c is
specific to the superalgebra case (see [24] for more details).
Let us stress once more that equations (5.14) and (5.17) are direct consequences of the
symmetries of the Bethe vectors. The latter can be proved exactly by the same method used
in this paper.
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A Proof of lemmas 4.2 and 4.4
We prove the statement of lemma 4.2 using the commutation relations between Gauss coor-
dinates. In order to obtain these commutation relations from the RTT -relation (2.3) we use
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the approach of paper [25]. We also use the fact that we consider the generalized model, and
hence, eigenvalues of the diagonal monodromy matrix elements are arbitrary functional parame-
ters. This means that after substitution of the Gauss decomposition formulas into commutation
relations (2.3), we obtain equations for all possible products of the currents ki(u)kj(v) after nor-
mal ordering of the Gauss coordinates according to the rules described before theorem 4.2. In
particular, we obtain
ki(u)Fi+i,i(v)ki(u)
−1 = f(v, u)Fi+i,i(v) + g(u, v)Fi+i,i(u), (A.1)
ki(u)
−1Ei,i+i(v)ki(u) = f(v, u)Ei,i+i(v) + g(u, v)Ei,i+i(u), (A.2)
[Ei,i+1(v),Fj+1,j(u)] = δi,j g(v, u)
(
ki(u)ki+1(u)
−1 − ki(v)ki+1(v)
−1
)
, (A.3)
Fj,j−1(v)Fj−1,i(u) = f(v, u)Fj−1,i(u)Fj,j−1(v)+
+ g(u, v)
(
Fji(v)− Fji(u) + Fj−1,i(u)Fj,j−1(u)
)
,
(A.4)
Ei,j−1(u)Ej−1,j(v) = f(v, u)Ej−1,j(v)Ei,j−1(u)+
+ g(u, v)
(
Eij(v)− Eij(u) + Ej−1,j(u)Ei,j−1(u)
)
.
(A.5)
These equalities can be used to prove (4.12) and (4.13) respectively. Since both proofs are
identical we consider only (4.12). Using the dependence of the Gauss coordinates on the spectral
parameter (4.30) we can send u → ∞ or v → ∞ and consider the coefficients of the leading
terms in (A.4) at u−1 or v−1 respectively. We obtain
Fji(v) = c
−1[Fj,j−1(v),Fj−1,i[0]] (A.6)
and
Fji(u)− Fj−1,i(u)Fj,j−1(u) = c
−1[Fj,j−1[0],Fj−1,i(u)]. (A.7)
Now the first equation in (4.12) follows from a trivial induction of the relation (A.6). By the
induction over j, one can prove from (A.7) that following relation is valid
cs−j
[
Fj,j−1[0],
[
Fj−1,j−2[0], · · · ,
[
Fs+2,s+1[0],
[
Fs+1,s[0],Fsi(u)
]]
· · ·
]]
=
=
s−j∑
ℓ=0
(−)ℓ
∑
j>iℓ>···>i1≥s
Fi1,i(u)Fi2,i1(u) · · ·Fiℓ,iℓ−1(u)Fj,iℓ(u),
(A.8)
for any s satisfying i < s < j. The second equality in (4.12) is a particular case of (A.8) at
s = i+ 1. This ends the proof of lemma 4.2. 
In order to prove the statement of lemma 4.4 we use the results of the appendix A of paper
[19]. We consider the shifted currents Fˆi(u) (4.36) and the corresponding composed currents
Fˆji(u) defined in this appendix by the formulas (A.3) and (A.7). These composed currents
satisfy a relation identical to (A.17) in the same appendix of [19], which implies
P+f
(
Fˆji(u)
)
=
[
P+f
(
Fˆj,i+1(u)
)
, Fˆi[0]
]
. (A.9)
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The commutativity between the projections and commutation relations with zero modes was
proved in appendix B of [19]. Now the chain of equations (i′ = N + 1− j and j′ = N + 1− i)
P+f
(
Fˆji(u)
)
=
[[
· · ·
[[
P+f
(
Fˆj−1(u)
)
, Fˆj−2[0]
]
, Fˆj−3[0]
]
, · · · , Fˆi+1[0]
]
, Fˆi[0]
]
= −
[
FN−i[0],
[
FN−i−1[0], · · · ,
[
FN+2−j [0], P
+
f
(
FN+1−j(u− (N + 1− j)c)
)]
· · ·
]]
= −
[
Fj′,j′−1[0],
[
Fj′−1,j′−2[0], · · · ,
[
Fi′+2,i′+1[0],Fi′+1,i′(u− i
′c)
]
· · ·
]]
= cj
′−i′−1F˜j′i′(u− i
′c) = cj−i−1F˜N+1−i,N+1−j(u− (N + 1− j)c)
(A.10)
proves relation (4.38). This ends the proof of lemma 4.4. 
B Gauss coordinates and proof of theorem 4.2
Before starting the proof of theorem 4.2 we provide explicit formulas for the Gauss decom-
position used in this paper in the simplest nontrivial case N = 3. The monodromy matrix
reads
T (u) =
 k1 + F21k2E12 + F31k3E13 F21k2 +F31k3E23 F31k3k2E12 + F32k3E13 k2 +F32k3E23 F32k3
k3E13 k3E23 k3
 =
=
 1 F21 F310 1 F32
0 0 1
 k1 0 00 k2 0
0 0 k3
 1 0 0E12 1 0
E13 E23 1
 .
(B.1)
For brevity, we omitted in (B.1) the dependence on the spectral parameter u for all Gauss
coordinates Eij(u), Fji(u), and ki(u).
The Gauss decomposition (B.1) allows one to find easily the inverse monodromy matrix
T˜ (u) = T (u)−1 =
 1 0 0E˜12 1 0
E˜13 E˜23 1
 k−11 0 00 k−12 0
0 0 k−13
 1 F˜21 F˜310 1 F˜32
0 0 1
 =
=
 k−11 k−11 F˜21 k−11 F˜31E˜12k−11 k−12 + E˜12k−11 F˜21 k−12 F˜32 + E˜12k−11 F˜31
E˜13k
−1
1 E˜23k
−1
2 + E˜13k
−1
1 F˜21 k
−1
3 + E˜23k
−1
2 F˜32 + E˜13k
−1
1 F˜31

(B.2)
where
F˜12(u) = −F12(u), F˜23(u) = −F23(u), F˜31(u) = −F31(u) + F21(u)F32(u),
E˜12(u) = −E12(u), E˜23(u) = −E23(u), E˜13(u) = −E13(u) + E23(u)E12(u).
(B.3)
Now the monodromy matrix T̂ (u) given by the relation (2.10) has the following structure:
T̂ (u) =
 k−13 + E˜23k−12 F˜32 + E˜13k−11 F˜31 k−12 F˜32 + E˜12k−11 F˜31 k−11 F˜31E˜23k−12 + E˜13k−11 F˜21 k−12 + E˜12k−11 F˜21 k−11 F˜21
E˜13k
−1
1 E˜12k
−1
1 k
−1
1
 . (B.4)
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It is similar to the structure of the original monodromy matrix T (u) (B.1).
We prove theorem 4.2 by induction starting from the right-lower corner of the monodromy
matrix T̂ (u). Due to the formulas (4.14)–(4.16) the matrix elements from the right-lower corner
T̂NN (u), T̂N−1,N (u) and T̂N,N−1(u) have following form:
T̂NN (u) = k1(u)
−1, T̂N−1,N (u) = k1(u)
−1F˜21(u), T̂N,N−1(u) = E˜12(u)k1(u)
−1 . (B.5)
In order to normal order these matrix elements we can use the commutation relations (A.1) and
(A.2) specialised to i = 1 and v = u− c. This yields
T̂N−1,N (u) = k1(u)
−1F21(u) = F21(u− c)k1(u)
−1, (B.6)
T̂N,N−1(u) = E12(u)k1(u)
−1 = k1(u)
−1E12(u− c), (B.7)
and proves formulas (4.17) and (4.19) in the particular case i = N − 1 and j = N . Now using
(A.3) at i = 1 and (B.6), (B.7) we can normal order the monodromy matrix element
T̂N−1,N−1(v) = k2(v)
−1 + E˜12(v)k1(v)
−1F˜21(v)
to obtain
E12(v)k1(v)
−1F21(v) = E12(v)F21(v − c)k1(v)
−1 =
= F21(v − c)k1(v)
−1E12(v − c) +
k1(v − c)
k2(v − c)k1(v)
− k2(v)
−1 .
As a result, the element T̂N−1,N−1(v) in the normal ordered form is equal to
T̂N−1,N−1(v) =
k1(v − c)
k2(v − c)k1(v)
+ F˜21(v − c)k1(v)
−1E˜12(v − c), (B.8)
thus proving (4.18) for j = N − 1.
Formulas (B.6), (B.7), and (B.8) are the base of the induction. Let us assume that the
statement of theorem 4.2 is valid for ℓ ≤ i < j ≤ N in (4.17),(4.19) and for ℓ ≤ j ≤ N in (4.18).
By exploring the commutation relations between the Gauss coordinates and lemma 4.2 we will
prove that these formulas are valid for ℓ→ ℓ− 1.
Let us consider the commutation relation (2.3) for the monodromy matrix elements T̂ij(u)
at the values of indices (i, j, k, l) → (ℓ− 1, j, j, j) and send u→∞. Then the coefficient of u−1
gives (for j = ℓ, . . . , N)
T̂ℓ−1,j(u) = c
−1
[
T̂jj(u), T̂ℓ−1,j [0]
]
. (B.9)
The zero mode of the monodromy matrix element T̂ℓ−1,j[0] can be obtained from the relation
(4.14) and is equal to
T̂ℓ−1,j[0] = F˜ℓ′+1,j′ [0], (B.10)
where here and below the prime on the index j mean j′ = N + 1− j for any index j.
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According to the induction assumption, the monodromy matrix elements T̂jj (j = ℓ, . . . , N)
have the normal ordered form
T̂jj(u) = kˆj(u) +
∑
j<s≤N
Fˆsj(u)kˆs(u)Eˆjs(u), (B.11)
where the Gauss coordinates Fˆsj(u), kˆs(u), and Eˆjs(u) respectively are given by equations
(4.17), (4.18) and (4.19). One can prove from the commutation relations between the Gauss
coordinates that the zero mode T̂ℓ−1,j [0] (B.10) commutes with kˆi(u) and Fˆsi(u) ∀i, except for
kˆj(u) and Fˆsj(u) = F˜j′s′(u− s
′c). These commutation relations are
c−1
[
kˆj(u), F˜ℓ′+1,j′[0]
]
= Fˆj,ℓ−1(u)kˆj(u) (B.12)
and
c−1
[
Fˆsj(u), F˜ℓ′+1,j′[0]
]
= F˜ℓ′+1,s′(u− s
′c) = Fˆs,ℓ−1(u). (B.13)
To obtain (B.12) we used the second relation in (4.12), the commutation relation
[ki(v)
−1,Fi+1,i[0]] = c ki(v)
−1Fi+1,i(v) = cFi+1,i(v − c)ki(v)
−1,
which follows from (A.1), and the commutativity [ki(v),Fj+1,j(u)] = 0 for j > i. Equalities
(B.12) and (B.13) imply that the rhs of (B.9) is (for j = ℓ, . . . , N)
T̂ℓ−1,j(u) = Fˆj,ℓ−1(u)kˆj(u) +
∑
j<s≤N
Fˆs,ℓ−1(u)kˆs(u)Eˆjs(u). (B.14)
Similarly we can prove that the commutation relations between the Gauss coordinates yield
T̂j,ℓ−1(u) = kˆj(u)Eˆℓ−1,j(u) +
∑
j<s≤N
Fˆsj(u)kˆs(u)Eˆℓ−1,s(u), (B.15)
where the Gauss coordinates Fˆs,ℓ−1(u) and Eˆℓ−1,s(u) are given by (4.17) and (4.19) for s =
ℓ, . . . , N .
To finish the proof of the theorem we have to prove that the Gauss coordinates Fˆs,ℓ−1(u),
Eˆℓ−1,s(u) and kˆs(u) given by the equalities (4.17)–(4.19) for s = ℓ, . . . , N will imply the same
structure of the Gauss coordinate kˆℓ−1(u).
To do this we can use again the commutation relations (2.3) for (i, j, k, l) → (ℓ−1, ℓ, ℓ, ℓ−1)
to obtain in the limit v →∞[
T̂ℓ−1,ℓ(u), T̂ℓ,ℓ−1[0]
]
= c
(
T̂ℓℓ(u)− T̂ℓ−1,ℓ−1(u)
)
, (B.16)
where the zero mode operator T̂ℓ,ℓ−1[0] can be deduced from (4.16)
T̂ℓ,ℓ−1[0] = −EN+1−ℓ,N+2−ℓ[0] = −Eℓ′,ℓ′+1[0] .
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Now the proof of (4.18) for kˆℓ−1(u) follows from the inductive assumption (B.11) and the
commutation relations [
Ej,j+1[0],Fj+1,j(u)
]
= c(kj(u)kj+1(u)
−1 − 1) ,[
Ej,j+1[0],Fj+1,j [0]
]
= c(kj [0]− kj+1[0]) ,[
Ej,j+1[0], kj(u)
−1
]
= ckj(u)
−1Ej,j+1(u− c) ,[
Ej,j+1[0], F˜j+1,ℓ(u)
]
= cF˜jℓ(u) ,
and [
Ej,j+1[0], E˜ℓj(u)
]
= −cE˜ℓ,j+1(u) .
This finishes the proof of theorem 4.2. 
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Theor. Math. Phys. 145 (2005) 1373, arXiv:math/0610433 [math.QA].
[16] S. Khoroshkin, S. Pakuliak, V. Tarasov, Of f-shell Bethe vectors and Drinfeld currents, J.
Geom. Phys. 57 (2007) 1713, arXiv:math/0610517 [math.QA].
[17] L. Frappat, S. Khoroshkin, S. Pakuliak, E. Ragoucy, Bethe Ansatz for the Universal Weight
Function, Ann. H. Poincarre 10 (2009) 513, arXiv:0810.3135.
[18] S. Belliard, S. Pakuliak, E. Ragoucy, N. A. Slavnov, Bethe vectors of GL(3)-invariant
integrable models, J. Stat. Mech. 1302 (2013) P02020, arXiv:1210.0768.
[19] A. Hutsalyuk, A. Liashyk, S. Z. Pakuliak, E. Ragoucy, N. A. Slavnov, Current presentation
for the double super-Yangian DY (gl(m|n)) and Bethe vectors, Russ. Math. Surv. 72:1
(2017) 33–99, arXiv:1611.09020.
[20] A. G. Izergin and V. E. Korepin, A lattice model related to the nonlinear Schro¨dinger
equation, Sov. Phys. Dokl. 26 (1981) 653–654.
[21] P. P. Kulish and E. K. Sklyanin, Quantum spectral transform method: recent devel-
opments, in Integrable Quantum Field Theories, Lecture Notes in Phys. 151 Springer,
Berlin–Heidelberg, (1982) 61–119.
[22] A. Molev, M. Nazarov and G. Olshanski, Yangians and classical Lie algebras, Russian
Math. Surv. 51:2 (1996), 205–282, arXiv:hep-th/9409025.
[23] A. Molev, Yangians and Classical Lie Algebras. Mathematical Surveys and Monographs,
143. American Mathematical Society, Providence, RI, 2007.
22
[24] A. Hutsalyuk, A. Liashyk, S. Z. Pakuliak, E. Ragoucy, N. A. Slavnov, Scalar products of
Bethe vectors in the models with gl(m|n) symmetry, Nucl. Phys. B923 (2017) 277–311,
arXiv:1704.08173.
[25] J. Ding, I.B. Frenkel. Isomorphism of Two Realizations of Quantum Affine Algebra
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