Tlis paper addresses several aspects of the analysis of uncertainty in the output of computer models arising from uncertainty in inputs (parameters). Uncertainty of this type, which is separate and distinct from the randomness of a stochastic model, most often arises when input values are guesstimates, or when they are estimated from data, or when the input parameters do not actually correspond to observable quantities, e.g., in lumped-parameter models.
INTRODUCTION Uncertainty in a model output-how big it is and what
it is attributable to-is not a new issue. The aecuraey of models has always been a concern, and things are no different today with computationally intensive models on computers. Three things make the analysis of computer models usually more difficult than that of other models.
Fret, the nature of the relationship between the output and the inputs is often very complex. Seeond, there can be very many inputs for which the cost of data collection is high. Finally, when the output is something like a forecast, comparison between predicted and calculated values is essentially impossible. Despite these difficulties, questions like "What is the uncertainty in the calculation?" continue to be heard both in scientific circles and in political ones, where the cost of decisions resting on model calculations can be high.
Although
there are several useful questions one might ask about computer models, there seems to be a tendency to use the same kind of method to answer many of them. It is unlikely, however, that any single method of analysis exists that answers all questions irn model evaluation.
Movsover, an examination of typical questions would likely suggest that different kinds of methods are not only desirable but necessary. To find appropriate methods, one needs precise statements of objectives. Unfortunately for many investigators, what begins as an intuitive concept, like uncertainty or sensitivity, can easily end up as an impuxisely stated and misleading question that suggests an inappropriate method of answering it. This paper tries to address that problem by providing a framework within which questions of uncertainty and importance are posed.
This discussion will be limited to particular considerations from the diversity of issues comprising model analysis. First of all, this paper is not an empirical comparison or evaluation of methods currently used in the analysis of computer models. Examples of such studies are Saltelli and Homma (1992) , Saltelli and Marivoet (1990) , Iman and Helton (1988) and Downing. Gardner and Hoftinan (1985) . Secondly, we will consider questions dealing with the values of the output and the input, and not, specifically, with the form or structure of their relationship. In particular, we will focus on the issue of uncertainty in the calculated value due to uncertainty in input values. To provide a setting, we will introduce current methods from two different perspectives related to model analysis. With that background, we will develop a new and useful paradigm for analysis and methods development for issues related to uncertainty in the output value.
TWO PERSPECTIVES
Model analysis can be thought of as a collection of questions asked about output and input values, Although a simplification, it is useful to dMin@h the questions as arising from one of two perspectives. This idea, previously discussed by McKay (1978 McKay ( , 1988 , allows the introduction of a new way of viewing importance of inputs with regards to uncertainty in the output.
The first perspective is from the space of input values, and tends to focus at one point, like a nominal input value. Because of this, quantities of interest, like a derivative, can seem to be treated as constant over the input space, so that the focal point really does not matter.
McKay
This perspective is termed a local perspective relative to the input space.
The second perspective is from the space of output values. As such, its focus is not constrained a priori in the input space, so that it is termed a global perspective relative to the input space.
The reason for making the distinction between local and global perspectives has to do with the problem of identifying important inputs. Although "importance"
has not yet been defined, it seems reasonable to suppose that qualities that make an input important locally are not necessarily those that make it important globally, and vice versa. Therefore, it is necessary to realize the perspective of interest.
A Local Perspective
Let us suppose that there is some value of the inputs, ., worth attention and that we are interested in changes in the output Y for small perturbations in inputs X about x O. A common question in this situation concerns propagation of error, characterized by the derivatives of Y with respect to the components of X. Similarly, one might be interested in the direction, not necessarily parallel to a coordinate axis, in which Y changes most rapidly, or in the change in Y in an arbitrary duection.
Issues like these lead one to the concept of "critical" or "important" variable (or direction) as being one(s) that most accounts for change in Y. For propagation of error, it seems to make sense to talk about each component of X as being important or not important. When the direction becomes arbitrary, it seems natural to talk about subsets of the components, rather than about individual ones.
A Global Perspective
Suppose that interest lies in the event that Y, the output or prediction, exceeds some specified value, Questions that could arise in this case might be concerned with associating particular inputs (components of X) or segments of ranges with that event. Objectives of study for this question might be related to controlling the event, or with reducing its probability of occurrence in the real world by adjusting the values of some of the inputs. If costs are associated with the inputs, minimum cost solutions might be sought.
Clearly, both perspectives have a place in model analysis.
In the local perspective, interest in X is restricted to a (small) neighborhood of a single point, and the derivative seems to come into play. In the global perspective, interest is in values of Y, which might translate into a subset of, or possibly just a boundary in, the input space. In this case, the role of the derivative is less clear. What tends to blur the distinction between the two perspectives is the use of the derivative to answer questions of a global nature. The practice is defensible if the model is essentially linear, meaning that the derivative does not change substantially with ZO; or that, to first order approximation, an "average" derivative is sufficient to characterize the model, again meaning that the model is essentially linear. In what follows, a global approach is taken and the role of the derivative is not paramount.
UNCERTAINTY ANALYSIS
We are interested in the type of uncertainty in the output of a model that can be characterized as being due to the values used for the inputs.
A related uncertainty, due to the structure or form of the model itself, will not be addressed explicitly.
Neither will we be concerned with uncertainty due to errors in implementation of the model on a computer. On the other hand, it is certainly acceptable that the output might have the randomness of a stochastic process. In that case, we will think of the output of the model as being the cumulative distribution function of the observable output value. With this in mind, the purpose of uncertainty analysis is to quantify the variability in the output of a computer model due to variability in the values of the inputs.
We proceed by fist describing the variability in the inputs with probability functions. Commonly, input values are uncertain because they are guesstimates, or when they are estimated from data, or when the input parameters do not actually correspond to observable quantities, e.g., in lumped-parameter models. Treating the inputs as random variables introduces another layer of complication, namely, that of assigning to them probability distributions. Everything that follows will depend on the distributions used for the inputs, which means uncertainty in the input probability distributions leads to corresponding uncertainty in the analysis. As an alternative to quantifying that uncertainty, some kind of variational study used to measure the effect of the distributional assumptions is a possibility.
I When the inputs are treated as random variables, the output becomes a random variable because it is a transformation of the inputs. Uncertainty in the output, then, is characterized by its probability distribution. Therefore, when we consi&r questions related to uncertainty in the output, Y, we will Icok to the probability distribution of Y for answers.
We assume that interest in uncertainty in Y can be summed up by in these two questions: "How big is it?" and "Can it be attributed to particular inputs?" An obvious motivation for these questions is a desire to minimize uncertainty in the model output, which might be achieved by reducing the variance of some of the inputs. Thus, an important problem might be how to find a minimum-cost reduction in the variance of Y by reducing the variances of components of X. This problem presupposes, of course, that reduction in the variance of the inputs makes sense.
MEASURING UNCERTAINTY
We look to the probability dkdribution function of the output Y for information about uncertainty. Questions like "What is the uncertainty in Y?" might be answered using a probability interval constructed with quantiles of the distribution of Y. For example, the 0.05 and the 0.95 quantiles define an interval covering 90% of the probability content of the distribution of Y. Alternatively, the difference in the two quantiles provides a range of 90% coverage. The use of probability internals as a measure of uncertainty has au advantage over the use of the variance of the distribution in that the variance may not directly relate to coverage. This is not the case, though, in the familiar normal distribution where quantiles depend in a straightforward manner on the mean and variance of the distribution.
Ideally, the probability distribution of Y would be known once the distribution of X is specitied. Realistically, the distribution will have to be estimated, most likely, with a sample of runs using the model which relates Y to X. Simple random sampling (SRS) could be used for this purpose, as well as could other sampling schemes. Latin hypercube sampling (LHS), introduced by McKay, Conover and Beckman (1979) , is a preferred alternative to SRS when the output is a monotone function of the inputs. Additionally, Stein (1987) shows that LHS yields an asymptotic variance smaller than that for SRS.
Besides being used to estimate the probability distribution, sample values cmdd be used to construct a tolerance interval, which covers at least a specitied portion of the probability distribution of Y with a specified confidence level. (For a short discussion of probability intemd and tolerance interval, see Tietjen (1986, p, 36) .) Generally, a tolerance interval, which corresponds to a probability interval when the probability distribution is estimated, is based on a random sample. If usual methods for constructing tolerance intervals based on nonparametric techniques or on the normal distribution-e.g,, in Bowker and Liebennan (1972, pp. 309-316) where they are called tolerance limits-are applied to the LHS, however, the results are only approximate.
In the remainder of this paper, we will be mnca-ned only with probabMy distributions and their moments. Furthermore, we will assume that sample sizes are sufficiently large to rule out concern about sampling error in all regions of interest in estimated distribution functions.
Although it has been suggested that a probability interval is a more appropriate measure of uncertainty than is variance, the use of variance to "partition" or allocate uncertainty to components of X cannot be overlooked. In fact, three categories of techniques for the determination of "important" inputs, relative to uncertainty in the output, look primarily at the variance of Y. We will review these techniques using variance as the measure of uncertainty before introducing the new paradigm for uncertainty analysis.
PARTITIONING UNCERTAINTY
Statements like "20% of the uncertainty in Y is due to Xl" have a nice sound, but maybe very misleading without explanation.
If we suppose that uncertainty in Y is measured by its variance, then a reasonable interpretation of the statement is that the variance of Y can be written, approximately, as the sum of two functions, one depending on the distribution of X1 alone and the other independent of the distribution of Xl. This picture captures a motivation for, but dces not limit, the classes of techniques to be discussed.
Linear Propagation of Error
When we are using variance to measure uncertainty, the problem of partitioning uncertainty reduces to that of tiding suitable decompositions for the variance of Y. The simplest of these is the usual propagation of error method in which Y is expressed as a Taylor series in the inputs X about some point XO. To iirst order approximation, the variance of Y is expressed as a linear combination of the variances of the components of X by choosing zo to be p, the mean value of X. w(m)) X~oi) +~. .
When the derivatives of Y are not determined numerically, but estimated by the coefficients from a linear regression of Y on X, one seems to be making a stronger assumption about the linear dependence of Y on X. Campbell (1981a, 1981 b) . Also, Oblow (1978) and Oblow, Pin and Wright (1986) use a technique whereby the capability of calculating derivatives into the model is added using a precompiled called GRESS.
General Analytical Approximation
The natural extension of linear propagation of error, to add more terms in the Taylor series, makes it ticult to interpret variance decomposition component-wise for X. That is, the introduction of cross-prwluct terms brings cross-moments into the variance approximation, which makes the approximation no longer separable with respect to the inputs. Nevertheless, one may feel it necessary to use higher order terms in variance approximation. The adequacy of the approximation to Y might be used as a guide to the adequacy of the variance approximation. However, there is no particular reason to think that one implies the other.
Similarly, the linear approximation of Y used in the regression can be generalized to an arbitrary analytical approximation from which, in theory, the variance of Y can be derived either mathematically or through simulation. Alternatively, one can use a method proposed by Sacks, Welch, Mitchell and Wynn (1989) , which looks at the model as a realization of a stochastic process. The difficulties in interpretation and assessing adequacy just mentioned for the higher order Taylor series expansion apply here, tco. It is extended to binary variables by Pierce and Cukier (1981) .
Sampling Methods
Again, the relation to linear propagation of error is unclear. Another procedure suggested by Morris (1991) examines a probability distribution of the partial derivatives of the output arising from particular sampling designs.
Finally, I mention a partition of variance described by Cox (1982) . Though not actually a sampling method, the elements of the decomposition are likely to estimated from sampled data, in practice, The identity used involves the variances of conditional expectations of the output given subsets of the inputs. As with general analytical approximation, it is not possible to isolate terms for all the individual components of X.
MATHEMATICAL FRAMEWORK
The uncertainty in the output that we focus on is that attributable to the inputs. Specifically, we are ignoring the uncertainty in calculations due to the possibility that the structure of the model might be deficient. We let Y denote the calculated output, which depends on the input vector, X, of length p through the computer model, h(*). Because proper values of the components of X may be unknown or imprecisely known, or because they can only be described stochastically, it seems reasonable to treat X as a random variable and to describe uncertainty about X with a probability function. Uncertainty in the calculation Y is captured by its own probability function, which is what we will study. In summary, then,
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For now, we will think of fz as known, although in practice, knowledge about it is at best incomplete.
We look to the probability distribution, f~, for answers to the question "What is the uncertainty in Y'?' That is to say, we can use the quantiles of the distribution of Y to construct probability intervals. Alternatively, one might use the variance of Y to quantify uncertainty. In either case, under the assumption that fy can be adequately estimated, questions answerable with quantiles or moments are covered. However, as has already been mentioned, the issue of how well f. is known will surely have to be addressed in practice.
We relate questions of importance of inputs to the probability distribution of Y. That is, we will consider questions like "Which variables really contribute to (or ailed) the probability distribution of the output?" What it means to be important is defied in somewhat of a backwards way as beii the complement of unimportant.
We say that a subset of inputs is unimportant if the conditional distribution of the output given the subset is essentially independent of the values of the inputs in the subset. We now examine these ideas in more detail.
Suppose that the vector X of inputs is partitioned into Xl and X2.
Corresponding to the partition, we write Y = h(x) = h(xl, xz) .
Furthermore, we assume that Xl and A'z are stochastically independent, meaning that xi wf~(z~)
, i= 1, 2
We address the question of the unimportance of X2 by looking at .fvl~, = distribution Y given X2 = X2 .
as compamd to~Y. We say that X2 is unimportant if fY rmd fy 1~, are not substantially different for all values of X2 of interest. Similarly, we say that Xl contains all the important inputs if XZ is unimportant. Of course, the actual way to compare fv and~yl., must be determined.
We use the term "screening" to mean au initial process of separating inputs into Xl, potentially important ones, and X2, potentially unimportant ones, In the next section, a simple method of partitioning the inputs, following
McKay, Beckman, Moore and Pickard (1992), will be discussed.
A SIMPLE SCREENING HEURISTIC
We now describe a simple, twestep screening process. The first step is to partition X into a set of "important" components, Xl, and a set of "unimportant" components, X2. The second step is a partial validation to estimate how the components in X2 actually change fY ICz, to be used to decide if X2 is really unimportant.
Partitioning the Input Set
We say that X2, a subset of X, is (completely) unimportant when the marginal distribution of Y, equals the conditional distribution of Y given X2. fy = fyi., for~1 ValW of X2 (1) A way to get an idea of how closely the equality in (1) holds is through the variance expression (2) which expresses the marginal variance of fy in terms of the conditional mean and variance of fu 1 ZZ. The variance of Y can be written as
Equality of the maqjnal and conditional distributions in
(1) implies that the conditional mean and variance are equal to their margimll counterparts for all values of XZ.
Specifically, the variance (over XJ of the conditional expectation in (2) is zero. It is unlikely, of course, that any (realistic set) of the inputs is completely unimportant. llhe~fore, the equality between marginal and conditional quantities will be true only in approximation, with the degree of approximation linked to the level of acceptance of the difference between the marginal and conditional distributions of the output, Y.
By inference, if Xl, the complement to X2, is (completely, singly) important, the conditional variance of Y given Xl is zero, and the variance of the conditional expectation of Y given XI is the marginal variance.
As before, these relations usually hold only in approximation.
Nevertheless, a comparison of terms in (2) will offer a way to look at the degree of importance.
The variance decomposition in (2) suggests a related identity from a one-way analysis of variance, in which the total sum of squares is written as the sum of two components, a "between level" component and a "within level" component.
It will be the analysis of variance approach we will use to suggest which components of X belong in X1 and which in X2. What we will do is to use r "replicate" Latin hypercube samples of size k. The same k values of each component of X will appear in each replicate but the matching within each one will be done independently.
The k values will correspond to the k levels in the sum of squares decomposition.
In an LHS as introduced by McKay, Conover and Beckman (1979) , when the inputs are continuous and stochaatically independent, the range of each component of X is divided into k intervals of equal probability content.
Simple modifications can be made to handle discrete inputs (McKay 1988) and dependence (McKay 1988 , Stein 1987 , Iman and Conover 1982 .
For a true LHS, a value is selected from each interval according to the conditional distribution of the component on the interval. For this application, it will be sufficient to use the probability midpoiut of the interval as the value. The k values for each input are matched (paired) at random to form k input vectors. For the replicates needed in this screening heuristic, r independent matchings of the same values are used to produce the n = k x r input vectors in total.
A design matrix, M, for an LHS is given in (3). Each column contains a random permutation of the k values for an input. Each row of the matrix corresponds to a random match a computer run. In general, the probability distribution of R2 will be unknown. To gain a little insight, however, suppose that we arbitrarily partition a random sample of size n from a normal distribution to form R2. (An arbitrary partition would correspond to Y independent of U.) The expected value of R2 is (k -I)/(n -1), which goes to zero with k/n as n increases. Thus, one might consider (k -I)/(n -1) as a working lower bound associated with a completely unimportant input.
Issues that still need to be addressed include the apportionment of n between r and k, the extension of the design and decomposition to more that one component at a time, and the interpretation of values of R2.
Whether or not one uses R2 or additional methods to develop the sets Xl and X2, there remains the issue of evaluating the partition to see how effective it is in satisfying (1). In fact, iterating between a partition and validation is what one would do in practice. The next section discussion validation.
Validation of the Partition
Very simply stated, in the validation step we look at Xl and X2 and try to assess how well the partition meets the objective of isolating the important inputs to Xl. We propose using a very elementary sequence of steps that begins with a sample design resembling Taguchi's (1986) inner array/outer.
1. Select a sample, S2, of the X25 and a sample, S1, of the Xls.
2.
For each sample element Z2 E S2, obtain the sample of Y corresponding to {Z2 @ Sl}.
3.
Calculate appropriate statistics for each sample in Step 2, e.g., T(zz), s~(xz) and Fy[z,.
4.
Compare the statistics and decide if the difference X2 makes is acceptable.
The differences seen in the statistics in Second, there may be regions where the interaction between X2 aud Xl in the model has a significant impact on the conditional distribution of Y. Although it has obvious deficiencies, LHS is an appropriate sampling method for generating S2 because it provides marginal stratification for each input in X2, meaning that the individual ranges within the components likely have been sampled adequately. Whether or not interaction between Xl and X2 will be detected is unknown. As m alternative to LHS, one might use an orthogonal array as described by Owen (1991) , which provides marginal stratification for all pairs of input variables.
APPLICATION
For an application of these methods, the reader is referred to McKay, Beckman, Moore and Plckard (1992) .
