Abstract Making inference on population structure from genotype data requires to identify the actual subpopulations and assign individuals to these populations. The source populations are assumed to be in Hardy-Weinberg equilibrium, but the allelic frequencies of these populations and even the number of populations present in a sample are unknown. In this chapter we present a review of some Bayesian parametric and nonparametric models for making inference on population structure, with emphasis on model-based clustering methods. Our aim is to show how recent developments in Bayesian nonparametrics have been usefully exploited in order to introduce natural nonparametric counterparts of some of the most celebrated parametric approaches for inferring population structure. We use data from the 1000 Genomes project (http://www.1000genomes.org/) to provide a brief illustration of some of these nonparametric approaches.
co-dominant marker loci presents an important problem in population genetics. In particular it is central to the understanding of human migratory history and the genesis of modern populations, while the associated admixture analysis of individuals is important in correcting the confounding effects of population ancestry in gene mapping and association studies. As allele frequencies are known to vary among populations of different genetic ancestry, similarly phenotypic variation, such as disease risk, is observed among group of different genetic ancestry. Population structure is also relevant in the analysis of gene flow in hybridization zones (Field et al., 2011) and invasive species (Ray and Quader, 2014) , conservation genetics (Wasser et al., 2007) and domestication events (Park et al., 2004) .
The advent of high density genotyping arrays and next generation resequencing technologies has led to the production of enormous quantity of data, offering an opportunity to investigate ancestry and genetic relationships among individuals in a population in unprecedented level of details. Nevertheless, this enormous quantity of available data poses new statistical and computational challenges. Making inference on population structure from genotype data requires to identify the actual subpopulations and, in particular, assign individuals to these populations. The source populations are assumed to be in the Hardy-Weinberg equilibrium, namely the likelihood of the genotype of an individual, conditional on its subpopulation of origin, is simply the product of the frequencies of its alleles in that population. The allelic composition of these populations and even the number of populations are unknown and, therefore, object of inference.
A full range of statistical approaches, parametric and nonparametric as well as frequentist and Bayesian, have been proposed for inferring population structure. Two of the prevailing approaches used to infer genetic ancestry from a sample of chromosomes are Principal Components Analysis (PCA) and Structured Association. PCA has been used to infer population structure from genetic data for several decades (Novembre and Stephens, 2008) and consists in projecting individuals in a lower dimensional space so that the locations of individuals in the projected space reflect the genetic similarities among them. Clusters of individuals in the projected space can be interpreted as genetic populations, while admixture of two populations results in sets of individuals lying along a line. PCA is a computationally efficient method which can handle large numbers of markers, and is useful for visualizing population structure. The first few principal components are often used to correct for population stratification in genetic association studies. PCA is implemented in EIGENSTRAT (Patterson et al., 2006) . In a structured association approach the goal is to explicitly infer genetic ancestry: individuals are assigned to subpopulation clusters, possibly allowing fractional cluster membership in the case of genetic admixtures. Techniques from model based clustering are usually employed.
In this chapter we focus on structured association methods, in particular concentrating on Bayesian approaches which model population structure and admixture using mixture models. An influential early Bayesian parametric mixture model has been proposed by Pritchard et al. (2000) . Specifically, assuming that marker loci are unlinked and at linkage equilibrium with one another within populations, each individual is assumed to come from one of K populations and alleles at dif-ferent loci are modeled conditionally independently given population specific allele frequencies. In the case of genetic admixtures, each individual is associated with proportions of its genome coming from different populations, while alleles at different loci are suitably modeled conditionally independently given the admixture proportions. Independent prior distributions on the allelic profile parameters of each population are introduced and full posterior inference is performed through Markov chain Monte Carlo (MCMC) algorithms. With regards to the determination of the number of extant populations K, Pritchard et al. (2000) proposed the use of model selection techniques based on marginal likelihoods, though it has been noted that such estimates are highly sensitive to the prior specification. Falush et al. (2003) improved the admixture model of Pritchard et al. (2000) by taking into account the correlations among neighboring loci. In particular Falush et al. (2003) model linked loci by using a Markov model which segments each chromosome into contiguous regions with shared genetic ancestry. This Markov model allows for the estimation of local genetic ancestry information from genotype data, as opposed to the global admixture proportions in Pritchard et al. (2000) . Such local ancestry estimation gives more fine-grained information about the admixture process. The nonparametric counterpart of the simple population structure model in Pritchard et al. (2000) is described in Huelsenbeck and Andolfatto (2007) , while the Hierarchical Dirichlet process of Teh et al. (2006) offers the Bayesian nonparametric extension of the admixture model. Recently, De Iorio et al. (2015) have proposed a Bayesian nonparametric counterpart of the linkage admixture model of Falush et al. (2003) . In particular the nonparametric approach provides a methodology for modeling population structure that simultaneously gives estimates of local ancestries and bypasses difficult model selection issues arising in the parametric models by Pritchard et al. (2000) and Falush et al. (2003) .
The chapter is structured as follows. In Section 2 we review the Bayesian parametric approaches introduced by Pritchard et al. (2000) and Falush et al. (2003) for modeling population structure with and without admixture and in presence of linked loci and correlated allele frequencies. In Section 3 we show how recent developments in Bayesian nonparametrics have been usefully exploited in order to introduce natural nonparametric counterparts of the parametric approaches by Pritchard et al. (2000) and Falush et al. (2003) . Some of these Bayesian nonparametric approaches are briefly illustrated using data from the 1000 Genomes project (http://www.1000genomes.org/). The goal of the 1000 Genomes project consists in finding most genetic variants that have frequencies of at least 1% in the populations under study by sequencing the genomes of a large number of individuals, providing in this way a valuable resource on human genetic variation.
Parametric Modeling
Suppose we sample N haploid individuals at L loci from a population with unknown structure. For simplicity we discuss the haploid case, extension to the diploid case is straightforward. We denote by X = (X (i) l ) 1≤i≤N,1≤l≤L the observed data, i.e., x (i) l is the genotype of individual i at locus l. Assuming K subpopulations characterized by a set of allele frequencies at each locus, and with K being fixed, in this section we review some Bayesian parametric models for making inference on the unknown population structure.
Models with and without admixture
We start by assuming that marker loci are unlinked and at linkage equilibrium with one another within populations. Let Z = (z (i) ) 1≤i≤N denote the unknown allocation vector which assigns each individual to a population of origin, i.e., z (i) denotes the population from which individual i originated. Let Q = (q k ) 1≤k≤K denote the unknown population proportions, i.e., q k is the proportion of individuals that originated from population k. Furthermore, let J l be the number of distinct alleles observed at locus l, and let P = (p kl j ) 1≤k≤K,1≤l≤L,1≤ j≤J l be the unknown allele frequencies in the populations, i.e., p kl j is the frequency of allele j at locus l in population k. Throughout this chapter we use "allele copies" to refer to an allele carried at a particular locus by a particular individual.
Under this framework Pritchard et al. (2000) introduced a model without admixture among populations, namely the genome of each individual is assumed to be originated entirely from one of the K populations. Given the population of origin of each individual, the genotype is generated by drawing alleles copies independently from the appropriate population frequency distribution. Formally, the model without admixture is specified as
l . This model can be easily extended to diploid or, in general, to polyploid data. For polyploid data the allocation variables z (i) 's along each of the chromosomes of individual i form independent vectors. We refer to Falush et al. (2003) for details.
The model (1)- (2) is completed by specifying a prior distribution for Q and P. As regard to Q, Pritchard et al. (2000) assumed that the probability that individual i originated in population k is the same for all k. Hence, they proposed to use the uniform distribution q k = 1/K, independently for all individuals. Different distributions for Q have been considered in Anderson and Thompson (2002) to model cases with some populations being more represented in the sample than others. As regard to P, Pritchard et al. (2000) followed Balding and Nichols (1995) and Ranalla and Mountain (1997) in using the Dirichlet distribution to model the allele frequencies at each locus within each populations, i.e.,
for the allele frequencies p kl· , independently for any k and l. Furthermore, they assumed λ i = 1 for all j = 1, . . . , J l , which gives a uniform distribution over the allele frequencies. By means of (2) and (3) Under this more general framework, Pritchard et al. (2000) introduced a model which allows for admixture: given the population of origin of each allele copies, the genotype is generated by drawing alleles copies independently from the appropriate population frequency distribution. Formally, the model with admixture is specified as follows Pr[z
The admixture model (4)- (5) is completed by specifying a prior distribution for Q and P. Pritchard et al. (2000) proposed the use of the Dirichlet distribution (3) for P, as for the model without admixture. The specification of a prior distribution for Q depends on the type and amount of mixed ancestry we expect to see. In particular Pritchard et al. (2000) proposed the use of a symmetric Dirichlet distribution to model the admixture proportions of each individual. Specifically, they specified the distribution
for the admixture proportions q (i) , independently for each individual. If α tends to 0 then the admixture model reduces to the model without admixture. Different distributions for Q have been considered in Anderson and Thompson (2002) .
The following MCMC scheme may be used to sample from Pr[Z, P, Q | X]. Start with initial values Z (0) for Z and, for m ≥ 1: i) sample P (m) and
and update α using a Metropolis-Hastings step. As before, for sufficiently large m and c, note that
2.2 Extensions: linked loci and correlated allele frequencies Falush et al. (2003) extended the admixture model of Pritchard et al. (2000) to allow for linkage between loci. In particular they considered the correlations in ancestry, which cause linkage disequilibrium between linked loci. This linkage disequilibrium naturally occurs because the chromosome is composed of a set of chunks that are derived, as intact units, from one or another of the ancestral populations. In order to model linked loci, Falush et al. (2003) assumed that the breakpoints between successive segments occur as a Poisson process at a rate r per unit of genetic distance, and that the population of origin of each chunk in individual i is independently drawn according to the vector q (i) , which continues to represent the admixture proportions of the i-th individual.
More formally the linkage admixture model of Falush et al. (2003) assumes that for each individual i the random variables z (i) l 's are dependent across l and, in particular, they form a reversible Markov chain. Specifically, for any positive r, one has the following specification
independently for each individual, where d l denotes the genetic distance from locus l to locus l + 1, assumed known. The admixture model (4)- (5) is recovered by letting r → +∞. We refer to Falush et al. (2003) for details on the MCMC scheme for sampling from Pr[Z, P, Q | X]. Falush et al. (2003) also introduce an extension of the admixture model of Pritchard et al. (2000) in order to allow for correlated allele frequencies, namely the allele frequencies in one population provide information about the allele frequencies in another population. Indeed it is expected that allele frequencies in closely related populations tend to be very similar. In order to model closely related populations, Pritchard et al. (2000) replaced the prior distribution (3) with
j is the mean sample frequency at locus l, and f (l) > 0 determines the strength of the correlations across populations at locus l. Clearly, when f (l) is large, the allele frequencies in all populations tend to be similar to the mean allele frequencies in the sample.
Alternatively, Falush et al. (2003) assume that the populations all diverged from a common ancestral population at the same time, but allow that the populations may have experienced different amounts of drift since the divergence event. Specifically, let p Al j be the frequency of allele j at locus l in a hypothetical ancestral population A. The K populations in the sample have each undergone independent drift away from the ancestral allele frequencies, at rates parameterized by F 1 , . . . , F K , respectively. More formally,
independently for each l. Note that the prior distribution has the same form as that used in the model with uncorrelated population frequencies. Then, conditionally on P A ,
independently for each population k and for each locus l. According to (10) the size of the parameter F k tells us about the effective size of population k during the time since divergence, with large values of F k indicating a smaller effective population size. We refer to Falush et al. (2003) for details on the MCMC scheme for sampling from Pr[Z, P, Q | X]. The Bayesian parametric approaches described in this section are implemented in STRUCTURE (http://pritchardlab.stanford.edu/structure.html), which is arguably the most widely used software for estimating genetic ancestry. The reader is referred to Pritchard et al. (2000) and Falush et al. (2007) for a description of the basic algorithms. Extensions can be found in Falush et al. (2007) and Hubisz et al. (2009) . ADMIXTURE (http://genetics.ucla.edu/software/admixture/index.html) is an alternative software which provides a faster implementation of a similar model to the one defined in STRUCTURE. In particular ADMIXTURE uses maximum likelihood inference to estimate population allele frequencies and ancestry proportions, rather than sampling from posterior distribution through MCMC algorithms. See, e.g., Alexander et al. (2009) 
Nonparametric Modeling
The Bayesian parametric models reviewed in Section 2 assume the number of populations K to be fixed. In order to deal with an unknown K, Pritchard et al. (2000) suggest a method based upon an ad hoc approximation of the marginal likelihood to determine the number of populations needed to explain the observations. In particular STRUCTURE is run for different values of K, and the number of populations is determined by the value of K which maximises the marginal likelihood of the data. Alternatively, ADMIXTURE uses a cross validation approach to estimate K, by fitting the model on a subset of genotype data and then predicting the excluded geno-types. Other parametric approaches have been proposed by Corander et al. (2003) , Corander et al. (2004) and Evanno et al. (2005) . In this section we review some Bayesian nonparametric models for making inference on population structure. In the nonparametric framework both the allocation vectors Z and the number of ancestral populations K are unknown.
Models with and without admixture
A Bayesian nonparametric counterpart of the model without admixture of Pritchard et al. (2000) has been proposed in Huelsenbeck and Andolfatto (2007) . This model makes use of the Dirichlet process by Ferguson (1973) , which allows both the assignment of individuals to populations and the number K of populations to be random variables. A simple and intuitive definition of the Dirichlet process follows from the stick-breaking construction introduced by Sethuraman (1994) . Specifically, let (v j ) j≥1 be a collection of independent Beta random variables with parameter (1, α 0 ), and let (θ i ) i≥1 be a collection of random variables, independent of (v j ) j≥1 , and independent and identically distributed according to a nonatomic probability measure G 0 . The discrete random probability measure Q 0 = ∑ j≥1 q j δ θ j , with q j = v j ∏ 1≤l≤ j−1 (1 − v l ), is a Dirichlet process with parameter α 0 G 0 .
Here and in the following discussion we denote with DP(α 0 , G 0 ) the distribution of a Dirichlet process with parameter (α 0 G 0 ). The Bayesian nonparametric model without admixture introduced by Huelsenbeck and Andolfatto (2007) can be specified as follows
and
for i = 1, . . . , N and l = 1, . . . , L. See, e.g., Dawson and Belkhir (2001) and Pella and Masuda (2006) for alternative Bayesian nonparametric models which exploit the Dirichlet process at the allocation level. The sample Z from Q 0 induces a random partition of {1, . . . , N} which determines the allocation of individuals into a random number K of populations with random frequencies (n 1 , . . . , n K ). The parameter α 0 determines the degree to which individuals are grouped together into the same population. Indeed, Blackwell and MacQueen (1973) show that
The allocation directed by the predictive distribution (13) can be intuitively described by means of the following Chinese restaurant metaphor. See, e.g., Aldous (1985) for a detailed account. Consider a Chinese restaurant with an unbounded number of tables. Each z (i) corresponds to a customer who enters the restaurant, whereas the distinct values θ j 's correspond to the tables at which the customers sit.
Customer i sits at the table indexed by θ j with probability proportional to the number n j of customers already seated there, in which case we set z (i) = θ j , and it sits at a new table with probability proportional to α 0 , in which case we increment K by 1, draw θ K from G 0 and set z (i) = θ K . The approach of Huelsenbeck and Andolfatto (2007) is implemented in STRUC-TURAMA (http://cteg.berkeley.edu/structurama/). Posterior inference is performed through an MCMC scheme which aims at determining the mean partition, a partitioning of individuals among populations which minimizes the squared distance to the sampled partitions. To illustrate the model (11)- (12), we consider 305 individuals from the 1000 Genomes project. The sample is composed of 95 chromosomes with European ancestry (CEU), 107 chromosomes of African (YRI) origin and 103 individuals of East Asian (CHB) ancestry. In order to phase the genotype data we use SHAPEIT2 (http://mathgen.stats.ox.ac.uk/genetics software/shapeit/shapeit.html), providing a sample of 610 haplotypes. We have analyzed a collection of 1000 bi-allelic loci from chromosome 2. Posterior inference on the number of populations in the sample is shown in the left panel of Figure 1 . The posterior distribution of K has its mode in 3, which is the true number of populations present in the sample. We have also run the model without admixture implemented in STRUCTURE for each value of K, K = 1, . . . , 6. The right panel of Figure 1 shows the estimated log Pr(Data | K). Note that the value K = 3, 4 seems to maximizes the model log-likelihood. With this regards, it is worth pointing out that Pritchard et al. (2000) warn against possible drawbacks of using this criterion and to interpret the results with caution and give suggestions for improvement.
A Bayesian nonparametric counterpart of the linkage admixture model of Falush et al. (2003) has been recently introduced and investigated in De Iorio et al. (2015) . This model extends the hierarchical Dirichlet process introduced by Teh et al. (2006) . The hierarchical Dirichlet process is defined as a distribution over a collection of discrete random probability measures. Specifically, let α 0 and α be positive constants and let G 0 be a nonatomic probability measure. The hierarchical Dirichlet process defines a set of local discrete random probability measures (Q i ) i∈{1,...,N} , for some index N ≥ 1, and a global discrete random probability measure Q 0 such that Q 0 is a Dirichlet process with parameter α 0 G 0 and, given Q 0 , (Q i ) i∈{1,...,N} is a collection of independent Dirichlet processes, each one with the same parameter αQ 0 . Because the global Q 0 has support at the points (θ i ) i≥1 , each local random probability measure Q i necessarily has support at these points as well, and thus can be written as Q i = ∑ j≥1 q i j δ θ j , with q i j = w i j ∏ 1≤l≤ j−1 (1 − w il ), where (w i j | v 1 , . . . , v j ) j≥1 are independent random variables from a Beta distribution with parameter (αv j , α(1 − ∑ 1≤l≤ j v l )). Note that the Dirichlet process with parameter α 0 G 0 is recovered by letting α → 0.
Due to the sharing of atoms among discrete random random probability measures, the hierarchical Dirichlet process is the natural generalization of the Dirichlet process to model linked sets of admixture proportions and constitutes the Bayesian nonparametric counterpart of the admixture model defined in (4)-(5). Individual genotypes will have portions that arise from different populations which are shared among individuals. The hierarchical Dirichlet process models the allocation vector Z = (z (i) l ) 1≤i≤N,1≤l≤L that specifies the populations of origin of the allele copies. Accordingly, the resulting Bayesian nonparametric "admixture" model can be specified as follows
for i = 1, . . . , N and l = 1, . . . , L. Note that the hierarchical Dirichlet process prior assumption allows to model Z in terms of an unknown number of populations K with unknown frequencies that are shared out across individuals; each individual's genome is then modeled according to an unknown number of populations with unknown allocation frequencies. For polyploid data the z's along each of the chromosomes of individual i are assumed to be independent. The allocation mechanism induced by the hierarchical Dirichlet process can be intuitively described by the following generalization of the Chinese restaurant metaphor. Consider a finite collection of Chinese restaurants, one for each index i ∈ {1, . . . , N}, with a shared menu. Each z
t be the t-th table in restaurant i and let θ k denote the k-th dish. If n itk is the number of customers in restaurant i seated around the table t and being served dish k, m ik is the number of tables in restaurant i serving the dish k, and K is the number of unique dishes served in the franchise, then
where n it· = ∑ k n itk and m i· = ∑ k m ik . In other words the customer z t with probability proportional to the number of customers n it· already seated there, in which case we set z
t , and it sits at a new table with probability proportional to α, in which case we increment m i· , set n im i· · = 1, draw
m i· · is drawn from Q 0 and this is the only reference to Q 0 in the predictive (16). In particular, one has
where m ·k = ∑ i m ik and m ·· = ∑ i ∑ k m ik . In other words, to table ψ
t it is assigned the dish indexed by θ k with probability proportional to the number of tables which have previously served that dish in the franchise, in which case we set ψ (i) t = θ k , and it is assigned a new dish with probability proportional to α 0 , in which case we increment K, draw θ K from G 0 and set ψ (i) t = θ K . Dishes are chosen with probability proportional to the number of tables which have previously served that dish in the franchise. We refer Teh et al. (2006) for additional details.
We have fitted the hierarchical Dirichlet process admixture model (14)- (15) to a set of 188 phased haplotypes from the Colombian (CLM) sample in the 1000 Genomes project. We have considered a collection of 500 bi-allelic loci from chromosomes 2. A value of K = 3 covers 99% of the typed loci across individuals. This is in agreement with what is known about Colombian ancestry. Latin America has a well-documented history of extensive mixing between Native Americans and people arriving from Europe and Africa. This continental admixture, which has occurred for the past 500 years (or about 20-25 generations), gives rise to haplotype blocks. For example, in Figure 2 we show posterior inference for the allocation of loci on a segment of chromosome 2 to one of the three major ancestral populations detected in the sample. The results are based on the Maximum A Posteriori clustering configuration. Notice the mosaic structure of the chromosomes. Recently, De Iorio et al. (2015) propose the Bayesian nonparametric counterpart of the linkage admixture model defined in (7)-(8), allowing for dependence in the allocation vector z (i) . Specifically, let d l denotes the genetic distance from locus l to locus l + 1, and let s (i) l be a binary random variable which denotes whether locus l and locus l + 1 are on the same segment (s
. The Bayesian nonparametric linkage admixture model of De Iorio et al. (2015) can be specified as follows
for i = 1, . . . , N and l = 1, . . . , L. Q i describes the proportion of the alleles on x (i) coming from each of the populations, as well as the parameters of the populations. Given Q i , the sequence x (i) is modelled by (i) first placing segment boundaries according to an nonhomogeneous Poisson process with rate d l r (ii) and then generating alleles on each segment by picking a population according to Q i and sampling the alleles according to the population specific distribution. The model of Huelsenbeck and Andolfatto (2007) is obtained by letting r → +∞ and α → 0. By letting r → +∞ one obtains the standard hierarchical Dirichlet process. We would like to conclude this section with a note of caution. In particular, within the Bayesian nonparametric settings, inference on K can be sensitive to the choice of the prior on the number of populations, in particular to the prior specification on α and α 0 , as well as on the λ i 's. We note that as the number of sequences and/or markers increases the model tends to generate spurious clusters, i.e. clusters with very few individuals in them. This is in agreement with recent results on the clustering properties of the Dirichlet Process. See, e.g., Miller and Harrison (2014) for details. Nevertheless, the number of clusters explaining the majority of the data, i.e. 95-99%, is quite robust to prior specifications. In general, the biological interpretation of K is difficult. See, e.g., Pritchard et al. (2000) and references therein for a detailed discussion. See Fritsch and Ickstadt (2009) for a description of methods for summarizing posterior clustering output.
The MCMC algorithm
We briefly present the MCMC algorithm for posterior sampling from the Bayesian nonparametric linkage admixture model (18)-(19). The conditional distributions of (Q i ) 0≤i≤N , given (z 
. . , N, where Q 0 is independent of (q 01 , . . . , q 0K * , w 0 ) and Q i is independent of (q i1 , . . . , q iK * , w i ). Let n ik be the number of chunks in z (l) l that are assigned to population k, and let m ik be a random variable such that m ik = 0 if n ik = 0 and m ik ∈ {1, . . . , n ik } if n ik > 0. Moreover, let us define n 0k = ∑ 1≤i≤N m ik . Then, we have
Equations (20) and (22) form a hierarchy of Dirichlet distributions while Equations (21) and (23) form a hierarchy of Dirichlet processes. The two hierarchies are independent. The reader is referred to Teh et al. (2006) for a detailed account on Equations (20), (21), (22) and (23). In order to sample from (21) and (23), De Iorio et al. (2015) adopted the slice sampling approach of Walker (2007) . See also Papaspiliopoulos and Roberts (2008) . The slice sampling allows to truncate the series representations of Q 0 | (n ik , m ik ) 0≤i≤N,1≤k≤K * and Q i | (n ik , m ik ) 0≤i≤N,1≤k≤K * , G 0 while retaining exactness in sampling from them. The idea consists in introducing an auxiliary random variable C i , the so-called slice variable, such that
Conditionally on C i , only the atoms with mass above the minimum threshold min i C i need to be simulated. This can be easily achieved by using the stick-breaking representation until the left-over mass falls below the threshold. We refer to De Iorio et al. (2015) for additional details on the implementation of the slice sampling for (21) and (23).
Finally, forward-filtering backward-sampling can be used to update the latent state sequences (z
. Note that, conditionally on C i , only populations with q i,k > C i will have positive probability of being selected, so that the the forward-filtering backward-sampling is computationally tractable. However, as the random variable C i depends on the latent state sequences (z (i) l ) 1≤i≤N,1≤l≤L and (s (i) l ) 1≤i≤N,1≤l≤L , conditioning on C i introduces complex dependencies among the latent state variables which precludes an exact and efficient forward filtering algorithm. De Iorio et al. (2015) proposed instead to ig-nore the dependencies caused by the slice variable, and use the resulting efficient forward-filtering backward-sampling as a Metropolis-Hasting proposal. The forward-filtering backward-sampling has a computational scaling of the order O(LK i ), linear in both the number L of loci and potential populations K i , and it represents the most computationally expensive part of the MCMC algorithm. MATLAB software implementing this MCMC scheme is available at http://BigBayes.github.io/HDPStructure.
Discussion and Concluding Remarks
The analysis of population stratification is an increasingly important component of genetic studies. Many different methods have been proposed in the literature and often software implementing such methods has been developed and made publicly available. The main goals of population structure analysis can be summarized as follows: detection of population structure in a sample of chromosomes, estimation of the number of populations present in a sample and consequent assignment of individuals to sub-populations. In the case of genetic admixtures scientific interest focuses on inferring the number of ancestral population to a sample, estimating ancestral population proportions to admixed individuals and identifying the genetic ancestry of chromosomal segments within an individual. No single method is able to deal with the variety of research questions relating to genetic ancestry and it is helpful in applications to use a combinations of approaches.
In this chapter we have reviewed model-based clustering methods for population structure within a Bayesian framework. We have shown how the initial parametric modeling strategies have a natural counterpart in Bayesian nonparametrics, which allows for joint estimation of the number of ancestral populations and the population allocation vector for each individual. In this framework, posterior inference is usually performed through MCMC algorithms. These methods can be used for both haplotype and genotype data, although in the latter case at an extra computational cost. It is in theory straightforward to include further prior information such as geographical locations of sampled chromosomes, ethnicity and phase information. Moreover, it is possible to pre-specify the population of origin of some individuals to aid ancestry estimation for individuals of unknown origin and also to include phenotype information. The inferred clustering structure will generally be sensible and able to explain most of the variability in the data, but clusters will not necessarily correspond to "real" populations and biological interpretation of the number of clusters is often difficult, as pointed out in Pritchard et al. (2000) .
