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Water-leaving reflectance (ρw) data from the European Space Agency ocean colour
sensor Medium Resolution Imaging Spectrometer (MERIS) was validated with in situ
ρw between October 2008 and November 2011, off Sagres on the southwest coast of the
Iberian Peninsula. The study area is exceptional, since Stations A, B, and C at 2, 10, and
18 km offshore are in optically deep waters at approximately 40, 100, and 160 m,
respectively. These stations showed consistently similar bio-optical properties, character-
istic of Case 1 waters, enabling the evaluation of adjacency effects independent of the
usual co-varying inputs of coastal waters. Using the third reprocessing of MERIS with
the standard MEGS 8.1 processor, four different combinations of procedures were tested
to improve the calibration between MERIS products and in situ data. These combina-
tions included no vicarious adjustment (NoVIC), vicarious adjustment (VIC), and, for
mitigating the effects of land adjacency on MERIS ρw, the improved contrast between
ocean and land (ICOL) processor (version 2.7.4) and VIC + ICOL. Out of approximately
130 potential matchups for each station, 38–77%, 74–86%, and 88–90% were achieved
at Stations A, B, and C, respectively, depending on which of the four combinations were
used. Analyses of ρw comparing these various procedures, including statistics, scatter
plots, histograms, and MERIS full-resolution images, showed that the VIC procedure
compared with NoVIC produced minimal changes to the calibration. For example, at the
oceanic Station C, the regression slope was closer to unity at all wavelengths with
NoVIC compared to VIC, whereas, with the exception of wavelengths 412 and 443 nm,
the intercept, mean ratio (MR), absolute percentage difference (APD), and relative
percentage difference (RPD) were better with NoVIC. The differences for MR and
APD indicate that there was marginal improvement for these two bands with VIC, and
an over-adjustment with RPD. ICOL also showed inconsistent results for improving the
retrieval of the near-shore conditions, but under some conditions, such as ρw at wave-
length 560 nm, the improvement was striking. VIC + ICOL showed results intermediate
between those of VIC and ICOL implemented separately. In relation to other validation
sites, the offshore Station C at Sagres had much in common with the Mediterranean deep
water, BOUSSOLE buoy, although the matchup statistics between MERIS ρw and in situ
ρw were much better for Sagres than for BOUSSOLE. Strikingly, the matchup statistics
for ρw at Sagres were very similar to those for the Acqua Alta Oceanographic Tower
(AAOT), where the AAOT showed more scatter at 412 nm, probably because of the
atmospheric correction where the aerosol optical thickness is higher at the AAOT.
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Conversely, Sagres showed much greater scatter at 665 nm in the red as the values were
generally close to the limits of detection owing to the clearer waters at Sagres compared
to the more turbid waters at the AAOT.
1. Introduction
It is essential to understand oceanic and coastal processes in an era of global change partly
driven by human activities (Newton and Icely 2008), and it is probable that only through
remote sensing of key drivers, such as wind conditions, sea surface temperature, and
primary production, that the necessary temporal and spatial data can be obtained to
achieve this understanding. For example, remote sensing of ocean colour over the last
30 years (Platt et al. 2008) has provided synoptic information on primary production
(Behrenfeld et al. 2006; Field et al. 1998), detection of algal blooms (Ahn and
Shanmugam 2006; Carvalho et al. 2011), physical oceanography (McClain et al. 2002),
fisheries biology (Santos 2000), sediment transport (Eleveld et al. 2008), and coastal
management (Banks et al. 2012; Platt and Sathyendranath 2008).
Considering the diversity of applications for remote-sensing data, it is important that
satellite products are accurate and that they can be compared between different sensors.
Combining internal calibration procedures for the satellite sensors with vicarious calibra-
tion, based on in situ measurements, provides a useful approach for checking the accuracy
of remote-sensing products (Morel 1998). This calibration is a continuous programme
during the lifetime of a sensor for analysing field data together with instrument parameters
to obtain values for the uncertainties of the derived satellite products (Antoine, d’Ortenzio,
et al. 2008; McClain et al. 1992). In the specific case of ocean colour, this approach was
developed by the Ocean Biology Processing Group (OPBG) for the National Aeronautics
and Space Administration (NASA), since the launch of the proof-of-concept Coastal Zone
Scanner (CZCS) by NASA and their subsequent colour sensors including the Sea-viewing
Wide Field-of-view Sensor (SeaWiFS) and the Moderate Resolution Spectroradiometer
(MODIS) (Bailey and Werdell 2006). Essentially, the integrated instrument and atmo-
spheric correction system are adjusted to retrieve normalized water leaving radiances that
are in agreement with in situ measurements (Bailey and Werdell 2006; Antoine,
d’Ortenzio, et al. 2008; Franz et al. 2007). These comparative measurements are subse-
quently stored in databases such as the SeaWiFS Bio-optical Archive and Storage System
(SeaBASS) (Hooker et al. 1994).
In the case of the Medium Resolution Imaging Spectrometer (MERIS), which is the
ocean colour sensor launched on the ENVISAT satellite by the European Space Agency
(ESA), vicarious calibration was initially not considered necessary due to the rigorous
characterization of the sensor before its launch, and the improvement of the on-board
calibration systems compared to other missions (Antoine, d’Ortenzio, et al. 2008).
However, this opinion has altered in recent years to the view that vicarious calibration
should be used for MERIS (Kwiatkowska et al. 2008; McCulloch, Barker, and Zibordi
2010; Zibordi, Mélin, and Berthon 2006).
The validation activities for these ocean colour sensors are based on long-term
calibration reference stations, which include the Marine Optical Bouy (MOBY;
Broenkow, Clark, and Yarbrough 1996) off Hawaii in the Pacific Ocean, the Acqua
Alta Oceanographic Tower (AAOT; Zibordi et al. 2002, Zibordi, Mélin, and Berthon
2006; Zibordi et al. 2013) in the Adriatic Sea, and the Bouée pour l’acquisition de Séries
Optiques à Long Terme (BOUSSOLE; Antoine, Guevel, et al. 2008) off Nice in the
Mediterranean. However, these reference stations have limited geographical coverage and
2348 S.C.V. Cristina et al.
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there are regional differences for optical characteristics (Dowell and Platt 2009) through-
out the oceans (Longhurst 1998, 2006). Therefore, it is important to have validation
activities covering other regions. Using MERIS as an example, there are additional
validation sites from the Baltic Sea (Kratzer, Brockmann, and Moore 2008), the
Skagerrak (Sørensen, Aas, and Høkedal 2007), the North Sea (Petersen et al. 2008;
Ruddick et al. 2008), and areas outside Europe, such as China (Cui et al. 2010).
A recent addition to these sites is Sagres along the southwest coast of the Iberian
Peninsula (Figure 1). The locations of the in situ stations selected for validation measure-
ments are at 2, 10, and 18 km offshore and at respective depths of 40, 100, and 160 m along
a north to south transect (37° 00′ 34″ N; 8° 54′ 07″ W), perpendicular to the coast off Sagres
(A, B, and C in the inset of Figure 1). Station C has been selected as a validation site
because of its potential to achieve a high frequency of measurements close in time between
in situ stations and satellites, commonly called matchups. Furthermore, in terms of location
and adjacency contamination, Station C has many similarities to the Venice AAOT,
although in contrast to the Sagres site, the Venice AAOT is only at a depth of 17 m and
is bio-optically more complex (Zibordi et al. 2009). Closer to the shore at Sagres, Stations A
and B have been added specifically to address adjacency contamination. Zibordi et al.
(2009) suggest from a theoretical analysis that observations between 9 and 18 km might be
suitable for validation studies despite potential perturbations from adjacency effects on the
satellite products. Indeed, they also suggest that in situ measurements close to the coast are
valuable for supporting studies on minimizing these adjacency effects.
Figure 1. Satellite image of MERIS algal pigment index 1 (API 1) for the southwest coast of
Portugal with the inset showing locations of Stations A (37° 00′ 39″ N and 8° 53′ 58″ W), B (36° 56′
06″ N and 8° 52′ 48″ W), and C (36° 51′ 33″ N and 8° 50′ 16″ W) off the peninsula at Sagres.
International Journal of Remote Sensing 2349
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The validation work at Sagres is focused on the MERIS sensor, which had been
operational since the launch of ENVISAT in 2002 (Rast, Bezy, and Bruzzi 1999) until
contact was lost with the satellite in April 2012. This sensor provided spectral information
in 15 bands from 412 to 890 nm, with reduced spatial resolution (RR) at 1200 m and full
spatial resolution (FR) at 300 m. A preliminary validation of MERIS with in situ water-
leaving reflectances (ρw) from Sagres was reported by Cristina et al. (2009), where five days
of matchups were achieved during the last six months of 2008. Their study concludes that
there is a wide scatter in the data, especially at the blue wavelengths, and that the satellite-
derived marine reflectance near the coast is underestimated due to error in the atmospheric
correction caused by Rayleigh and aerosol scattering from the nearby land surface (Santer
2010).
In this current study, matchup data for in situ and MERIS ρw from the standard
MERIS processor MEGS 8.1 will be compared to test the efficacy of different combina-
tions in the processing chain for all the viewing and oceanic conditions at Sagres. These
combinations include no vicarious adjustment (NoVIC) and vicarious adjustment (VIC);
we use the term vicarious adjustment, rather than vicarious calibration, as Lerebourg et al.
(2011) use VIC to adjust internally the Level 2 Ocean branch processing and not to
modify the Level 1 top of atmosphere (TOA) radiometric calibration. The VIC procedure
adopted for MERIS (Lerebourg et al. 2011) follows a methodology similar to that of Franz
et al. (2007), using data from the South Pacific gyre and Southern Indian Ocean for
calibration in the near infrared (NIR) and using data from MOBY, and additional clear-
water validation sites for the calibration at visible wavelengths. The adjustment is applied
to TOA reflectances that are calibrated and corrected for glint. The bands 709 and 779 nm
in the NIR are used for reference, whereas coefficients are used to derive the remaining
NIR bands. The greatest differences between the reference and the derived bands occur at
865 and 885 nm (Figure 2). Lerebourg et al. (2011) ascribe these changes to possible
residual stray light in the sensor; however, errors in glint correction may be an alternative
explanation. The coefficients for the visible wavelengths are derived using the entire
processing chain and tend to show a stronger effect in the blue wavelength. The net effect
of these changes is to bring the radiometry closer to the 1:1 relationship for clear-water
Figure 2. Gain spectra at 95% confidence limits for MERIS third reprocessing used for VIC
(adapted from Lerebourg et al. (2011)).
2350 S.C.V. Cristina et al.
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sites (MQWG 2012). There are, however, concerns about the adjustment, since there are
offsets in the mean monthly remote-sensing reflectance (Rrs) ratios for MODIS and
SeaWiFS (MQWG 2012), and because there is a reduction in valid matchups compared
to the second reprocessing (MQWG 2011). It is also important to note that most of the
differences between these coefficients at different wavelengths are not statistically sig-
nificant at the 95% confidence level (Figure 2).
An additional combination to the MERIS processing chain is the Improved Contrast
between Ocean and Land (ICOL) processor, which has been implemented to correct for
adjacency effects. These have been extensively studied by Santer and Schmechtig (2000),
using 5S model calculations to demonstrate that the influence of adjacency is the strongest
close to shore but can still be significant up to 20 km offshore, depending on the relative
contributions of Rayleigh and aerosol scattering. Where Raleigh scattering dominates, the
effects are seen further offshore owing to the higher scale height of Rayleigh scattering
compared to that of aerosol scattering. This effect should be corrected by ICOL (Santer
2010; Santer and Zagolski 2009), which computes the TOA signal by removing the signal
from the adjacent land pixels, thereby providing a product that can be used in ocean
colour processors. Since VIC is also applied to the entire processing chain, and ICOL
substantially changes the processing in near-shore waters, the effect of ICOL is tested in
this study both without vicarious adjustment (ICOL) and with vicarious adjustment
(VIC + ICOL).
The development of good-quality remote-sensing products for monitoring these
waters, particularly near the coast, would have important economic benefits for this
region, where there is commercial fishing, a rapidly expanding aquaculture industry,
and tourism based on cetacean and bird watching, recreational fishing, diving, and surfing
(Loureiro, Newton, and Icely 2005, Loureiro et al. 2011).
2. Study area
2.1. General description
The coast at Sagres has a characteristic narrow continental shelf that descends rapidly to
depths of over 1000 m at the continental slope. As the summer months are dominated by
northerly winds, an offshore Ekman transport drives an upwelling of relatively cool,
nutrient-rich, subsurface waters along the west coast; after a prolonged period of northerly
winds, upwelled waters will circulate around Cape Saint Vincent at the southwestern tip of
the Iberian Peninsula and flow eastwards along the southern shelf, including the Sagres
area (Loureiro, Newton, and Icely 2005; Relvas and Barton 2005; Relvas et al. 2007).
These changes in water masses induce variations in the productivity and the bio-optical
properties of the waters around Sagres. Although the subject of this article is radiometric
reflectances, the bio-optical properties should be known for Sagres to facilitate the
interpretation of radiometric measurements.
2.2. Bio-optical properties
During the deployment of the radiometer, water samples were taken using a Niskin bottle
at three depths (0 m, ½ Secchi depth, and 1 Secchi depth). The processing of these
samples and subsequent chemical analysis are described in more detail in Cristina et al.
(2010) and Goela et al. (2013). The water samples were essentially treated to obtain in situ
values for standard MERIS products including: algal pigment index 1 (API 1)
International Journal of Remote Sensing 2351
D
ow
nl
oa
de
d 
by
 [N
or
sk
 In
st 
fo
r L
uf
tfo
rsk
nin
g]
 at
 02
:04
 29
 Ja
nu
ary
 20
15
 
corresponding to the total concentration of chlorophyll a and its degradation products;
algal pigment index 2 (API 2) corresponding to only chlorophyll a concentration; and
total suspended matter (TSM). The statistics for these variables are shown in Table 1 and
also include the following: water transparency; the spectral diffuse attenuation coefficient,
Kd(490); and the absorption coefficients at 443 nm for phytoplankton (aph), non-algal
particles (anap), and yellow substance (ays). All three stations are characterized by low
turbidity, with mean Secchi depths of between 11.0 and 16.5 m. The means of the Kd(490)
range between 0.08 and 0.13 m−1, with minimum and maximum values of 0.03 and 0.25 m−1,
and relate to the means for API 1 of between 0.08 and 2.27 mg m−3. The three stations tend to
show increasing productivity towards the shore withmeanAPI 1 increasing from 0.50mgm−3
at Station C to 0.91 mg m−3 at Station A. Log Kd(490) is correlated with log API 1, with a
coefficient of determination (R2) of 68.2%. This relationship can be expressed as in
Equation (1):
Kdð490Þ ¼ χð490Þ½Chleð490Þ þ Kwð490Þ; (1)
where [Chl] is defined identically as API 1 (Morel and Antoine 1994; Morel and
Maritorena 2001), with values χ = 0.072 and e = 0.689 (Morel and Maritorena 2001),
and Kw is the diffuse attenuation coefficient for pure water. In this study, χ = 0.094 ±
0.009 and e = 0.654 ± 0.102, where the value of χ is significantly higher, indicating that
the Kd(490) is slightly lower than expected for a given pigment value, and e is not
significantly different from the Morel and Maritorena value. However, the values for
Sagres are based on a much lower sample number and dynamic range than from the Morel
and Maritorena study and, as such, are subject to outliers. The Kd(490) versus [Chl]
Table 1. Statistics for the bio-optical properties at Stations A, B, and C. Spectral diffuse attenua-
tion coefficient at 490 nm (Kd(490)); algal pigment index 1 – total chlorophyll a and its degradation
products (API 1); total suspended matter (TSM); absorption coefficient at 443 nm for phytoplankton
(aph); absorption coefficient at 443 nm for non-algal particles (anap); and absorption coefficient at
443 nm for yellow substance (ays).
Station A Station B Station C
Depth Average ± SD 41.1 ± 7.0 104.4 ± 3.3 160.3 ± 40.5
(m) Min. – Max. 32.3–57.0 96.0–109.0 103.0–242.0
Transparency Average ± SD 11.0 ± 2.8 14.6 ± 5.7 16.5 ± 6.1
(m−1) Min. – Max. 7.0–16.5 7.0–29.0 7.0–31.0
Kd(490) Average ± SD 0.13 ± 0.05 0.09 ± 0.05 0.08 ± 0.04
(m−1) Min. – Max. 0.06–0.25 0.04–0.22 0.03–0.18
API 1 Average ± SD 0.91 ± 0.63 0.71 ± 0.54 0.50 ± 0.34
(mg m−3) Min. – Max. 0.10–2.27 0.09–2.10 0.08–1.17
TSM Average ± SD 1.87 ± 0.61 1.79 ± 0.61 1.76 ± 0.63
(ug.–l) Min. – Max. 0.80–3.00 0.70–2.90 0.45–2.80
aph (443) Average ± SD 0.06 ± 0.03 0.05 ± 0.04 0.04 ± 0.03
(m−1) Min. – Max. 0.01–0.12 0.01–0.15 0.01–0.13
Total % (Average ± SD) 48.4 ± 16.5 45.4 ± 20.3 46.8 ± 21.5
anap (443) Average ± SD 0.01 ± 0.01 0.01 ± 0.01 0.00 ± 0.00
(m−1) Min. – Max. 0.00–0.03 0.00–0.04 0.00–0.02
Total % (Average ± SD) 8.8 ± 6.6 8.8 ± 9.5 6.4 ± 7.4
ays (443) Average ± SD 0.05 ± 0.03 0.06 ± 0.04 0.04 ± 0.03
(m−1) Min. – Max. 0.01–0.12 0.01–0.16 0.00–0.11
Total % (Average ± SD) 42.8 ± 18.4 45.8 ± 21.1 46.8 ± 22.4
2352 S.C.V. Cristina et al.
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relationship is comparable with the Gordon and Morel (1983) definition of Case 1 versus
Case 2 waters.
The absorption coefficients at 443 nm for aph, anap, and ays are presented in Figure 3
using the ternary diagrams classification proposed by Prieur and Sathyendranath (1981).
In general, the properties at the three stations at Sagres are similar over an individual
sampling campaign. Furthermore, the percentage differences between aph, anap, and ays
are, respectively, 48, 9, and 43 for Station A and 47, 6, and 47 for Station C (Table 1),
confirming that there are only limited differences between the coastal and offshore
stations, and that these Case 1 waters are dominated by phytoplankton and yellow
substances. The proportion of ays is comparable with that in the NOMAD database
(Werdell and Bailey 2005), where the value is 42.2 ± 17.2.
3. Data and methods
The validation campaigns for this study at Sagres have taken into account the seven key
recommendations by Bailey and Werdell (2006) for the validation of ocean colour
sensors: (1) use a consistently processed in situ data set; (2) eliminate suspect in situ
data (e.g. from optically shallow waters) from the validation set; (3) use a narrow time
window for determining coincidence (i.e. no more than ±3 h) between in situ and satellite
data records; (4) use native resolution satellite products (i.e. avoid sub-sampled data); (5)
use the mean of a 5 × 5 pixel box centred on the in situ location; (6) mask satellite pixels
appropriately on the Level 2 flags; and (7) use a homogeneity test to minimize the impact
of geophysical variability in the 5 × 5 pixel box on the mean of satellite measurements.
The measurements for radiometric, atmospheric, and water variables in this study
are consistent with the protocols for the validation of MERIS products (Barker 2011
see: http://hermes.acri.fr/mermaid/dataproto/CO-SCI-ARG-TN-0008_MERIS_Optical_
Measurement_Protocols_Issue2_Aug2011.pdf, and Doerffer, 2002 see: https://earth.
esa.int/workshops/mavt_2003/MAVT-2003_801_MERIS-protocols_issue1.3.5.pdf).
3.1. In situ radiometric data
In situ radiometric measurements were collected between October 2008 and November
2011 from Stations A, B, and C. The radiometer used for these measurements was a
tethered attenuation coefficient chain sensor (TACCS) manufactured by Satlantic Inc.,
Halifax, NS, Canada, comprising a floating buoy encasing a hyperspectral surface irra-
diance sensor Es(λ) and a subsurface radiance sensor Lu(λ) located 0.62 m below the
surface, as well as a tethered attenuation chain (K-chain) supporting four subsurface
irradiance sensors Ed(z) attached at nominal depths (z) of 2, 4, 8, and 16 m. Initially, Ed
(z) was measured only at 490 nm, but after an upgrade in 2010, Ed(z) was also measured
at 412, 560, and 665 nm. A compass with a pitch and roll sensor was also incorporated in
the TACCS during the upgrade of the sensors. The small size of the TACCS and the
flexible attenuation chain allowed rapid deployment of the instrument from small boats
for responsive sampling during campaigns for satellite matchups (Moore, Icely, and
Kratzer 2010).
The in situ measurements were timed to coincide with the MERIS overpass within
±30 minutes at Station A and within ±1.5 hours at Stations B and C. At each site, the
TACCS was deployed up to 20 m clear of the boat to avoid interference to the light
pattern from the shadow of the boat. After a period of acclimatization to the water
temperature, the instrument recorded five sets of data, each for 2 min, at a rate of
International Journal of Remote Sensing 2353
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Figure 3. Ternary diagram for Stations A, B, and C showing the relative contribution of absorption
coefficients at 443 nm for the absorption by phytoplankton (aph), the absorption by non-algal particles
(anap), and the absorption by yellow substance (ays). Each measurement is represented by (+).
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approximately one sample per second (depending on the integration time). The hyper-
spectral sensors have shutters that provide dark readings at the same integration time as
the light readings, approximately every three seconds. These data were interpolated to
provide the dark offset for the spectra between wavelengths (λ) of 350 and 800 nm. For
the Ed(z) sensors, dark readings were taken immediately post-deployment so that tem-
perature effects were minimized.
The location and meteorological data at each sampling site were recorded continu-
ously during the deployment of the radiometer with an Airmar PB150 ultrasonic weather
station (Milford, NH, USA). At each station, the atmospheric conditions were also
recorded with a MICROTOPS II sunphotometer (version 5.5; Solar Light Company
Inc., Glenside, PA, USA) to provide data on atmospheric pressure, water vapour, and
aerosol optical thickness (AOT) at the wavelengths 380, 500, 870, 936, and 1020 nm.
Activities related to water variables have been introduced in Section 2.2.
3.2. Processing in situ radiometric data
The raw data from each sensor were converted from binary to calibrated engineering units
using Satlantic SatCon software that could then be visually screened for stability over
each cast and rejected if there were excessive noise artefacts. Since the spectrographs had
slightly different spectral sampling points, the two hyper-spectral sensors were co-aligned
by linear interpolation to a 1 nm grid. The data from the sensors of Es(λ), Lu(λ), and Ed(z)
were corrected for the dark signal. The spectral diffuse attenuation coefficient Kd (m
−1)
from multi-depth Ed(z) at 412, 490, 560, and 665 nm was determined from the slope for
the natural log regression of the K-chain. Ed was obtained from the intercept at 412, 490,
560, and 665 nm for measurements at each depth except for 2008 and 2009 data, where
only data at 490 nm was available. For the 2010 and 2011 data, the Kd for the other
wavelengths was estimated by first determining Kd′(490) as in Equation (2):
Kd
0ð490Þ ¼ Kdð490Þ  Kwð490Þ; (2)
where Kw(490) is taken from Morel and Antoine (1994).
Second, Kd′ was determined at other wavelengths by converting the Kd′(490) obtained
from Equation (2) into the apparent chlorophyll using a simple inversion from Equation
(3), again using the coefficients of Morel and Antoine (1994):
Kd
0ðλ;ChlÞ ¼ χðλÞ ½ChleðλÞ: (3)
Kd(λ) was then estimated as in Equation (4):
KdðλÞ ¼ Kd0ðλÞ þ KwðλÞ; (4)
where the Kd spectra derived from the chlorophyll were normalized to Kd at 412, 490,
560, and 665 nm, so that the final spectra were correct at the measured wavelengths.
The upwelling radiance Lu was extrapolated to just below the sea surface as in
Equation (5):
Luð0; λÞ ¼ LuðλÞ
e0:62 KLðλÞ
; (5)
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where Kd(λ) obtained from Equation (4) is assumed to approximate to KL(λ) in Equation
(5). The assumption that Kd is a good estimate of KL has been tested using a simulated
dataset calculated with Hydrolight (Mobley 1995) for both Case 1 and Case 2 waters. For
these data, a realistic range of absorption (a) and scattering (b) is generated with an
increasing single scattering albedo ranging from that of pure water to 0.6. Kd is then
calculated at the K-chain depths from the simulated data using the log linear regression.
KL is determined from the upwelling radiance at the depth of the radiance sensor, and that
just below the surface. From these runs of the model, the mean value of the ratio between
Kd and KL was 1.005, but this has a scatter dependent on the single scattering albedo of
±0.02. This additional uncertainty of 1–2% in the extrapolation of the measured radiance
to the surface is accounted for in the error budget given in Table 2. The factor 0.62 is the
depth offset for the Lu(λ) sensor. From Lu(0
–,λ), the water leaving radiance Lw(λ) was
determined as in Equation (6):
LwðλÞ ¼ Luð0; λÞ ð1 ρÞn2w
; (6)
where nw is the refractive index of seawater and ρ is the air sea surface reflectance from
below, which depends on wind speed and view angle. The term ð1 ρÞ=n2w is the upward
radiance transmittance of the sea surface for normal incidence from below and is
approximately 0.54, with the exact values for nadir viewing in seawater taken from
Table 10-1 in Barker (2011).
The Es data between 2010 and 2011 were calculated by two methods depending on
whether the minimum pitch and roll during the sampling period was close to zero. If the
minimum pitch and roll minimum were close to zero (<2°), then the Es value was taken at
the time when the TACCS was the closest to vertical. Where the minimum pitch and roll
was not close to vertical, then a correction was performed under the assumption that the
diffuse solar irradiance was isotropic, and that the direct irradiance could be corrected by
calculating the angle with the cosine collector.
First, the ratio of direct to total irradiance (dt) was estimated from Equation (7):
dt ¼ EdirEtot : (7)
Table 2. Summary of the uncertainty budget for water-leaving reflectance (ρw) determined for the
TACCS at Station A (SA), Station B (SB), and Station C (SC) for wavelengths 443, 490, and
560 nm.
443 nm 490 nm 560 nm
Uncertainty source SA SB SC SA SB SC SA SB SC
Absolute calibration of Lu(λ) 2.8 2.8 2.8 2.8 2.8 2.8 2.8 2.8 2.8
Self-shading corrections 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7
Absolute calibration of Ed(λ) 3.1 3.1 3.1 3.1 3.1 3.1 3.1 3.1 3.1
Bio-optical assumptions 2.2 2.2 2.2 1.2 1.2 1.2 2.0 2.0 2.0
Geometrical effects 4.5 4.5 4.5 4.5 4.5 4.5 4.0 4.0 4.0
Environmental perturbations 2.8 3.0 3.8 3.1 3.2 5.0 4.0 3.5 4.6
Quadrature sum (%) 7.1 7.2 7.6 7.0 7.1 8.1 7.4 7.1 7.7
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Second, the angle of the solar angle (θsun), and the apparent angle of the sun to the
irradiance sensor (θsen), was calculated. The correction factor f for the direct irradiance
was from Equation (8):
f ¼ cosðθsenÞ
cosðθsunÞ : (8)
The final correction was estimated from Equation (9):
Es ¼ EsðobsÞð1 þ dt ðf  1ÞÞ : (9)
There are limitations to this correction in that it applies to only small angles. Where the
angle of tilt is large, the Fresnel reflectance of the ‘roughened’ sea surface becomes
significant when the buoy leans towards the anti-solar direction. For small angles, an error
of 2% was assumed, increasing to 4% at lower wavelengths where aerosol and Rayleigh
scattering dominated.
The self-shading correction for Lw(λ), derived from in-water radiometric measure-
ments, was based on the model of Gordon and Ding (1992) and this correction followed
the ocean optics protocols for satellite ocean colour sensor validation (Mueller 2003). The
correction required the spectral absorption coefficient a(λ), which is approximated to Kd
(λ), and the quantity h, which is the ratio of diffuse to direct irradiance.
The direct and diffuse irradiances were calculated following Bird and Riordan (1986)
and modified to use the extraterrestrial irradiances from Thuillier et al. (2003). The ozone
concentration was extracted from the Total Ozone Mapping Spectrometer (available
online on website http://ozoneaq.gsfc.nasa.gov/ozone_overhead_all_v8.md); water vapour
concentration and AOT were obtained from the MICROTOPS II (version 5.5) sunphot-
ometer (Morys et al. 2001), although for the 2008 and 2009 data these parameters were
taken from the MERIS matchup pixel. The total irradiance was used as a check on the Es
(λ) derived from the normalization.
Finally, all these measurements were used to estimate the water-leaving reflectance,
ρw(λ), from Equation (10). The radiometric data were determined at the MERIS wave-
lengths using linear interpolation of the hyperspectral data. This was appropriate since the
bandwidth of the Satlantic radiometer is between 10 and 12 nm.
ρw ¼ π
LwðλÞ
EsðλÞ : (10)
3.3. Inter-comparison with other radiometric instruments
The uncertainties and the accuracy of the in situ radiometric data obtained by the
Portuguese Satlantic TACCS were assessed during 2010 by inter-comparison with other
radiometers used by the MERIS Validation Team (MVT) supported by ESA. In February
2010, there was a field inter-comparison and validation exercise at Sagres between the
Portuguese hyperspectral and the Swedish Satlantic TACCS with filters set for MERIS
wavelengths. The details of this comparison are presented in Moore, Icely, and Kratzer
(2010).
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The second inter-comparison, under the title Assessment of In Situ Radiometric
Capabilities for Coastal Water Remote Sensing Applications (ARC), was conceived
within the framework of the MVT. The ARC activities occurred during July 2010 with
a phase of field measurements carried out at the AAOT in the north Adriatic Sea over four
days characterized by favourable illumination and sea state conditions. The subsequent
phase comprised an inter-calibration of the optical sensors deployed at the AAOT. This
inter-calibration was achieved at the Joint Research Centre, Ispra Italy, through the
absolute radiometric calibration of the optical sensors using identical laboratory standards
and methods. These activities quantified differences among fundamental radiometric
products derived from the deployment of three in-water and three above-water systems,
with the Wire-Stabilized Profiling Environmental Radiometer (WiSPER) and the
Portuguese and the Swedish TACCS comprising the in-water systems, and the SeaWiFS
Photometer Revision for Incident Surface Measurements (SeaPRISM) and Belgium and
Estonian TriOS Optical Systems (TRIOS) comprising the above-water systems. The
results from ARC 2010 are presented in Zibordi et al. (2012).
The uncertainties established during the inter-comparisons at Sagres and Venice for
the in situ radiometric data from the Portuguese TACCS were used to assess the uncer-
tainties for ρw at 443, 490, and 560 nm for the three stations off Sagres. Table 2 shows
values between 7 and 7.4% for Station A, between 7.1 and 7.2% for Station B, and
between 7.6 and 8.1% for Station C.
3.4. Processing satellite data from MERIS
MERIS Level 1b images were processed to Level 2 with the Optical Data processor of
ESA, version 8.1 (ODESA MEGS®; see earth.eo.esa.int/odesa/). Full resolution (FR)
Level 2 data from MERIS, with a spatial resolution of 290 × 260 m, were obtained
with the Basic ERS & ENVISAT (A)ATSR and MERIS Toolbox (BEAM version 4.9; see
www.brockmann-consult.de/cms/web/beam/). Based on the coordinates of the stations
from each field campaign at Sagres, 3 × 3 pixel matrices were extracted from the
MERIS Level 2 products. A matrix was only compared with in situ data provided there
were five or more valid pixels. Using these procedures, it was possible to evaluate the
performance of the different combinations available from the MERIS processor: NoVIC,
VIC, ICOL, and VIC + ICOL (see Section 1 for more details). Essentially, the Level 2
procedure started with the NoVIC combination where the images were filtered for
contamination such as high glint, ice haze, and high solar zenith. These images could
then be configured further by VIC, where a systematic bias to the spectral gains in the
radiometric calibration and/or the TOA correction could be corrected by the coefficients
shown in Figure 2 (adapted from Table 3 in Lerebourg et al. 2011). MERIS Level 1b
images were also processed by ICOL version 2.7.4 with BEAM software version 4.9 and
up to Level 2 with the ODESA MEGS® software. Santer (2010) presents the scientific
basis for ICOL (see Section 1).
3.5. Statistical methods for the matchup analysis
An analysis of the results from the matchups uses several statistical indicators to quantify
the agreement between satellite Level 2 products (yi) and in situ measurements (xi),
including the mean ratio (MR) in Equation (11), the absolute percentage difference
(APD) in Equation (12), the average of relative percentage difference (RPD) in
2358 S.C.V. Cristina et al.
D
ow
nl
oa
de
d 
by
 [N
or
sk
 In
st 
fo
r L
uf
tfo
rsk
nin
g]
 at
 02
:04
 29
 Ja
nu
ary
 20
15
 
Equation (13), and also the intercept, slope, and R2 from linear regressions. In the
following, i is the matchup index and N is the number of matchups:
MR ¼ 1
N
XN
i¼1
yi
xi
; (11)
APD ¼ 1
N
XN
i¼1
yi  xij j
xi
 
100 %; (12)
RPD ¼ 1
N
XN
i¼1
yi  xi
xi
100 %: (13)
4. Results
4.1. Matchup analysis
The number of potential matchups between in situ ρw and MERIS ρw throughout the
sampling campaigns is shown in Table 3, with 134, 131, and 128 at Stations A, B, and C,
respectively. However, these numbers are reduced during the MEGS processing with
different combinations of NoVIC, VIC, ICOL, and VIC + ICOL. The lowest percentage
reduction in matchup values occurs uniformly at Station C across the four procedures. On
the other hand, the greatest percentage reduction in matchup values occurs at Station A for
ICOL followed by VIC + ICOL, with VIC showing the best number of matchups for
Station A. In contrast, the greatest percentage reduction in matchup values at Station B is
for VIC, with the other three procedures showing similar values.
A comparison of the four combinations used on the matchup data is shown in Figure 4,
where scatter plots relate MERIS ρw on the y-axis to in situ ρw on the x-axis for wavelengths
443, 490, and 560 nm; these are considered the most important bandwidths contributing to
the MERIS API 1 algorithm. The uncertainty values for ρw from Table 2 are represented as
horizontal error bars in Figure 4. In general, at oceanic Station C, there are reasonable R2
values of between 0.74 and 0.86 for the regression analyses of the NoVIC, VIC, ICOL, and
VIC + ICOL combinations. However, at the inner Stations A and B there is considerable
variation between the R2 values; most of the low values occur at the coastal Station A for
ICOL (R2 from 0.33 to 0.61), but at Station B there is a marked improvement for ICOL (R2
from 0.61 to 0.80). At Station A, the best values are for NoVIC (R2 from 0.44 to 0.69) and
VIC + ICOL (R2 from 0.59 to 0.76), whereas at Station B, the best values are for NoVIC
(R2 from 0.66 to 0.82).
Table 3. Number of matchups (N) with potential for MERIS validation in Sagres (Initial). Number
of matchups after processing procedures, without vicarious adjustment (NoVIC); with vicarious
adjustment (VIC); with ICOL processing (ICOL); with vicarious adjustment and ICOL processing
(VIC+ ICOL) at Station A (SA), Station B (SB), and Station C (SC).
N SA SB SC
Initial 134 131 128
NoVIC 90 (67%) 108 (82%) 115 (90%)
VIC 103 (77%) 97 (74%) 115 (90%)
ICOL 51 (38%) 108 (82%) 113 (88%)
VIC+ ICOL 85 (63%) 113 (86%) 115 (90%)
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The histograms in Figures 5(a)–(i) show the percentage difference from the mean
values of ρw at wavelengths 443, 490, and 560 nm for the three stations and for the four
different combinations for MERIS processing under evaluation. The lowest percentage
differences between the data sets are at 560 nm (Figures 5(g)–(i)) increasing at 490 nm
(Figures 5(d)–(f)), to the highest at 443 nm (Figures 5(a)–(c)). The lowest percentage
difference between the data sets for the stations is Station C, increasing at Station B to the
highest at Station A. In general, the lowest differences for the procedures can be attributed
to NoVIC with the exception of Station A for VIC and ICOL at 490 and 560 nm and,
finally, at Station C for ICOL at 560 nm.
Figure 4. Scatter plots of MERIS water-leaving reflectance (ρw) versus in situ ρw at 443, 490, and
560 nm for Stations A, B, and C. The 1:1 relationship is represented by the solid diagonal line,
whereas the linear regression for the data set is represented by the dashed lines. For each matchup
point, the vertical bar indicates one standard deviation within the 3 × 3 pixel box used for the
matchup and the horizontal bar represents the uncertainty budget for in situ ρw. Colours represent the
different processing combinations with NoVIC (red), VIC (black), ICOL (green), and VIC + ICOL
(blue).
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The effect of the four combinations on the quality of the matchup data is analysed in
more detail from the statistical analysis for each procedure at wavelengths representing the
visible spectrum, including 412, 443, 490, 510, and 665 nm. In addition to the R2 from the
regression analysis, MR, RPD, and APD are considered. The MERIS ρw is underestimated
relative to the in situ ρw, where MR <1 and RPD <0, whereas, conversely, the MERIS ρw
is overestimated where MR >1 and RPD > 0.
The statistical analyses for the procedures NoVIC, VIC, ICOL, and VIC+ ICOL are
summarized in Tables 4, 5, 6, and 7, respectively. For NoVIC, MERIS ρw is under-
estimated for 443–665 nm, 490–665 nm, and 560–665 nm at Stations A, B, and C,
respectively. For VIC, MERIS ρw is underestimated for 560–665 nm at Station A and for
all wavelengths at Stations B and C. For ICOL, MERIS ρw is underestimated for 510–
665 nm, 490–665 nm, and 560–665 nm at Stations A, B, and C, respectively. For
Figure 5. Histograms showing percentage differences for water-leaving reflectance (ρw) and curves
for normal fit at 443, 490, and 560 nm for Stations A, B, and C. Colours represent the different
processing combinations with NoVIC (red), VIC (black), ICOL (green), and VIC + ICOL (blue).
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VIC + ICOL, MERIS ρw is underestimated for all the wavelengths for all three stations.
Wavelengths not included in the above list are those where MERIS ρw is overestimated,
which are generally in the blue bands (412–490 nm).
The quality of the R2, MR, RPD, and APD tends to be better at wavelengths 443, 490,
and 510 nm and worse at 412 and 560 nm, with the worst wavelength at 665 nm for all
four procedures. There is also a trend towards improving statistical results from Station A
to Station C.
4.2. Comparisons of the effects of ICOL processing
Using all the matchup data it has been possible to trace the effect of ICOL on ρw
reflectance from the coast to 24 km offshore incorporating all three of the validation
stations. Figure 6 displays transects for ρw at 490 and 560 nm for the various combina-
tions that are used for the matchup data and shows examples of the four ‘classes’ of
profiles that could be identified along these transects. On 17 November 2008, the first
‘class’ shows a peak between 3 and 8 km from the shore (Figures 6(a), (b)); on 27 May
2009, the second ‘class’ shows no improvement near shore (Figures 6(c), (d)); on 18
March 2011, the third ‘class’ shows a marked improvement near shore (Figures 6(e), (f));
and finally on 24 November 2011, the fourth ‘class’ shows a dip between 3 and 8 km from
the shore (Figures 6((g), (h)).
MERIS images from the same dates as the transects above are presented in Figure 7,
showing the spatial distribution of ρw at 560 nm off Sagres for NoVIC, VIC, ICOL, and
VIC + ICOL processing. Compared to NoVIC, there is a reduction in the number of
invalid reflectances (black areas in the image) for all four dates after ICOL processing,
particularly, on 18 March 2011. In contrast, the VIC processing shows little difference
with the NoVIC processing on 17 November 2008 and 24 November 2011, whereas it is
markedly worse on 27 May 2009 and 18 March 2011. Finally, the combination of
VIC + ICOL does show some reduction in the number of invalid reflectances, but not
as great as for ICOL on its own.
5. Discussion
5.1. General
The Sagres validation campaigns conform to the OPBG criteria, including the following:
adherence to the MERIS protocols (Doerffer 2002) for the MERIS sensor; an objective
procedure for removing suspect data; a restriction of coincidence time between in situ and
satellite data records to 0.5 hour for the coastal Station A and up to 1.5 hour for the more
offshore Stations B and C. This has resulted in between 272 and 315 matchups over the
duration of the sampling campaigns between October 2008 and November 2011, depend-
ing on which of the four combinations is used during the MERIS processing.
Uncertainties of 8% can be ascribed to these values, based on the various inter-calibration
exercises carried out over the duration of the samplings campaigns (Moore, Icely, and
Kratzer 2010; Zibordi et al. 2012).
The statistical analysis of the validation data for the NoVIC, VIC, ICOL, and
ICOL + VIC procedures shows that the greatest statistical differences occur at the extremes
of the visible spectra. This is to be expected as ρw at 412 nm is strongly dependent on the
accuracy of the atmospheric correction procedure (Antoine, d’Ortenzio, et al. 2008), and ρw
at 665 nm has low values in Case 1 waters. Table 8 compares the statistical analysis for
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NoVIC calibration between the three Sagres sites with AAOT (Zibordi, Mélin, and Berthon
2006), BOUSSOLE (Antoine, d’Ortenzio, 2008), and the Bohai Sea (Cui et al. 2010) for
443, 490, and 560 nm. In general at AAOT and BOUSSOLE, MERIS ρw is overestimated
relative to the in situ data, whereas at Sagres and Bohai they tend to be underestimated. The
R2 is best for AAOT, but is also good at Stations B and C at Sagres.
The statistics for the bio-optical properties at Sagres in Table 1 and the ternary
diagrams in Figure 3 demonstrate that the bio-optical properties between the coastal
Station A and the more oceanic Station C are consistently similar and are essentially
Case 1; the elevated values for YS may be linked to the upwelling phenomena of the area,
as a similar variance is observed in the NOMAD database, which contains data from a
number of upwelling regions. It is evident that the Sagres Station C has more in common
Figure 6. Transects of water-leaving reflectance (ρw) at 490 and 560 nm for 17 November 2008,
27 May 2009, 18 March 2011, and 24 November 2011 extending perpendicular from the coast up to
approximately 24 km offshore. Each trace has undergone different processing combinations with
NoVIC in red, VIC in black, ICOL in green, and VIC + ICOL in blue. The dashed vertical lines
indicate the approximate locations of Stations A, B, and C from the coast with the value for in situ
ρw shown as full black circles.
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with the deep, offshore site for BOUSSOLE, where the conditions remain predominately
Case 1 (Antoine et al. 2008a), than with more turbid coastal conditions of the Bohai Sea
(Cui et al. 2010) or, even for AAOT (Zibordi, Mélin, and Berthon 2006; Zibordi et al.
2013), where conditions are often Case 2. Antoine, d’Ortenzio, (2008) suggest that
MERIS products in terms of the atmospheric correction do not meet the required 5%
level of accuracy at 443 and 490 nm. However, Table 9 compares the statistics between
BOUSSOLE and the offshore Station C for Sagres and show that the matchups between
MERIS ρw and in situ ρw are substantially better at Sagres.
5.2. Vicarious calibration
Both studies Zibordi, Mélin, and Berthon (2006) and Antoine, d’Ortenzio, et al. (2008)
recommended the use of vicarious calibration for improving the calibration of the MERIS
sensor. However, the early versions of MEGS processing did not have the capacity for
VIC calibration/adjustment, which is why Tables 8 and 9 only present data for NoVIC.
Figure 7. Water-leaving reflectance (ρw) at 560 nm from MERIS full-resolution satellite images
from 17 November 2008, 27 May 2009, 18 March 2011, and 24 November 2011 at similar
coordinates for the stations shown in Figure 1. Each date shows images with different processing
combinations NoVIC, VIC, ICOL, and VIC + ICOL.
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Despite the advocacy of Zibordi, Mélin, and Berthon (2006) and Antoine, d’Ortenzio, et al.
(2008) for VIC, the study at Sagres shows mixed statistical results when comparing NoVIC
and VIC, with generally worse R2 for VIC; the MR, RPD, and APD are also generally
worse, except at Station A. Indeed, a comparison of the slope for NoVIC and VIC at Sagres
(Tables 4 and 5, respectively) shows that the slope for the regression analysis is better for
NoVIC at all three stations and at all the selected wavelengths compared to VIC.
A more recent study by Zibordi et al. (2013), where the results from MEGS-7 are
compared with those from MEGS 8.1, found the statistical results for VIC calibration
relating MERIS water leaving radiance (Lwn) with in situ Lwn from AAOT site to be
strikingly similar to those relating MERIS ρw to in situ ρw at Station C in Sagres, despite
using very different measurement procedures. Table 10 shows R2, RPD, and APD for
these comparisons at both AAOT and Station C at Sagres, and includes a further study by
Kajiyama, D’Alimonte, and Zibordi (2014) for AAOT. As an example, all three studies
showed a negative bias for RPD at all the wavelengths, after using the VIC combination
during MEGS 8.1, indicating an underestimation for MERIS Lwn or ρw, particularly at the
more extreme wavelengths. Nonetheless, the Sagres data do show some differences
compared to the AAOT data (Zibordi et al. 2013; Kajiyama, D’Alimonte, and Zibordi
2014), with better statistics at 412 nm and worse statistics at 665 nm for Sagres relative to
those for the same wavelengths at AAOT. The probable explanation for these differences
is that the conditions are more turbid at AAOT, increasing the scatter in the in situ Lwn
values in the red, compared with those at Sagres, which are close to the limits of detection.
At extreme blue wavelengths the in situ Lwn is similar at both sites, but the atmospheric
turbidity is on average greater at AAOT, resulting in atmospheric correction errors.
One of the potential advantages of vicarious adjustment is to ensure compatibility
between measurements from different satellites. However, the slopes for the MERIS
matchup statistics at Station C for both NoVIC (Table 4) and VIC (Table 5) are compar-
able with those from the MERIS third reprocessing validation report (e.g. Figure 5 in
MQWG 2012), where the MERIS radiometric data is generally lower relative to SeaWIFS
and MODIS products.
5.3. Improved contrast between ocean and land
At Sagres, particularly at the inner Station close to the coast, it is clear that coastal
adjacency is modifying the atmospheric correction, probably due to reflectances from the
Table 9. Matchup statistics for MERIS water-leaving reflectance (ρw) comparing BOUSSOLE
(Antoine, Guevel, et al. 2008) with Station C at Sagres. The sample numbers (N) for BOUSSOLE
are 20, 61, 64, 63, 64, and 64 for the wavelengths 412, 443, 490, 510, 560, and 665 nm,
respectively. At Sagres, N = 115 for all the wavelengths listed in the Table.
BOUSSOLE Station C
λ
(nm) R2 Intercept Slope
RPD
(%)
APD
(%) R2 Intercept Slope
RPD
(%)
APD
(%)
412 0.43 0.009 0.93 60.2 62.7 0.71 0.005 0.854 24.2 26.3
443 0.38 0.008 0.70 31.6 35.8 0.83 0.002 0.927 13.3 16.7
490 0.44 0.006 0.69 15.8 18.6 0.81 0.002 0.877 3.7 9.4
510 0.24 0.007 0.52 21.5 23.5 0.67 0.002 0.811 1.4 9
560 0.34 0.003 0.64 21.3 25.3 0.81 0.000 0.904 −8.8 14.4
665 0.16 0.001 0.89 59 69.1 0.48 0.000 0.823 −27 36.5
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vegetation cover over the land fluctuating with the seasonal changes during the year. Thus
satellite-derived marine reflectance near the coast is underestimated due to errors in the
atmospheric correction caused by Rayleigh and aerosol scattering from the nearby land
surface (Santer 2010). ICOL has been developed to improve these coastal adjacency errors
for MERIS products (Santer and Schmechtig, 2000). On the basis of the striking uni-
formity between the characteristics of the stations at Sagres, these coastal waters should be
useful for testing ICOL. Furthermore, the atmospheric conditions can be estimated from
the local AERONET station, and the vegetation cover over the land fluctuates only
relatively slowly with the seasons. Nonetheless, the scatter plots in Figure 4 and the
poor statistical data for Station A (Tables 6, 7) suggest that the outcome of ICOL
processing is inconsistent at Sagres, particularly close to the coast. However, Figure 7
does show consistent improvement in the MERIS images for ρw at 560 nm after ICOL
processing. Although most of the effects of ICOL occur within the initial 8 km offshore,
there are certain conditions when the adjacency correction is affecting the offshore site at
18 km. This can be inferred from the shift in slope towards the 1:1 from NoVIC (Table 4)
to ICOL (Table 6) after changes in combination during MERIS processing. It is evident
that ICOL needs to be studied in more detail at Sagres, but there are further considerations
that might explain at least some of the observed differences.
(1) For the current research, combining ICOL with MEGS 8.1 has to be done offline.
As MEGS 8.1 does not correct for adjacency, ICOL has been used to provide
TOA reflectance at distinct wavelengths corrected for adjacency effects. However,
the Rayleigh correction assumes that there is a specular rather than a Lambertian
surface adjacent to the viewed pixel and, therefore, there is an error for the Fresnel
reflectance assumed by MEGS 8.1. This could explain those transects where there
are large peaks or dips in ρw over the range 3–8 km from the shore, consistent
with the Rayleigh scale height (e.g. Figures 6(a), (b), (g), and (h)).
(2) It could be argued that bottom effects may be affecting the results close to the
coast, but this is not the situation at Sagres where depths are substantially greater
than 5 optical depths, even at the near-shore Station A (+40 m). It is possible that
some differences are related to the changes in the bio-optical properties of the
water linked to upwelling events.
(3) Land reflectances may influence the atmospheric correction (AC) due to changes
in vegetation cover during the seasons. As ICOL only performs a simple AC over
land, the effect of vegetation is to produce changes in the spectral regions 680–
740 nm (NIR), and there does seem to be more anomalous results from ICOL
during spring and autumn as opposed to summer.
Kratzer and Vinterhav (2010) tested the ICOL processor in combination with three other
processors for MERIS images of the Himmerfjärden Bay and the surrounding areas of the
northwestern Baltic Sea; the satellite images corrected for adjacency present a signifi-
cantly better fit with the in situ data. However, ICOL has also been tested at Lake Woods
(an inland water between USA and Canada) and appears not to improve retrieval of water
constituents (Binding et al. 2011).
Although the processing procedures for validation at Sagres have shown equivocal
results, it is evident that the data from the stations at Sagres could continue to prove useful
for improving the processing procedures for MERIS products, and that this site would be
useful for any validation exercises for future ocean colour sensors such as the Ocean and
Land Colour Instrument (OLCI) on Sentinel 3.
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6. Conclusions
● Approximately 130 matchups between MERIS water-leaving reflectances (ρw) and
in situ measurements have been obtained between 2008 and 2011 for each of three
stations at Sagres (A, at 2 km; B, at 10 km; and C, at 18 km).
● These numbers are reduced during the MERIS third reprocessing procedures
dependent on the combinations of NoVIC, VIC, ICOL, and with ICOL + VIC:
with approximately 20–60% for the inshore Station A; 20% for Station B; and 10%
for the offshore Station C.
● The statistical comparison of the matchups between MERIS ρw and the in situ ρw
shows a better coefficient of determination, and less uncertainty and bias, at the
centre of the visible spectra (490–560 nm) than at the extremes (412 and 665 nm).
● The oceanic Station C at Sagres is of particular interest because it has character-
istics in common with both BOUSSOLE and AAOT validation sites. However,
vicarious adjustment results in poorer statistics, with the regression slope being
closer to unity at all wavelengths without vicarious adjustment. With the exception
of the wavelengths 412 and 443 nm for R2, the intercepts MR, RPD, and APD are
better without vicarious adjustment applied. The differences for MR and APD
indicate that the vicarious adjustment results in a marginal improvement in these
two bands, whereas the RPD indicates that the vicarious is an over-adjustment.
● Overall, Station C, Sagres site, has achieved better matchup statistics for the
MERIS sensor than BOUSSOLE (Table 9). The statistics for both NoVIC and
VIC are similar to those for AAOT (Table 10). Differences can be attributed to the
more turbid conditions at AAOT and low values for the red at Sagres.
● The ICOL processing shows mixed results with improvements to matchups occur-
ring only for some campaigns.
● The uniformity between the bio-optical characteristics of the stations at Sagres
indicate that validation data from Sagres is particularly useful for understanding the
effects of coastal adjacency on satellite ocean colour products.
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