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Abstract In this paper, we consider the Taylor decomposition for h-monogenic
functions in Hermitean Clifford analysis. The latter is to be considered as a refinement
of the classical orthogonal function theory, in which the structure group underlying
the equations is reduced from so(2m) to the unitary Lie algebra u(m).
Keywords Hermitean Clifford analysis · Integral transform · Taylor series
Mathematics Subject Classification (2000) Primary 0G35; Secondary 43A65 ·
15A66
1 Introduction
In a series of recent papers [2–4,7], Hermitean Clifford analysis has emerged as a
refinement of what is now broadly accepted as classical Clifford analysis. Within this
branch of classical analysis, one deals with invariant differential operators for Spin(m),
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or its Lie algebra so(m), from a function theoretical point of view. We refer to reader
to the standard references [1,6,9]. From a geometrical point of view, spin-invariant
operators can be defined using the Levi-Civita connection ∇ acting on the sections φ
of a suitable (higher) spin bundle on a general Riemannian spin manifold M, see e.g.
[13]. The Hermitean refinement of this theory has to be seen as the function theoretical
study of the natural operators associated to Kähler geometry for manifolds M with
a complex structure J , which reduces the symmetry underlying the system from the
spin group to a double cover for the unitary group. It is centred around two complex
Hermitean Dirac operators ∂ z and ∂†z which commute with a suitable action of the real
algebra u(m) (or the complexification sl(m) of its semisimple part), realized within
the Clifford algebra R2m .
These differential operators, which can be expressed by means of a complex struc-
ture J ∈ SOR(2m) for which J 2 = −12m , refine the complex Laplacian in the sense
that ∂ z∂†z + ∂†z∂ z = z =
∑m
j=1 ∂z j ∂zcj , and they lead to a non-elliptic system of
equations. Although the first attempts to investigate complex Dirac operators within
the setting of Clifford analysis can already be found in e.g. [10–12], a systematic
development of the associated function theory and the related questions of invari-
ance w.r.t. the underlying Lie group (and algebra) is still in full progress. The aim
of the present paper is to prove a Hermitean generalization of the classical Taylor
series in Clifford analysis, which decomposes h-monogenic functions in terms of
h-monogenic polynomial building blocks. Within the function theoretical setting that
Clifford analysis provides, this is an important result. To arrive at this result, we will
combine techniques coming from representation theory (such as branching rules) and
classical analysis (such as the refinement of the Cauchy Theorem).
2 The Clifford Analysis Setting
Consider the real orthogonal space R2m endowed with the symmetric real-bilinear form
BR(·, ·) of signature (0, 2m), i.e. with BR(ei , e j ) = −δi j . The Lie group SOR(2m)
consists of orientation preserving automorphisms of R2m leaving BR invariant. A com-
plex structure J can be defined as a specific J ∈ SOR(2m) satisfying J 2 = −12m . In
terms of the standard orthonormal basis (e1, · · · , e2m), we may put J [e j ] = −e j+m
and J [e j+m] = e j . Note that this approach can also be reversed: given the triple
(V,B, J ), with V a real vector space of dimension 2m andB a non-degenerate symmet-
ric bilinear form of signature (0, 2m), one can always find a standard B-orthonormal
basis such that the previous holds.
In terms of J ∈ SOR(2m), the complex vector space C2m = R2m⊗C endowed with
the complex-bilinear form BC can be decomposed into a direct sum of two maximally
isotropic subspaces W+ and W−. To that end, it suffices to put
12m = 12 (12m + i J ) +
1
2
(12m − i J ) = π+ + π−.
If we then define W± = π±(C2m), it is easily verified that both spaces are isotropic,
in the sense that the restrictions of BC to W+ × W+ and W− × W− are identically
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zero, and that W± are eigenspaces for the complex-linear map JC ∈ SO(2m) with
eigenvalues ∓i .
Extending the action of SOR(2m) to C2m , it is clear that the isotropic spaces W±
are invariant under the action of those M ∈ SOR(2m) for which M J = J M . This
prompts the definition of the real Lie group
SOJ (2m) = {M ∈ SOR(2m) : [M, J ] = 0},
whose importance lies in the fact that its action on W± × W± is well-defined and
preserves the Hermitean inner product BC on W± × W∓. This essentially says that
SOJ (2m) is isomorphic to the (real) unitary Lie group U (m) (for the explicit descrip-
tion of the isomorphism, we refer to [3]).
Let us then consider the complex vector space C2m and its Clifford algebra C2m ,
generated by ei e j + e j ei = −2δi j . As a vector space, C2m is isomorphic to a Grass-
mann algebra and hence inherits a Z-grading into subspaces C(k)2m of k-vectors. On
the other hand, C2m is Z2-graded with respect to the main involution, acting on basis
vectors by means of e˜i = −ei and extending linearly to arbitrary Clifford numbers by
(ab)˜ = a˜b˜. This means that C2m = C+2m ⊕C−2m can be decomposed into a direct sum
of even and odd elements. Within the even part, one can define the (real or complex)
spin group Spin(2m) which yields a double cover for the (real or complex) group
SO(2m). One e.g. has that
SpinR(2m) =
⎧
⎨
⎩
s =
2k∏
j=1
ω j : ω j ∈ S2m−1 , k ∈ N
⎫
⎬
⎭
,
where S2m−1 ⊂ R2m denotes the unit sphere containing unit vectors ω j for which
ω2j = −1. The mapping χ : SpinR(2m) → SOR(2m) for which χ(s)[X ] = s Xs¯
then defines the double cover between both Lie groups. We hereby introduced the main
conjugation as an endomorphism of the Clifford algebra, acting on basis vectors by
means of ei = −ei and extending linearly to arbitrary Clifford numbers by ab = b¯a¯.
On the complex Clifford algebra C2m , one may formally define the tensor product of
the Clifford conjugation with the classical complex conjugation: this is the Hermitean
conjugation, denoted by a dagger. This can thus be seen as the complex anti-linear
version of the Clifford conjugation, for which (λa)† = λca, with a ∈ R2m and λ ∈ C.
Using the projection operators π± introduced earlier, we can now define the so-
called Witt-basis for C2m by means of
f j = +π+[e j ] and f†j = −π−[e j ] (1 ≤ j ≤ m).
In terms of these Witt basis vectors spanning the vector space W+ (resp. W−), the
multiplication rules for C2m become
f2j = (f†j )2 = 0 and f j f†k + f†kf j = δ jk .
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Putting I j = f j f†j and K j = f†j f j , for 1 ≤ j ≤ m, we obtain two sets of commuting
self-adjoint idempotents, in terms of which C2m = C2m ∏mj=1(I j + K j ) can be
decomposed into a direct sum of 2m mutually isomorphic minimal left ideals. The
spinor spaces S± carrying the half-integer spin representations for so(2m) with highest
weights
( 1
2 , . . . ,
1
2 ,± 12
)
can be defined as each one of these ideals. Classically, this is
done in terms of the primitive idempotent I = I1 · · · Im . Indeed, S± = C±2m I = 
†± I ,
where the algebra 
† = 
†+ ⊕ 
†− is the Grassmann algebra generated by the iso-
tropic basis for W−. The orthogonal Lie algebra so(2m) is hereby realized as the Lie
algebra C(2)2m of bivectors, endowed with the commutator bracket, and acts by Clifford
multiplication (from the left) on spinors.
The vector space R2m can now be embedded into its Clifford algebra by means
of X ↪→ ∑ j e j X j ∈ R(1)2m , and under this identification two fundamental objects
in Clifford analysis can be interpreted as endomorphisms on the space of functions
with values in the spinor spaces S±, hereby using the fact that End(S) ∼= C2m , where
S = S+ ⊕ S−. Indeed, both the vector variable X and the classical Dirac operator
∂ X =
∑
j e j∂X j can be seen as multiplication operators on spinor-valued functions
on R2m . The standard theory of Clifford analysis is centred around this Dirac operator,
and a fundamental notion is that of a monogenic function f (X), i.e. a nullsolution
for ∂ X .
Two crucial facts in Clifford analysis are the following: the monogenic function
theory refines the harmonic function theory, as −∂2X = 2m =
∑
j ∂
2
X j , and ∂ X
commutes with the Spin(2m)-representation for S-valued functions given by
L : Spin(2m) × C∞(C2m,S) → C∞(C2m,S)
(
s, f (X)) → L(s)[ f (X)] = s f (s Xs),
in the sense that ∂ X L(s)[ f (X)] = L(s)[∂ X f (X)] for all s.
In terms of the Witt basis vectors, we can finally define the basic objects within the
Hermitean setting. To that end, it suffices to let the projection operators π± act on the
vector variable X ∈ R2m and on the Dirac operator ∂ X , giving rise to two complex
vector variables
z = +π+[X ] = ∑ j f j z j ∈ W+
z† = −π−[X ] = ∑ j f†j zcj ∈ W−,
with z j = X j + i X j+m , j = 1, · · · , m, the complex variables associated to the
complex structure and two complex Hermitean Dirac operators
2∂†z = +π+[∂ X ] = 2
∑
j f j∂zcj
2∂ z = −π−[∂ X ] = 2
∑
j f
†
j∂z j ,
where ∂zcj and ∂z j denote the Cauchy-Riemann operator and its conjugate, in the vari-
able z j . Note that X = z−z† with |X |2 = {z, z†} = zz†+z†z and that ∂ X = 2(∂†z −∂ z)
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with 4{∂ z, ∂†z } = 4z =
∑
j ∂z j ∂zcj = 2m , where the curly brackets denote the
anti-commutator. Note also that the Hermitean inner product, preserved by SOJ (2m),
can neatly be expressed as {z, w†} = ∑ j z jwcj . The central notion in Hermitean
Clifford analysis is the following:
Definition 1 A spinor-valued function F(X) ∈ C1(,S), with  ⊂ R2m an open
subset, is called h-monogenic if ∂ z F = ∂†z F = 0.
The study of these functions and their properties lies at the very heart of the theory:
we refer to e.g. [2–4,10,12] for the first results.
3 Homogeneous Spinor Spaces
In what follows, projections on the spaces S j of homogeneous spinors will play a
crucial role. Let us therefore have a closer look at these subspaces of S. In the previous
section we have found that the (real) unitary Lie group U (m) can be identified with the
subgroup SOJ (2m) of the Lie group SOR(2m), which means that the real Lie algebra
u(m) can be realized inside the Lie algebra R(2)2m , isomorphic to the real compact Lie
algebra soR(2m). This was done explicitly in [7], we here only mention the following
result:
Definition 2 The complex Lie algebra sl(m) = su(m) ⊗ C can be realized as
sl(m) = {I j − Im : 1 ≤ j ≤ m − 1} ⊕ { j,k, ϒ j,k : 1 ≤ j < k ≤ m},
where the first summand denotes the Cartan subalgebra h for sl(m) and where  j,k =
f j f†k (resp. ϒ j,k = fkf†j ) generates the positive root space slL j −Lk for each j < k (resp.
the negative root space slLk−L j ).
In what follows, we will need to describe function spaces containing Hermitean
monogenic polynomials from the point of view of representation theory. To do so,
we will consider them as sl(m)-modules. Finite-dimensional sl(m)-irreducible mod-
ules are described by their highest weight vectors λ(λ1, · · · , λm−1) ∈ Nm−1 with
λ1 ≥ · · · ≥ λm−1 ≥ 0. In order to describe the fundamental representations as
subspaces of the spinor space S, we define the homogeneous spinor spaces:
Definition 3 For all j ∈ {0, · · · , m}, we define the space S j of homogeneous spinors
of degree j as S j = 
†j I , where 
†j ⊂ 
† is the subspace generated by products of
j isotropic vectors f†k ∈ W−.
These spaces can also be seen as eigenspaces for the following operator:
Definition 4 The spin-Euler operator is defined as the multiplication operator
β :=
m∑
j=1
K j =
m∑
j=1
f†j f j ∈ End(S j ),
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acting as the constant j on ψ j ∈ S j . The projection operator π j : S → S j is then
given by
π j :=
m∏
j =k=0
β − k
j − k .
The following was proved in e.g. [7]. Note that the subscript in the highest weight
denotes how many times an integer is to be repeated:
Theorem 1 For all 1 ≤ j ≤ m −1, the spaces S j are sl(m)-irreducibles with highest
weight (1m− j , 0 j−1), under the multiplicative sl(m)-action. Both S0 and Sm yield a
copy of the trivial representation.
4 Homogeneous h-Monogenic Polynomials
In view of the fact that we will decompose arbitrary S j -valued functions in terms
of h-monogenic polynomials, which yield explicit models for irreducible sl(m)-
models within Hermitean Clifford analysis, this section is devoted to their definition
and properties.
Definition 5 For any couple of integers (a, b) ∈ N × N, we define the space Pa,b of
scalar polynomials which are homogeneous of degree a (resp. b) in z (resp. z†). This
means that for all scalars λ,μ ∈ C,
pa,b(z, z†) ∈ Pa,b ⇒ pa,b(λz, μcz†) = λa(μc)b pa,b(z, z†)
The space of S j -valued (a, b)-homogeneous polynomials will be denoted by P( j)a,b.
Subspaces containing harmonic (resp. h-monogenic) polynomials will be denoted by
H( j)a,b (resp. M( j)a,b).
Note that elements of P( j)a,b are simultaneous eigenfunctions for the complex Euler
operators Ez and E†z , measuring the degree of homogeneity in z and z†, respectively,
and the spin-Euler operator β.
Restricting the (derived) d L-action for spinor-valued functions from so(2m) to
sl(m), we immediately obtain the action on spaces of polynomials. Recalling the fact
that each Hj = I j − Im ∈ h acts by means of
d L(Hj ) =
(
zm
∂
∂zm
− z j ∂
∂z j
)
−
(
zcm
∂
∂zcm
− zcj
∂
∂zcj
)
on scalar-valued functions, see e.g. [6], one can easily determine the weight space
decomposition of polynomial function spaces. We essentially refer to [7] for more
detailed calculations, we only mention the key results here. We hereby denote the
Cartan product of two irreducible representations by means of .
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Proposition 1 For all (a, b) ∈ N2 we have the following results for scalar-valued
polynomials:
1. Spaces of a-homogeneous polynomials in z are symmetric powers of the dual
defining representation with highest weight (a, . . . , a)
Pa,0 ∼= Syma(
m−1Cm) ∼= SymaS1.
2. Spaces of b-homogeneous polynomials in z† are symmetric powers of the defining
representation with highest weight (b, 0, . . . , 0)
P0,b ∼= SymbCm ∼= SymbSm−1.
3. Spaces of (a, b)-homogeneous harmonic polynomials are irreducible with highest
weight (a + b, a, . . . , a), i.e. Ha,b = Pa,0  P0,b.
4. The space Pa,b decomposes into harmonic polynomials :
Pa,b =
min(a,b)⊕
j=0
Ha− j,b− j .
In the following section we will use the fact that the space Hk of harmonic polyno-
mials on R2m , which yields a model for the irreducible so(2m)-module with highest
weight (k, 0, . . . , 0), decomposes into a direct sum of irreducible modules for sl(m).
Indeed, we have that
Hk =
k⊕
a=0
Ha,k−a . (1)
Next, we consider the spaces of S j -valued polynomials. In view of the previous the-
orem, it suffices to see how the tensor product Ha,b ⊗ S j decomposes. This leads to
the Hermitean refinement of the classical monogenic Fischer decomposition, which
essentially says that (as so(2m)-modules)
(k, 0, . . . , 0) ⊗
(
1
2
, . . . ,
1
2
)
=
(
2k + 1
2
,
1
2
, . . . ,
1
2
)
⊕
(
2k − 1
2
,
1
2
, . . . ,
1
2
)
.
The Hermitean refinement of this property was proved in [7]. To some extent the proof
already appeared in [3], but the latter reference does not address this problem from
the point of view of sl(m)-modules. First of all, we list the degenerate cases:
Proposition 2 In case a > 0 (resp. b > 0), we have :
H(0)a,b ∼= zM(1)a−1,b and H(m)a,b ∼= z†M(m−1)a,b−1 .
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In case a = 0 or b = 0 we have
H(0)0,b ∼= M(0)0,b and H(m)a,0 ∼= M(m)a,0 .
All other spaces M(0)a,b and M(m)a,b are trivial, for (a, b) ∈ N20, which is due to thefact that h-monogenic polynomials taking values in S0 or Sm are easily seen to be
(anti-)holomorphic in several complex variables.
The general Theorem, decomposing the spaces H( j)a,b for all other values, can be
proved by means of Pieri’s formula, which is a representation theoretical description
of how to decompose tensor products for sl(m)-modules. In general, we have that
S j -valued harmonic polynomials decompose into at most four irreducible pieces.
Before actually giving the Theorem, let us give an example using Young diagrams.
Consider e.g. H2,5 ⊗ S2 in dimension m = 5 :
⊗ =
+
+
+ ⊕
+
+
+
⊕ −
−
⊕
−
−
In other words: the first two diagrams are obtained by adding the extra column, either
starting from the first or from the second row, whereas the latter two diagrams are
obtained by removing the dual of the extra column, starting from the last row, hereby
also having the possibility to remove a box from the first row. If the column corre-
sponding to the module Sm− j has j boxes, the dual column (referring to the dual
module S j ) has (m − j) boxes.
Theorem 2 Suppose H ( j)a,b ∈ H( j)a,b with 0 < j < m and 0 < a, b. Then H ( j)a,b decom-
poses as
H ( j)a,b = M ( j)a,b + zM ( j+1)a−1,b + z† M ( j−1)a,b−1 + (c1z z† + c2z†z)M ( j)a−1,b−1,
where all polynomials M ( j)a,b ∈ M( j)a,b are given by
M ( j+1)a−1,b(z, z
†) = +
(
∂ z +
1
c2
z†∂†z∂ z
) H ( j)a,b(z, z
†)
c1 + 1
M ( j−1)a,b−1(z, z
†) = −
(
∂†z −
1
c1
z ∂ z∂
†
z
) H ( j)a,b (z, z
†)
c2 − 1
M ( j)a−1,b−1(z, z
†) = − ∂
†
z∂ z
(1 + c1 − c2)c1c2 H
( j)
a,b (z, z
†),
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with c1 = (a + j − 1) and c2 = −(b + m − j − 1). Note that these constants can
also be replaced by the differential operators (β + Ez) and (m − β + E†z ), acting as
the desired constant on the space M( j)a,b.
For future purposes, we will give each of these projection operators its own symbol:
π+a,b; j : H( j)a,b(z, z†) → M( j+1)a−1,b
π−a,b; j : H( j)a,b(z, z†) → M( j−1)a,b−1
π0a,b; j : H( j)a,b(z, z†) → M( j)a−1,b−1,
where the upper indices indicate whether the index j has to be raised/lowered or
stays the same, and where the lower indices (a, b; j) characterize the domain space
Ha,b ⊗ S j . The explicit definition for these projection operators follows from the
previous theorem.
Remark 1 In case j ∈ {1, m − 1}, one of these monogenic polynomials will turn out
to be identically zero, such that we end up with three summands only. Recalling the
fact that the Young diagrams can have at most (m − 1) rows, this is also clear from
the approach involving Young diagrams.
Remark 2 An alternative proof for the Hermitean Fischer decomposition can be given
in terms of the Howe dual pair U (m) × gl(m), see [5].
5 Taylor Expansions for Hermitean Monogenics
In this section, we will derive a Taylor expansion for Hermitean monogenic functions
F(X). Let us therefore introduce the following definition:
Definition 6 Let  ⊂ R2m be an open subset. We then define the space of S-valued
h-monogenic functions in  by means of
Mh(,S) =
{
F(X) ∈ C1(,S) : ∂ z F = ∂†z F = 0
}
.
The subspace containing S j -valued functions will be denoted by M( j)h ().
Let F(X) ∈ M( j)h () be an S j -valued h-monogenic function on . In order to
derive its Hermitean monogenic Taylor expansion, we will start from the classical
(orthogonal) Cauchy formula. In view of the fact that Mh ⊂ C1() ∩ ker(∂ X ), we
clearly have for all X ∈  that
F(X) =
∫
∂ B(R)
E(Y − X)dσY f (Y ),
where B(R) ⊂  denotes the ball with radius R > |X | lying completely inside . The
classical Taylor expansion is usually derived from the decomposition of the Cauchy
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kernel into Gegenbauer polynomials, see e.g. [6]. Putting X = |X |ω and Y = |Y |η,
we have that
E(Y − X) = − 1
A2m(2m − 2) ∂ X
1
|X − Y |2m−2
= − 1
A2m(2m − 2) ∂ X
∞∑
l=0
|X |l
|Y |l+2m−2 C
m−1
l (t), (2)
where A2m denotes the surface area of the unit sphere S2m−1 ⊂ R2m and where Cab (t)
denotes a Gegenbauer polynomial in the real variable t = 〈ω, η〉. Note also that this
series converges normally in closed balls B(r), with r < |Y |, and that each term
in the series is a scalar-valued harmonic polynomial of degree l in X . This means
that the branching rule (1) can be applied to decompose this harmonic polynomial
Hl(X) = |X |lCm−1l (t) into a direct sum of (l+1) harmonic polynomials Ha,l−a(z, z†)
belonging to an irreducible representation space for the algebra sl(m).
This particular branching of the classical Gegenbauer polynomial is described, from
the representation theoretical point of view, in e.g. [14]. In recent work [8], we have
shown how to obtain the resulting special functions using Clifford analysis techniques
only. For the sake of completeness, we will briefly describe this procedure here. The
main observation is that the function |X |kCm−1k |Y |k defines a so-called zonal harmonic
polynomial in both variables X and Y , where the term ’zonal’ refers to the fact that
this polynomial essentially depends on the inner product between the variables X and
Y . In view of our definition for a Hermitean inner product on the isotropic subspaces
W±, which can be written in terms of an anti-commutator, a good generalization to
the Hermitean case is given by the following notion:
Definition 7 A function F(X , Y ) : R2m × R2m → C is called zonal Hermitean if it
depends on the inner products {z, w†}, {z†, w}, {z, z†} and {w,w†}, where we have
put X = z − z† and Y = w − w†.
The most convenient generalization of the (orthogonal) scalar zonal variable t
turned out to be the Hermitean scalar zonal variable s given by
s = {z, w
†}{z†, w}
{z, z†}{w,w†} ,
which means that the canonically defined generalization of the classical Gegenbauer
equation, leading to Hermitean zonal harmonic polynomials which are (k, l)-
homogeneous in z and z† (resp. w† and w), is given by (e.g. for k ≥ l):
z
(
{z, w†}k−l{z, z†}l{w,w†}l Sk,l(s)
)
= 0.
This leads to the following hypergeometric differential equation for Sk,l(s):
s(1 − s)S′′k,l + ((1 + k − l) − (m + k − l)s) S′k,l + l(k + m − 1)Sk,l = 0,
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whose polynomial solution
Sk,l(s) = F(k + m − 1,−l; 1 + k − l; s) (3)
can be expressed in terms of the Jacobi polynomials P(α,β)k (t). The fact that these
polynomials indeed give the proper generalization of the classical zonal polynomials
is confirmed by the following branching formulae:
Proposition 3 Under the branching from so(2m) to sl(m), the classical (zonal)
Gegenbauer polynomials decompose as:
|X |l |Y |lCm−1l (t) =
l∑
q=0
Cm−1q,l−q(z, z
†;w,w†) ∈
l⊕
q=0
Hq,l−q , (4)
where the harmonic polynomials Cm−1q,l−q(z, z†;w,w†) are explicitly given by:
(i) in case l = 2p is even:
Cm−1p+q,p−q = cp,q
(
{z, z†}{w,w†}
)p−q {z, u†}2q Sp+q,p−q(s)
Cm−1p−q,p+q = cp,q
(
{z, z†}{w,w†}
)p−q {z†, u}2q Sp+q,p−q(s),
with 0 ≤ q ≤ p and where we have introduced the constants
cp,q = (−1)p−q (p + q + m − 2)!
(p − q)!(m − 2)!(2q)! .
(i) in case l = 2p + 1 is odd:
Cm−11+p+q,p−q = dp,q
(
{z, z†}{w,w†}
)p−q {z, w†}2q+1S1+p−q,p−q(s)
Cm−1p−q,1+p+q = dp,q
(
{z, z†}{w,w†}
)p−q {z†, w}2q+1S1+p−p,p−q(s),
with 0 ≤ q ≤ p and where we have introduced the constants
dp,q = (−1)p−q (p + q + m − 1)!
(p − q)!(m − 2)!(2q + 1)! .
Proof Let us prove for example the statement for l = 2p, the other statement is then
proved in a completely similar way. Invoking the identity
Cm−12p (t) = (−1)p
(
p + m − 2
p
)
F
(
−p, p + m − 1; 1
2
; t2
)
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for the Gegenbauer polynomial of even degree l = 2p and recalling the fact that the
Euclidean inner product satisfies 2〈X , Y 〉 = {z, w†} + {z†, w}, we get that
|X |2p|Y |2pCm−12p (t) =
p∑
j=0
γ j;p
(
{z, z†}{w,w†}
)p− j 2 j∑
i=0
(
2 j
i
)
{z, w†}i {w, z†}2 j−i
where we have temporarily introduced the shorthand notation
γ j;p = (−1)p
(
p + m − 2
p
)
(−p) j (p + m − 1) j
22 j j ! ( 12
)
p
.
Next, putting q = j − i , it is clear that the second summation can be written as
2 j∑
i=0
(
2 j
i
)
{z, w†}i {w, z†}2 j−i =
(
2 j
j
)
s j
(
{z, z†}{w,w†}
) j
+
j−1∑
i=0
(
2 j
i
)(
si
(
{z, z†}{w,w†}
)p−q ({z, w†}2q + {z†, w}2q
))
.
Invoking some elementary identities for the Gamma function and recalling the defini-
tion for the coefficients in a hypergeometric series, the first term in the left hand side
is easily seen to simplify as follows:
(
{z, z†}{w,w†}
)p p∑
j=0
γ j (p)
(
2 j
j
)
s j = cp,0 F(−p, p + m − 1; 1; s).
A similar thing can be done for the other summations above, hereby using the fact that
a new labeling of indices leads to
l∑
j=1
j−1∑
i=0
=
l∑
q=1
l−q∑
i=0
,
and that the (formal) quotient of singularities in γ j (p) can be simplified as
(q − p)
(−p) = (−1)
q p!
(p − q)! ,
hereby using the fact that (z)(1 − z) sin(π z) = π . unionsq
Applying this branching to the Cauchy kernel (2), and invoking the fact that the
surface element on the boundary ∂ B(R) is given by dσY = R2m−1ηdη, it is clear that
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Cauchy’s theorem yields:
F(X) = −1
2(m − 1)A2m
∞∑
l=0
l∑
q=0
1
R2l−1
∫
S2m−1
∂ X C
m−1
q,l−q(z, z
†;w,w†)ηF(Rη)dη,
for any F ∈ M( j)h (), with B(R) ⊂  and |X | < R. Let us then introduce the
following notation:
η = Y|Y | =
w − w†
|Y | = ηw − η
†
w
.
Remark Note that η
w
∈ W+ and η†
w
∈ W− are no unit vectors in the classical sense.
Indeed, whereas η ∈ S2m−1 is homogeneous of degree 0 in the variable Y , the former
vectors are homogeneous of degree (0,−1) and (−1, 0), respectively.
In view of the fact that F(X) is S j -valued, it is clear that as a polynomial in (z, z†)
we have:
Cm−1q,l−q(z, z
†;w,w†)
(
η
w
− η†
w
)
F(Rη) ∈ H( j−1)q,l−q
⊕
H( j+1)q,l−q .
Applying theorem 2, both summands can then for each q ∈ {0, 1, · · · , l} be decom-
posed into a direct sum of (at most) four h-monogenic polynomials:
H( j−1)q,l−q =
{
M( j−1)q,l−q +
(
zM( j)q−1,l−q
z†M( j−2)q,l−q−1
)
+ (C1z z† + C2z†z)M( j−1)q−1,l−q−1
}
H( j+1)q,l−q =
{
M( j+1)q,l−q +
(
zM( j+2)q−1,l−q
z†M( j)q,l−q−1
)
+ (C ′1z z† + C ′2z†z)M( j+1)q−1,l−q−1
}
,
where all constants depend on ( j, q, l). Note however that we will not need all of
them, in view of the following argument: because the left-hand side of the Cauchy
formula contains an S j -valued function, the right-hand side should be projected onto
this homogeneous spinor space as well. Recalling the fact that ∂ X = 2(∂†z − ∂ z), it is
immediately clear that
∂ XH( j−1)q,l−q
π j−→
⎛
⎜
⎝
2( j + q − 1)M( j)q−1,l−q
+
2( j + q − 2)(l + m − 1)z†M( j−1)q−1,l−q−1
⎞
⎟
⎠
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and
∂ XH( j+1)q,l−q
π j−→
⎛
⎜
⎝
−2(m − j + l − q − 1)M( j)q,l−q−1
+
2(m − j + l − q − 2)(l + m − 1)zM( j+1)q−1,l−q−1
⎞
⎟
⎠ .
At the same time, we get that the projections on the other homogeneous spinor-parts
lead to an identity which gives zero. Let us then focus on the polynomial building
blocks in terms of which arbitrary Hermitean monogenic functions F(X) ∈ M( j)h ()
decompose. They clearly come in four different families, which we label as follows
(using the projection operators from Theorem 2):
F+( j) :=
{
π+q,l−q; j−1
(
Cm−1q,l−q(z, z
†;w,w†)η
w
F(Rη)
)
: 0 ≤ q ≤ l ∈ N
}
(5)
F−( j) :=
{
π−q,l−q; j+1
(
Cm−1q,l−q(z, z
†;w,w†)η†
w
F(Rη)
)
: 0 ≤ q ≤ l ∈ N
}
. (6)
Both families contain homogeneous h-monogenic polynomials, which follows from
Theorem 2, and clearly form the analogue of the (classical) k-monogenic summands
in the Taylor expansion for a monogenic function in the orthogonal framework. Apart
from these, there is however a second type of contributions which has a different
nature. Indeed, introducing the families
G+( j) :=
{
z†π0q,l−q; j−1
(
Cm−1q,l−q(z, z
†;w,w†)η
w
F(Rη)
)
: 0 ≤ q ≤ l ∈ N
}
(7)
G−( j) :=
{
zπ0q,l−q; j+1
(
Cm−1q,l−q(z, z
†;w,w†)η†
w
F(Rη)
)
: 0 ≤ q ≤ l ∈ N
}
, (8)
we clearly get two types of contributions consisting of polynomials which are not
h-monogenic themselves. This differs greatly from the classical orthogonal case,
where each building block in the Taylor expansion is monogenic with respect to the
Dirac operator. However, this somewhat odd behaviour reflects a similar peculiarity
on the level of reproducing integral formulae: whereas monogenic functions can be
obtained through Cauchy’s formula, expressed in terms of a fundamental solution
which is monogenic itself, h-monogenic functions have an integral representation
which can be seen as a generalization of the Martinelli-Bochner formula. The most
important feature distinguishing this kernel from its orthogonal version (the Cauchy
kernel), is the fact that it is not h-monogenic.
Putting the pieces of the puzzle together, we have thus proved the following result,
which can be seen as the Hermitean generalization of the orthogonal Taylor decom-
position:
Theorem 3 Given an arbitrary function F ∈ M( j)h (), there exist four series of
h-monogenic polynomials (with 0 ≤ q ≤ l and l ∈ N)
(
F±
( j;q,l)
)
q,l
⊂ F±( j) and
(
G±
( j;q,l)
)
q,l
⊂ G±( j),
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such that for all |X | < R, with B(R) ⊂ , we have
F(X) = − 1
2(m − 1)Am
∞∑
l=0
l∑
q=0
1
R2l−1
⎛
⎝
F+
( j;q,l) + z†G+( j;q,l)
F−
( j;q,l) + zG−( j;q,l)
⎞
⎠ . (9)
These monogenic functions are, respectively, given by the following integrals:
F+
( j;q,l) = 2( j + q − 1)
∫
π+q,l−q; j−1C
m−1
q,l−qηw F(Rη)dη
F−
( j;q,l) = −2(m − j + l + q − 1)
∫
π−q,l−q; j+1C
m−1
q,l−qη
†
w
F(Rη)dη
G+
( j;q,l) = 2( j + q − 2)(l + m − 1)
∫
π0q,l−q; j−1C
m−1
q,l−qηw F(Rη)dη
G−
( j;q,l) = −2(m − j + l + q − 2)(l + m − 1)
∫
π0q,l−q; j+1C
m−1
q,l−qη
†
w
F(Rη)dη
and the series (9) converges normally on each B(r) with r < R.
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