Experimental acoustic sensor networks are currently tested in large cities, and appear more and more as a useful tool to enrich modeled road traffic noise maps through data assimilation techniques. One challenge is to be able to isolate from the measured sound mixtures acoustic quantities of interest such as the sound level of road traffic. This task is anything but trivial because of the multiple sound sources that overlap within urban sound mixtures.
Introduction
In response to the growing demand from urban dwellers for a better environment, noise mapping has been recommended as a tool to tackle noise pollution. The enactment of the European Directive 2002/EC/49 makes such maps 5 mandatory to cities over 100 000 inhabitants. Those maps play an important informative role, establishing the distribution of the sound levels all over the cities as well as the estimation of the number of city dwellers exposed to high sound level (> 55 dB(A)) [1] . Road traffic concen- 10 trates particular attention as it is the main urban source Noise measurements are thus increasingly used in ad- 30 dition to simulation to describe urban noise environments [5] [6] [7] . Several measurement set-ups have been proposed in the last years, including mobile measurements with high quality microphones [8, 9] , participative sensing through dedicated smartphone applications [10, 11] , or the devel- 35 opment of fixed-sensor networks. In this latter case, the sensor networks can be based either on high-quality sensors as in [12, 13] , or low-cost sensors as in the DYNAMAP project [14] or the CENSE project [15] . The costs and benefits of each protocol are discussed. Mobile and par-40 ticipatory measures increase spatial coverage at low cost, but lack temporal representativeness. Fixed networks are very reliable for measuring sound levels temporal variations, but allow only a small spatial coverage of the network. In addition, the low-cost sensors enable a wider 45 deployment, but at the cost of increased uncertainties, the most extreme example being smartphone applications.
All these measurement protocols allow the combination of measures and predictions to improve the accuracy of the produced noise maps. Traffic noise maps and mea- 50 surements were compared on restrictive areas in [16] and [17] . Wei et al. [18] modify the acoustical parameters of the simulation thanks to noise measurements, while Mallet et al. [19] call for data assimilation techniques between models and measurements to reduce the uncertainty of 55 the produced noise maps. However, these works make the implicit assumption that the noise measurements consist mainly of road traffic. In the aim to improve road traffic noise maps, the use of measurements has first to deal with the challenge to estimate correctly the road traffic sound Many works have dealt with the classification [20, 21] , the detection [22, 23] or the recognition [24, 25] of urban sound events. In these cases, a two-step scheme is followed where audio samples are described with a set of features
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(Mel Frequency Cepstral Coefficient, MPEG-7 descriptors . . . ) and classified with the help of a classifier (Gaussian Mixtures Models, Artificial Neural Network . . . ) [26, 27] .
The classifier is learnt from a learning database and is next applied on a test database to validate the algorithms.
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Dedicated to the traffic, in [28] , an Anomalous Event Detection, based on MFCC features, is proposed with the specific aim to improve the traffic sound estimation. It is based on the detection of unwanted sound events in order to discard them.
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An other approach, followed in this paper, is to consider the blind source separation paradigm which consists in the extraction of a specific signal inside a set of mixed signals, see Figure 1 . From the different existing methods, Non-negative Matrix Factorization (NMF) [29] , appears 85 to be a relevant method for monophonic sensor networks.
Many applications can be found for musical [30, 31] and speech [32, 33] the assessment of its performance on a corpus of realistic sound scenes must be carried out in order to implement it on a sensor network. Design urban sound mixtures makes it possible to access to many acoustic properties as the onset and offset time and the sound level of each sound class 110 and especially the traffic component. The realistic aspect of such a corpus is essential to obtain sound scenes similar to recordings and to validate NMF performances. However, like all simulated process, the realism of the scenes must be perceptually verified.
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In this paper, an urban sound corpus based on annotated urban recordings, and whose degree of realism is assessed through a perceptual test, is designed in order to estimate the traffic sound level with the help of the NMF framework. The different NMF approaches are described 120 in section 2. Next, the corpus of urban sound scenes is presented in section 3, from the sound database built-up to its validation. The experimental protocol and the results are then presented and discussed in section 4 and 5.
Non-negative Matrix Factorization
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Non-negative Matrix Factorization (NMF) is a linear approximation method proposed by Paatero and Tapper [36] and popularized by Lee and Seung [29] . It consists in approximating a non negative matrix V ∈ R + F ×N by the product of two non negative matrices: W, called dictio- 
The choice of the dimensions is often made such as
approximation. This condition however is not mandatory.
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When applying NMF to audio data, V is usually consid- 
where D(• •) is a divergence calculation such as:
d β (x|y) is usually chosen as a β-divergence [37] , a sub-
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classes belonging to the Bregman divergences [38] which include 3 specific divergence calculations: the Euclidean distance (eq. 4a), the Kullback-Leibler divergence (eq. 4b) and the Itakura-Saïto divergence (eq. 4c):
The minimization problem (2) 
Supervised NMF
The most easiest case of NMF is the one where the sound sources can be known a priori and W can be built directly from audio samples. It leads to supervised NMF
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(SUP-NMF). H is then the only matrix to estimate and is updated at every iteration (eq. 5) [37] :
with γ(β) = is made by extracting, from the dictionary and the activation matrix, the related elements: 
H r and H s are updated separately, see eq. 8b to eq.
190
8c.
,
In this study, W s is composed of traffic audio spectra, as it is the sound source of interest. Sources included in W r are other sound sources (corresponding to the interfer-
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ing class) that can be present in the urban sound scenes.
The traffic signal estimation is next defined by the fixed
The addition of W r gives more flexibility to the method to represent correctly the spectrogram V. The represen-
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tational capability is increased, thus the approach is more adaptive to the different urban sound environments. Applications of SEM-NMF can be found for musical [43, 44] and speech contents [33, 45] .
Thresholded Initialized NMF
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To allow even more flexibility while still considering prior knowledge of the source of interest, we propose a third approach based on the unsupervised NMF framework: Threshold Initialized NMF (TI-NMF). Usually, in unsupervised NMF, the dictionary is initiated randomly 210 when there is no prior knowledge on the sound sources present. Here, as the target sound source is known and the spectra are available, an initial dictionary, W 0 , is designed and then updated alternatively with H,
With this operation, W 0 is oriented to the focused 
where w is a k element of W of F × 1 dimensions.
When D θ (w 0 w )=1, the element w is identical to w 0 .
If D θ (w 0 w )=1, both elements are fully different. The 225 extraction of traffic elements in W is carried out by a hard thresholding method [46] . It consists in weighting in a binary way W according to D θ (w 0 w ) and a threshold value α k such as:
with 
Generation of the evaluation corpus
The sound scenes are generated with the SimScene database. This software has already been used in a wide range of experiments for sound detection algorithm assessment [50, 51] . The SimScene software allows the design of 
where M is the number of available scenes for each sound environment (M = 8 
Perceptual test
To evaluate the level of realism of the evaluation corpus More details on the results can be found in [53] . As the perceived realism of the replicated and the recorded scenes are not significantly different, we consider that these sound 430 mixtures are relevant to assess the performances of NMF according to the traffic sound level estimate.
Methods for the performance evaluation
The experiment aims at evaluating in a meaningful manner the performance of the NMF approach. To do so, given by the simulation process, L p,traf f ic , see Figure 6 .
Reference estimator
A reference estimator is necessary to be able to compare the performances of the different NMF-methods. As the road traffic is mainly composed of a low frequency con- Table   2 .
The second estimator is based on the three NMF formula presented in part 2 (see Figure 8) . Multiple experi- 
Dictionary building for NMF-methods
The dictionary is designed from a sound database specially dedicated to this task. To prevent any overfitting Table 2 summarizes the different modalities of the two experimental factors (K and w t ).
NMF experimental factors
NMF is performed for 3 β-divergences: β = 2 (Eu- Table 2 . 
where p 0 is the reference sound pressure, p 0 = 2 × 10
−5
Pa. For each setting, M traffic sound levels, correspond-510 ing to the M scenes of each sound environment, are then calculated.
Metrics
The traffic sound levels,L p,traf f ic , are compared to the exact values, L p,traf f ic , through the Mean Absolute
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Error (M AE) [56] . The M AE consists in the average across of the absolute difference between the exact and the estimated sound levels,
for each setting j. But it is also possible to average this metric according to the 4 different sound environments, 520 through the mean M AE error mM AE, to estimate the optimal setting that offers the lowest error for all the sound environments:
where the other experimental factors (estimator, f c , K, w t , β, threshold value t h ) are fixed. Table 3 Table 3 .
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Results and discussion
factor, will disappear after a set of iterations.
Conclusion
The non-negative matrix factorization framework has 
. ).
noise with the assimilation of observations crowdsensed by the
