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Resumen del proyecto 
La enfermedad de Alzheimer afecta actualmente a más de 36 millones de personas en el mundo. 
El cerebro de un paciente sufre cambios durante las etapas más tempranas de la enfermedad y 
mucho antes de presentar síntomas clínicos. Por esta razón, los investigadores se centran sus 
esfuerzos en determinar qué cambios se producen y dónde, con el objetivo de detectar 
indicadores para predecir el desarrollo de la enfermedad. En concreto, la Fundación Pascual 
Maragall para la investigación contra el Alzheimer estudia los procesos del cerebro a lo largo de 
la enfermedad a través de imágenes obtenidas mediante distintas técnicas de resonancia 
magnética. El gran volumen de datos que genera este tipo de investigación es un gran obstáculo 
para la realización de análisis y extracción de conclusiones. El objetivo de este proyecto es 
precisamente facilitar este proceso a través de técnicas de minería de datos. La meta es el 
desarrollo de un sistema básico de clasificación que permita discernir en qué etapa de la 
enfermedad de Alzheimer se encuentra un paciente a partir de datos extraídos de diferentes 
tipos de imágenes cerebrales. Este sistema debe constituir la base de un futuro sistema de 
minería de datos más complejo capaz de satisfacer las necesidades del grupo de investigación 
de la Fundación Pascual Maragall. Además de la implementación del sistema de clasificación, el 
proyecto se centra en la distinción de los datos más relevantes para la clasificación y en la 
optimización de la clasificación en la etapa pre-clínica del Alzheimer.  
 
  




Resum del projecte 
La malaltia d’Alzheimer afecta actualment a més de 36 milions de persones al món. El cervell de 
un pacient pateix canvis durant les primeres etapes de la malaltia y molt abans de presentar 
símptomes clínics. Per aquesta raó, els investigadors centren els seus esforços en determinar 
quins canvis es produeixen y on, amb l’objectiu de detectar indicadors per predir el 
desenvolupament de la malaltia. En concret, la Fundació Pascual Maragall per a la investigació 
contra l’Alzheimer estudia els processos del cervell al llarg de la malaltia a través de imatges 
obtingudes a partir de diferents tècniques de ressonància magnètica. El gran volum de dades 
que genera aquest tipus de investigació és un gran obstacle per la realització d’anàlisis y 
extracció de conclusions. L’objectiu d’aquest projecte es precisament facilitar aquest procés a 
través de tècniques mineria de dades. La meta és el desenvolupament d’un sistema bàsic de 
classificació que permeti discernir en quina etapa de la malaltia d’Alzheimer es troba un pacient 
a partir de dades de diferents tipus d’imatges cerebrals. Aquets sistema ha de constituir la base 
d’un futur sistema de mineria de dades més complex capaç de satisfer les necessitats del grup 
d’investigació de la Fundació Pascual Maragall. A més de la implementació del sistema de 
classificació, el projecte es centra en la distinció de les dades més rellevants per a la classificació 
y en la optimització de la classificació en l’etapa pre-clínica de l’Alzheimer.  
  





Alzheimer’s disease currently affects more than 36 million people in the world. A patient’s brain 
suffers changes during the earliest stages of the disease and long before showing any clinical 
symptoms. For that reason, researchers focus their efforts towards defining which changes 
occur and where do they take place, with the goal of detecting indicators to predict the 
development of the disease.  Specifically, the entity Fundación Pascual Maragall para la 
investigación contra el Alzheimer studies the processes of the brain all along the disease’s stages 
using images obtained through different MRI techniques. The huge volume of data generated in 
this kind of investigation is a big obstacle to carry out analysis and extracting conclusions. The 
aim of this thesis is making this process easier by using data mining techniques. The goal is to 
develop a basic classification system to distinguish in which stage of the disease a patient is in, 
using data extracted from cerebral images.  This system must form the basis for a future data 
mining system that satisfies the necessities of the Fundación Pascual Maragall researchers. In 
addition to the classification system, this project focuses on distinguishing which is the most 
relevant data in the classification and on optimizing the classification in the pre-clinical stage of 
the disease.  
  





1.1. Contexto del proyecto 
Actualmente la enfermedad de Alzheimer afecta a más de 36 millones de personas en el mundo. 
Cuando se confirma el diagnóstico de esta enfermedad, el daño cerebral ya es irreversible. Se 
conoce que el cerebro sufre cambios durante las etapas más tempranas de la enfermedad y 
mucho antes de presentar síntomas clínicos. Por esta razón, es importante saber exactamente 
cuáles son esos cambios y dónde se producen.  
La Fundación Pascual Maragall para la investigación contra el Alzheimer inició en 2014 el Estudio 
Alfa [A]. Este estudio tiene el objetivo de conocer mejor los procesos que ocurren en el cerebro 
antes del inicio de la enfermedad para poder diseñar intervenciones que prevengan o retarden 
la aparición del Alzheimer. 
En el estudio participaran 2.500 voluntarios adultos sanos y también hijos e hijas de pacientes 
diagnosticados con Alzheimer. Cada 3 años se invitará a estos voluntarios a realizarse diferentes 
pruebas con el objetivo de recoger información científica sobre las características biológicas y la 
evolución natural de los recursos cognitivos y emocionales de este grupo de personas a lo largo 
de su vida. Estos datos permitirán llevar a cabo estudios para detectar factores de riesgo e 
indicadores para predecir el desarrollo de la enfermedad.  
Por otro lado, la Fundación Pascual Maragall también colabora con investigadores del Hospital 
Clínic i Provincial de Barcelona (HCPB), que es una de la entidades del Consorci Institut 
D'Investigacions Biomediques August Pi i Sunyer (IDIBAPS).  
En la actualidad, IDIBAPS participa en el proyecto Aetionomy de IMI (Innovative Medicines 
Initiative) [B]. IMI es un proyecto conjunto entre la Unión Europea y EPFIA (European Federation 
of Pharmaceutical Industries and Associations) que organiza y financia proyectos con el objetivo 
de innovar en el campo farmacéutico. 
El proyecto Aetionomy de IMI busca recopilar nueva información médica que permita realizar 
una clasificación de los pacientes en grupos basados en las causas subyacentes de las 
enfermedades de Alzheimer y Parkinson. El objetivo es ser capaces de distribuir datos, 
herramientas y recomendaciones para el avance en las investigaciones de desarrollo de nuevos 
métodos de diagnóstico de estas enfermedades.  
La base de datos generada en el proyecto Aetionomy comprende sujetos que cubren todo el 
rango de pacientes de la enfermedad de Alzheimer. Además, Aetionomy dispone de hasta más 
de 16.000 características a analizar por sujeto. Este hecho supone un problema ya que una de 
las dificultades más grandes de los investigadores es tratar con grandes volúmenes de datos. 
Para una persona es imposible deducir el comportamiento de un número tan elevado de datos 
sin hacer uso de técnicas avanzadas de análisis. 
La idea principal de nuestra colaboración con La Fundación Pascual Maragall es ser capaces de 
utilizar la información comprendida en Aetionomy para discernir en qué etapa de la enfermedad 
de Alzheimer se encuentran los sujetos de la base de datos que se generará en el Estudio Alfa.  




Sin embargo, el Estudio Alfa se encuentra ahora mismo en la primera fase de realización de 
pruebas médicas y aun no se han procesado suficientes datos como para trabajar con esta base 
de datos.  
Por ello, el objetivo ha cambiado ligeramente. Este proyecto se basa entonces en facilitar el 
estudio de los datos almacenados en Aetionomy a los investigadores de la Fundación Pascual 
Maragall. El propósito principal del proyecto es diseñar un clasificador capaz de diferenciar en 
qué etapa de la enfermedad se encuentra un paciente a partir de los datos contenidos en 
Aetionomy, como antesala de un proyecto posterior en el que se podrá trabajar con el cohorte 
del Estudio Alfa.  
Finalmente, el proyecto se centra en el análisis de los datos con la intención de encontrar 
patrones y relaciones entre características que puedan aportarnos conocimientos sobre las 
diferencias en el estado del cerebro en cada etapa del Alzheimer y así poder avanzar en el 
estudio del diagnóstico precoz de la enfermedad. 
1.2. Objetivos 
1.2.1. Objetivo general 
Este proyecto tiene dos objetivos generales. El primero es el desarrollo de un sistema básico de 
clasificación que sea capaz de diferenciar en qué etapa de la enfermedad se encuentra un 
paciente. El segundo es distinguir qué características contribuyen en mayor grado a la decisión 
del clasificador. 
1.2.2. Objetivos específicos  
 Experimentar desde el inicio un proceso de cooperación entre dos entidades para la 
realización de un proyecto conjunto.  
 Aprender el uso de nuevas herramientas de programación así como de un nuevo 
lenguaje: Python.  
 Estudiar el impacto que tienen en la clasificación los diferentes tipos de información 
médica contenidos en Aetionomy, centrando los esfuerzos en la clasificación de las 
clases más problemáticas.  
 Determinar qué características aportan la mayor información sobre las clases para cada 
tipo de información médica contenida en Aetionomy. 
1.3. Software 
El código de este proyecto ha sido escrito en el lenguaje de programación Python. Se ha usado 
la versión de Python 2.7.8 en Ubuntu 14.10.  Las librerías más utilizadas han sido: 
 Numpy: numerical Python. Librería específica para trabajar con arrays N-dimensionales 
y que integra funciones matemáticas de alto nivel.  
 Scipy: scientific Python. Librería que incluye módulos de optimización, algebra lineal, 
procesamiento de señales e imagen entre otros. Muy útil para proyectos relacionados 
con ingeniería o ciencias.  
 Scikit-learn (sklearn): librería que contiene herramientas específicas para análisis y 
minería de datos.  




1.4. Estructura de la memoria  
La primera parte de esta memoria consta de la puesta en contexto del proyecto así como de la 
definición de los objetivos principales. [Sección 1] 
Posteriormente, la memoria consta de la explicación de los datos que nos ha proporcionado la 
Fundación Maragall. La idea es entender con qué datos estamos trabajando para comprender 
mejor las necesidades del sistema de clasificación y ser capaces de analizar con mayor facilidad 
los resultados. [Sección 2] 
Para ser capaces de evaluar la calidad de los resultados del proyecto es necesario comentar el 
estado del arte en referencia a las investigaciones sobre demencias a través de escáneres 
cerebrales. Además, para entender los procesos que sigue el clasificador implementado son 
necesarios también ciertos conocimientos teóricos sobre la minería de datos. [Secciones 3 y 4] 
La memoria consta también de una explicación detallada del funcionamiento y partes del 
sistema de clasificación así como de los resultados que se han obtenido. Encontramos también 
las conclusiones finales del proyecto y propuestas de trabajos futuros que se pueden realizar 
para extender la investigación. [Sección 5, 6 y 7] 
Finalmente, se facilitan los recursos bibliográficos que se han consultado en el desarrollo del 













2. Los datos 
Es importante conocer y comprender las ideas más básicas de los datos con los que se van a 
trabajar para ser capaces de extraer información de ellos. Por esta razón, es necesario saber de 
dónde provienen los datos y cómo han sido procesados y almacenados.   
2.1. Extracción de datos 
Todos los datos se han obtenido a través de los resultados de distintos tipos de pruebas médicas. 
Conocer los procesos por los que han pasado los resultados de estas pruebas hasta convertirse 
en datos útiles nos puede ayudar a comprender mejor los resultados de la clasificación o a 
encontrar la fuente de posibles problemas durante el desarrollo del proyecto.  
La base de datos Aetionomy está formada principalmente por 4 tipos distintos de datos.  
 Matrices de conectividad estructural.  
 Matrices de conectividad funcional.  
 Volumen de materia gris.  
 Otros (datos clínicos, genéticos, etc) 
2.1.1. Matrices de conectividad estructural 
Las matrices de conectividad estructural son matrices que contienen la estimación del número 
de fibras neuronales que conectan las diversas regiones del cerebro. Estas matrices se obtienen 
a partir de una resonancia magnética por difusión (DWI) combinada con un algoritmo de 
tractografía y una parcelación del cerebro en regiones de interés (ROI).  
La DWI es sensible a la difusión del agua en el 
tejido cerebral, es decir, es sensible a la 
distribución de las moléculas de agua en el 
cerebro. La difusión libre es isotrópica y por 
tanto, las moléculas se distribuyen en todas 
direcciones. Cuando las moléculas se 
difunden en un medio con obstáculos, la 
difusión deja de ser isotrópica y pasa a ser 
anisótropa.  
En el caso de la materia blanca del cerebro, el 
principal obstáculo es la vaina de mielina de 
los axones. Los axones son una extensión de 
las neuronas y un conjunto de axones en la 
misma dirección forman un tracto neuronal. 
Por lo tanto, la difusión del agua en presencia 
de un tracto neuronal tendrá una 
distribución anisótropa y su dirección 
principal coincidirá con la dirección que 




Figura 1: (a) Difusión libre de las moléculas de agua. (b) 
Difusión de las moléculas de agua en presencia de 
obstáculos. 
 




Durante la obtención de la DWI, el escáner radia un gradiente magnético en una cierta dirección 
para excitar las moléculas de agua. Si la dirección de la distribución de las moléculas de agua es 
la misma que la dirección del gradiente, se produce una disminución de la intensidad del 
gradiente (zonas oscuras). En cambio, si la dirección de las moléculas es perpendicular a las 
fibras, se produce un aumento de intensidad (zonas claras). A partir de estas reacciones al 
gradiente, se genera una imagen que nos indica la estimación de la dirección de las fibras según 
el gradiente aplicado.  
El escáner repite este proceso varias veces radiando gradientes en distintas direcciones y 
finalmente, se combinan los resultados de las distintas imágenes obtenidas para generar la 
estimación de las direcciones que toman las fibras neuronales en cada vóxel de la imagen.  
 
 
Figura 2 – Imágenes de una resonancia magnética por difusión de un 
mismo sujeto aplicando tres gradientes distintos. 
 
Una vez obtenida la resonancia magnética por difusión de un sujeto, es necesario procesarla 
para corregir las distorsiones y ruido. Después debemos parcelar la imagen en distintas regiones 
cerebrales de interés (ROI). Para ello, existen atlas anatómicos del cerebro humano que nos 
permiten proyectar las ROIs en imágenes volumétricas del cerebro mediante un proceso de 
registro de imagen. En el caso de la base de datos Aetionomy, se parcela el cerebro en 90 
regiones de internes (45 regiones por hemisferio cerebral).    
Finalmente, a la imagen resultante se le aplica un algoritmo de tractografía. Este algoritmo se 
basa en colocar un cierto número de semillas (seeds) por vóxel en una 𝑅𝑂𝐼 𝑖 origen y estimar el 
camino que seguirán hasta una 𝑅𝑂𝐼 𝑗 destino. Entonces, podemos estimar también el número 
de fibras que conectan la 𝑅𝑂𝐼 𝑖 con la 𝑅𝑂𝐼 𝑗 en función del número de seeds que llegan del 
origen al destino y encontrar así la matriz de conectividad estructural.  
En la base de datos Aetionomy se dispone de la matriz  de conectividad estructural de cada 
voluntario. Se trata de una matriz de 90𝑥90 tal que cada elemento 𝑒𝑙𝑒𝑚(𝑖, 𝑗) indica el número 
de fibras estimado que conecta la 𝑅𝑂𝐼 𝑖 con la 𝑅𝑂𝐼 𝑗 cuando el algoritmo de la tractografía toma 
la 𝑅𝑂𝐼 𝑖 como origen y la 𝑅𝑂𝐼 𝑗 como destino.  












● Conexiones del hemisferio izquierdo. 
 
● Conexiones del hemisferio izquierdo 
(origen) con derecho (destino). 
 
● Conexiones del hemisferio derecho (origen) 
con izquierdo (destino). 
 
● Conexiones del hemisferio derecho. 
 
Figura 3: Estructura de la matriz de conectividad estructural. 
La siguiente figura muestra el porcentaje medio de conexión entre las distintas ROIs en la 
matriz de conectividad estructural normalizada mediante el método 1: 
 
 
Figura 4 - Valores medios que toman las distintas conexiones en las matrices de conectividad estructural normalizadas 
mediante el método 1. En la sección 5.2 comentaremos por qué es necesario normalizar estas matrices y los métodos 
de normalización implementados. Las celdas en blanco representan conexiones fuera del rango de representación. Se 
consideran falsos positivos causados por errores en el algoritmo de tractografía.   
 
2.1.2. Matrices de conectividad funcional 
Las matrices de conectividad funcional son matrices que contienen la correlación entre señales 
BOLD (Blood-oxygen-level dependent) de las distintas ROI del cerebro. Se obtienen a partir de 
una resonancia magnética funcional combinada con una parcelación del cerebro.  




Cuando el cerebro recibe un estímulo, las neuronas de 
ciertas regiones del cerebro se activan y consumen oxígeno. 
Inmediatamente, la sangre libera oxígeno hacia las neuronas 
activas. Una vez termina el estímulo, las neuronas se 
desactivan y  el nivel de oxígeno en la sangre disminuye. Este 
comportamiento se modela mediante la respuesta 
hemodinámica.  
La resonancia magnética funcional es sensible a la carga de 
oxígeno en la sangre. El objetivo de este tipo de resonancia 
magnética es estimar la respuesta hemodinámica de cada 
ROI. 
Este tipo de resonancia magnética toma una imagen cada un cierto número de segundos. Cada 
imagen representa la carga de oxígeno en los vóxels del cerebro y en un instante en concreto. Si 
combinamos todas las imágenes podemos estimar la respuesta hemodinámica de cada vóxel. 
 
 
Figura 6 – Imágenes de una resonancia magnética funcional de un mismo sujeto en tres instantes distintos.  
 
Una vez obtenida la resonancia magnética funcional de un sujeto, se procesa para corregir 
distorsiones y ruido. Después se parcela la imagen en distintas regiones de interés (ROI) 
cerebrales mediante los atlas anatómicos y métodos de registro de imagen. De nuevo se parcela 
el cerebro en 90 regiones (45 regiones por hemisferio cerebral).    
Finalmente, se promedian las respuestas hemodinámicas de los vóxels de una misma ROI para 
generar la respuesta hemodinámica de esa región.   
Se conoce que la red de regiones del cerebro que están activas cuando una persona se encuentra 
en estado de reposo (sin concentrarse en el mundo exterior) está directamente relacionada con 
la enfermedad de Alzheimer. Por esta razón, nos interesa obtener la matriz funcional cuando se 
cumple la condición de que el paciente se encuentra en estado de reposo.  
En la base de datos Aetionomy se dispone de la matriz de conectividad funcional de cada 
voluntario. Se trata de una matriz de 90𝑥90  tal que cada elemento 𝑒𝑙𝑒𝑚(𝑖, 𝑗)  indica la 
correlación entre las respuestas hemodinámicas de la 𝑅𝑂𝐼 𝑖  y la 𝑅𝑂𝐼 𝑗 . Ya que se trata de 




Figura 5: Respuesta hemódinámica. 
Modela el nivel de oxigenación de las 
neuronas. Imagen de Wikipedia.  








● Conexiones del hemisferio izquierdo. 
 
● Conexiones del hemisferio izquierdo 
(origen) con derecho (destino). 
 
● Conexiones del hemisferio derecho 
(origen) con izquierdo (destino). 
 
● Conexiones del hemisferio derecho. 
 
Figura 7: Estructura de la matriz de conectividad funcional. 
 
Figura 8 – Valores medios que toman las distintas conexiones en las matrices de conectividad funcional. Los valores. 
Las celdas en blanco representan valores fuera del rango de representación. En la figura solo se muestran las 
conexiones con correlaciones positivas.  
 
2.1.3. Volumen de materia gris 
El volumen de materia gris se define como el volumen en unidades cúbicas de materia gris que 
hay en una ROI. Estos datos se obtienen a partir de una resonancia magnética T1.  





Las resonancias magnéticas T1 son sensibles a los diferentes tipos 
de tejidos existentes en el cerebro. La imagen que se obtiene 
presenta diferentes tonos en función de las proporciones de tejido 
cerebral en el vóxel.  
Una vez obtenida la imagen, se segmenta para separar cada tipo 
de tejido cerebral. Se puede segmentar de diferentes formas pero 
nos interesa principalmente diferenciar la materia gris, la materia 
blanca, el líquido cefalorraquídeo y el tejido no cerebral.  
 
El siguiente paso es parcelar la imagen T1 haciendo uso del atlas anatómico y de los métodos de 
registro de imagen. A través de la parcelación de la imagen, de la segmentación en materia gris 
y conociendo el tamaño de cada vóxel, podemos estimar el volumen de materia gris que hay en 
cada ROI. También podemos estimar el volumen total de cada ROI, que será un dato necesario 
más adelante.  





● Volúmenes del hemisferio izquierdo. 
 
●  Volúmenes del hemisferio derecho. 
 
Figura 10: Estructura del vector de volumen de materia gris. 
2.1.4. Otros 
Aparte de los datos comentados anteriormente, se dispone de información general y médica de 
cada uno de los sujetos. Esta información está relacionada con el posible desarrollo de la 
enfermedad de Alzheimer. Concretamente, disponemos de datos personales, información 
genética y resultados de test de memoria. 
Sobre los datos personales, se conoce la edad, el sexo, los años de educación y el nivel de 
estudios de cada sujeto. El paso de los años y no hacer trabajar a la mente son dos importantes 
causas de deterioro cognitivo.  
En cuanto a la información genética, conocemos el gen APOE de cada sujeto. Este gen está 
directamente relacionado con el riesgo de padecer la enfermedad. Su valor normal es de 33, 
mientras que el valor de 44 indica un mayor riesgo de padecer Alzheimer.  
El resto de información son resultados de tests de memoria realizados a los voluntarios. Estos 
test se utilizan para evaluar y controlar el deterioro cognitivo de las personas. Por ejemplo, uno 




Figura 9 – T1-weighted MRI 




2.2. Las clases 
Las clases a las que puede pertenecer cada sujeto representan las diferentes etapas de la 
enfermedad de Alzheimer. El gran problema es que no existen unas etapas de uso generalizado 
en las investigaciones.  
En nuestro estudio vamos a definir cada etapa de la enfermedad como:  
 Normal Control (NC). Esta clase está formada por sujetos sanos.  
 Pre-clinical (PC). Actualmente, el estado pre-clínico no suele usarse en muchos estudios 
médicos. Este estado se usa para definir la etapa en que ya existen cambios en la 
condición del paciente pero aún no han aparecido síntomas de pérdida de capacidad 
cognitiva. El cambio principal que presentan los voluntarios en este grupo es la 
acumulación de la proteína β-amiloide en el fluido cerebroespinal.  
 Mild Cognitive Impairment (MCI). Este estado define la etapa en la que se detectan 
síntomas de pérdida de capacidades cognitivas pero no hay suficiente evidencia como 
para diagnosticar una demencia. También se presenta acumulación de la proteína β-
amiloide o la proteína 𝜏 y anormalidades en la conectividad estructural y funcional del 
cerebro.  Suelen ser personas con pérdidas de memoria pero sin problemas para llevar 
a cabo su rutina diaria.  
 Alzherimer’s disease (AD). Este grupo está formado por personas diagnosticadas con la 
enfermedad de Alzheimer y que presentan todos sus síntomas.   
Las personas que se encuentran en alguna de las 3 primeras etapas de la enfermedad no tienen 
por qué desarrollar Alzheimer, podrían desarrollar otro tipo de enfermedad relacionada con la 
demencia o incluso no llegar nunca a ser diagnosticados con una enfermedad de este tipo y que 
su deterioro cognitivo se detenga. 
Las clases que más nos interesa analizar son NC contra PC. La etapa PC es la etapa más 
significativa en el diagnostico precoz del Alzheimer. Como hemos comentado, esta etapa viene 
definida por la acumulación de ciertas proteínas en el fluido cerebroespinal. Nos interesa saber 
si en los datos que disponemos existen otros factores característicos de la clase PC que nos 
permitan distinguirla de la clase NC. Esto permitiría a los investigadores centrarse en los sujetos 
clasificados como PC para seguir su evolución y tratar de encontrar cuáles son los factores de 
riesgo en el desarrollo de la enfermedad.  
Podemos modelar el progreso de la enfermedad utilizando la figura de  (Sperling, Aisen et al; 
2011) [2], donde se intentan definir las características de las etapas tempranas del Alzheimer.  





Figura 11 – Modelo hipotético del progreso de las etapas de la enfermedad de Alzheimer en función de distintos 
cambios observados en el paciente. (Sperling, Aisen et al; 2011) [2]. 
El etiquetado de los sujetos depende principalmente de biomarcadores del líquido 
cerebroespinal como la acumulación de las proteínas β-amiloide o 𝜏. Por ejemplo, el etiquetado 
de un paciente en el grupo ‘preclinical’ se basa principalmente en la observación de la 
acumulación de β-amiloide. Por ello, el uso de estos biomarcadores como características suele 
generar buenos resultados de clasificación.  
Sin embargo, extraer estos biomarcadores de un sujeto es complicado y costoso, por lo que el 
objetivo es ser capaces de clasificar la etapa en la que se encuentra un sujeto usando datos 
extraídos por métodos más sencillos y menos costosos como imágenes de resonancia magnética.    
2.3. Las bases de datos 
2.3.1. Aetionomy 
Aetionomy es la base de datos formada por la información recopilada por el proyecto Aetionomy 
de IMI. Para cada tipo de información disponemos de un número de sujetos limitado que se 
indica en la siguiente tabla.  
 Estructural Funcional Volumen de materia gris Otros 
NC 69 61 69 74 
PC 19 12 19 22 
MCI 28 23 28 39 
AD 21 16 21 26 
Total 137 112 137 161 
Figura 12: Número de observaciones disponibles en Aetionomy en función del tipo de dato y de la clase.  
2.3.2. ADNI 
ADNI (The Alzheimer’s Disease Neuroimaging Initiative) es una base de datos que recoge los 
resultados de diversos tipos de pruebas realizados a voluntarios que incluyen imágenes MRI o 
PET, datos cognitivos, datos genéticos, etc.  
 
 




Esta base de datos se genera en el proyecto ADNI, centrado en la investigación de nuevos 
tratamientos para frenar el desarrollo del Alzheimer. Los sujetos en ADNI forman poblaciones 
concretas seleccionadas específicamente para el estudio, por lo que ADNI no nos asegura que 
sus sujetos sean generalizables para otras poblaciones.   
 
En nuestro proyecto, el objetivo del uso de esta base de datos es complementar a Aetionomy 
ya sea para comparar resultados o realizar experimentos. [C] 
 
A pesar de que los sujetos de esta base de datos no están etiquetados del mismo modo que en 
Aetionomy, los investigadores de la Fundación Pascual Maragall han creado una equivalencia 
que nos permite re-etiquetar los sujetos de ADNI para hacerlos compatibles con Aetionomy. Se 
han vuelto a etiquetar los sujetos de ADNI siguiendo el mismo criterio que se usó al etiquetar 
Aetionomy.  
 
También han procesado la información médica de ADNI para obtener el mismo tipo de 
características que disponemos para Aetionomy. Aun así, no se han podido obtener las matrices 
de conectividad funcional debido a la falta de tiempo y recursos. Procesar según qué datos 
puede suponer meses de trabajo. 
 
El número de sujetos y datos disponibles para ADNI es: 
 Estructural  Volumen de materia gris Otros 
NC 32 32 34 
PC 20 20 20 
MCI 47 23 25 
AD 31 31 33 
Total 106 106 112 
Figura 13: Número de observaciones disponibles en ADNI en función del tipo de dato y de la clase. 
2.3.3. ¿Son comparables ambas bases? 
La Fundación Pascual Margall ha comparado ambas bases de datos y ha llegado a la conclusión 
que los datos son perfectamente comparables. Si combinamos ambas bases de datos, todos los 
sujetos tienen el mismo comportamiento excepto algunas muestras ruidosas que se desmarcan.  
El único inconveniente que encontramos al comparar las bases es que ambas representan a 
conjuntos de personas distintos. Como podemos ver en la figura 14, las clases en la base 
Aetionomy están menos balanceadas que en ADNI. Además, ADNI está formada por voluntarios 
con una media de edad mayor que en Aetionomy. ADNI también cuenta con un mayor de 
número de varones entre sus sujetos. Finalmente, si nos fijamos en el gen APOE, vemos que en 
ADNI los sujetos toman exclusivamente los valores 33 o 44, mientras que en Aetionomy pueden 
tomar cualquiera de los valores existentes posibles. 
Debido a estas diferencias, es recomendable analizar ambas bases de forma independiente o 
combinarlas por completo. Si intentáramos utilizar una de las bases como entreno y la otra como 
test, probablemente el clasificador no podrá generalizar el problema.      





Figura 14 – Comparación entre los datos de las matrices de conectividad estructural y el volumen 
de materia gris de Aetionomy y ADNI. Figura cedida por la Fundación Pascual Maragall. 
 
  




3. Estado del arte 
En la última década se han realizado muchos estudios sobre el diagnóstico de la enfermedad de 
Alzheimer a partir de datos obtenidos mediante escáneres cerebrales. Por ello, existen cientos 
de artículos dedicados a la obtención, procesado y análisis de datos, además de proyectos 
centrados en la clasificación de las etapas de la enfermedad.   
 
La razón del aumento de estudios sobre este tema es la aparición de nuevas tecnologías que 
han acelerado el desarrollo de innovadoras técnicas de obtención de imágenes cerebrales así 
como la mejora de las técnicas ya existentes. Algunas de estas nuevas tecnologías son, por 
ejemplo, la resonancia magnética funcional o la resonancia magnética por difusión. La 
resonancia magnética funcional fue desarrollada hace apenas 25 años mientras que la 
resonancia magnética por difusión se desarrolló en los años 80, aunque no fue hasta los 90 
cuando se pudieron obtener imágenes más precisas y nítidas.  
 
Los artículos que nos conciernen principalmente en este proyecto son los relacionados con la 
clasificación de las distintas etapas de la enfermedad de Alzheimer a través de datos extraídos 
de resonancias magnéticas. En la mayoría de estudios científicos no se considera el estado PC 
como una de las fases de la enfermedad. En general suelen analizarse tan solo los estados NC, 
MCI y AD. Por esta razón, los sujetos que en nuestro caso constan como PC formaran parte de 
otras clases en la mayoría de artículos. A continuación, comentaremos algunos artículos 
científicos de los últimos años y daremos nuestra propia visión sobre sus experimentos.  
 
Primero, analizaremos el artículo (Shao, Myers et al; 2012) [1]. En este estudio se trabaja con 
una base de datos con 21 sujetos NC, 23 pacientes con AD-MCI y 17 pacientes con AD. Como 
vemos, no se incluyen ni la clase PC ni la MCI pero sí se incluye la AD-MCI. Ésta representa a 
pacientes con MCI que pasaran a ser diagnosticados de Alzheimer en un periodo de 3 años. 
Como características, se dispone de información estructural de los pacientes basada en 
fractional anisotropy (FA), fibre density y mean diffusivity (MD). Estos datos se extraen a partir 
de resonancias magnéticas por difusión. En este estudio se diseñan 3 tipos de clasificadores 
distintos: support vector machine (SVM), k-nearest neighbour (k-NN) y Naive Bayes (NB). Para 
validar el comportamiento del clasificador se realizan dos tipos de prueba: cross-validation con 
10 folds y leave-one-out (LOO). En cada ronda de validación usan el método de information gain 
(IG) como selección de características. Finalmente, se dan los resultados de la evaluación en 
forma de accuracy y clasificando las tres clases a pares.  
 
En el artículo (Plant, Teipel et al; 2009) [3] se trabaja con 18 sujetos NC, 24 pacientes con MCI y 
32 pacientes con AD clínicamente probable. De nuevo, se descarta la clase PC. Los datos con los 
que se trabaja son mapas de probabilidad de la materia gris, la materia blanca y el líquido 
cefalorraquídeo, obtenidos a través de resonancias magnéticas T1. Como método de selección 
de características se utiliza information gain (IG) aplicado a los vóxels de los mapas de 
probabilidad. Además, combinan IG con clustering para obtener los vóxels adyacentes con 
mayor poder discriminativo entre clases. En cuanto a la clasificación, se implementan SVM, k-
NN y voting feature intervals (VFI). Los resultados se expresan en forma de accuracy, sensitivity 
y specificity y para su validación se utilizan leave-one-out y hold-out method. Finalmente, las 




clases se clasifican a pares y se intenta predecir también qué sujetos de la clase MCI acabaran 
derivando a AD.  
En (Dyrba, Ewers et al; 2013) [4] se trabaja con 137 pacientes con AD y 143 NC de elevada edad. 
En este estudio se dispone de información extraída de resonancias magnéticas de difusión: FA, 
MD, white matter density (WMD) y grey matter density (GMD). En cuanto a la validación de 
resultados, se usa cross validation con 10 folds y hold-out method, usando como train y como 
test datos recopilados con distintos escáneres.  El método de cross-validation con 10 folds se 
repite 10 veces para mejorar la generalización del clasificador. Además, en cada fold se usa 
information gain (IG) combinado con clustering para reducir características. Los clasificadores 
diseñados son SVM y NB. Para cada fold también, se calculan los parámetros óptimos de SVM 
aplicando cross-validation en la partición de entreno. Finalmente, se dan los resultados en forma 
de accuracy, sensitivity y specificity.   
 
En general, hay ciertos aspectos de estos artículos que nos gustaría que se concretaran más para 
tener una idea más clara de los experimentos que se han llevado a cabo. Hay ciertos detalles 
que no se comentan y podrían ser importantes para entender el proceso de minería de datos 
que han realizado.  
 
En cuanto al artículo (Shao, Myers et al; 2012) [1], es relevante destacar cuatro temas. Por un 
lado, creemos que para evaluar un clasificador no es suficiente con dar su accuracy o porcentaje 
de exactitud. Comentaremos este tema más adelante en el proyecto. Por otro lado, opinamos 
que es necesario dar más información sobre las rondas de validación como por ejemplo cómo 
se reparten las muestras de las clases en las particiones de entreno y test. Además, en cada 
ronda de la validación se seleccionan diferentes características. No nos parece correcto dar los 
resultados de la evaluación del clasificador siguiendo este esquema ya que no se consigue 
generar un ranking de características relevantes generalizado. Por último, estaría bien comentar 
con qué número de características se inicia el estudio y qué características se acaban 
considerando relevantes.  
 
En referencia a (Plant, Teipel et al; 2009) [3], creemos que es correcto dar los resultados en 
forma de accuracy, sensitivity y specificity pero opinamos que sería adecuado comentar cómo 
se han calculado exactamente los éstos valores en el esquema de evaluación leave-one-out.  
 
En (Dyrba, Ewers et al; 2013) [4] se están dando los resultados de nuevo seleccionando distintas 
características en cada ronda de validación por lo que nos encontramos con el mismo caso que 
en  (Shao, Myers et al; 2012) [1]. Aun así, los métodos de presentación de resultados y las 
explicaciones sobre el análisis de las características más relevantes nos parecen detallados. Por 
otro lado, creemos que el análisis del caso NC contra AD es probablemente el más sencillo ya 
que es el caso que presenta mayores diferencias entre clases. Además, no presenta demasiado 
interés científico ya que un médico puede realizar esa misma clasificación analizando a simple 
vista los resultados de una resonancia magnética.  
 
Para más información sobre los últimos estudios de machine learning en el ámbito del 
diagnóstico del Alzheimer se pueden consultar más artículos en las referencias de este proyecto.  




4. Teoría de sistemas de clasificación.  
Los sistemas de clasificación son sistemas automáticos de análisis de datos que nacen de la 
necesidad de analizar grandes volúmenes de información que no pueden estudiarse de forma 
manual.  El objetivo principal de todo sistema de clasificación es adquirir conocimiento a partir 
de los datos y así ser capaz de tomar decisiones. Para diseñar este tipo de sistemas son 
necesarios conocimientos sobre bases de datos, estadística y algoritmos de aprendizaje.  
En la figura 15 podemos ver un esquema de un sistema de 
clasificación sencillo. 
Los dos primeros bloques representan la necesidad de leer 
toda la información de la base de datos y procesarla para que 
se ajuste a las necesidades de nuestro análisis. Además, 
también incluye el estudio de la estructura de los datos. 
Los bloques 3 y 4 representan dos de las fases más 
importantes de los sistemas de clasificación. Éstas incluyen 
la selección de los datos más relevantes y los parámetros 
óptimos del clasificador, el propio diseño del clasificador, el 
cálculo de resultados y su evaluación a través de métodos de 
validación.  
Finalmente, el último bloque representa todos aquellos 
experimentos y pruebas para intentar mejorar el 
comportamiento del clasificador.   
A continuación, explicaremos con detalle las técnicas utilizadas en este proyecto empezando 
por las técnicas de validación, ya que es una parte importante para entender cómo se trabaja 
con los datos. Seguiremos con los clasificadores y con los procesos de selección de 
características implementados y acabaremos con el formato de presentación de los resultados.  
 
4.1. Métodos de validación 
Los métodos de validación son necesarios para determinar si el modelo de clasificación que se 
diseña describe correctamente el comportamiento de los datos. Los métodos utilizados en 
este proyecto son hold-out method, k-fold cross-validation y leave-one-out (LOO).  
4.1.1. Hold-out method 
Si usáramos todos los datos de los que disponemos para diseñar un modelo de clasificación y 
estimar su error, podríamos encontrarnos dos importantes problemas: 
 Overfitting: el diseño del modelo se ajusta perfectamente a los datos. Esto es un 
problema ya que probablemente el modelo no se ajustará tan bien al trabajar con un 
conjunto independiente de datos, es decir, no generalizará correctamente. Es un 
problema usual cuando se diseñan modelos con un número elevado de parámetros. En 
el anexo 9.1 se puede encontrar más información sobre el over-fitting.  
 
Figura 15 – Esquema sencillo de los 
bloques de un sistema de clasificación. 




 Al estimar el error del modelo obtendremos un resultado muy optimista debido a que 
el modelo se ajusta demasiado a los datos. Por lo tanto, la estimación del error no es 
una medida válida para evaluar el comportamiento del modelo.  
Podemos reducir el efecto de estos problemas dividiendo el 
conjunto de datos disponible en dos subconjuntos: entreno y test. 
El subconjunto de datos de entreno se usa para entrenar el 
clasificador, es decir, para encontrar las fronteras de decisión que 
nos permitirán predecir las clases.  
El subconjunto de test se usa para evaluar el clasificador y 
comprobar cuán efectivo es su comportamiento sobre un 
subconjunto independiente al utilizado para diseñar el 
clasificador.   
La división del conjunto de datos es muy importante. Dependiendo de qué muestras se 
encuentran en el subconjunto de entreno y qué muestras en el subconjunto de test, obtenemos 
resultados muy diferentes, es decir, la estimación del error del clasificador es muy variable. Por 
esta razón, al usar una partición del conjunto de datos en concreto, podríamos estar estimando 
incorrectamente el error del modelo.  
Uno de los problemas de usar este método es que en los casos reales de clasificación no se suele 
disponer de un número elevado de muestras, por lo que dividir el conjunto de datos en dos 
partes que generalicen correctamente el problema suele ser complicado.   
4.1.2. Cross-validation  
Cross-validation es un método de ajuste y validación de técnicas de minería de datos. Mediante 
el uso de cross-validation podemos seleccionar los parámetros óptimos de un modelo y evaluar 
los resultados de un análisis estadístico para saber si estos resultados se pueden generalizar para 
un conjunto de datos independiente o no.  
La idea principal de cross-validation es la división del conjunto de datos disponible en diferentes 
subconjuntos. El procedimiento de cross-validation se basa en repetir el entreno y la evaluación 
de un modelo usando en cada repetición subconjuntos de entreno y test distintos.  
Como ya hemos comentado antes, la estimación del error de clasificación es muy variable en 
función de la partición del conjunto de datos que se realiza. Cross-validation se usa para reducir 
esta variabilidad mediante el promedio de los errores resultantes de evaluar el modelo.  
En el caso de querer ajustar los parámetros de un modelo para obtener resultados más óptimos, 
se debe dividir el conjunto de datos en tres partes: entreno, validación y test. Los subconjuntos 
de entreno y test se utilizarán con los mismos objetivos que anteriormente. El subconjunto de 
validación se usará para encontrar los parámetros óptimos de un modelo.  
El procedimiento se basa en repetir el entreno, con el subconjunto de entreno, y la evaluación, 
con el subconjunto de validación, pero utilizando diferentes parámetros de entreno en cada 
repetición. Una vez realizado este paso, se seleccionan los parámetros usados en la repetición 
para la que se ha obtenido una mejor evaluación y se vuelve a entrenar el modelo utilizando los 
subconjuntos de entreno y validación. Finalmente, se evalúa el modelo con el subconjunto de 
 
Figura 16 – División de los datos 
usando hold-out method. 




test. Como el subconjunto de validación se utiliza para entrenar el modelo definitivo, 
necesitamos un subconjunto de test para evaluar el modelo final.  
Uno de los problemas que tiene cross-validation es que como ya hemos comentado 
anteriormente, en los casos reales de clasificación no se suele disponer de grandes conjuntos de 
datos, por lo que dividir los datos en tres partes suele ser difícil.  
Cross-validation tiene distintas variantes que se comentan a continuación.  
K-Fold cross-validation  
Este método se basa en dividir la base de datos en 𝐾 partes iguales, a las que llamamos folds. 
En cada iteración se usan 𝐾 − 1 folds para entreno y 1 para test/validación, de modo que se 
entrenan y evalúan 𝐾  clasificadores distintos. El hecho de tener que realizar 𝐾  ejecuciones 
supone un aumento del coste computacional. El resultado final de la evaluación se obtiene 
promediando los resultados de las distintas repeticiones.  
 
Figura 17 – División de los datos usando el método k-fold cross-validation.  
El número de folds en que se debe dividir la base de datos depende de la cantidad de datos de 
los que dispongamos. Con un número elevado de folds, el sesgo del estimador del error será 
pequeño pero su varianza elevada. Así mismo, el coste computacional será mayor. Con un 
número pequeño de folds, el sesgo del estimador del error será elevado y su varianza pequeña. 
El coste computacional será inferior.   
Leave-one-out 
Leave-one-out (LOO) es un caso específico de K-folds cuando 𝐾 es igual al número de muestras 
𝑁 del conjunto de datos. Por lo tanto, en cada ejecución de LOO se entrena siempre con todo el 
conjunto excepto 1 muestra y se válida/evalúa con la muestra que no se ha utilizado en el 
entreno. En este caso extremo la variabilidad de la estimación del error se reduce pero la 
varianza es muy elevada.  
 
Figura 18 - División de los datos usando el método leave-one-out. 
 





En las siguientes secciones comentaremos los tres clasificadores implementados en este 
proyecto: k-nearest neighbours (k-NN), support vector machines (SVM) y logistic regression.  
4.2.1. K-Nearest Neighbours  
K-nearest neighbors es un clasificador supervisado no paramétrico simple, es decir, necesita 
conocer información a priori sobre las clases de las muestras de entreno y no hace ninguna 
suposición sobre la distribución de las variables que se utilizan para predecir. Se basa 
principalmente en encontrar las 𝐾 muestras más cercanas (vecinos) a la muestra que se quiere 
clasificar para luego predecir su clase en función de la etiqueta que más se repite entre los 
vecinos (votación).   
 
Figura 19 – Ejemplo. Funcionamiento de 5-nearest neighbours. Si quieremos determinar a qué clase 
pertenece la muestra azul, debemos encontrar sus 5 vecinos más cercanos. Como 3 de de los 5 vecinos 
son de la clase verde, ganan la votación. La muestra azul se etiqueta como perteneciente a la clase verde. 
K-NN se basa en las distancias para realizar predicciones de modo que uno de los parámetros a 
elegir es una función que calcule la distancia entre las muestras. La métrica más usada 
habitualmente es la distancia euclidiana aunque qué métrica elegir depende del tipo de 
problema que se está tratando. Además, cuando el número de muestras es muy elevado, el 
coste computacional aumenta mucho ya que se deben calcular las distancias entre todas las 
muestras.   
Otro  de los parámetros a diseñar para k-NN es el número de vecinos 𝐾 a tener en cuenta. La 
elección de este parámetro depende mucho de los datos. Si 𝐾 es bajo, la predicción se puede 
ver afectada en mayor intensidad por muestras ruidosas. Aun así,  si 𝐾 es bajo, las fronteras de 
decisión son más precisas.  
Para seleccionar este tipo de parámetro se pueden usar técnicas de optimización de 
hiperparametros como las comentadas anteriormente en la sección 4.1.  
Típicamente, k-NN funciona bien cuando a base de datos es grande. Una de sus ventajas es que 
ofrece fronteras de decisión muy flexibles. Lamentablemente, tiene bastantes desventajas al 
trabajar en bases de datos como la nuestra.  
Una de las desventajas de k-NN es que es sensible a bases de datos con clases no balanceadas, 
es decir, bases de datos donde la frecuencia de muestras de cada clase difiere mucho. Una clase 
poco frecuente se ve sometida por las clases más frecuentes. 




K-NN se ve también muy afectado por la alta dimensionalidad ya que es muy sensible a 
información irrelevante. A medida que el número de dimensiones crece, el volumen del espacio 
crece muy rápidamente de modo que los datos disponibles se encuentran muy dispersos a lo 
largo del espacio. El hecho de que los datos estén muy dispersos es un problema para cualquier 
método que requiera cierta significación estadística como puede ser k-NN. Por ello es 
importante evitar la redundancia en los datos y ser capaces de realizar una buena selección de 
características. Para más información consultar el anexo 9.2.  
4.2.2. Support Vector Machines 
Support Vector Machines (SVM) es un método supervisado no paramétrico usado para la 
clasificación de clases binarias. También podemos implementar clasificación de múltiples clases 
combinando los clasificadores de clases binarias.  
 
La idea principal de Support Vector Machines es encontrar un hiperplano que separe las 
muestras de dos clases distintas de la manera más óptima, es decir, asegurando que el margen 
𝐶 entre la frontera de decisión y los datos es el mayor posible. En resumen, se encuentra el 
hiperplano que maximiza el margen 𝐶. Las únicas muestras que intervienen en la elección del 
hiperplano son aquellas que se encuentran en los límites del margen. A esas muestras se las 
llama Support Vectors. 
 
 
Figura 20 – (a) Plano que separa ambas clases pero no garantiza el máximo margen. (b) Frontera de decisión que 
separa ambas clases y garantiza el máximo margen.  
 








𝑇 · 𝒙𝒊 + 𝑤0) ≥ 𝐶       𝑖 = 1, … , 𝑁 
(1.1) 
 
Es decir, maximizamos el margen 𝐶 asegurándonos de que todos los vectores se encuentran al 
menos a distancia 𝐶 de la región de decisión. Para simplificar las cosas sin modificar la geometría 
del problema, podemos forzar 𝐶 · ‖𝒘‖ = 1. Si ahora buscamos la distancia desde un support 












 y usamos una expresión cuadrática para facilitar la optimización de ‖𝒘‖: 
min
𝒘,𝑤0
   
1
2
‖𝒘‖2    𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜    𝑦𝑖(𝒘
𝑇 · 𝒙𝒊 + 𝑤0) ≥ 1       𝑖 = 1, … , 𝑁 (1.2) 
 
Si no existe un plano que pueda separar las dos clases, el algoritmo de SVM asume una cierta 
probabilidad de vectores clasificados erróneamente e introduce un término para penalizar los 
errores. Ahora no solo buscamos maximizar el margen 𝐶 sino también minimizar el error 𝜉𝑖, que 




   
1
2
‖𝒘‖2 + 𝑃 ∑ 𝜉𝑖
𝑁
𝑖=1
   𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜    {
𝑦𝑖(𝒘
𝑇 · 𝒙𝒊 + 𝑤0) ≥ 1 − 𝜉𝑖
𝜉𝑖 ≥ 0
            𝑖 = 1, … , 𝑁 (1.3) 
 
Vemos que se introduce una penalización  𝑃 en el caso de que haya un vector en el interior del 
margen. El parámetro de penalización 𝑃 nos indica cuánto nos interesa evitar equivocarnos al 
clasificar una muestra. Cuando 𝑃 toma valores altos, se eligen márgenes más estrechos si es que 
éstos nos permiten reducir el error de clasificación. En caso de valores bajos de 𝑃, se eligen 
márgenes más amplios a pesar de que se puedan cometer errores de clasificación. Esto puede 
ayudarnos a evitar el over-fitting, ya que si ajustamos correctamente este parámetro podemos 
seleccionar el margen óptimo que a pesar de cometer errores en train, genere buenos 
resultados en test.   
 
En el caso de que las clases no sean separables linealmente, se puede combinar SVM con 
funciones de Kernel  para así encontrar fronteras de decisión no lineales. La idea es aplicar una 
transformación 𝜑(·) que mapea las muestras a un espacio de mayores dimensiones donde las 
clases sí son separables linealmente y donde sí podemos encontrar un hiperplano que maximice 
el margen 𝐶 entre la frontera de decisión y los datos y minimice el error.  
 
Las funciones de Kernel nos permiten hallar discriminantes no lineales sin aplicar ni conocer 
explícitamente la transformación 𝜑(·) que se realiza sobre el espacio. Algunas de las funciones 
Kernel más típicas son el Kernel lineal, el polinómico o el RBF (Radial Basis Function).  
 
 
Figura 21 – Ejemplo. El problema no es linealmente separable en dos dimensiones. Al hacer uso de una función de 
Kernel, podemos mapear las observaciones a un espacio tres dimensiones donde encontrar una frontera lineal.  
 




Como ya hemos comentado antes, SVM se usa para problemas de clasificación binarios. Para 
problemas con múltiples clases se deben combinar estos clasificadores. Se pueden combinar 
siguiendo dos esquemas: “One VS One” o “One VS All”.  
El esquema “One VS One”  entrena 𝑁𝑐 =
𝑐·(𝑐−1)
2
 clasificadores, donde 𝑐 es el número de clases. 
Es decir, se entrena un clasificador por cada par de clases. Después se usan los clasificadores 
diseñados para predecir clases a pares y se escoge la clase que más veces ha salido elegida. El 
esquema “One VS All” entrena 𝑁𝑐 = 𝑐 clasificadores. Es decir, tantos clasificadores como clases 
existen. Con estos clasificadores se predicen las clases y se elige la más votada.  
 
SVM es un método efectivo cuando se trabaja con muchas características, aunque sus resultados 
empeoran si se disponen de pocas muestras. Una de las ventajas de SVM es que podemos 
ajustar el parámetro de penalización 𝑃  para evitar overfitting, es decir, para evitar que el 
clasificador diseñado se adapte demasiado a los datos de entreno y no tenga un 
comportamiento generalizado para datos independientes. 
Como en la mayoría de clasificadores, la dificultad del diseño recae en la elección de los 
parámetros del clasificador. En este caso, la elección del Kernel y del parámetro de penalización 
es importante. Para seleccionar el parámetro de penalización se pueden usar técnicas de 
optimización de hiperparametros como las comentadas anteriormente en la sección 4.1. La 
elección de la función de Kernel es más complicada. No podemos saber qué Kernel dará mejores 
resultados sino tenemos conocimientos muy específicos sobre los datos. En problemas con 
datos de alta dimensionalidad donde se disponen de pocas muestras es mejor utilizar el Kernel 
lineal. Otra de las desventajas es SVM es que se requiere una alta capacidad computacional para 
entrenar el clasificador. 
4.2.3. Logistic Regression 
La regresión logística es uno de los modelos lineales generalizados de clasificación binaria. Los 
modelos lineales generalizados esperan que el valor que se predice sea una combinación lineal 
de un conjunto de variables independientes 𝒙 = (𝑥1, … , 𝑥𝑚),  es decir, que el valor predicho ?̂? 
sea una variable dependiente.  
 
?̂? = 𝒘𝑇 · 𝒙 + 𝑤0 = 𝑤1 · 𝑥1 + ⋯ + 𝑤𝑚 · 𝑥𝑚 + 𝑤0 
 
(2.1) 
Si nos fijamos, este modelo es equivalente a la ecuación de un hiperplano con vector normal al 
plano 𝒘 = (𝑤1, … , 𝑤𝑚)  y término independiente 𝑤0 . El objetivo de los modelos lineales 
generalizados es diseñar este hiperplano de separación entre clases.   
 
En concreto, la regresión logística difiere un poco de los modelos lineales generalizados. Este 
modelo no intenta encontrar la relación lineal entre las variables sino predecir la probabilidad 
de que la variable dependiente 𝑦 pertenezca a una clase o a otra (sea 0 o 1). Definimos las 
probabilidades como: 
𝑃(𝑦 = 1) = ?̂?          𝑃(𝑦 = 0) = 1 − ?̂? (2.2) 
 
Entonces, la ecuación que intenta resolver la regresión logística es: 
 




?̂? = 𝑔(𝒘𝑇 · 𝒙 + 𝑤0) = 𝑔(𝑤1 · 𝑥1 + ⋯ + 𝑤𝑚 · 𝑥𝑚 + 𝑤0) (2.3) 
 
La función 𝑔(·) se usa para modelar como afectan las variables independientes (𝑥1, … , 𝑥𝑚) a la 
probabilidad ?̂? . Además, ya que 𝑦 debe tomar valores 0 o 1, la función 𝑔(·) debe estar acotada 
también entre esos mismos valores. La función 𝑔(·)  que se usa con más frecuencia es la 
sigmoide: 
 







Esta función monótona continua cumple que: 
𝑧 ↑↑ ⇒      𝑒−𝑧 = 0    𝑔(𝑧) = 1  
  𝑧 ↓↓ ⇒      𝑒−𝑧 = ∞    𝑔(𝑧) = 0  
(2.5) 







Para estimar los valores de 𝒘 = (𝑤1, … , 𝑤𝑚)  y del término independiente 𝑤0  a partir del 
conjunto de muestras disponibles (𝒙𝟏, … , 𝒙𝑵) se usa el criterio de máxima verosimilitud. Este 
criterio se basa en encontrar la estimación de los parámetros (𝒘, 𝑤0) que mejor se adapte a 
todos las muestras disponibles en términos de probabilidad. Buscamos  (𝒘, 𝑤0) que ofrezcan el 
menor error entre el valor observado y el predicho en el conjunto de muestras disponibles 




   𝐿(𝒘, 𝑤0) = 𝑃(𝒘, 𝑤0|𝒙𝟏, … , 𝒙𝑵) = 𝑓(𝒙𝟏, … , 𝒙𝑵|𝒘, 𝑤0) 
 
(2.7) 








































Existe también la versión regularizada de logistic regression. La regularización impone 
restricciones en las soluciones de un problema que nos pueden ayudar a evitar el over-fitting. 




Los dos métodos de regularización más utilizados son las variantes L1 y L2, para los que se añade 
una restricción tal que:  
 
 Restricción Norma 












Donde 𝑾 es un vector que incluye todos los parámetros a estimar: 𝑾 = 𝑤0, 𝑤1, … 𝑤𝑚.  
 
De nuevo, 𝑃 es un parámetro de penalización que debidamente ajustado nos permitirá evitar el 
over-fitting. Valores altos del parámetro 𝑃 nos permitirán reducir la complejidad del modelo y 
así, reducir también la accuracy del modelo diseñado para que no se ajuste tanto a la partición 
de entreno.  
 
Finalmente, logistic regression también puede aplicarse a clasificación multiclases. El método a 
seguir se conoce como regresión logística multinomial. Para nuestro proyecto solo nos fijaremos 
en clasificación a pares.  
 
4.3. Ranking de características 
A continuación comentaremos los métodos de selección de características implementados en 
este proyecto: ranking basado en el coeficiente de correlación de Pearson y ranking basado en 
la tau de Kendall.  
4.3.1. Samples Pearson’s correlation coefficient  
El coeficiente de correlación de Pearson poblacional (𝜌) es una medida de la dependencia lineal 
o correlación lineal entre dos variables 𝑋 e 𝑌. Mide la calidad del ajuste de la recta de regresión, 
que es la recta que mejor se ajusta al comportamiento de los datos.  
El coeficiente de correlación de Pearson poblacional se define como la covarianza de dos 





En el cálculo del coeficiente se asume que: 
 Se trabaja con variables que miden intervalos o ratios. No es necesario que ambas midan 
en la misma escala o en las mismas unidades. 
 La distribución de los datos es aproximadamente Gaussiana. 
 La relación entre las variables es lineal.  
 Hay un número muy bajo de outliers en los datos o no hay ninguno. La razón es que 
tanto la recta de regresión, y por tanto coeficiente de correlación, son muy sensibles a 
los outliers. 




 Hay homocedasticidad en los datos, es decir, que la varianza de las muestras a lo largo 
de la recta de regresión se mantenga aproximadamente constante.    
Se puede dar el caso en el que se trabaje con conjuntos de muestras. Si sustituimos la covarianza 
y la desviaciones estándar de la ecuación 3.1 por la covarianza y las desviaciones estándar 
estimadas, obtenemos el coeficiente de correlación de Pearson muestral (𝑟) , que es un 
estimador sesgado de 𝜌. La estimación solo es válida si tanto 𝑋 como 𝑌 siguen una distribución 
normal.  
Para dos conjuntos de muestras tal que 𝑋 =  {𝑥1, … , 𝑥𝑁} e 𝑌 =  {𝑦1, … , 𝑦𝑁}, el coeficiente de 
correlación de Pearson muestral se define como: 
𝑟 =
∑ (𝑥𝑖 − ?̅?) · (𝑦𝑖 − ?̅?)
𝑁
𝑖=1
√∑ (𝑥𝑖 − ?̅?)2
𝑁
𝑖=1 · √∑ (𝑦𝑖 − ?̅?)
2𝑁
𝑖=1


















Como ya hemos comentado, el coeficiente 𝑟 es una estimación sesgada de 𝜌. El valor esperado 
de los coeficientes de correlación 𝑟 en muestras de una población normal es algo menor al valor 
de 𝜌. Fisher demostró que con una sencilla formula se puede obtener una estimación no sesgada 
de la correlación [13].  




Se puede aplicar esta fórmula para corregir el sesgo y obtener mejores resultados. Es 
especialmente útil cuando el número de muestras del conjunto es pequeño.  
El coeficiente 𝑟 puede tomar valores entre [−1,1]. Los resultados se pueden interpretar de la 
siguiente forma: 
 Correlación positiva total (𝑟 = 1).Existe una ecuación lineal que define perfectamente 
la relación entre las dos variables, es decir existe una recta que contiene todas las 
muestras. Además, 𝑟𝑋𝑌 = 1 implica que cuando la variable X crece, también lo hace la 
variable Y. Lo mismo de forma inversa. Este resultado no nos indica que la pendiente de 
la recta sea 1. 
 Correlación nula (𝑟 = 0).  No existe una relación lineal entre las variables. Esto no 
significa que las variables sean independientes, sino que no existe una dependencia 
lineal entre ellas. 
 Correlación negativa total (𝑟 = −1).  Existe una ecuación lineal que define 
perfectamente la relación entre las dos variables. Además, 𝑟 = −1 implica que cuando 
la variable X crece, la variable Y decrece. Lo mismo de forma inversa. Este resultado no 
nos indica que la pendiente de la recta sea −1. 
 




Es posible hacer un test de hipótesis estadístico de Fisher para aceptar o rechazar la hipótesis 
nula 𝐻0 de que el valor de la correlación de Pearson poblacional 𝜌 es igual a 0 (independencia 
lineal) basándonos en el valor obtenido para 𝑟 . Teniendo en cuenta que el coeficiente de 
correlación sigue una distribución T-Student con 𝑁 − 2 grados de libertad y que el nivel de 
significancia es 𝛼 :  
 
𝐻𝑖𝑝ó𝑡𝑒𝑠𝑖𝑠 {
𝐻0 ∶     𝜌 = 0   
𝐻1 ∶     𝜌 ≠ 0  
 
 
𝑆𝑒 𝑎𝑐𝑒𝑝𝑡𝑎 𝑙𝑎 ℎ𝑖𝑝ó𝑡𝑒𝑠𝑖𝑠 𝐻0 𝑠𝑖:           





En el caso de minería de datos, si calculamos el valor de 𝜌 entre nuestras características y las 
etiquetas de las clases, obtenemos una medida de la relación lineal existente entre los datos y 
el resultado. De esta manera, podemos elaborar un ranking con las características que más 
relacionadas están con las etiquetas y quedarnos con el número de características más 
conveniente para la clasificación.   
 
4.3.2. Kendall Tau Correlation 
Kendall Tau Correlation es una medida de correlación de la relación existente entre la 
ordenación de dos variables 𝑋 e 𝑌. Las variables bajo estudio deben ser variables cuantitativas 
o cualitativas ordinales, es decir, que puedan ordenarse según un ranking. Kendall tau mide 
entonces la similitud entre el orden de ambas variables. Al contrario que con el coeficiente de 
correlación de Pearson, Kendall detecta también relaciones no lineales entre las variables.  
El primer paso para calcular la Kendall Tau Correlation es sustituir los valores de las muestras de 
las variables 𝑋 e 𝑌 por el valor de sus rangos, es decir, por el valor del lugar que ocupan si se 
ordenan las muestras. Si el valor de algunas muestras se repite, el valor del rango es la media de 
las posiciones que ocuparían si las muestras estuvieran ordenadas.  







𝑃 = # 𝑝𝑎𝑟𝑒𝑠 𝑐𝑜𝑛𝑐𝑜𝑟𝑑𝑎𝑛𝑡𝑒𝑠 
 





· 𝑁 · (𝑁 − 1) 
(4.1) 
 
Los pares concordantes son aquellos en que los rangos cumplen una de las dos siguientes 
condiciones: 




𝑥𝑖 < 𝑥𝑗      𝑦     𝑦𝑖 < 𝑦𝑗 
𝑥𝑖 > 𝑥𝑗      𝑦     𝑦𝑖 > 𝑦𝑗 
(4.2) 
 
Los pares discordantes son aquellos son aquellos en que los rangos cumplen una de las dos 
siguientes condiciones: 
𝑥𝑖 < 𝑥𝑗      𝑦     𝑦𝑖 > 𝑦𝑗 
𝑥𝑖 > 𝑥𝑗      𝑦     𝑦𝑖 < 𝑦𝑗 
(4.3) 
  
Si se cumple que 𝑥𝑖 = 𝑥𝑗  y/o 𝑦𝑖 = 𝑦𝑗 , se produce un empate y no se consideran pares 
concordantes ni discordantes.  
 
De la definición de Kendall Tau podemos deducir que:  
  valores de 𝜏 están entre [−1,1] ya que el denominador es el número total de pares de 
muestras que existen.  
 𝜏 = 1: caso en el que las variables se ordenan del mismo modo, es decir, los rangos 
coinciden.   
 𝜏 = −1: caso en el que las variables se ordenan de forma inversa.   
 𝜏 = 0: no hay relación entre el orden de las variables.   
Cuando existen muchos empates entre pares, el valor del coeficiente puede verse afectado. 
Existe una variante de Kendall Tau, llamada Kendall Tau-B, que compensa estos empates. 
Kendall Tau-B se define como:  
𝜏𝐵 =
𝑃 − 𝑄
√(𝑃 + 𝑄 + 𝑋0) · (𝑃 + 𝑄 + 𝑌0)
 
 
𝑋0 = # 𝑝𝑎𝑟𝑒𝑠 𝑒𝑚𝑝𝑎𝑡𝑎𝑑𝑜𝑠 𝑒𝑛 𝑋 
 
𝑌0 = # 𝑝𝑎𝑟𝑒𝑠 𝑒𝑚𝑝𝑎𝑡𝑎𝑑𝑜𝑠 𝑒𝑛 𝑌 
(4.4) 
Los valores de 𝜏𝐵  están también entre [−1,1]. El valor resultante 𝜏𝐵  se interpreta del mismo 
modo que para 𝜏. 
Kendall tau también es útil para realizar test de hipótesis. Es un test no paramétrico, por lo que 
no requiere que los datos sigan una distribución específica. La hipótesis nula 𝐻0 establece que 
las dos variables son estadísticamente independientes. Si el número de muestras es muy bajo 
(entre 4 y 10 muestras) se debe recurrir a unas tablas especiales para poder testear la hipótesis. 
Si el número de muestras es grande (mayor a 10 muestras), se puede aproximar la distribución 
de 𝜏 a una distribución normal con:   




















Teniendo en cuenta esta distribución y que el nivel de significancia es 𝛼 :  
 
𝐻𝑖𝑝ó𝑡𝑒𝑠𝑖𝑠 {
𝐻0 ∶    𝜏 = 0   
𝐻1 ∶     𝜏 ≠ 0  
 
𝑆𝑒 𝑎𝑐𝑒𝑝𝑡𝑎 𝑙𝑎 ℎ𝑖𝑝ó𝑡𝑒𝑠𝑖𝑠 𝐻0 𝑠𝑖:          𝛼 ≤ 𝑁(0,1)𝛼,𝑍 
(4.6) 
 
En el caso de minería de datos, si calculamos el valor de 𝜏𝐵  entre nuestras características y las 
etiquetas de las clases, obtenemos una medida de la relación existente entre los datos y el 
resultado. De esta manera, podemos elaborar un ranking con las características que más 
relacionadas están con las etiquetas y quedarnos con el número de características más 
conveniente para la clasificación.   
 
4.4. Resultados 
En las siguientes secciones comentaremos herramientas para presentar los resultados de un 
sistema de clasificación.  
4.4.1. Matrices de confusión  
En los problemas de clasificación se emplean las matrices de confusión para visualizar cómo han 
sido clasificadas las muestras de cada clase. En nuestro caso, analizaremos las clases a pares por 
lo que obtendremos matrices de confusión tal que: 
 
(5.1) 
Se define 𝐶𝑖𝑗 como el número de muestras que pertenece a la clase 𝑖 y se han predicho como 




 True positive (𝑇𝑃): muestras de la clase positiva predichas como positivas.  
 False negative (𝐹𝑁): muestras de la clase positiva predichas como negativas.  
 False positive (𝐹𝑃): muestras de la clase negativa predichas como positivas.  
 True negative (𝑇𝑁): muestras de la clase negativa predichas como negativas.  
 Positives (𝑃 = 𝑇𝑃 + 𝐹𝑁): muestras que pertenecen a la clase positiva.  
 Negatives (𝑁 = 𝑇𝑁 + 𝐹𝑃): muestras que pertenecen a la clase negativa. 




A partir de esta segunda definición de la matriz de confusión en el caso binario, podemos dar 
otro tipo de resultados estadísticos a través de las matrices de confusión conocidos como 
accuracy, precision, sensitivity y specificity.  
4.4.2. Accuracy 
Se define como: 





Es el número de muestras bien clasificadas respecto al número total de muestras o  probabilidad 
de acierto. Por lo tanto, podemos definir la probabilidad de error como: 
𝐸𝑟𝑟𝑜𝑟 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 (𝑃𝑒) = 1 − 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (5.4) 
 
4.4.3. Precision o positive predictive value 
Se define como: 





Es el número de muestras clasificadas correctamente como positivas respecto al número total 
de muestras que se detectan como positivas. Se puede entender como la probabilidad de que 
una muestra detectada como positiva esté bien clasificada.     
4.4.4. Sensitivity o true positive rate 
Se define como: 








También se conoce como recall o hit rate. Es el número de muestras clasificadas correctamente 
como positivas respecto al número total de muestras positivas reales existentes. Se puede 
entender como la probabilidad de que una muestra positiva aleatoria sea clasificada 
correctamente.  
4.4.5. Specificity o true negative rate 









Es el número de muestras clasificadas correctamente como negativas respecto al número total 
de muestras negativas reales existentes. Se puede entender como la probabilidad de que una 
muestra negativa aleatoria sea clasificada correctamente. 
  




5. Estructura del sistema de clasificación.  
El sistema de clasificación diseñado en este proyecto se centra en el análisis de la base de datos 
Aetionomy. Con este objetivo en mente, utilizaremos también de la base de datos ADNI, que 
usaremos como referencia para, por ejemplo, comparar resultados o realizar pruebas.  
Para poder analizar ambas bases de datos, el sistema de clasificación diseñado se puede dividir 
en dos grandes bloques que presentan la siguiente estructura:  
 
La figura 23 representa el diagrama de bloques que se sigue para el análisis de cada base de 
datos por separado. En contraste, la figura 24 representa el diagrama de bloques que se sigue si 
se quiere hacer un análisis con ambas bases combinadas.  
Como se puede comprobar, ambas estructuras son muy parecidas. Cada bloque de las 
estructuras tiene asociado un script. Aunque bloques con el mismo nombre estén asociados a 
scripts distintos, todos realizan la misma función. El objetivo de separar las estructuras en 
diversos scripts es facilitar el análisis y modificación de las etapas de diseño del clasificador. 
Además, esta metodología nos permite llevar un mejor control de cómo se transforman los 
datos de cada base para detectar posibles errores en las etapas de la clasificación. 
En la figura 23, podemos dividir la estructura en dos grandes bloques: A y B. El bloque A consta 
de 2 ramas. Los 3 bloques de la rama superior representan la carga y normalización de los datos 
de la base Aetionomy y la posterior selección de características. Análogamente, los 3 bloques de 
la rama inferior cumplen las mismas funciones para la base ADNI. En el bloque B, los 3 bloques 
interiores representan la selección de parámetros del clasificador, la clasificación y las posibles 
pruebas o estudios a realizar para intentar comprender los resultados y mejorarlos.  
 
Figura 23: Estructura de clasificación para el análisis de las bases de datos Aetionomy y ADNI por separado. 
 
Figura 24: Estructura de clasificación para el análisis de la combinación de las bases de datos Aetionomy y ADNI. 




Los bloques del interior de A pueden interactuar entre sí según se indica en el diagrama. Lo 
mismo ocurre con los bloques del interior de B. La elección de la rama a ejecutar en el bloque A 
es equivalente a la elección de la base de datos que se quiere analizar. Por tanto, una vez elegida 
una rama, la otra queda inutilizada. Además, los bloques en B pueden retroceder siempre a 
cualquiera de los bloques de A de la rama que se ha ejecutado. En caso de querer iniciar el 
análisis de la rama contraria a la que se está ejecutando, tan solo se debe ejecutar el script de 
carga de datos.  
En la figura 24, todos los bloques cumplen las mismas funciones que las mencionadas para la 
figura 23. Sin embargo, en este caso los scripts del bloque A están preparados para cargar los 
datos comparables de ambas bases de datos para normalizarlos de la misma forma y realizar la 
misma selección de características. El primer paso en el bloque B es cargar los parámetros de la 
clasificación y decidir cómo combinaremos los datos. Si queremos mezclar los sujetos de las 
bases de datos para realizar en análisis, nos redirigiremos por la rama superior a los mismos 
scripts utilizados en la figura 18 para clasificar y realizar pruebas. El en caso que queramos usar 
una de las bases de datos como train y la otra como test, tomaremos el camino de la rama 
inferior hacia 2 nuevos scripts de clasificación y pruebas. 
Las relaciones entre bloques funcionan del mismo modo que en la figura 23. Igual que antes, al 
seleccionar una rama en el bloque B, la otra queda inutilizada.  
Detallaremos qué función cumple cada bloque en las siguientes secciones.  
5.1. Carga de datos 
Los scripts de carga de datos se encargan no solo de leer la información, sino de corregir los 
errores que pueda haber en los datos.  
El primer paso es seleccionar el tipo de datos que queramos cargar según el parámetro – 𝑑.  
 
Figura 25 – Parámetro de selección de los datos a 




Figura 26 – Parámetro de selección de los a cargar 
para la base de datos ADNI y para la combinación de 
ambas bases.  
Los datos de cada sujeto se leen del siguiente modo:  
 Matrices de conectividad estructural. Se leen por filas de izquierda a derecha, de modo 
que empezamos a leer todas las conexiones que toman la ROI 1 como origen y acabamos 
leyendo todas la conexiones que toman la ROI 90 como origen.   




 Matrices de conectividad funcional. Se leen por filas de izquierda a derecha de modo 
que empezamos leyendo todas las correlaciones de la ROI 1 y acabamos leyendo todas 
las correlaciones de las ROI 90.  
 Volumen de materia gris. Se lee de izquierda a derecha de modo que empezamos 
leyendo el volumen de materia gris en la ROI 1 y acabamos leyendo el volumen de 
materia gris en la ROI 90.  
 Otros. Se extraen de una tabla de modo que leemos un vector de datos para para cada 
sujeto.  
 
Figura 27 – Lectura de la matriz de 
conectividad estructural.  
 
Figura 28 – Lectura de la matriz de 
conectividad funcional. 
 
Figura 29 – Lectura del volumen 
de materia gris.  
 
En el caso de elegir el análisis de un solo tipo de dato (−𝑑 =  2,3,4,5), la propia lectura de los 
datos de un sujeto será equivalente al vector de características de ese sujeto. En el caso de elegir 
la lectura de todos los datos (−𝑑 =  1), apilaremos horizontalmente la lectura de los datos para 
obtener el vector de características de cada sujeto.  
 
Figura 30 – Vector de características en el caso de elegir el análisis de todos los tipos de dato disponibles.  
Finalmente, se genera una matriz de características formada por los vectores de características 
de todas las observaciones.   
 
Figura 31 – Matriz de características en el caso de elegir el análisis de todos los tipos de dato disponibles 
Al seleccionar el tipo de datos a cargar, no solo leemos los datos sino que leemos y generamos 
también otras variables que pueden sernos útiles a lo largo del sistema. Por ejemplo, cargamos 
un vector con el nombre de cada sujeto, un vector con el nombre de las ROIs cerebrales, un 
vector de las etiquetas de clase o un vector de etiquetas con el nombre de cada una de las 
características que consolidan los vectores de características.  




Finalmente, la última función de este bloque es detectar los vacíos en la información, llenarlos 
y devolvernos una estadística que nos aporte información sobre estos vacíos.  
Hay varias razones por las que podríamos encontrar vacíos en la información. En el caso de la 
información médica, la razón principal es que se han perdido los datos debido al gran volumen 
de información que se maneja al generar una base de datos como Aetionomy. En el caso de las 
matrices de conectividad estructural y funcional, existen distorsiones en las imágenes recogidas 
por resonancia magnética debidas a las zonas con cambios de medio. Por ejemplo, en las zonas 
de los globos oculares o de las orejas se registran fuertes distorsiones debidas al aire. Además, 
tanto las matrices como el volumen de materia gris se pueden ver afectados por proceso de 
registro de imagen al realizar la parcelación del cerebro en ROIs. Estos hechos pueden 
desencadenar la generación de ROIs que no contienen datos debido a la falta de ellos o al 
reducido tamaño de la ROI que se genera.  
Los vacíos de los datos vienen dados por valores 𝑁𝑎𝑁. Debemos sustituir estos 𝑁𝑎𝑁 por algún 
valor razonable.  
 Matrices de conectividad estructural. Sustituimos los 𝑁𝑎𝑁  por 0 . No se detectan 
conexiones entre las dos ROIs.     
 Matrices de conectividad funcional. Sustituimos los 𝑁𝑎𝑁  por 0 . La respuesta 
hemodinámica de las dos ROIs es independiente.  
 Volumen de materia gris. Sustituimos los 𝑁𝑎𝑁 por 0. No se detecta materia gris en esa 
ROI.   
 Otros. Cuando un sujeto tiene un 𝑁𝑎𝑁 en una característica, éste se sustituye por el 
valor promedio de esa característica en todos los sujetos de la misma clase que la del 
sujeto que contiene el 𝑁𝑎𝑁. En el caso de características con valores discretos como el 
gen APOE, se calcula el promedio y se sustituye el 𝑁𝑎𝑁 por el valor discreto más cercano 
al promedio.  
 
Una vez leídos los datos, sustituidos los 𝑁𝑎𝑁 y generadas todas las variables necesarias para 
seguir con el sistema, pasamos al bloque de normalización.  
 
5.2. Normalización 
5.2.1. Necesidad de normalización 
Los scripts de normalización se encargan de transformar algunos datos que por el momento no 
pueden compararse. Es el caso de las matrices de conectividad estructural y los volúmenes de 
materia gris.  
La necesidad de normalización viene dada por el simple hecho de que cada sujeto tiene el 
cerebro de un tamaño distinto. Tener un cerebro más grande implica que el volumen de las ROIs 
será mayor que el de alguien con el cerebro más pequeño. Por otro lado, el volumen de materia 
gris o el número de fibras que conectan las ROIs también serán más elevados si el cerebro es de 
mayores dimensiones. Por ello, debemos encontrar un modo de normalizar el volumen de 
materia gris y el número de fibras que conectan las regiones para poder comparar los datos 
entre sujetos.   
Como hemos comentado en la sección 2.1.1, las matrices de conectividad estructural no son 
simétricas. No podemos analizar una matriz que mide las conexiones entre dos regiones y no 




sea simétrica, debemos darle sentido a los datos. Por ello, además de normalizar las matrices 
también debemos hacerlas simétricas.  
Desconocemos por completo el efecto que tendrán los distintos tipos de normalizaciones sobre 
el resultado final del sistema de clasificación. Por ello hemos implementado diversos métodos a 
analizar.  
A continuación comentaremos las distintas normalizaciones implementadas.  
5.2.2. Normalización del volumen de materia gris 
La normalización implementada para el volumen de materia gris es: 
 
𝐺𝑀𝑉 𝑖𝑛 𝑅𝑂𝐼 𝑖𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 =
𝐺𝑀𝑉 𝑖𝑛 𝑅𝑂𝐼 𝑖





En este caso dividimos el volumen de materia gris de cada ROI por el volumen total de esa misma 
ROI. Para llevar a cabo esta normalización debemos conocer el volumen de las ROIs de cada 
sujeto. Estos datos se nos han proporcionado y se cargan como variable en el bloque de carga 
de datos.  
5.2.3. Normalización de las matrices estructurales 
Hemos implementado tres métodos para normalizar las matrices de conectividad estructural.  
Método 1. 
El primer método de normalización responde a la expresión: 





𝑛º 𝑣𝑜𝑥𝑖 ∗ 𝑛º 𝑠𝑒𝑒𝑑𝑠/𝑣𝑜𝑥
+
𝑒𝑙𝑒𝑚(𝑗, 𝑖)
𝑛º 𝑣𝑜𝑥𝑗 ∗ 𝑛º 𝑠𝑒𝑒𝑑𝑠/𝑣𝑜𝑥
) ∗ 100 
 
(6.1) 
Los pasos hasta llegar a la ecuación (6.1) son:  
- Normalización:   
𝑒𝑙𝑒𝑚𝑛(𝑖, 𝑗) =
𝑒𝑙𝑒𝑚(𝑖, 𝑗)





- Simetría:  
𝑒𝑙𝑒𝑚𝑠(𝑖, 𝑗) = 𝑒𝑙𝑒𝑚𝑠(𝑗, 𝑖) =
1
2








Este método se basa en normalizar cada elemento de la matriz por el número de semillas que 
se colocan al inicio del algoritmo de la tractografía en la ROI origen. Después se hace la matriz 
simétrica sustituyendo los elementos opuestos por su media. Finalmente, se convierten los 
resultados a porcentajes de densidad de fibras.  
 




No hemos tenido que implementar esta normalización ya que nos la ha proporcionado la 
Fundación Pascual Maragall. Por tanto, tan solo leemos los datos de unas matrices ya 
normalizadas.   
 
Método 2. 
El segundo método de normalización responde a la expresión: 
𝑒𝑙𝑒𝑚%(𝑖, 𝑗) = 𝑒𝑙𝑒𝑚%(𝑗, 𝑖) =
1
2 ∗ 𝑛𝑓𝑖𝑏𝑟𝑒𝑠




Los pasos hasta llegar a la ecuación (6.5) son: 
- Simetría:  
𝑒𝑙𝑒𝑚𝑠(𝑖, 𝑗) = 𝑒𝑙𝑒𝑚𝑠(𝑗, 𝑖) =
1
2




- Cálculo del número total estimado de fibras el cerebro: 
 














𝑒𝑙𝑒𝑚%(𝑖, 𝑗) = 𝑒𝑙𝑒𝑚𝑛(𝑗, 𝑖) ∗ 100 
 
(6.9) 
Esta vez el método se basa en normalizar respecto al número total de fibras que se ha estimado 
que tiene el cerebro. El primer paso es hacer que la matriz sea simétrica aplicando la media de 
elementos opuestos. Después calculamos el número total estimado de fibras que hay en el 
cerebro, que es equivalente al número de semillas que no se han perdido en el algoritmo de la 
tractografía. Este cálculo es equivalente a sumar los elementos del triángulo superior de la 
matriz. Finalmente, normalizamos por el número estimado de fibras en el cerebro y 
transformamos los resultados a densidad de fibras en porcentaje.   
Método 3. 
El tercer método de normalización responde a la expresión: 
 





𝑛𝑓𝑖𝑏𝑟𝑒𝑠 𝑖𝑛 𝑅𝑂𝐼 𝑖
+
𝑒𝑙𝑒𝑚(𝑗, 𝑖)
𝑛𝑓𝑖𝑏𝑟𝑒𝑠 𝑖𝑛 𝑅𝑂𝐼 𝑗




Los pasos hasta llegar a la ecuación (6.10) son: 
- Cálculo del número de fibras estimadas que salen de la ROI i origen :  



















𝑒𝑙𝑒𝑚𝑠(𝑖, 𝑗) = 𝑒𝑙𝑒𝑚𝑠(𝑗, 𝑖) =
1
2










Este método se basa en normalizar cada elemento de la matriz respecto al número total de fibras 
que se ha estimado que salen de la ROI origen. Primero debemos calcular esa estimación. Esto 
es equivalente a sumar las fibras de toda la fila de la ROI origen, es decir, estamos sumando las 
fibras que salen de la ROI i origen hacia todas las otras ROIs existentes. Después normalizamos 
cada elemento por el número de fibras estimado que salen de la ROI i. Aplicamos la media para 
hacer la matriz simétrica y para acabar, calculamos la densidad de fibras en porcentaje.     
 
5.2.4. Selección del método de normalización 
La normalización del volumen de materia gris siempre se efectúa. 
 En cuanto a la normalización de las matrices, podemos elegir qué 
método de normalización queremos aplicar a partir del parámetro −𝑚. 
Además del parámetro −𝑚, en este script debemos seguir indicando 
el tipo de datos con el que estamos trabajando mediante el parámetro 
−𝑑 de las figuras 25 y 26.  
El método 0 implica que no se normalizan las matrices. El resto de 
métodos coinciden con la numeración de los comentados en la sección 
5.2.3.  
Este bloque representa una gran incógnita ya que desconocemos por 
completo el efecto que pueden tener las normalizaciones en los 






Figura 32 – Parámetros 
de selección del método 
de normalización para 
matrices de conectividad 
estructural. Válido para 
los 3 scripts existentes.  




5.3. Selección de características 
Los scripts de selección de características se encargan de reducir de forma simple el número de 
características a analizar en la matriz de características. Estos bloques no implementan técnicas 
o algoritmos de selección de características propios de minería de datos, sino que reducen 
significativamente el número de características haciendo uso de la intuición y el sentido común.  
Las técnicas de reducción de características propias de un sistema de clasificación se 
implementaran en los siguientes bloques. Por ahora tan solo procesaremos los datos para 
reducir las dimensiones del problema de una forma fácil y simple.  
En estos bloques se reduce la dimensión de la matriz de características y además, se adapta el 
vector de etiquetado de características al resultado de la reducción para saber exactamente qué 
características se conservan.  
5.3.1. Necesidad de reducción de características.  
En minería de datos, reducir las características implica reducir las dimensiones del problema y 
con ello simplificarlo. El efecto Hughes o maldición de la dimensión sostiene que si se dispone 
de un número fijo de muestras, la capacidad predictiva de un algoritmo de clasificación decrece 
a medida que las dimensiones aumentan. Se puede encontrar más información sobre la 
necesidad de reducir el espacio de características en el anexo 9.2.   
5.3.2. Métodos de reducción de características básicos.  
Hemos implementado cinco métodos para reducir fácilmente las dimensiones del problema. Se 
basan principalmente en la reducción de las matrices de conectividad estructural y funcional, 
que son las que mayor peso tienen en el recuento final del número de características que genera 
cada tipo de dato.  
Método 1: Conservar la mitad de las matrices.  
Llegados a este bloque, tanto las matrices estructurales como las funcionales son simétricas. 
Este hecho implica que cada matriz contiene información duplicada. Para evitar la duplicidad de 
datos, es suficiente con conservar el triángulo superior o inferior de la matriz tal que: 
 
Figura 33 – Método 1 de reducción de características. Conservar la mitad de la matriz. Caso de matrices 
estructural o funcional.     
De este modo conseguimos reducir las dimensiones del vector de características de 8100 a 
4005 dimensiones.  
Método 2: Conservar la mitad de las matrices. Análisis intra-hemisférico.  
Como hemos comentado anteriormente, las matrices de conectividad estructural son una 
estimación del número de fibras que conectan las distintas regiones del cerebro. Des de un 
punto de vista médico, se conoce que las conexiones más fuertes se encuentran entre regiones 
del mismo hemisferio. Por ello, puede ser interesante descartar las fibras que conectan los dos 




hemisferios cerebrales entre sí y conservar el resto, deshaciéndonos también de la información 
duplicada de las matrices.  
 
Figura 34 - Método 2 de reducción de características. Conservar la mitad de la matriz y las conexiones intra-
hemisféricas. Caso de matrices estructural o funcional.     
De este modo conseguimos reducir las dimensiones del vector de características de 8100 a 
1980 dimensiones.  
Método 3: Selección manual de características.  
Este método se basa en realizar una selección manual de características.  
En el caso de las matrices estructurales y funcionales, esto puede resultar interesante si 
queremos analizar, por ejemplo, el efecto que tienen en la clasificación las regiones del cerebro 
directamente relacionadas con la enfermedad de Alzheimer. En este caso también se descarta 
la duplicidad de información.  
 
Figura 35 - Método 3 de reducción de características. Selección manual de características evitando la duplicidad 
de información. Caso de matrices estructural o funcional.     
Para seleccionar qué características conservar debemos indicar en un vector las regiones del 
cerebro que nos interesan. Este método devolverá una matriz de características que solo 
contenga las conexiones de las regiones que nos interesan con el resto de regiones del cerebro 
evitando la duplicidad de información.   
En el caso de tratar con los vectores de volumen de materia gris, hemos de indicar en un vector 
las regiones del cerebro de las que queremos conservar la información. Para los datos 
personales, genéticos, etc también hemos de indicar en un vector la etiqueta de la información 
que deseamos conservar.   
Método 4: Selección manual de características. Análisis intra-hemisférico. 
Este método está directamente relacionado con los métodos 2 y 3.  
En el caso de las matrices estructurales y funcionales, se trata de elegir manualmente las 
características para analizar las regiones del cerebro que más nos interesen, descartando la 
duplicidad de información y las conexiones inter-hemisféricas.  




De nuevo, debemos indicar en un vector las regiones del cerebro que nos interesan. Este método 
devolverá una matriz de características que solo contenga las conexiones de las regiones que 
nos interesan con el resto de regiones del cerebro evitando la duplicidad de información y 
conservando tan sólo las conexiones intra-hemisféricas.   
 
Figura 36 - Método 4 de reducción de características. Selección manual de características evitando la duplicidad 
de información y conservando solo las conexiones intra-hemisféricas. 
En el caso de los volúmenes de materia gris y la información del sujeto, este método es 
equivalente al método 3.  
Método 5: Umbral de selección.  
Este método se estableció pensando en eliminar los falsos positivos en las matrices de 
conectividad estructural. Los falsos positivos son aquellas conexiones en las que en algoritmo 
de tractografía ha estimado que existen unas pocas fibras. Cuando se detectan conexiones 
decenas de fibras respecto a conexiones de miles de fibras es que probablemente el algoritmo 
de tractografía ha cometido un error detectando conexión donde no la hay.  
Este método hace la media de los valores de cada característica y conserva solo aquellas en las 
que la media supera un cierto umbral.  
 
Figura 37 - Método 5 de reducción de características. Conservar las características que superen un cierto umbral 
de selección.  
Por otro lado, este método también es aplicable a matrices de conectividad funcional si 
buscamos conexiones que superen un cierto umbral de correlación o si buscamos regiones 
donde el volumen de materia gris sea superior a un cierto umbral de densidad de volumen. 
El umbral debe indicarse en este mismo script de selección de características y se debe tener en 
cuenta que el rango de valores que debe tomar el umbral para que el resultado tenga sentido 
debe estar adaptado al tipo de dato con el que se está trabajando.  




5.3.3. Selección del método de reducción de características.  
Este script contiene los parámetros de selección más complejos. Para poder aplicar el tipo de 
reducción deseado a cada tipo de dato se han creado los siguientes parámetros:  
 
Figura 38 – Parámetros binarios de selección de 
los datos a los que queremos aplicar la reducción 
y parámetro de aceptación de la reducción.  
 
Figura 39 - Parámetros de selección del método de reducción 
de características. 
La ejecución de los script de reducción de características consta de dos fases. 
A) Primero hemos de aplicar las reducciones de características. Este paso se debe ejecutar 
definiendo el parámetro de aceptación −𝑟 a 0. Como en los scripts anteriores, debemos seguir 
indicando mediante el parámetro −𝑑 el tipo de datos con los que estamos trabajando. 
Los parámetros −𝑠,   −𝑓, −𝑔 y −𝑐 se utilizan para indicar sobre qué datos vamos a realizar la 
reducción. Un valor nulo indica que no se aplica la reducción sobre ese tipo de datos y un valor 
unitario indica que sí se aplica. Finalmente, el parámetro – 𝑚  indica la reducción a realizar. 
Ejecutaremos el script tantas veces como distintas reducciones queramos aplicar. Por ejemplo, 
supongamos que estamos trabajando con todos los tipos de datos (−𝑑 1). Si queremos aplicar 
el método 1 sobre las matrices estructurales y el método 3 sobre las funcionales y el volumen 
de materia gris, deberemos ejecutar el script dos veces con los siguientes parámetros: 
 
Primera ejecución:   −𝑑 1  − 𝑟 0  − 𝑚 1  − 𝑠 1  − 𝑓 0  − 𝑔 0  − 𝑐 0 
Segunda ejecución:  −𝑑 1  − 𝑟 0  − 𝑚 3  − 𝑠 0  − 𝑓 1  − 𝑔 1  − 𝑐 0 
 
Con estas ejecuciones procesamos los datos y los reducimos. En el caso de habernos equivocado 
y desear modificar el tipo de reducción en uno de los datos, basta con volver a ejecutar el script 
sobre esos mismos datos. La reducción anterior se sobrescribe y se genera la nueva.  
 
B) Finalmente, basta establecer el parámetro −𝑟 a 1 para guardar las reducciones realizadas y 
generar las nuevas matrices de características con dimensiones reducidas. Además, también se 
adaptan otros parámetros dependientes de la reducción como por ejemplo las etiquetas de las 
características.  Ahora ya podemos avanzar hacia los siguientes bloques del sistema.  
5.4. Selección de parámetros 
Los scripts de selección de parámetros tienen tres funciones muy claras: 
- Definición de todas las variables necesarias para la clasificación, entre las cuales 
podemos encontrar el número de vecinos con los que trabajará k-NN, el número de folds 




utilizadas en k-fold cross-validation o el parámetro de penalización de SVM entre 
muchos otros parámetros.  
- Escalado de las características.  
- Elección de las clases que se van a enfrentar en la clasificación.  
 
En el caso de la figura 24, se añade una función más a este script: 
- Elección sobre cómo combinar las bases de datos.   
 
Los valores de las variables de clasificación y la elección de las clases pueden modificarse en 
cualquier momento en el script. Es importante ejecutar el script para que los cambios se guarden.    
 
A continuación comentaremos la función más importante de este bloque: el escalado de 
características. También comentaremos cómo ejecutar el script para los casos de la figura 23 y 
24.   
 
5.4.1. Necesidad del escalado de características 
Si nos fijamos en las características de nuestros datos, veremos que se mueven en rangos de 
valores distintos. 
Pongamos el caso que estamos trabajando con las matrices de conectividad estructural de 
Aetionomy normalizadas con el método 1. Fijémonos en los rangos de valores que toman 
algunas de sus características:  
Feature Valor máximo Valor mínimo 
Precentral_L    vs.    Frontal_Sup_L 5,52% 0,98% 
Precentral_L    vs.    Frontal_Sup_Orb_L 0.034% 0 % 
Putamen_L    vs.    Pallidum_L 49,2% 0% 
 
Ahora supongamos que conocemos estas tres características para 3 sujetos arbitrarios llamados 
𝑎, 𝑏 y 𝑐. Si las características toman los valores de la figura 40, a simple vista diríamos que el 
sujeto más parecido a 𝑎  es el sujeto 𝑏  ya que dos de sus características son prácticamente 
iguales. En cambio, si usamos la distancia euclidiana como medida de cercanía entre sujetos 
obtenemos el resultado de la figura 36.  
 
Figura 40 – Sujetos imaginarios.  
 
Figura 41 – Distancia euclidiana entre los sujetos. 
Como podemos ver, el resultado indica que el sujeto más parecido a 𝑎 es 𝑐 aunque solo una de 
sus características tiene valores similares.  
Podemos deducir entonces que la característica “Putamen_L vs. Pallidum_L” tiene un efecto 
mucho mayor en el cómputo de la distancia. Este efecto se produce debido a que las 
características se mueven en rangos de valores distintos y por tanto tienen un peso diferente al 
calcular la distancia.  
Esta gran diferencia en los rangos de valores de las características supone un problema al diseñar 
algunos tipos de clasificadores. En concreto, clasificadores como K-NN o SVM, que están basados 




en cálculo de distancias, no funcionarán correctamente. Además, los métodos basados en 
gradientes convergen más rápidamente si se usa escalado.  
Aquí entra en juego el escalado de características. Si somos capaces de trasladar las 
características a un mismo rango, seremos capaces de discernir correctamente la distancia que 
separa a las observaciones. Escalar las características significa procesar las características de tal 
manera que todas se muevan en un mismo rango de valores.  
Sigamos con el ejemplo anterior. Si ahora trasladamos los rangos de todas las características a 
valores entre 0 y 1 y volvemos a calcular la distancia euclidiana, el resultado es: 
 
 
Figura 42 – Nuevos valores de las características de cada sujeto tras 
el escalado.  
 
Figura 43 – Nuevos valores de las distancias 
euclidianas tras el escalado.  
 
Vemos como ahora ha cambiado el resultado y los sujetos más cercanos son 𝑎 y 𝑏.  
En general, el efecto que los distintos tipos de escalado existentes tendrán sobre el resultado 
del sistema de clasificación es impredecible. Suele elegirse un tipo de escalado u otro en función 
de los algoritmos que se aplicaran posteriormente.   
5.4.2. Métodos de escalado de características 
Hemos implementado dos métodos de escalado para este sistema de clasificación.  
Método 1: Escalar a un rango. Re-escalado.  
Se basa en trasladar cada feature a un rango determinado de valores. En el caso de nuestro 
sistema, hemos elegido trasladar las características a un rango entre 0 y 1.  
Método 2: media centrada y varianza unidad. Estandarización.  
Se trata de escalar las características de modo que tengan las mismas propiedades que una 
distribución normal estándar con media 𝜇 = 0 y desviación estándar 𝜎 = 1. Los valores de 





Con este proceso conseguimos que las características estén centradas en 0 con una desviación 
estándar de 1. Es un método muy utilizado por ejemplo al trabajar con SVM o redes neuronales.  
5.4.3. Selección de los parámetros de ejecución del script 
Al ejecutar este script, debemos seleccionar el método de escalado a partir de un parámetro 
−𝑠. Las opciones disponibles se describen en la figura 44.   





Figura 44 – Parámetros de selección del método de 
escalado.  
En el caso concreto de encontrarnos en la estructura de la figura 24, además del seleccionar el 
escalado, también hemos de seleccionar el tipo de combinación de bases de datos. Para hacerlo 
usaremos los parámetros −𝑡𝑟𝑎𝑖𝑛 y – 𝑡𝑒𝑠𝑡 tal como se indica en la figura 45.  
 
−𝐭𝐫𝐚𝐢𝐧   ˈ𝐚𝐞𝐭ˈ        – 𝐭𝐞𝐬𝐭  ˈ𝐚𝐝𝐧𝐢ˈ Las observaciones de Aetionomy actuarán como partición 
de entreno y las observaciones de ADNI como partición de 
test.  
−𝐭𝐫𝐚𝐢𝐧   ˈ𝐚𝐝𝐧𝐢ˈ        – 𝐭𝐞𝐬𝐭  ˈ𝐚𝐞𝐭ˈ Las observaciones de ADNI actuarán como partición de 
entreno y las observaciones de Aetionomy como partición 
de test. 
−𝐭𝐫𝐚𝐢𝐧   ˈ𝐜ˈ        – 𝐭𝐞𝐬𝐭  ˈ𝐜ˈ Se combinan las observaciones de ambas bases para 
después dividirse en partición de entreno y test.  
Figura 45 – Opciones de combinación de Aetionomy y ADNI. 
Una vez realizado el escalado, cargados los parámetros de clasificación y decidida la 
combinación de bases de datos, podemos seguir hacia el siguiente bloque del sistema de 
clasificación.   
5.5. Clasificación 
Los scripts de clasificación implementan el proceso de clasificación propiamente dicho, 
incluyendo técnicas de validación, selección de características e hiperparametros y cálculo de 
resultados.  
5.5.1. ¿Por qué estos clasificadores? 
K-nearest neighbours 
El primer clasificador implementado en el proyecto fue k-nearest neighbours. Como primera 
prueba queríamos implementar un clasificador sencillo que nos permitiera hacer un primer 
análisis de los datos.  
K-nearest neighbours no hace ninguna conjetura sobre los datos que se van a tratar y en 
ocasiones, los clasificadores más simples pueden aportarnos mucho conocimiento. Tal y como 
sugiere Ockham, la explicación más sencilla suele ser la correcta. Además, el coste 
computacional de este clasificador es bajo debido a que la base de datos de las que disponemos 
no contiene muchas observaciones. Sin embargo, k-NN es sensible al número de dimensiones 
con las que se trabaja y aún más cuando no se dispone de muchas muestras, tal y como se 
comenta en la sección 9.2. Por esta razón, no esperamos obtener resultados demasiado buenos.   




Support vector machines 
Support vector machines es el clasificador más utilizado en la mayoría de análisis relacionados 
con el estudio de la evolución del Alzheimer a partir de imágenes de resonancia magnética.  
El problema principal que nos encontramos en nuestra base de datos es que tenemos muy pocas 
muestras en comparación con el número de características bajo estudio. Esta situación es 
problemática ya que la probabilidad de sobrentrenar el clasificador es muy alta, tema que 
comentamos con más profundidad en la sección 9.1.   
En general, SVM tiende a ser resistente al over-fitting. La clave de este algoritmo es que dispone 
de un parámetro de regularización 𝐶 que si se ajusta correctamente nos permite evitar el over-
fitting, como hemos comentado en la sección 4.2.2.  
Elegimos utilizar el modelo lineal de SVM ya que requiere un menor coste computacional y es 
menos sensible al over-fitting en comparación con el modelo basado en funciones de kernel. 
Logistic regression 
Logistic regresión es un clasificador lineal muy parecido a SVM. La librería de minería de datos 
que hemos utilizado implementa la versión regularizada de logistic regression por lo que nos ha 
parecido buena idea implementarlo y así poder comparar el efecto de distintas regularizaciones 
en la clasificación.   
5.5.2. Parámetros de clasificación 
Cada clasificador tiene distintos parámetros de clasificación que deben ajustarse correctamente 
para la obtención de buenos resultados. A continuación comentaremos los parámetros más 
importantes para cada uno de los clasificadores implementados.  
K-nearest neighbours 
 Número de vecinos: es el número de vecinos a tener en cuenta en el algoritmo de k-NN 
al realizar la votación. Este parámetro se ajustará de forma óptima según comentaremos 
en la sección 5.5.3.  
 Weights: hemos asignado que los pesos de los vecinos sean uniformes, es decir, que 
todos los vecinos tengan el mismo peso en la votación.  
 Algorithm: brute force. Como nuestra base de datos es pequeña, aplicaremos un 
algoritmo de fuerza bruta, es decir, calcularemos las distancias entre todos los vecinos. 
 Metric: usaremos la métrica de Minkowski con parámetro exponencial igual a 2. Esta 
métrica es equivalente a la distancia euclidiana.  
Elegimos estos parámetros porque como hemos comentado antes, queremos estudiar los 
resultados cuando se implementa un clasificador sencillo.  
Support vector machines 
 Parámetro de penalización: se define como el inverso de la fuerza de regularización. Por 
ello, para valores pequeños de este parámetro, más fuerte es la regularización. Este 
parámetro se ajustará de forma óptima según comentaremos en la sección 5.5.3.  
 Kernel: seleccionamos un kernel lineal por dos razones. Es menos propenso al over-
fitting y el coste computacional es más reducido que si usamos funciones de kernel no 
lineales.  
 Class weight: activamos este campo para asignar pesos a las muestras de cada clase de 
forma inversamente proporcional a la frecuencia de la clase. Está pensado para mejorar 




el comportamiento del clasificador cuando las clases no están balanceadas, como en 
nuestras bases de datos.  
Existen otros parámetros a determinar relacionados con el algoritmo que implementa el 
clasificador. Dejaremos esos parámetros con sus valores por defecto. Nos interesa variar campos 
que afecten de manera importante al comportamiento del clasificador y que sean fácilmente 
ajustables, por lo que nos centraremos básicamente en los 3 parámetros comentados.   
Logistic regression 
 Penalty: tipo de norma que se usa en la regularización. Seleccionamos la regularización 
L2 ya que es más eficiente computacionalmente comparado con L1.  
 Parámetro de penalización: se define como el inverso de la fuerza de regularización. Por 
ello, para valores pequeños de este parámetro, más fuerte es la regularización. Este 
parámetro se ajustará de forma óptima según comentaremos en la sección 5.5.3.  
 Class weight: activamos este campo para asignar pesos a las muestras de cada clase de 
forma inversamente proporcional a la frecuencia de la clase. Está pensado para mejorar 
el comportamiento del clasificador cuando las clases no están balanceadas, como en 
nuestras bases de datos.  
 Solver: tipo de algoritmo que se usa para implementar el clasificador. Elegimos liblinear 
porque tiene implementadas las regularizaciones L1 y L2.  
5.5.3. Esquemas de clasificación 
Se han implementado 3 esquemas de evaluación de resultados distintos basados en los 3 
métodos de validación comentados en la sección 4.1. 
Hold-out method 
 
Cuando se implementa este esquema, primero se 
debe elegir el porcentaje de datos que se destinará 
a entreno y porcentaje que se destinará a test. Este 
porcentaje puede elegirse a través del script de 
selección de parámetros de clasificación.  
Para dividir los datos en dos partes contamos con 
una función específica de la librería de sklearn. Esta 
función reparte las muestras de cada clase de 
manera proporcional al porcentaje que hemos 
elegido para las particiones. Por tanto, si elegimos 
que la partición de test contenga un 40% de las 
muestras totales, ese 40% estará formado por el 
40% de las muestras de cada clase. Esto nos 
permite evitar que en una partición no haya 
muestras de alguna de las dos clases.  
Una vez hecha la división, usaremos la partición de 
entreno para encontrar las características más relevantes. Los tipos de selección de 
características que se llevan a cabo están basados en Kendall Tau y Pearson r. Como hemos 
comentado en la sección 4.3, medimos la relación que hay entre cada característica y las 
 
Figura 46 – Esquema de la evaluación de 
resultados según hold-out mehtod. 
 




etiquetas de clase de los sujetos para elaborar un ranking. Una vez elaborado este ranking, 
seleccionamos con cuántas características por orden de relevancia nos quedaremos.  
Hemos evitado el uso de técnicas de reducción de características como PCA ya que son 
independientes de la etiqueta de las características que se están usando y en nuestro caso bajo 
estudio nos interesa conocer qué características tienen mayor relevancia para poder establecer 
una relación directa entre la característica y la enfermedad de Alzheimer.  
El tipo de selección de características y el número de características que conservaremos se eligen 
en el script de selección de parámetros de clasificación. Más adelante, en la sección 5.6, 
comentaremos cómo elegir el número de características óptimo a conservar.   
Una vez reducidas las dimensiones del problema, hemos de elegir los parámetros óptimos de 
nuestro clasificador. Como hemos comentado en la sección 5.5.2, nos centraremos en el número 
de vecinos para k-NN y en los parámetros de regularización de SVM y regresión logística.  
Para la elección de los parámetros óptimos, seguimos el esquema de la figura 47.  
 
Primero hemos de establecer el rango de 
valores 𝒑 = 𝑝1, … , 𝑝𝑖, … 𝑝𝑛   que puede 
tomar el parámetro a optimizar. Para 
cada uno de estos valores 𝑝𝑖   se realizará 
un k-fold cross-validation interno sobre 
los datos de entreno.  
En cada fold se entrenará el clasificador 
con ese parámetro 𝑝𝑖  y se evaluará su 
comportamiento, generando así un 
resultado. Al acabar de analizar todas las 
folds, encontraremos el resultado medio 
de la clasificación cuando el parámetro 
del clasificador es 𝑝𝑖. El objetivo de este 
paso de cross-validation interna es 
estimar de una manera más fiable el 
comportamiento del clasificador en 
conjuntos de test independientes cuando 
el parámetro es 𝑝𝑖.  
 
Debido a que la base de datos no dispone de muchas observaciones, se realiza una cross-
validation interna de 3 folds.  
Una vez se disponga de la evaluación del clasificador para todo el rango 𝒑 de valores, elegiremos 
el parámetro 𝑝𝑖  que genere mejores resultados.  
En nuestro caso, tenemos problemas al detectar correctamente las muestras de ciertas clases 
en concreto. Por ello, en general elegiremos el parámetro 𝑝𝑖  que nos asegure el mejor resultado 
en cuanto a sensitivity. Dependiendo de qué dos clases se enfrenten, podemos variar el criterio 
para que se elija el parámetro 𝑝𝑖  que nos asegure el mejor resultado en cuanto a accuracy. 
Comentaremos más detalladamente este criterio en la sección 6.  
 
Figura 47 – Esquema de selección del parámetro de 
clasificación óptimo. 




Una vez seleccionado el parámetro óptimo, entrenaremos el clasificador con los datos de 
entreno y lo evaluaremos con los datos de test.  
Los resultados miden el comportamiento del clasificador en los datos de entreno y en los de test 
y se presentan en forma de accuracy, precisión, sensitivity y specificity. Estas cuatro estadísticas 
se devuelven para cuando cada clase toma el rol de clase positiva y para cuando toma el rol de 
clase negativa. También se devuelve la matriz de confusión de la evaluación en ambas 
particiones.  
K-fold cross-validation 
En el esquema de hold-out method, 
obtenemos el comportamiento del 
clasificador para una partición concreta de los 
datos disponibles pero, ¿es correcto 
generalizar los resultados obtenidos para esa 
partición en concreto? ¿Tendrá el mismo 
comportamiento el clasificador para otros 
datos independientes?  
Como se comenta en la sección 4.1.2, el 
esquema basado en k-fold cross-validation 
tiene el objetivo de evaluar el 
comportamiento del clasificador cuando se 
trabaja con conjuntos de datos 
independientes. La idea es dividir los datos en 
diferentes folds, y repetir el esquema de hold-
out method usando distintas folds para 
entrenar y evaluar. El propósito final es 
encontrar los resultados promedio de cada 
partición de datos realizada.   
Por supuesto, existe la posibilidad de que en cada fold se elijan un parámetro óptimo y unas 
características distintas. La razón es que en cada fold se están utilizando datos de entrada 
distintos. En la sección 5.6 comentaremos maneras de entender qué parámetros y que 
características se están eligiendo en cada fold.  
En este caso, el script devuelve los resultados de la evaluación de cada partición individualmente 
y finalmente los resultados promedio de la evaluación. Los resultados individuales se devuelven 
tal y como se ha descrito en la explicación del esquema de hold-out method. Para los resultados 
promedio se devuelven los resultados de la evaluación en entreno y test en forma de accuracy, 
precisión, sensitivity y specificity. Se indica también sobre cuantas folds se ha realizado el 
promedio.  
Existen otras maneras de calcular los resultados de la evaluación de un clasificador cuando se 
utiliza el esquema de cross-validation. Según el análisis de (Forman and Scholz; 2010)[14], el 
método menos sesgado es el resultante de encontrar los TP, TN, FP y FN de cada fold para luego 
usarlos de forma conjunta en un solo cálculo de estadísticas. En nuestro caso, hemos comparado 
los resultados obtenidos según este método y según el promedio y las diferencias han sido 
insignificantes. Hemos decidido ceñirnos por tanto a los resultados promedio debido a la mayor 
sencillez de su cálculo.  
 
Figura 48 - Esquema de la evaluación de resultados 
según k-fold cross-validation. 




Finalmente, comentar también que estamos usando una versión estratificada de k-fold cross-
validation, es decir, las muestras de cada clase se reparten de forma equitativa en cada fold para 
evitar así la existencia de folds en las falten observaciones de alguna clase. Como se comenta 
también en  (Forman and Scholz; 2010)[14], esta versión de k-fold cross-validation proporciona 
resultados menos sesgados que en el caso de la versión no estratificada.  
Leave-one-out 
El esquema para leave-one out cross-validation presenta la misma forma que el esquema de la 
figura 48 cuando el número de folds coincide con el número de observaciones disponibles. 
Los resultados para la partición de entreno se generan realizando el promedio de los resultados 
individuales de cada fold. Por otro lado, no podemos realizar este análisis en la base de test, que 
en cada fold está formada tan solo por una muestra. Por ello, en este caso aplicamos el método 
comentado en (Forman and Scholz; 2010)[14]. Para cada fold, observaremos a qué clase 
pertenece la muestra y cómo se ha clasificado para comprobar si es un TP, TN, FP o FN. 
Finalmente, haremos un cálculo conjunto con los resultados de todas las folds y mostraremos 
los resultados en forma de accuracy, precisión, sensitivity y specificity. 
5.5.4. Interpretación de resultados.  
Como hemos comentado en la sección 4.4, los resultados se dan en forma de accuracy, precision, 
sensitivity y specificity.  
Dar los resultados utilizando tan solo una de las cuatro estadísticas no tiene sentido. Es necesario 
comparar cada una de las estadísticas para poder extraer interpretar los resultados 
correctamente.  
Por ejemplo, obtener un buen resultado de accuracy no implica que el clasificador diseñado 
tenga un buen comportamiento. Podría ser que la partición de test contenga muchas muestras 
de una clase que se clasifica correctamente y pocas muestras de otra clase sobre la que no se 
tiene mucho conocimiento. En este caso, sería adecuado observar sensitivity y specificity para 
comprobar que ambas clases se están detectando correctamente y el buen resultado de 
accuracy no se obtiene solamente debido a la correcta detección de una de las dos clases.  
Por tanto, debemos tener en cuenta las cuatro estadísticas para poder extraer conclusiones 
correctas sobre el comportamiento del clasificador diseñado.  
5.5.5. Selección del método de clasificación.  
Los parámetros de selección del clasificador y el método de validación a usar en este script 
vienen definidos por −𝑐 y −𝑚 tal y como se indica en la siguiente figura.  
 
Figura 49 – Parámetros de selección del tipo de 
clasificador a implementar en la ejecución del script.   
 
 
Figura 50 – Parámetros de selección del método de 
validación a realizar en la ejecución del script.  




En el caso de querer usar Aetionomy y ADNI como bases de entreno y test independientes, sólo 
se utilizaran los parámetros de la figura 49 ya que por defecto sólo utilizaremos el esquema de 
hold-out method.  
5.6. Experimentos 
Los scripts de experimentos están dedicados al análisis de la clasificación y de los parámetros 
óptimos seleccionados o aun por seleccionar. A continuación comentaremos las pruebas 
realizadas.  
5.6.1. Resultados en función del número de características utilizadas 
Para hacernos a la idea de cuál es el número óptimo de características a utilizar en el análisis de 
cada clase se ha implementado una función que representa el comportamiento de los resultados 
en función del número de características que se están utilizando en la clasificación.  
La idea es fijar los parámetros de los clasificadores y analizar únicamente la respuesta del 
clasificador al incremento de características.  
El análisis se realiza sobre un esquema de k-fold cross-validation.  En cada fold, se ordenan las 
características según la relevancia que le asigna el método de selección de características que 
elijamos (Kendall o Pearson). Una vez ordenadas, se calculan los resultados de la clasificación 
sobre entreno y sobre test cuando sólo se usa la característica más relevante. Entonces, se repite 
la clasificación incrementando en una unidad el número de características utilizadas según el 
orden de relevancia hasta que realicemos la clasificación con todo el rango de características 
posible. En ese momento, la función se encarga de devolver el gráfico de los resultados en 
entreno y test para esa fold tal que: 
 
Figura 51 – Gráfico obtenido en la quinta fold del esquema al utilizar las matrices de conectividad 
estructural de Aetionomy. En la parte superior vemos los resultados en la partición de entreno. En la 
parte inferior vemos los resultados en la partición de test.  
Cuando hemos analizado todas las fold, la función nos devuelve un gráfico de los resultados 
promedio sobre todas las folds tal que: 





Figura 52 – Gráfico de los resultados promedio sobre todas las fold al utilizar las matrices de 
conectividad estructural de Aetionomy. En la parte superior vemos los resultados promedio en la 
partición de entreno. En la parte inferior vemos los resultados promedio en la partición de test. 
 
Estos gráficos pueden ser útiles por ejemplo, para observar a partir de qué número de 
características hay over-fitting. En la sección 6 analizaremos con más detalle estos gráficos.  
El esquema, tal y como lo he descrito, no es viable cuando lo que queremos es usar las bases de 
datos Aetionomy y ADNI por separado, es decir, una como train y la otra como test. En ese caso, 
se realiza el mismo tipo de análisis que se realiza en cada fold del esquema descrito. Por tanto, 
tan solo obtendríamos un gráfico con la variación de los resultados en función del número de 
características clasificando sobre train y sobre test.   
 
5.6.2. Resultados en función del parámetro característico del clasificador 
Otro de los experimentos implementados en este proyecto es el análisis del proceso de selección 
de los parámetros óptimos del clasificador. En este caso nos interesa observar qué es lo que 
ocurre en las folds internas en las que se calcula ese parámetro óptimo. Además, también 
queremos observar la respuesta de las particiones de test de las fold externas al modificar el 
parámetro del clasificador.   
En este caso, fijaremos un número de características concreto con el que clasificar. Estas 
características se elegirán mediante uno de los dos métodos de selección de características. De 
este modo intentaremos que únicamente se analice el comportamiento del clasificador en 
función de su parámetro característico.  
Para cada fold externa, representaremos los resultados promedio sobre las folds internas en 
función del parámetro del clasificador. También representaremos los resultados sobre la 
partición de test de esa fold externa.  





Figura 53 - Gráfico obtenido en la quinta fold del esquema al utilizar las matrices de conectividad estructural de 
Aetionomy. En la parte superior vemos los resultados promedio de las folds internas en la base de entreno en la 
quinta fold. En la parte inferior vemos los resultados en la partición de test. 
 
Finalmente,  calcularemos el promedio de ambos gráficos sobre el total de folds externas. 
 
Figura 54 - Gráfico de los resultados promedio sobre todas las fold al utilizar las matrices de conectividad 
estructural de Aetionomy. En la parte superior vemos los resultados promedio de las folds internas sobre el 
total de folds externas. En la parte inferior vemos los resultados promedio en la partición de test.  
Estos gráficos nos sirven para analizar el comportamiento del clasificador al elegir el parámetro 
óptimo. En la sección 6 analizaremos con más detalle estos gráficos. 
De nuevo, si queremos usar Aetonomy y ADNI como train y test, no nos sirve este esquema. En 
este caso concreto, se realiza el mismo tipo de análisis que se realiza en cada fold del esquema 
descrito. Por tanto, tan solo obtendríamos un gráfico con los resultados promedio de las folds 
internas y los resultados en test.  
 
 




5.6.3. Visualización de las características más seleccionadas 
Como hemos comentado anteriormente, es posible que las características más relevantes no 
coincidan en todas las fold. Por esta razón, se ha implementado un método de visualización de 
características en el que se indica con qué frecuencia se repite cada una para un cierto número 
de folds y fijando el número de características que se conservan en cada fold. 
Este análisis es independiente para cada tipo de datos. Para las matrices de conectividad 
estructural y funcional obtenemos una matriz tal que: 
 
Figura 55 - Características que más se repiten en la matriz de conectividad estructural de Aetionomy 
cuando se reducen las características a 30 con el método de Pearson en un esquema de 5-fold cross-
validation enfrentando las clases NC vs AD. 
 En el caso del volumen de materia gris y los datos varios del paciente se genera un vector tal 
que: 
 
Figura 56 – Características que más se repiten en datos varios del sujeto en Aetionomy cuando 
se reducen las características a 1 con el método de Kendall en un esquema de 5-fold cross-
validation enfrentando las clases PC vs MCI.  
El código utilizado para la representación de las matrices ha sido cedido por Alan Tucholka, 
investigador de la Fundación Maragall y co-director del proyecto.  
No implementamos este método en el caso de usar Aetonomy y ADNI como train y test ya que 
no podríamos usar el esquema de k-fold cross-validation para encontrar repeticiones.  
 
 




5.6.4. Parámetros de selección de la prueba 
En estos scripts los diferentes experimentos se seleccionan siguiendo el esquema de la siguiente 
figura.  
 
Figura 57 - Parámetros de selección del script para generar los gráficos de los resultados de la clasificación 
en función del número de característica utilizado o del valor del parámetro característico del clasificador. 
 









6.1. Criterios para la obtención de resultados 
El sistema de clasificación diseñado en este proyecto es muy flexible en cuanto a la generación 
de resultados. La gran variedad de parámetros a ajustar hace complicado realizar un análisis de 
los datos. Por ello, definiremos ciertos criterios generales a partir de los cuales se han obtenido 
los resultados que se incluyen en el proyecto.  
 Los clasificadores implementados son binarios, es decir, las clases se analizan a pares.  
 Todos los resultados se extraen haciendo uso del esquema de clasificación basado en k-
fold cross-validation, en concreto, usando 5-fold. Elegimos 5 particiones distintas debido 
al reducido tamaño de la base de datos. Esto implica que en determinados casos, la 
partición de test de cada fold contendrá muy pocas muestras de algunas clases. Por 
ejemplo, en el caso PC contra AD trabajando con la matriz estructural de Aetionomy 
tendremos aproximadamente unas 4 observaciones de cada clase por fold. En estos 
casos, el hecho de clasificar correcta o incorrectamente una muestra de test tendrá 
mucha relevancia en los resultados obtenidos en una fold en concreto.   
 Como hemos comentado en la sección 2.2, uno de los casos más interesantes es el caso 
NC contra PC. Por ello, tanto la selección del parámetro característico del clasificador 
como la reducción del número de características se basan en el caso NC contra PC y se 
generalizan para el resto de casos.  
 El criterio de selección del parámetro característico de un clasificador es maximizar el 
recall de la clase más enferma. Este criterio no siempre es el mejor, depende de las 
clases y el clasificador que estamos usando. Aun así, elegimos este criterio ya que en el 
análisis de resultados queremos centrarnos en la clase NC contra PC, dónde nos interesa 
obtener un buen recall de la clase PC. Generalizaremos entonces este criterio para el 
resto de clases y analizaremos si es o no un buen criterio para los distintos casos. Se ha 
de matizar que en los gráficos en los que se observa la variación de los resultados según 
el parámetro característico del clasificador se fija el número de características a 
conservar.  
 La selección del número de características se basa también en la maximización de los 
resultados del caso NC contra PC. A partir de la observación de los resultados en función 
del número de características del caso NC contra PC, seleccionaremos el número de 
características a utilizar en la clasificación.  De nuevo, generalizaremos el número de 
características a conservar para el resto de casos y analizaremos si el comportamiento 
del clasificador es bueno o no. Se ha de matizar que en los gráficos en los que se observa 
la variación de los resultados según el número de características se fija el parámetro 
característico del clasificador.  
 Parece ser que LR nos proporciona los mejores resultados además de los resultados 
dónde mejor se observan los efectos producidos por nuestros criterios de clasificación. 
Por ello, nos centraremos básicamente en los resultados de este clasificador.  
 En todos los resultados que se muestran en el proyecto definimos como positiva la clase 
más enferma.  
A continuación comentaremos algunos de los resultados más interesantes, centrándonos en la 
clasificación de NC contra PC. Se pueden encontrar todos los resultados en los documentos 
anexos al proyecto.  




6.2. Aetionomy: análisis de resultados 
Matriz de conectividad estructural 
Primero, veamos cuales son los resultados de la clasificación si trabajamos con la mitad de la 
matriz estructural, es decir, con 4005 características (recordemos que la matriz estructural es 
simétrica y por tanto conservamos tan solo la mitad para evitar redundancia de información). 
Además, observemos estos resultados cuando se utilizan dos tipos distintos de normalización: 
el método 1 y el método 3 (ver sección 5.2). Para comparar ambos métodos de normalización 
nos fijaremos, por ejemplo, en logistic regression.  
4005 features LR 
Normalización 1 Accuracy Precision Recall Specificity 
NC vs PC 0.819 (+/- 0.037) 0.800 (+/- 0.245) 0.267 (+/- 0.033) 0.971 (+/- 0.035) 
NC vs MCI 0.739 (+/- 0.107)  0.617 (+/- 0.287)  0.453 (+/- 0.260) 0.853 (+/- 0.107) 
NC vs AD 0.823 (+/- 0.049) 0.700 (+/- 0.163) 0.520 (+/- 0.040) 0.913 (+/- 0.070) 
PC vs MCI 0.686 (+/- 0.231) 0.714 (+/- 0.189) 0.827 (+/- 0.183) 0.467 (+/- 0.360) 
PC vs AD 0.638 (+/- 0.175) 0.752 (+/- 0.220) 0.620 (+/- 0.250) 0.650 (+/- 0.374) 
MCI vs AD 0.479 (+/- 0.134) 0.350 (+/- 0.226) 0.300 (+/- 0.187) 0.613 (+/- 0.113) 
     
4005 features LR 
Normalización 3 Accuracy Precision Recall Specificity 
NC vs PC 0.818 (+/- 0.041) 0.633 (+/- 0.194) 0.417 (+/- 0.105) 0.927 (+/- 0.045) 
NC vs MCI 0.727 (+/- 0.113) 0.593 (+/- 0.272) 0.527 (+/- 0.229) 0.808 (+/- 0.152) 
NC vs AD 0.832 (+/- 0.040) 0.642 (+/- 0.082) 0.650 (+/- 0.200) 0.884 (+/- 0.058) 
PC vs MCI 0.646 (+/- 0.242) 0.666 (+/- 0.184) 0.793 (+/- 0.244) 0.417 (+/- 0.293) 
PC vs AD 0.638 (+/- 0.175) 0.752 (+/- 0.220) 0.620 (+/- 0.250) 0.650 (+/- 0.374) 
MCI vs AD  0.392 (+/- 0.121) 0.280 (+/- 0.142) 0.300 (+/- 0.187) 0.460 (+/- 0.172) 
Figura 59 – Resultados de la clasificación con LR usando las matrices de conectividad estructural de Aetionomy con 
distintos tipos de normalización.   
Como podemos observar, parece ser que el tipo de normalización utilizada no afecta demasiado 
a los resultados: el rango de las cuatro estadísticas es aproximadamente igual en los dos casos. 
Vale la pena comentar que ambas técnicas de normalización son muy parecidas, la única 
diferencia es que el método 3 normaliza por un valor inferior al método 1, por lo que deberíamos 
obtener porcentajes de conexión mayores. Aun así y como era de esperar, las relaciones entre 
conexiones son aproximadamente las mismas para los dos tipos de normalización por lo que 
tras el escalado de características, los resultados no varían demasiado. Usaremos la 
normalización 1 ya que es la que nos ha proporcionado la Fundación Pascual Maragall.  
Por otro lado, podemos ver que los mejores resultados se obtienen en el caso NC contra AD, 
como es lógico ya que son las clases que más difieren entre sí. Por otro lado, vemos que cuando 
la clase PC está involucrada siempre obtenemos bajo recall (si PC fuera la clase positiva). Además, 
los peores resultados se obtienen para MCI contra AD.  
Veamos ahora cómo varían los resultados si reducimos el número de características. En la figura 
60, podemos ver cómo para NC contra PC en LR se produce un gran over-fitting 
aproximadamente a partir de las 200 características. Además, a medida que aumenta el número 
de características la clase NC se detecta cada vez con mejores resultados mientras que el recall 
de la clase PC cae. 





Figura 60 – Resultados promedio del esquema de 5-fold cross-validation con LR en función del número de características 
utilizadas en la clasificación ordenadas por relevancia según Kendall. Gráfico superior: evaluación sobre la partición de 
entreno. Gráfico inferior: evaluación sobre la partición de test.  
Por supuesto, el primer paso es evitar el over-fitting ya que entonces es bien seguro que el 
clasificador que diseñaremos no generalizará correctamente ya que estará demasiado adaptado 
a la base de entreno.  
Si nos fijamos, vemos que los mejores ratios de recall vienen acompañados de los peores ratios 
del resto de estadísticas. Veamos que ocurre a pequeña escala:  
 
Figura 61 – Resultados promedio del esquema de 5-fold cross-validation con LR en función del número de características 
utilizadas en la clasificación ordenadas por relevancia según Kendall. Gráfico superior: evaluación sobre la partición de 
entreno. Gráfico inferior: evaluación sobre la partición de test. 
Al elegir el número de características para maximizar el recall de PC, debemos tener en cuenta 
que no vale maximizar el recall si ello conlleva obtener ratios pésimos de accuracy, precisión o 
specificity. En este caso, elegimos conservar 30 características (tanto para Kendall como para 








30 features LR 
Kendall Accuracy Precision Recall Specificity 
NC vs PC 0.707 (+/- 0.171) 0.487 (+/- 0.165) 0.633 (+/- 0.194) 0.726 (+/- 0.268) 
NC vs MCI 0.760 (+/- 0.106) 0.580 (+/- 0.223)  0.627 (+/- 0.245) 0.811 (+/- 0.098) 
NC vs AD 0.787 (+/- 0.119) 0.633 (+/- 0.371) 0.420 (+/- 0.266) 0.897 (+/- 0.101) 
PC vs MCI 0.621 (+/- 0.128) 0.696 (+/- 0.111) 0.640 (+/- 0.168) 0.583 (+/- 0.190) 
PC vs AD 0.758 (+/- 0.114) 0.853 (+/- 0.181) 0.720 (+/- 0.169)  0.800 (+/- 0.245) 
MCI vs AD 0.392 (+/- 0.089) 0.270 (+/- 0.140) 0.380 (+/- 0.250) 0.413 (+/- 0.291) 
    
30 features LR 
Pearson Accuracy Precision Recall Specificity 
NC vs PC 0.393 (+/- 0.237) 0.311 (+/- 0.184) 0.833 (+/- 0.211) 0.273 (+/- 0.342) 
NC vs MCI 0.739 (+/- 0.104) 0.625 (+/- 0.220) 0.667 (+/- 0.220) 0.765 (+/- 0.185) 
NC vs AD 0.685 (+/- 0.139) 0.437 (+/- 0.206) 0.660 (+/- 0.260) 0.696 (+/- 0.199) 
PC vs MCI 0.591 (+/- 0.156) 0.669 (+/- 0.166) 0.680 (+/- 0.124) 0.467 (+/- 0.282) 
PC vs AD 0.604 (+/- 0.133) 0.670 (+/- 0.216) 0.530 (+/- 0.196) 0.700 (+/- 0.187) 
MCI vs AD  0.535 (+/- 0.097) 0.485 (+/- 0.057) 0.900 (+/- 0.200) 0.267 (+/- 0.235) 
Figura 62  – Resultados de la clasificación con LR usando las matrices de conectividad estructural de Aetionomy y 
distintos métodos de selección de características. 
En general, vemos que el recall de las clases más enfermas aumenta si renunciamos a valores 
mayores del resto de estadísticas. En el gráfico de las figuras 60 y 61 se observan resultados en 
los que se ha fijado el parámetro de penalización característico de logistic regression. Podemos 
intuir entonces que el parámetro de penalización es el responsable de obtener resultados como 
el que se observa en la clase NC contra PC para el análisis con Pearson (figura 62, tabla inferior). 
Parece ser que diseñar el parámetro de penalización según nuestro criterio resulta en un gran 
error en la clasificación de la clase NC.  
Si comparamos Pearson y Kendall, vemos que cuando el clasificador trabaja con las 
características elegidas con Pearson se acentúan mucho más las diferencias entre estadísticas 
que no cuando se eligen con Kendall.  
Si observamos lo que ocurre en la 3-fold cross-validation interna del esquema donde se elige el 
parámetro de penalización óptimo: 
 
Figura 63 – Gráfico superior: resultados promedio del esquema de 3-fold cross-validation interno con LR en función del parámetro 
de penalización en la cuarta fold externa. Gráfico inferior: evaluación sobre la partición de test de la cuarta fold externa. 
 




Vemos cómo al elegir el parámetro de penalización que maximiza el recall de PC estamos 
sacrificando por completo el resto de estadísticas.     
Nuestra primera conclusión es que el criterio de optimización no es correcto en este caso. Sería 
conveniente modificarlo para establecer un consenso entre todas las estadísticas: no podemos 
permitir que aumentar el recall suponga un disminuir la accuracy a un 0,2% o un 0,4%. 
Deberíamos intentar, por ejemplo, maximizar el recall sujeto a qué el resto de estadísticas no 
disminuyan más de un cierto porcentaje. 
Veamos qué ocurre en SVM.  
30 features SVM 
Pearson Accuracy Precision Recall Specificity 
NC vs PC 0.772 (+/- 0.011) 0.067 (+/- 0.133) 0.067 (+/- 0.133) 0.969 (+/- 0.062) 
NC vs MCI 0.750 (+/- 0.079) 0.644 (+/- 0.215) 0.493 (+/- 0.178) 0.853 (+/- 0.125) 
NC vs AD 0.810 (+/- 0.032) 0.587 (+/- 0.075) 0.560 (+/- 0.198) 0.884 (+/- 0.037) 
PC vs MCI 0.616 (+/- 0.048) 0.629 (+/- 0.050) 0.900 (+/- 0.082) 0.200 (+/- 0.187) 
PC vs AD 0.607 (+/- 0.181) 0.623 (+/- 0.151) 0.670 (+/- 0.189) 0.533 (+/- 0.233) 
MCI vs AD 0.489 (+/- 0.059) 0.280 (+/- 0.229) 0.450 (+/- 0.458) 0.493 (+/- 0.403) 
Figura 64 - Resultados de la clasificación con SVM usando las matrices de conectividad estructural de Aetionomy y 
Pearson como método de selección de características. 
LR y SVM tienen resultados parecidos cuando se trabaja con las 4005 características. Si 
reducimos las dimensiones a 30 características usando Pearson y ejecutamos SVM, vemos que 
de nuevo el criterio que hemos establecido para la penalización no tiene el mismo 
comportamiento que para LR. En este caso, parece que no funciona. El recall no aumenta, la 
precisión disminuye y el resto de estadísticas mantienen el nivel.  
 
Figura 65 - Gráfico superior: resultados promedio del esquema de 3-fold cross-validation interno con SVM en función 
del parámetro de penalización en la primera fold externa. Gráfico inferior: evaluación sobre la partición de test de la 
primera fold externa. 
Parece que el criterio que hemos elegido para optimizar el parámetro de penalización afecta 
fuertemente a la precisión pero no al resto de estadísticas. Por lo que de nuevo, no es un buen 
criterio.  
 




Respecto a los resultados generales de clasificación podemos decir que el caso que da más 
problemas en la clasificación es MCI contra AD. La clase MCI representa aquellos pacientes con 
síntomas de deterioro cognitivo mientras que la clase AD representa aquéllos con un grado aun 
mayor de deterioro cognitivo. Entendemos que es lógico que sean difícilmente separables ya 
que al fin y al cabo son clases muy similares.  
Por el contrario, los casos más fáciles son claramente NC contra MCI y AD, dónde las diferencias 
entre el deterioro cognitivo de los pacientes son muy grandes.  
En el caso NC contra PC es fácil detectar qué pacientes son normales pero no qué pacientes son 
PC. La alta accuracy y specificity nos indican que no sólo se detectan bien los NC sino que la 
mayoría de sujetos en la partición pertenecen a esa clase. El bajo recall nos lleva a dos tipos de 
pensamiento distintos. Por un lado, es posible que las pocas muestras que disponemos de la 
clase PC no generalicen por completo el comportamiento de la clase, por ello la frontera de 
clasificación que se genera no es adecuada y al clasificar en test algunos de los PC se clasifiquen 
como NC. Por otro lado, ya hemos comentado que la clase PC se define a través de la 
acumulación de ciertas proteínas en el líquido cefalorraquídeo. Es posible que el recall sea bajo 
porque al evolucionar de NC a PC no se produzcan cambios significativos en las conexiones de 
fibras del cerebro y por tanto, las matrices de conectividad estructural no serían buenos datos 
para discernir entre estas dos clases.   
Matriz de conectividad funcional 
Vamos a realizar un análisis similar al que hemos realizado con la matriz estructural pero esta 
vez para comparar los dos métodos de escalado de características. Trabajaremos de nuevo con 
4005 características (la mitad de la matriz) y con LR.  
4005 features LR 
Escalado 1 Accuracy Precision Recall Specificity 
NC vs PC 0.799 (+/- 0.113) 0.333 (+/- 0.422) 0.300 (+/- 0.400) 0.903 (+/- 0.060) 
NC vs MCI 0.738 (+/- 0.061) 0.594 (+/- 0.219) 0.530 (+/- 0.223) 0.817 (+/- 0.097) 
NC vs AD 0.845 (+/- 0.051) 0.683 (+/- 0.186) 0.650 (+/- 0.318) 0.900 (+/- 0.082) 
PC vs MCI 0.469 (+/- 0.109) 0.590 (+/- 0.092) 0.660 (+/- 0.073) 0.100 (+/- 0.200) 
PC vs AD 0.767 (+/- 0.152) 0.817 (+/- 0.153) 0.800 (+/- 0.163) 0.700 (+/- 0.245) 
MCI vs AD 0.596 (+/- 0.089) 0.333 (+/- 0.279) 0.333 (+/- 0.298) 0.780 (+/- 0.129) 
     
4005 features LR 
Escalado 2 Accuracy Precision Recall Specificity 
NC vs PC 0.537 (+/- 0.069) 0.242 (+/- 0.029) 0.867 (+/- 0.163) 0.477 (+/- 0.070) 
NC vs MCI 0.666 (+/- 0.060) 0.454 (+/- 0.063)  0.960 (+/- 0.080) 0.559 (+/- 0.089) 
NC vs AD 0.601 (+/- 0.111)  0.338 (+/- 0.088) 0.883 (+/- 0.145) 0.527 (+/- 0.120) 
PC vs MCI 0.287 (+/- 0.134) 0.347 (+/- 0.212) 0.270 (+/- 0.172) 0.300 (+/- 0.400) 
PC vs AD 0.547 (+/- 0.244) 0.613 (+/- 0.211) 0.733 (+/- 0.133) 0.300 (+/- 0.400) 
MCI vs AD 0.540 (+/- 0.086) 0.450 (+/- 0.100) 0.750 (+/- 0.247) 0.390 (+/- 0.080) 
Figura 66 - Resultados de la clasificación con LR usando las matrices de conectividad funcional de Aetionomy con 
distintos tipos de escalado de características.   
Parece ser que el método 2 de escalado afecta fuertemente a la distribución de las 
características de manera que los resultados pierden su sentido lógico. Por ello, nos ceñiremos 
al uso del método 1 de escalado.  




Para el escalado 1 obtenemos dificultades otra vez al clasificar NC contra PC y MCI contra AD. 
Los resultados siguen la lógica médica por la cual unas clases son más sencillas de clasificar que 
otras.   
Exactamente como en la matriz de conectividad estructural, necesitamos reducir el número de 
características utilizadas para evitar el over-fitting e intentar que el clasificador generalice para 
grupos de datos independientes.   
 
Figura 67 - Resultados promedio del esquema de 5-fold cross-validation con LR en función del número de características 
utilizadas en la clasificación ordenadas por relevancia según Kendall. Gráfico superior: evaluación sobre la partición de 
entreno. Gráfico inferior: evaluación sobre la partición de test. 
 
Parece que en el caso concreto de la figura 67 se produce un gran over-fitting a partir de las 400 
características, donde el clasificador se adapta por completo a la base de datos de entreno. Para 
un valor fijo del parámetro de penalización, tanto recall como specificity deberían tender a 0 a 
medida que se aumentan las características. Sin embargo, los resultados que obtenemos no 
muestran valores nulos en esas dos estadísticas, por lo que intuimos que la razón de la mejora 
de resultados es nuestro criterio de optimización del parámetro de penalización. Realizando este 
mismo análisis a pequeña escala tanto para Kendall como para Pearson, decidimos reducir el 
número de características a 20 para evitar el sobreentreno. Los resultados que se obtienen son:  
 
20 features LR 
Kendall Accuracy Precision Recall Specificity 
NC vs PC 0.798 (+/- 0.089) 0.350 (+/- 0.374) 0.267 (+/- 0.226) 0.903 (+/- 0.096) 
NC vs MCI 0.667 (+/- 0.041) 0.377 (+/- 0.083) 0.350 (+/- 0.110) 0.787 (+/- 0.038) 
NC vs AD 0.756 (+/- 0.074)  0.313 (+/- 0.270) 0.467 (+/- 0.400) 0.836 (+/- 0.075) 
PC vs MCI 0.560 (+/- 0.219) 0.551 (+/- 0.279) 0.750 (+/- 0.387) 0.167 (+/- 0.211) 
PC vs AD 0.727 (+/- 0.164) 0.760 (+/- 0.196) 0.933 (+/- 0.133) 0.400 (+/- 0.490) 
MCI vs AD 0.555 (+/- 0.205) 0.440 (+/- 0.338) 0.383 (+/- 0.256)  0.670 (+/- 0.268) 










20 features LR 
Pearson Accuracy Precision Recall Specificity 
NC vs PC 0.755 (+/- 0.045) 0.230 (+/- 0.204) 0.333 (+/- 0.365) 0.837 (+/- 0.071) 
NC vs MCI  0.705 (+/- 0.098) 0.420 (+/- 0.178)  0.440 (+/- 0.275) 0.804 (+/- 0.037) 
NC vs AD 0.768 (+/- 0.058) 0.300 (+/- 0.253)  0.467 (+/- 0.400) 0.851 (+/- 0.064) 
PC vs MCI 0.635 (+/- 0.073) 0.665 (+/- 0.063) 0.910 (+/- 0.111) 0.100 (+/- 0.200) 
PC vs AD 0.698 (+/- 0.120) 0.760 (+/- 0.196) 0.883 (+/- 0.145) 0.400 (+/- 0.490) 
MCI vs AD 0.467 (+/- 0.201) 0.317 (+/- 0.367) 0.250 (+/- 0.247) 0.620 (+/- 0.204) 
Figura 68 - Resultados de la clasificación con LR usando las matrices de conectividad funcional de Aetionomy y distintos 
métodos de selección de características. 
De algún modo, los resultados no mejoran respecto al caso en el que se usan todas las 
características. Veamos el efecto que produce el parámetro de penalización en algunas de las 
fold del esquema de clasificación cuando hemos reducido el número de dimensiones. 
 
Figura 69 - Gráfico superior: resultados promedio del esquema de 3-fold cross-validation interno con LR en función 
del parámetro de penalización en la segunda fold externa. Gráfico inferior: evaluación sobre la partición de test de 
la segunda fold externa. 
En esta figura se puede observar que el parámetro de penalización consigue variar el recall y la 
precisión a un valor mayor que 0. De la figura 67 y de la 69, deducimos entones que el parámetro 
de penalización actúa sobre los resultados del mismo modo cuando trabajamos con 4005 
características que cuando trabajamos con 20 y que además,  
Respecto a los resultados generales de clasificación, los resultados son muy similares a los de las 
matrices de conectividad estructural. De nuevo, los resultados nos llevan a pensar que o bien 
las muestras de la clase PC no definen correctamente el comportamiento de la clase las matrices 
de conectividad funcional no son buenos datos para discernir entre las clases NC y PC.    
Volumen de materia gris 
Analicemos ahora los resultados cuando utilizamos el volumen de materia gris. Al usar las 90 









90 features Accuracy Precision Recall Specificity 
NC vs PC 0.708 (+/- 0.090) 0.373 (+/- 0.336) 0.267 (+/- 0.162) 0.829 (+/- 0.107) 
NC vs MCI 0.836 (+/- 0.035)  0.793 (+/- 0.112) 0.607 (+/- 0.061) 0.927 (+/- 0.045) 
NC vs AD 0.899 (+/- 0.045) 0.837 (+/- 0.153) 0.750 (+/- 0.158) 0.941 (+/- 0.057) 
PC vs MCI 0.703 (+/- 0.069) 0.776 (+/- 0.116) 0.747 (+/- 0.177) 0.650 (+/- 0.200) 
PC vs AD 0.764 (+/- 0.137) 0.883 (+/- 0.145)  0.700 (+/- 0.292) 0.850 (+/- 0.200) 
MCI vs AD 0.634 (+/- 0.076)  0.570 (+/- 0.098) 0.670 (+/- 0.103) 0.607 (+/- 0.140) 
Figura 70 - Resultados de la clasificación con LR usando el volumen de materia gris de Aetionomy.     
En general, los resultados lucen mucho más prometedores que los obtenidos mediante las 
matrices de conectividad. Vemos que el caso NC vs PC pasa a ser el más complicado de todos 
debido a los buenos resultados que se obtienen en el caso MCI vs AD en comparación con los 
resultados de los datos utilizados anteriormente. Veamos cómo afecta el over-fitting en esta 
situación.  
 
Figura 71 - Resultados promedio del esquema de 5-fold cross-validation con LR en función del número de 
características utilizadas en la clasificación ordenadas por relevancia según Pearson. Gráfico superior: evaluación 
sobre la partición de entreno. Gráfico inferior: evaluación sobre la partición de test. 
Los mayores niveles de over-fitting se producen cuando se usan más de 20 características al 
clasificar. Vemos claramente como a medida que se usan más características, el clasificador más 
se adapta a la partición de entreno (la memoriza) y peor se adapta a particiones independientes. 
Entonces, si elegimos trabajar con 10 características, tanto para Kendall como para Pearson, los 
resultados son: 
10 features LR 
Kendall Accuracy Precision Recall Specificity 
NC vs PC 0.729 (+/- 0.110) 0.473 (+/- 0.280) 0.473 (+/- 0.280) 0.813 (+/- 0.153) 
NC vs MCI 0.928 (+/- 0.051) 0.903 (+/- 0.122) 0.853 (+/- 0.075) 0.957 (+/- 0.057) 
NC vs AD 0.912 (+/- 0.043) 0.880 (+/- 0.160) 0.760 (+/- 0.020) 0.957 (+/- 0.057) 
PC vs MCI 0.658 (+/- 0.040) 0.820 (+/- 0.093) 0.573 (+/- 0.124) 0.783 (+/- 0.113) 
PC vs AD 0.704 (+/- 0.075) 0.848 (+/- 0.189) 0.660 (+/- 0.206) 0.750 (+/- 0.316) 
MCI vs AD 0.419 (+/- 0.161) 0.311 (+/- 0.207) 0.380 (+/- 0.336) 0.440 (+/- 0.210) 









10 features LR 
Pearson Accuracy Precision Recall Specificity 
NC vs PC  0.740 (+/- 0.117) 0.510 (+/- 0.265) 0.467 (+/- 0.172) 0.813 (+/- 0.172) 
NC vs MCI 0.928 (+/- 0.051) 0.903 (+/- 0.122) 0.853 (+/- 0.075) 0.957 (+/- 0.057) 
NC vs AD 0.900 (+/- 0.042) 0.830 (+/- 0.154) 0.760 (+/- 0.020) 0.942 (+/- 0.054) 
PC vs MCI 0.723 (+/- 0.047) 0.870 (+/- 0.108) 0.640 (+/- 0.033) 0.850 (+/- 0.122) 
PC vs AD 0.818 (+/- 0.106) 0.960 (+/- 0.080) 0.700 (+/- 0.245) 0.950 (+/- 0.100) 
MCI vs AD 0.457 (+/- 0.134) 0.379 (+/- 0.142) 0.470 (+/- 0.298) 0.440 (+/- 0.210) 
Figura 72 - Resultados de la clasificación con LR usando el volumen de materia gris de Aetionomy y distintos 
métodos de selección de características. 
Los resultados de precisión y recall mejoran significativamente mientras que los de accuracy y 
specificity se mantienen aproximadamente igual. En la figura 71 podemos comprobar que parte 
de la mejora de los resultados se debe a la disminución de características. Veamos entonces qué 
parte juega en este caso el parámetro de penalización.  
 
Figura 73 - Gráfico superior: resultados promedio del esquema de 3-fold cross-validation interno con LR en función 
del parámetro de penalización en la segunda fold externa. Gráfico inferior: evaluación sobre la partición de test de 
la segunda fold externa. 
En el caso de la figura 73, vemos que el ajuste del parámetro de penalización consigue aumentar 
con facilidad recall y precisión sin sacrificar demasiado el nivel de accuracy y specificity. Por tanto, 
la mejora de los resultados se debe en parte al buen ajuste del parámetro característico del 
clasificador y deducimos que el criterio de optimización es bueno para este tipo de datos.  
Por el momento, parece ser que el volumen de materia gris es el tipo de dato que mejores 
resultados tiene en general, además de ser el que mejor recall nos proporciona para la clase PC. 












Figura 74 – Representación de la frecuencia con la que se selecciona cada característicam del volumen de materia gris en las folds 
de cross-validation para distintos métodos de selección de características.  
 
En ambos casos se están utilizando regiones directamente relacionadas con la enfermedad de 
Alzheimer, como son Hippocampus_L o Temporal_Inf_L. Esto nos hace pensar que a pesar de 
ser selecciones de características simples, seleccionan regiones relevantes. Por tanto, si 
implementáramos técnicas de selección de características más potentes y avanzadas podríamos 
llegar a obtener aún mejores resultados.  
 
Información general, datos genéticos, etc 
Los resultados obtenidos utilizando las 12 características que conforman este grupo de datos 
son: 
 LR 
12 features Accuracy Precision Recall Specificity 
NC vs PC  0.717 (+/- 0.060) 0.411 (+/- 0.110) 0.580 (+/- 0.196) 0.756 (+/- 0.056) 
NC vs MCI 0.937 (+/- 0.036) 0.975 (+/- 0.050) 0.843 (+/- 0.102) 0.987 (+/- 0.027) 
NC vs AD 0.939 (+/- 0.039)  0.960 (+/- 0.080) 0.807 (+/- 0.127)  0.987 (+/- 0.027) 
PC vs MCI 0.788 (+/- 0.083) 0.894 (+/- 0.091) 0.771 (+/- 0.090) 0.810 (+/- 0.185) 
PC vs AD 0.893 (+/- 0.095) 0.960 (+/- 0.080) 0.840 (+/- 0.150) 0.960 (+/- 0.080) 
MCI vs AD 0.554 (+/- 0.183) 0.487 (+/- 0.188) 0.580 (+/- 0.133) 0.532 (+/- 0.235) 
Figura 75 – Resultados de la clasificación con LR usando los datos personales, genéticos, etc de Aetionomy .    
Por ahora, éstos son los mejores resultados que hemos obtenido. A priori, no sabemos qué tipo 
de información es más relevante ni si realizando selección de características podremos llegar a 
mejorar los resultados. Comencemos por analizar qué características se repetirían más en las 
folds si realizáramos selección de características.  







Figura 76 - Representación de la frecuencia con la que se selecciona cada característica de los datos personales, 
genéticos, etc en las folds de cross-validation para distintos métodos de selección de características. 
Esas figuras representan las características que más se usarían en las folds en 5 casos de 
clasificación distintos si redujésemos las dimensiones a una sola característica. Como podemos 
ver, las características más relevantes siempre son los tests de memoria. En concreto parece que 
MMSE_2 y Buschke_RDL son los que mejor describen las clases.  
Veamos ahora cual sería el resultado de quedarnos tan sólo con 1 característica.  
1 feature LR 1 feature 
Kendall Accuracy Precision Recall Specificity 
NC vs PC 0.862 (+/- 0.078)  0.773 (+/- 0.225) 0.630 (+/- 0.125) 0.930 (+/- 0.078) 
NC vs MCI 0.927 (+/- 0.070) 0.918 (+/- 0.113) 0.868 (+/- 0.120) 0.958 (+/- 0.057) 
NC vs AD 0.960 (+/- 0.037) 1.000 (+/- 0.000) 0.847 (+/- 0.148) 1.000 (+/- 0.000) 
PC vs MCI 0.709 (+/- 0.108) 0.860 (+/- 0.116)  0.671 (+/- 0.145) 0.770 (+/- 0.204) 
PC vs AD 0.873 (+/- 0.048) 0.943 (+/- 0.114) 0.847 (+/- 0.078) 0.900 (+/- 0.200) 
MCI vs AD 0.702 (+/- 0.217) 0.620 (+/- 0.271) 0.633 (+/- 0.276) 0.750 (+/- 0.177) 
     
1 feature LR 1 feature 
Pearson Accuracy Precision Recall Specificity 
NC vs PC 0.862 (+/- 0.078)  0.773 (+/- 0.225) 0.630 (+/- 0.125) 0.930 (+/- 0.078) 
NC vs MCI 0.912 (+/- 0.026) 0.946 (+/- 0.066) 0.796 (+/- 0.057) 0.973 (+/- 0.033) 
NC vs AD 0.960 (+/- 0.037) 1.000 (+/- 0.000) 0.847 (+/- 0.148) 1.000 (+/- 0.000) 
PC vs MCI 0.757 (+/- 0.060) 0.896 (+/- 0.095) 0.721 (+/- 0.142) 0.820 (+/- 0.157) 
PC vs AD 0.940 (+/- 0.050) 1.000 (+/- 0.000) 0.887 (+/- 0.093) 1.000 (+/- 0.000) 
MCI vs AD 0.586 (+/- 0.179) 0.470 (+/- 0.223) 0.473 (+/- 0.248) 0.664 (+/- 0.133) 
Figura 77 - Resultados de la clasificación con LR usando los datos personales, genéticos, etc de Aetionomy y distintos 
métodos de selección de características. 
En general, los resultados mejoran. Si recopilamos todo lo que hemos visto hasta ahora sobre el 
caso NC contra PC, parece que los tests de memoria son el dato más relevante al discernir entre 
estas dos clases.  




Combinación de los 4 tipos de datos 
Finalmente, vamos a combinar todos los tipos de datos e intentar elegir las características más 
relevantes de cada uno de ellos para mejorar los resultados del clasificador. A priori, los 
resultados que se obtienen usando todas las características son: 
 LR 
8112 features Accuracy Precision Recall Specificity 
NC vs PC 0.826 (+/- 0.092) 0.400 (+/- 0.490) 0.200 (+/- 0.245) 0.953 (+/- 0.062) 
NC vs MCI 0.798 (+/- 0.058) 0.717 (+/- 0.163) 0.530 (+/- 0.133) 0.900 (+/- 0.082 
NC vs AD 0.885 (+/- 0.073) 0.833 (+/- 0.211) 0.583 (+/- 0.269) 0.967 (+/- 0.041) 
PC vs MCI 0.548 (+/- 0.066)  0.615 (+/- 0.043) 0.830 (+/- 0.087)  0.000 (+/- 0.000) 
PC vs AD  0.727 (+/- 0.207)  0.733 (+/- 0.162) 0.867 (+/- 0.163) 0.533 (+/- 0.323) 
MCI vs AD 0.593 (+/- 0.072) 0.480 (+/- 0.319) 0.317 (+/- 0.213) 0.790 (+/- 0.220) 
Figura 78 – Resultados de la clasificación con LR usando la combinación de todos los datos de Aetionomy. 
Fijándonos en los gráficos, vemos que para todos los casos de clasificación se produce over-
fitting a partir de un número mucho más pequeño de características. 
A primera vista, los resultados no son buenos, en gran parte porque el clasificador se adapta por 
completo a la base de entreno y no funciona para datos independientes, en este caso en test.  
Para eliminar el efecto del over-fitting, elegimos reducir el número de dimensiones a 20 y ver 
qué resultados obtenemos.  
20 features LR 
Kendall Accuracy Precision Recall Specificity 
NC vs PC  0.772 (+/- 0.108) 0.200 (+/- 0.400) 0.100 (+/- 0.200) 0.904 (+/- 0.091) 
NC vs MCI 0.928 (+/- 0.046) 0.960 (+/- 0.080) 0.780 (+/- 0.204) 0.983 (+/- 0.033) 
NC vs AD 0.951 (+/- 0.069) 1.000 (+/- 0.000) 0.783 (+/- 0.296) 1.000 (+/- 0.000) 
PC vs MCI 0.701 (+/- 0.122) 0.803 (+/- 0.110)  0.730 (+/- 0.117) 0.633 (+/- 0.194) 
PC vs AD 0.880 (+/- 0.098) 1.000 (+/- 0.000) 0.800 (+/- 0.163) 1.000 (+/- 0.000) 
MCI vs AD 0.599 (+/- 0.195) 0.437 (+/- 0.341) 0.450 (+/- 0.348) 0.700 (+/- 0.253) 
     
20 features LR 
Pearson Accuracy Precision Recall Specificity 
NC vs PC 0.431 (+/- 0.207) 0.167 (+/- 0.104) 0.567 (+/- 0.389) 0.395 (+/- 0.256) 
NC vs MCI 0.951 (+/- 0.059) 1.000 (+/- 0.000) 0.820 (+/- 0.223) 1.000 (+/- 0.000) 
NC vs AD 0.963 (+/- 0.048) 1.000 (+/- 0.000) 0.833 (+/- 0.211) 1.000 (+/- 0.000) 
PC vs MCI 0.813 (+/- 0.129) 0.950 (+/- 0.100) 0.770 (+/- 0.160) 0.900 (+/- 0.200) 
PC vs AD 0.920 (+/- 0.098) 1.000 (+/- 0.000) 0.867 (+/- 0.163) 1.000 (+/- 0.000) 
MCI vs AD 0.499 (+/- 0.188) 0.280 (+/- 0.392) 0.267 (+/- 0.327) 0.650 (+/- 0.249) 
Figura 79 - Resultados de la clasificación con LR usando la combinación de todos los datos de Aetionomy y distintos 
métodos de selección de características. 
En general, los resultados son iguales o mejores que los mejores resultados que hemos obtenido 
analizando los datos por separado, que se ha dado en el caso de usar los tests de memoria como 
características. Esto tiene sentido ya que en principio estamos utilizando las mejores 
características de cada uno de los tipos de datos de los que disponemos.  
El único caso en el que los resultados empeoran es el caso NC contra PC. Además de los datos 
varios de los sujetos y del volumen de materia gris, también se están usando características de 
las matrices de conectividad para analizar el caso NC contra PC. Esto sugiere que efectivamente, 




las matrices de conectividad no son buenos datos sobre los que intentar discernir los sujetos PC 
de los NC. De ahí el decremento en los porcentajes de las estadísticas.  
Por otro lado, el caso MCI contra AD cuando se usa Pearson también empeora. Como hemos 
comprobado anteriormente, se debe a qué el criterio de Pearson acentúa el efecto del 
parámetro de penalización.  
En general, vemos que las características que más se utilizan en cada fold son de nuevo los tests 
de memoria y en el caso del volumen de materia gris, regiones muy relacionadas con la 
enfermedad. Para las matrices de conectividad estructural, las conexiones que más se repiten 
son las intra-hemisféricas mientras que para las matrices de conectividad funcional son las inter-
hemisféricas. Se pueden ver algunos ejemplos en las siguientes figuras.  
 
Figura 80 - Características más repetidas de la matriz de conectividad estructural cuando se usan todos los tipos 
de datos disponibles para clasificar el caso NC contra PC con las 30 características más relevantes según Pearson.  
 
 
Figura 81 - Características más repetidas de la información variada del sujeto cuando se usan todos los tipos de 
datos disponibles para clasificar el caso PC contra MCI con las 30 características más relevantes según Kendall. 
 
Figura 82 - Características más repetidas del volumen de materia gris cuando se usan todos los tipos de datos 
disponibles para clasificar el caso MCI contra AD con las 30 características más relevantes según Pearson. 
 





Figura 83 - Características más repetidas de la matriz de conectividad funcional cuando se usan todos los tipos de 
datos disponibles para clasificar el caso NC contra MCI con las 30 características más relevantes según Kendall. 
6.3. Aetionomy & ADNI. Análisis de resultados 
Para la base de datos ADNI no disponemos ni de las matrices de conectividad funcional ni de la 
mayor parte de la información variada del sujeto que sí tenemos para Aetionomy. Por ello, 
vamos a analizar los resultados cuando mezclamos ambas bases de datos exclusivamente a 
través de las matrices de conectividad estructural y el volumen de materia gris.  
Matrices de conectividad estructural 
Si para la combinación ADNI y Aetionomy realizamos el mismo análisis que cuando trabajamos 
solamente con Aetionomy, obtenemos los siguientes resultados:  
 LR 
4005 features Accuracy Precision Recall Specificity 
NC vs PC 0.750 (+/- 0.087) 0.536 (+/- 0.285) 0.314 (+/- 0.246) 0.921 (+/- 0.040) 
NC vs MCI 0.736 (+/- 0.045) 0.648 (+/- 0.113) 0.469 (+/- 0.166) 0.871 (+/- 0.061) 
NC vs AD 0.824 (+/- 0.047) 0.799 (+/- 0.110) 0.655 (+/- 0.070) 0.911 (+/- 0.049) 
PC vs MCI 0.545 (+/- 0.091) 0.560 (+/- 0.056) 0.882 (+/- 0.147)  0.104 (+/- 0.095) 
PC vs AD 0.594 (+/- 0.032) 0.588 (+/- 0.023) 0.980 (+/- 0.040) 0.079 (+/- 0.102) 
MCI vs AD 0.555 (+/- 0.081) 0.546 (+/- 0.067) 0.600 (+/- 0.170) 0.511 (+/- 0.048) 
     
30 features LR 
Kendall Accuracy Precision Recall Specificity 
NC vs PC 0.706 (+/- 0.081) 0.394 (+/- 0.219) 0.254 (+/- 0.315) 0.882 (+/- 0.066) 
NC vs MCI 0.725 (+/- 0.085)  0.622 (+/- 0.150) 0.491 (+/- 0.180) 0.843 (+/- 0.081) 
NC vs AD  0.778 (+/- 0.033) 0.715 (+/- 0.086) 0.598 (+/- 0.056) 0.872 (+/- 0.048) 
PC vs MCI 0.579 (+/- 0.035) 0.574 (+/- 0.027) 1.000 (+/- 0.000) 0.029 (+/- 0.057) 
PC vs AD 0.571 (+/- 0.013) 0.571 (+/- 0.013) 1.000 (+/- 0.000) 0.000 (+/- 0.000) 






   




30 features LR 
Pearson Accuracy Precision Recall Specificity 
NC vs PC 0.721 (+/- 0.077) 0.500 (+/- 0.258) 0.229 (+/- 0.164) 0.911 (+/- 0.058) 
NC vs MCI 0.684 (+/- 0.042) 0.574 (+/- 0.155) 0.293 (+/- 0.137) 0.881 (+/- 0.093) 
NC vs AD  0.799 (+/- 0.062) 0.801 (+/- 0.135) 0.560 (+/- 0.085) 0.922 (+/- 0.064) 
PC vs MCI 0.554 (+/- 0.074) 0.568 (+/- 0.039) 0.900 (+/- 0.126) 0.100 (+/- 0.146) 
PC vs AD 0.571 (+/- 0.013) 0.571 (+/- 0.013) 1.000 (+/- 0.000) 0.000 (+/- 0.000) 
MCI vs AD  0.535 (+/- 0.066) 0.523 (+/- 0.051) 0.729 (+/- 0.192) 0.338 (+/- 0.139) 
Figura 84 – Resultados de la clasificación con LR usando las matrices de conectividad estructural de ADNI sin usar 
selección de características y usando distintos tipos de selección de características.   
La observación más importante de estos resultados es sin duda la desviación estándar. Ahora 
disponemos de más muestras con las que clasificar, por lo que en principio el conjunto de 
observaciones debería definir con mayor precisión el comportamiento de cada clase.  
Por ello, la dispersión de los datos se reduce y obtenemos resultados menos variables, ya que 
se estiman sobre un número mayor de ejemplos.  
En principio, podemos decir que estamos obteniendo estimaciones más precisas de los 
resultados. Aun así, es posible que no siempre ocurra esto. Analicemos un poco más 
profundamente los resultados.  
Si nos fijamos en el caso NC contra AD, vemos que tanto la media como la desviación estándar 
de los resultados ha mejorado. Podemos atribuir este hecho a que las muestras que hemos 
añadido de ambas clases mejoran la definición de las clases. Además, al ser los casos extremos 
de la enfermedad es mucho más fácil que las muestras de bases de datos distintas sean 
compatibles. La razón es principalmente que los rasgos de ambas clases están mucho más 
acentuados que en el resto.  
Por otro lado, si nos fijamos en los casos PC contra MCI y AD vemos que el clasificador tiene un 
comportamiento pésimo. Todas las muestras de la clase PC están siendo mal clasificadas. Parte 
de este mal comportamiento se debe con seguridad a qué no se está ajustando correctamente 
el criterio de selección del parámetro de penalización. Ya que parece que la clase PC es la más 
complicada de clasificar, vamos a modificar el criterio para selección el parámetro de 
penalización en el caso PC contra MCI para ver qué ocurre. Esta vez intentaremos maximizar el 
recall de la clase más sana. El resultado que obtenemos es: 
30 features LR 
Pearson Accuracy Precision Recall Specificity 
PC vs MCI 0.577 (+/- 0.063) 0.608 (+/- 0.055) 0.742 (+/- 0.105) 0.361 (+/- 0.169) 
Figura 85 – Resultado de la clasificaicón con LR usando las matrices de conectividad estructural de ADNI si reducimos 
el número de características con Pearson y cambiamos el crtierio de selección del parámetro de penalización a obtener 
el máximo recall para la clase más sana. En este caso estamos maximizando el recall si PC fuera la clase positiva, que 
es equivalente a maximizar specificity si PC es la clase negativa.   
Esto demuestra que realmente el ajuste del parámetro de penalización es muy importante en la 
clasificación y depende de cada caso bajo análisis.  
De todas maneras, los resultados de los análisis en los que aparece la clase PC empeoran. Este 
hecho nos puede llevar a varias reflexiones como pueden ser si realmente las matrices 
estructurales contienen características relevantes sobre la clase PC o si las observaciones de la 
clase PC de ambas bases de datos son realmente comparables, ya que parece ser que el hecho 
de disponer de más muestras de esta clase no es significativo ni se ve reflejado en los resultados.  




Volumen de materia gris 
De nuevo, realizamos el mismo análisis para la combinación de bases de datos que hemos hecho 
para el caso de trabajar únicamente con Aetionomy. Los resultados son:  
 LR 
 Accuracy Precision Recall Specificity 
NC vs PC 0.686 (+/- 0.025) 0.302 (+/- 0.173) 0.179 (+/- 0.126) 0.882 (+/- 0.048) 
NC vs MCI 0.834 (+/- 0.065) 0.841 (+/- 0.132) 0.624 (+/- 0.122) 0.940 (+/- 0.049) 
NC vs AD 0.849 (+/- 0.029) 0.950 (+/- 0.100) 0.595 (+/- 0.050) 0.980 (+/- 0.040) 
PC vs MCI 0.567 (+/- 0.014) 0.567 (+/- 0.014) 1.000 (+/- 0.000) 0.000 (+/- 0.000) 
PC vs AD 0.571 (+/- 0.013) 0.571 (+/- 0.013) 1.000 (+/- 0.000) 0.000 (+/- 0.000) 
MCI vs AD 0.503 (+/- 0.065) 0.510 (+/- 0.051) 0.636 (+/- 0.059) 0.369 (+/- 0.115) 
    
 
 
 LR 10 features 
Kendall Accuracy Precision Recall Specificity 
NC vs PC 0.736 (+/- 0.033) 0.700 (+/- 0.400) 0.129 (+/- 0.079) 0.971 (+/- 0.038) 
NC vs MCI 0.868 (+/- 0.038) 0.921 (+/- 0.064) 0.664 (+/- 0.107) 0.970 (+/- 0.024) 
NC vs AD 0.883 (+/- 0.026) 0.975 (+/- 0.050) 0.675 (+/- 0.071) 0.990 (+/- 0.020) 
PC vs MCI 0.567 (+/- 0.014) 0.567 (+/- 0.014) 1.000 (+/- 0.000) 0.000 (+/- 0.000) 
PC vs AD 0.571 (+/- 0.013) 0.571 (+/- 0.013) 1.000 (+/- 0.000) 0.000 (+/- 0.000) 
MCI vs AD 0.605 (+/- 0.078) 0.644 (+/- 0.114) 0.504 (+/- 0.090) 0.707 (+/- 0.104) 
     
 LR 10 features 
Pearson Accuracy Precision Recall Specificity 
NC vs PC 0.729 (+/- 0.027) 0.600 (+/- 0.374) 0.129 (+/- 0.079) 0.961 (+/- 0.036) 
NC vs MCI 0.868 (+/- 0.038) 0.921 (+/- 0.064) 0.664 (+/- 0.107) 0.970 (+/- 0.024) 
NC vs AD 0.883 (+/- 0.026) 0.953 (+/- 0.058) 0.693 (+/- 0.070) 0.980 (+/- 0.024) 
PC vs MCI 0.567 (+/- 0.014) 0.567 (+/- 0.014) 1.000 (+/- 0.000) 0.000 (+/- 0.000) 
PC vs AD 0.571 (+/- 0.013) 0.571 (+/- 0.013) 1.000 (+/- 0.000) 0.000 (+/- 0.000) 
MCI vs AD 0.564 (+/- 0.058) 0.585 (+/- 0.073) 0.505 (+/- 0.132) 0.625 (+/- 0.136) 
Figura 86 - Resultados de la clasificación con LR usando el volumen de materia gris de ADNI sin usar selección de 
características y usando distintos tipos de selección de características.   
El efecto que causa el aumento del número de muestras disponibles es exactamente el mismo 
que para las matrices de conectividad estructural: la desviación estándar se reduce. En este caso, 
el grado de reducción es inferior al que se observa con las matrices de conectividad estructural. 
Las observaciones de las que disponíamos anteriormente ya definían correctamente las clases 
por lo que el aumento de muestras no supone un gran impacto en los resultados. Con esto 
podemos deducir que el volumen de materia gris define mucho mejor el comportamiento de las 
clases que las matrices de conectividad estructural, ya que con pocas muestras somos capaces 
de realizar predicciones mucho mejores.  
Aun así, volvemos a observar problemas en los casos con la clase PC involucrada tal y como 









6.4. Aetionomy vs ADNI. Análisis de resultados 
Se pueden consultar los resultados del caso en que una de las bases se usa como entreno y la 
otra como test en los anexos adjuntos al proyecto. Sobre este esquema hemos aplicado 
simplemente hold-out method y los resultados obtenidos no han sido demasiado satisfactorios. 
Se observa una incapacidad generalizada para discernir la clase PC del resto de clases. Por el 
contrario, los resultados para NC contra AD son buenos. En parte estos resultados son lógicos. 









7. Conclusiones y trabajo futuro 
Desde nuestro punto de vista, hemos cumplido satisfactoriamente los objetivos del trabajo. El 
primer objetivo era desarrollar un sistema básico de clasificación. No solo lo hemos desarrollado 
sino que además es muy flexible en cuanto a elección de parámetros y está preparado para que 
se pueda seguir desarrollando con facilidad.  
A nivel de código del sistema de clasificación aún queda mucho por hacer. Por mi parte he 
intentado optimizarlo al máximo pero estoy segura que podría mejorarse muchísimo. Incluso, 
se podría intentar generar una interfície de usuario que facilitara el hecho de trabajar con tantos 
parámetros de entrada.  
Por otro lado, hemos conseguido hacer un primer análisis de unos datos sobre los que no 
teníamos ningún tipo de conocimiento. Al margen de conseguir o no buenos resultados, este 
primer análisis es muy útil para detectar dónde se han cometido errores y buscar manera de 
solucionarlos. Por ejemplo, hemos podido ver que el criterio de selección del parámetro 
característico del clasificador es muy pobre y depende mucho del tipo de caso que estamos 
tratando. Necesitaríamos estudiar cada uno de los casos de clasificación y elaborar un criterio 
específico y más elaborado para cada caso.  
Otro de los objetivos era intentar conocer qué características intervienen más en la clasificación. 
Los métodos de selección de características son muy simples pero la simplicidad es lo que 
permite una lectura más sencilla de los resultados finales. El próximo paso es implementar 
métodos de selección más complejos como pueden ser Information Gain o ANOVA.  
En el análisis de resultados nos hemos fijado exclusivamente en las cuatro estadísticas para 
llegar a la conclusión de que los mejores resultados se obtenían para Logistic Regression. No 
hemos hecho demasiado hincapié en qué clasificador era mejor por lo que como trabajo futuro 
podríamos buscar métodos de comparación de clasificadores como podría ser el test de Mc 
Nemar. 
De este proyecto también podemos hacer una reflexión y es que: ¿es realmente útil empezar el 
trabajo de clasificación a partir de los datos que se nos han proporcionado? ¿No sería mejor 
intentar trabajar directamente a nivel de vóxel? Hemos comprobado que en muchos de los 
artículos que tratan estos temas se empieza a trabajar en la clasificación directamente sobre las 
imágenes del escáner cerebral. Podría ser un tema importante a tratar con los investigadores de 
la Fundación Pascual Maragall.  
A nivel educativo, ha sido un proyecto muy satisfactorio. Por una parte, he adquirido nuevos 
conocimientos sobre un lenguaje de programación con el que nunca antes había trabajado. Por 
otro lado, he sido capaz de programar un sistema partiendo de una hoja en blanco. Lo más 
importante quizás ha sido tratar con un problema real, alejado de la teoría de las clases dónde 
los problemas están preparados para dar con una solución perfecta.  
Además, he podido conocer de cerca cómo se trabaja en un proyecto en colaboración con otra 
entidad como es la Fundación Pascual Maragall, donde me han abierto las puertas y he podido 
conocer un poco más de cerca cómo se realizan proyectos de investigación.  
 
 






En minería de datos, el over-fitting es el efecto que se produce al sobreentrenar un algoritmo 
de aprendizaje con las muestras de entreno disponibles. Esto implica que el algoritmo se ajustará 
perfectamente a los datos de entreno pero que al evaluar su comportamiento en un conjunto 
de datos independiente se producirán predicciones de mala calidad. En definitiva, el modelo del 
clasificador no describe el comportamiento de los datos correctamente.   
Una de las razones que puede llevar al over-fitting es el uso de algoritmos con un número de 
parámetros a diseñar muy elevado. Contra más complejo sea el algoritmo, más difícil será 
encontrar el diseño que generalice correctamente para cualquier conjunto de datos. Cuando un 
algoritmo se ajusta demasiado a los datos de aprendizaje, se suelen usar los métodos de 
validación como cross validation para medir la capacidad de generalización del clasificador.  
Los algoritmos de aprendizaje se entrenan para optimizar los resultados en un conjunto de datos 
específico (datos de entreno) mientras que la eficacia del algoritmo reside cuan bien se adapta 
éste a datos independientes (datos de test). Si los datos de entreno no son suficientemente 
generale, el algoritmo no es capaz de aprender a partir de las observaciones. Este efecto se 
puede dar cuando las muestras de entreno disponibles no describen casos frecuentes de 
comportamiento de las clases a predecir. También puede darse el caso de que el algoritmo no 
pueda generalizar correctamente y aprender debido a que se disponen de muy pocas muestras 
de entreno. Es en estos casos cuando el algoritmo de clasificación ‘memoriza’ la información de 
las muestras de entreno y hay over-fitting. En estas situaciones no se puede luchar contra los 
malos resultados ya que son debidos a la falta de observaciones sobre las que trabajar.  
 
Figura 87 – Modelo sin sobreentreno. 
 
 
Figura 88 – Modelo con sobreentreno.  
Al contrario que la figura 87, la figura 88 no modela la frontera según la tendencia de las 
observaciones: hay sobreentreno. Si nos fijamos, se modela la frontera teniendo en cuenta dos 
muestras ruidosas de la clase amarilla. Para un conjunto de datos independiente, el clasificador 
de la figura 87 sería un mejor predictor que el clasificador de la figura 88.  
En la evaluación del comportamiento de un clasificador se puede comprobar cuál es el nivel de 
sobreentreno comparando la tasa de error de clasificación en el subconjunto de entreno y en el 
de test.  




8.2. La maldición de la dimensión o efecto Hughes 
La maldición de la dimensión hace referencia a diversos fenómenos que ocurren al analizar y 
organizar datos en espacios de grandes dimensiones. Estos mismos fenómenos no curren 
cuando se trabaja en espacios de dimensiones bajas. La maldición de la dimensión es, junto al 
over-fitting, uno de los dos principales problemas que nos podemos encontrar en clasificación.  
Cuando las dimensiones de un espacio crecen, el volumen del espacio crece también y lo hace 
muy rápidamente. A su misma vez, la densidad de muestras en el espacio decrece, por lo que 
podemos decir que los datos se dispersan.  
Por ejemplo, tenemos un número 𝑥  de muestras en un espacio 1D de 3  unidades. Si 
aumentamos las dimensiones a 2D, el volumen del espacio crecerá tal que 32 = 9 𝑢𝑛𝑖𝑑𝑎𝑑𝑒𝑠2. 
Además, la densidad de muestras en el nuevo espacio será más pequeña ya que el número de 
muestras sigue siendo el mismo que teníamos en el espacio 1D. Si quisiéramos mantener la 
densidad de muestras necesitaríamos 3· 𝑥 muestras.  
Queda claro con este ejemplo que aumentar las dimensiones de un problema significa hacerlo 
más complejo: aumenta el volumen y se dispersa la información. Podemos entender mejor la 
maldición de la dimensión fijándonos en el ejemplo de la figura 89.  
En el caso específico de minería de datos, es fácil dar con la maldición de la dimensión. El 
fenómeno conocido como efecto Hughes sostiene que la capacidad predictiva de un algoritmo 
de clasificación decrece a medida que las dimensiones crecen si se dispone de un número fijo 
de muestras.   
En clasificación, aumentar el número de dimensiones es equivalente a aumentar el número de 
características de los vectores. Un simple razonamiento puede llevarnos a pensar que un mayor 
número de características equivale a más información y por lo tanto a una mejor predicción. La 
verdad es que el efecto Hughes indica todo lo contrario: la importancia no reside en la cantidad 
de características sino en lo relevantes que son en la clasificación.   
Además, al aumentar las dimensiones de un problema estamos limitando el número de 
observaciones disponibles para realizar las predicciones, es decir, si trabajamos con muchas 
dimensiones necesitamos disponer también de un número muy elevado de muestras para 
compensar el efecto de la dispersión de los datos.  
La dispersión de los datos afecta también a algunos métodos básicos de clasificación como k-
nearest neighbours, donde los vecinos se sitúan cada vez más lejos a medida que crece la 
dimensión del problema.  
En resumen, los problemas más sencillos pueden volverse complicados si se aumentan las 
dimensiones del espacio, por ello es mejor buscar vectores con pocas características pero 
relevantes para el problema. 





Figura 89: Dispersión de las observaciones. Para un número de observaciones fijo (𝑛 = 100), en un espacio de captura de longitud 0,2 se encierran menos observaciones a medida que 
aumentan las dimensiones del espacio [K]. 
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