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1. Introduction
Throughout the paper Lp[a,b] (1 ≤ p < ∞) denotes the space of p-power integrable real functions on interval [a, b]
equipped with the norm ‖f ‖p = (
 b
a |f (t)|pdt)1/p. The symbol L∞[a,b] stands for the space of all essentially bounded functions
on [a, b]with the norm ‖f ‖∞ = ess supx∈[a,b] |f (x)|.
For two real functions f , g : [a, b] → R, the Chebyshev functional (cf. [1,2]) is defined by
T (f , g) = 1
b− a
∫ b
a
f (x)g(x)dx− 1
b− a
∫ b
a
f (x)dx · 1
b− a
∫ b
a
g(x)dx (1)
provided the above integrals exist and are finite, that is f , g, f · g ∈ L1[a,b].
The Grüss inequality [3] states that if f , g : [a, b] → R are two bounded integrable functions and α0, β0, γ0 and δ0 are
numbers such that
α0 ≤ f (x) ≤ β0 and γ0 ≤ g(x) ≤ δ0 for x ∈ [a, b], (2)
then
|T (f , g)| ≤ 1
4
(β0 − α0)(δ0 − γ0). (3)
See [4–6] for generalizations and extensions of (3).
A complement to (3) is a pre-Grüss inequality as follows (see [7,8]). If f , g : [a, b] → R are two 2-power integrable
functions and α0 and β0 are numbers such that
α0 ≤ f (x) ≤ β0 for x ∈ [a, b], (4)
then
|T (f , g)| ≤ 1
2
(β0 − α0)

T (g, g). (5)
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The Ostrowski inequality [9, p. 468] asserts that if f : [a, b] → R is a differentiable function with bounded derivative,
then f (x)− 1b− a
∫ b
a
f (t)dt
 ≤

1
4
+ (x−
a+b
2 )
2
(b− a)2

(b− a)‖f ′‖∞ for x ∈ [a, b]. (6)
See [10–13] for generalizations and applications of (6).
Dragomir and Wang [14] proved the following Ostrowski–Grüss type inequality. If f : [a, b] → R is a differentiable
function with bounded derivative and
α0 ≤ f ′(t) ≤ β0 for t ∈ [a, b], (7)
then f (x)− 1b− a
∫ b
a
f (t)dt − f (b)− f (a)
b− a

x− a+ b
2
 ≤ 14 (b− a)(β0 − α0) for x ∈ [a, b]. (8)
Some further improvements of (8) can be found in [7,15]. See also [12,14,16,17] for related results.
Niezgoda [18] established some new Grüss and Ostrowski–Grüss type inequalities by using some class of bounding
functions α(x) and β(x) in place of bounding constants α0 and β0, respectively (see Lemmas 1.1 and 1.2 below). In general,
such inequalities can provide sharper bounds than the original ones (see Example 1.3).
Remind that a function ϕ : [a, b] → R is said to be a constant function, if there exists a number C ∈ R such that ϕ(x) = C
for all x ∈ [a, b].
Lemma 1.1 ([18, Theorem 2.1]). Let f , α, β ∈ Lp[a,b] and g ∈ Lq[a,b] (1 ≤ p, q ≤ ∞, 1p + 1q = 1) be functions such that
(a) α + β is a constant function, and
(b) α(x) ≤ f (x) ≤ β(x) for x ∈ [a, b].
Then we have the inequality
|T (f , g)| ≤ 1
2(b− a)‖β − α‖p ·
g − 1b− a
∫ b
a
g(x)dx

q
. (9)
Lemma 1.2 ([18, Theorem 2.4]). Let f : I → R, where I ⊂ R is an interval, be a function differentiable in the interior ◦I of I, and
let [a, b] ⊂◦I . Suppose that f ′, α, β ∈ Lp[a,b](1 ≤ p ≤ ∞) are functions such that
(a) α + β is a constant function, and
(b) α(t) ≤ f ′(t) ≤ β(t) for t ∈ [a, b].
Then for x ∈ [a, b] we have the inequality
f (x)− 1b− a
∫ b
a
f (t)dt −

x− a+ b
2

f (b)− f (a)
b− a
 ≤

1
4
‖β − α‖p (b− a)
1/q
(q+ 1)1/q if 1 ≤ q <∞,
1
4
‖β − α‖1 if q = ∞,
(10)
where 1p + 1q = 1.
In the example below we show that (9) can provide a more precise estimate than (5).
Example 1.3. Consider
f (x) = g(x) = sin x, α(x) = −|x|, β(x) = |x| for x ∈

−π
2
,
π
2

,
and
α0 = −1 and β0 = 1.
Evidently, conditions (a) and (b) in Lemma 1.1 are satisfied. It is not hard to check that
T (f , g) = 1
π
∫ π/2
−π/2
sin2 xdx = 1
2
,
‖β − α‖2 =
∫ π/2
−π/2
(2|x|)2dx
1/2
=

π3
3
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and g − 1b− a
∫ b
a
g(x)dx

2
= ‖g‖2 =
∫ π/2
−π/2
sin2 xdx
1/2
=

π
2
.
In consequence, for p = q = 2, the right-hand side of (9) equals
1
2(b− a)‖β − α‖2 ·
g − 1b− a
∫ b
a
g(x)dx

2
= 1
2π
·

π3
3
·

π
2
=

1
24
· π ≈ 0.641.
On the other hand, we find that the right-hand side of (5) equals
1
2
(β0 − α0)

T (g, g) = T (f , g) = 1
2
≈ 0.707.
In the present paper, we shall be concerned with moments of continuous random variables. Our aim is to extend some
results of Kumar [19–21] by using (9) and (10).
2. Bounds for moments of random variables
Let X be a continuous random variable with probability density function f : [a, b] → R+, a < b, i.e., f ≥ 0 and b
a f (x)dx = 1. For any positive integer r , the rth moment of X about c ∈ R is given by
Mr(c) =
∫ b
a
(x− c)r f (x)dx.
In this section, we estimate such moments by using Lemmas 1.1 and 1.2. The following theorem generalizes
[20, Theorem 4.3] (see Corollary 2.2 below).
Theorem 2.1. Let X be a continuous random variable whose probability density function is f : [a, b] → R+ with c ∈ R. Suppose
that f , α, β ∈ Lp[a,b](1 ≤ p ≤ ∞) are functions such that
(a) α + β is a constant function, and
(b) α(x) ≤ f (x) ≤ β(x) for x ∈ [a, b].
Then for any positive integer r, we have the inequality
|Mr(c)−m| ≤ 12‖β − α‖p · N, (11)
where
m = (b− c)
r+1 − (a− c)r+1
(b− a)(r + 1) (12)
and
N =

[∫ b
a
(x− c)r −mq dx]1/q if q <∞,
max
x∈[a,b]
(x− c)r −m if q = ∞ (13)
with 1p + 1q = 1.
In particular, the following assertions hold.
(i) If q is an even positive integer, then (11) holds with
N =

q−
k=0
q
k

(−m)q−k (b− c)
rk+1 − (a− c)rk+1
rk+ 1
1/q
. (14)
(ii) If q and r are odd positive integers, then (11) holds with
N =

q−
k=0
q
k

(−m)q−k
[
(−1)q (x0 − c)rk+1 − (a− c)rk+1
rk+ 1 +
(b− c)rk+1 − (x0 − c)rk+1
rk+ 1
]1/q
, (15)
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where x0 = c +m1/r and
x0 = a if x0 < a,x0 if a ≤ x0 ≤ b,
b if b < x0.
(16)
(iii) If q is an odd positive integer and r is an even positive integer, then (11) holds with
N =

q−
k=0
q
k

(−m)q−k
[
(x1 − c)rk+1 − (a− c)rk+1
rk+ 1
+ (−1)q (x2 − c)rk+1 − (x1 − c)rk+1
rk+ 1 +
(b− c)rk+1 − (x2 − c)rk+1
rk+ 1
]1/q
, (17)
where x1 = c −m1/r and x2 = c +m1/r , and
x1 = a if x1 < a,x1 if a ≤ x1 ≤ b,
b if b < x1,
and x2 = a if x2 < a,x2 if a ≤ x2 ≤ b,
b if b < x2.
(18)
(iv) If q = ∞ and r is an odd positive integer, then (11) holds with
N = max{|(a− c)r −m|, |(b− c)r −m|}. (19)
(v) If q = ∞ and r is an even positive integer, then (11) holds with
N =

max{|(a− c)r −m|, |(b− c)r −m|} if c ∉ [a, b],
max{|(a− c)r −m|,m, |(b− c)r −m|} if c ∈ [a, b]. (20)
For example, if p = q = 2, then (11) holds with
N = (b− a)1/2

(b− c)2r+1 − (a− c)2r+1
(b− a)(2r + 1) −

(b− c)r+1 − (a− c)r+1
(b− a)(r + 1)
21/2
. (21)
Proof. Putting g(x) = (x− c)r and  ba f (x)dx = 1 into (1), we get
T (f , g) = 1
b− a
∫ b
a
f (x)(x− c)rdx− 1
b− a
∫ b
a
f (x)dx · 1
b− a
∫ b
a
(x− c)rdx
= 1
b− aMr(c)−
(b− c)r+1 − (a− c)r+1
(b− a)2(r + 1) . (22)
On the other hand, it follows from (9) that
|(b− a)T (f , g)| ≤ 1
2
‖β − α‖p ·
g − 1b− a
∫ b
a
g(x)dx

q
, (23)
where 1p + 1q = 1.
It is clear that (see (12))
1
b− a
∫ b
a
g(x)dx = 1
b− a
∫ b
a
(x− c)rdx = (b− c)
r+1 − (a− c)r+1
(b− a)(r + 1) = m. (24)
Furthermore, by (13), we haveg − 1b− a
∫ b
a
g(x)dx

q
= N. (25)
Combining (22)–(25), we obtain (11) with (12) and (13).
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(i) Assume that q is an even positive integer. By elementary calculus, one sees that
Nq =
∫ b
a
(x− c)r −mq dx = ∫ b
a

(x− c)r −mq dx
=
q−
k=0
q
k

(−m)q−k
∫ b
a
(x− c)rkdx
=
q−
k=0
q
k

(−m)q−k (b− c)
rk+1 − (a− c)rk+1
rk+ 1 , (26)
which gives (14).
(ii) Let q and r be odd positive integers. Then the function ψ(x) = (x− c)r − m, x ∈ R, is increasing. The unique real zero
of ψ is x0 = c +m1/r . Assume that a ≤ x0 ≤ b. Then we have (see (13))
Nq =
∫ b
a
(x− c)r −mq dx
= (−1)q
∫ x0
a

(x− c)r −mq dx+ ∫ b
x0

(x− c)r −mq dx
=
q−
k=0
q
k

(−m)q−k
[
(−1)q
∫ x0
a
(x− c)rkdx+
∫ b
x0
(x− c)rkdx
]
=
q−
k=0
q
k

(−m)q−k
[
(−1)q (x0 − c)
rk+1 − (a− c)rk+1
rk+ 1 +
(b− c)rk+1 − (x0 − c)rk+1
rk+ 1
]
. (27)
This implies (15) in the case a ≤ x0 ≤ b.
If x0 < a then
Nq =
q−
k=0
q
k

(−m)q−k (b− c)
rk+1 − (x0 − c)rk+1
rk+ 1 .
Likewise, if b < x0 then
Nq =
q−
k=0
q
k

(−m)q−k(−1)q (x0 − c)
rk+1 − (a− c)rk+1
rk+ 1 .
Summarizing all of this, we conclude that (15) is satisfied by (16).
(iii) Let q be an odd positive integer and r be an even positive integer. Thenm > 0. Consider the functionψ(x) = (x−c)r−m
for x ∈ R. Its unique real zeros are x1 = c −m1/r and x2 = c +m1/r . Assume that a ≤ x1 ≤ x2 ≤ b. Then we have (see
(13))
Nq =
∫ b
a
(x− c)r −mq dx
=
∫ x1
a

(x− c)r −mq dx+ (−1)q ∫ x2
x1

(x− c)r −mq dx+ ∫ b
x2

(x− c)r −mq dx
=
q−
k=0
q
k

(−m)q−k
[∫ x1
a
(x− c)rkdx+ (−1)q
∫ x2
x1
(x− c)rkdx+
∫ b
x2
(x− c)rkdx
]
.
In consequence, we get
Nq =
q−
k=0
q
k

(−m)q−k
[
(x1 − c)rk+1 − (a− c)rk+1
rk+ 1
+ (−1)q (x2 − c)
rk+1 − (x1 − c)rk+1
rk+ 1 +
(b− c)rk+1 − (x2 − c)rk+1
rk+ 1
]
.
Thus we obtain (17) in the case a ≤ x1 < x2 ≤ b.
In a similar manner, by using (18), it can be proved that (17) is valid for other configurations of x1 < x2 with respect
to the interval [a, b]. This proves (iii).
(iv) Let q = ∞ and r be an odd positive integer. Then the function ψ(x) = (x − c)r − m, x ∈ R, is increasing. The unique
real zero of ψ is x0 = c + m1/r . In consequence, the function |ψ(x)| = |(x − c)r − m| is decreasing on (−∞, x0] and
M. Niezgoda / Computers and Mathematics with Applications 60 (2010) 3130–3138 3135
increasing on [x0,∞). So, if a ≤ x0 ≤ b, then
N = max
x∈[a,b]
|ψ(x)| = max{|ψ(a)|, |ψ(b)|},
and (19) is satisfied. If x0 < a or b < x0, then we get the same conclusion, completing the proof of (iv).
(v) Let q = ∞ and r be an even positive integer. As in the proofs of (iii) and (iv), we again take the function ψ(x) =
(x − c)r − m for x ∈ R. Since its unique real zeros are x1 = c − m1/r and x2 = c + m1/r with m > 0, it is obvious
that ψ is decreasing on (−∞, x1] and on [c, x2], and ψ is increasing on [x1, c] and on [x2,∞). Note that ψ(c) = m. By
considering all cases of the configuration of x1, x2 and c (with x1 ≤ c ≤ x2) with respect to [a, b], we deduce that (20)
holds, as required.
It remains to establish (21). Putting q = 2 into (14), we get
N2 = m2(b− a)− 2m (b− c)
r+1 − (a− c)r+1
r + 1 +
(b− c)2r+1 − (a− c)2r+1
2r + 1 .
Utilizing (12) we can write
N2 = m2(b− a)− 2m2(b− a)+ (b− c)
2r+1 − (a− c)2r+1
2r + 1
= −m2(b− a)+ (b− c)
2r+1 − (a− c)2r+1
2r + 1 ,
which yields (21). This completes the proof of the theorem. 
The next result describes the case of Theorem 2.1 when p = q = 2 and α and β are constant functions, i.e., for some
numbers α0, β0 ∈ R,
α(x) = α0 and β(x) = β0 for x ∈ [a, b]. (28)
Corollary 2.2 (Kumar [20, Theorem 4.3]). Let X be a continuous random variable X whose probability density function is
f : [a, b] → R+ with c ∈ [a, b]. Suppose that α0, β0 ∈ R are numbers such that α0 ≤ f (x) ≤ β0 for x ∈ [a, b].
Then for any positive integer r,Mr(c)− (b− c)r+1 − (a− c)r+1(b− a)(r + 1)
 ≤ (b− a)(β0 − α0)2 √K , (29)
where
K = (b− c)
2r+1 − (a− c)2r+1
(b− a)(2r + 1) −

(b− c)r+1 − (a− c)r+1
(b− a)(r + 1)
2
.
Proof. Define functions α and β as in (28). It is easy to calculate that
‖β − α‖2 = (β0 − α0)(b− a)1/2. (30)
Now it is sufficient to use (11) and (21) with p = q = 2. 
In the next theorem we extend [21, Theorems 2.3–2.4] (see Corollary 2.4) by using Lemma 1.2.
Theorem 2.3. Let X be a continuous random variable whose probability density function f : [a, b] → R+ is an absolutely
continuous mapping. Suppose that f ′, α, β ∈ Lp[a,b](1 ≤ p ≤ ∞) are functions such that
(a) α + β is a constant function, and
(b) α(t) ≤ f ′(t) ≤ β(t) for t ∈ [a, b].
Denote
E =

1
4
‖β − α‖p (b− a)
1/q
(q+ 1)1/q if 1 ≤ q <∞,
1
4
‖β − α‖1 if q = ∞,
(31)
where 1p + 1q = 1.
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Then for any even positive integer r and c ∈ R,
Mr(c) ≤
[
1
b− a + E −
a+ b
2
· f (b)− f (a)
b− a
]
(b− c)r+1 − (a− c)r+1
r + 1
+ f (b)− f (a)
b− a
[
b(b− c)r+1 − a(a− c)r+1
r + 1 −
(b− c)r+2 − (a− c)r+2
(r + 1)(r + 2)
]
(32)
and
Mr(c) ≥
[
1
b− a − E −
a+ b
2
· f (b)− f (a)
b− a
]
(b− c)r+1 − (a− c)r+1
r + 1
+ f (b)− f (a)
b− a
[
b(b− c)r+1 − a(a− c)r+1
r + 1 −
(b− c)r+2 − (a− c)r+2
(r + 1)(r + 2)
]
. (33)
Proof. Here we follow the method presented in the proof of [21, Theorem 2.3] except the definition of the constant E (see
(31)). For brevity, we put
F =

x− a+ b
2

f (b)− f (a)
b− a . (34)
It follows from Lemma 1.2 that for x ∈ [a, b],f (x)− 1b− a
∫ b
a
f (t)dt − F
 ≤ E. (35)
Hence, by
 b
a f (t)dt = 1, we obtain
1
b− a + F − E ≤ f (x) ≤
1
b− a + F + E, (36)
and further
(x− c)r
[
1
b− a + F − E
]
≤ (x− c)r f (x) ≤ (x− c)r
[
1
b− a + F + E
]
. (37)
Utilizing the right-hand side of (37) leads to
Mr(c) =
∫ b
a
(x− c)r f (x)dx ≤
∫ b
a
(x− c)r
[
1
b− a + F + E
]
dx
=
∫ b
a
(x− c)r
[
1
b− a −
a+ b
2
f (b)− f (a)
b− a + x
f (b)− f (a)
b− a + E
]
dx
=
[
1
b− a −
a+ b
2
f (b)− f (a)
b− a + E
] ∫ b
a
(x− c)rdx+ f (b)− f (a)
b− a
∫ b
a
(x− c)rxdx.
Since ∫
(x− c)rxdx = x(x− c)
r+1
r + 1 −
(x− c)r+2
(r + 1)(r + 2) ,
we get
Mr(c) ≤
[
1
b− a + E −
a+ b
2
· f (b)− f (a)
b− a
]
(b− c)r+1 − (a− c)r+1
r + 1
+ f (b)− f (a)
b− a
[
b(b− c)r+1 − a(a− c)r+1
r + 1 −
(b− c)r+2 − (a− c)r+2
(r + 1)(r + 2)
]
,
which completes the proof of (32). The proof of (33) is similar via the left-hand side of (36). 
Corollary 2.4 (cf. Kumar [21, Theorems 2.3–2.4]). Let X be a continuous random variable whose probability density function
f : [a, b] → R+ is an absolutely continuous mapping. Suppose that α0, β0 ∈ R are numbers such that α0 ≤ f ′(t) ≤ β0 for
t ∈ [a, b].
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Then for any even positive integer r and c ∈ R, inequalities (32) and (33) hold with
E = 1
8
(β0 − α0)(b− a), (38)
that is
Mr(c) ≤
[
1
b− a +
(b− a)(β0 − α0)
8
− a+ b
2
· f (b)− f (a)
b− a
]
(b− c)r+1 − (a− c)r+1
r + 1
+ f (b)− f (a)
b− a
[
b(b− c)r+1 − a(a− c)r+1
r + 1 −
(b− c)r+2 − (a− c)r+2
(r + 1)(r + 2)
]
(39)
and
Mr(c) ≥
[
1
b− a −
(b− a)(β0 − α0)
8
− a+ b
2
· f (b)− f (a)
b− a
]
(b− c)r+1 − (a− c)r+1
r + 1
+ f (b)− f (a)
b− a
[
b(b− c)r+1 − a(a− c)r+1
r + 1 −
(b− c)r+2 − (a− c)r+2
(r + 1)(r + 2)
]
. (40)
Proof. Apply Theorem 2.3 to the constant functions α(t) = α0 and β(t) = β0 for t ∈ [a, b]. Then f ′, α, β ∈ Lp[a,b] with
p = ∞ and q = 1. In consequence,
E = 1
4
‖β − α‖p (b− a)
1/q
(q+ 1)1/q =
1
8
(β0 − α0)(b− a). (41)
Now it is sufficient to employ estimates (32) and (33) with (31) and (41). 
Remark 2.5. Corollary 2.4 improves Kumar’s inequalities in [21, Theorems 2.3–2.4] by replacing the factor 14 by
1
8 . In
other words, these theorems are related to Ostrowski–Grüss type inequality in the version of Dragomir and Wang [14,
Theorem 2.1] (q = ∞ and factor 14 ). Also, Corollary 2.4 corresponds to the estimates of Cheng [15, Theorem 1.5] and of
Liu [16, Theorem 3] (q = 1 and factor 18 ). Finally, the intermediate case for q = 2 and factor 14√3 can be considered via the
result of Matić et al. [7, Theorem 6].
We now extend [19, Theorem 4.1] (see Corollary 2.7) by using Lemma 1.2.
Theorem 2.6. Let X be a continuous random variable whose probability density function is f : [a, b] → R+. Suppose that
f , α, β ∈ L2[a,b] are functions such that
(a) α + β is a constant function, and
(b) α(x) ≤ f (x) ≤ β(x) for x ∈ [a, b].
Then for any numbers r, s ≥ 0, we have the inequality∫ b
a
(b− x)r(x− a)sf (x)dx− (b− a)r+sΓ (r + 1)Γ (s+ 1)
Γ (r + s+ 2)

≤ 1
2
‖β − α‖2(b− a)r+s+ 12

Γ (2r + 1)Γ (2s+ 1)
Γ (2r + 2s+ 2) −

Γ (r + 1)Γ (s+ 1)
Γ (r + s+ 2)
21/2
, (42)
where Γ (·) denotes the Gamma function.
Proof. Set
g(x) = (b− x)r(x− a)s for x ∈ [a, b].
From (9) applied to p = q = 2, we obtain
|T (f , g)| ≤ 1
2(b− a)‖β − α‖2
g − 1b− a
∫ b
a
g(x)dx

2
.
Hence, by (1) and
 b
a f (x)dx = 1, we derive∫ b
a
(b− x)r(x− a)sf (x)dx− 1
b− a
∫ b
a
(b− x)r(x− a)sdx
 ≤ 12‖β − α‖2
g − 1b− a
∫ b
a
g(x)dx

2
. (43)
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Since ∫ b
a
g(x)dx =
∫ b
a
(b− x)r(x− a)sdx = (b− a)r+s+1Γ (r + 1)Γ (s+ 1)
Γ (r + s+ 2) for r, s ≥ 0 (44)
(see [19, p. 3]), we may writeg − 1b− a
∫ b
a
g(x)dx

2
= ((b− a)T (g, g))1/2 =
∫ b
a
g2(x)dx− 1
b− a
∫ b
a
g(x)dx
21/2
= (b− a)r+s+ 12

Γ (2r + 1)Γ (2s+ 1)
Γ (2r + 2s+ 2) −

Γ (r + 1)Γ (s+ 1)
Γ (r + s+ 2)
21/2
. (45)
Making use of (43)–(45) we deduce (42). 
Corollary 2.7 (Kumar [19, Theorem 4.1]). Let X be a continuous random variable whose probability density function is f :
[a, b] → R+. Suppose that α0, β0 ∈ R are numbers such that α0 ≤ f (x) ≤ β0 for x ∈ [a, b].
Then for any numbers r, s ≥ 0,∫ b
a
(b− x)r(x− a)sf (x)dx− (b− a)r+sΓ (r + 1)Γ (s+ 1)
Γ (r + s+ 2)

≤ 1
2
(β0 − α0)(b− a)r+s+1

Γ (2r + 1)Γ (2s+ 1)
Γ (2r + 2s+ 2) −

Γ (r + 1)Γ (s+ 1)
Γ (r + s+ 2)
21/2
. (46)
Proof. Letα andβ be constant functions defined as in (28). Then (30) holds. Now it is sufficient to combine (30) and (42). 
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