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HIVE, an automated metadata generation application in continuing development by the 
Metadata Research Center at the University of North Carolina at Chapel Hill and the 
National Evolutionary Synthesis Center based in Durham, North Carolina, has been 
tested in studies that mainly focus on the accuracy of a complete set of headings assigned 
by human indexers for a particular item. Using a SKOS implementation of the MeSH 
vocabulary, the current study takes a more system-internal view—an attempt to better 
understand, through copious logging information in iterative and in-process tuning, the 
internals of HIVE, and from thence to make methodological recommendations for 
improvements to the training process. Findings suggest that certain easy-to-implement 
refinements of this process can result in better performance overall, and that specific 
features of particular SKOS vocabularies should be considered when rating performance. 
Suggestions are offered for possible refinements to the core (KEA++) code used in 
HIVE. 
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2 
Introduction 
 
As the demand grows for an ever-greater quantity of information to be made 
available online, information professionals are looking for ways to speed the creation of 
metadata for this information, in order to provide consistent access through the use of 
controlled vocabularies while reducing the cost of creating this metadata. One such 
initiative is the HIVE (Helping Interdisciplinary Vocabulary Engineering) system, an 
inter-institutional project of the Metadata Research Center (MRC) at the University of 
North Carolina at Chapel Hill and the National Evolutionary Synthesis Center (NESCent) 
based in Durham, North Carolina. Among several other aims of the HIVE project is the 
goal of increasing interoperability with other systems. To that end, the HIVE system is 
underlain by a number of controlled vocabularies in SKOS (Simple Knowledge 
Organization System) format, which is a World Wide Web Consortium (W3C) standard. 
The "interdisciplinary" aspect of the HIVE system is reflected in the fact that these 
underlying controlled vocabularies are discipline-specific, yet the interface to the system 
offers users the possibility of simultaneously accessing these various vocabulary 
resources through a single, consistent interface, and the ability to index a document using 
terms from all the vocabularies.1 As of this writing, HIVE incorporates the following 
vocabularies: Agrovoc (developed by the Food and Agriculture Organization (FAO) of 
the United Nations); ITIS (Integrated Taxonomic Information System, with taxonomic
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 The wiki page for HIVE is located at: https://www.nescent.org/sites/hive/Main_Page 
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 information on plants, animals, fungi, and microbes); LCSH (Library of Congress 
Subject Headings); MeSH (Medical Subject Headings, developed by the National Library 
of Medicine); NBII (National Biological Information Infrastructure, a vocabulary from 
the United States Geological Survey's Biological Informatics Office containing 
information on the biological resources of the United States); and TGN (Thesaurus of 
Geographic Names, from the Getty Research Institute). 
The underlying software that allows HIVE to index documents using SKOS 
vocabularies is based largely on two systems that were originally developed at the 
University of Waikato (New Zealand), KEA++ and Maui. KEA++ is an "extension" or 
later development and elaboration of an algorithm called KEA, the Keyphrase Extraction 
Algorithm, which was published in the late 1990's (Witten et al., 1999). A keyphrase can 
be either a single word (e.g., Diseases) or a multi-word phrase (Coronary artery disease). 
The main distinction between the original KEA and KEA++ is that the former is (as the 
name indicates) an extraction system (that is, based largely on the keyphrases found in a 
document itself, it attempts to extract such terms in order to characterize the content of 
the document for retrieval systems and other uses), whereas KEA++ is (despite the 
retained acronym) a keyphrase assignment system; that is, it compares extracted terms 
against a controlled vocabulary in order to determine which keyphrases from the latter 
should be assigned to the document. Maui (Medelyan, Frank, & Witten, 2009), which 
builds on features from the original KEA, is an algorithm that incorporates information 
from Wikipedia links to further refine semantic concepts. Both KEA++ and Maui have 
been further developed by members of the MRC and NESCent for use in HIVE (notably, 
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a rich web interface and a RESTful implementation). The present paper will address only 
features and usage of KEA++ 
. 
5 
Literature Review 
 
Keyphrase extraction was in the late 1990s still a relatively new concept, although 
the computer-assisted processing of documents was not. When Peter Turney was giving 
an account of his newly developed the GenEx keyphrase extraction system (Turney, 
1999), he went into some detail about the difference between keyphrase extraction and 
other strategies in use at the time.  He contrasted keyphrase extraction to information 
extraction (a labor-intensive process, requiring much manual annotation, for derived 
detailed, specific, domain-dependent information, e.g. for terrorist attacks, finding names 
of perpetrators and the like from news reports) and automatic index generation (such as 
for generating a complete table of contents for a book). The chief difference between 
automatic index generation and keyphrase extraction, Turney noted, is the question of 
length: while the former attempts to provide an exhaustive list of the contents of a 
document, the latter specifically targets a select few phrases or words that highlight only 
the most salient topics of the document. Part of the testing for GenEx was done on a 
corpus of journal articles, specifically chosen across three different domains: cognition, 
the hotel industry, and chemistry. As chemistry plays such a large role in the biomedical 
domain (and thus is highly relevant to the HIVE project), it is important to note here that 
Turney characterized the chemistry journals as particularly challenging. Unfortunately, 
he does not elaborate on what he meant, and one of his measures, the percentage of 
keyphrases in the full text places the chemistry journal close to the average, at 78.8% (the 
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average being 81.6%), while the hospitality journal ranks rather far below average, at 
70.3%. 
The first presentation of KEA to readers outside the University of Waikato 
followed Turney shortly afterwards, in Frank et al. (1999), wherein the algorithm was 
called "Kea." These authors pointed out a distinction between keyphrase extraction and 
yet another machine-assisted technique, keyphrase assignment. The latter, which was also 
called text categorization, was at the time a strategy for assigning documents to 
categories from a limited, predetermined list. The novelty of KEA was that it was able to 
extract any potential phrase from a new, unseen document, as a meaningful 
characterizing phrase for it. As the authors pointed out, the Naïve Bayes techniques used 
in KEA were computationally very "inexpensive" in contrast to those of GenEx, which 
used bagged decision trees (which are computationally "expensive"). Although the 
authors presented KEA as being generalizable across collections, they emphasized the 
importance of training a model based on documents from a domain similar to that to 
which the target documents belonged. KEA was written in a combination of Java and 
Perl. 
Much experimentation with other techniques followed. Hulth (2004) reported on 
the use of a combination of three methods, with their results weighed against each other 
to determine the final choice of keyphrases. The methods were: extraction of uni-, bi-, 
and trigrams not beginning or ending with a stopword; extraction, using a parser, of "NP 
chunks" (i.e., noun phrases, identified by beginning determiners such as the articles a, an, 
and the); and using empirically defined part-of-speech (PoS) patterns to tag words or 
sequences of words. Significantly, Hulth noted that the algorithms performed better when 
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"subsumed keywords" (i.e., words that are substrings of other selected keyphrases) were 
removed. Her earlier work (Hulth 2003) had shown that this removal, although resulting 
in a slight decrease (5.9%) in relevant terms, had the effect of reducing the number of 
false positives (the main thrust of this earlier study) by 24.0%. Barker & Cornacchia 
(2000) also remove such keywords (or keyphrases) from contention, using only the 
longer phrases.  Hulth's 2004 corpus was from the Inspec database, which consisted of 
abstracts in English from scientific journal papers. These abstracts had two sets of 
keyword terms, one assigned by a professional indexer, with the full document in hand, 
using only thesaurus-controlled terms, and an "uncontrolled" set of any other suitable 
terms. Interestingly, Hulth chose the latter set as the gold standard for the training set 
keyphrases, since, as she notes, they were more likely to be present in the abstracts 
(76.2% as against only 18.1% of the thesaurus terms). Instead of a binary classification 
(keyword/not keyword), regression techniques were used to determine the degree of 
"keyword-ness" of particular terms, and terms above a determined threshold of this 
feature were selected. 
D'Avanzo, Magnini, & Vallin (2006) also experimented with using linguistic 
features to determine keyphrases. Their LAKE (Learning Algorithm for Keyphrase 
Extraction) approach used a rather large number (998!) of PoS pattern filters, many of 
them using features other than noun phrases, for detection of terms in newspaper articles. 
Possible candidate phrases were assigned the value of their "head term", according to the 
principle of headedness (i.e., that any phrase has a single word as its head) established 
earlier by Turney (2000), since the authors judged that the full phrases did not appear 
frequently enough in the document to establish significance. LAKE did not use any form 
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of controlled vocabulary and, since the goal was to provide summaries for the newspaper 
articles, particular emphasis was given to proper names and other named entities. This is 
of course quite different from the aims of HIVE, but correct identification of proper 
names in biomedical articles could reduce false positives. LAKE employed the Naïve 
Bayes classifier from Weka2, a software package that had also been developed at the 
University of Waikato and which is still widely used today, and is a component of HIVE. 
Barker & Cornacchia (2000) also used a linguistic approach, albeit a simple one. 
Their "base noun phrase skimmer" looked only for sequences of base nouns preceded by 
zero or more adjectives or nouns, surrounded by non-adjectives and non-nouns. The 
skimmer uses a dictionary, the Collins wordlist, which includes all the possible parts of 
speech for each word, to determine which words are of the appropriate class. If the 
wordlist indicates that a word in the text, among other possible parts of speech, can be a 
noun, the system tags it as a noun; otherwise, if it can be an adjective, it is tagged as an 
adjective. Once the candidate keyphrases are identified, only the top N head nouns (i.e., 
those which have the greatest frequency as heads of phrases) are retained; subsequently, 
all the phrases headed by these nouns are then weighted by their frequency times their 
length in words, and the predetermined number of top candidates are retained. 
You, Fontaine, & Barthes (2012) compare their new system to the original KEA 
and to two other systems: Extractor, a now-commercial system to which Peter Turney 
originally contributed (Turney 2000) ; and KP-Miner, a system much newer than KEA, 
designed to do keyphrase extraction also from documents in Arabic (El-Beltagy & Rafea, 
2009). The system developed by You and her colleagues has a number of features of 
interest here. First, there is a special treatment of abbreviations. If a string of capital 
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letters appears in a pair of parentheses3, it is assumed to be an abbrev, and all occurrences 
of the string are given a special marker; if the abbreviation ranks highly enough in the 
final list of candidate keyphrases, the mark is used to find the expanded form of the 
abbreviation, and the expanded form is included in the final selection. The authors did 
statistics on 100 randomly selected abbreviations, determining that 68% ended up in the 
top-20-ranked candidate list. The use of such abbreviations appears to be very prevalent 
in biomedical texts, when the names of molecules can be extremely lengthy. Second, the 
system treats hyphenated words as a single word. Third, stemming is deferred until later 
in processing, as opposed to most of the systems examined here, which do stemming as 
the first step after tokenization. This system first extracts all non-stopwords in the 
document, then ranks them by their frequency; at this point, the Porter stemmer is used to 
combine words with the same stem, and the occurrence positions for each core word are 
marked. This feature should be especially useful to alleviate the overstemming problems 
mentioned in other studies (e.g., Witten et al. 1999; Medelyan 2005). Fourth, You and 
colleagues add or remove various features in the algorithms, depending on the document 
type (e.g. conference paper, journal article, book chapter, or technical report). PubMed 
includes a number of classifications for document type, and every document is assigned 
such a classification. In the present study, PubMed "Comment" articles were specifically 
excluded; this will be discussed subsequently, and the implications of this exclusion 
specified. Two features in the You and colleagues system could be problematic for 
biomedical articles: the stoplist they use includes single letters of the alphabet, whereas 
distinctions between, for example "Vitamin A" and "Vitamin C" are important to 
properly identify the substance in question (and, for example, to distinnguish between 
                                                           
3
 The authors use the word "brackets", but it seems clear from the context that parentheses are meant. 
10 
hepatitis C and hepatitis E); secondly, they remove all numbers from the documents, 
whereas a large number of terms in the biomedical (and allied) domains contain numerals 
in identifiers of compounds, strains of diseases, and so forth. 
Medelyan (2005) gives the fullest account of both the development of and the 
features used in KEA++. As she notes, the largest innovation of KEA++ over the original 
KEA algorithm is the incorporation of semantic relations information from a controlled 
vocabulary. The vocabulary in this case was Agrovoc, the thesaurus used by the Food and 
Agriculture Organization (FAO) of the United Nations to index its document repository 
of information in the areas of agriculture, forestry, and fisheries. The structure of entries 
in Agrovoc, as the author notes, can contain synonyms for the canonical term, as well as 
entries for broader, narrower, or related topics (respectively, BT, NT, or RT); it may also 
include a Scope Note (e.g., the entry for Epidermis specifies that the term is to be used 
for plants, while Skin must be used for the epidermis of animals). Agrovoc was the 
exclusive vocabulary used in the development KEA++. Potentially significant for the 
present study, Medelyan notes that all words in the training documents that contained 
numerals were discarded, since no Agrovoc descriptors (i.e., the preferred entry forms) 
contain numerals. There are at least 24,000 terms (either preferred terms or alternate 
lookup terms) containing numerals in the MeSH vocabulary used in the current study. 
Medelyan also notes stemmer errors due to certain American versus British spellings 
(e.g., organisation was correctly stemmed, but not organization). Subphrases in her 
implementation were discarded if the phrases containing them were more highly ranked. 
Medelyan also notes that KEA++ might be used for either automatic or "semi-automatic" 
indexing; by the latter, she means that KEA++ would generate a longer list of candidate 
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terms from which a human indexer could pick and choose. White, Willis, and Greenberg 
(2012) specifically espouse the use of HIVE for just this purpose: using it as an 
automated indexing aid, to reduce the burden on human indexers and enhance 
consistency among indexers of differing skill/experience levels, while avoiding the 
pitfalls of fully automated indexing. Medelyan also notes that the most significant 
performance improvements in KEA++ over the original KEA was observed with 
document abstracts, not will full-length documents; in particular, the measure of recall 
remained constant or even increased when using only abstracts. Also noted is that 
KEA++, although it contains a new feature over KEA that more heavily ranks longer 
phrases, it still continues to extract shorter phrases, on average, than human indexers. A 
final detail of interest to the current study is that replacement of the Porter or Lovins 
stemmers with either no stemming or a simple S-removal stemmer actually slightly 
(1.5%) increased both precision and recall for the test set. 
Both Medelyan (2005) and Skalla (2011), among other previous researchers, 
allude to the problems arising from imprecise conversion of PDF documents to the text 
format required for KEA processing. When Medelyan observed this issue, she hand-
edited the 10 documents in the test set; she did not note any similar editing done for the 
training set. The impact of repeated headers or footers including journal titles is 
specifically mentioned as skewing the count of terms in the processed text. 
Both Skalla (2011) and, in part, Medelyan and Witten (2008) used Medical 
Subject Headings (MeSH) to test KEA++. Skalla's corpus of eighteen documents was 
specifically chosen from MEDLINE-indexed documents on the subject of reproduction, 
limited to studies using animals, and was tested in the HIVE implementation. Skalla 
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noted in particular that the documents indexed by SmartHIVE lacked the terms "Mating 
Preference, Animal" and "Sexual Behavior, Animal" that had been manually assigned by 
MEDLINE indexers. In one full example that Skalla reproduced in the paper, HIVE had 
also failed to assign the MEDLINE-supplied terms Animals, Female, and Male; the 
MEDLINE indexing included, in addition to these three terms and some non-scientific 
terms (e.g., Norway and Models, Statistical), the terms "Reproduction /genetics*" and 
"Trout /genetics*" ("/genetics*" is called, in MeSH terminology, a Qualifier; HIVE does 
not attempt to assign Qualifiers) and "Sexual Behavior, Animal". Medelyan and Witten 
also point out the difficulty of matching terms such as "Delivery of Health Care, 
Integrated." The SKOS version of MeSH used by Medelyan and Witten was that which 
was used in an earlier study (Van Assem, Malaise, Miles, & Schreiber, G., 2006), while 
the version used by Skalla was produced according to the specifications of the HIVE 
project (see http://code.google.com/p/hive-mrc/wiki/MeshToSKOS). Skalla noted that 
MeSH does not map cleanly to SKOS, resulting in some loss of information. 
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Summary 
 
The present paper/project is much more methodological than theoretical. The main 
impulse for it comes from three separate sources: the observations made by Medelyan 
and Witten (2008) and Skalla (2011) regarding the types of headings that KEA++ (or 
HIVE) fail to assign in contrast to those assigned by indexing professionals; Skalla's 
mention of information loss in the MeSH-to-SKOS conversion; and from the current 
researcher's subsequent perusal of quite a number of already-indexed articles at PubMed. 
The inverted form of MeSH headings such as "Sexual Behavior, Animal" and 
"Delivery of Health Care, Integrated" (instead of "Animal Sexual Behavior" or 
"Integrated Delivery of Health Care") is of course familiar to anyone acquainted with the 
Library of Congress Subject Headings (LCSH). The rationale for such forms is to collate 
the "sub-aspects" of a broader topic while still permitting the broader topic to sort 
alphabetically. They do not, of course, reflect the way that such topics are actually 
phrased in documents, and it is not too surprising that a keyphrase extraction algorithm 
might not readily identify them. Still, in the cases where HIVE (or KEA++) might 
succeed in assigning these headings (perhaps in error), the process of selecting them, if it 
could be observed in the steps leading up to the assignment, might be interesting to 
observe.
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Perusal of a number of articles in PubMed that are "Indexed for MEDLINE" (i.e., 
that have a full set of MeSH headings), as well as the search interface itself, suggested a 
secondary, but related theme. When a search is executed in PubMed, the results page is 
presented with a number of facets available on the left-hand side, among which are 
Species; many searches will result in two subcategories of Species, namely Humans and 
Other Animals. To return to the full example shown by Skalla (2011), the MeSH terms 
included (among others): 
Animals 
Female 
Male 
Reproduction/genetics* 
Sexual Behavior, Animal 
Trout/genetics* 
At first glance, there is a great deal of implied redundancy in this set of terms, 
since Trout of course implies "Animals," and one might expect an article concerning 
Reproduction to include both Female and Male. As another example, we can consider the 
MEDLINE article entitled "Timing of delivery in fetal growth restriction and childhood 
development: some uncertainties remain." Here, in addition to the MeSH terms 
Pregnancy and "Delivery, Obstetric," one sees the terms Female and Humans. Part of the 
Merriam-Webster Unabridged Dictionary definition of "obstetric" is "belonging to or 
associated with pregnancy and childbirth." Since the word "childbirth" is not applicable 
to non-human young, and since pregnancy is limited to females (with the exception of 
male sea horses), the two terms Female and Humans are redundant. The present writer 
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wanted to examine whether HIVE would, with a larger corpus and different subdomain 
focus, choose any of these headings. 
The preceding suggested a subdomain topic for focus, that of metabolism. 
Through initial exploratory perusal of articles retrieved by various strategies using the 
word "metabolism", the researcher found that this area was well represented by articles 
about humans, non-human animals, and plants. Thus, this subject area was chosen to 
examine whether HIVE, when presented with a training set containing articles about 
these three categories of life forms, might better "learn" to supply the "redundant" terms. 
The structure of medical terminology used by PubMed is extremely complex, but 
the user interface at PubMed can simultaneously mask much of this complexity and make 
it harder to fathom, especially for a new user. For example, if one begins to type the word 
"synaptojanin" in the search box, a series of autocomplete suggestions are raised. If one 
accepts the first one (the bare word "synaptojanin", and not "synaptojanin 1", 
"synaptojanin 2", etc.), the results are presented without any apparent indication of added 
complexity. However, if one examines the "Search details" box at the lower right, the 
strategy used by PubMed is revealed: the search has been executed as: 
"synaptojanin"[Supplementary Concept] OR "synaptojanin"[All Fields] 
If, on the contrary, one goes to the PubMed Advanced Search builder and chooses 
MeSH Terms, then inputs/accepts "amino acids" (another autocomplete option in this 
search box) and examines the MeSH Terms rubric for the first search result (at the time 
of this writing, http://www.ncbi.nlm.nih.gov/pubmed/23087246),  one sees that "amino 
acids" (or, with the capitalization used in the MeSH Terms vocabulary, "Amino Acids") 
is lacking in the terms. Likewise, the phrase "amino acids" does not occur in the abstract 
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that is presented, or in any of the other visible metadata elements. The PubMed site does 
not offer a readily-available explanation of what goes on behind the scenes to enable this. 
An examination of KEA++ "in process" might offer some perspective on the "obverse" of 
the PubMed search phenomenon—how the various parts of the code interoperate to get 
from a document's specific words and phrases to extrapolate to only the terms in the 
controlled vocabulary. 
One other detail in Skalla (2011) gave a slight additional impetus to this project. 
Skalla noted that a flaw in the document training had occurred very late in the process. 
The present writer wished to examine possible sources for training errors, and considered 
that one method for observing this would be to "debug" the training process by logging as 
much output from it as could be handled by a "test instance" of HIVE. Thus, the current 
project aimed to do multiple runs of training and testing to examine consistency, and, if 
consistency was established, to vary heuristically determined parameters in order to 
achieve better performance.  This  paper will report salient details of the results of various 
runs of testing, perhaps more than some of the cited studies have done. Although the 
present researcher has "enthusiast" programming skills at best, he was able to determine a 
number of significant string values being manipulated in the code, and some of the 
calculated numerical values, in order to select those to be logged for examination. 
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Methods 
 
All the procedures described herein were implemented on a personally-owned 
2.30GHz Pentium dual-core laptop running 64-bit Windows 7. For this implementation, 
the researcher attempted to reproduce as closely as possible the environment described on 
the HIVE development Wiki pages (http://code.google.com/p/hive-
mrc/wiki/DevelopingHIVE). Most relevantly, as it turned out, was the version of the 
Eclipse JAVA IDE, which was 3.7 ("Indigo"); the proper version number is stated on the 
Wiki pages, but is incorrectly identified as "Helios," which is version 3.6. Initial attempts 
to match the specified plugins to the already-downloaded 3.6 version failed. Once this 
discrepancy was identified, subsequent installations were more or less straightforward. 
Instructions indicate download of three distinct parts of the source code for HIVE via 
SVN checkout: hive-core (the base code); hive-rs (the RESTful implementation), and 
hive-web. Seamless checkout of hive-rs failed, as the repository source includes a file 
(perhaps .project) that prevents Eclipse from accepting the SVN checkout as a " Dynamic 
Web Project"; subversion/Subclipse errors were also reported. Though the researcher was 
able to successfully raise the hive-web interface (on the local Apache browser), it 
ultimately turned out to be of little use. Thus all the experiments were done in the hive-
core portion of the code.
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MeSH 2012 was used for the experiments, and not 2011 as stipulated on the 
HIVE wiki. This should not materially affect the outcomes, as the XML structures are the 
same for both versions, though the number of valid MeSH terms may vary slightly. 
Conversion of the XML to SKOS by the hive-core code was relatively straightforward. 
However, examination of the converter code revealed an immediate explanation for why 
the term Female was not assigned. A MeSH term is designated a "Descriptor" in the 
XML source, and each Descriptor is designated by a "DescriptorClass." There are four 
such designations, and the HIVE converter supports only two of them: topical descriptors 
(DescriptorClass = 1) and geographic descriptors (DescriptorClass = 4). DescriptorClass 
2 is the MeSH categorization for publication types/genres (e.g., "Case Reports," 
"Comparative Study," "Festschrift"), for publication support types (e.g., " Research 
Support, Non-U.S. Gov't"), and for perhaps other categories. Female is in a class by 
itself: it is the only term which has DescriptorClass = 3. Thus, the Descriptor Female can 
be considered, by default, a non-HIVE descriptor. 
The AdminVocabularies class of hive-core is used to accomplish several tasks 
simultaneously. First, it imports the MeSH in RDF format into the Sesame store, and 
initializes three indexes: Lucene, H2, and autocomplete. Then, the lengthier part of the 
routine handles the processing of the training documents, for which AdminVocabularies 
invokes at least three other components: KEAModelGenerator, KEAModelBuilder, and 
KEAFilter. The most transparent part of this processing is done by KEAFilter; thus the 
researcher freely interpolated logging comments into KEAFilter in order to subsequently 
inspect the log for the training-document processing. Several initial iterations of the 
process suggested further useful debugging information to add. One additional 
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component, KEAKeyphraseExtractor, offers an option to output the score assigned to 
each keyphrase in the final set. This option was applied for all the tests, but the scores 
were evaluated mostly in the context of false positives (i.e., totally irrelevant terms) and 
that of superphrases and corresponding subsumed phrases (see in following discussion). 
The KEATaggerTest component was used to generate the keyphrases for the test 
documents. KEATaggerTest offers little opportunity to log information beyond that 
which is supplied by the other components. 
Corpus: To obtain a relevant corpus, the following search was executed at 
PubMed: search: 
"Metabolism"[Majr] AND "loattrfull text"[sb] AND English[lang] AND hasabstract[text] 
 
The second parameter specifies that full text versions are available, and the fourth 
parameter indicates that the abstract is available in the PubMed summary. This search 
resulted in 973 pages of articles (with 200 articles per page). The default retrieval order 
presented is Recently Added. Since the researcher specifically wanted to include older 
articles (to see if there was an observable preponderance of OCR errors with them), he 
selected the Last Author sort, with the assumption that sorting by last-credited authors 
might assure greater randomness in selection. The aim was to download an initial set of 
metadata for 2000 articles, to allow for a great number of articles possibly being difficult 
to acquire or download. Since there were 973 pages of results, Excel's random number 
generating function (RANDBETWEEN) was used to obtain ten numbers between 1 and 
973 (inclusive), with the following results: 119, 633, 894, 179, 570, 672, 923, 502, 683, 
40. These pages of results so numbered were then exported (via copy-paste of the 
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displayed XML), and processed with Perl scripts devised by the author to eliminate 
unneeded metadata. After determining that articles classed as Publication Type = 
"Comment" are very brief, the researcher removed these from the initial set of 2000.An 
additional set of 150 random numbers was generated in Excel, to reduce the set of about 
1500 articles not designated as "Comment" to a manageable corpus. The 150 PDFs were 
downloaded, then converted to text with Tika, as in Skalla (2011). After a few initial runs 
of KEATaggerTest (the results of which, unfortunately, were discarded), the converted 
text files were more closely examined, and found to have less obvious conversion errors. 
Tika attempts to preserve the hyphens that appear at the ends of journal columns, though 
these hyphens are not always a part of the PDF's internal representation of the scanned 
document (this can be observed in many cases by searching in Acrobat Reader for the 
complete word that, visually in the image, is hyphenated). Thus, when KEA++ is 
iterating through the tokenized text in search of keyphrases, many such hyphenated 
words are treated as meaningless. After trying out various other PDF-to-text converters, 
the author settled on "Free PDF to Text Converter" from LotApps 
(http://www.lotaps.com). The LotApps product does not preserve hyphens that are not 
part of the document's internal representation. It should be noted here that, while the 
LotApps conversion strategy results in files that ensure greater accuracy for the KEA++ 
processing, the resultant text files are also more difficult to examine in command-line 
utilities such as "find" or "grep," since the individual lines are very long. 
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Here is a sample comparison of the first few lines of output from the same PDF 
file (Pubmed ID 75933194), as converted by Tika and then by the LotApps product. The 
extra spacings between lines are just as in the output: 
Tika: 
among a variety of different macromolecular components 
including: mRNA, ribosomes, tRNAs, aminoacyl-tRNA syn- 
 
studies indicate spatial localization of certain mRNAs to 
specific subcellular regions in a variety of different systems 
 
ect a 
of the 
nts of 
 
LotApps: 
Journal of Cell Science 108, 2781-2790 (1995) Printed in Great Britain ┬⌐ The 
Company of Biologists Limited 1995 
 
2781 
 
Protein translation components are colocalized in granules in oligodendrocytes 
Elisa Barbarese1, Dennis E. Koppel2, Murray P. Deutscher2, Candra L. Smith3, 
Kevin Ainger2, Frank Morgan2 and John H. Carson2,* 
1Department 
 
of Neurology, 2Department of Biochemistry, 3MD/PhD Program, University of 
Connecticut Health Center, Farmington, CT 06030, USA 
 
*Author for correspondence 
 
SUMMARY The intracellular distribution of various components of the protein 
translational machinery was visualized in mouse oligodendrocytes in culture using high 
resolution ∩¼éuorescence in 
 situ hybridization and immuno∩¼éuorescence in conjunction with dual channel 
confocal laser scanning microscopy. Arginyl-tRNA synthetase, elongation factor 1a, 
ribosomal RNA, and myelin basic […] 
                                                           
4
 The present author has elected not to provide full bibliographical references for the MEDLINE articles 
specifically mentioned herein, as the articles are neither a methodological nor a theoretical source for the 
experiments conducted in this research. 
22 
As can be seen, the Tika conversion does not preserve the logical order of the text 
in the file. Additionally, the end of the second line of output, "aminoacyl-tRNA syn-", 
breaks up the phrase "aminoacyl-tRNA synthetase", and when the KEA++ parser 
encounters this line, it does not assign an instance of the term, as it does in the LotApps-
produced file. For this particular text, the MeSH term "Amino Acyl-tRNA Synthetases" 
was assigned by PubMed for MEDLINE. Although KEA++ does supply the term in the 
final set of keyphrases (since it occurs 21 times elsewhere in this text, with all the words 
intact), the ranking assigned to the term is rather lower than in another iteration of the test 
in which the LotApps file was used (Tika: 0.2115, LotApps: 0.2528). 
These two brief excerpts illustrate another issue that can occur with PDF 
converters. Near the bottom of the LotApps excerpt is the word 
"immuno∩¼éuorescence," which in the original PDF file is "immunofluorescence." The 
conversion error occurs because the ligatured "fl" character appears in the original PDF 
within this word. This typographical peculiarity also occurs with the ligatured "fi" within 
the same files. In this case, Tika correctly outputs the separated characters (i.e., "fi" and 
"fl") where the LotApps converter does not. Given the much better performance of the 
LotApps product (and possibly other converters) when dealing with hyphenated multi-
column text, it would perhaps be desirable to simply correct the ligature errors in the 
training files. This can be done very simply with Perl, with a pair of commands: 
perl -0777 -i.bak -pe "s/\xEF\xAC\x82/\x66\x6C/sg" {input file} > {output file} 
(to correct the "fl" ligature) 
perl -0777 -pe "s/\xEF\xAC\x81/\x66\x69/sg" {input file} > {output file} 
(to correct the "fi" ligature) 
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The issue of the ligatures is well worth attending to. The full MeSH vocabulary 
has 1,234 terms or alternates with the root deficien* and 1,063 terms or alternates with 
the root fib*. One article in the present corpus (PubMed ID 20692053) was about 
goldfish, but the term was not logged even once until the ligature errors were corrected; 
before this, the KEA++-produced keyphrases suggested that the article was about gold. 
When corrected, 16 occurrences of the word were found, and the appropriate keyphrase 
was automatically assigned. 
For initial tests, the researcher chose to set the extracted number of terms rather 
high, to 25, to test whether successive runs of KEA++ would produce exactly the same 
set of terms. The number was also set rather high to evaluate the utility of KEA++ as an 
aid to human indexers; presumably, even if some of the 25 terms were ranked very low 
(and thus would have been eliminated from a set of 5 to 15 terms, limits used in previous 
studies), a human indexer familiar with the domain would be able to immediately 
recognize their possible applicability. The initial testing was done with a set of 50 
training documents, which was later increased to 60 documents, and lastly to 70 
documents, all randomly selected from the set of 150. Two separate sets of 20 documents 
were used for the test set: after further experiments, 20 randomly-selected training 
documents were removed to be used as test documents, and the initial set of 20 test 
documents was added to the training set. 
A great number of false positives in the earliest experiments were generated from 
parts of the MeSH trees that do not, strictly speaking, relate to biomedical issues. For 
example, in the article entitled "Calcineurin is required for translational control of protein 
synthesis in rat pancreatic acini" (PubMed ID 15044154), the authors assign, among 
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other keyphrases, "translation initiation factors." The word "translation" appears 28 times 
in the text, in combinations such as "translation initiation factors," "protein translation," 
"translation factors," "translation of mRNA," and so forth. Examining the log outputs, the 
researcher was able to determine that when the parser encountered the phrases "protein 
translation" or "mRNA translation," KEA++ assigned the same term as the MEDLINE 
indexer assigned to the article, "Protein Biosynthesis" (MeSH Term D014176), which has 
the alternate forms "Protein Translation" and "mRNA Translation." However, for this 
article, which does KEA++ assigns the heading "Translations" (MeSH Term D014177). 
In the MeSH tree, "Translations" appears under the top-level tree L01, which is 
Information Science. This term is also assigned to another article that has nothing to do 
with translation in the linguistic sense. In another case, the MeSH term "Suicide" 
(D013405) is assigned to an article entitled "A cancer gene therapy approach through 
translational control of a suicide gene" (PubMed ID 12032661). The scope note for 
D013405 clearly indicates "The act of killing oneself," so this is clearly wrong. 
Because of the way that the KEA++ algorithm makes its final selection of terms 
for any particular article, any false positives (such as "Translation" and "Suicide" for the 
just-mentioned instances), if they occur frequently enough in the text, can cause other 
terms which are more relevant to receive a lower weight as candidates for this final 
selection. The article entitled "Respiratory restriction and elevated pleural and esophageal 
pressures in morbid obesity" (PubMed ID 19910329) has 37 occurrences of the word 
inflation, referring to the lungs; it was assigned the term "Inflation, Economic" (MeSH 
Term D007250). This is particularly the case when, as in these early "runs" of the 
experiments, the quality of the PDFs is low (be it due to original OCR errors, or mangling 
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of the logical structure of the file by the program used to convert the PDFs to text). The 
more mangled the narrative in the text is, the more it becomes simply a "bag of words." 
There are doubtless any number of cases in which scientific biomedical terminology 
includes words that are common outside the biomedical field with common other 
meanings. One of the chief test beds of HIVE, Dryad (datadryad.org) does not have, for 
instance, any publications or data in the area of psychology. In addition, the LCSH 
vocabulary also implemented in HIVE is very rich in some of the areas that are not so 
well represented in MeSH. Therefore, it is not unreasonable to consider whether, for a 
particular corpus of training documents (or within the context of a repository such as 
Dryad), there might be a means of reducing the instances of the most obvious and 
frequent false positives, in order to boost the extraction of more closely relevant 
keyphrases. Thus, in accordance with the heuristic approach taken in these experiments, 
the researcher considered the possibility of pruning out some of the MeSH tree, in order 
to focus KEA++ on the more relevant, strictly biomedically applicable terms. 
The researcher began to examine the MeSH trees, and found that the following 
trees might usefully be pruned: 
E07 Equipment and Supplies 
F01 Behavior and Behavior Mechanisms 
F02 Psychological Phenomena and Processes 
F04 Behavioral Disciplines and Activities 
G01 Physical Phenomena 
G17 Mathematical Concepts 
I01 Social Sciences 
I02 Education 
I03 Human Activities 
K01 Humanities 
L01 Information Science 
N01 Population Characteristics 
N02 Health Care Facilities, Manpower, and Services 
N03 Health Care Economics and Organizations 
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N04 Health Services Administration 
N05 Health Care Quality, Access, and Evaluation 
N06 Environment and Public Health 
Z01 Geographic Locations 
 
Here a particular note is appropriate with respect to the Geographic Locations 
tree, Z01. HIVE has separately implemented the Thesaurus of Geographic Names (TGN). 
If a biomedical article for some reason needed to be checked for geographic focus, it 
could be separately indexed against TGN. The Z01 class accounted for a relatively small 
proportion (4.90%) of the false positives (or non-matches with MEDLINE terms); 
however, it has the potential to raise many more. Author's affiliations tend to appear early 
within articles, and geographic names often appear in conjunction with these affiliations. 
Since the KEA++ algorithm uses distance from the beginning of the document as a 
weighting factor for candidate terms (on the assumption that elements appearing near the 
beginning—title, abstract, introductory paragraphs—or the end—bibliographical 
references—are potentially more indicative of the main content of the document), 
removing this part of the tree would offer more important terms appearing near the 
beginning of the document to carry more weight. A further factor in the decision to prune 
Z01 was the observation that in the original set of 2000 MEDLINE articles, only 0.18% 
of the headings (51 out of 27,878) were of the Z01 tree. In this set of 2000 articles, the 
following other trees from the categories here selected for pruning were very weakly 
represented in the 27,878 MEDLINE-assigned headings: F04 (3: 0.0108%); I02 (3: 
0.0108%); N02 (2: 0.0072%); and N03 (1: 0.0036%). 
After these trees were pruned, the following runs improved significantly, in terms 
of reduction of the totally-irrelevant number of terms assigned by KEA++. However, one 
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of the originally mis-assigned terms in N03, "Congresses as Topic" (MeSH Term 
D003226), which was a highly ranked (0.7857) false positive, suggested another prune. 
One could reasonably expect that that a narrative about "congresses" (which one would 
expect to be rare as a chief topic of a MEDLINE article) would rarely if ever contain the 
actual phrase "congresses as topic". (Since the National Library of Medicine works 
closely with the Library of Congress in many projects, perhaps this MeSH Term crept in 
as a mechanism in an attempt to capture the LCSH free-floating term "Congresses".) 
Thus the researcher pruned an additional 22 MeSH Terms with "as Topic" in their names. 
One false positive in the original tests, Ficus (MeSH Term D030681), continued 
to pop up in all subsequent tests, sometimes edging out other more relevant terms. Ficus 
is the genus of fig trees, and none of the training or test set articles was about figs. 
However, the word "figure" (in the sense of illustration) was very commonly abbreviated 
to "Fig." or referred to as "Figs." (for example, "Figs. 1 and 2 demonstrate…"). Since 
figures are extremely common in biomedical articles, this false positive frequently arises. 
A helpful addition to the HIVE code would be a mechanism to expand this abbreviation 
before any of the candidate keyphrases are evaluated. This could be accomplished rather 
simply by parsing the text for "Fig. [number]" or "Fig. [roman numeral]," and then 
replacing the abbreviation with the spelled-out form. Although for these experiments, the 
researcher could have artificially improved the results by taking out the cross-reference 
from "Fig" to "Ficus," there are currently 483 articles in PubMed that are retrieved by the 
query "ficus"[MeSH Term]. Additionally, since Dryad contains a number of botany titles, 
the chances of documents there having figs as a topic (or component topic) is not 
miniscule. 
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A related issue is that of genus/species names. Typically, scientific narratives will 
give the combination of genus and species completely spelled out only at the first 
mention. The roundworm Caenorhabditis elegans is a good example, even in the small 
corpus used for these experiments. This organism is very frequently used in genome 
studies. In the present corpus, the word Caenorhabditis occurs only 7 times; however, the 
formulation C. elegans occurs 30 times. Although none of the MEDLINE-assigned 
headings for the 90 articles used in these experiments included the MeSH term 
(D017173), the larger corpus of 2000 included the heading 9 times, with an additional 6 
occurrences of "Caenorhabditis elegans Proteins" (MeSH Term D029742), and the 
PubMed search "Caenorhabditis elegans"[MeSH Term] currently retrieves 13,251 
documents. Another document entitled "Redox Balance Mechanisms in Schistosoma 
mansoni Rely on Peroxiredoxins and Albumin and Implicate Peroxiredoxins as Novel 
Drug Targets" contains the full organism name only 3 times, all of which occur near the 
beginning of the document; Schistosoma alone occurs twice; and the abbreviated S. 
mansoni occurs 53 times. KEA++ assigned two terms, Schistosoma (D012547) and 
Schistosoma mansoni (D012550). Presumably, the more specific term (the one chosen by 
the human indexer) was additionally assigned only because the full term occurred so 
close to the beginning of the document; however, the less specific term was assigned a 
higher score (0.41 for Schistosoma, as compared to 0.2557 for Schistosoma mansoni). 
Thus, the 53 occurrences that are more indicative of the specific focus of the article are 
ignored. It appears that the only MeSH Term with a cross-reference from the abbreviated 
form is "Escherichia coli" (ID D004926), with the cross-reference "E coli". As often as 
Caenorhabditis elegans is used in genome studies, one might expect a similar cross-
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reference: in the original corpus of 2000 documents, two out of the eight titles referring to 
this organism referred to it simply as "C. elegans." Since much of the coverage of life 
forms in HIVE is probably duplicated in NBII and/or ITIS, and perhaps better covered 
there, a possible alleviator of this issue might be to have HIVE weigh such terms more 
heavily when they come from either of these other sources. 
One of the reasons that genus names are abbreviated in scientific articles is simply 
to save space, but also perhaps to avoid typographical errors by repeatedly including the 
genera. (Genus names tend to be more unique than species names.) This phenomenon has 
a somewhat related counterpart in the area of acronyms. Many terms in the area of 
metabolism (the corpus used here), especially the names of organic compounds, are quite 
long and complex, for example: 
 
3-Pyridinecarboxylic acid, 1,4-dihydro-2,6-dimethyl-5-nitro-4-(2-(trifluoromethyl)phenyl)-, Methyl ester 
 
Many authors will give the complete compound name only at the first occurrence, 
and most frequently will follow this occurrence with an acronym, typically in all or 
mostly uppercase, in parentheses. Though some of the acronyms are well-established in 
the scientific community, and may even have these acronyms as cross-references in 
MeSH, this is by far not always the case. The article entitled "Waterborne fluoxetine 
disrupts feeding and energy metabolism in the goldfish Carassius auratus" (PubMed 
ID20692053) has the term "fluoxetine" 24 times, mostly in bibliographical references; 
however, the author abbreviates the word as "FLX" a total of 159 times. As this file was 
initially affected by the fi/fl ligatures problems referenced above, the term Fluoxetine 
(MeSH Term D005473, assigned by MEDLINE for this article) did not even appear in 
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the logs. A strategy for dealing with these issues, such as that referenced earlier by You, 
Fontaine, & Barthes (2012), would be a quite valuable addition to HIVE's code. An issue 
arose with one of the articles in the corpus regarding a plant, because the word "stem[s]" 
occurs so frequently in the article: since "STEM" is a see-reference to the term 
"Microscopy, Electron, Scanning Transmission" (MeSH Term D017348), KEA++ 
steadfastly assigned this completely irrelevant term. HIVE would benefit from processes 
to deal with acronyms that occur in all uppercase before the decapitalization occurs. 
Other adaptations to the code of KEA++ (or vestiges of KEA) might be useful in 
HIVE to deal with another issue connected to parentheses. The MeSH Term 
"Ca(2+)Mg(2+)-ATPase" (ID D017301) appears frequently in the logs as a false positive 
for the original string "Ca" (or CA, etc.), as in the abbreviation for California; KEA++ 
switches all strings to lowercase before the matching process begins. Strangely, words in 
parentheses are stemmed, but they are not picked up as candidate keywords (or 
keyphrases). Similarly, the MeSH Term "Models, Theoretical" is selected as a match for 
every occurrence of model* (model, models, modeling, etc.), apparently because there is 
a cross-reference from "Models (Theoretical)" in the SKOS file for MeSH. In only two 
instances is the term assigned "correctly," since the term occurring in the text is 
"mathematical model," which is a valid cross-reference to "Models (Theoretical)." There 
are eighteen MeSH Term entries of this form ("Models, Anatomic," "Models, Animal," 
etc.), but "Models, Theoretical" is the only one with a parenthesized cross-reference. 
(This same phenomenon was a heavy factor in the decision to prune the F02 tree, when 
numerous false positives of the type "Inhibition (Psychology)" and "Recognition 
(Psychology)" showed up in the earliest iterations of the tests.) Likewise, words 
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following a forward slash are ignored. For example, where the string sequence 
"Tris/EDTA buffer" is logged, the term Tromethamine (MeSH Term D014325) is duly 
assigned for "Tris," but "EDTA" (the abbreviation for an established MeSH term, "Edetic 
Acid," with a reference included from the acronym) is ignored. Within the time 
constraints of testing other features noted here, the present researcher unfortunately did 
not have the opportunity to test modifications to the code to investigate whether replacing 
"/" or parentheses with a space (or spaces) would lead to more or less difficulty with 
accuracy. The phenomenon noted with "Ca(2+)Mg(2+)-ATPase" may be a combination 
of an autocomplete vagary that is aggravated by the disregard for strings inside 
parentheses. Because the language of biomedical science is replete with such strings, 
further investigation is well warranted. It should be easily possible to add conditionals 
within the general tokenizing functions of HIVE to specify that differing tokenization 
strategies should operate when MeSH is the active vocabulary. 
The writer attributed certain other phenomenon to possible autocomplete errors as 
well, until further examination of the logs revealed the problem to be in the stopwords 
list. The default list supplied with the HIVE code ("stopwords_en.txt") is replete with 
colloquialisms such as ain't, 'cos (presumably for "because"), and the like. The latter 
accounts for a number of erroneous assignments of the MeSH Term "COS Cells" (ID 
D019556). Likewise, the supplied word she'll (which KEA++ converts to shell) raised a 
number of false instances of the term "Animal Shells" (MeSH Term D060105). A similar 
phenomenon occurs with the stopwords "back" (raising "Back Pain", MeSH Term 
D001416) and "far," which accounts for the term "Blotting, Far-Western" (ID D026481) 
being selected instead of "Blotting, Western" (ID D015153). There are a number of terms 
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(either preferred or alternate) in MeSH that begin with "Whole Body", such as "Whole 
Body Imaging," so whole needs to be removed from stopword lists for MeSH contexts of 
KEA++ use. And, as noted above, even the usual stopword "a", if retained in the stoplist, 
can prevent KEA++ from finding terms like "Lipid A" and "Vitamin A." Since KEA++ 
converts multiword strings (from both the text and the SKOS terms) into alphabetized, 
lowercase pseudophrases, a case-sensitive mechanism would need to be introduced here, 
and possibly a start-of-sentence detection mechanism, to prevent assignment of these 
terms to sentences beginning with "A vitamin well known for its potency …" and the 
like. 
The obverse, so to speak, of stopword issues, is the situation that arises with two 
words in the vocabulary, Cells (ID D002477) and Genes (ID D005796). These terms 
occur so frequently in the context of metabolism studies that they are essentially 
meaningless for the purposes of classification. Ultimately, the researcher removed them 
from the vocabulary as well, which greatly bolstered the detection of more specific 
phrases in line with those chosen by human indexers. 
Phrases like "Far-Western" can produce an additional problem, not too dissimilar 
from the issue discussed about the fl/fi ligatures. Just as these ligatures are difficult to 
spot visually when reviewing training files, so is the en-dash (Unicode codepoint 
U+2012) difficult to distinguish from a hyphen. When the en-dash is used in phrases such 
as "Far-Western," KEA++ fails to assign the appropriate term. Again, a simple Perl 
command can repair these instances in training files from the command line. 
Finally, the writer would like to return to one of the original impulses for this 
series of experiments, the question of broad terms such as Male/Female, 
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Humans/Animals, and the like. As already noted above, the HIVE implementation of 
MeSH in SKOS specifically excludes the descriptor Female. It should also be noted that 
the subjects of experimentation (or treatment, in the case of clinical articles) are typically 
described only once in an article. (Subsequent references to "male" or "female" may 
occur as well, if there are gender differences that are significant to the results.) Thus the 
task of consistently identifying such "vectors" of the document is practically impossible 
with the standard mechanisms (TFxIDF, distance, degree) that KEA++ uses. 
Nonetheless, this cannot be ignored for the biomedical context. The NLM training 
document for MeSH indicates that the terms "animals" and "humans" are among the two 
most frequently searched terms on PubMed. This stands to reason, if a clinician is 
seeking information to help her patients (humans), while an experimental biologist may 
well only want information on research that, for ethical or other reasons, cannot be 
performed on humans; thus, she would search "animals." Better strategies for 
determining this information would not use the KEA++ features, but rather feature sets 
such as "subject", "patient", "children", "men", "women," "recruited," "volunteer" 
(=Humans) as opposed to phrases such as "male rats", "female rabbits", and, in particular, 
the words "euthanized" or "decapitated" (all indicating Animals). Alternatively, as 
suggested above, certain parts of KEA++ code could be made MeSH-aware at runtime, 
so that these identifying features could be boosted in the ranking. Certainly there should 
be certain terms that would unambiguously identify the descriptor Plants (Mesh Term ID 
D010944), such as "meristem," "xylem," and/or "phloem," which could similarly be 
boosted if the runtime context was MeSH. 
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In a similar vein, there are aspects of these organism-focused terms that seem to 
be consistently assigned by MEDLINE indexers. For example, in addition to the simple 
term Mice (MeSH Term D051379), which KEA++ almost always assigned successfully 
in the tests here described, MeSH contains 30 additional more specific terms applied by 
human indexers (e.g., "Mice, Inbred SENCAR," "Mice, 129 Strain"). Similarly, there are 
9 more specific designations for rats. Judging by the frequency with which human 
indexers assign these more specific terms, these distinctions are apparently quite 
important to the consumers of PubMed information. Thus, an alternative to frequency, 
distance, and other baseline keyphrase extraction features warrant application. One 
possible solution would be to include a small part of the tree hierarchy with the SKOS 
structure, and (again, specifically in the MeSH context) have HIVE automatically add 
Animals and more heavily weight terms for the specific strain of lab animal that appear in 
the text. 
For human subjects, there are a multiplicity of more specific terms that the current 
mechanisms of KEA++ cannot routinely detect, such as "Aged, 80 and over," "Middle 
Aged," and "Adolescent" (although this last seems to occur more frequently within the 
texts to which the indexing is applied, and not just at the beginning). This may not be of 
critical importance to Dryad, but if the need were justified (as, for example, for articles 
regarding clinical practice), other strategies such as parsing for "subjects aged ….," "the 
patients' ages ranged from …," and similar phrases, could be implemented in a separate 
part of the code. 
In evaluating the performance of KEA++ as currently configured, if one removes 
human-assigned terms of the type just dicussed from the calculations, a more realistic 
35 
picture of the accuracy of the keyphrase assignment emerges. For example, 113 terms in 
an early run of the experiments were a perfect match to the 299 human-assigned terms, 
representing 37.79%. However, 46 of the human-assigned terms were of the type 
Male/Female, Humans/Animals, specific "sociological" or age groupings (Adolescent, 
Aged, "Child, Preschool", Young Adult, etc.), specific types of organisms ("Mice, Inbred 
C57BL", "Rats, Sprague-Dawley", etc.), and the heading "Time Factors." Thus, if one 
subtracts these headings from the total count, the comparison is 113 of 253 terms, or 
44.66%. 
The logging information produced by the current researcher shows that the 
weighting mechanism for subsumed phrases, if it is working correctly in HIVE (or at 
least in the code available for SVN checkout), frequently gives results that run contrary to 
those produced by human indexers, when there is a choice between a more specific 
superphrase and a subsumed phrase. As the extractor parses the document's words, it 
assigns a matching vocabulary term to each single word that matches in the SKOS file. 
But these words are also, in word-by-word fashion, joined with preceding words to test 
for superphrases. Thus, for example, when the document contains the phrase "indirect 
calorimetry," the word "indirect" is (appropriately) not assigned a MeSH Term; then, 
"calorimetry" is parsed and assigned the MeSH Term D002151, Calorimetry; finally, and 
immediately following this, the phrase is parsed as a unit, and the MeSH Term D002153, 
"Calorimetry, Indirect," is assigned. (All combinations of individual words, from both the 
SKOS vocabulary and the document's phrases, are assigned to a "pseudophrase" in which 
the words are in alphabetical order. Commas are apparently stripped out of the SKOS 
phrases. Thus this inverted form can be matched to the natural-order phrase from the 
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document.) The code almost routinely (roughly, in about 75% of cases) outputs the 
subsumed phrase as well as the superphrase in the final set of keyphrases. In at least four 
instances from the test corpus, wherein it could be readily ascertained that such phrases 
occurred only as the complete phrase within the document, this double assignment of 
subsumed phrase and superphrase occurred (Calorimetry/"Calorimetry, Indirect"; 
Xanthine/Xanthine Oxidase; Thymidine/Thymidine Kinase; Nitric Oxide Synthase/ Nitric 
Oxide Synthase Type II), and the score attached to the subsumed phrase and the 
superphrase were identical. In all four instances, the MEDLINE-assigned terms included 
only the superphrase. Such occurrences are yet another example of how less-relevant 
terms can edge out possibly more relevant ones: if the more general subsumed phrase 
were scored lower (as would seem logical to do), perhaps other relevant keyphrases 
would stand a better chance of ending up in the final set. Additionally, the following 
comment occurs in the KEAFilter code: "look for super phrase … that has same … 
distance as current phrase." This implies that the subsumed phrase is compared against a 
superphrase with the exact same distance measure. If this were literally true, then it 
presumably could never work properly (since the subphrase would be a fractional part 
"farther away" from the referenced end of the document). More skillful examination (by 
an experienced coder) of the mathematical operations involved in this phrase scoring in 
KEA++ could probably improve the performance. 
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Summary Results 
 
The following tables report two measures of accuracy. The number of MEDLINE 
terms represents the total assigned for the 20 documents in the test set. The number of 
"nonKEA" terms is the set of MEDLINE terms minus the terms that, as described above, 
could not be expected to be assigned by KEA++ with the current implementation of the 
code. Thus, Base Accuracy is a comparison against the set of MEDLINE terms, and 
"Non-KEA Accuracy" compares against the total set of "nonKEA" terms. 
The first set of test documents was relatively well balanced in terms of the MeSH 
Terms assigned by MEDLINE: the mean was 14.95 terms, with two documents having 7 
terms assigned, and one document, 9 terms; the maximum number of assigned terms was 
24 (for 1 document). 
As noted previously, some of the earliest results were inadvertently discarded, 
and, within the time frame allowed, these earlier tests could not be reproduced with a 
great degree of certainty. Thus, it cannot be determined why there was a drop in accuracy 
between the first retained iteration (10/08/12) and the following iteration (10/14/12). The 
lack of change between the 10/14 and the 10/19 iteration is due to the fact that the latter 
was mainly a by-product of further additions to logging of the internal processes of 
KEA++.
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The switch from Tika to LotApp for PDF conversion, and editing of the training 
documents (for fi/fl ligature correction and other matters) occurred between 10/19 and 
10/25. The second run on 10/25 was with no stemming, accounting for the dramatic 
decrease in accuracy. The improvements from 10/27 to 10/28 resulted mainly from 
further prunings of the MeSH vocabulary, as described above. 
 
First Set of Test Documents 
Date Run 
# 
matches 
# 
MEDLINE 
# 
nonKEA 
Base 
Accuracy 
Non-
KEA 
accuracy 
10/08/12 115 299 253 38.46% 45.45% 
10/14/12 108 299 253 36.12% 42.69% 
10/19/12 108 299 253 36.12% 42.69% 
10/25/12 1 126 299 253 42.14% 49.80% 
added 10 training 
documents 
10/25/12 2 58 299 253 19.40% 22.92% No stemming 
10/27/12 1 132 299 253 44.15% 52.17% 
10/27/12 2 132 299 253 44.15% 52.17% 
10/28/12 1 137 299 253 45.82% 54.15% 
10/28/12 2 138 299 253 46.15% 54.55%   
 
The second set of test documents was rather more problematic. The mean number 
of MEDLINE-assigned terms was only slightly higher (15.85 mean), but the spread was 
much greater: one document had only 3 terms assigned, and another document had 29 
terms. Furthermore, the document with 3 terms included one (Mitosporic Fungi, MeSH 
ID D003904) which does not occur at all in the indexed document, and there are no 
cross-references to the term. Thus the term is a generalization of the more specific terms 
that actually occur in the document. 
The last test run on 11/12 generated only 300 terms (15 per document), instead of 
the 500 terms (25 per document) generated in previous iterations. Note that this is less 
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than the total number of terms (317) assigned for this corpus in MEDLINE. Thus this 
iteration has perhaps a significantly lower chance of matching all the MEDLINE terms. 
Minor gains were made, then lost by further experiments on pruning the MeSH 
vocabulary. The slight increase from 11/07 to 11/09 resulted from a removal of two terms 
that are noted as "avoid" in the scope notes within MeSH: Enzymes (ID D004798) and 
Acids (D000143), both of which occurred very rarely within the original corpus of 2000 
documents. 
Second Set of Test Documents 
Date Run 
# 
matches 
# 
MEDLINE 
# 
nonKEA 
Base 
Accuracy 
Non-
KEA 
accuracy 
11/03/12 1 123 317 270 38.80% 45.56% 
11/06/12 1 116 317 270 36.59% 42.96% 
11/06/12 2 116 317 270 36.59% 42.96% 
11/07/12 1 119 317 270 37.54% 44.07% 
11/09/12 1 120 317 270 37.85% 44.44% 
11/11/12 1 118 317 270 37.22% 43.70% 
11/11/12 2 119 317 270 37.54% 44.07% 
11/11/12 3 120 317 270 37.85% 44.44% 
11/12/12 100 317 270 31.55% 37.04% 300 terms 
40 
Discussion 
 
The current study has examined a number of features involved in the training of a 
KEA++ system such as that implemented in HIVE. Additional, sometimes granular 
specifics of issues mentioned by previous writers on the system (e.g., poor PDF and/or 
input text quality) have been examined by detailed logging, binary examination of the 
files in question, and reflection on the nature of scientific narrative. The issue of whether 
some of the problems that remain the most intractable to KEA++'s core code are 
significant or not in the context of the HIVE implementation has been considered. 
Alternative approaches to solving some of these problems have been suggested in broad 
outline. 
The enterprise of pruning the MeSH tree was undertaken with the notion that a 
system like HIVE could probably accommodate multiple versions of the SKOS 
information. Although the current writer did not fully understand the mechanisms of 
integration between Lucene, Sesame, H2, the core KEA++ code, and most particularly, 
the autocomplete mechanism, it appeared to him that, since most classes in the core code 
have configurable parameters, some of these might be switched as needed at runtime to 
point to different indexes and/or "depths" or "breadths" of the MeSH vocabulary. 
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Limitations and Further Work 
 
The single biggest limitation for the study is the researcher's lack of advanced 
coding skills that would have allowed him to precisely debug the calculations that are 
made to weigh feature values in KEA++. Although he succeeded in logging some of the 
final steps of these calculations, the intermediate details remain opaque to him. The 
approach taken was perhaps too heuristic, and the researcher allowed himself to get 
immersed in a quest to prove that better training could improve the HIVE's performance. 
Some of the earliest results of "runs" of the application were unfortunately discarded. 
Time pressures within the context of this paper also did not allow for all the iterations of 
testing that were desired (altogether, there were only about 20 full iterations made—from 
MeSH SKOS to output *.key files for the test documents,—and not all variables were 
strictly controlled; as when, for example, the SKOS files were pruned on the MeSH tree). 
Some of the edits (for example, the fi/fl issue corrections) were made outside a controlled 
iteration of the tests. One file was discarded as being altogether unusable for either the 
training or the test set. 
In this writer's estimation, further work should be done with the specifics of the 
candidate-ranking system within the HIVE implement of KEA++. From the standpoint of 
the vocabulary itself, further linguistic analysis should be done of the inverted phrase 
structure of the terms in MeSH. Another useful approach could be a study of the 
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distribution and specificity level of the terms assigned by MEDLINE indexers against 
their specific loci in the MeSH tree. 
Another useful route of inquiry would be to selectively remove from the SKOS 
implementation all the descriptors that are designated as "avoid" in the annotations. It 
was hoped that this project could also include this step, but it was ultimately possible 
within the time constraints. Many scope notes also indicate that a particular term is not to 
be "prefer[red]": perhaps an additional weighting mechanism could be selectively applied 
to terms so annotated. 
The Supplementary Concept Records (SCRs) should also be examined for a 
possible means of integration into SKOS for HIVE. They are a vast resource of 
additional, specific information, and appear to reflect the actual terminology 
(phraseology) used by biomedical writers possibly better than MeSH terms do. Every one 
of them has an indication of applicable MeSH terms that may be applied to them. 
Although there are legitimate reasons for the "unnatural" nature of many of the MeSH 
terms (as similarly with LCSH), an integration of the more "natural" phraseology of the 
SCRs with the wealth of information already in MeSH in a keyphrase assignment 
scenario could potentially offer improvements in leaps and bounds. 
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