The central goal of proteomics is to clarify the mechanism by which each protein in a given cell type carries out its function. Automated protein subcellular location determination by fluorescence microscopy can play an important role in fulfilling this goal. The subcellular location of a protein is critical to understanding its function because each subcellular compartment has a unique biochemical environment. We have previously shown that neural network classifiers using sets of numerical features computed from fluorescence microscope images were able to recognize all major subcellular location patterns with reasonable accuracy. Current classifiers are limited by under-determined classification boundaries due to the limited number of available images compared to the number of features. In this paper, we compare various feature reduction methods that can address this problem. Specifically, principal component analysis, kernel principal component analysis, nonlinear principal component analysis, independent component analysis, classification trees, fractal dimensionality reduction, stepwise discriminant analysis, and genetic algorithms are used to select feature subsets that are evaluated using support vector machine classifiers. The best results were obtained using stepwise discriminant analysis and we found that as few as eight features can provide good classification accuracy for all major subcellular patterns in HeLa cells.
sets of features is that they may contain sufficient information to describe protein subcellular location patterns. However, having many features does not necessarily guarantee high classification accuracy. There might be noisy features that only increase training time by wasting the computation power of a certain classifier. Thus in many cases, improved classification accuracy and/or efficiency can be achieved by reducing the number of features used. A small number of features is also desirable for use in content-based retrieval from image databases.
Previously, we have used one feature selection method, stepwise discriminant analysis (SDA), 7 and observed high classification accuracy after feature selection. For example, the SLF5 feature set containing 37 features was selected by SDA from feature set SLF4 that has 84 features (including six features that require a parallel DNA image). 3 When used with a neural network classifier containing one hidden layer of 20 nodes, SLF5 gives a 2% improvement in classification accuracy over SLF4 for 10 subcellular patterns. 3 The SLF8 set containing 32 features was selected from the most complete current 2D feature set, SLF7, that has 84 features and does not require a parallel DNA image. SLF8 gives an average 86% classification accuracy and is the best current feature set using the same neural network classifier. 5 In this paper, we compare eight feature reduction methods on the SLF7 feature set using a multi-class support vector machine classifier and the same 2D HeLa cells images used in the previous studies. 3, 5 There are two general approaches to feature reduction: feature recombination and feature selection. In the former case, a new smaller feature set is obtained by a weighted recombination of the original features. In this paper, four different methods were applied, including principal component analysis (PCA), nonlinear principal component analysis (NLPCA), kernel principal component analysis (KPCA), and independent component analysis (ICA). Although feature recombination can often provide a valuable, reduced representation of a dataset, the poor understandability of the recombined features can be a problem. For this reason, feature selection methods choose a subset of features from the original set. Brute-force feature selection is an NP-hard problem since exhaustive subset search in the huge ( 2 n , n is the number of features) feature space is impractical. Therefore, heuristic search, either sequential or randomized, is applied in practice to find the best feature subset, which may be globally suboptimal. There are three ways of doing sequential search: forward selection, which starts from an empty feature set and keeps adding the best feature found at each step until the evaluation function could not be further improved; backward elimination, which starts from a full feature set and keeps eliminating the worst feature found at each step until the evaluation function could not be further improved; and forward-backward search, a combination of forward and backward search that tries to either add back features that have been previously deleted or delete features that have been previously added until the evaluation function could not be further improved. Instead of deterministically adding or deleting features, randomized search employs sampling in its selection strategy such that all possible feature combinations have a chance to be considered. Both of these heuristic methods make use of an evaluation function that can be either a classification program or some global statistic computed from the training data set. The former is also referred to as the wrapper method, and the latter as the filter method. 8 In this paper, we also applied four different feature selection methods, classification trees, fractal dimensionality reduction (FDR), stepwise discriminant analysis (SDA), and genetic algorithms.
METHODOLOGY
All image features are normalized to have zero mean and unit variance across all classes. Throughout this paper, X represents each feature vector across all images and x stands for each image represented by multiple features. Assuming each image is represented by m features and there are n images in total, the feature matrix D is n by m, in which X is the column vector and x is the row vector respectively. The total number of classes is represented by q.
Principal Component Analysis (PCA)
Among all feature recombination methods, principal component analysis (PCA) is best known for capturing linear relationships among features and recombining features in a way that most of the total variance of the original data set is preserved. 9 Principal components are defined as:
where PC i represents the ith principal component, X j (j=1,…,m) represents the jth feature vector and w ij (j=1,…,m) are weights associated with each feature.
Principal components can be extracted using eigenvalue decomposition. The covariance matrix of the dataset is computed first,
where x j (j=1,…,n) represents the jth image data. Eigenvalues and eigenvectors are then derived from the covariance matrix A and are sorted in decreasing order of eigenvalue. A linear transformation matrix is formed by taking the k eigenvectors corresponding to k largest eigenvalues. Applying this linear transformation on the original feature space, we will get a reduced k-dimensional feature space, whose features, also called principal components, are the coordinate values of the original data in the new orthogonal-transformed coordinate system. We used the PCA function in the Matlab classification toolbox developed by Drs. Stork and Yom-Tov (http://tiger.technion.ac.il/~eladyt/ classification/index.htm).
Nonlinear Principal Component Analysis (NLPCA)
PCA only seeks linear relationships among original features with least squared-errors. Therefore, it might become a poor representation when original features have nonlinear relationships. In this case, nonlinear principal component analysis can be used to find a nonlinear mapping of the original features with least squared-error.
A five-layer neural network can be employed to conduct NLPCA. 10 The original features serve as both the input and output layers of the neural network. The network has one linear middle layer and two nonlinear layers on either side of the middle layer. The data propagated from the input nodes are nonlinearly activated and combined at the second layer followed by linear processing in the middle layer. The neural network is trained under the least squared-errors criterion and only the first three layers of the trained network are kept as a nonlinear-component extractor. In other words, the k linear nodes in the middle layer represent the nonlinear principal components extracted by the network. Due to the variability of neural networks, namely that different starting points might converge to different local minimums, a weight-penalty improved neural network NLPCA toolbox NeuMATSA 11 was used for extracting nonlinear principal components. The algorithm used in this toolbox extracts one nonlinear principal component at a time, meaning that the middle layer of the network it uses has only one node.
Kernel Principal Component Analysis (KPCA)
A variant of PCA, kernel principal component analysis (KPCA), uses a nonlinear kernel function to first transform the original feature space to a very high dimensional space and then applies normal PCA in this new higher feature space. 12 By employing a nonlinear kernel function, nonlinear relationships among features can be found.
The covariance matrix (eq. 2) can be regarded as taking dot product of each pair of centered data points in the original feature space. The computation of dot products can be generalized in any dimensional space F. We define a mapping Φ from our original feature space R m to F such that the mapping Φ could be any nonlinear mapping and the space F could have any arbitrary dimensionality. 12 A dot product matrix K can be defined whose element is the dot product of any two mapped data points:
where x i represents the ith data point in the original feature space, and Φ(x i ) is the mapped data point in the new feature space. Each x i has m dimensions, and there are n data points. Eigenvectors of K are then computed and normalized in F. Kernel principal components can be obtained by projecting the original data points onto the eigenvectors. 12 The dot product in eq. 3 can be computed indirectly through a kernel function:
where the kernel k could be a polynomial function, multilayer perceptron, or a radial basis function such as:
where σ is a supplied standard deviation for the function. We used a radial basis kernel function with various values for σ using a Matlab program modified from Dr. Bernhard Schoelkopf's kpca code. 12 Note that KPCA can also be used as a feature expansion method in that the number of features extracted by KPCA can range up to the number of data points. Strictly speaking, KPCA is therefore a feature extraction method, not only a feature reduction method.
Independent Component Analysis (ICA)
The reduced feature set from PCA, KPCA, or NLPCA might still contain dependency among features. Independent component analysis (ICA) is designed to capture those features that are most independent from each other. 10 Suppose we have d independent source signals s such that our data matrix can be represented as:
where D is a n × m feature matrix containing n data points and m features, s is a n × d source matrix containing d independent source signals, and B is a d × m transformation matrix. In order to solve for s from D, we assume that s is a linear combination of the features in D followed by a nonlinear transformation f:
where W and w 0 are weights and the central goal of ICA is to solve for these weights such that the source signals in s are as independent from each other as possible.
To maximize the independence in s, one can use a criterion function of s, such as nongaussianity. The rational behind nongaussianity is that any orthogonal transformation of Gaussian distributed variables gives the same Gaussian distribution. 13 Therefore, one can only recover the hidden independent variables up to an orthogonal transformation if they are Gaussian distributed. To carry out ICA, we used the FastICA Matlab toolbox, 13 which employs a fixed-point scheme to maximize the nongaussianity of s.
Classification Trees
Feature selection using the classification tree method is conducted by ranking all features according to their information gain ratios. Suppose our data set D has m features, the information gain ratio of feature X i is defined as:
where V i is the set of all possible values that X i could have and D v represents the data subset in which X i has the value of v. Note that the numerator is the information gain of X i , a measure of the goodness of an attribute in separating the training data, and the denominator is called the split information of feature X i . 14 Those features that are different at almost every data point are favored by the information gain but not by information gain ratio because they are penalized by the split information. We used the C4.5 system 15 to compute the information gain ratio of every feature.
Fractal Dimensionality Reduction (FDR)
A highly redundant data set should have an intrinsic dimensionality much smaller than the actual dimensionality of the feature space m. In other words, many features might have no contribution to the intrinsic dimensionality characterizing the data. If one could measure the intrinsic dimensionality of the data directly, features that do not affect the intrinsic dimensionality could be dropped. The fractal dimensionality of a data set, which describes how self-similar the data points are, is a good approximation of the intrinsic dimensionality of the data (it is often represented as correlation fractal dimension 16 ). This is the basis for the FDR 16 algorithm, which uses a backward elimination scheme to select important features. First, the correlation fractal dimensionality of the whole dataset is computed. For each feature in the feature space, partial fractal dimensionality is then computed using all features except the current feature. Features are sorted by their partial fractal dimensionalities and those that lead to minimum decrease from the original fractal dimensionality are dropped. The whole process continues until no feature could be dropped, namely dropping any feature in the final feature set would change the previous partial fractal dimensionality less than a fixed threshold. 16 Two advantages of FDR are that it gives an approximation of the number of features we should keep after reduction, namely the fractal dimensionality of the whole data set, and it does not require class separation of the original dataset. We used the FracDim package 16 with various values of the retention threshold (the min_gain parameter).
Stepwise Discriminant Analysis (SDA)
In a classification problem, good features should have the natural characteristic of separating different classes from one another while at the same time keeping each cluster as tightly packed as possible. As reviewed previously, 17 this property can be measured using Wilks' Λ, defined as:
where X represents the m features currently used and the within-group covariance matrix W and the among-group covariance matrix T are defined as:
where i and j represent the ith and jth features, X igt is the ith feature value of the data point t in the class g, X ig is the mean value of the ith feature in the class g, and X i is the mean value of the ith feature in all classes, q is the total number of classes, and n g is the number of data points in the class g. The partial Wilks' Λ is defined by adding an additional feature X m+1 to X in (9):
The corresponding F-statistic, also called F-to-enter, decides whether the feature m+1 should be added into the current feature subset and is defined as:
where n is the total number of data points, q is the number of classes, and m is the number of features currently considered. F-to-remove can be defined similarly by taking a feature out of the current feature subset.
We used the STEPDISC procedure of SAS (SAS Institute, Cary, NC, USA) to select a ranked feature subset. Specifically, stepwise discriminant analysis 7 starts with the full set of all features, calculates the F-to-remove of each feature, and removes the feature with lowest F value under a significance level. The W and T matrices are then updated by column-wise sweeping and F-to-enter is calculated for each feature that is not currently in the set. The feature that corresponds to the highest F value under a significance level is added to the current set. The whole process goes back and forth until no features can be added or deleted.
Genetic Algorithm
The search path that sequential search methods explore in both 2.6 and 2.7 is directed by the distribution of the computed statistic. We could, alternatively, use a method that goes through as many random combinations of features as possible to find the one giving the best classification accuracy. Feature selection employing genetic algorithms does a random search in the whole feature subset space. 10 It can also take into account multiple criterions in selecting features such as classification accuracy, cost, and risk. 18 Genetic algorithms are a general feature selection method regardless of the application domain.
Several factors make up a genetic-algorithm-based feature selection scheme 18 ( Figure 1) . First, we need to represent each feature subset in a way easy to manipulate by genetic operators. A common solution is to use a bit string. Second, we generate an initial pool of candidate feature subsets on which genetic operators such as crossover and mutation are applied. For each resulting feature subset, a fitness function is employed to evaluate its goodness. The feature subsets are further processed by a selection strategy to choose individuals with highest goodness. A stop criterion is applied after each iteration to examine whether we should stop and output selected feature subsets or proceed to the next round of genetic manipulation. A stop criterion could be a maximum number of iterations or a minimum improvement of fitness over the previous iteration.
We use the matlab toolbox GAOT 19 in our experiments. Each feature subset is represented as a bit string, in which one stands for inclusion of the corresponding feature. A multi-class support vector machine (SVM) along with 10-fold cross validation is used as the fitness function. Genetic operators, mutation and crossover, and a ranking selection scheme based on normalized geometric distribution are adapted from the toolbox GAOT. The initial population size was 50, and the probabilities of crossover and mutation were 0.8 and 0.1 respectively. The maximum number of iteration was 100. These parameters were determined after several preliminary trials. 
Classifier
Support vector machines (SVM) 20 have been extensively used in many machine learning domains with comparable performance to neural network. 21 We used an SVM matlab toolbox (http://theoval.sys.uea.ac.uk/~gcc/svm/ toolbox/) implementing a tree-based multi-class SVM, dagsvm, 22 with a Gaussian kernel (σ 2 = 50, C=20) along with 10-fold cross validation to evaluate the resulting feature subsets from all eight feature reduction methods. It was also used as the fitness function in feature selection using genetic algorithm. The choice of kernel type and parameter setting of dagsvm was based on preliminary cross validation trials on predefined feature subsets (data not shown).
DATA
The 2D HeLa image set described previously 3 was used for all analyses. It contains 862 fluorescence microscope images representing ten typical subcellular organelles and structures. This data set was generated by applying 
RESULTS
To provide a baseline for comparison, we determined that the average classification accuracy obtained with SVM was 85.2% using the SLF7 feature set and was 86.7% using the SLF8 feature set. SLF8 was previously optimized for neural network classifiers from a subset of SLF7 selected by SDA, providing an average accuracy of 86%. 5 
Feature Recombination
To obtain initial insight into the degree of redundancy in SLF7, we generated a histogram depicting all pair-wise feature correlation coefficients (Fig. 2) . The results show that extensive correlation exists between some of the features. PCA was then carried out to examine whether a few linearly recombined features that capture most data variance could give high classification accuracy. Fig. 3a displays the percentage of total variance represented by sorted principal components. From Fig. 3a and 3b , we can see that the highest accuracy achieved using PCA is 83.4% with 41 principal components that represent 97.3% of the total data variance.
Since the remaining 43 principal components account for less than 3% of the total data variance, they could be regarded as noise. Inclusion of noisy features can decrease classification accuracy, and this was observed above 41 principal components in Fig. 3b .
While the best performance with PCA was comparable to that for all SLF7 features, the highest accuracy achieved using NLPCA was 75.3% with 64 features (Fig. 3b) . The fact that PCA performs better than NLPCA implies that the SLF7 features are more likely to have linear relationships and that the additional overhead of trying to fit nonlinear relationships degrades performance.
KPCA was then conducted using a radial basis kernel with different variance levels (expressed as the denominator, 2σ 2 , in eq. 5). Since KPCA maps the original feature space to a very large nonlinear space, the maximum number of features that could be retrieved from the new space equals the number of data points (862). KPCA works as a feature extraction method and does not necessarily reduce the dimensionality of the original feature space. The first 250 of all possible features that are related to the first 250 eigenvectors of the matrix K in eq. 3 were extracted and classification accuracy was determined. As Fig. 4 shows, the highest accuracy achieved was 86.0% using a kernel variance of 0.01 and 117 features. The slightly better accuracy achieved by KPCA compared to PCA comes at the penalty of using 33 more features than originally present in SLF7. As observed with PCA, adding more features beyond this point decreases overall classification accuracy. With increasing kernel variance, KPCA behaves more and more like PCA, as can be seen by comparing the PCA curve in Fig. 3b and KPCA curve for a variance of 100 in Fig. 4 .
ICA was used as the last feature reduction method. Before performing ICA, preprocessing on the original feature space was carried out to test the performance of ICA under different noise levels. We compared the results of directly applying ICA without any noise smoothing to those of different noise-smoothing settings, namely removing noise by keeping the first 6, 12, 22, 41, and 54 principal components that represent 70%, 80%, 90%, 97%, and 99% of total data variance respectively (Fig. 5) . ICA with noisesmoothing preprocessing performs much better than without preprocessing. The highest accuracy achieved was 82.9% by keeping 41 principal components in the preprocessing step, consistent with the best PCA result.
Feature Selection
Classification tree information gain ratio and SDA were next compared as two feature selection methods that give a consecutive number of selected features (Fig. 6 ). SDA performs better than the classification tree information gain ratio with higher classification accuracy achieved by fewer features. The highest accuracy achieved by SDA is 87.4% with 39 features (Fig. 6 and Table  1 ) while that using information gain ratios is 86.6% with 72 features. The redundancy of SLF7 can be noticed by the fact that no significant increase in the classification accuracy could be observed with more features beyond the first 35 features selected using both methods. We noticed that there is a small feature subset containing 8 features selected by SDA that could give an average classification accuracy of 80.1% (Table 2 ). This subset was defined as SLF12 and Table 3 shows the descriptions of its features.
Comparing Table 1 and 2, we noticed that the largest reduction in accuracy with SLF12 is for the two most confusing patterns, Giantin and Gpp130, that are both located in the Golgi apparatus. SLF12 may be able to serve as a feature set applicable for coarse recognition of major subcellular structures with high accuracy, as may be seen if we combine the two Golgi patterns (and perhaps those for endosomes and lysosomes) together.
Feature selection using fractal dimensionality reduction was conducted with different stop thresholds (Fig. 7) . With decreasing threshold, the number of retrieved features increases until the threshold approaches 0.001, after which the number of resulting features is constant at 30 (data not shown). The highest accuracy achieved is 86.2% with 26 features for a threshold value of 0.02. This result shows that there is equilibrium in the heuristic search of FDR such that small threshold values can result in swamping the system with noisy features and large threshold values can increase the risk of losing good features.
Lastly, we carried out feature selection using a genetic algorithm. Such algorithms have dependence on where in the feature space we start the search. We tried three starting choices ( Fig. 8 ): random subsets of SLF7; the SLF8 feature set; and the SLF12 feature set. A random start performs better than the other two locally good starts with fewer steps to converge and higher classification accuracy achieved. A good start might trap the program in some local minimum and prevent the system from converging to an optimal feature subset. For instance, SLF8 as a very good start subset traps the system to a suboptimal state after two iterations, while a random start jumps out from the same suboptimal to a better suboptimal state after one more iteration. The highest accuracy achieved is 87.5% with 43 features and random starting feature subsets, while 87.1% with 34 features and 85.9% with 11 features are achieved using SLF8 and SLF12 as the starting subset respectively.
CONCLUSION
The choice of feature reduction method is often a big concern in machine learning applications. Our experiments comparing eight feature reduction methods in the protein subcellular location domain shows that feature selection methods not only give clearer description of reduced feature subset, but perform generally better than feature recombination methods. Table  4 summarizes the results from all eight methods.
Stepwise Discriminant Analysis (SDA) and the Genetic Algorithm give the highest accuracy. SDA is also the most efficient algorithm, which generates the smallest current feature set, SLF12, for an average 80% classification accuracy in 10 major subcellular organelles and structures. As a relatively old statistical method, SDA deserves more attention since it surprisingly outperforms recent advances, such as KPCA and ICA. The reason might be that the simple first order statistics employed in SDA captures the ground truth in machine learning: the ability of each feature to separate different classes while keeping every single class as tight as possible determines the discrepancy among classes.
The 84-dimensional SLF7 feature set could be reduced to a subset containing 39 features selected by SDA that gives higher accuracy by using dagsvm than that of SLF8 with a one-hidden-layer neural network. In addition, dagsvm trained by the SMO method performs much faster than neural network both in training and testing. Therefore, it is desirable to use dagsvm in any wrapper-based feature selection system where the training and testing time of the wrapper classifier determines the efficiency of the system. The smaller SLF12 contains three texture features, two moment features, and three morphological features, which demonstrates the importance of diversity in choosing feature sources for protein subcellular location recognition via fluorescence microscope images. The smaller size of the reduced feature subset can reduce computation load in real-time applications such as online image classification and could serve as multidimensional indexing basis for content-based image database applications.
Feature Description SLF1.3 The average number of above-threshold pixels per object SLF7.74 Haralick texture features: Entropy SLF3.19 Zernike moment feature Z_2_0 with polynomial degree 2 and angular dependence 0 SLF7.79 The fraction of cellular fluorescence not included in objects SLF7.71 Haralick texture features: Sum Average SLF7.76 Haralick texture features: Difference Entropy SLF3.23 Zernike moment feature Z_4_0 with polynomial degree 4 and angular dependence 0 SLF7.9 The fraction of the non-zero pixels in a cell that are along an edge Table 3 . The features in SLF12, which comprise the first 8 features selected by SDA from SLF7. Table 2 . Confusion matrix for SVM classifiers using the 8 features of SLF12. The average accuracy was 80.1%.
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