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Abstract
We study the relations between the Lipschitz constant of 1-field introduced in [12] and
the Lipschitz constant of the gradient canonically associated with this 1-field. Moreover, we
produce two explicite formulas that make up Minimal Lipschitz extensions for 1-field. As
consequence of the previous results, for the problem of minimal extension by continuous func-
tions from Rm to Rn, we also produce analogous explicite formulas to those of Bauschke and
Wang (see [6]). Finally, we show that Wells’s extensions of 1-field are absolutely minimal Lip-
schitz extension when the domain of 1-field to expand is finite. We provide a counter-example
showing that this result is false in general.
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1 Introduction
Fix n ∈N, n≥ 1. Let Ω be a non-empty subset of Euclidean space Rn. We denote 〈,〉 the standard
scalar product in Rn. LetP1(Rn,R) be the set of first degree polynomials mapping Rn to R, i.e
P1(Rn,R), {P : a ∈ Rn 7→ P(a) = p+ 〈v,a〉 ,where p ∈ R,v ∈ Rn}.
Let us consider a 1-field F on domain dom(F),Ω defined by
F :Ω→P1(Rn,R)
x 7→ F(x)(a), fx+ 〈Dx f ;a− x〉, (1)
where a ∈ Rn is the evaluation variable of the polynomial F(x) and x ∈ Ω 7→ fx ∈ R, x ∈ Ω 7→
Dx f ∈ Rn are mappings associated with F . We will always use capital letters to denote the 1-field
and small letters to denote these mappings.
The Lipschitz constant of F introduced in [12] is
Γ1(F ;Ω), sup
x,y∈Ω
x 6=y
Γ1(F ;x,y), (2)
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where
Γ1(F ;x,y), 2 sup
a∈Rn
|F(x)(a)−F(y)(a)|
‖x−a‖2+‖y−a‖2 . (3)
If Γ1(F ;Ω) < +∞, then the Whitney’s conditions [30], [9] are verified and the 1-field F can
be extended in Rn: there exists g ∈ C 1(Rn,R) such that g(x) = fx and ∇g(x) = Dx f for all x ∈ Ω
where ∇g is the usual gradient. Moreover, from [12, Theorem 2.6] we can find g which satisfies
Γ1(G;Rn) = Γ1(F ;Ω),
where G is the 1-field associated to g, i.e
G(x)(y) = g(x)+ 〈∇g(x),y− x〉 , ∀x,y ∈Ω.
It means that the Lipschitz constant does not increase when extending F by G. We say that G is a
minimal Lipschitz extension (MLE for short) of F and we have
Γ1(G;Rn) = inf{Lip(∇h,Rn) : h(x) = fx,∇h(x) = Dx f ,x ∈Ω, h ∈ C 1,1(Rn,R)},
where the notation Lip(u, .) means that
Lip(u;x,y), ‖u(x)−u(y)‖‖x− y‖ , x 6= y ∈Ω, and Lip(u;Ω), supx 6=y∈Ω
Lip(u;x,y). (4)
It is worth asking what is it the relationship between Γ1(F,Ω) and Lip(D f ,Ω) ? From [12], we
know that Lip(D f ,Ω) ≤ Γ1(F,Ω). In special case Ω = Rn we have Lip(D f ,Rn) = Γ1(F,Rn) but
in general the formula Lip(D f ,Ω) = Γ1(F,Ω) is untrue. In this paper we will prove that if Ω is an
non empty open subset of Rn then
Γ1(F,Ω) = max{Γ1(F,∂Ω),Lip(D f ,Ω)}, (5)
where ∂Ω is a boundary of Ω.
Moreover if Ω is a convex subset of Rn then
Γ1(F,Ω)≤ 2Lip(D f ,Ω). (6)
Knowing the set of uniqueness of minimal extensions of a taylonian biponctual field, allows better
understand the relation between Γ1(F) and Lip(D f ). For further more details see Section 3.
In Section 4, we present two MLEs U+ and U− of F of the form
U+ : x ∈ Rn 7→U+(x)(a), u+(x)+ 〈Dxu+;a− x〉,a ∈ Rn.
where
u+(x),max
v∈Λx
inf
a∈Ω
Ψ+(F,x,a,v), Dxu+ , argmax
v∈Λx
inf
a∈Ω
Ψ+(F,x,a,v),
and
2
U− : x ∈ Rn 7→U−(x)(a), u−(x)+ 〈Dxu−;a− x〉, a ∈ Rn,
where
u−(x), min
v∈Λx
sup
a∈Ω
Ψ−(F,x,a,v), Dxu− , arg min
v∈Λx
sup
a∈Ω
Ψ−(F,x,a,v),
where Λx is a non empty and convex set of Rn, defined in Definition 14. These maps and their
gradients are explicit sup-inf formulas that is to say they only depend on F . In addition they are
extremal : the first is over and the second is under that is to say
u−(x)≤ gx ≤ u+(x), ∀x ∈ Rn,
for all MLE G of F .
Now, we draw the connection between the formula u+ and the formula of Wells [28]. From
[28, Theorem 2], we know that if κ > 0 satisfies
fy ≤ fx+ 12〈Dx f +Dy f ,y− x〉+
κ
4
(x− y)2− 1
4κ
(Dx f −Dy f )2,∀x,y ∈Ω,
then there exists w+ ∈ C 1,1(Rn,R) such that w+(x) = fx, ∇w+(x) = Dx f for all x ∈ Ω, and
Lip(∇w+,Rn)≤ κ .
Further, if g ∈ C 1,1(Rn,R) with g(x) = fx, ∇g(x) = Dx f for all x ∈ Ω and Lip(∇g,Rn) ≤ κ ,
then g(x)≤ w+(x) for all x ∈ Rn.
The construction of Wells w+ is explicit when Ω is finite. The construction of Wells extend to
infinite Ω by passing to the limit but there is no explicit formula. In sections 4 and 7, we will prove
that if κ is assigned the Lipschitz constant of the field F , then w+ is a MLE. Further, in this case
w+ is an over extremal extension of F and u+ = w+. We find a function w− (similarly from the
construction of w+) and we have u− = w−.
We pay attention to the case when Ω is finite. Say it is interesting despite this restrictive
assumption. In this case we have explicit constructions of w±. In section 6, we will prove that
w± are absolutely minimal Lipschitz extensions (AMLEs for short) of F . This means that for any
bounded open D satisfying D⊂ Rn\Ω we have
Γ1(w±,D) = Γ1(w±,∂D). (7)
These result give the existence of AMLEs of F when Ω is finite. In general one dose not have
uniqueness since it may happen w− < w+. In fact, we even have infinity solutions AMLE of F
(see Corollary 29 ).
When Ω is infinite, w+ and w− are extremal MLE, but in general are not AMLE of F . To prove
this, we present, in section 6, an example of mapping F for which w+ and w− are not AMLE of F .
In this particular example, we can check that
1
2
(w++w−) is the unique AMLE of F , moreover this
function is not C 2 although the domain Ω of F is regular and F is a regular 1-field. The question
of the existence of an AMLE remains an open and a difficult problem when Ω is infinite see [14]
and the references therein.
In Section 5, we explain how to use the previous ideas and methods to construct MLE of
mappings from Rm to Rn, i.e, to solve the Kirszbraun-Valentine extension problem [18, 27]. Let
us define firstQ0 as the problem of the minimum extension for Lipschitzian functions, secondQ1
3
as the problem of the minimum extension for 1-fields. Curiously, we will show that the problem
Q0 is a sub-problem of the problem Q1. As a consequence, we obtain two explicit formulas see
(36) and (37) that solve the problemQ0.
The Bauschke-Wang result [6] gives an explicite formula for the Kirsbraun-Valentine problem
from Rm to Rn. By our approach, we produce analogous formulas. Moreover, when the domain
of the function to extend is finite, the result of Wells gives an explicite construction of minimal
Lipschitz extensions.
2 Preliminaries
For any Ω open subset of Rn, denote by C 1,1(Ω,R) the set of all real-valued function f that is
differentiable on Ω and the differential ∇ f is lipschitzian, that is Lip(∇ f ,Ω)<+∞.
Let Ω be a subset of Rn. The 1-field F of domain Ω is define by (see(1))
F :Ω→P1(Rn,R)
x 7→ F(x)(a) = fx+ 〈Dx f ;a− x〉,a ∈ Rn (8)
with fx ∈ R and Dx f ∈ Rn, fror all x ∈ Rn.
Definition 1. We call F to be a Taylorian field on Ω if F is a 1-field on Ω and Γ1(F,Ω)<+∞.
Denote byF 1(Ω) the set of all Taylorian fields on Ω.
Information and precision for the reader : Let Ω be a subset of Rn and F ∈F 1(Ω). Let us
define the map
f (x), F(x)(x) = fx, x ∈Ω.
Suppose that Ω is open, using [12, Proposition 2.5] we have f ∈ C 1,1(Ω,R) and ∇ f (x) = Dx f ,
∀x ∈Ω.
Suppose that Ω is any subset of Rn then using [12, Theorem 2.6] there exists F˜ ∈F 1(Rn) which
extends F . Moreover f˜ ∈ C 1,1(Rn,R) and ∇ f (x) , ∇ f˜ (x) = Dx f , x ∈ Ω. Conclusion : in all
situations, we can canonically associate F and f .
Using the notation V ⊂⊂Ω if V is compact and V ⊂Ω.
Let x,y ∈ Rn. We define:
B(x;r), {y ∈ Rn : ‖y− x‖< r}.
B(x;r), {y ∈ Rn : ‖y− x‖ ≤ r}.
B1/2(x,y) is the closed ball of center
x+y
2 and radius
‖x−y‖
2 .
The line segment joining two points x and y is denote by [x,y], i.e [x,y], {tx+(1−t)y : 0≤ t ≤ 1}.
The | symbol designates in restriction to.
Definition 2. Let Ω be a subset of Rn and let F ∈F 1(Ω). For any a 6= b ∈Ω, we define
Aa,b(F) ,
2( fa− fb)+ 〈Da f +Db f ,b−a〉
‖a−b‖2 .
Ba,b(F) ,
‖Da f −Db f‖
‖a−b‖ .
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Definition 3. Let Ω1 ⊂Ω2 ⊂ Rn and F ∈F 1(Ω1).
We call G ∈F 1(Ω2) a extension of F on Ω2 if G(x) = F(x) for x ∈Ω1.
We say that G ∈F 1(Ω2) is a minimal Lipschitz extension (MLE) of F on Ω2 if G is an exten-
sion of F on Ω2 and
Γ1(G;Ω2) = Γ1(F ;Ω1).
We say that G1 ∈F 1(Ω2) is an over extremal Lipschitz extension (over extremal for short) and
G2 is an under extremal Lipschitz extension of F on Ω2 if G1 and G2 are MLEs of F on Ω2 and
g2(x)≤ k(x)≤ g1(x), x ∈Ω2,
for all K MLE of F .
We say that G ∈F 1(Ω2) is an absolutely minimal Lipschitz extension (AMLE) of F on Ω2 if
G is a MLE of F on Ω2 and
Γ1(G;V ) = Γ1(F ;∂V ),
for any bounded open V satisfying V ⊂Ω2\Ω1.
We recall some results in [12] that will be useful in sections 3 and 4:
Proposition 4. [12, Proposition 2.2 and remark 2.3] Let Ω be a subset of Rn and let F ∈F 1(Ω)
then for any a,b ∈Ω,a 6= b we have
Γ1(F ;a,b) =
√
Aa,b(F)2+Ba,b(F)2+
∣∣Aa,b(F)∣∣= 2 sup
y∈B1/2(a,b)
F(a)(y)−F(b)(y)
‖a− y‖2+‖b− y‖2 .
Theorem 5. [12, Theorem 2.6] Let Ω1 ⊂ Ω2 ⊂ Rn and let F ∈F 1(Ω1) then there exists a MLE
G ∈F 1(Ω2) of F on Ω2.
3 Relations between Γ1(F ;Ω) and Lip(D f ;Ω)
In this section Ω is an open subset of Rn. Let F ∈F 1(Ω).
From Proposition 4, we have Γ1(F ;Ω) ≥ Lip(D f ;Ω). When Ω = Rn, we know that (see [12,
Proposition 2.4])
Lip(D f ,Rn) = Γ1(F,Rn),
but in general Γ1(F ;Ω) may be strictly bigger than Lip(D f ;Ω). For example, let A and B be open
sets in Rn such that A∩B = /0. Let Ω = A∪B, then Ω is open. Let F ∈F 1(Ω) such that fx = 0
if x ∈ A, fx = 1 if x ∈ B, and Dx f = 0 ,∀x ∈ Ω. Then Lip(D f ;Ω) = 0 and from Proposition 4 we
have
Γ1(F ;Ω) = sup
x∈A
sup
y∈B
4
‖x− y‖2 > 0.
We now give two new results where we have Γ1(F,Ω) = Lip(D f ,Ω).
Proposition 6. Let F ∈ F 1(Ω). Suppose there exist a,b ∈ Ω,a 6= b such that Γ1(F ;a,b) =
Γ1(F ;Ω), then Γ1(F ;Ω) = Lip(D f ;Ω).
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Proof. It is enough to prove that Γ1(F ;Ω)≤ Lip(D f ;Ω).
Let G = F |{a,b} be a Taylorian field on dom(G) = {a,b} with G(a) = F(a) and G(b) = F(b).
Let U be a MLE of F onRn. We have U(a) = F(a) =G(a), U(b) = F(b) =G(b) and Γ1(U ;Rn) =
Γ1(F ;Ω) = Γ1(F ;a,b) = Γ1(G;dom(G)). Therefore U is a MLE of G on Rn.
Using [14, Lemma 8 and Lemma 10], there exists a point c ∈ B1/2(a,b) such that
Lip(Du;x,y) = Lip(Du;s, t) = Γ1(G;a,b) = Γ1(F ;a,b), (9)
for all x,y ∈ [a,c] (x 6= y) and s, t ∈ [b,c] (s 6= t).
Since a 6= b, we have c 6= a or c 6= b. We can assume c 6= a. Because Ω is open, there exists
x 6= y ∈ [a,c]∩Ω, thus from (9) we have
Lip(D f ;Ω)≥ Lip(D f ;x,y) = Lip(Du;x,y) = Γ1(F ;a,b) = Γ1(F ;Ω).
Proposition 7. Let F ∈F 1(Ω). Suppose there exists Ω′ ⊂⊂ Ω such that Γ1(F ;Ω′) = Γ1(F ;Ω),
then Γ1(F ;Ω) = Lip(D f ;Ω).
Proof. Again, it is enough to prove that Γ1(F ;Ω) ≤ Lip(D f ;Ω). Let h > 0, we define Λh =
{(a,b) ∈ Ω′×Ω′ : |a− b| ≥ h} and Γ1h(F ;Ω′) = sup
(a,b)∈Λh
Γ1(F ;a,b). Applying Proposition 4, the
mapping (a,b) 7→ Γ1(F ;a,b) is continuous on Λh. Moreover, Λh is compact, thus there exists
(ah,bh) ∈ Λh such that
Γ1(F ;ah,bh) = Γ1h(F ;Ω′). (10)
*Case 1: There exists h > 0 such that
Γ1h(F ;Ω′) = Γ
1(F ;Ω′) (11)
From (10),(11) and the condition Γ1(F ;Ω′) = Γ1(F ;Ω), we have Γ1(F ;ah,bh) = Γ1(F ;Ω). Ap-
plying Proposition 6 we have Γ1(F ;Ω) = Lip(D f ;Ω).
*Case 2: For all h > 0, we always have
Γ1h(F ;Ω′)< Γ
1(F ;Ω′). (12)
Let h= 1/n, then for any n∈N there exist (an,bn)∈Λ1/n such that Γ1(F ;an,bn)=Γ11/n(F ;Ω′).
Since (an),(bn)⊂Ω′ and Ω′ is compact, there exist a subsequence (ank) of (an) and a subsequence
(bnk) of (bn) such that (ank) converges to an element a of Ω′ and (bnk) converges to an element b
of Ω′.
If a 6= b then
Γ1(F ;Ω′) = lim
k→∞
Γ11/nk(F ;Ω
′) = lim
k→∞
Γ1(F ;ank ,bnk) = Γ
1(F ;a,b).
But this is not possible because for l = |a−b|> 0 we deduce from (12) that Γ1(F ;a,b)≤Γ1l (F ;Ω′)<
Γ1(F ;Ω′).
Therefore, we must have a = b. From the proof of [12, Proposition 2.4], we see that if
B1/2(x,y) ⊂ Ω then Γ1(F ;x,y) ≤ Lip(D f ;Ω). We will use this property for proving in the case
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a = b. For any ε > 0, since (ank) and (bnk) are both converge to a ∈ Ω′ ⊂ Ω, there exists k ∈ N
such that B1/2(ank ,bnk)⊂Ω and
ε+Γ1(F ;ank ,bnk)≥ Γ1(F ;Ω′) = Γ1(F ;Ω).
Since B1/2(ank ,bnk)⊂Ω we have
Γ1(F ;ank ,bnk)≤ Lip(D f ;Ω).
Therefore
ε+Lip(D f ;Ω)≥ Γ1(F ;Ω).
This inequality holds for any ε > 0, so that we have Lip(D f ;Ω)≥ Γ1(F ;Ω).
Proposition 8. Let Ω be an open and convex set in Rn and let F ∈F 1(Ω). Then
Γ1(F ;Ω)≤ 2Lip(D f ;Ω).
Proof. Let f be the canonical associate to F . We can write
f (x)− f (y) =
1∫
0
〈∇ f (y+ t(x− y)),x− y〉dt
For any x,y ∈Ω and z ∈ Rn we have
F(x)(z)−F(y)(z)
= f (x)− f (y)+ 〈∇ f (x),z− x〉−〈∇ f (y),z− y〉
=
1∫
0
〈∇ f (y+ t(x− y))−∇ f (x),x− z〉dt+
1∫
0
〈∇ f (y+ t(x− y))−∇ f (y),z− y〉dt.
Hence
|F(x)(z)−F(y)(z)|
≤
∫ 1
0
Lip(∇ f ;Ω)‖x− y‖‖x− z‖(1− t)dt+
∫ 1
0
Lip(∇ f ;Ω)‖(x− y)‖‖z− y‖tdt,
=
1
2
Lip(∇ f ;Ω)‖x− y‖(‖x− z‖+‖z− y‖),
≤ 1
2
Lip(∇ f ;Ω)(‖x− z‖+‖z− y‖)2,
≤ Lip(∇ f ;Ω)(‖x− z‖2+‖z− y‖2) .
Therefore Γ1(F ;Ω)≤ 2Lip(∇ f ;Ω) = 2Lip(D f ;Ω).
From the proof of Proposition 8, we obtain
Corollary 9. Let Ω be an open and convex set in Rn and f ∈ C 1,1(Ω,R). Then F ∈F 1(Ω) where
F is the 1-field associated to f .
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Lemma 10. Let u ∈ C 1(Rn,R) then
Lip(∇u;x,y)≤ inf
z∈[x,y]
max{Lip(∇u;x,z),Lip(∇u;z,y)}, for all x,y ∈ Rn.
Proof. Let x,y ∈Ω and z ∈ [x,y] then we have ‖x− y‖= ‖x− z‖+‖z− y‖. It follows
Lip(∇u;x,y) ≤ ‖x− z‖‖x− z‖+‖y− z‖Lip(∇u;x,z)+
‖z− y‖
‖x− z‖+‖y− z‖Lip(∇u;z,y),
≤ max{Lip(∇u;x,z),Lip(∇u;z,y)} .
Proposition 11. There exist Ω open convex set and F ∈F 1(Ω) such that
Lip(∇ f ;Ω)< Γ1(F ;Ω).
Proof. We consider in R2. Let a = (−1,0),b = (1,0). We define U ∈F 1({a,b}) as
Dau = (0,1), Dbu = (0,−1), ua = 1√
3
, ub =− 1√
3
.
We have Aa,b(U) = 1√3 , Ba,b(U) = 1, and Γ
1(F ;{a,b}) =√3.
Using [14, Lemma 7,8], we define
κ = Γ1(F,{a,b}) =
√
3,
c =
a+b
2
+
Dau−Dbu
2κ
,
u˜c =U(a)(c)− κ2 ‖a− c‖
2 =U(b)(c)+
κ
2
‖b− c‖2,
Dcu˜ = Dau+κ(a− c) = Dbu−κ(b− c),
U˜(c)(z) = u˜c+ 〈Dcu˜,z− c〉, z ∈ Rn,
and define
f (z),

U˜(c)(z)− κ
2
〈z− c,a− c〉2
‖a− c‖2 , if p(z)≥ 0 and q(z)≤ 0,
U˜(c)(z)+
κ
2
〈z− c,b− c〉2
‖b− c‖2 , if p(z)≤ 0 and q(z)≥ 0,
U˜(c)(z), if p(z)≤ 0 and q(z)≤ 0,
U˜(c)(z)− κ
2
〈z− c,a− c〉2
‖a− c‖2 +
κ
2
〈z− c,b− c〉2
‖b− c‖2 , if p(z)≥ 0 and q(z)≥ 0,
where p(z) = 〈a− c,z− c〉 and q(z) = 〈b− c,z− c〉.
From [14, Lemma 8], we know that if F is the 1-field associated to f , then F is a MLE of U on
R2. Moreover, from [14, Lemma 9] we have
Ax,y(F) = 0, (13)
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if
x,y ∈ {z ∈ R2 : p(z)≥ 0 and q(z)≤ 0},
or
x,y ∈ {z ∈ R2 : p(z)≤ 0 and q(z)≥ 0},
or
x,y ∈ {z ∈ R2 : p(z)≤ 0 and q(z)≤ 0},
or
x,y ∈ {z ∈ R2 : p(z)≥ 0 and q(z)≥ 0}.
We define 
wa = h− 1β 2 v
wb =−h− 1β 2 v
where h = b−a2 , v =
Dau−Dbu
2κ and β = ‖v‖ ∈ (0,1).
Since ‖h‖= 1, β = ‖v‖, 〈h,v〉= 0, c−a = h+ v and c−b =−h+ v, we have
〈c−a,wa〉= 0 and 〈c−b,wb〉= 0.
There exists α0 ∈ (0,+∞) and α0 is small such that xa = c+α0wb, and xb = c+α0wa are in
the interior of convex hull of {a,b,c}. We define
∆a = {x ∈ R2 : x = c+αwb,α ≥ α0},
∆b = {x ∈ R2 : x = c+αwa,α ≥ α0},
and
ω1 = ∆a∪{a}, ω2 = ∆a∪∆b, ω3 = ∆b∪{b}.
*Step 1: In this step, we will prove that there exist a constant k ∈ (0,1) depending on β and α0
Figure 1:
such that
max
i=1,2,3
Γ1(F ;ωi)≤ kκ.
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Since ‖h‖= 1, ‖v‖= β ∈ (0,1), c−a = h+v, c−b =−h+v, 〈h,v〉= 0, 〈c−a,wa〉= 0 and
〈c−b,wb〉= 0, we have
*If x,x′ ∈ ∆a, then
1
κ
Lip(∇ f ;x,x′) =
‖〈x− x′,a− c〉‖
‖x− x′‖‖a− c‖ = 1−
(β −1)2
1+β 2
. (14)
*If x,x′ ∈ ∆b, then
1
κ
Lip(∇ f ;x,x′) =
‖〈x− x′,b− c〉‖
‖x− x′‖‖b− c‖ = 1−
(β −1)2
1+β 2
. (15)
*If x ∈ ∆a, x′ ∈ ∆b, then
1
κ
Lip(∇ f ;x,x′) =
∥∥∥∥−〈x− x′,c−a〉(c−a)‖x− x′‖‖c−a‖2 + 〈x− x′,c−b〉(c−b)‖x− x′‖‖c−b‖2
∥∥∥∥
= 1− (β −1)
2
1+β 2
. (16)
*If x = c+αwb ∈ ∆a, then
1
κ
Lip(∇ f ;x,a) =
‖〈x−a,a− c〉‖
‖x−a‖‖a− c‖
= 1− α
2(β 2−1)2
(1+β 2)(β 2(1−α)2+(β 2−α)2) . (17)
*If x = c+αwa ∈ ∆b, then
1
κ
Lip(∇ f ;x,b) =
‖〈x−b,b− c〉‖
‖x−b‖‖b− c‖
= 1− α
2(β 2−1)2
(1+β 2)(β 2(1−α)2+(β 2−α)2) . (18)
From (13), (14),(15),(16),(17),(18) and Proposition 4, we have
max
i=1,2,3
Γ1(F ;ωi)≤ kκ, (19)
where k ∈ (0,1) is a constant depending on β and α0.
*Step 2: We will construct Ω open convex set, and a 1-field G ∈F 1(Ω) such that
Lip(∇g;Ω)< Γ1(G;Ω).
Using the notation Rx,y to denote the ray starting x and passing through another point y. Let A1
be the convex hull of ∆a∪{Rxa,a}, A2 be the convex hull of ∆a∪∆b and A3 be the convex hull of
∆b∪{Rxb,b}. Let Ω be the interior of A1∪A2∪A3. Then Ω is open and convex.
Let Gi be MLE of F |ωi , for i ∈ {1,2,3}. We define a 1-field G on Ω by G(x) = Gi(x) if x ∈ Ai
for i ∈ {1,2,3}.
We will prove that G ∈F 1(Ω) and Lip(∇g;Ω)< Γ1(G;Ω).
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Figure 2:
For all x ∈Ω, there exists r > 0 such that B(x,r)⊂Ω. For all h ∈ B(x,r), we have
|gx+h−gx−〈Dxg;h〉| = |G(x+h)(x+h)−G(x)(x+h)|,
≤ 1
2
max
i=1,2,3
Γ1(Gi;Ai)‖h‖2.
Hence g ∈ C 1(Ω,R).
Thus, by applying Lemma 10 and Proposition 4 we have
Lip(∇g;Ω)≤ max
i=1,2,3
Lip(∇g;Ai)≤ max
i=1,2,3
Γ1(F ;Ai)≤ kκ. (20)
Therefore, by applying Corollary 9 we have G ∈F 1(Ω).
On the other hand, we have
Γ1(G;Ω) = Γ1(G;Ω)≥ Γ1(G;a,b) = κ. (21)
From (20) and (21). We have
Lip(∇g;Ω)≤ kκ ≤ kΓ1(G;Ω)< Γ1(G;Ω).
Remark 12. With the same notation as the proof of Proposition 11. There exist an open strictly
convex Ω′ subset of Ω such that a,b ∈Ω′, and we have
Lip(∇g;Ω′)≤ Lip(∇g;Ω)≤ kκ ≤ kΓ1(G;Ω′)< Γ1(G;Ω′).
Thus in Proposition 11 we can replace Ω open convex by Ω open strictly convex.
Moreover, when we let xa, xb such that dist(xa, [a,b]) and dist(xb, [a,b]) converge to 0. Then
the smallest constant k that is chosen satisfying (19) converges to
√
3
2 . An interesting question is
that what is the optimal constant c that is the largest constant and satisfies Lip(∇g,Ω)≥ cΓ1(F,Ω)
for all Ω open convex set and for all F ∈F 1(Ω) ? We do not exact value of the optimal constant
c, but from above consideration and Proposition 8, we obtain c ∈ [12 ,
√
3
2 ].
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Theorem 13. Let Ω be an open set in Rn and let F ∈F 1(Ω). We have
Γ1(F ;Ω) = max
{
Lip(D f ;Ω),Γ1(F ;∂Ω)
}
.
Proof. From [12, Proposition 2.10] we know that Γ1(F ;Ω) = Γ1(F ;Ω). Thus
Γ1(F ;Ω)≥ Γ1(F ;∂Ω). (22)
Furthermore, we know that Γ1(F ;Ω)≥ Lip(D f ;Ω). Therefore,
Γ1(F ;Ω)≥max{Lip(D f ;Ω),Γ1(F ;∂Ω)} .
Conversely, let us turn to the proof of the opposite inequality:
Γ1(F ;Ω)≤max{Lip(D f ;Ω),Γ1(F ;∂Ω)} . (23)
Let F|∂Ω be the restriction of F to ∂Ω and let G be a MLE of F|∂Ω on Rn\Ω. We have G = F on
∂Ω and
Γ1(G;Rn\Ω) = Γ1(F ;∂Ω). (24)
We define
H(x),
{
F(x), if x ∈Ω,
G(x), if x ∈ Rn\Ω.
*Step 1: We will prove that H ∈F 1(Rn). Indeed, let x,y ∈ Rn (x 6= y). We have three cases:
Case 1: If x,y ∈Ω (x 6= y) then Γ1(H;x,y) = Γ1(F ;x,y)≤ Γ1(F ;Ω).
Case 2: If x,y ∈ Rn\Ω (x 6= y) then since (22) and (24) we have
Γ1(H;x,y) = Γ1(G;x,y)≤ Γ1(G,Rn\Ω) = Γ1(F ;∂Ω)≤ Γ1(F,Ω).
Case 3: If x ∈Ω and y ∈ Rn\Ω. Let H|{x,y} be the restriction of H to dom(H|{x,y}) = {x,y}. From
[14, Proposition 2], there exists c ∈ B1/2(x,y) such that:
Γ1(H;x,y)≤max{Γ1(H;x,z),Γ1(H;z,y)}, for all z ∈ [x,c]∪ [y,c].
Let z ∈ ([x,c]∪ [y,c])∩∂Ω, we obtain
Γ1(H;x,y)≤max{Γ1(H;x,z),Γ1(H;z,y)}.
Moreover, since x,z ∈Ω we get
Γ1(H;x,z) = Γ1(F ;x,z)≤ Γ1(F ;Ω) = Γ1(F ;Ω),
and since y,z ∈ Rn\Ω we get
Γ1(H;z,y) = Γ1(G;z,y)≤ Γ1(G;Rn\Ω) = Γ1(F ;∂Ω)≤ Γ1(F ;Ω).
Therefore Γ1(H;x,y)≤ Γ1(F ;Ω).
Combining these three cases we have Γ1(H;Rn)≤Γ1(F ;Ω)<+∞. This implies that H ∈F 1(Rn).
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*Step 2: We will prove (23). Since H ∈F 1(Rn), we have Γ1(H;Rn) = Lip(∇h;Rn) by ([12,
Proposition 2.4]). Thus
Γ1(F ;Ω) = Γ1(H;Ω)≤ Γ1(H;Rn) = Lip(∇h;Rn).
On the other hand, Lip(D f ;Ω) = Lip(∇h;Ω) and
Γ1(F ;∂Ω) = Γ1(G;Rn\Ω) = Γ1(H;Rn\Ω)≥ Lip(∇h;Rn\Ω).
Therefore, to prove (23), it suffices to show that
Lip(∇h;Rn)≤max{Lip(∇h;Ω),Lip(∇h;Rn\Ω)} .
The final inequality is true from Lemma 10.
4 Sup-Inf Explicit Formulas for Minimal Lipschitz Extensions
for 1-Fields on Rn
In this section let Ω be a nonempty subset of Rn. Fix F ∈F 1(Ω) and define κ , Γ1(F ;Ω). We
will give two explicit formulas for extremal extension problem of F on Rn.
Definition 14. For any a,b ∈Ω and x ∈ Rn, we define
va,b ,
1
2
(Da f +Db f )+
κ
2
(b−a),
αa,b , 2κ( fa− fb)+κ 〈Da f +Db f ,b−a〉− 12‖Da f −Db f‖
2+
κ2
2
‖a−b‖2
, (κAa,b(F)−
Ba,b(F)2
2
+
κ2
2
)‖a−b‖2,
βa,b(x) ,
∥∥∥∥12(Da f −Db f )+ κ2 (2x−a−b)
∥∥∥∥2 ,
We know (see [[12], Theorem 2.6]) that αa,b ≥ 0 thus we can define
ra,b(x) ,
√
αa,b+βa,b(x),
Λx ,
{
v ∈ Rn : ‖v− va,b‖ ≤ ra,b(x),∀a,b ∈Ω
}
.
Definition 15. For any a ∈Ω, x ∈ Rn and v ∈ Λx we define
Ψ+(F,x,a,v) , fa+
1
2
〈Da f + v,x−a〉+ κ4 ‖a− x‖
2− 1
4κ
‖Da f − v‖2,
Ψ−(F,x,a,v) , fa+
1
2
〈Da f + v,x−a〉− κ4 ‖a− x‖
2+
1
4κ
‖Da f − v‖2,
u+(x) , sup
v∈Λx
inf
a∈Ω
Ψ+(F,x,a,v),
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An important part of the proof of the [Theorem 2.6, [12]] shows that Λx is nonempty for all
x ∈ Rn. Since Λx is nonempty and compact, and the map v 7−→ Ψ+(F,x,a,v) is continuous, the
map u+ is well defined.
Proposition 16. Fix x ∈ Rn. Then there exists a unique element v+x ∈ Λx such that
u+(x) = inf
a∈Ω
Ψ+(F,x,a,v+x ).
Proof. Since Λx is compact and nonempty, there exists v+x ∈ Λx such that
u+(x) = inf
a∈Ω
Ψ+(F,x,a,v+x ).
We will prove that v+x is uniquely determined. Indeed, for any a ∈Ω we define
ga(v) =Ψ+(F,x,a,v), for v ∈ Λx.
Then for any t ∈ (0,1) and (v1,v2) ∈ Rn×Rn
ga(tv1+(1− t)v2) = tga(v1)+(1− t)ga(v2)+ 14κ t(1− t)‖v1− v2‖
2.
Thus ga is strictly concave. If we define g(v) = inf
a∈Ω
ga(v) for v ∈ Λx then for any t ∈ (0,1) and
(v1,v2) ∈ Rn×Rn
g(tv1+(1− t)v2)≥ tg(v1)+(1− t)g(v2)+ 14κ t(1− t)‖v1− v2‖
2.
Thus g is also strictly concave.
To prove v+x is uniquely determined, we need to prove that if g(v) = g(v
+
x ) then v = v
+
x , where
v ∈ Λx. Assume by contradiction there exists v ∈ Λx such that v 6= v+x and g(v) = g(v+x ). Since Λx
is a convex set we have tv+(1− t)v+x ∈ Λx for t ∈ (0,1). Thus g(tv+(1− t)v+x ) > tg(v)+ (1−
t)g(v+x ) = g(v
+
x ), which is a contradiction to g(v
+
x ) = sup
v∈Λx
g(v).
The previous proposition allows to define the following one-field
Definition 17.
U+ : x ∈ Rn 7→U+(x)(a), u+(x)+ 〈Dxu+;a− x〉,a ∈ Rn. (25)
with
u+(x),max
v∈Λx
inf
a∈Ω
Ψ+(F,x,a,v), Dxu+ , argmax
v∈Λx
inf
a∈Ω
Ψ+(F,x,a,v).
Using the proof of [Theorem 2.6, [12]], we can easily show the following proposition
Proposition 18. Let x0 ∈ Rn and define Ω1 =Ω∪{x0}. Let U an extension of F on Ω1. Then the
following conditions are equivalent
(i)U is a MLE of F on Ω1.
(ii)
sup
a∈Ω
Ψ−(F,x,a,Dxu)≤ u(x)≤ inf
a∈Ω
Ψ+(F,x,a,Dxu), ∀x ∈Ω1.
Furthermore[
sup
a∈Ω
Ψ−(F,x,a,Dxu)≤ inf
a∈Ω
Ψ+(F,x,a,Dxu)
]
⇔ [Dxu ∈ Λx] , ∀x ∈Ω1.
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Corollary 19. Let Ω1 be a subset of Rn such that Ω ⊂ Ω1. Let G be a MLE of F on Ω1. For all
x ∈Ω1, we have Dxg ∈ Λx and
sup
a∈Ω
Ψ−(F,x,a,Dxg)≤ g(x)≤ inf
a∈Ω
Ψ+(F,x,a,Dxg)≤ u+(x), ∀x ∈Ω1.
Proof. The proof is immediate from Proposition 18.
Theorem 20. The 1-field U+ is the unique over extremal extension of F.
Proof. Applying Theorem 47, there exists W+ an over extremal extension of F on Rn. Let w+ be
the canonical associates to W+. We will prove U+ =W+ on Rn.
*Step 1: Let x ∈Ω. Since W+ is an extension of F we have W+(x) = F(x). Noting that Λx has
a unique element to be Dx f (since x ∈Ω and from the definition of Λx). So that Dxu+ = Dx f and
u+(x) = inf
a∈Ω
Ψ+(F,x,a,Dx f ).
From Proposition 18 we have
Ψ+(F,x,a,Dx f )≥ f (x), for any a ∈Ω.
Furthermore, when a = x we have Ψ+(F,x,x,Dx f ) = f (x). Therefore u+(x) = f (x).
Conclusion for all x ∈Ω, U+(x) =W+(x).
*Step 2: Let x ∈ Rn\Ω. We first prove that u+(x) ≥ w+(x). Since W+ is a MLE of F on Rn,
we can apply Proposition 18 to obtain Dxw ∈ Λx and
w+(x)≤ inf
a∈Ω
Ψ+(F,x,a,Dxw)≤ u+(x).
Conversely, we will prove that u+(x) ≤ w+(x). Applying Proposition 16, Dxu+ is the unique
element in Λx such that u+(x) = inf
a∈Ω
Ψ+(F,x,a,Dxu+).
We define the 1-field G of domain Ω∪{x} as
G(y), F(y), y ∈Ω and G(x),U+(x)
Since Dxg = Dxu+ ∈ Λx, we can apply Proposition 18 to have
g(x) = u+(x) = inf
a∈Ω
Ψ+(F,x,a,Dxg)≥ sup
a∈Ω
Ψ−(F,x,a,Dxg). (26)
From (26) and Proposition 18, we have G to be a MLE of F on Ω∪{x}.
By applying [Theorem 2.6, [12]] there exists G˜ to be a MLE of G on Rn.
Since dom(F) ⊂ dom(G), G˜ is also a MLE of F on Rn. Since W+ is over extremal extension
of F on Rn, we have g˜(x)≤ w+(x) for all x ∈Rn. Thus u+(x) = g(x) = g˜(x)≤ w+(x). Combining
this with w+(x)≤ u+(x) we have u+(x) = w+(x).
Finally, using Proposition 18 and the previous equality we have
u+(x) = w+(x)≤ inf
a∈Ω
Ψ+(F,x,a,Dxw+)≤ u+(x) = inf
a∈Ω
Ψ+(F,x,a,Dxu+).
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Thus we obtain the following equality
inf
a∈Ω
Ψ+(F,x,a,Dxw+) = inf
a∈Ω
Ψ+(F,x,a,Dxu+).
Therefore Dxw+ = Dxu+ by Proposition 16.
Conclusion for all x ∈ Rn, U+(x) =W+(x).
The uniqueness of an over extremal extension of F arises because W+ be to any over extremal
extension of F .
Thanks to result of Theorem 47. Indeed, this result allows to define an under extremal extension
of F . That is
Definition 21. For any a ∈Ω, x ∈ Rn and v ∈ Λx we define
u−(x) , inf
v∈Λx
sup
a∈Ω
Ψ−(F,x,a,v).
Using the strict convexity of the map v 7−→ Ψ−(F,x,a,v) and the compacity of Λx as in the
proof of proposition 16 (replacing concavity by convexity) we obtain the following proposition
Proposition 22. Let x ∈ Rn. Then there exists a unique element v−x ∈ Λx such that u−(x) =
sup
a∈Ω
Ψ−(F,x,a,v−x ).
This allows us to define the following 1-field
Definition 23.
U− : x ∈ Rn 7→U−(x)(a), u−(x)+ 〈Dxu−;a− x〉, a ∈ Rn. (27)
with
u−(x), min
v∈Λx
sup
a∈Ω
Ψ−(F,x,a,v), Dxu− , arg min
v∈Λx
sup
a∈Ω
Ψ−(F,x,a,v).
Theorem 24. The 1-field U− is the unique under extremal extension of F.
Proof. Using theorem 47 and the Proposition (22) the proof using similar arguments as in the proof
of theorem 20
In conclusion we have the following corollary
Corollary 25. For all minimal Lischitz extension G of F we have
u−(x)≤ g(x)≤ u+(x), ∀x ∈ Rn.
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5 Sup-Inf Explicit Formulas for Minimal Lipschitz Extensions
for function from Rm to Rn
Now, we propose to use the previous results to produce formulas comparable to those Bauschke
and Wang have found see [6].
Let us define first Q0 as the problem of the minimum extension for Lipschitzian functions
second Q1 as the problem of the minimum extension for 1-fields. Curiously, we will show that
the problem Q0 is a sub-problem of the problem Q1. As a consequence, we obtain two explicit
formulas that solve the problemQ0.
More specifically, fix n,m ∈ N∗ and ω ⊂ Rm. Let u be a function from ω maps to Rn. Suppose
Lip(u;ω)<+∞ and define l , Lip(u;ω).
Let us define
Ω, {(x,0) ∈ Rm×Rn : x ∈ ω}
A current element of Rm+n will denote by x := (x(m),x(n)) ∈ Rm+n, with x(m) ∈ Rm and x(n) ∈ Rn.
Now we will define a 1-field associated with u denote by F fromΩ⊂Rn+m maps toP1(Rn+m,R)
as the following
f (x,0), 0, and D(x,0) f , (0,u(x)), for all x ∈ ω. (28)
Let a,b ∈ ω , with a 6= b. Observing that
f (a,0) = f (b,0) = 0, and 〈D(a,0) f +D(b,0) f ,(b−a,0)〉= 0,
and applying Proposition 4 we have
Γ1(F,(a,0),(b,0)) =
‖D(a,0) f −D(b,0) f‖
‖b−a‖ .
Therefore
Γ1(F,Ω) = Lip(u,ω). (29)
Let G be an minimal Lipschitz extension of F . We have G ∈F 1(Rm+n) and
Γ1(F,Ω) = Γ1(G,Rm+n). (30)
Using [12, Proposition 2.4] we have
Γ1(G;Rm+n) = Lip(Dg;Rm+n). (31)
Now we define the map u˜ from Rm to Rn as following
u˜(x), (D(x,0)g)(n), x ∈ Rm. (32)
We will show that u˜ is a minimal Lipschitz extension of u.
First, let x ∈ ω . Since G is an extension of F and by construction of F we have
u˜(x) = (D(x,0)g)
(n) = u(x).
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Thus u˜ is an extension of u.
Second, let x,y ∈ Rm with x 6= y. Using (29), (30) and (31) we have
Lip(u˜;x,y) =
‖(D(x,0)g)(n)−(D(y,0)g)(n)‖
‖x−y‖ ,
≤ ‖D(x,0)g−D(y,0)g‖‖x−y‖ ,
≤ Γ1(G;Rm+n),
= Lip(u,ω).
(33)
Conclusion, u˜ is an minimal Lipchitz extension of u. Therefore, we obtain another proof of Kirs-
braun’s theorem (see [18]).
Theorem 26. Let u be a function from ω ⊂Rm to Rn. Suppose u Lipschitzian. Let F be the 1-field
defined by the formula (28) . Let G be any minimal Lipschitz extension of F. Then the extension u˜
define by the formula (32) is a minimal Lipschitz extension of u.
By replacing G in Theorem 26, by U− and U+, we have two formulas which resolve the
problemQ0. Now describe these formulas which resolve the problemQ0.
Let a,b ∈ ω and x ∈ Rm we define
va,b ,
(
l
2
(b−a), 1
2
(u(a)+u(b))
)
,
αa,b , −12‖u(a)−u(b)‖
2+
l2
2
‖a−b‖,
βa,b(z) , ‖lx−a−b‖2+‖12(u(a)−u(b))‖
2,
ra,b(x) ,
√
αa,b+βa,b(x),
Λx , {v ∈ Rm+n : ‖v− va,b‖ ≤ ra,b(x),∀a,b ∈ ω}.
For v ∈ Rm+n, we define
Φ+(u,x,a,v) , 1
2
〈v(m),x−a〉+ l
4
‖a− x‖2− 1
4l
(‖v(m)‖2+‖u(a)− v(n)‖2), (34)
Φ−(u,x,a,v) , 1
2
〈v(m),x−a〉− l
4
‖a− x‖2+ 1
4l
(‖v(m)‖2+‖u(a)− v(n)‖2). (35)
Now using the previous notation, we define two maps from Rm to Rn as following
k+(x), (argmax
v∈Λx
inf
a∈ωΦ
+(u,x,a,v))(n), x ∈ Rm, (36)
and
k−(x), (arg min
v∈Λx
sup
a∈ω
Φ−(u,x,a,v))(n), x ∈ Rm. (37)
Theorem 27. The maps k+ and k− define by the formulas (36) and (37) are minimal Lipschitz
extensions of u.
Commment 1. If ω is finite using the previous transformation u −→ F the Wells explicite con-
struction of u+ or u− allows to compute u+ and u−.
We know that the proof of Kirszbraun-Valentine’s theorem and the proof of [Theorem 2.6, [12]]
use Zorn’s lemma. Noticing that, like [6], the proof showing that Λx is not empty and the proof of
Wells’ Theorem 38 do not use Zorn’s lemma.
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6 Absolutely Minimal Lipschitz Extensions
6.1 Finite domain
Let A = {p1, ..., pm} be a finite subset of Rn (n≥ 2) and let F ∈F 1(A). Fix κ = Γ1(F ;A). In this
section, we prove that the functions W+(F,A,κ) and W−(F,A,κ) defined in Appendix 7.1 and 7.2
are AMLEs of F on Rn.
Theorem 28. W+(F,A,κ) and W−(F,A,κ) are AMLEs of F on Rn.
Proof. For brevity let us denote W+(F,A,κ) by W+. We prove that W+ is an AMLE of F on Rn.
Since Corollary 39, we have W+ to be an MLE of F on Rn.
Let V be a bounded open satisfying V¯ ⊂Rn \A. We need to prove that Γ1(W+;V ) = Γ1(W+;∂V ).
Indeed, the inequality Γ1(W+;V )≥ Γ1(W+;∂V ) is clearly true, so that we only need to prove that
Γ1(W+;∂V )≥Γ1(W+;V ). Because κ =Γ1(W+;Rn)≥Γ1(W+;V ) and Γ1(W+;∂V )≥Lip(∇w+;∂V )
(from Proposition 4), it is enough to show that Lip(∇w+,∂V )≥ κ .
Applying Proposition 35 we have
⋃
S∈K+
T+S = R
n (K+ and T+S are defined in Appendix 7.1). Since
A has finite elements, we have K+ has finite elements. On the other hand, ∂V has infinite elements.
Therefore there exist S ∈ K+ and x0,y0 ∈ ∂V such that x0,y0 ∈ T+S . Applying [28, Lemma 21] we
have
‖∇w+(x0)−∇w+(y0)‖= κ‖x0− y0‖.
Thus
Lip(∇w+,∂V )≥ ‖∇w
+(x0)−∇w+(y0)‖
‖x0− y0‖ = κ.
Therefore W+ is an AMLE of F on Rn.
The proof for W− is similar.
Corollary 29. There exist infinity solutions AMLE of F on Rn.
Proof. From the definition of W+(F,A,κ) and W−(F,A,κ), we have W+(F,A,κ) 6=W−(F,A,κ).
Let x0 ∈ Rn\A such that W+(F,A,κ)(x0) 6=W−(F,A,κ)(x0). Noting that
Wτ = τW+(F,A,κ)+(1− τ)W−(F,A,κ)
is MLE of F on Rn, for any τ ∈ [0,1].
Thus there exist infinity solution MLE of F on A∪{x0}.
Let G be a MLE of F on A∪{x0}. By the same argument as the proof of Theorem 28, we have
W+(G,A∪{x0},κ) is the AMLE of F on Rn.
Therefore, we have infinity solutions AMLE of F on Rn.
6.2 Infinite domain
Let Ω be a nonempty subset of Rn and let F ∈F 1(Ω). Fix κ = Γ1(F ;Ω). From Section 6.1, we
know that if Ω is a finite set then the functions W+(F,Ω,κ) and W−(F,Ω,κ) defined in Appendix
7.1 and 7.2 are AMLEs of F on Rn (n ≥ 2). So that, we hope that in general case when Ω is an
infinite set, the functions W+(F,Ω) and W−(F,Ω) defined in Appendix 7.3 are also AMLEs of F
on Rn. Unfortunately, this is not true. We give an example that Ω is an infinite set and neither
W+(F,Ω) nor W−(F,Ω) is AMLE of F on Rn.
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Proposition 30. We consider in R2. Let Ω1 = ∂B(0;1) and Ω2 = ∂B(0;2). Let Ω=Ω1∪Ω2. Let
F ∈F 1(Ω) such that fx = 0 for all x in Ω1, fx = 1 for all x in Ω2, and Dx f = 0 for all x in Ω.
Then neither W+(F,Ω) nor W−(F,Ω) is AMLE of F on R2.
Proof. For brevity let us denote W+(F,Ω) by W+. We will prove that W+ is not an AMLE of F
on Rn. To do this, we need to find an open set V ⊂⊂ R2/Ω such that Γ1(W+;V ) 6= Γ1(W+;∂V ).
Let V = {x ∈ R2 : ‖x‖< 3/4} ⊂⊂ R2/Ω, we will prove Γ1(W+;V ) 6= Γ1(W+;∂V ).
Figure 3:
Applying Proposition 4 we have κ = Γ1(F ;Ω) = 4.
LetA be the set of all finite sets AN , where AN = {p1, ..., pN}∪{q1, ...,qN} satisfies {p1, p2, ...pN}⊂
Ω1, {q1,q2, ...,qN} ⊂Ω2 and pi ∈ [0,qi] for all i ∈ 1, ...,N.
Let AN ∈A . For brevity let us denote the functions W+(F,AN ,κ) defined in Appendix 7.1 by W+AN .
Applying Proposition 4 we have κN = Γ1(W+AN ;AN) = 4 = κ .
We have [0+pi2 ,
pi+qi
2 ] ⊂ T+pi , for all i ∈ {1, ...,N}, where T+pi is defined in Appendix 7.1 with the
corresponding definition for the finite set A = AN . From the definition of w+AN , we have:
w+AN (x) =
κ
2
(x− pi)2 = κ2 d
2(x;∂Ω1),
for all x ∈ [ pi2 , pi+qi2 ] and i ∈ {1, ...,N}.
We will prove w+(x) = κ2 d
2(x;∂Ω1) for all x ∈ {1/2 ≤ ‖x‖ ≤ 3/2}. Indeed, for any x0 ∈ {x :
1/2 ≤ ‖x‖ ≤ 3/2}, there exist AN ∈A such that x0 ∈ [0,q1]. From the definition of w+, we have
w+(x0)≤ w+AN (x0) = κ2 d2(x0;∂Ω1). Conversely, we callP to be the set of all finite subsets of Ω.
Then for any P ∈P , there exist AN ∈ A such that P ⊂ AN and x0 ∈ [0,q1]. Applying Theorem
38, we have w+P (x0) ≥ w+AN (x0) = κ2 d2(x0;∂Ω1). Hence w+(x0) = infP∈Pw
+
P (x0) ≥ κ2 d2(x0,∂Ω1).
Therefore w+(x) = κ2 d
2(x;∂Ω1) for all x ∈ {1/2≤ ‖x‖ ≤ 3/2}.
Thus
w+(x) =
κ
2
d2(x;∂Ω1) =
κ
2
(‖x‖−1)2,
for all x ∈V ∩{12 < ‖x‖< 32}= {12 < ‖x‖< 34}.
Let x0,y0 ∈ {12 < ‖x‖< 34} such that x0 ∈ [0,y0], we have
‖∇w+(x0)−∇w+(y0)‖=
∥∥∥∥κ(‖x0‖−1) x0‖x0‖ −κ(‖y0‖−1) y0‖y0‖
∥∥∥∥= κ‖x0− y0‖.
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Hence κ ≥ Γ1(W+;Rn)≥ Γ1(W+;V )≥ Lip(∇w+;V )≥ κ , and hence
Γ1(W+;V ) = κ = 4. (38)
On the other hand, for all x,y ∈ ∂V we have ‖x‖= ‖y‖= 3/4, so that
‖∇w+(x)−∇w+(y)‖=
∥∥∥∥κ(‖x‖−1) x‖x‖ −κ(‖y‖−1) y‖y‖
∥∥∥∥= κ3 ‖x− y‖.
Hence
Bx,y(W+) =
‖∇w+(x)−∇w+(y)‖
‖x− y‖ =
κ
3
.
Moreover, since w+(x) = w+(y) and (∇w+(x)+∇w+(y)) is perpendicular to (y− x), we have
Ax,y(W+) =
2(w+(x)−w+(y))+ 〈∇w+(x)+∇w+(y),y− x〉
‖x− y‖2 = 0.
Applying Proposition 4, we have
Γ1(W+;∂V ) = sup
x,y∈∂V
(√
A2a,b+B
2
a,b+
∣∣Aa,b∣∣)= κ3 = 43 . (39)
From (38) and (39) we have Γ1(W+;V ) 6= Γ1(W+;∂V ). And therefore W+ is not an AMLE of F
on Rn.
The proof for W− is similar.
Remark 31. With the same notation as in Proposition 30. For brevity let us denote w+=w+(F,Ω)
and w− = w−(F,Ω), by computing directly from the definition, we have
w+(x) = −w−(x) = 1− κ
2
x2, ∀x ∈ {x ∈ R2 : 0≤ ‖x‖ ≤ 1
2
},
w+(x) = −w−(x) = κ
2
d2(x,∂Ω1), ∀x ∈ {x ∈ R2 : 12 ≤ ‖x‖ ≤ 1},
w+(x) = w−(x) =
κ
2
d2(x,∂Ω1), ∀x ∈ {x ∈ R2 : 1≤ ‖x‖ ≤ 32},
w+(x) = w−(x) = 1− κ
2
d2(x,∂Ω2), ∀x ∈ {x ∈ R2 : 32 ≤ ‖x‖ ≤ 2},
w+(x) = 1+
κ
2
d2(x,∂Ω2), ∀x ∈ {x ∈ R2 : 2≤ ‖x‖},
w−(x) = 1− κ
2
d2(x,∂Ω2), ∀x ∈ {x ∈ R2 : 2≤ ‖x‖},
where κ = Γ1(F ;Ω) = 4.
We see that w = w
++w−
2 is an AMLE of F on R
2 (although w+ and w− are not AMLEs of F on
R2) and w /∈ C 2(R2,R). Moreover, all MLEs of F coincide on {x ∈ R2 : 1 ≤ ‖x‖ ≤ 2} (because
w+ = w− on {x ∈ R2 : 1≤ ‖x‖ ≤ 2}).
From Proposition 30, we know that W+(F,Ω) is not an AMLE of F on Rn in general case. But
in some case, we have W+(F,Ω) to be an AMLE of F on Rn. We give an example:
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Proposition 32. Let Ω be a nonempty subset of Rn (n ≥ 2). Let F ∈ F 1(Ω) such that Ω˜ =
{p− Dp fκ : p ∈Ω} is a subset of an (n−1)-dimensional hyperplane H, where κ = Γ1(F,Ω). Then
W+(F,Ω) is an AMLE of F on Rn.
Proof. For brevity let us denote W+(F,Ω) by W+. We prove that W+ is an AMLE of F on Rn.
Put κ = Γ1(F ;Ω).
From Theorem 47, we have W+ to be an MLE of F on Rn.
Let V ⊂ Rn\A. We need to prove Γ1(W+;V ) = Γ1(W+;∂V ). Indeed, the inequality Γ1(W+;V )≥
Γ1(W+;∂V ) is clear, so that we only need to prove that Γ1(W+;∂V ) ≥ Γ1(W+;V ). We have
κ = Γ1(W+;Rn) ≥ Γ1(W+;V ) ≥ Γ1(W+;∂V ) ≥ Lip(∇w+,∂V ), so that it suffices to show that
Lip(∇w+,∂V )≥ κ .
Let x0,y0 ∈ ∂V , x0 6= y0 such that (x0− y0) is perpendicular to the hyperplane H.
Figure 4:
Let P be the set of all finite subsets of Ω. For any P ∈P , we have the corresponding function
W+(F,P,κ) (defined in Appendix 7.1) or W+P for short. We define K
+ and T+S for S ∈ K as in
Appendix 7.1 with the corresponding definition for the finite set A = P. Put κP = Γ1(W+P ;Rn).
Since Ω˜= {p− Dp fκ : p ∈Ω} is a subset of H and (x0− y0) is perpendicular to the hyperplane H,
there exist S ∈ K+ such that x0,y0 ∈ T+S . Applying [28, Lemma 21], we have
‖∇w+P (x0)−∇w+P (y0)‖= κP‖x0− y0‖.
Moreover, for any ε > 0, there exists P ∈P such that ‖∇w+P (x0)−∇w+(x0)‖ ≤ ε , ‖∇w+P (y0)−
∇w+(y0)‖ ≤ ε (by [[28], Proposition 3]) and κP > κ− ε . Therefore
Lip(∇w,∂V ) ≥ ‖∇w
+(x0)−∇w+(y0)‖
‖x0− y0‖
≥ −‖∇w
+(x0)−∇w+P (x0)‖
‖x0− y0‖ −
‖∇w+(y0)−∇w+P (y0)‖
‖x0− y0‖
+
‖∇w+P (x0)−∇w+P (y0)‖
‖x0− y0‖
≥ −2ε‖x0− y0‖ +κ− ε.
Hence Lip(∇w,∂V )≥ κ .
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7 Appendix
7.1 Recall the constructions of w+.
Let A = {p1, ..., pm} be a finite subset of Rn, let F ∈F 1(A) and let κ ≥ Γ1(F ;A).
For p ∈ A we define:
p˜+ , p−Dp f/κ,
d+p (x) , fp−
1
2
(Dp f )2/κ+
1
4
κ‖x− p˜+‖2.
When S⊂ A we define
dS+(x) , inf
p∈S
dp+(x),
S˜+ , {p˜+ : p ∈ S},
Ŝ+ , convex hull of S˜+,
S+H , smallest hyperplane containing S˜+,
S+E , {x : d+p (x) = d+p′(x) for all p, p′ ∈ S},
S+∗ , {x : d+p (x) = d+p′(x)≤ d+p′′(x) for all p, p′ ∈ S, p′′ ∈ A},
K+ , {S : S⊂ A and for some x ∈ S+∗ ,d+S (x)< d+A−S(x)}.
Proposition 33 ([28], Lemma 3). Let S+C = S
+
E ∩S+H for S ∈ K+ then S+C is a point.
Definition 34. For all S ∈ K+, set
T+S , {x : x =
1
2
(y+ z)for some y ∈ Ŝ+ and z ∈ S+∗ }
Proposition 35 ([28], Lemma 15,17). We have
⋃
S∈K+
T+S = R
n and (T+S ∩T+S′ )0 = /0 if S 6= S′.
Definition 36. w+S (x), dS(S+C )+ 12κd2(x,S
+
H)− 12κd2(x,S+E ) for S ∈ K+ and x ∈ T+S .
Definition 37. w+(F,A,κ)(x), w+S (x) if x ∈ T+S .
From [28] we know that w+(F,A,κ) is well defined in Rn, w+(F,A,κ) ∈ C 1(Rn,R) and
Lip(∇w+(F,A,κ),Rn)≤ κ .
Theorem 38. We have w+(F,A,κ) ∈ C 1,1(Rn,R) with w+(F,A,κ)(p) = fp, ∇w+(F,A,κ)(p) =
Dp f for all p ∈ A and Lip(∇w+(F,A,κ),Rn)≤ κ .
Further, if g ∈ C 1,1(Rn,R) with g(p) = fp, ∇g(p) = Dp f when p ∈ A and Lip(∇g,Rn) ≤ κ ,
then g(x)≤ w+(F,A,κ)(x) for all x ∈ Rn.
Proof. Applying Proposition 4, we have Γ1(F ;Ω)≤ κ if and only if√
A2x,y(F)+B2x,y(F)+Ax,y(F)≤ κ, ∀x,y ∈Ω,
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This inequality is equivalent to
B2x,y(F)
2M1
+Ax,y(F)≤ κ2 ,
and hence it is equivalent to
fy ≤ fx+ 12〈Dx f +Dy f ,y− x〉+
1
4
κ‖y− x‖2− 1
4κ
‖Dx f −Dy f‖2, for any x,y ∈Ω.
Using [28, Theorem 1], we finish the proof of this theorem.
Corollary 39. In the case κ = Γ1(F ;A), let W+(F,A,κ) be the 1-field associated to w+(F,A,κ)
then W+(F,A,κ) is an over extremal extension of F on Rn.
Proof. From [12, Proposition 2.4] we have Lip(∇w+(F,A,κ),Rn) = Γ1(W+(F,A,κ),Rn). And so
that the proof is immediate from Definition 3 and Theorem 38.
7.2 The constructions of w−.
By the same way, we can construct the function w− as follows.
Let A = {p1, ..., pm} be a finite subset of Rn and let F ∈F 1(A). Let κ ≥ Γ1(F ;A).
For p ∈ A we define:
p˜− , p+Dp f/κ,
d−p (x) , fp+
1
2
Dp f 2/κ− 14κ‖x− p˜
−‖2.
When S⊂ A we define
d−S (x) , sup
p∈S
d−p (x),
S˜− , {p˜− : p ∈ S},
Ŝ− , convex hull of S˜,
S−H , smallest hyperplane containing S˜−,
S−E , {x : d−p (x) = d−p′(x) for all p, p′ ∈ S},
S−∗ , {x : d−p (x) = d−p′(x)≥ d−p′′(x) for all p, p′ ∈ S, p′′ ∈ A},
K− , {S : S⊂ A and for some x ∈ S−∗ ,d−S (x)> d−A−S(x)}.
Proposition 40. Set S−C , S−E ∩S−H for S ∈ K− then S−C is a point.
Definition 41. For all S ∈ K−, set
T−S , {x : x =
1
2
(y+ z) for some y ∈ Ŝ− and z ∈ S−∗ }
Proposition 42. We have
⋃
S∈K−
T−S = R
n and (T−S ∩T−S′ )0 = /0 if S 6= S′.
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Definition 43. w−S (x), dS(S−C )− 12κd2(x,S−H)+ 12κd2(x,S−E ) for S ∈ K and x ∈ T−S .
Definition 44. w−(F,A,κ)(x), w−S (x) if x ∈ T−S .
Theorem 45. We have w−(F,A,κ) ∈ C 1,1(Rn,R) with w−(F,A,κ)(p) = fp, ∇w−(F,A,κ)(p) =
Dp f for all p ∈ A and Lip(∇w−(F,A,κ),Rn)≤ κ .
Further, if g ∈ C 1,1(Rn,R) with g(p) = fp, ∇g(p) = Dp f when p ∈ A and Lip(∇g,Rn) ≤ κ ,
then w−(F,A,κ)(x)≤ g(x) for all x ∈ Rn.
Corollary 46. In the case κ = Γ1(F ;A), let W−(F,A,κ) be the 1-field associated to w−(F,A,κ)
then W−(F,A,κ) is an under extremal extension of F on Rn.
7.3 Domain infinite.
Let Ω be a nonempty subset of Rn and F ∈F 1(Ω). Fix κ = Γ1(F ;Ω).
We callP to be the set of all finite subsets of Ω. Applying Theorem 38 anh Theorem 45, for any
x ∈ Rn, and for any P,P′ ∈P satisfying P⊂ P′ we have
w−(F,P,κ)(x)≤ w−(F,P′,κ)(x)≤ w+(F,P′,κ)(x)≤ w+(F,P,κ)(x).
So that we can define
w+(F,Ω)(x) = inf
P∈P
w+(F,P,κ)(x),
and
w−(F,Ω)(x) = sup
P∈P
w−(F,P,κ)(x).
Theorem 47. Let W+(F,Ω) be the 1-field associated to w+(F,Ω) and let W−(F,Ω) be the 1-field
associated to w−(F,Ω). Then W+(F,Ω) is an over extremal extension of F on Rn and W−(F,Ω)
is an under extremal extension of F on Rn.
Proof. Using [[28], Theorem 2], the proof is similar as Theorem 38 and Corollary 39.
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