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Resumo
Malhas triangulares são representações de dados espaciais comumente utilizadas na ma-
nipulação e visualização de superfícies complexas. Este trabalho apresenta e avalia uma
proposta de representação out-of-core estática de malhas de triângulos tridimensionais,
a qual permite a consulta de vértices e triângulos adjacentes em tempo constante e o
acesso aleatório aos vértices e triângulos da malha, requerendo pouco espaço em memória
principal. A característica out-of-core da representação consiste no fato de que apenas
as informações necessárias para a aplicação são carregadas em memória primária, ficando
o restante armazenado em memória secundária. A representação é estática no sentido
de que, ao ocorrer qualquer alteração topológica, ela deverá ser reconstruída novamente.
Experimentos são realizados em vários modelos de malhas de triângulos para demonstrar
a eficácia da metodologia proposta.
Abstract
Triangular meshes are spatial data representations commonly used in the manipulation
and visualization of complex surfaces. This work proposes and evaluates a static out-
of-core representation of three-dimensional triangle meshes, which allows the query of
adjacent vertices and triangles in constant time and the random access to the vertices and
triangles of the mesh, requiring little space in main memory. The out-of-core feature of the
representation consists in the fact that only the necessary information for the application
is loaded into primary memory, such that the remainder is stored in secondary memory.
The representation is static in the sense that when any topological change occurs, it
must be rebuilt again. Experiments are conducted on several triangle mesh models to
demonstrate the efficacy of the proposed methodology.
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Este capítulo inicia-se com uma breve caracterização do problema gerado por malhas de
triângulos cada vez mais densas para se representar superfícies de objetos tridimensionais.
Os principais objetivos do trabalho, visando obter uma solução eficiente para o problema
de representação de grandes volumes em memória principal, são apresentados e discuti-
dos. As principais contribuições e hipóteses do trabalho são destacadas. Finalmente, a
organização do texto desta dissertação é apresentada.
1.1 Caracterização do Problema
A modelagem e a visualização de dados tridimensionais [52, 69, 77, 87] visam facilitar o
entendimento de suas estruturas e funcionalidades, favorecendo a descoberta de padrões
complexos presentes nos dados.
A exploração de dados tridimensionais complexos é uma atividade com aplicações em
vários domínios de conhecimento, tais como medicina [41], odontologia [29], biologia [53],
arquitetura [82], arqueologia [49] e geologia [22].
Um objeto tridimensional pode ser representado por uma nuvem de pontos [55], ou
seja, um conjunto de pontos definidos em um sistema de coordenadas tridimensional
com o objetivo de representar a superfície externa do objeto. Nuvens de pontos podem
ser criadas por meio de dispositivos chamados digitalizadores (scanners), que capturam
coordenadas X, Y e Z na superfície do objeto.
Embora nuvens de pontos possam ser diretamente manipuladas e renderizadas por
aplicativos gráficos, normalmente elas são convertidas em modelos de malhas de polígo-
nos, tal que a superfície implícita é reconstruída sobre os vértices da nuvem de pontos.
Tipicamente, uma malha de triângulos é utilizada para representar um objeto tridimensi-
onal devido à simplicidade de sua geometria, ao suporte presente em várias placas gráficas
e à adaptabilidade a superfícies irregulares. A Figura 1.1 ilustra o modelo Bunny [84]
representado por uma nuvem de pontos e por uma malha de triângulos.
Com o avanço dos dispositivos de aquisição, cada vez mais detalhes dos objetos físicos
têm sido representados a partir de malhas triangulares tridimensionais. Entretanto, elas
têm se tornado cada vez mais densas. Isso torna o uso e o processamento dessas malhas
uma tarefa mais complexa ou até impraticável nos computadores atualmente disponíveis,
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(a) nuvem de pontos (b) malha de triângulos
Figura 1.1: Modelo Bunny [84] representado por (a) uma nuvem de pontos e por (b) uma
malha de triângulos.
devido à quantidade de memória principal necessária para conseguir manipular tais ma-
lhas. Há, ainda, o interesse crescente na utilização de malhas em dispositivos móveis
(tais como smartphones e tablets), os quais são equipamentos com maiores restrições de
memória principal e processamento.
Com o intuito de contornar essas dificuldades, representações e algoritmos out-of-
core têm sido propostos para evitar que todos os dados estejam na memória principal
durante o seu processamento. Quando necessário, os dados que não estavam na memória
principal são trazidos da memória secundária para a memória principal. Tal característica
permite que grandes volumes de dados, os quais não caberiam na memória principal e não
poderiam ser manipulados em máquinas convencionais, passem agora a ser processados.
1.2 Objetivos e Contribuições
Este trabalho propõe uma representação out-of-core de malhas de triângulos, cujo objetivo
principal é tornar possível, em computadores convencionais, o processamento de malhas
de triângulos muito densas.
A representação out-of-core permitirá o armazenamento de informações de adjacências
entre os elementos (vértices, arestas e faces) da malha, de forma compacta, para prover
acesso aleatório a eles. A partir da representação proposta, processamentos em malhas
de triângulos usando pouca memória principal serão possíveis, permitindo o uso de com-
putadores de configurações modestas para os dias atuais e de plataformas móveis, como
smartphones e tablets.
A representação out-of-core proposta deve apresentar as seguintes características:
• ser compacta, no sentido de requerer poucas informações por triângulo;
• permitir consultas de adjacência de vértices e faces em tempo constante, o que é
uma propriedade importante, visto que vários algoritmos que operam com malhas
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necessitam recorrentemente de informações de adjacência, como é o caso de métodos
de suavização e simplificação de malhas [37,83,86];
• permitir o acesso aleatório aos vértices e faces da malha, possibilitando o percurso
da malha em qualquer ordem desejada.
As contribuições esperadas deste trabalho incluem a geração de malhas triangulares
compactas para permitir a representação, manipulação e visualização de grandes volumes
de dados, a proposição de mecanismo de indexação para o acesso aos elementos da malha
e a utilização da malha em dispositivos móveis e em ambientes distribuídos.
1.3 Hipóteses do Trabalho
As principais hipóteses deste trabalho são formuladas a seguir:
• representações out-of-core permitem o processamento e a renderização de malhas
densas em computadores convencionais e dispositivos móveis?
• políticas de cache são relevantes para representações out-of-core durante o proces-
samento de malhas?
• representações out-of-core são adequadas a uma arquitetura cliente-servidor?
1.4 Organização do Texto
O Capítulo 2 apresenta brevemente conceitos e definições de representação de malhas
de triângulos, métodos de ordenação de malhas de triângulos, representações out-of-core,
algoritmos de simplificação de malhas e políticas de cache. O Capítulo 3 descreve a
metodologia para construção e uso da representação out-of-core proposta. O Capítulo 4
apresenta e discute os resultados experimentais obtidos com a aplicação da metodologia.




Conceitos e Trabalhos Relacionados
Este capítulo inicia-se com uma breve introdução ao conceito de malhas e apresentação
das principais estruturas de dados empregadas para representar malhas triangulares. A
ordenação de malhas é então discutida, que visa tornar mais eficiente o uso da memó-
ria cache existente nas placas gráficas. Em seguida, apresenta-se uma breve revisão de
trabalhos sobre representações out-of-core e algoritmos existentes para simplificação e su-
avização de malhas de triângulos diretamente relacionados à metodologia proposta neste
trabalho. Finalmente, algumas políticas de gerenciamento de cache que serão empregadas
para manter partes da malha na memória principal são analisadas.
2.1 Malhas Triangulares
Uma superfície poligonal [17, 18, 27, 59] é uma aproximação de objetos utilizada para
representar as características geométricas e topológicas desses objetos da maneira mais
fiel possível. Poligonalização [27] refere-se ao processo de construção de uma aproximação
poligonal da superfíce de objetos.
Uma superfície poligonal pode ser obtida por meio da interpolação de pontos amostra-
dos do objeto em questão, formando um conjunto de polígonos, tipicamente uma malha
triangular. Além de sua simplicidade e flexibilidade, as malhas triangulares podem repre-
sentar superfícies em diferentes níveis de detalhe [48,58,64].
Técnicas para construção de malhas triangulares normalmente são classificadas em
duas categorias: refinamento e decimação. Nos métodos de refinamento [15,19,31,48,68],
um novo ponto de dados é iterativamente inserido à malha, tipicamente aquele ponto
que apresenta maior erro de aproximação de acordo com uma determinada métrica. Nos
métodos de decimação [25, 58, 73, 79], o ponto com menor erro de aproximação é iterati-
vamente removido da triangulação atual. Em ambas as abordagens, ajustes locais devem
ser realizados após cada operação de modo a reconstruir a malha, mantendo-a válida. O
processo de refinamento ou decimação termina quando um número máximo de pontos é
satisfeito ou quando uma tolerância de erro é atingida.
Uma abordagem comumente utilizada para construir e manter uma malha triangular
é a triangulação de Delaunay [16, 23, 28], que garante certas propriedades geométricas.
O circuncírculo de cada triângulo na triangulação de Delaunay não deve conter nenhum
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vértice da malha em seu interior. A triangulação de Delaunay maximiza o ângulo mínimo
de todos os triângulos da malha, reduzindo a ocorrência de triângulos estreitos, que podem
causar instabilidade numérica ou artefatos visuais [76].
2.2 Estruturas de Dados
Há várias estruturas de dados topológicos [74] para representar malhas de triângulos
específicas para diferentes aplicações. Algumas dessas aplicações necessitam de acesso
rápido a informações topológicas como, por exemplo, adjacência de triângulos e arestas,
a qual é possível com o uso da winged-edge. Por outro lado, a atividade de renderização
de superfícies requer o uso de representações mais simples e compactas, como é caso das
estruturas indexed meshes [50] e triangle strips [34].
As próximas seções apresentam uma breve descrição dessas, e outras, estruturas de
dados espaciais.
2.2.1 Indexed Mesh
A representação indexed mesh [50] é uma das estruturas de malhas mais comuns devido
a sua simplicidade. Ela é constituída de uma tabela de vértices (triplas de suas coorde-
nadas) e uma tabela de faces, armazenada como tuplas contendo referência aos índices de
seus vértices constituintes. É uma estrutura muito utilizada em renderização, pois, por
exemplo, a API (Application Program Interface) OpenGL [81] tem como um dos modos
de trabalho definir um buffer de vértices e outro de faces.
Essa estrutura não guarda informações explícitas de adjacência (por exemplo, se o
vértice vi é adjacente a vj) e a quais triângulos o vértice vi pertence. Essas informações
podem ser obtidas percorrendo toda a estrutura, ou seja, essas informações não são obtidas
em tempo constante O(1), o que torna essa estrutura não desejável a algumas aplicações,
como suavização de malhas, que requer essas informações de adjacência.
A indexed mesh não é uma estrutura compacta, pois necessita manter as duas listas
(vértices e faces) na memória principal. Esta representação é utilizada em vários formatos
de arquivos populares para armazenamento de malhas de triângulos, como PLY [3] e
OBJ [88]. A Tabela 2.1 ilustra um exemplo de arquivo no formato OBJ, um plano
paralelo ao eixo XZ formado por dois triângulos (Figura 2.1). As linhas que começam
com v são declarações de vértices e linhas que começam com f são declarações de faces.
As faces indicam os índices referentes aos seus vértices.
v 1.0 0.0 -1.0
v 1.0 0.0 1.0
v -1.0 0.0 1.0
v -1.0 0.0 -1.0
f 0 3 2
f 0 2 1
Tabela 2.1: Exemplo de malha de triângulos usando a representação indexed mesh.














Figura 2.1: Plano paralelo ao eixo XZ.
2.2.2 Triangle Soup
Outra estrutura muito utilizada é denominada triangle soup (sopa de triângulos) [80].
Esta representação é constituída por triângulos desestruturados, sem informação de co-
nectividade entre os triângulos. É formada apenas por uma tabela de vértices. A cada
três vértices, um triângulo é formado. Desse modo, vértices são repetidos, tornando-a
uma representação dispendiosa. STereoLithography (STL) [4] é um exemplo de arquivo
de malha representada com a estrutura triangle soup. A API OpenGL permite utilizar
essa representação para armazenar os vértices e triângulos a serem renderizados.
A estrutura triangle soup apresenta problemas similares à estrutura da seção anterior
com relação a consultas de adjacência entre elementos. A Tabela 2.2 mostra a represen-
tação da malha do exemplo da Tabela 2.1. Cada linha é uma declaração de um vértice e







Tabela 2.2: Exemplo de malha de triângulos usando a representação triangle soup.
2.2.3 Triangle Strips
Na representação por triangle strips [34], a malha é representada como um conjunto de
faixas lineares de triângulos (strips), em que cada vértice é combinado com os seus dois
vértices anteriores para formar um triângulo. A Figura 2.2 ilustra um exemplo de uma
triangle strip.
Na Tabela 2.3, o mesmo exemplo da malha mostrada nas seções 2.2.1 e 2.2.2 é ilustrado
por meio de triangle strips. Neste exemplo, a primeira face do plano é declarada nas três








Figura 2.2: Exemplo de triangle strips.
primeiras linhas, a segunda face é declarada usando a segunda, terceira e quarta linhas.
Triangle Strip é uma das representações utilizadas pela API OpenGL para armazenar





Tabela 2.3: Exemplo de malha de triângulos usando a representação triangle strips.
2.2.4 Winged-Edge
Winged-Edge [12] é uma das primeiras representações para malhas a conter informações
de ordem e adjacência. Essa representação é baseada em arestas. Para cada aresta, a
winged-edge armazena 4 de suas arestas incidentes, que são as arestas mais próximas no
sentido horário e anti-horário de ambos os vértices, além de suas duas faces incidentes.
Então, cada aresta armazena dois vértices, quatro arestas e duas faces. A Figura 2.3








Figura 2.3: Exemplo de winged-edge. As faces f0 e f1 são incidentes na aresta a; as arestas
b, c, d e e são as mais próximas no sentido horário e anti-horário dos vértices v0 e v1 da
aresta a.
A maior desvantagem desta representação é a quantidade de informação necessária
para ser armazenada.
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2.2.5 Half-Edge
Half-Edge [21], também chamada de edge-uses ou directed-edges, é uma representação
que permite a realização de consultas de adjacência em tempo constante, tais como iden-
tificar quais faces utilizam um determinado vértice ou quais faces são adjacentes (que
compartilham uma aresta).
Como a winged-edge, a half-edge é baseada em arestas. Os triângulos são representados
por três arestas dirigidas. As arestas dirigidas são armazenadas em uma tabela de modo
que o n-ésimo triângulo seja representado pelas arestas 3n, 3n+ 1 e 3n+ 2. Isso permite
que os triângulos não sejam armazenados explicitamente e sim derivados de acordo com o
contexto. Isso também permite que certas operações, como obter a próxima aresta, sejam
realizadas por meio de aritmética modular.
Para cada aresta, são armazenados os seus dois vértices terminais, a próxima aresta, a
aresta anterior e a aresta vizinha (referência à mesma aresta, mas do outro triângulo que
a compartilha). Há, ainda, uma tabela que armazena, para cada vértice, uma referência
para uma de suas arestas incidentes. Isso permite percorrer todos os triângulos e as arestas







Figura 2.4: Exemplo de half-edge.
2.2.6 Quad-Edge
Quad-Edge [42] é uma representação baseada em arestas, assim como a winged-edge e a
half-edge, que permite a realização de consultas de adjacência em tempo constante. A
aresta é a principal estrutura nesta representação.
Na Quad-Edge, a aresta é dirigida, ou seja, há um vértice origem e um vértice destino.
A aresta armazena referências para os seus dois vértices, as duas faces adjacentes (à
direita e à esquerda). Também armazena referências para a aresta anterior e a próxima
que são adjacentes a sua face à direita e o mesmo para a aresta anterior e próxima que
são adjacentes a sua face à esqueda.
Vértice e face armazenam referências para uma de suas arestas. Desse modo, para
se obter todas as arestas de uma face, primeiro obtém-se a aresta que a face referencia,
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depois segue-se a próxima aresta que é adjacente à face até retornar à aresta inicial.
2.2.7 Corner Table
A corner table [71] trabalha com o conceito de corners. Cada vértice de um triângulo é um
corner, dessa forma, são três corners por triângulo. Cada vértice possui vários corners e
cada corner é correspondente a apenas um vértice. Na Figura 2.5, pode-se observar uma






Figura 2.5: Exemplo de corner table.
Os vértices são armazenados na tabelaG e são identificados por inteiros entre 0 e nv−1.
Cada corner é disposto na tabela V . Os corners são identificados por inteiros entre 0 e
3nT −1, sendo nT o número de triângulos da malha. Os três corners de cada triângulo são
armazenados consecutivamente na tabela V de forma que a relação corner -triângulo não
seja armazenada explicitamente e também que seja possível conhecer o corner anterior
ou o posterior utilizando apenas aritmética modular.
Por exemplo, para se localizar o próximo corner de um dado corner c em um triângulo,
utiliza-se a seguinte equação:
c.n = 3c.t+ ((c+ 1) mod 3) (2.1)
em que mod denota o resto da divisão inteira e c.t é a seguinte equação utilizada para






Devido à natureza circular do triângulo, o corner posterior de c é o próximo do próximo
corner de c. A tabela O é a estrutura onde ficam os corners opostos. Também são
identificados por inteiros entre 0 e 3nT − 1. O corner oposto c.o de c é aquele cujo
vértice não incide na aresta de seu triângulo que é compartilhado com triângulo de c, o
qual também não incide nesta aresta. O oposto de c.o é c. Adicionalmente, a tabela C
armazena, para cada vértice v, um de seus corners c incidentes.
A corner table apresenta primariamente as operações, ilustradas na Figura 2.5, listadas
a seguir:
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• c.o = obtêm-se o corner oposto a c;
• c.v = obtêm-se o vértice v em que o corner c incide;
• c.n = próximo corner ;
• c.p = corner anterior;
• c.s = swing (o próximo corner de mesmo vértice no sentido horário);
• c.r = o corner à direita do corner c;
• c.l = o corner à esquerda do corner c;
• v.c = obtêm-se um dos corners incidentes no vértice v;
• c.t = o triângulo cujo corner c faz parte.
2.2.8 SQuad
SQuad [43] se utiliza de pareamento de triângulos adjacentes para formar um quad (faces
de quatro vértices). Esta representação também é baseada no conceito de corners. Nem
todos os triângulos são pareados para formar quads. Os quads são reordenados de tal
forma que o n-ésimo quad (ou triângulo) e seu primeiro corner corresponda ao n-ésimo
vértice. Devido a essa ordenação dos quads (ou triângulos), operações como obter o
próximo corner (c.n, conforme notação da corner table), são realizadas usando aritmética
modular.
Além disso, esta representação armazena em S uma tabela de swings para cada corner,
tal que na n-ésima posição de S está armazenada qual o próximo corner incidente no
vértice do n-ésimo corner. Por essa tabela de swings, operações de adjacência são possíveis.
Essa representação permite as mesmas operações da corner table.
2.2.9 Laced Ring
Laced Ring [44] é uma representação baseada na corner table e apresenta suas mesmas
operações. É uma representação compacta que utiliza, em média, 1.08 rpt (referências
por triângulo), enquanto a corner table utiliza 6.5 rpt, a winged-edge 9.5 rpt e a SQuad
utiliza em média um pouco mais de 2 rpt [44].
Esta representação baseia-se em um anel que percorre todos ou a maioria dos vér-
tices da malha. Os triângulos são classificados de acordo com a quantidade de arestas
incidentes ao anel: T0, T1 e T2 são, respectivamente, triângulos com zero, uma ou duas
arestas incidentes ao anel. Ainda, os triângulos T1 e T2 são classificados como custosos se
forem adjacentes a um triângulo T0 por necessitarem armazenar mais informações que os
triângulos T1 e T2 comuns e são denotados, respectivamente, T i1 e T i2.
Os vértices da malha são dispostos na tabela de geometria G identificados por inteiros
entre 0 e m− 1, em que m é o número de vértices da malha. Vértices incidentes ao anel
são identificados por inteiros entre 0 e mr − 1, em que mr é o número de vértices no anel.
Vértices que não são incidentes no anel são identificados com inteiros entre mr e m− 1.
Cada aresta do anel, de vértices v e v.n (próximo vértice no anel), é associado a seu
triângulo incidente à direita (v.tR) e ao seu triângulo incidente à esquerda (v.tL). O
triângulo v.tL tem os vértices v, v.l e v.n, em que o vértice v.l é o vértice à esquerda do
anel e é armazenado na tabela L como L[v]. O triângulo v.tR tem os vértices v.n, v.r e v,
CAPÍTULO 2. CONCEITOS E TRABALHOS RELACIONADOS 25
em que o vértice v.r é o vértice à esquerda do anel e é armazenado na tabela R como R[v].
Triângulos T0 são representados na mesma estrutura que uma corner table. A Figura 2.6
ilustra um exemplo de anel.
Figura 2.6: Uma esfera representada por uma malha de triângulos e seu anel (linha sólida).
Os triângulos e os vértices são ordenados seguindo a ordem do anel. Triângulos v.tL
são identificados por 2v e os triângulos v.tR são identificados por 2v + 1, em que v é o
identificador do primeiro vértice do anel incidente no triângulo. Os corners dos triângulos
incidentes no anel não são armazenados explicitamente. Eles são numerados conforme a
regra, 8v + i, em que i é a posição do corner no triângulo, como ilustrado na Figura 2.7.
Os corners opostos dos triângulos T1 e T2 também não são armazenados explicitamente,
pois são obtidos visitando os corners vizinhos. Triângulos T i1 e T i2 necessitam de mais uma
tabela, V O∗, que é indexada por v.l ou v.r e contém os corners opostos deste triângulo.










Figura 2.7: Corner de um laced ring.
2.3 Ordenação
As placas gráficas se utilizam de um cache de vértices onde são mantidos os vértices du-
rante o processo de renderização. Quando triângulos referenciam vértices não localizados
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no cache, ocorre o chamado cache miss, tornando necessário trazer esses vértices da memó-
ria principal para o cache. Por outro lado, triângulos que referenciam vértices localizados
no cache evitam que seja feita a transferência da memória principal para a placa de vídeo.
Isso economiza recursos e aumenta o desempenho do processo de renderização.
Para melhor aproveitamento desses recursos, a malha deve estar definida de modo que
as declarações de triângulos estejam próximas às declarações de seus vértices, o que nem
sempre ocorre em malhas de triângulos. Algoritmos para tratar a reordenação de malhas
de modo a explorar essa ideia de localidade têm sido então propostos. Muitos desses algo-
ritmos eram baseados no uso de triangle strips, como é o caso do algoritmo desenvolvido
por Hoppe [47], que reordena os triângulos de uma malha para formar as faixas lineares
de triângulos. Entretanto, a criação de strips é um problema NP-completo [75]. Vários
outros algoritmos baseados em diferente heurísticas surgiram na literatura [56,75,91].
Tipsify [75] é um algoritmo cache-aware (algoritmo que se utiliza da informação do
tamanho do cache). Este algoritmo emprega um cache representado como uma fila, em
que os vértices são inseridos e removidos seguindo a política FIFO (First In First Out).
Esse algoritmo inicia-se selecionando um vértice v arbitrário. Os triângulos incidentes em
v são emitidos, o que equivale a ser renderizado, enquanto os vértices desses triângulos
são adicionados ao cache. Após todos os triângulos que incidem em v serem emitidos,
é necessário escolher o próximo vértice. Os candidatos são aqueles que se encontram no
anel-1 de v. O vértice escolhido é o que entrou no cache mais cedo e que tenha triângulos a
serem emitidos. Caso não exista mais nenhum candidato no anel-1 de v, o próximo vértice
escolhido é aquele de um triângulo recém-emitido, devido a esse vértice ainda poder estar
no cache. Se ainda não existir nenhum candidato, o vértice selecionado será o primeiro
encontrado que ainda tenha triângulos incidentes que ainda não foram emitidos. Não
havendo mais candidatos, o algoritmo termina.
K-cache-reorder é outro algoritmo cache-aware [56]. Este algoritmo considera, além
de caches FIFO, caches controlados (em que o cache seleciona qual vértice é adicionado
e removido do cache). Assim como em Tipsify, seus triângulos incidentes são emitidos
para cada vértice sendo considerado. O aspecto que o diferencia do Tipsify é a regra de
escolha do próximo vértice a ser considerado. Os vértices vi candidatos são escolhidos
de acordo com: (i) o número de vértices inseridos no cache necessários para emitir todos
os triângulos incidentes a vi, levando em consideração o fato de que o cache poder estar
cheio; (ii) o número de triângulos não emitidos e incidentes a vi e (iii) a sua posição no
cache assim que vi tiver todos triângulos incidentes emitidos.
OpenCCL [91] é um algoritmo cache-oblivious (algoritmo que não assume nenhum
conhecimento do tamanho de cache). Este algoritmo aborda o problema como uma tarefa
de otimização de grafos. Uma métrica foi desenvolvida para computar o número de cache
misses. A ideia do algoritmo é realizar uma permutação de vértices tal que a configuração
que gerar o menor número de cache misses é a escolhida. Por ser muito custoso, esse
algoritmo opera em multinível, ou seja, parte-se de uma simplificação da malha com uma
resolução menor para maior.
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2.4 Representações Out-of-Core para Malhas
Representações out-of-core são construídas de modo que não seja necessário manter todos
os dados na memória principal durante o processamento da malha, mas apenas uma
parte deles. Essas partes são inseridas e removidas da memória principal de acordo com a
demanda. Elas são diferentes das representações in-core, que mantêm todos os seus dados
na memória principal.
Triangle soups podem ser consideradas uma representação out-of-core, pois os dados
podem ser carregados de um arquivo em disco para a memória principal como um strea-
ming de dados. Como não operam com referências a vértice, a representação não precisa
estar completamente na memória principal. Entretanto, esta representação apresenta to-
dos os problemas já citados na seção 2.2.2. O mesmo pode se dizer com relação às triangle
strips, com o benefício que esta representação contempla referências a vértices. Devido
à dependência de vértices para cada triângulo ser extremamente local, apenas os três
últimos vértices são necessários estar na memória principal.
Outra representação out-of-core importante é conhecida como processing sequen-
ces [51], que representa uma malha de triângulos criada incrementalmente por operações
que atuam sobre as bordas da malha em construção. O conjunto de operações é listado a
seguir:
• start : adiciona um novo triângulo e seus vértices à malha;
• add : adiciona um vértice que constrói um novo triângulo em conjunto com dois
vértices de borda da malha atual;
• fill : conecta dois vértices de borda para formar um novo triângulo;
• join: cria um triângulo com dois vértices adjacentes de uma borda mais um vértice
de outra;
• end : cria um triângulo de três vértices da borda da malha atual, fechando um buraco
nessa malha.
Antes de serem referenciados por essas operações, os vértices devem ser declarados.
Nessa representação, uma informação adicional é requerida de quando os vértices não são
mais necessários, podendo assim ser removidos da memória principal.
Streaming meshes [50] foram criadas para que seja possível percorrer a malha sem
ter todos os vértices na memória principal. Durante o percurso, vértices e triângulos
são declarados e é também informado quando o último triângulo usou um vértice. Após
isso, esse vértice pode ser removido da memória principal. Essa informação pode ser
realizada em pré-ordem ou pós-ordem. Em pré-ordem, os vértices são declarados assim
que o primeiro triângulo a usá-los é introduzido. Esses vértices são marcados como não
mais necessários após a ocorrência do último triângulo a referenciá-los1, podendo assim
ser descarregados da memória principal. Em pós-ordem, os vértices são declarados após
o último triângulo utilizá-los.
Para que essa representação funcione adequadamente, é necessário que a malha esteja
organizada de tal modo que a declaração dos triângulos esteja próxima das declarações
1A marcação de um vértice como não mais necessário pode ser feita por meio da referência a esse
vértice com um índice negativo.
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dos seus vértices. Para isso, é necessário utilizar um algoritmo de reordenação de malhas,
conforme descrito na seção 2.3.
No trabalho de Cignoni et al. [24], uma estrutura de dados chamada de Octree-based
external memory mesh (OEMM) é descrita. Nessa estrutura de dados, uma malha de
entrada é dada e um cubo envolvendo essa malha é dividido em oito partes nas direções
dos eixos, formando-se células. Essa divisão é feita recursivamente em cada célula, até
cada célula ter aproximadamente o mesmo número de vértices. Essas divisões formam
uma octree [70, 74]. Cada folha da octree é gravada em disco separadamente, contendo
seus vértices e faces. Os vértices são indexados dentro de cada folha da octree e cada folha
tem o seu intervalo que delimita o menor e o maior identificador. Durante o seu uso em
algum processamento, apenas os triângulos e vértices das células necessárias da octree são
trazidos à memória principal.
No trabalho de Yoon e Lindstrom [90], outra representação de malhas out-of-core
é apresentada, a qual é baseada em agrupamentos. Internamente aos agrupamentos, a
mesma representação da streaming meshes é utilizada. Para a criação dos agrupamentos,
inicialmente é realizada uma reordenação da malha. Nesse caso, utilizou-se o algoritmo
de ordenação OpenCCL [91]. Então, a criação dos agrupamentos, anteriormente um pro-
blema em duas dimensões, passa a ser um problema unidimensional. Posteriormente, os
agrupamentos são comprimidos usando os mesmos operadores das processing sequences.
Quando necessário, os agrupamentos são descomprimidos e o acesso às faces e aos vérti-
ces é feito usando operadores similares ao da corner table. Essa representação mantém
informações de topologia e permite consultas de adjacência em tempo constante.
A representação OCME (out-of-core mesh editing) [38] visa tornar prática a edição
interativa de grandes malhas de triângulos, o que não é possível nas outras representa-
ções out-of-core anteriormente apresentadas. Essa representação utiliza uma estrutura de
dados chamada uniform multigrid. Os triângulos são atribuídos a células da estrutura
uniform multigrid baseada em sua posição 3D e no seu tamanho. Essas células são arma-
zenadas em disco. As edições na malha de triângulos são realizadas individualmente nas
células da uniform multigrid, que são trazidas do disco para a memória principal durante
esse processo. Após a edição, as atualizações são realizadas na representação em disco.
2.5 Algoritmos de Simplificação de Malhas
Um algoritmo de simplificação de malhas visa produzir uma aproximação com menor
número de triângulos, porém, mantendo as características da malha original [45]. Para
calcular o quão próxima a superfície simplificada está em relação à original, uma métrica
é utilizada como, por exemplo, a medida de erro quadrática [39].
Segundo Luebke [57], pode-se definir quatro classes de algoritmos de simplificação:
1. algoritmos de amostragem: amostram a malha original com pontos de sua superfície.
Apresentam problemas com relação à aproximação das superfícies do objeto pela
malha, particularmente em regiões de descontinuidade. Um exemplo dessa classe de
algoritmos é descrita por Öztireli et al. [67].
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2. algoritmos de subdivisão adaptativa: primeiro, acha-se uma malha base. Depois,
iterativamente, essa malha base é subdividida até se obter a aproximação desejada
da malha original. A principal dificuldade desses algoritmos é encontrar a malha
base. Um exemplo dessa classe de algoritmo é apresentado por Eck et al. [32].
3. algoritmos de decimação: iterativamente, removem-se arestas e faces da malha. Ao
final de cada iteração, os buracos criados são triangulados para preenchê-los. Itera-
se até se obter a aproximação esperada. Um exemplo de decimação é descrito por
Schroeder et al. [78].
4. mescla de vértices : a malha é dividida em agrupamentos de vértices ou faces. Para
cada agrupamento, um vértice representante é criado e os outros vértices ou faces são
removidos. Um exemplo dessa classe de algoritmo é descrito por Vieira et al. [86].
2.6 Políticas de Cache
Com os avanços da microeletrônica, os processadores e os módulos de memória principal
têm se tornado cada vez mais rápidos. O mesmo não se pode dizer da memória secundária,
que chega a ser várias ordens de magnitude mais lenta do que a memória principal.
Para evitar a perda de desempenho devido à latência de transferir uma quantidade
de dados da memória secundária para a principal, lança-se mão do recurso de cache [46],
que é uma área da memória principal de tamanho limitado, em que se procura manter
os dados, por meio de medida estatística ou heurística, que poderão ter acessos em um
futuro breve. Os dados no cache são organizados em blocos (agrupamentos).
Quando há um acesso a um dado que já está em cache, diz-se que ocorreu um hit,
evita-se a latência de transferência e agiliza-se o processo. Já quando o dado não está no
cache, diz-se que ocorreu um miss, o que torna necessário transferir o dado da memória
secundária para o cache. Caso o cache esteja cheio (sem espaço livre para adicionar mais
dados), será necessário remover um dado do cache antes de inserir outro. A escolha do
bloco a ser removido é feita por uma política de gerenciamento de cache.
Políticas de cache se valem do histórico do acesso aos dados em cache, como a quan-
tidade de acessos e o período em que foi feito o último acesso. Uma boa política é aquela
que mantém em cache os blocos que serão reutilizados dentro de um breve período de
tempo. Dados que não serão utilizados nesse breve período de tempo são removidos para
dar lugar a novos dados.
A política ótima é conhecida como “Belady’s” MIN [13]. Essa política remove do cache
o dado que não será utilizado pelo maior tempo. Ou seja, essa política precisa saber
quando determinado bloco do cache será reutilizado, o que o torna inviável do ponto de
visto prático, pois, durante o processamento, não se sabe quais blocos serão reutilizados,
apenas há uma aposta de quais serão reutilizados.
Há políticas que buscam estar “um passo a frente” e, com base em heurísticas, carre-
gam os dados na memória principal antes de eles serem demandados. Esse mecanismo é
conhecido como prefetching [40]. Há dois tipos de prefetching:
• asynchronous prefetch: ocorre após n hits em um bloco em cache, em que n é
determinado por uma heurística. A ideia é diminuir o número de misses.
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• synchronous prefetch: realiza prefetching após um miss. Ele lê à frente (read-ahead)
m blocos.
Há muitas políticas de gerenciamento de cache disponíveis na literatura. Algumas
delas são descritas a seguir.
2.6.1 Least Frequently Used - LFU
Esta política [54] baseia-se na ideia de que os blocos mais acessados são aqueles com
maior probabilidade de serem acessados novamente em um futuro próximo. Ou seja, é
uma política baseada em frequência. Por isso, quando for necessário substituir um bloco
do cache, o escolhido a ser removido é aquele utilizado menos frequentemente.
Um problema que ocorre com esta política é quando um bloco com grande frequência de
uso deixa de ser necessário. Outros blocos com menor frequência, mas ainda necessários,
tenderão a ser removidos durante uma substituição de bloco, enquanto o bloco não mais
necessário continuará no cache.
2.6.2 Least Recently Used - LRU
Esta política [54] baseia-se na ideia de que os blocos mais recentemente utilizados serão
novamente acessados num curto período de tempo. Ou seja, quando for necessário remover
um bloco do cache, o bloco menos recentemente utilizado será removido. Por isso, é uma
política baseada em recência. Essa política utiliza uma fila, em que o último bloco acessado
está no topo da fila, que é a posição chamada de Most Recently Used (MRU). A última
posição dessa lista é chamada de Least Recently Used (LRU), onde está localizado o bloco
do cache menos recentemente utilizado. Quando o cache está cheio e é necessário remover
um bloco para adicionar outro, o bloco na posição LRU é removido. O bloco recém
inserido é adicionado na posição MRU.
2.6.3 Least Recently/Frequently used - LRFU
Esta política [54] combina LRU e LFU de modo flexível. Ou seja, essa política combina
recência e a frequência para decidir qual bloco será removido. Essa combinação é contro-
lada por um parâmetro α, o qual regula a tendência da política ao LFU ou LRU. Esse
parâmetro α varia de 0 a 1. Quanto mais próximo de 0, mais importante a frequência será
para determinação de qual bloco a remover. Quanto mais próximo de 1, mais importante
será a recência para a escolha de qual bloco a remover. Nessa política, atribui-se para
o bloco b em cache um valor CRF (Combined Recency and Frequency), que quantifica a
probabilidade do bloco ser referenciado no futuro. Esse valor é contabilizado de acordo
com as suas referências passadas e é expresso pela função 2.3. Quando for necessário




F (tbase − tbi) (2.3)
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em que F (x) é uma função peso, tbase é o tempo da referência atual ao bloco b e {tb1 ,
tb2 , tb3 , ..., tbk} são os tempos anteriores de referência ao mesmo bloco b. Um exempo de
função de peso que é utilizada é F (x) = (1/p)αx, em que p >= 2. Caso F (x) = 1, então
o LRFU é simplesmente um LFU.
Para implementar o LRFU, deve-se manter todo o histórico e, a cada acesso ao cache,
recalcular o CRF do bloco acessado. Isso é impraticável em termos de armazenamento
necessário, que tende ao infinito e a ser ineficiente. Devido a isso, substitui-se a função 2.3
pela função 2.4, em que tk é o tempo atual da referência ao bloco b, tk−1 é o tempo da
referência anterior ao bloco b e δ = tk − tk−1. Essa função necessita apenas do CRF
calculado na última referência ao bloco b para calcular o CRF atual.
Ctk(b) = F (0) + F (δ)Ctk−1(b) (2.4)
2.6.4 Clock with Adaptive Replacement - CAR
A política LRU utiliza uma lista com referência aos blocos no cache. O bloco mais
recentemente acessado fica localizado na posição MRU da lista LRU. A cada acesso ao
cache, é necessário reordenar essa lista, para mover a referência ao bloco mais recentemente
acessado para o topo dessa lista. Em um ambiente multiprocessado, um lock é necessário
para garantir a ordem e a consistência dessa lista, o que dificulta o uso dessa política em
ambientes multiprocessados.
CAR [11] é uma aproximação da política LRU e evita esse problema utilizando duas
listas circulares, T1 e T2. T1 captura recência, ou blocos de curto prazo, enquanto T2 cap-
tura frequência, ou blocos de longo prazo. Cada elemento dessas listas mantém referência
a um bloco no cache e um bit, que indica se o bloco foi acessado pelo menos uma vez.
Quando um novo bloco é adicionado ao cache, a referência a ele é inserida em T1 e seu
respectivo bit é definido com 0. Ao ocorrer um acesso a esse bloco, seu bit é definido como
1. No próximo acesso a esse bloco, ele é movido para T2 e seu bit definido como 0. Desse
modo, o tamanho de T1 é diminuído em 1 e, consequentemente, o de T2 é aumentado em
1. A utilização de lista circular e de bit indicando o uso evita a necessidade da reodenação
e, consequentemente, de um lock para manter a consistência das listas.
Ao ocorrer um miss e o cache estiver cheio, percorre-se T1 ou T2 em busca de um bloco
com bit em 0. Se o bit do bloco consultado estiver em 1, ao bit é atribuído 0, e segue-se
para o próximo elemento até encontrar um bloco cujo bit esteja em 0. A escolha de se
remover de T1 ou T2 baseia-se no tamanho de T1. Há um tamanho desejável p de T1: se T1
for menor que p, remove-se de T2, caso contrário, de T1. Para controlar o p, existem duas
listas LRU, B1 e B2. B1 mantém os blocos removidos de T1 e tem o mesmo tamanho de
T1. B2 mantém os removidos de T1 e tem o mesmo tamanho de T2. Blocos removidos de
T1 são adicionado na posição MRU de B1. O mesmo ocorre com T2 e B2. Quando ocorre
um miss, verifica-se se o bloco se encontra em B1. Se sim, o tamanho desejável p de T1
aumenta. Caso esteja em B2, o tamanho desejável p de T1 diminui.
CART (CAR with Temporal Filtering) [11] é uma variação da política CAR que aborda
sua limitação de apenas 2 acessos consecutivos para um agrupamento ser considerado de
longo prazo. Nessa variação, uma janela tempo é adicionada. Quando o bloco é requisitado
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novamente dentro dessa janela de tempo, esse bloco é considerado de longo prazo e movido
para T2.
2.6.5 Sequential Prefetching in Adaptive Replacement Cache -
SARC
SARC [40] é uma política com prefetching. Essa política utiliza duas listas LRU: (i)
RANDOM e (ii) SEQ. A lista RANDOM armazena os blocos de cache carregados sob
demanda, ou seja, quando houve um miss. A lista SEQ armazena os blocos adicionais,
carregados via prefetching. Os novos blocos são adicionados na posição MRU das suas
respectivas listas. Quando ocorre um hit, o bloco é movido para a posição MRU da lista
em que se encontra.
Uma das principais características dessa política é o fato dos tamanhos de SEQ e
RANDOM serem adaptáveis durante a execução. Os tamanhos são atualizados de acordo
com a carga de trabalho. Se os últimos δL de SEQ forem mais acessados que os de
RANDOM, o tamanho desejável de SEQ aumenta, caso contrário, o tamanho desejável de
RANDOM aumenta. Quando o cache estiver cheio, o bloco da posição LRU será removido
de SEQ se o tamanho de SEQ for maior que o tamanho desejável para ele. Caso contrário,
remove-se o bloco na posição LRU de RANDOM.
2.6.6 Segmented Least Recently Used - SLRU
SLRU [85] é uma política com prefetching, entretanto, o reconhecimento de quando se deve
fazer o prefetching, assim como de quais blocos fazer o prefetching, é responsabilidade de
um algoritmo adicional.
SLRU utiliza duas filas LRU: (i) Up (ii) e Down. Ao ocorrer um miss, o dado neces-
sário, assim como os n dados sequenciais a esse (prefetching), são trazidos da memória
secundária para a principal. O dado requisitado é inserido na fila Up na posição MRU. Os
dados adicionais, trazidos à memória principal via prefetching, são inseridos na posição
MRU da fila Down. Quando ocorre um hit, o bloco acessado é movido para a posição
MRU de Up. Blocos removidos da LRU de Up, devido ao tamanho Up ser menor do que
o determinado, são movidos para a posição MRU de Down. Quando necessário remover




Este capítulo descreve a metodologia proposta para representação out-of-core de malhas
triangulares tridimensionais. As principais etapas que compõem a metodologia são ilus-


























Figura 3.1: Diagrama que ilustra as principais etapas da metodologia proposta.
As etapas são: 1) leitura de malha de triângulos; 2) simplificação de malha; 3) criação
das estruturas de dados; 4) geração de agrupamentos; 5) armazenamento; 6) indexação
e 7) utilização. As etapas de 1 até 6 são empregadas para se obter a representação out-
of-core, enquanto a etapa 7 envolve o seu uso e gerenciamento. A etapa 2 é opcional,
e é realizada se o modelo gerado for utilizado para renderização. As próximas seções
descrevem cada uma das etapas da metodologia proposta.
3.1 Leitura da Malha de Triângulos
O objetivo desta etapa é obter os vértices e as faces triangulares armazenados em arquivos
na memória secundária. Os arquivos considerados armazenam as malhas utilizando a
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representação indexed mesh, já descrita na subseção 2.2.1, que é o caso da maioria dos
formatos tradicionais para armazenamento de malhas de triângulos, como OBJ e PLY.
Os vértices e as faces são obtidos de um arquivo e são armazenados nas tabelas cha-
madas vertices e faces. A tabela vertices armazena a posição espacial dos vértices, que
são triplas de números flutuantes. A tabela faces é formada por triplas, em que os valores
são índices de seus vértices na tabela vertices. Uma estrutura auxiliar sob a forma de uma
hash-table, chamada vertex-faces, também é criada nesta etapa. Essa estrutura mapeia,
para cada vértice, os triângulos do qual ele faz parte. Essa estrutura é importante para a
realização da etapa 3.
Os vértices dos triângulos devem estar ordenados no sentido horário com relação às
suas normais. A verificação é realizada calculando-se o determinante como∣∣∣∣∣∣∣∣∣
1 v0x v0y v0z
1 v1x v1y v1z
1 v2x v2y v2z
1 nx ny nz
∣∣∣∣∣∣∣∣∣
em que v0, v1 e v2 são os vértices do triângulo a ser testado seu sentido e (nx, ny, nz) é a
normal do triângulo testado. Caso o determinante seja maior que 0, então a orientação do
triângulo segue o sentido horário. Caso seja menor que 0, ele está em sentido anti-horário,
sendo então necessária uma permutação entre dois vértices desse triângulo para alterar
sua orientação para o sentido horário.
3.2 Simplificação de Malha
Essa etapa visa criar uma versão simpificada, com menos vértices e triângulos que a malha
de entrada. Para a realização dessa etapa, pode ser utilizado qualquer método de simpli-
ficação de malhas, inclusive os citados na seção 2.5. Neste trabalho, o método Quadric
Edge Collapse Decimation [39] foi utilizado por estar disponível em várias bibliotecas grá-
ficas, como o VTK (Visualization Toolkit) [77], e por ter como resultado uma malha bem
próxima visualmente à malha original. O resultado desta etapa é uma versão simplificada
com 10.000 triângulos.
A malha simplificada, resultante desta etapa, é utilizada durante a visualização. Antes
de renderizar totalmente a malha out-of-core e também durante a interação do usuário
com a malha, a malha simplificada é renderizada. Isso é feito para o usuário ter uma
aproximação inicial da malha e facilitar a ele saber em que áreas da malha se focar
durante a visualização. Quando o objetivo do malha out-of-core é o processamento, esta
etapa não é necessária.
3.3 Criação das Estruturas de Dados
Esta etapa tem como objetivo criar uma representação laced ring (descrita na subse-
ção 2.2.9) da malha de triângulos obtida na etapa 1 (seção 3.1). A representação laced
ring é a base da representação out-of-core proposta neste trabalho.
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As principais razões pela escolha dessa representação são:
• trata-se de uma representação compacta: a representação laced ring armazena, em
média, 1.08 referências por triângulo (rpt), enquanto a corner table armazena 6.5
rpt, a winged-edge armazena 9.5 rpt e a SQuad, em média, 2 rpt [44]. Represen-
tações compactas ajudam a reduzir a frequência de falta de páginas na memória
principal (page faults), o custo de troca de porções da malha entre processadores e
a quantidade de memória principal necessária.
• permite o armazenamento de informações topológicas: neste caso, a relação de ad-
jacência entre vértices e triângulos, o que não ocorre com as representações indexed
mesh e triangle soup. Essas informações são importantes em algoritmos de suavi-
zação [37, 83] e de simplificação de malhas [86], que necessitam consultar vértices e
faces vizinhas.
Para a criação da laced ring, deve-se usar uma representação intermediária que man-
tenha informações topológicas e que suporte consultas de adjacência em tempo constante.
Nesse caso, podem ser utilizadas as representações half-edge (subseção 2.2.5), winged-edge
(subseção 2.2.4) e corner table (subseção 2.2.7), ou ainda outras não descritas neste tra-
balho. A representação intermediária escolhida neste trabalho foi a corner table, por ser
próxima à laced ring na questão do uso de corners e terem os mesmos operadores.
A criação da corner table tem como entrada a malha de triângulos obtida no passo 1
e que se encontra representada por indexed mesh. Nessa fase, os vértices da indexed mesh
são copiados.
A tabela V é a tabela dos corners. Essa tabela é preenchida com os identificadores
dos vértices de cada face da malha. A tabela C mapeia, para cada vértice, um de seus
corners. O preenchimento de V (que mapeia cada corner a um vértice) e C (que mapeia
cada vértice a um corner) está descrito no Algoritmo 1. A função obter_vértices(ti)
retorna os identificadores dos três vértices do triângulo ti. Pode-se observar que os valores
de C são sobrescritos durante a execução do algoritmo por uma questão de simplicidade e
porque os outros corners do vértice vi podem ser descobertos usando-se a operação swing
da corner table.
Algoritmo 1 Preenchimento de V e C da corner table
1: for cada triângulo ti ∈ T do
2: v0, v1, v3 ← obter_vértices(ti)
3: V3∗i ← v0
4: V3∗i+1 ← v1
5: V3∗i+2 ← v2
6: Cv0 = V3∗i
7: Cv1 = V3∗i+1
8: Cv2 = V3∗i+2
9: end for
Por último, preenche-se a tabela O, que mapeia, para cada corner, o seu corner oposto.
Esse processo está detalhado no Algoritmo 2, o qual toma como entrada as estruturas já
preenchidas da corner table, que são as tabelas de vértices, V , C e vertex-faces (que foi
CAPÍTULO 3. METODOLOGIA PROPOSTA 36
criada no passo 1). A função triângulos_com_aresta verifica em vertex-faces quais são os
dois triângulos que contêm os vértices v0 e v1. A função vértice_triângulo_não_aresta
procura em to o vértice vo que é diferente de v0 e v1. O corner oposto é o corner relativo
a vo.
Algoritmo 2 Determinação de todos os corners opostos
1: for cada corner ci ∈ C do
2: t← triângulo(ci)
3: cn ← próximo_corner(ci)
4: cp ← anterior_corner(ci)
5: v0 ← V [cn]
6: v1 ← V [cp]
7: t1, t2 ← triângulos_com_aresta(v0, v1)
8: if t 6= t1 then
9: to ← t1
10: else
11: to ← t2
12: end if
13: vo ← vértice_triângulo_não_aresta(to, v0, v1)
14: oi ← C[vo]
15: end for
Tomando-se a Figura 3.2 como referência, a ideia do algoritmo é: para determinar
o corner oposto a ca, acha-se a aresta a do seu triângulo Ta ao qual ele não pertence
(na figura, a aresta é dada pelos corners cb e cc). Em seguida, acha-se o triângulo que
compartilha essa aresta (na figura, o triângulo Tb). O corner oposto é aquele do triângulo










Figura 3.2: Determinação do corner (cf ) oposto a ca.
Após a corner table ter sido criada, o próximo passo é a criação da laced ring. O
primeiro passo é a geração do anel, que é um laço orientado das arestas da malha de
entrada que visita a maioria dos vértices, senão todos os vértices. O anel é construído
CAPÍTULO 3. METODOLOGIA PROPOSTA 37
utilizando-se o Algoritmo RING-EXPANDER, apresentado em [44] e inicia-se com um
corner aleatório c0.
Com o objetivo de minimizar o número de vértices isolados, o Algoritmo RING-
EXPANDER é utilizado várias vezes (10 vezes), cada vez iniciando-se com um novo corner
aleatório, escolhendo, no final, o anel que minimiza o número de vértices não incidentes ao
anel. A partir do anel, os vértices e triângulos (T1 e T2) incidentes ao anel são reordenados
de acordo com o anel. Os vértices são reordenados pela sua posição no anel, iniciando-se
pelo vértice v0 correspondente ao corner inicial c0. Os triângulos são ordenados pela posi-
ção do seu primeiro vértice a aparecer no anel e se está localizado à direita ou à esquerda
do anel.
Então, as tabelas L e R (descritas na seção 2.2.9) são criadas. Os vértices e triângulos
(T0) não incidentes no anel utilizam as mesmas estruturas da corner table: V , onde são
mantidos os corners ; O, que mantém os corners opostos; C, que mapeia para cada vértice
um de seus corners incidentes; e, adicionalmente, V O∗, necessário para mapear os corners
opostos de triângulos T i1 e T i2, pois esses não conseguem ter acesso a seus opostos via anel.
3.4 Geração de Agrupamentos
O uso de agrupamentos é um elemento fundamental da representação out-of-core proposta,
pois a malha será transferida em blocos do arquivo em memória secundária para a memória
principal, e não a malha toda, o que ocasiona um menor consumo de memória principal.
Entretanto, esta tarefa não se resume a simplesmente dividir a malha em agrupamentos. É
necessário criar mecanismos para se recuperar esses agrupamentos da memória secundária,
saber em qual(is) agrupamento(s) os elementos da malha estão localizados e, ainda, tratar
a dependência entre agrupamentos que ocorre quando um elemento depende de outro
agrupamento, como quando um triângulo tem seus vértices espalhados em mais de um
agrupamento. Essas questões são tratadas nesta e nas próximas seções.
Os agrupamentos são úteis por manterem a ideia de localidade, pois os vértices e as
faces triangulares adjacentes são mantidos no mesmo agrupamento, o que minimiza a
necessidade de transferência de blocos da malha da memória secundária para a memó-
ria principal, que é uma operação cara, visto que a velocidade de leitura da memória
secundária é baixa se comparada à da memória principal.
A geração de agrupamentos é realizada utilizando-se a laced ring obtida na etapa ante-
rior. Cada agrupamento tem aproximadamente o mesmo tamanho (o último agrupamento
a ser criado pode ser muito menor) e é identificado por um número inteiro começando de
0. Esse identificador é utilizado na indexação, que será explicada na seção 3.6, e também
para a recuperação desses agrupamentos.
A laced ring ordena seus vértices e triângulos. A criação dos agrupamentos é simpli-
ficada de um problema em duas dimensões para uma dimensão. Isto pode ser traduzido
em criar um agrupamento a cada n triângulos, em que n é o tamanho desejado de cada
agrupamento em número de triângulos T1 e T2. Triângulos T0, como não fazem parte do
anel, serão inseridos no agrupamento, em que o primeiro T i1 ou T i2 o referencia via V O∗.
Caso existam triângulos T0 adjacentes apenas a outros triângulos T0, eles serão inseridos
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no(s) último(s) agrupamento(s)1. Esta etapa está descrita no Algoritmo 3.
Algoritmo 3 Divisão da malha em agrupamentos
INPUT: Malha Laced Ring
INPUT: Tamanho agrupamentos
OUTPUT: Agrupamentos
1: j ← 0
2: for cada triângulo ti ∈ Ring do
3: if tamanho(Agrupamentos[j]) == tamanho_agrupamentos then
4: j ← j + 1
5: end if
6: Adiciona ti em Clusters[j]
7: for cada t0 adjacente a ti do
8: if t0 não adicionado a outro Agrupamento then




13: for cada triângulo t0 ∈ Laced Ring do
14: if t0 não adicionado a outro agrupamento then
15: if tamanho(Clusters[j]) == tamanho_agrupamentos then
16: j ← j + 1
17: end if
18: Adiciona t0 em Agrupamentos[j]
19: end if
20: end for
A Figura 3.3 ilustra como os dados estão organizados dentro de cada agrupamento. L e
R são vetores. V , C, O e V O∗ são estruturas do tipo hash-table, pois permitem a inserção
de dados indexados por qualquer valor numérico, não necessitando ser sequenciais, pois V ,
C, O e V O∗ não são armazenados sequencialmente dentro dos agrupamentos, podendo,
por exemplo Vi, estar em um agrupamento gj, assim como Vi+2, mas o Vi+1 estar em um
agrupamento gk. vértices e normais são vetores. Os primeiros nva elementos de vértices
de um agrupamento são os vértices que fazem parte do anel, em que nva = n2 e n é
igual2 ao tamanho de cada agrupamento. Os últimos mv elementos são de vértices de
triângulos T0 inseridos no agrupamento, sendo mt = nvt − nva e nvt é o número de total
vértices no agrupamento. Os últimos mv elementos também incluem vértices do anel,
mas que não fazem parte do anel do agrupamento. Esses vértices são inseridos, pois são
referenciados por R ou L. Isso indica que um vértice vi pode estar incluído em mais do
que um agrupamento. Isso ocorre para evitar a necessidade de se buscar agrupamentos
novos da memória secundária. Como os últimos mv vértices não são sequenciais, eles
são indexados por mapa_vértices (uma hash-table), que aponta a sua posição (índice)
dentro de vértices. O vetor normais armazena as normais dos vértices do agrupamento.
As normais são armazenadas de modo que a normal do vértice vi tem o mesmo índice
1Se houver mais do que n triângulos, agrupamentos adicionais serão criados, apenas de T0 triângulos.
2Ou menor, no caso do último agrupamento com vértices do anel.
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que este. Deste modo, as normais dos nva primeiros vértices do agrupamento g estão nas












Figura 3.3: Organização dos dados dentro de cada agrupamento.
3.5 Armazenamento
Nesta etapa, os agrupamentos obtidos no passo anterior são armazenados em um arquivo
único. Antes de ser feito o armazenamento, cada um dos agrupamentos é serializado
utilizando o formato MessagePack [2]. MessagePack é um formato de serialização binário
e de alto desempenho, que pode ser utilizado para troca entre aplicativos em rede e para
armazenamento. Ele é muito útil devido ao resultado da serialização ser muito próximo
da estrutura em memória principal e por ser compacto, sendo cerca de 30% menor do
que o obtido com JSON, que é a serialização mais comum utilizada atualmente. Após a
serialização, os agrupamentos são armazenados em um arquivo na memória secundária.
A serialização é necessária para poder armazenar as estruturas de dados utilizadas.
Durante o uso, essas estruturas são recuperadas da memória secundária e desserializadas,
tornando-se prontas para o uso. Os agrupamentos também podem ser compactados,
o que leva à redução do tamanho dos arquivos e do tempo necessário para carregar o
agrupamento na memória principal.
3.6 Indexação
Após a construção dos agrupamentos, serialização e sua gravação na memória secundária
(seção 3.5), os índices serão criados. Os índices serão usados para se conhecer em qual
agrupamento estão declarados os vértices, triângulos e outros elementos. Os índices se-
rão mantidos em uma hash-table, cuja estrutura foi escolhida devido a sua eficiência e
disponibilidade de implementação. Os índices criados serão:
• índice de agrupamentos : mantém a posição dentro do arquivo de cada agrupamento
e o seu tamanho. A chave é o identificador do agrupamento.
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• índice de adjacência de agrupamentos : mantém informação de adjacência entre os
agrupamentos, ou seja, qual agrupamento depende de outro, por adjacência entre
vértices. É útil para a ordenação dos agrupamentos durante o processo de renderiza-
ção, que será descrito na próxima seção. A chave é o identificador do agrupamento.
• índice de vértices não incidentes ao anel da laced ring : a chave desse índice é o
identificador do vértice e retorna o identificador do agrupamento.
• índice de triângulos por agrupamento : mantém informação de quais triângulos não
incidentes à laced ring estão localizados em um determinado agrupamento. A chave
desse índice é o identificador do agrupamento e retorna o identificador dos triângulos.
Esse índice apenas indica quais triângulos não adjacentes à laced ring estão num
determinado agrupamento, pois os triângulos adjacentes à laced ring é implícito
aos vértices do anel presente no agrupamento. Por exemplo, o agrupamento com
vértices do anel entre 0 e 1000 terá os triângulos entre 0 e 2001.
• índice dos corners : informa em qual agrupamento determinado corner está loca-
lizado. Seu índice é o identificador do corner. Utilizado pelas estruturas V , O e
V O∗.
• índice dos corners-vértices : identifica em qual agrupamento está determinado corner
que representa determinado vértice. Seu índice é o identificador de um vértice. É
utilizado pela estrutura C.
O índice de agrupamentos é criado durante a etapa de armazenamento. Os outros
índices são criados no mesmo momento em que se cria os agrupamentos. Cada um desses
índices é armazenado em um arquivo, no mesmo diretório do arquivo da malha. Antes
de serem salvos em arquivo, a hash-table do índice é serializada usando o MessagePack,
pelos mesmos motivos mencionados anteriormente. Antes do uso da malha, os índices são
lidos dos seus respectivos arquivos, desserializados e carregados em memória principal,
estando assim prontos para consultas.
Não é necessário o uso de índices para descobrir em qual agrupamento um triângulo
se encontra; essa informação é obtida implicitamente. Caso seja um triângulo T1 ou
T2, o agrupamento gi ao qual pertence ti é gi = ti ÷ tamanho_agrupamentos. Caso
contrário, descobre-se o primeiro corner do triângulo ti (ci = 4 ∗ ti). Depois, consulta-se
o índice dos corners, que retornará o agrupamento gi correspondente. Para descobrir a
qual agrupamento gi um vértice vi incidente ao anel pertence, também é implicito. O
agrupamento gi = vi ÷ (tamanho_agrupamentos× 2).
3.7 Utilização
As etapas anteriores estão relacionadas à criação da representação out-of-core aqui pro-
posta. A etapa descrita nesta seção se refere à utilização da representação. O Algoritmo 4
descreve como é feito o acesso aos agrupamentos. Este algoritmo é utilizado para todos
os acessos a todos os elementos da malha (vértices, corners, triângulos, entre outros).
Inicialmente, todos os índices serão trazidos da memória secundária para a memória
principal. O algoritmo que utilizar essa representação fará uma indicação de qual(is)
triângulo(s), vértice(s) ou corner(s) irá utilizar, o que ocasionará uma consulta aos índices
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Algoritmo 4 Acesso aos agrupamentos
INPUT: id - identificador do agrupamento
OUTPUT: agrupamento
1: if id ∈ agrupamentos then
2: Atualiza estatística do cache sobre id
3: else
4: Lê o agrupamento id na memória secundária
5: Desserializa o agrupamento id
6: Adiciona id no cache
7: end if
8: Retorna o agrupamento id
para se localizar em qual(is) agrupamento(s) o(s) triângulo(s), vértice(s) ou corner(s)
está(estão) localizado(s).
Com as informações dos índices, o agrupamento é localizado e trazido do arquivo
da memória secundária para a memória principal. Então, a representação laced ring
desse agrupamento é reconstruída na memória principal. Os próximos agrupamentos a
serem trazidos à memória principal serão adicionados a essa representação laced ring.
Quando algum triângulo ou corner fizer referência a algum vértice não localizado na
representação laced ring na memória principal, ele passará pelas etapas anteriormente
descritas e adicionadas à representação laced ring na memória principal.
Para evitar que todos os agrupamentos sejam mantidos na memória principal, apenas
um determinado grupo de número_agrupamentos agrupamentos será mantido na memória
principal e esse será removido conforme a necessidade de novos agrupamentos. Esse espaço
da memória principal é chamada de cache, que é controlada por uma política de cache.
Essa política dita como os novos agrupamentos são inseridos no cache, qual agrupamento
já no cache será removido quando o cache estiver cheio e um novo agrupamento precisa
ser inserido no cache.
A escolha da política tem grande importância no desempenho do sistema, pois uma
má escolha de qual agrupamento deve ser removido (um que será necessário no instante
posterior, por exemplo) pode levar à necessidade de acessar demasiadamente a memó-
ria secundária. Além da política de cache, outra variável importante é o tamanho nú-
mero_agrupamentos do cache. Um número_agrupamentos muito grande utilizará muita
memória principal. Já um número_agrupamentos muito pequeno demandará muitos aces-
sos à memória secundária, o que não é desejável.
Outro fator importante é tamanho_agrupamentos, que representa o tamanho dos agru-
pamentos. Um tamanho_agrupamentos grande leva ao maior consumo da memória prin-
cipal, ao maior tempo de leitura da memória secundária, mas à menor necessidade de
acessos à memória secundária, pois mais elementos já estarão em memória principal,
quando comparados a um tamanho_agrupamentos menor.
Dessa forma, o desempenho do sistema está altamente relacionado a essas três va-
riáveis. A escolha dessas variáveis está ligada à aplicação, memória principal disponível
no sistema e tempo computacional. Por exemplo, a aplicação de renderização deve ser
executada de forma rápida, portanto, pode ser interessante ter um número_agrupamentos
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grande, para diminuir a necessidade de leituras de agrupamentos na memória secundá-
ria, pois aumenta a probabilidade de já estarem na memória principal. Bem como um
tamanho_agrupamentos médio, para agilidade na leitura.
Renderização
O método de renderização out-of-core proposto neste trabalho não renderiza o modelo,
como um todo, de uma vez, mas sim em partes, percorrendo os seus agrupamentos e
renderizando cada um por vez, como ilustrado na Figura 3.4. Caso o modelo todo fosse
renderizado de uma vez, haveria um aumento indesejado de memória principal.
(a) Momento 1 (b) Momento 2 (c) Momento 3
Figura 3.4: Renderização em partes do modelo Armadillo [84].
A renderização é interessante por não necessitar do armazenamento de todo o modelo
em memória principal. Entretanto, é necessário tomar alguns cuidados, como renderizar
primeiramente os agrupamentos mais próximos à câmera, para que usuário tenha acesso
ao resultado o mais rápido possível. O método proposto para renderização é descrito no
Algoritmo 5, o qual faz uso do Algoritmo 6 para obter os vértices e triângulos de um
agrupamento e reconstruir a malha deste.
Algoritmo 5 Renderização
1: Renderiza versão simplificada da malha
2: Atribui pesos aos agrupamentos de acordo com a Equação 3.4
3: Ordena agrupamentos
4: for cada agrupamento ai ∈ agrupamentos do
5: Obtenção dos triângulos de agrupamento(gi)
6: Renderiza triângulos
7: if mudança de câmera then
8: Renderiza versão simplificada da malha
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Algoritmo 6 Obtenção dos triângulos de agrupamento
INPUT: id - do agrupamento
OUTPUT: triângulos
1: for cada vértice vi de laced_ring do agrupamento id do
2: ti ← triângulo(vi, Li, vi+1)
3: ti+1 ← triângulo(vi+1, Ri, vi)
4: end for
5: for cada corner ci do agrupamento id do
6: cn ← próximo_corner(ci)
7: cp ← anterior_corner(ci)
8: v1 ← V [cn]
9: v2 ← V [cn]
10: v3 ← V [cp]
11: ti ← triângulo(v1, v2, v3)
12: end for
13: Retorna triângulos
Primeiramente, a versão simplificada da malha é renderizada, para o usuário ter uma
aproximação visual inicial do modelo. Depois, os agrupamentos são ordenados pela dis-
tância do seu centro até a câmera. Essa ordenação é importante para mostrar o quanto
antes ao usuário o que está visível, deixando, para o final da renderização, o que está
mais distante e mais provavelmente escondido. Essa é uma heurística, pois não necessari-
amente o que está mais distante da câmera está escondido e o centro também não indica
necessariamente se um agrupamento está à frente ou atrás de outro. Entretanto, o centro
é a informação disponível e que não necessita do acesso aos agrupamentos.
Para a ordenação, primeiro é necessário calcular o plano de projeção. A câmera
contém as seguintes informações (Figura 3.5), que são utilizadas para o cálculo do plano
de projeção:
• posição: sua posição no espaço;








Figura 3.5: Ordenação dos agrupamentos baseada nas suas distâncias ao plano de proje-
ção.
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Um plano é matematicamente descrito pela seguinte equação:
ax+ by + cz + d = 0 (3.1)
em que (a, b, c) é o vetor normal que indica a inclinação do plano. Denotando p para
posição, pf para ponto-focal, pn para o vetor normal (a, b, c) do plano, o plano de projeção
é calculado como:
pn = pf − p (3.2)
em que d é dado por d = −(pn.p).





Em seguida, cria-se um grafo dos agrupamentos, em que os agrupamentos adjacentes
são conectados. As relações de adjacencia são dadas pelo índice de adjacência de agru-
pamentos. A cada aresta desse grafo, atribui-se um peso (Equação 3.4) baseado na sua
conectividade (diferença entre os identificadores adjacentes) e a sua distância dos nós da
aresta até o plano da câmera. Isso é feito para que agrupamentos vizinhos (com pouca
diferença entre identificadores) tenham prioridade, para aproveitar o buffer do sistema
operacional e ler mais rápido esse agrupamento da memória secundária e também apro-
veitar o prefetching, que ocorre quando mais de um agrupamento é carregado de uma única
vez, visto que os agrupamentos são armazenados simutaneamente na memória secundária.
min(distância(u), distância(v)) ∗ 0.75 + |u− v| ∗ 0.25 (3.4)
em que distância é a Equação 3.3.
Após a construção do grafo dos agrupamentos, deseja-se visitar todos os agrupamentos
apenas uma vez, com menor custo, e renderizá-los, o que é um problema similar ao do
caixeiro viajante. A resolução para o problema do caixeiro viajante pode ser aproximada
por meio da construção de uma árvore geradora mínima [33], utilizando, por exemplo, o
algoritmo de Kruskal [26]. A árvore resultante é visitada em profundidade a partir do
agrupamento mais próximo da câmera. A ordem de visita é a ordem de renderização.
Após a ordenação, cada um dos agrupamentos é renderizado. Para a renderização,
utiliza-se a API OpenGL 3.3. Na renderização, os vértices são copiados diretamente
para o vertex-buffer da placa de vídeo. Após isso, os triângulos são gerados on-the-fly
percorrendo, primeiramente, os triângulos do anel da laced ring e depois os triângulos
que não fazem parte do anel, como descrito no Algoritmo 6. O agrupamento é então
renderizado.
Para que se mantenha os agrupamentos já renderizados, não é efetuada a “limpeza” da
tela antes de renderizar. Durante a renderização, o OpenGL sobrescreve na tela os pixels
cujos valores de z-buffer são maiores do que o pixel atualmente sendo renderizado, o que
evita que as partes renderizadas anteriormente e que estejam mais próximos da tela sejam
sobrescritas por partes mais distantes da câmera e estão ocultas. A “limpeza” é realizada
apenas quando há uma mudança na posição da câmera.
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Renderização Web
Utilizando recursos modernos disponíveis nos navegadores atuais, tais como WebGL [89] e
WebSocket [36], em conjunto com a arquitetura cliente-servidor e a representação proposta
nesse trabalho, torna-se possível desenvolver um visualizador de malhas que não demanda
recursos computacionais avançados, uma vez que o processamento pode ser realizado no
servidor, cabendo ao cliente a interação com o ambiente e a visualização dos resultados. O
servidor, por questão de desempenho, mantém uma pequena parte dos agrupamentos em
um cache. Esse cache é gerenciado por qualquer uma das políticas descritas na seção 2.6
A Figura 3.6 ilustra o método proposto de renderização remota.
A renderização remota via Web torna possível a renderização de grandes volumes de
dados, o que não seria possível nos navegadores Web atuais, visto que o padrão WebGL
atual prevê o uso de identificadores de apenas 16 bits, o que limita a renderização para
modelos de no máximo 65.535 vértices. Com a renderização em partes, torna-se possível
renderizar modelos maiores e com baixo uso de memória principal. A partir dessa téc-
nica, pode-se também renderizar grandes volumes em dispositivos móveis, visto que os































Figura 3.6: Diagrama que ilustra os principais componentes da metodologia de renderi-
zação desenvolvida.
O servidor armazena os modelos na memória secundária, segundo a metodologia aqui
proposta. Máquinas clientes, tanto computadores pessoais quanto dispositivos móveis,
conectam-se a esse servidor, requisitando o modelo a ser renderizado. Então, inicia-se
uma conexão via WebSocket entre o cliente e o servidor. A partir desse momento, toda
a comunicação cliente-servidor é feita via WebSocket. No início dessa comunicação, o
servidor envia:
• a quantidade de agrupamentos do modelo: como os agrupamentos são identificados
entre 0 e n − 1, sendo n o número de agrupamentos do modelo, o cliente necessita
dessa informação para fazer requisições de agrupamentos que existam no modelo;
• a caixa envoltória do modelo: para o cliente saber onde posicionar inicialmente a
câmera do renderizador;
• a versão simplificada do modelo: para o usuário cliente ter uma aproximação inicial
do modelo completo.
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OWebSocket é responsável por manter a conexão e agilizar a troca de mensagens. Caso
fosse utilizado o protocolo HTTP (Hypertext Transfer Protocol) seria uma nova conexão
para cada nova mensagem entre o servidor e o navegador cliente, pois o protocolo HTTP
não mantém a conexão e, desse modo, seria necessário iniciar uma nova conexão para
cada troca de mensagens entre servidor e cliente.
O cliente inicialmente renderiza a versão simplificada do modelo. Em seguida, faz
requisições sucessivas de agrupamentos, ou seja, 0, 1, 2, ..., n − 1. Antes de transmitir o
agrupamento, o servidor serializa o agrupamento usando o padrão JSON. Após receber
o i-ésimo agrupamento requisitado, o cliente desserializa e renderiza o agrupamento i
e faz a requisição do próximo agrupamento, i + 1. Conforme descrito na seção 3.7, o
renderizador não limpa a tela antes da renderização; o pixel que tiver menor valor de
z-buffer sobrescreverá o pixel da renderização do agrupamento anterior. A tela é limpa
apenas quando se altera a posição da câmera. Quando isso ocorre, além da limpeza da
tela, renderiza-se o modelo simplificado e inicia-se de 0 a requisição para agrupamentos.
3.8 Implementação
A implementação da metodologia proposta foi realizada em linguagem de programação
C++ versão 11, exceto por algumas partes da renderização Web. A linguagem C++
foi escolhida por prover abstrações, tais como classes e containers (como vetores e hash-
tables), com pequeno overhead, que facilitam a organização do código e que facilitam
escrever programas de alto desempenho. A versão 11 foi utilizada por possuir uma imple-
mentação de hash-table, a unordered_map, que tem melhor desempenho que a disponível
anteriormente. As outras linguagens utilizadas foram Python e Javascript.
A implementação da metodologia pode ser dividida em dois componentes:
• criação do modelo out-of-core: implementa as etapas 1 a 6 da metodologia. Foi
implementada em C++, tem como entrada um arquivo PLY e o tamanho dos agru-
pamentos e tem como resultado um modelo out-of-core;
• utilização: implementa a etapa 7. Neste trabalho, três utilizações diferentes foram
implementadas: renderização, cálculo de normais e renderização Web.
A renderização foi implementada utilizando a API gráfica OpenGL 3.3. A biblioteca
GLFW foi utilizada para a criação de contextos OpenGL, assim como a criação de janelas
gráficas, eventos de mouse e teclado. Boost foi utlizada para a criação da árvore gera-
dora mínima. Para o gerenciamento de compilação, utilizou-se a ferramenta CMAKE.
Por utilizar bibliotecas e ferramentas multiplataformas, os programas aqui desenvolvidos
também são multiplataformas. Os códigos foram compilados e testados em ambientes
Linux e MacOS.
A renderização Web é dividida em servidor e cliente. O servidor é composto por:
• leitura e gerenciamento de agrupamentos: é responsável pela leitura da malha out-
of-core e por carregar os agrupamentos conforme necessário;
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• servidor HTTP: é o responsável pela comunicação inicial, que indica qual modelo
será renderizado e também envia o modelo simplificado ao cliente. Esse componente
foi implementado em Python [72] em conjunto com o framework Web Flask [1];
• gerenciador out-of-core: esse componente faz a leitura da malha out-of-core, car-
rega os agrupamentos conforme necessário e envia ao cliente via WebSocket. Esse
componente foi implementado em C++.
O cliente pode ser dividido 2 partes:
• comunicação WebSocket: responsável pela comunicação WebSocket com o servidor.
Faz requisição ao servidor de novos agrupamentos. Quando recebe os agrupamentos,
envia-os ao renderizador para a visualização dos modelos. Também é responsável por
desserializar os agrupamentos que estão no formato JSON para o formato indexed
mesh. Ela foi implementada em JavaScript;
• renderizador: responsável pela renderização dos agrupamentos e também do modelo
simplificado. Após a renderização de um agrupamento, requisita à comunicação
WebSocket um novo agrupamento. Também é responsável pela interação com o
usuário, tal que ele possa interagir com a câmera para aproximar o modelo ou
aplicar uma rotação para visualizar outras partes do modelo. Foi implementado
em JavaScript em conjunto com a biblioteca threejs [20], que é responsável pela
renderização usando WebGL.
Por utilizar padrões Web, como o JSON, WebGL e WebSocket, que estão disponíveis
nos principais navegadores atuais, tanto desktop quanto móveis, a implementação da




Este capítulo apresenta e avalia os resultados obtidos por meio de experimentos realiza-
dos com a metodologia proposta e implementada neste trabalho. O principal objetivo dos
experimentos é demonstrar o baixo consumo de memória principal utilizada quando com-
parado a uma representação in-core. A representação in-core empregada na comparação
é a laced ring, descrita na subseção 2.2.9, que é a base para a representação out-of-core
proposta neste trabalho e também por permitir as mesmas operações de consulta de ad-
jacência.
Os experimentos exploram o uso de memória principal em duas situações diferentes:
renderização (seção 4.1) e aplicação de um filtro que utiliza as informações de adjacência
(seção 4.2). Nesses experimentos também será analisado o efeito do tamanho dos agru-
pamentos, o tamanho de cache e a política de cache no consumo de memória principal.
O experimentos foram realizados com os tamanhos de agrupamentos de 1.000, 5.000,
10.000, 50.0000 e 100.000. Esses números indicam o tamanho dos agrupamentos em
números de triângulos adjacentes ao anel da laced ring, ou seja, triângulos T1 e T2. Como
descrito na seção 3.4, triângulos T0 são inseridos juntos ao agrupamento em que se encontra
o primeiro triângulo T1 ou T2 adjacente a esse. Desse modo, agrupamentos podem ser
maiores que o determinado. Os tamanhos de cache utilizados nos experimentos são: 100,
500 e 1.000. Esses tamanhos indicam o número máximo de agrupamentos que podem
ser mantidos em cache e inclui tanto os agrupamentos levados à memória principal sob
demanda, quanto os levados à memória principal por prefetching.
As políticas de cache avaliadas nos experimentos foram LRU, LRFU, SLRU e SARC,
descritas na seção 2.6. Também foram realizados experimentos com uma política de cache
aleatória, em que o agrupamento a ser removido é escolhido aleatoriamente. As políticas
de cache LRFU, SLRU e SARC são executadas com diversos valores de parâmetros.
Na estratégia LRFU, o parâmetro α assumiu os valores 0, 1, 0, 25, 0, 5, 0, 75 e 1, 0. O
parâmetro α controla o peso da frequência e da recência na decisão de qual agrupamento
será removido do cache. A função de peso F (x) utilizada nos experimentos é F (x) =
(1/p)αx, em que p = 2. Os métodos SLRU e SARC têm o parâmetro PS (prefetching size)
que controla o tamanho do prefetching, ou seja, quantos agrupamentos subsequentes são
carregados junto ao agrupamento carregado sob demanda (por causa de um miss). Os
seguintes valores foram utilizados para o parâmetro PS: 1, 5, 10 e 50. Para a política
SLRU, metade do tamanho do cache é reservada para os agrupamentos carregados pelo
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prefetching. Para a política SARC, inicialmente é reservado o mesmo tamanho de PS
para os agrupamentos carregados pelo prefetching. Conforme o uso do cache e a carga de
trabalho, o tamanho do cache reservado para o prefetching é diminuído ou aumentado.
Os experimentos foram executados em uma workstation HP Z620, com dois processa-
dores Intel Xeon CPU E5-2640 2.50GHz, 15 MB de cache L3, 32 GB de memória RAM,
GPU Nvidia Quadro K4000 3 GB e 500 GB de HDWestern Digital WDCWD5000AAKX-
60U6AA0 SATA de 7.200 RPM, executados no sistema operacional Ubuntu 16.04 64 bits.
A memória principal utilizada é a RAM e a secundária o disco rígido.
Para a coleta das informações de memória principal, um utilitário foi desenvolvido.
Esse utilitário é responsável por iniciar o aplicativo (renderizador e estimativa de normais,
tanto in-core quanto out-of-core) e passar os parâmetros necessários. Os parâmetros são
alterados de execução para execução, sendo alterado o modelo da malha, o tamanho dos
agrupamentos (em número de triângulos), o tamanho de cache (em número de agrupa-
mentos mantidos em memória principal), a política de cache e seus argumentos.
Os parâmetros usados são mostrados a seguir nas tabelas de resultados. O utilitário
se mantém ativo pelo mesmo tempo em que o aplicativo é experimentado. Durante esse
período, o utilitário faz medições do consumo de memória principal em intervalos de
0,1 segundos utilizando a ferramenta ps. Ao final da execução, o utilitário armazena,
em um banco de dados, o maior consumo de memória principal verificado durante as
medições, o tempo de execução, informações de cache (números de hits, miss e acessos) e
os parâmetros utilizados para posterior análise. Cada experimento é realizado três vezes
e os valores reportados correspondem à média dos valores medidos.
Os modelos Armadillo, Buddha, Melanix, Dragon, Statuette e Lucy, ilustrados na
Figura 4.1, foram avaliados nos experimentos. Os modelos Armadillo, Dragon, Buddha,
Statuette e Lucy foram obtidos do repositório The Stanford 3D Scanning Repository [84].
O modelo Melanix foi obtido da segmentação da pele e extração da malha triangular desse
modelo disponível no repositório de imagens médicas OsiriX [66].
A Tabela 4.1 apresenta, em ordem crescente, informações sobre o número de vértices,
arestas e faces para cada modelo ilustrado na Figura 4.1 e avaliado nos experimentos.
Modelo Vértices Arestas Faces
Armadillo 172974 518916 345944
Buddha 543652 1631574 1087716
Melanix 1454869 4364613 2909742
Dragon 3609455 10828359 7218906
Statuette 4999996 15000000 10000000
Lucy 5012704 15038106 10025404
Tabela 4.1: Número de vértices, arestas e faces para os modelos de malhas de triângulos
avaliados nos experimentos e mostrados na Figura 4.1.
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(a) Armadillo (b) Buddha
(c) Melanix (d) Dragon
(e) Statuette (f) Lucy
Figura 4.1: Malhas de triângulos utilizadas nos experimentos. Modelos extraídos dos
repositórios [66] e [84].
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4.1 Renderização
Este experimento tem como objetivo mensurar a quantidade de memória principal utili-
zada pela representação out-of-core durante o processo de renderização. A implementação
utilizada segue a metodologia descrita na seção 3.7 e foi programada utilizando a lingua-
gem de programação C++ em conjunto com a API OpenGL 3.3 e a biblioteca GLFW. Um
renderizador in-core também foi implementado para renderizar os modelos representados
por meio da estrutura Laced Ring, também implementado com essas mesmas ferramentas
computacionais.
A Tabela 4.2 apresenta os resultados obtidos com a renderização com a representação
in-core. O consumo de memória principal e o tempo de renderização são reportados para
cada modelo avaliado.
Modelo Consumo Máximo Tempo







Tabela 4.2: Consumo de memória principal e tempo de renderização para cada modelo
de malhas de triângulos usando uma representação in-core durante o precesso de rende-
rização.
As Tabelas 4.3–4.8 apresentam os resultados da renderização para cada modelo com
a representação out-of-core. As tabelas apresentam as informações de uso de memória
principal e informações de cache variando-se parâmetros de tamanho de agrupamentos,
tamanho de cache, política de cache e seus parâmetros, como explicado anteriormente.
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A partir da comparação dos resultados da Tabela 4.2 (renderização in-core) com os resultados
das Tabelas 4.3–4.8 e os respectivos gráficos das Figuras 4.2–4.19 (renderização out-of-core),
pode-se observar o menor consumo de memória principal para a renderização out-of-core. A
única exceção ocorre com o menor modelo (Armadillo) quando se utiliza agrupamentos maiores
que 50.000. Isso ocorre pois o tamanho do agrupamento é de aproximadamente 17 do tamanho
total do modelo in-core em número de triângulos.
Durante o período de maior consumo, todos esses agrupamentos estão na memória principal,
pois o número de agrupamentos é menor do que o menor tamanho de cache usado nos experi-
mentos (7 agrupamentos é um número menor do que 100 agrupamentos em cache). Como pode
ser observado na Figura 3.3, cada agrupamento tem uma estrutura de índices além dos dados, o
que torna a representação out-of-core mais custosa do que a in-core.
Também é necessário somar ao consumo de memória principal os índices descritos na se-
ção 3.6. Ou seja, as estruturas de índices, tornaram a representação out-of-core mais custosa em
termos de consumo de memória principal do que a representação in-core para o modelo Arma-
dillo. Isso não ocorre nos demais modelos. A diferença se torna significativa quando se observa
o maior modelo (Lucy), em que o consumo de memória principal é de cerca de 115 do obtido com
a representação in-core, quando utilizados agrupamentos de tamanho 1.000, e de aproximada-
mente 13 quando utilizados agrupamentos de 100.000. Isso demonstra que a estrutura out-of-core
proposta neste trabalho reduz a quantidade de memória principal utilizada para a renderização.
Além do consumo de memória principal, houve diferença no tempo de renderização quando se
compara a representação in-core com a out-of-core. Utilizando-se a representação in-core, todos
os modelos levaram menos de 3 segundos para renderizar. Utilizando-se a representação out-of-
core, os resultados foram mais heterogêneos, variando de meio segundo a quase 3 minutos (146,20
segundos). Esses valores dependem do tamanho do modelo, do tamanho dos agrupamentos, do
tamanho de cache, da política de cache e seus parâmetros.
O menor modelo, Armadillo, apresentou pouca diferença no tempo de renderização entre as
duas representações, ocorrendo até mesmo de a representação out-of-core requerer menos tempo
com agrupamentos maiores do que 5.000. Isso também ocorreu com o modelo Buddha, quando
utilizados agrupamentos maiores do que 10.000. Com os outros modelos a representação in-core
apresenta maior vantagem. Entretanto, com agrupamentos maiores (a partir de 50.000), a dife-
rença se torna bem menor, mas com a consequência de maior consumo de memória principal, mas
ainda menor do que a representação in-core. Considerando apenas o tamanho do agrupamento,
o tamanho 10.000 se mostra mais vantajoso quando a aplicação é a renderização. A diminuição
de tempo é considerável quando se compara com os agrupamentos de tamanho 1.000 (aproxi-
madamente 10% do tempo deste) e consumindo uma quantidade de memória principal não tão
elevada quando comparada com agrupamentos de tamanho 100.000. Outros parâmetros também
influenciam o consumo de memória principal e tempo, os quais serão discutidos nos próximos
parágrafos.
Analisando as Tabelas 4.3–4.8, pode-se observar que o aumento no tamanho dos agrupamen-
tos leva ao aumento no consumo de memória principal. Isto é esperado, pois é necessário mais
memória principal para manter um agrupamento em memória principal. O aumento do tamanho
do agrupamento também levou à diminuição do tempo de renderização. Tomando o modelo Lucy
(Tabela 4.8) como referência, pode-se notar que o aumento de consumo memória principal não é
linear. Por exemplo, houve consumo máximo de 194,87 MB de memória principal com tamanho
de agrupamentos de 1.000 (primeira coluna de tamanho de agrupamentos), ao passo que, com
agrupamentos de 10.000, o consumo máximo foi de 1.246,48 MB.
De modo geral, o tamanho dos agrupamentos e o tamanho do cache não influenciaram os
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resultados obtidos para hits. A exceção ocorreu quando foram utilizadas políticas de cache com
prefetching. No experimento de renderização, o processo de renderização é realizado apenas
uma vez. Por isso, ocorre um miss apenas uma vez por agrupamento, pois o agrupamento não
estará na memória principal em seu primeiro acesso. Ao ser carregado na memória principal, o
agrupamento será acessado oito vezes para obter seus vértices, normais, L, R, mapa de vértices
de triângulos T0 e seus tamanhos, o que leva a 78 dos acessos serem hits. Isto corresponde aos
resultados obtidos nos experimentos, cujos hits foram de 87,5%. As exceções, como mencionadas
anteriormente, são as políticas de cache com prefetching (LRFU e SARC).
Políticas de cache com prefetching carregam agrupamentos subsequentes ao agrupamento
necessário no momento de miss. Isto reduz a quantidade de misses, pois há a possibilidade de
que o agrupamento já esteja na memória principal quando necessário, o que explica as políticas
de cache com prefetching terem resultados melhores em quantidade de hits.
A partir dos dados dessas tabelas, também é possível notar que um tamanho maior de
prefetching resulta em melhores resultados em percentagem de hits. Com o menor tamanho
de prefetching, o resultado foi pouco superior ao obtido com as políticas sem prefetching, com
resultado de cerca de 89%. Com o maior tamanho de prefetching, os resultados são de cerca
de 99%, o que indica que é melhor utilizar maior tamanho de prefetching quando a aplicação
em questão é a renderização e o parâmetro é a percentagem de hits. Porém, para a mesma
aplicação, quando o parâmetro considerado é o tempo, os maiores tamanhos de prefetching têm
piores resultados.
Tomando o modelo Lucy como exemplo, comparando-se a política SLRU com tamanho de
prefetching de 1 e 50, houve um aumento de cerca de 17% no tempo de renderização. Comparando
o tamanho de prefetching de 1 com 10, o tempo foi apenas 2% maior, o que indica que, para
essa aplicação, tomando-se o tempo como parâmetro, um tamanho menor ou médio é mais
vantajoso. Outra característica interessante das políticas com prefetching é que a quantidade
máxima de memória principal consumida foi apenas pouco superior à observada com políticas
sem prefetching.
4.2 Estimativa de Normais
Neste experimento, as normais de todos os vértices são estimadas. Assumimos que a normal de
um vértice é a média das normais dos seus triângulos adjacentes. Por isso, primeiramente as
normais das faces adjacentes ao vértice v são calculadas, depois a normal de v é calculada. A
Figura 4.20 ilustra a normal de um vértice com a média das normais das faces adjacentes. Esse
algoritmo foi escolhido por utilizar vértices e faces adjacentes.
Assim como no experimento anterior, foram feitas medições alterando-se os parâmetros: ta-
manho de agrupamento, tamanho do cache e política de cache. O código utilizado neste experi-
mento foi desenvolvido em linguagem de programação C++. Os resultados serão comparados a
uma implementação in-core do algoritmo de estimativa de normais para modelos armazenados
na estrutura Laced Ring, que também foi implementada em C++.
A Tabela 4.9 apresenta os resultados para a estimativa de normais in-core.
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Figura 4.20: Estimativa das normais de um vértice.
Modelo Consumo Máximo Tempo







Tabela 4.9: Tabela de resultados contendo o consumo de memória principal para cada
modelo de malhas de triângulos usando uma representação in-core durante o algoritmo
de estimativa das normais de seus vértices.
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As Tabelas 4.10–4.15 e os respectivos gráficos das Figuras 4.21–4.38 apresentam os resultados
para o experimento de estimativa de normais para os respectivos modelos: Armadillo, Buddha,
Melanix, Dragon, Statuette e Lucy.
Comparando os resultados do experimentos in-core com out-of-core, pode-se observar que
o consumo de memória principal com a versão out-of-core dos modelos foi menor. Também é
possível notar que a diferença de consumo de memória principal é maior quanto maior o tamanho
dos modelos (em número de vértices e triângulos).
A diferença de consumo de memória principal para o modelo Armadillo entre o in-core e
out-of-core é de pouco mais de três vezes quando utilizado o menor tamanho de cache (100)
e menor tamanho de agrupamento (1000). Quando utilizados os maiores tamanhos de cache
(1000) e agrupamento (100.000) a diferença se faz pequena, de cerca de 82 MB para o out-of-core
e de 96 MB para o in-core. Fazendo-se outra análise desse modelo com o maior tamanho de
agrupamento (100.000) é perceptível que o tamanho de cache não altera o consumo de memória
principal. Isso ocorre pois a quantidade de agrupamentos é pequena, ou seja, o cache de menor
tamanho já suporta todo o modelo em memória principal. Assim, todo o modelo está em memória
principal e, durante o uso, os agrupamentos não são removidos da memória principal. Também
devido a isso, a diferença de tempo é pouco perceptível com a alteração do tamanho de cache e
dos agrupamentos.
A diferença do consumo de memória principal entre in-core e out-of-core é maior quanto
maior o modelo. Comparando o maior modelo (Lucy), a versão in-core consumiu cerca de noves
vezes mais memória principal quando utilizado o modelo out-of-core com o menor tamanho de
agrupamento (1.000) e menor tamanho de cache (100). Quando utilizado o maior tamanho de
agrupamento (100.000) e de cache (1.000), a diferença de consumo é de cerca 1,8 vezes. Os
mesmos valores de diferença de consumo de memória principal também ocorrem com o modelo
Statuette e Melanix. O modelo out-of-core consome nove menos memória principal do que o
modelo in-core, quando o modelo out-of-core possui agrupamentos de tamanho 1.000, e a dife-
rença cai para quase duas vezes quando utilizado o maior tamanho de agrupamento. O modelo
out-of-core, de menor tamanho de cache (1.000), do modelo Dragon apresenta maior diferença
de consumo quando comparado com o modelo in-core deste. A diferença é de cerca de trinta e
quatro vezes. Essa diferença maior se deve ao modelo ter, proporcionalmente, mais triângulos
T1 e T2 do que os outros modelos. Como os triângulos T1 e T2 são mais compactos, o custo de
memória principal é menor. Porém, quando utilizado o maior tamanho de agrupamento (10.000),
essa diferença é de cerca de duas vezes, como ocorre com os modelos Lucy, Statuette e Melanix.
Com essas medições, pode-se observar que os maiores modelos (em número de vértices e
faces) ocupam proporcionalmente menos memória principal quando comparadas a versão in-core
com a out-of-core. Isso ocorre por causa das estruturas de índices. Com os maiores modelos, o
consumo de memória principal das estruturas de índices é desprezível. Entretanto, nos menores
modelos, o consumo das estruturas de índices se torna considerável.
Comparando o tempo de execução, pode-ser perceber que os modelos in-core gastaram menos
tempo. A única exceção ocorre com o modelo Armadillo. Quando utilizada as políticas de cache
Aleatório, LRU (com tamanho de cache 500 e 1.000) e SLRU (com tamanho de cache 500 e
1.000 e todos os valores de PS) o tempo de execução foi menor. Isso pode ter ocorrido devido
à estratégia de carregar o modelo em blocos (agrupamentos) em contrapartida a carregar todo
o modelo em uma única vez ser mais adequada para modelos desse tamanho. Com os outros
modelos, a versão out-of-core necessitou de cerca de cinco a seis vezes mais tempo para a execução
quando comparada com a versão in-core, cerca de seis vezes quando utilizado o menor tamanho de
agrupamento (1.000) e cinco vezes quando utilizado o maior tamanho de agrupamento (100.000).
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Com relação ao tempo, pode-se notar que o aumento do tamanho dos agrupamentos tem
pouco benefício na diminuição do tempo. Pelas medições, a diminuição de tempo é de 9% à
15% quando comparado o tempo para menor (1.000) e maior agrupamento (100.000) para um
aumento de três a quatro vezes de consumo de memória principal, o que indica que o aumento do
tamanho dos agrupamentos não compensa em aplicações tais como a de estimativa de normais
de vértices. O mesmo ocorre com o tamanho do cache, em que há uma diminuição do tempo
de execução com os maiores tamanhos de cache, entretanto, o aumento no consumo de memória
principal é proporcionalmente maior.
As taxas de hits obtidas nesses experimentos foram altas, todas acima de 99.0%. Isso ocorre
porque o processamento é bem localizado, sendo realizado a maior parte do tempo dentro de um
único agrupamento. Apenas quando os vértices processados estão na borda de um agrupamento
será necessário ter os agrupamentos vizinhos em cache para obter os triângulos adjacentes, o que
faz com que ocorram poucas trocas de agrupamentos entre a memória principal e a secundária.
Outra razão é que vértices, faces e outros elementos são acessados muitas vezes, seja para obter
os valores para a estimativa das normais ou para fazer as consultas de adjacência, o que leva a
quantidade de acessos ao cache ser várias ordens de magnitude maior do que o número de misses.
As políticas de cache tiveram um papel importante nos resultados obtidos. Por exemplo, a
política LRFU com α = 0.75 e α = 1.0 obtiveram os piores valores para tempo de execução,
chegando a demandar um tempo de execução de quase cinquenta vezes maior do que o obtido
com a política aleatória. Isso ocorre por terem sido necessárias mais trocas de agrupamentos em
cache e memória secundária, o que é corroborado pela menor taxa de hits, quando comparado
com as outras políticas, bem como também por necessitar calcular o CRF a cada acesso e por
precisar percorrer todo o cache em busca do menor CRF quando for necessário remover um bloco
do cache. Isto demonstra que a política de cache é um fator importante nos resultados obtidos.
As políticas de cache com prefetching (SLRU e SARC) com maior valor de PS e tamanho de
cache também tomaram um maior tempo de execução, de quase noventa vezes maior quando
comparado com a política aleatória, o que demonstra que é caro, em termos de tempo, carregar
muitos agrupamentos adicionais (prefetching).
4.3 Renderizador Web
Um renderizador Web out-of-core baseado em navegador também foi implementado neste traba-
lho. O renderizador segue a mesma estrutura apresentada na metodologia descrita na seção 3.7.
Ela é composta de um servidor e um cliente. A implementação do servidor e do cliente foi
detalhada na seção 3.8.
A renderização out-of-core permite que o navegador renderize malhas de triângulos densas,
com muitas faces, o que não seria possível em um renderizador in-core, por limitação de memória
principal (principalmente em smartphones) e também devido ao WebGL utilizar inteiros de 16
bits para referenciar vértices de uma face, o que limita a pouco mais de 65 mil triângulos.
O cliente é um navegador, podendo ser executado em um computador desktop ou em um
dispositivo móvel, necessitando-se apenas implementar os padrões WebGL e WebSocket. A
Figura 4.39 ilustra a renderização do modelo Armadillo em um navegador desktop. A Figura 4.40
demonstra o modelo Dragon sendo renderizado em dispositivo móvel.
A Figura 4.41 ilustra a renderização progressiva do modelo Dragon em um navegador desktop.
A Figura 4.41(a) apresenta o resultado da renderização inicial com poucos polígonos e detalhes
desse modelo. A Figura 4.41(b) ilustra a renderização final, com todos os detalhes do modelo.
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Figura 4.39: Renderização do modelo Armadillo em um navegador Web desktop.
Figura 4.40: Renderização do modelo Dragon em um navegador de dispositivo móvel.
(a) Renderização da malha simplificada do modelo (b) Renderização completa do modelo
Figura 4.41: Renderização progressiva do modelo Dragon em um navegador Web desktop.
Também foram realizados experimentos visando mensurar o consumo de memória principal
tanto do cliente, quanto do servidor. Foram medidos o consumo de memória principal variando
o tamanho dos agrupamentos e do cache. Todos os experimentos foram realizados utilizando
a política de cache LRU. Para as medições, dois utilitários foram utilizados, um para medir a
memória principal do servidor e outro para medir a memória principal do cliente.
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O utilitário de mensuração de memória principal do servidor inicia o servidor utilizando os
parâmetros já descritos, captura a quantidade de memória principal utilizada pelo servidor a cada
0, 1 segundos. Ao término das medições, o utilitário armazena em um banco de dados o máximo
de consumo de memória principal verificado durante a execução e os parâmetros utilizados.
O utilitário de mensuração de memória principal do cliente inicia o navegador, direciona o
navegador para a página do renderizador e mede o consumo de memória principal do navegador a
cada 0, 1 segundos. Ao final, o utilitário armazena em um banco de dados o máximo de consumo
de memória principal verificado e o tempo da renderização. O navegador utilizado como cliente
foi o Mozilla Firefox versão 51. Os experimentos foram executados em uma workstation HP
Z620, com dois processadores Intel Xeon CPU E5-2640 2.50GHz, 15 MB de cache L3, 32 GB
de memória RAM, GPU Nvidia Quadro K4000 3 GB e 500 GB de HD Western Digital WDC
WD5000AAKX-60U6AA0 SATA de 7.200 RPM no sistema operacional Ubuntu 16.04 64 bits. A
memória principal utilizada é a RAM e a secundária o disco rígido.
A Tabela 4.16 apresenta as medições de consumo máximo de memória principal para o
servidor e o cliente (navegador) e também o tempo de renderização. A partir dessas medições,
pode-se notar o maior consumo de memória principal no servidor nas malhas maiores. Isso ocorre
porque essas malhas têm mais informações de índices, que são mantidas na memória principal
na implementação atual. Por outro lado, esse consumo não ocorre no cliente, justamente por
não ter informações de índices.
O uso de agrupamentos maiores também resulta em consumo maior de memória principal,
tanto por parte do cliente quanto do servidor. Isto também resulta em menor tempo de renderi-
zação. O tamanho do cache tem pouca influência no consumo de memória principal no cliente.
A diferença de consumo pode ocorrer por otimizações do navegador. O tamanho do cache tem
influência, porém pequena, no tempo de renderização no cliente.
O uso de caches maiores diminui a necessidade de leitura da memória secundária por parte
do servidor, por isso essa diminuição. Por parte do servidor, o uso de caches maiores resulta
em maior consumo de memória principal, chegando a duplicar o consumo nos experimentos. O
tempo de renderização para malhas grandes (Lucy e Statuette) é alto, de cerca de 100 segundos.
Entretanto, o uso de renderização progressiva e da ordenação da renderização dos agrupamentos
torna a renderização praticamente instantânea ao usuário. Analisando os resultados, chega-se à
conclusão de que o uso de agrupamentos maiores e pequenos caches é o melhor custo benefício,
com menor tempo de renderização e consumo de memória principal não tão alto.

















10 57,85 353,81 3,83
100 74,77 352,69 3,70
10000
10 97,49 353,67 3,42
100 105,25 355,37 3,31
25000
10 201,62 357,40 2,99
100 205,96 363,48 2,83
Buddha
5000
10 76,36 448,84 11,58
100 180,30 441,30 11,18
10000
10 125,18 448,22 10,30
100 216,34 445,42 9,73
25000
10 278,48 479,97 9,50
100 336,26 476,30 9,16
Melanix
5000
10 85,16 489,43 34,88
100 172,55 489,50 35,63
10000
10 135,42 493,22 30,52
100 296,44 493,58 30,57
25000
10 286,40 524,71 28,96
100 485,72 534,55 28,68
Asian Dragon
5000
10 79,52 494,26 84,03
100 144,01 488,21 81,65
10000
10 131,39 510,10 73,78
100 256,36 500,89 70,37
25000
10 271,84 532,93 67,26
100 579,19 536,40 64,23
Thai Statue
5000
10 155,61 491,33 125,82
100 247,26 493,87 123,14
10000
10 209,99 507,04 109,84
100 404,20 500,16 105,06
25000
10 356,63 524,42 99,64
100 846,15 536,33 96,04
Lucy
5000
10 163,88 494,13 106,22
100 258.98 485.98 103.58
10000
10 209,72 502,05 97,62
100 405,57 503,39 95,09
25000
10 400,40 541,82 89,80
100 897,90 541,32 85,39
Tabela 4.16: Medidas de consumo de memória principal máxima para o servidor e o cliente
(navegador) e o tempo para renderização de todo o modelo no navegador.
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Capítulo 5
Conclusões e Trabalhos Futuros
Este trabalho apresentou a proposta e a implementação de uma representação out-of-core de
malhas de triângulos para a renderização e o processamento de grandes volumes de dados em
computadores convencionais.
As seguintes características para essa representação foram buscadas:
(i) ser uma representação compacta;
(ii) permitir acesso a informações de adjacência em tempo constante.
A primeira característica é importante por permitir manter mais elementos da malha de
triângulos na memória principal e, consequentemente, diminuir a troca de informações entre a
memória principal e a memória secundária, pois é possível gerar modelos com agrupamentos
maiores com pouco custo de memória principal.
A segunda característica é importante por permitir implementar algoritmos de processamento
de malhas com maior desempenho. Sem essa característica, seria necessário percorrer várias
vezes a malha para obter essas informações, o que praticamente impossibilitaria o uso em uma
representação out-of-core, já que seriam necessárias muito mais trocas entre a memória principal
e a secundária.
Ambas as características foram alcançadas por meio do uso da estrutura de dados laced ring
que, como visto na seção 2.2.9, é uma representação mais compacta que as suas concorrentes e
também permite acesso a informações de adjacência em tempo constante.
A funcionalidade out-of-core foi obtida por meio do uso de agrupamentos e de índices. Como
visto na seção 3.4, agrupamentos são importantes por manterem a ideia de localidade, em que
vértices e faces vizinhos são mantidos no mesmo agrupamento. Essa é uma característica im-
portante, pois permite que o processamento de uma região da malha se dê sem a necessidade de
troca constante de agrupamentos entre a memória principal e a memória secundária. Os índices
são utilizados para localizar os agrupamentos no disco e também indicar a qual agrupamento
pertence um determinado elemento da malha.
Este trabalho também se propôs a responder as seguintes hipóteses:
1. representações out-of-core permitem o processamento e a renderização de malhas densas
em computadores convencionais e dispositivos móveis?
2. políticas de cache são relevantes para representações out-of-core durante o processamento
de malhas?
3. representações out-of-core são adequadas a uma arquitetura cliente-servidor?
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A partir dos resultados apresentados no capítulo 4, pode-se verificar que essas três questões
foram respondidas:
1. sim, a representação proposta permite o processamento e a renderização de malhas densas
em computadores convencionais e dispositivos móveis. Além disso, navegadores tanto em
dispositivos móveis quanto desktop podem ser empregados. Entretanto, a possibilidade
disso ocorrer depende dos parâmetros utilizados. A utilização de agrupamentos grandes
ou de caches grandes podem não permitir o uso em dispositivos móveis. Por exemplo, no
maior modelo (em número de vértices e faces) utilizado nos experimentos (Lucy), quando
utilizado o maior tamanho de agrupamento e cache o uso de memória principal foi maior do
que o disponível para aplicativos em dispositivos móveis. Portanto, cada tipo de aplicação
depende de parâmetros apropriados.
2. sim, políticas de cache são relevantes para representações out-of-core durante o processa-
mento de malhas. Conforme observados nos resultados obtidos, políticas de cache podem
levar a resultados diferentes de misses. Taxas de misses levam à necessidade de ler em
disco um novo agrupamento e carregá-lo na memória principal, o que requer mais tempo
do que quando ocorre um hit. Por isso, uma política de cache que diminua os misses é
importante para processar em menor tempo computacional.
3. sim, representações out-of-core são adequadas a uma arquitetura cliente-servidor, pois per-
mitiu a implementação de um serviço de renderização Web cliente-servidor. Isto demandou
o adicional de manter informações de adjacência, que são importantes para a ordenação da
renderização, para que os agrupamentos mais próximos ao observador sejam renderizados
antes. Essa é uma característica não encontrada em outras representações out-of-core,
como streaming meshes [50].
Algumas propostas de trabalhos futuros incluem:
• a utilização de múltiplas threads para renderização: uma responsável por buscar os agru-
pamentos da memória secundária para a memória principal e converter os dados para a
renderização e outra responsável pela renderização. Para a renderização, dois buffers são
utilizados, ou seja, double buffering. Desse modo, a thread 1 preenche o buffer 1 com os
dados de renderização. A thread 2 renderiza o buffer 1, enquanto a outra thread preenche
o buffer 2. Desse modo, o tempo entre a leitura dos agrupamentos e a sua renderização é


















Figura 5.1: Renderização multithread com double buffering.
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• renderização de versão simplificada da malha com os centros dos agrupamentos: o que
evitaria utilizar um algoritmo de simplificação para gerar a malha simplificada. Essa malha
simplificada também pode servir para ordenar os agrupamentos para a renderização. Para
isso, pode-se atribuir o identificador numérico de agrupamento para cada vértice da malha
simplificada e renderizar essa malha em um buffer de modo a atribuir para cada pixel
o valor de seu vértice correspondente (o identificador de seu agrupamento) e o valor de
z-buffer. Em seguida, deve-se percorrer esse buffer e ordenar os agrupamentos de acordo
com o seu valor de z-buffer [65]. Pixels com menores valores de z-buffer são renderizados
primeiro, pois estão mais próximos do observador.
• utilização dessa representação out-of-core para processamento distribuído de malhas: a
representação out-of-core permite distribuir, em uma rede de computadores, o processa-
mento de malhas, pois os agrupamentos são auto-contidos. Uma sugestão de arquitetura
é de manter o armazenamento da malha centralizado assim como os índices. Um nó ge-
renciador de processamento distribui o processamento a ser realizado em um pool de nós
processadores. Os nós processadores se conectam ao nó de armazenamento para obter
os agrupamentos a serem processados. Caso o nó processador precise de um dado não
presente no agrupamento atual, ele consulta o índice do nó de armazenamento e obtém o
agrupamento necessário. Após o processamento, o nó envia o resultado ao nó gerenciador
de processamento, que é o responsável por combinar todos os resultados em um resultado
único.
• utilização de um estrutura de dados para índices em que apenas os índices necessários estão
na memória principal, mantendo o restante na memória secundária. Quando necessário,
índices da memória secundária são transferidos para a memória principal, possivelmente
substituindo os que estavam na memória principal. Um exemplo de uma estrutura de dados
para índices com essas características é a Cache Oblivious Lookahead Array (COLA) [14].
O uso de uma estrutura como COLA deve diminuir a quantidade de memória principal
necessária para um modelo out-of-core.
• uso de uma representação alternativa à laced ring, que não seja baseada na ordem dos
vértices para se obter (implicitamente) as informações de adjacência. Uma representação
baseada em ordem, como a laced ring, dificulta a alteração de sua estrutura. A remoção
ou adição de novos triângulos tornará necessária uma reordenação dos vértices da malha
e, possivelmente, a geração de um novo anel e de índices, o que torna a operação cara em
termos de processamento e memória principal. Uma alternativa é utilizar uma represen-
tação baseada em arestas, com é o caso da winged-edge, em que as relações de adjacência
são indicadas explicitamente via índices. Além disso, pode-se também utilizar uma faixa
numérica para os índices dos vértices e outros elementos de um agrupamento. Por exem-
plo, o agrupamento 1 tem os vértices 1 a 1.000, para esse agrupamento, então, aloca-se
os índices de 1 a 10.000. Isso permitirá que a representação out-of-core sofra pequenas




O desenvolvimento deste projeto de dissertação de mestrado gerou alguns artigos científicos,
publicados em conferências e periódicos, associados ao tema de modelagem, reconstrução e ren-
derização de imagens [5, 6, 7, 8, 9, 10,30,35,60,61,62,63].
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