Suppose that you want to control the lights in your hall with two switches, so that you can switch the lights on or off with either switch. The logic of the circuit is simple, e.g., when one switch is up and the other is down, the light is on. Change a switch, so that either both are up or both are down, and the light goes off. This logic is equivalent to an exclusive disjunction: The light is on when either one switch is up or else the other switch is up, but not both. If you are not familiar with electrical circuits, you will find the task of designing a circuit with this logic difficult. The process in general is known as reverse engineering, and it calls for knowledge and imagination. You are likely to know that it isn't a good idea to make a short circuit between the two terminals of a light. You possess a number of such local constraints concerning individual wires. You are also likely to know that you need to include both switches in the same circuit. You possess a number of such global constraints concerning the circuit as a whole. Guided by these constraints, you try to design a circuit. But, how do you go about it? The aim of the present paper is to answer this question.
In general terms, reverse engineering is the process of inferring how a particular mechanism works. In industry, it is sometimes merely the development of a way to duplicate an artifact, but our concern is the inference that works backwards from an existing device to an understanding of how its components should be put together to yield its behaviour. In most cases, individuals already know how the components work*if they don't, they have to reverse engineer them* and so our focus is on the process of assembling the components into an appropriate system.
A sizable literature on reverse engineering exists in the fields of artificial intelligence (e.g., Clarkson, Gorse, & Taylor, 1992) , computer science (e.g., Eilam, 2005; Vá rady, Martin, & Cox, 1997) , biology (e.g., Csete & Doyle, 2002; Li et al., 2002) , and biotechnology (e.g., Tegné r, Yeung, Hasty, & Collins, 2003) . Psychologists have studied some of the component processes of reverse engineering, such as how individuals simulate mechanical and electrical systems (e.g., Hegarty, 1992; Schwartz & Black, 1996) , how they explain causal mechanisms (e.g., Miyake, 1986; White, 1995) , and how they diagnose faults (e.g., Goodwin & Johnson-Laird, 2005a; Moray, 1999; Rouse & Hunt, 1984) . Likewise, a key requisite for reverse engineering is to understand what a system does; research in the areas of hypothesis testing and causal learning has shed light on the process of understanding. For example, Klahr and colleagues (e.g., Klahr, 2000 Klahr, , 2005 Klahr & Dunbar, 1988 ) investigated how individuals discover the function of a button that controls a toy robot. They found that individuals formulate new hypotheses about the function either by applying prior knowledge, e.g., by using the linguistic meaning of the button's label, or by generalising the robot's behaviours that they collected earlier. Likewise, research on causal reasoning has also shown that individuals are adept at determining causal relations using both top-down and bottomup processes. For instance, individuals*even children as young as 2 years old*are adept at determining causal relations between two events through perceptual cues as well as covariational data, with the latter overriding the former if necessary (see, e.g., Gopnik, Sobel, Schulz, & Glymour, 2001; Schulz & Gopnik, 2004) . Other cues that help determine causality include the temporal contiguity between the two events, as well as relevant prior knowledge (see, e.g., Hagmayer & Waldmann, 2002; Lagnado & Sloman, 2004 ; for a review, see Lagnado, Waldmann, Hagmayer, & Sloman, 2007) ; these cues may even override covariational data when individuals make causal judgements (White, 1995 ).
Yet, the task of reverse engineering depends on more than hypothesis testing and causal reasoning. You may have inferred that the two switches in your hall control the light independently. And you may have discovered their causal role by relying on many of the factors that the previously mentioned studies have identified. But, your discovery is the starting point of reverse engineering. It calls for you to work out in detail how to wire up the components in an electrical circuit to yield these causal relations. As we shall see later, the difficulty of grasping the functionality of a system is sometimes different from the difficulty of reverse engineering the system. The lights in the hall are a good example. Most of us understand their functionality; few of us, as we show presently, can reverse engineer the system. In fact, a major difficulty in reverse engineering arises from an important factor: the interdependence of variable components on one another in determining the outputs of a system (but cf. Dö rner, 1996; Halford, Wilson, & Phillips, 1998; Simon, 1996) . Psychologists are familiar with the concept of an interaction among independent variables in an experiment. Its physical analogy in reverse engineering is the interaction among variable components, that is, the performance of the system cannot be predicted solely from knowledge of the ''setting'' of one such component, because it depends on the ''settings'' of others too. Once again, we distinguish between inferring the existence of such an interaction from observations of a system and devising a mechanism that yields such an interaction. The reverse engineer has at least one advantage over the inventor: the reverse engineer knows that the task is feasible (Johnson-Laird, 2005) . Our theory and investigations accordingly focus, not so much on the discovery of causal relations or interactions, but on the assembly of a mechanism that gives rise to them.
One way to study reverse engineering is to see how experts reverse engineer complex machines such as digital cameras, or complex systems such as computer programs. Such experiments would last for days, if not weeks. Fortunately, there is an alternative way to approach the topic. We have developed a general theory of reverse engineering, which aims to account for the process in domains ranging from cameras to computer programs. We have tested the theory in a domain that has three essential requirements. First, it is fundamental to many systems from human concepts to the central processing units of digital computers. Second, its components are familiar to most individuals and easy for them to grasp. And, third, it allows psychologists to carry out experiments in a feasible amount of time. This test bed is circuits of electrical switches, or water-flow systems, that have a Boolean logic, i.e., a logic based on not, and, and or.
The paper begins with a theory of reverse engineering, which is based on plausible psychological assumptions, and which yields readily testable predictions. Next, it describes the testbed of Boolean systems, and show how the theory applies to this domain. It reports the results of five experiments in which the participants reverse-engineered electrical circuits and waterflow systems. The results corroborated the theory's predictions. Finally, the paper draws some conclusions about reverse engineering in general.
A THEORY OF REVERSE ENGINEERING
Any system to be reverse-engineered contains a finite number of components that work together in giving rise to the system's behaviour. Some of these components are variable, that is, they can be in more than one distinct state that affects the performance of the system, e.g., the setting on a digital camera that allows for the playback or erasing of photographs. Other components of the system do not vary, e.g., a wire leading from a switch to a bulb. The system has a number of distinct inputs from the user and a number of consequent outputs, and they are mediated by a finite number of interconnected components. In some systems, a component may have a potentially infinite number of particular states, e.g., different voltages. But, for purposes of reverse engineering, we assume that all variable components can be treated as having a finite number of distinct states, i.e., the system as a whole is equivalent to a finite-state automaton. In other words, analogue systems can be digitised, as in digital cameras, CDs, and other formerly analogue devices. We also assume that the device is intended to be deterministic, though a nondeterministic finite-state device can always be emulated by one that is deterministic (Hopcroft & Ullman, 1979) . A camera, of course, takes indefinitely many inputs depending on the scene in front of it, but they are of only indirect concern to reverse engineers. Their task is to interconnect components, so that the components match the performance of a given camera, i.e., producing the same outputs as the original device from the same inputs. A deterministic finite-state automaton, however, can yield infinitely many distinct outputs, such as strings of symbols or behaviours, and no algorithm exists that is guaranteed to learn even the function that such systems compute (see Gold, 1967 , for a proof given plausible assumptions about what constitutes learning). A corollary of this proof is that the reverse engineering of such systems also lacks any guarantee of success. However, granted that a system has only a finite number of distinct inputÁoutput pairs, the task is feasible: Among the finite number of ways in which its components can be interconnected, at least one exists that emulates the inputÁoutput pairs of the original device. Digital cameras, microwaves, and mobile phones, have a finite number of settings, finite memories, and a finite number of ways of mapping their physical inputs to an output. In sum, a feasible domain of reverse engineering is the set of deterministic finite-state devices yielding finite sets of outputs.
The theory postulates three main principles concerning the difficulty of reverse engineering, which are outlined next:
(1) The principle of variable components (2) The principle of positive outputs (3) The principle of dependence.
The principle of variable components
This principle states that the greater the number of variable components that affect the performance of a system, the harder the system should be to reverse engineer. With a large number of variable components, individuals should take longer, be more likely to err, and be more likely to fail. The reason, of course, is that as the number of components increases, so the number of their potential configurations increases exponentially. Individuals are therefore likely to overlook some configurations, with potentially disastrous effects on their reverse engineering. This principle is analogous to the concept of ''relational complexity'' introduced by Halford et al. (1998) , according to which the number of arguments in a relation determines the difficulty of reasoning with the relation (see also, e.g., Goodwin & Johnson-Laird, 2005b (Bucciarelli & Johnson-Laird, 2005; Johnson-Laird & Savary, 1999) , and what is an instance of a concept rather than what is not (Goodwin & Johnson-Laird, 2010 ). The present theory therefore postulates that individuals tend to focus on outputs from a system rather than their nonoccurrence, i.e., they focus on the light coming on rather than on it not coming on. A second factor should therefore affect performance: the principle of positive outputs.
The principle of positive outputs
This principle states that the greater the number of distinct states of the system that yield positive outputs, the harder the system should be to reverse engineer. Once again, individuals should take longer, be more likely to err, and be more likely to fail, as the number of positive outputs increases. Logically, reverse engineering necessitates a full consideration of all binary occurrences, both outputs and their nonoccurrence. But, only in those extreme cases in which the proportion of positive outputs vastly exceeds the proportion of negative outputs are individuals likely to change their focus to negative outputs (see, e.g., Feldman's, 2000, principle of parity). Yet, even in such cases, individuals still have to construct a system that would produce the positive outputs. If a system has more than two or three states producing positive outputs, the principal psychological problem in reverse engineering is to decompose the set of inputÁoutput pairs into tractable subsets for which the engineer can make a suitable assembly of components. This ''divide-and-rule'' strategy is akin to meansÁends analysis in standard problem solving (Newell, 1990; Newell & Simon, 1972; Simon, 1996) . It calls for individuals to divide the system up into separate subsystems that can be tackled, at least at first, independently from one another. The required inputÁoutput relations provide a global constraint on the assessment of the assembly of such subsystems. And, as individuals tackle these assemblies and assess their performance, they acquire knowledge of additional local constraints governing the placement of individual components. But, the crucial factor is the extent to which the system can be partitioned into separate components that can be solved independently from one another. Hence, the most decisive principle of all in determining the difficulty of reverse engineering is: the principle of dependence.
The principle of dependence
This principle states that the greater the dependence of components on one another in determining the performance of the system, the harder the system should be to reverse engineer. If each variable component has an independent effect on output, the system is easy to decompose; but if two or more variable components interact, then the system is harder to decompose because their joint effects have to be engineered. This condition is bound to call for a more complex system than an independent one containing the same number of variable components. Dependence is similar to the notion of element interactivity proposed by Sweller and colleagues as a cause of difficulty in learning (e.g., Carlson, Chandler, & Sweller, 2003; Sweller & Chandler, 1994; van Merrië nboer & Sweller, 2005) . Fortunately, as Simon (1996) pointed out, most systems in the world*both natural and artificial*are ''nearly decomposable'', because it makes them easier to build and evolve. When they are not, as we will show, reverse engineering is very difficult.
Granted that the process of reverse engineering is goal directed, there are two obvious strategies for tackling a problem, where a strategy refers to a systematic sequence of elementary mental steps that an individual follows in devising a solution (Van der Henst, Yang, & JohnsonLaird, 2002, p. 426) . One strategy is to focus, one at a time, on each of the system's variable components and its contribution to the outputs. With a microwave, they can focus on one control and try to devise a circuit that yields its appropriate outputs. Once they have constructed a circuit for this control, they can move on to the next one, and try to modify their existing circuit to incorporate its effects. Another strategy is to focus instead, one at a time, on each of the system's outputs. With the oven, they can focus one at a time on each output, such as broiling for a fixed time and temperature, and devise a subsystem containing all the requisite components that brings about the required output. Once they have constructed this subsystem, they can move on to the next output, say, toasting, and modify the circuit so that it copes with this new output too, and so on.
The two strategies are not mutually exclusive, and they are likely to differ in their effectiveness for different sorts of problem. Individuals may change from one to the other, just as they change from one strategy to another in deductive reasoning ( Van der Henst et al., 2002) . Ultimately, in order to solve a problem in its entirety, they may have to consider the contributions of all the components to all the outputs. Nevertheless, at the outset, individuals should focus one at a time either on the variable components, or else on the outputs.
These three principles pertain to the complexity of the causal mechanism underlying the target device, but the complexity of its physical implementation matters too. Hence, some domains of reverse engineering introduce a further potential source of difficulty. When individuals devise a mechanism, the fewer spatial dimensions in which they have to envisage the layout of the components, the easier the task should be. From a spatial standpoint, the simplest possible problem has a physical solution in one dimension, a more complex problem has a solution in two dimensions, and the most complex problem has a solution in three dimensions. Temporal relations may similarly add to the difficulty of the task, as they are likely to affect individuals' understanding of the causal system (e.g., Hagmayer & Waldmann, 2002) , although experienced reverse engineers ought to be able to use prior knowledge of cues to the causal system (Lagnado et al., 2007) . We examine this extra factor of dimensionality in our studies of Boolean systems, and we turn to these systems now in order to illustrate how the theory applies to this particular domain.
BOOLEAN CIRCUITS
Boolean systems are those based on negation (not), and the connectives of conjunction (and), disjunction (or), and those that can be defined in terms of them. In fact, any Boolean connective can be defined in terms of a single operator, nand, the negation of a conjunction, but the three preceding primitives make better sense psychologically because they correspond to the primitives that are needed for mental models (Goodwin & Johnson-Laird, 2010) . Boolean systems include the sentential calculus in logic, where the variables can be true or false (Jeffrey, 1981) , genetic algorithms, where the variables are the presence or absence of properties (see, e.g., Holland, Holyoak, Nisbett, & Thagard, 1986) , and theorems about what can, and cannot, be learned in a tractable way (Valiant, 1984) . The processes of binary arithmetic are also Boolean. Hence, the circuit for computing the addition of two single binary digits, 1 and 0, and the carry, if any, is known as a ''half-adder'', and it can be decomposed into two wholly independent subsystems: One computes the sum (a or else b), and the other computes the carry (a and b). The realisation of half-adders in silicon chips is the basis for the arithmetical computations of the central processing unit in a modern computer. Such a circuit is a deterministic finite-state automaton, but if the system is equipped with unlimited memory for the results of intermediate computations, it then has the power of a Universal Turing machine, which is able to compute any computable function (Hopcroft & Ullman, 1979) . Boolean systems can therefore be extraordinarily powerful.
In psychology, Boolean connectives underlie deductive reasoning in which individuals infer conclusions from assertions containing such connectives (e.g., Evans, Newstead, & Byrne, 1993; Johnson-Laird & Byrne, 1991) . Given such assertions, individuals can also evaluate their truth or falsity, list the possibilities to which they refer, and find a possibility common to several assertions; conversely, given a set of possibilities, they can formulate a description of them (Goodwin & Johnson-Laird, 2011) . Mental model theory, which explains these tasks, rests on the assumption that each possibility is represented in a separate mental model, and that the smaller the number of models of the premises, the easier the task should be. Hence, it is easier to make deductions from exclusive disjunctions of the form, a or else b but not both, where a and b denote assertions, than from inclusive disjunctions of the form, a or b or both (Johnson-Laird & Byrne, 1991) , because exclusive disjunctions yield models of two possibilities, whereas inclusive disjunctions yield models of three possibilities. The theory also postulates that mental models represent only what is true. This constraint gives rise to predictable and systematic fallacies in sentential reasoning (e.g., Johnson-Laird & Savary, 1999) .
There exists a large literature on how individuals learn Boolean concepts (Feldman, 2000 (Feldman, , 2006 Kruschke, 1992; Love, Medin, & Gureckis, 2004; Nosofsky, Gluck, Palmeri, McKinley, & Glauthier, 1994; Vigo, 2009 ). The standard conceptual learning task is to present individuals with REVERSE ENGINEERING 5 instances and noninstances of a concept, and their task is to learn to identify all and only the instances of the concept (e.g., Shepard, Hovland, & Jenkins, 1961) . In a comparative study, Goodwin and Johnson-Laird (2011) showed that the difficulty of Boolean concept acquisition is likely to be dependent on the number of mental models underlying the concept. One of the model theory's predictions, which experimental results corroborate, is that it is easier to acquire a concept that is an exclusive disjunction*it has two models of its instances*than to acquire a concept that is an inclusive disjunction*it has three models of its instances. However, as the present studies will show, the difficulty underlying the learning of Boolean concepts is very different from their reverse engineering.
The reverse engineering of a Boolean system, unlike the preceding tasks, calls for the construction of a working model of components that computes a Boolean function. The simplest realisation of such components is a circuit of switches, such as those in our opening example of switches controlling the lights in a hall. The main dependent variable in this case is whether or not the current flows as opposed to truth or falsity in the sentential calculus, or to the presence or absence of a property in an instance of a concept. We chose Boolean circuits as our test bed, because they underlie so many systems*from the central processing unit of a digital computer to the logic of programs, and because nearly everyone understands the operations of an electrical switch, which makes or breaks a circuit. As an illustration of Boolean circuits, consider three examples, each containing two switches. The first is the circuit for conjunction, a and b, in which both switches have to be up in order for the light to come on. The second is the circuit for inclusive disjunction, a or b, in which at least one switch has to be up for the light to come on. And the third is the circuit for exclusive disjunction, a or else b, as in the case of the lights in the hall in which one and only one switch has to be up for the light to come on. Henceforth, we use ''or'' to denote inclusive disjunction, and ''or else'' to denote exclusive disjunction, because that is how logically untrained individuals tend to interpret these terms. More than one circuit is possible for each function, but Figure 1 illustrates the three standard circuits.
Consider the circuit for a and b in Figure 1 , which we can describe as a single possibility: a b in which both a and b are on. This diagram, however, has a spatial interpretation: The start terminal (which is connected to a source of electricity) is connected to a, the two switches have a single connection between their ''on'' positions, and b is connected to the end terminal (which is connected to in series to the rest of the circuit including the light and the battery). We could arrive at the circuit for a and b by starting with all possible circuits between the start and end terminals:
then eliminating those circuits that do not yield the required outputs. The result is: a b Finally, we eliminate any irrelevant wires. This procedure is guaranteed to reverse engineer any Boolean circuit, and Figure 2 presents its physical embodiment for dealing with circuits of three switches. It shows the layout for all possible configurations of three switches, including yoked switches that operate together. The next step eliminates those wires that yield an output when they should not, and Figure 3 shows the modification in which wires, and irrelevant yokes, are LEE AND JOHNSON-LAIRD removed so that the positive instances correspond to those required for a and b and c. Naïve human reasoners are most unlikely to know this universal method or to discover it within an experiment. If they were to adopt it with the problems in Figure  1 , then their relative difficulty should merely reflect the number of circuits to be eliminated from Figure 2 , and so a or else b should be easier than a and b. How, then, do naïve individuals actually reverse engineer such circuits?
THE REVERSE ENGINEERING OF BOOLEAN SYSTEMS
The present theory of reverse engineering, which we described earlier, postulates that two sorts of constraints exist in reverse engineering, local constraints concerning the treatment of single individual components, such as single wires in Boolean circuits, and global constraints concerning more than one component and sometime the system as a whole. If an existing circuit containing the battery and light is already wired up between a start terminal and an end terminal, then the task is to complete the circuit between these two terminals by adding switches and wires in an appropriate way. Local constraints prevent an individual wire from insertion into a circuit in nonsensical ways:
(1) A terminal on a switch or a light should not be wired to itself in a loop. (2) A duplicate of a wire already in the circuit should not be added to the circuit. (3) The converse of a wire that is already in the circuit should not be added to the circuit: Wires are symmetric, and so a wire from A to B is equivalent to a wire from B to A, and so only one such wire is necessary. (4) A single wire should not be introduced to connect one terminal on a switch to another terminal on the same switch, because that is what the switch itself does when it is on. (5) A single wire should not be introduced to connect the start terminal to the end terminal, unless the circuit is supposed to keep the light on at all times.
The following global constraints apply to a Boolean circuit:
(1) The circuit should yield the appropriate output for each switch position. (2) The start terminal must be connected to at least one switch. (3) The end terminal must be connected to at least one switch. (4) Each switch must have a wire connected to its single terminal, and a separate wire connected to at least one of its double terminals, where one of them is for the ''on'' position and the other is for the ''off'' position. (5) Except in the case that the target is to produce a circuit whose light will come on regardless of the switches' positions, there should be no circuit of wires without switches from the start to the end terminal. (6) A circuit in which two switches control a single light should not contain more than six wires. This number is arbitrary, but is a reasonable maximum number of wires needed for a problem containing two switches (see Figure 1 ).
Undergraduates, even those who are not studying science, readily grasp some of these local and global constraints (see Experiment 5 later) from instructions to solve the problems. However, they have little strategic knowledge. Yet, as they tackle problems, they acquire other constraints that allow them to solve problems much more readily. We have described elsewhere a mechanism for a strategic shift of this sort, in which individuals deduce the consequences of a move while tackling a problem, and these consequences come to operate as constraints on the process of creating new moves (see Lee & Johnson-Laird, 2013) . Since the functionality of each individual component constrains how the components are assembled, individuals in principle should be more likely to violate global than local constraints as they learn to reverse engineer any system. No individual can hope to solve any but the most trivial reverse engineering problem by trial and error, i.e., without using any a priori constraints, or without making any errors. We exclude, of course, the possibility that the individual already knows the solution.
The two main strategies for reverse engineering are to focus either on outputs or on components. With Boolean circuits, however, a focus on components is less useful. For example, in the case of the disjunction, a or b, a focus on switch a shows that the light can be on when it is up and when it is down, and likewise the light can be off when it is up and when it is down. So, a focus on a single switch in this case is not very useful. In contrast, a focus on outputs is more useful: The light is on when switch a is up and switch b is down. A circuit that yields this performance is a step in the right direction. Hence, the theory predicts that individuals should be more likely to adopt the strategy that focuses on outputs in the case of Boolean systems. Granted that individuals use the strategies we have described, the three main principles of the theory predict the difficulty of reverse engineering the circuits. The principle of variable components is the same for all three circuits in Figure 1 , because they each have the same number of these components. But, the principles of dependence and positive outputs apply to the circuits. Consider, first, dependence, which is the crucial principle for reverse engineering. In a circuit for a conjunction, a and b, each of the two switches must be on in order for the light to come on, but either switch operates independently to switch the light off. Conversely, in a circuit for an inclusive disjunction, a or b, each of the two switches operates independently in order to switch the light on, but both switches must both be off in order to switch the light off. However, in a circuit for exclusive disjunction, a or else b, neither switch can operate independently either to switch the light on, or to switch the light off; the positions of both switches control the status of the light. Dependence therefore predicts that the circuits for a and b and a or b, which are partially independent, should be easier to reverse engineer than the circuit for a or else b, which is wholly dependent. The principle of positive outputs then discriminates between conjunction and inclusive disjunction. The switch positions for a and b yield only one positive output, whereas those for a or b yield three positive outputs. It follows that and should be easier to reverse engineer than or. Overall, the theory predicts the following trend in the difficulty in reverse engineering the three circuits: and should be easier than or, which in turn should be easier than or else. We emphasise that this prediction differs from the known facts about acquiring the three concepts from knowledge of their instances (Goodwin & JohnsonLaird, 2011) .
Dependence in any system demands a more complicated solution than a partially or wholly independent problem with comparable numbers of variable components and positive outputs. Hence, in the case of a Boolean problem, it requires a more complicated circuit, typically with more wires. The reason is that no switch by itself can either turn the light on or turn it off, and so both positions of any switch have to be wired into the overall circuit. Dependence is also related to the notion of nonlinearity in learning systems: It is impossible for a connectionist network to acquire an exclusive disjunction unless it has a layer of hidden units (see, e.g., Minsky & Papert, 1969 )*an idea that is similar to Vapnik's (1998) notion of a linear algorithm that can shatter a set of points, i.e., it can learn every possible training set of positive and negative instances. Systems are either linear or nonlinear, whereas the notion of dependence is gradable: the ease of reverse engineering a system depends on the degree to which it is possible to analyse parts of the system independently from other parts. For instance, a circuit of the form a and (b or else c) is decomposable to this extent: Individuals can first figure out that switch a needs to be on for the light to come on, and then they can figure out the circuit for b or else c, which they can plug into the circuit for conjunction. Such decomposition is impossible with a circuit of the form a or else (b or else c).
The theory postulates that the spatial dimensions of a physical system affect the difficulty of reverse engineering it, and this factor holds for Boolean circuits. The circuit for a and b has to handle only a single possibility in which both a and b are on: a b
As we remarked earlier, this diagram has a spatial interpretation: The start terminal is connected to a, the two switches have a single connection between their ''on'' positions, and b is connected to the end terminal. Hence, the problem has a one-dimensional solution: a single wire from a to b. The circuit for a or b calls for a disjunction of two possibilities: a b
where each row represents a separate connection between the start and end terminals. Hence, it has a two-dimensional solution. But, the circuit for a or else b calls for a more complex disjunction:
As this diagram shows, a in its on position is connected to b in its off position, which we represent as ''not-b'', and a in its off position is connected to b in its on position. One solution is accordingly for the wires to cross one another in a three-dimensional spatial configuration (see Figure 1 for this circuit). However, if one switch is rotated to uncross the wires, the problem has a two-dimensional solution but one in which the two switches are incongruent, e.g., the switch for a in the diagram above is the right way up but the switch for b is upside down. Topologically, it is then possible to rotate the switch in the plane so that it takes up a congruent position, dragging its wires around behind it, but their lengths must now be increased to allow for the rotation and so they are no longer of minimal lengths. None of the participants in any of our studies ever discovered this circuit (cf. the incongruent leftto-right solution to or else in Figure 4 , later). In summary, and in Boolean circuits has a onedimensional solution, or has a congruent solution in two dimensions, and or else has an incongruent solution in two dimensions with the switches in opposite orientations or a congruent solution in three dimensions. (The possibility of a twodimensional solution has the happy consequence that integrated chips for computing Boolean functions can also be two dimensional.) Dimensionality as a psychological factor must accordingly take into account congruence. It then predicts the same trend in difficulty as the principles of dependence and positive outcomes. Our final experiments were accordingly designed to tease apart dimensionality from these other two variables.
A COMPUTER MODEL
In order to explore the role of constraints in reverse engineering, we wrote a computer program in Common Lisp that simulates the reverse engineering of Boolean circuits (the source code is available on http://mentalmodels.princeton.edu/ models). It uses list structures to represent the components of the circuit, and it can test any circuit to determine whether or not it works correctly. It tries to make a circuit from the start terminal to the end terminal, and so the circuit includes switches, each of which has one terminal on one side and two terminals on the other side. Hence, if necessary, the switch can make or break one circuit, or instead make two alternative circuits. The program can install wires that interconnect the switches and the start and end terminals. In its simplest mode of operation, the program carries out a sequence of random moves to try to reverse engineer a problem. It starts with a representation of the inputÁoutput performance of the target system, and the set of components. It then wires up components at random, using separate wires. When it tries to generate a circuit, say, for a and b, it can be given the constraint to add only the required number of wires. Without any further constraints, it generates many nonsensical circuits. But, when the program is equipped with the local and the global constraints described earlier, it discovered some creative alternatives to the standard circuits. Figure 4 , for example, shows a different solution for a or else b, which it discovered. To our surprise, this solution has only a single wire connecting the two switches. It does, however, call for incongruent left-to-right switch positions and more distinct wires connecting the start and end terminals than the solution in Figure 1 .
As an initial test of the trend prediction over and, or, and or else, we examined the performance of the computer program in four conditions: (1) with a single constraint (the number of wires to be used was set at six), (2) with the addition of local constraints only, (3) with the addition of global constraints only, and (4) with the addition of both sets of constraints. Once a circuit included six wires (a global constraint), it REVERSE ENGINEERING 9 either solved the problem or not. 
EXPERIMENT 1: CIRCUITS OF TWO SWITCHES
The aim of our first experiment was to test the prediction of the difficulty of reverse engineering three sorts of circuit: conjunction (a and b) should be easier than inclusive disjunction (a or b), which should be easier than exclusive disjunction (a or else b). The participants' task was to reverse engineer these three circuits.
Method
The experiment was carried out under computer control. Each participant had to tackle all three problems, and each problem was presented on the screen as a ''black box'' with two binary, flick-on switches and a light bulb, and the computer displayed one at a time each of the four possible switch settings with the status of the bulb as on or off. As an example, Figure 5 presents the conjunctive problem. The participants' task was to devise a circuit of the switches, the battery, and the bulb, to yield the required outputs. We tested individually 18 Princeton undergraduates (10 male, eight female; mean age 21.3 years), who participated in the experiment for course credit, and who had no prior knowledge of switch circuits. The participants were assigned at random to each of the six possible orders of the problems. The experimenter explained the nature of the task, and that each switch had a terminal on one side and two terminals on the other side, so that the switch could make or break one or two circuits. He illustrated these uses of the switches. The key instructions were: ''In each experimental trial, you will be shown a device with two switches and a light bulb. Certain combinations of the switches' positions turn the light on. However, the underlying wiring of the device is inside a box and hence is unknown. Your task is to draw the required wiring of the circuit.'' The participants were encouraged to draw putative circuits, and they were allowed to draw an unlimited number of them. They had 7 minutes for each problem, and were told that they would be timed from the presentation of a problem until they said, ''done'', to signal that they had completed a problem. Table 2 presents the percentage of correct solutions for the problems in Experiments 1 and 2. As predicted, the and problem was indeed easier for Figure 6 presents the latencies for the three sorts of problem, and the trend was also reliable, Page's L 0234.5, z03.08, p B.002. The participants often drew more than one diagram for a given problem, and the mean numbers of diagrams that they drew to reach a solution or to exceed the time limit were 1.1 for the and problem, 2.4 for the or problem, and 3.8 diagrams for the or else problem, Page's L 0 194.0, z03.67, pB.0005. To investigate if there is any difference between correct and incorrect responses, we break down the latencies and the number of diagrams of these two groups, and Table 3 shows them. The trends are broadly consistent with the general trend. The results thus corroborated the theory's predictions. The participants drew diagrams in order to try to solve the problems, and readers may wonder what happens when individuals have to assemble actual components into circuits. We carried out a replication in which 12 new participants from the same population as before worked with real switches, bulbs, batteries, and wires. The pattern of results was the same as before: 11 participants solved the and problem, five solved the or problem, and two solved the or else problem, Page's L0130.5, z02.76, pB.005. In addition, the same predicted trend occurred for the latencies (82.7 s, 428.8 s, and 541.9 s), Page's L 0162.0, z 03.67, p B.001. The use of diagrams therefore appears to be ecologically valid. Readers may suppose that exclusive disjunctions are in general difficult to deal with, but, as we have already emphasised, the supposition is false. They are easier to use in deductive reasoning than inclusive disjunctions (Johnson-Laird & Byrne, 1991) , and easier to acquire than inclusive disjunctions in concept learning (Goodwin & Johnson-Laird, 2010 ).
Results and discussion

EXPERIMENT 2: STRATEGIES IN REVERSE ENGINEERING
This experiment examined the participants' strategies in reverse engineering circuits. They had to think aloud as they drew diagrams to try to solve each problem. Think-aloud protocols are controversial (e.g., Ericsson & Simon, 1984; Fleck & Weisberg, 2004; Nisbett & Wilson, 1977; Schooler, Ohlsson, & Brooks, 1993) , but the same patterns of difficulty occurred in reasoning and in problem solving whether or not the participants had to think aloud (Lee & Johnson-Laird, 2013 ; Van der Henst et al., 2002) . A second aim of the experiment was to test whether the results generalised to a different, though isomorphic, domain of water-flow systems, and whether there would be transfer from electrical circuits to water-flow systems, and vice versa. The switch circuits were Figure 6 . The mean latencies (s) of putative solutions, both accurate and inaccurate, for the three sorts of problem in Experiment 1.
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the same as in the previous experiment, and the water-flow systems had to be assembled from the following components: a pump that circulated the water, two rotating faucets (each of which had only two positions, on or off, at 90 degrees from each other), a turbine, and pipes that were either straight or L-shaped. The task was to design a system so that the turbine ran only when the faucets were in appropriate positions, and so the problems in the two domains were isomorphic:
The participants had to solve and, or, and or else problems in each domain. Figure 7 presents solutions to each of these problems in the waterflow domain. The theory predicted that the same trend in difficulty should occur in both domains, as the assembly process should not be affected by the surface features of the isomorphic problems.
Method
Twenty-one Princeton students participated in the experiment for course credit, but one was excluded from the data analysis for failing to understand the experimental instructions. The remaining participants (five male, 15 female; mean age 019.1 years) were tested individually with two blocks of three problems (and, or, and or else). One block contained the three switch-circuit problems, and one block contained the three water-flow problems. The orders of the two blocks and the orders of the problems within each block were counterbalanced over the participants. The procedure was the same as in Experiment 1, with a simple training trial before each block of problems to familiarise the participants with the components. However, in the present experiment, the participants had to think aloud as they solved the problems. The experimenter instructed each participant: ''Please try to think aloud as you solve the problems; that is, please maintain a running commentary as you solve the problems. If you fall silent for more than a few seconds, I will probe you.'' The demand to think aloud tends to slow down performance, and so we allowed participants more time to solve each problem than in the previous experiment: they now had 11 minutes to solve each problem. They also had to describe the strategies that they had used in a n/a 0cases in which the participants made no errors. 
Results
The numbers of correct solutions corroborated the predicted trend in both domains, and Table 2 show them: The and problem yielded more correct solutions than the or problem, which in turn yielded more correct solutions than the or else problem in both domains, Page's L 0264.0, z 03.79, pB.001 for the switch domain, and Page's L 0265.5, z04.03, pB.001 for the water pump domain. Figure 8 presents the mean latencies for the problems, and the overall trend was highly reliable, Page's L 0272.5, z05.14, p B.001.
The trend was also reliable in the number of diagrams that the participants drew (means, excluding the final diagram, were 0.9, 4.3, and 4.9 for the and, or, and or else problems, respectively), Page's L 0270.0, z 04.74, p B.001. No reliable differences occurred in either accuracy or latency between the two domains, or even between the two blocks of trials, both in terms of accuracy and latency, Wilcoxon signed test, z0 0.12, p0.45, z01.36, p 0.09, ns. Hence, no reliable transfer occurred from the first block of problems to the second block, and both blocks showed the same pattern of results. Indeed, out of four participants who solved the or else problem in the first block, only one managed to solve the problem in the second block. The difference between the or and the or else problem was smaller for the circuits than for the water-flow problems, Wilcoxon signed test, z 02.70, p B.005, but the reason for this result is unclear. Table 3 shows the breakdown of latencies and the number of diagrams for both correct and incorrect responses. As in Experiment 1, the trends are broadly consistent with the general trends, the or switch problem being an exception. The computer program, which we described earlier, makes random moves but they can be constrained by both local and global constraints. However, the think-aloud protocols showed that the participants did not use this simple method of trial and error but instead used the two main predicted strategies, which were also borne out in the postexperimental interviews. The participants did not always use the same strategy for all problems, and some participants even switched from one strategy to another whilst they were solving a problem. The first strategy is to consider each output separately. The participants synthesised a solution for one outputs, and then tried to modify this solution to capture the other outputs. In both Experiment 1 and the current experiment, the or else problem was both predicted and found to be most difficult. Figure 9 shows a complete think-aloud transcript of how one participant (No. 11) tackled this problem in the water-flow domain. He started by going through all the outputs, noting that when the first faucet was up (i.e., the on position) and the other was rotated to the left (i.e., the off position), the turbine came on. He therefore drew a circuit to accommodate this output (see 1 in Figure 9 ). He then realised that this circuit would not account for the other outputs, and so he drew a new circuit (see 2 in the figure) to account for the turbine being on when the first faucet was off and the second faucet was on. However, as he went through the four outputs, he realised that this new circuit would not work either. He then reconsidered the given components of the system, and realised that he had only one pump and one turbine at his disposal, but he could add additional pipes to the system. He therefore connected a water pump to the first faucet but, instead of making this faucet control the water flow of one pipe, he added a second pipe to the faucet, so that the faucet acted as a switch, controlling the flow of water into one of two pipes. Then, he inserted a second faucet on the other ends of the two pipes (see 3 in the figure). He checked that this system produced all the required outputs, and announced that he had completed the problem. 
Problems
Mean latency (s)
Electric circuits Water flow systems Figure 8 . The mean latencies of putative solutions, both accurate and inaccurate, for the three sorts of problem (in both domains) in Experiment 2.
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Figure 10 shows how another participant (No. 3) used this same strategy to try to solve another problem: the or problem in the water-flow domain. She started with the output in which faucets a and b were both up and the turbine was running, and constructed a working model for this output (see 1 in Figure 10 ). She modified this model to capture the output in which faucet a was on, faucet b was off, and the turbine was running. She accordingly added a branching pipe between the Figure 9 . An example of a full protocol of a participant's think-aloud and the corresponding diagrams that he drew while tackling a problem in Experiment 2. Here, Participant 11 tackles the or else problem in the water-flow domain. ''[. . .]'' denotes unclear utterances, whereas ''. . .'' denotes a pause. (While the circuit may appear to be one for a or else not b, the participant in fact labelled the positions of the two faucets such that the effect of a or else circuit was produced. We have omitted labels for switch positions in the figures in this paper for easier reading.) Figure 10 . A protocol illustrating the strategy of focusing on one positive output at a time from Participant 3 in Experiment 2, working on the or problem in the water-flow domain.
14 LEE AND JOHNSON-LAIRD two faucets, which she connected to the other end of faucet b so that the system would still work when faucet b was off (see 2 in the figure). She repeated this step to account for the third output in which faucet a was off and faucet b was on, and the turbine was running (see 3 in the figure) . This solution, however, was incorrect, because the turbine would still come on when both faucets were off. The second strategy is to focus on the effects of a single variable component, either a switch or a faucet depending on the domain. Figure 11 shows how one participant (No. 16) used this strategy to solve the switch-circuit or problem. She first focused on the fact that the bulb always came on when switch a was up. She drew a complete circuit with only switch a (see 2 in the figure). She then considered the possibilities in which switch a was down (see 3 in the figure). She began again, adding switch b to the circuit (see 4 in the figure). She worked out which output terminals in the circuit corresponded to which switch positions (see 5Á8 in the figure). Finally, she drew out the resulting circuit in full (see 9 in the figure); it is a correct solution, though not the standard parallel circuit.
The two strategies are bound to converge in order to solve a problem, and so we categorised their use in terms of the first complete circuit that a participant created. If a participant focused on one output at a time, then the circuit contained both switches (or faucets). If a participant focused on one component at a time, then the circuit contained only one switch (or faucet). Of course, the subsequent diagrams and the participants' remarks as they thought aloud helped us to check this interpretation. For instance, the following remarks indicated the use of the strategy of focusing on one output at a time: ''consider a scenario in each box, then try to combine them'' (Participant 4), ''taking a diagram [output] at a time'' (Participant 5), and ''try to make 1 condition [output] meet, and then alter it to see if it fits the other conditions [outputs]'' (Participant 6).
We used the following criteria to classify the strategies:
(1) If a participant's first diagram of a complete circuit contains only one switch, then the participant is trying to focus on the effect of one switch at a time. In fact, as the theory predicted, the participants had a strong bias to focus on one output at a time Figure 11 . A protocol illustrating the strategy of focusing on one component at a time from Participant 16 in Experiment 2, working on the or problem in the circuit domain. We have added the verbal labels from the participant's think-aloud protocol.
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(92%) as opposed to one component at a time (8%), Wilcoxon z 04.06, pB.001. Their protocols also revealed that just occasionally they drew circuits that violated the local constraints that we described earlier: 2.5%, 50%, and 45% of the participants violated the fourth constraint (do not wire one terminal on a switch to another terminal on the same switch) for the and, or, and or else problems, respectively, but fewer than 10% of the participants violated each of the other four local constraints. Violations of global constraints were impossible to assess, because of the fragmentary nature of many drawings. But, few putative solutions (8%) ever violated any local or global constraints. Experiment 2 replicated the results for switch circuits in the previous experiment, but it also showed that the same trend occurred in engineering water-flow systems, even though the isomorphism between the two domains was disguised by the difference between their components. The think-aloud protocols and the postexperimental interviews established that the participants did use the two main strategies, and that, as predicted, they tended to focus on positive outputs rather than on individual components.
EXPERIMENT 3: THREE-SWITCH PROBLEMS
An orthogonal comparison between the principle of dependence and the principle of positive outputs is impossible in circuits of only two switches, because any dependent circuit yields only two positive outputs. But, the comparison is possible for circuits of three switches. Hence, this experiment examined the reverse engineering of circuits containing three switches.
Method
Twenty-four Princeton University undergraduates took part in the experiment for course credit; four participants were excluded from the analysis because they failed to obey the instructions or to solve at least one problem. Each of the remaining participants (12 male, eight female; mean age 020.3 years) tackled five problems. The initial problem for each participant was a simple conjunction: a and b and c: The light came on only when all three switches were up. The remaining four problems crossed two manipulations: The problems had either three or five positive outputs, and were either partially independent or dependent. The descriptions of the problems are as follows:
( In Problem 2, when switch a is up, either b or c has to be up in order to turn the light on, but when switch a is down, the light is off regardless of the configurations of the other switches: The problem is therefore partially independent. In Problem 4, however, when switch a is up, b and c have both to be up or both to be down for the light to come on, and when switch a is down, b has to be up, and c has to be down, for the light to come on: No switch has any independent control over the light. Problems 3 and 5 mirror Problems 2 and 4. The instances of the problems are summarised in Figure 12. For the independent problems only, a single plane through the cube representing a problem can divide the positive from the negative outputs (see Vapnik, 1998) .
After Problem 1, the participants received the four other problems in one of the 24 possible orders. The problems were presented in the same way as in the previous experiments except that all eight configurations were shown at once. Likewise, the only difference in the instructions was that the participants were told that they also had yoked switches at their disposal when they built the circuits. A yoked switch, as illustrated in Figure 13 , yokes two binary switches with a bar so that they make or break two separate circuits together. But, as the participants were told, switches can be yoked so that when one circuit is closed the other circuit is broken. The illustration and explanation of how a yoked switch works reduced the possibility of attributing a participants' failure to solve a problem to the lack of knowledge about this component. The partici- 16 LEE AND JOHNSON-LAIRD pants had 10 minutes to solve each problem. Figure 14 presents solutions to the problems.
Results
All 20 participants solved the initial conjunctive problem. Eleven participants solved each of the two independent problems, one participant solved dependent Problem 4 with three positive outputs, but no participant solved dependent Problem 5 with five positive outputs. The dependent problems were, as predicted, much harder than the independent problems, Wilcoxon test, z 03.92, p B.001. But, the ''floor effect'' in performance with the dependent problems made it hard to discern any effect of the number of positive outputs. The overall trend was reliable, Page's L 0210.0, z 04.74, p B.001, but it was largely attributable to the ease of Problem 1 with one positive output. We therefore adopted a more refined scoring procedure in which we counted the maximum number of correct outputs, positive and negative, which each circuit yielded, and recorded the score for the circuit on each trial that yielded the highest score. (To use an extreme example, if a participant produced a circuit that comes on when a is switched on regardless of the positions of b and c for Problem 3, then the circuit is scored 7 out of 8, as it produces all outputs for Problem 3 except that of (not a, and (b and c)), an on possibility that the circuit fails to produce.) The means out of a maximum of 8 for each threeswitch circuit were as follows:
. independent, 3 possibilities: 7.2 (89%) . independent, 5 possibilities: 6.7 (59%) . dependent, 3 possibilities: 4.7 (83%) . dependent, 5 possibilities: 4.4 (55%)
The difference between the independent and the dependent problems was reliable, Wilcoxon z 0 3.30, p B.001, but not the difference between three and five possibilities, Wilcoxon z01.14, p0.13, ns. Figure 15 presents the mean latencies for the problems. In general, the greater the number of positive instances, the longer the latencies, Page's L 0270.5, z 04.82, p B.001, and dependent problems took longer than independent problems, often reaching the 10 minute time limit, Wilcoxon test, z 03.52, p B.001. The much greater difficulty of the dependent problems in comparison with the independent problems corroborated the theory. An effect of the number of positive outputs showed up in the latencies. In the previous experiments, however, the difference in accuracy between and and or, which are both independent problems, was robust. Yoked switches control multiple pathways simultaneously, and therefore are able to deal with the interactive effects of the switches in dependent problems. The participants realised that these switches were useful for dependent problems: Among the 16 participants who used yoked switches in the experiment, 11 of them used yoked switches in a greater number of dependent than independent problems, Wilcoxon test, z 02.52, pB.01, with two participants showing the opposite results, and three ties. Yet, the dependent effects of the three switches on the light were hard for the participants to engineer. Figure 14 shows that the circuits for the dependent problems are more complicated than those for the independent problems: They call for nearly double the number of wires. But, as we pointed out earlier (in the section on reverse engineering Boolean systems), this complexity is an inevitable by-product of the theory. Problems 4 and 5 call for the use of yoked switches, and this difference*and the need for more wires*is a consequence of the dependency of their components in controlling the output. Could a measure of complexity of a circuit predict the difficulty of reverse engineering them? The answer, of course, depends on the measure. If complexity is defined in terms of the number of separate wires needed to make a circuit, then this measure fails to predict the difference between or and or else (see Figure 1) . If complexity is defined in terms of the number of variable components, the number of positive outputs, and their dependence, then the measure does predict difficulty. But, the measure is merely a restatement of the present theory.
EXPERIMENTS 4 AND 5: THE CONGRUENCE OF CIRCUITS
The theory postulates an effect of the number of spatial dimensions of a device on the difficulty of its reverse engineering. But, as we pointed out earlier, dimensionality in Boolean circuits also includes the spatial congruency of its components. A congruent circuit for and is one dimensional, a congruent circuit for or is two dimensional, and a congruent circuit for or else is a three dimensional, because its wires have to cross one another. In the latter case, however, the wires can be uncrossed to yield an incongruent but twodimensional layout of switches (see the section on reverse engineering Boolean systems). In Experiments 1 and 2, the factor of dimensionality was confounded with the effects of dependence and 
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LEE AND JOHNSON-LAIRD positive outcomes. The aim of our final experiments was to unconfound the variables. The introduction of negation into a conjunction or a disjunction has no effect on their independence, but transforms them from congruent problems into incongruent problems: As Figure 16 shows, a and not-b, and a or not-b, call for one switch to be inserted into the circuit upside down. The introduction of negation into exclusive disjunction has no effect on its dependence, but transforms it from an incongruent problem into a congruent problem: As Figure 16 also shows, a or else not b has a two-dimensional solution with the switches in a congruent position, as the two possible circuits from the start terminal to the end terminal make clear:
The switches must either both be up or both be down for the light to come on, and so the circuit can also be described as: a if and only if b. Figure  16 shows the circuits for each of the six problems. The theory predicts two additive effects. First, the principles of dependence and positive outputs predict the trend that and should be easier than or, which should be easier than or else. Second, two-dimensional congruent problems should be easier than two-dimensional incongruent problems. Experiments 4 and 5 tested these two predictions.
Method
Experiment 4 examined a set of three congruent problems: a and b, a or b, and a or else not-b, and a set of three incongruent problems: a and not-b, a or not-b, a or else b. Twenty undergraduates from the same population as before (seven male, 13 female; mean age 019.7 years) carried out all six problems, which were presented to each of them in a different random order. The instructions and procedure were identical to those in Experiment 1, except that the participants had 10 minutes to tackle each problem, and all four configurations of input and output were presented together. Experiment 5 was a replication of Experiment 4 with 20 volunteers from the Chinese University of Hong Kong (four male, 16 female; mean age 0 21.6 years) in which the problems were presented in counterbalanced orders of two blocks (a and b, a or b, a or else b; and a and not-b, a or b, a or else not-b). Ten of these participants had studied arts subjects at high school, and 10 had studied science subjects at high school. None of them reported having encountered circuit problems before. 
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Results The two experiments corroborated the theory. The principles of dependence and positive outcomes yielded the predicted trend in difficulty of the three sorts of connective; and the manipulation of dimensionality yielded an additive effect on each sort of problem. In the domain of Boolean circuits, both factors yield separate effects on reverse engineering. Dependent problems are harder to solve than independent problems; and both sorts of problem become still harder when they call for the switches to be inserted into circuits in incongruent orientations. As Experiment 5 showed, the theory of reverse engineering held for both science students and arts students. We conclude that dimensionality, which includes the congruence of components, exerts a main effect in our studies, but cannot alone account for the effects of either the number of positive outcomes or the dependency of the components in yielding them.
GENERAL DISCUSSION
Reverse engineering is the process of working out how to assemble components with known properties into a system that has the inputÁoutput relations of a target system. It is therefore a special sort of problem solving, though not one that appears to have been studied by psychologists before. According to the theory presented in this paper, individuals tackle reverse engineering by adopting one of two main initial strategies: They focus either on single outputs one at a time, or on single components one at a time, and then search for a solution to this part of the problem guided by both local and global constraints. Once they have solved such a subproblem, they seek to extend its solution to the next part of the problem, and so on. Ultimately, they need to Table 1 ). And this factor was also corroborated in the sequences of diagrams that the participants drew in attempting to solve problems in Experiment 2. The theory implies that, for Boolean systems, a focus on outputs is more useful than a focus on components, because a circuit based on a single component often provides no basis for an extension to the correct circuit including the other components.
As an applied problem, reverse engineering calls for the use of a diverse range of cognitive processes including deduction, induction, and creativity. As a result, the principles governing reverse engineering must necessarily overlap with key principles in those fields. What, then, does the current theory add to our understanding of the psychological processes underlying reverse engineering? The theory identifies three principal factors that affect the difficulty of the process. First, the more variable components there are in a system, the harder the task should be (the principle of variable components). As the number of these components increases, so too does the number of distinct states into which a finite-state automaton can enter, which depends on the number of variables and the numbers of their possible values. Second, the more distinct states of the system that yield an output, as opposed to no output, the harder the task should be (the princi- 
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ple of positive outputs). Third, the greater the degree to which the system resists decomposition into separate subsystems, because the effects of components are dependent on one another, the harder the task should be (the principle of dependence). Dependence is the crucial factor, and, as we showed, it predominates over the number of positive outputs. In devices with a spatial layout of components, such as Boolean circuits, the greater the number of dimensions or the need for incongruent orientations of components also adds to the difficulty of the task. Our evidence corroborated the theory. When individuals have to reverse engineer Boolean systems, such as switch circuits or water-flow systems, they tend to focus on the performance of the system one output at a time, or, in a few cases, on one component at a time. This claim was borne out in the sequences of drawings that the participants made and in their remarks as they thought aloud (Experiments 1 and 2). As these experiments also showed, independent problems based on conjunction or inclusive disjunction were easier than dependent problems based on exclusive disjunction. The latter yields only two positive outputs, but the two components are dependent on one another to yield both positive outputs and negative outputs. Dependence is the major factor in reverse engineering Boolean systems (Experiments 1, 2, 4, and 5). Indeed, dependent problems with three switches were impossible to solve for almost all of our participants (Experiment 3).
Within independent problems, the experiments showed that the number of positive outputs had a robust effect: The reverse engineering of a and b (one positive output) was always easier than the reverse engineering of a or b in its inclusive sense (three positive outputs). Experiment 2 showed that the theory predicted the results for water-flow problems, and no transfer occurred from the circuit problems to this domain, or vice versa. The superficial differences between a switch and a faucet appeared to mask the underlying equivalences in Boolean logic. We made no direct experimental test of the effects of the number of variable components in a system. But, the contrast between three switches (Experiment 3) and two switches (the remaining experiments) suggests that there is such an effect, and we have no doubt that with, say, five positive outputs, a problem with 10 variable components is likely to be much harder than a problem with only three variable components.
Dimensionality in Boolean circuits includes the congruence of the components in the circuit, because one variable can compensate for the other. And, as the theory predicts, incongruence increases the difficulty of reverse engineering: The participants tended to discover two-dimensional solutions with incongruent switch orientations rather than three-dimensional solutions in which wires crossed one another. For example, in Experiment 1, 6 participants succeeded in reverse engineering or else, but none of them crossed wires in their solutions. They preferred instead to insert one switch into the circuit upside-down. In contrast, when an exclusive disjunction has a negated component, such as a or else not-b, it has a congruent two-dimensional solution. In this way, the results of Experiments 4 and 5 showed robust effects of congruence, which did not interact with those of dependence and the number of positive outcomes, and the predicted trend in difficulty over and, or, and or else.
In the present studies, we have employed different methodologies to understand the psychological processes underlying reverse engineering, including computer modelling, experiments with and without think-aloud requirements, and with and without real switches. There seems to be converging evidence to support our theory. However, do the results merely show that complex systems are more difficult to reverse engineer than simpler systems? Moreover, does the theory merely spell out the factors underlying the difficulty of reverse engineering Boolean systems, rather than revealing the underlying psychological processes themselves? First, as we showed, the complexity of a circuit is a direct consequence of the principles in our theory. It is impossible to convert a problem with independent components into one with dependent components without increasing the complexity of the circuit (see Figure 14) . Dependency is bound to call for a more complex circuit precisely because outputs now depend, by definition, on the joint settings of more switches. Similarly, the hypothesis that difficulty in reverse engineering merely reflects the general difficulty of and, or, and or else cannot be true. In particular, exclusive disjunctions are not always more difficult to deal with than inclusive disjunctions. In deductive reasoning, exclusive disjunctions are reliably easier than inclusive disjunctions (see, e.g., Bauer & Johnson-Laird, 1993) ; the same difference occurs in the acquisition of concepts (see, e.g., Goodwin & Johnson-Laird, 2011 ). The reason is that exclusive disjunctions are consistent with fewer possibilities than inclusive disjunctions. The nature of the task 22 LEE AND JOHNSON-LAIRD is therefore crucial. In deduction, the task is to determine what follows from all the possibilities consistent with the premises, and so a critical variable is the number of these possibilities. In reverse engineering, the task is to decompose a system into subsystems, and that task should be more difficult when it is impossible to divide the system into independent subsystems. More importantly, as both the computer model and Experiment 2 have demonstrated, the difficulty of reverse engineering depends also on how individuals master both local and global constraints to a problem, as well as the strategies that they choose to tackle the problem. Future studies should certainly investigate how individuals make the leap from focusing on either one possibility or one component at a time, to arriving at a solution for dependent problems. Expert reverse engineers are likely to have developed an extensive knowledge of the domain of their expertise and to exploit it in their reverse engineering. Indeed, they may know at once how to reverse engineer, say, a computer program or a digital camera, just as an expert fire chief knows at once how to tackle a fire (e.g., Klein, 1997; Klein & Wolf, 1995) , a chess master sees at once moves that are feasible (e.g., Chase & Simon, 1973) , or a skilled practitioner knows at once how to make a diagnosis (Crandall & Calderwood, 1989) . Their aim may be to satisfice (Simon, 1957) , i.e., to find a workable solution, or it may be to optimise, i.e., to find the best solution. Experts have knowledge, which they can use to save them from thinking (Chi, Glaser, & Farr, 1988) . But, when a problem lies outside this aspect of their competence, they are forced to fall back on their basic skills, and, in the case of expert reverse engineers, to fall back on the principles that our theory aims to capture.
Could the current theory be modelled under cognitive architectures such as SOAR (State, Operator, And Result; Newell, 1990) or ACT-R (Atomic Components of ThoughtÁRevised; Anderson & Lebiere, 1998)? As we have argued elsewhere (see Johnson-Laird, 1988) , cognitive architectures have the power of a universal Turing machine, and therefore can in principle accommodate any consistent pattern of results. For instance, as a general model of human cognition, Newell's (1990) SOAR architecture has the problem solving heuristic of meansÁends analysis as its core, and hence would readily explain why independent systems are much easier to reverse engineer than dependent ones. Yet, the key contribution of the theory here is its integration of pertinent cognitive principles to explain the specific psychological processes of reverse engineering, while also taking into account domainspecific constraints, such as congruence, as in the domain of Boolean circuits.
Boolean switch circuits are extraordinarily powerful, but a legitimate question is whether the present theory of reverse engineering extends to other domains, such as digital cameras or car engines. There are three reasons to suppose that the theory should extend to such domains. The first reason is that Boolean relations underlie many aspects of such systems, though plainly they also depend on other sorts of relation too. In the case of digital cameras, the control functions often depend on Boolean relations. Here, for example, is the instruction for switching from one mode, such as the flash is on, to another mode, for a common make of digital camera: ''Press the button (1) and use the left-arrow or right-arrow button to switch between modes (2).'' Many of the other instructions also call for the conjunction of one operation with another operation from a disjunctive set. As these instructions show, devices themselves can implement Boolean relations between their components.
The second reason to suppose that the theory extends to other domains appeals directly to the theory's three main principles. The number of variable components and the number of positive outputs are likely to be major contributors to the difficulty of reverse engineering any system or artifact, and the number of positive outputs is the more critical factor, e.g., five variable components are easy to cope with if they yield only one positive output, but impossible to cope with if they yield 10 different positive outputs. By far the most dominant principle, however, is likely to be dependence. When variables interact in their effects, it is hard to predict the performance of a system (see Dö rner's, 1996, studies of the simulation of complex systems), and if one cannot understand what the system is doing, then its reverse engineering is all but impossible. When dependence conflicts with, say, the number of variable components, or the number of positive outputs, dependence should be dominant. Hence, a device with a handful of components yielding only a few positive outputs may nevertheless be very hard to reverse engineer in case the outputs are highly dependent on the settings of all the components. Dimensionality is relevant only to problems that concern solutions in physical REVERSE ENGINEERING 23 devices, and it does not apply, say, to reverse engineering a computer program. The final reason supporting the extension of the theory to other domains is due to Simon (1996) . In his influential analysis of artificial systems ranging from cognitive mechanisms to economic systems, he argued that such systems* including the Boolean systems studied here*tend to have a hierarchical structure that is decomposable. This argument has stood the test of time, and thus we have good reasons to believe that Boolean systems are a reasonable test bed for a general theory of reverse engineering. The extension of the theory to non-Boolean devices*if an experimentally tractable domain can be found* may well yield surprises, but, from the evidence of our studies, the dependence of components, the number of positive outcomes, and the number of variable components, are likely to affect the reverse engineering of any system. 
