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Abstract
It is expected that the spacecraft Voyagers 1 and 2 will reach the heliospheric bound-
ary in the near future, and provide us a unique opportunity to make in situ observa-
tions of that boundary and associated phenomena. As a result, the solar-terrestrial
physics community has paid increasing attention to the study of heliospheric dy-
namics, with emphasis on the heliospheric boundary and its interaction with solar
disturbances.
Observations made or to be made by spacecraft such as Voyager 2 will help us to gain
a deep insight into the global structure of the heliosphere. To properly interpret these
observations and predict upcoming events requires a systematic numerical study of
large-scale structures and dynamical behavior of the heliosphere.
In this work. a numerical study is performed on the interaction of the solar wind with
the Local Interstellar Medium (LISM). The following long-standing problems are
investigated: (i) the dependence of the heliospheric configuration on the properties of
the solar wind plasma and LISM; (ii) the hydrodynamic instabilities of the heliopause;
(iii) the effects of the pickup ions on the global structure of the heliosphere; (iv)
the response of the heliospheric boundary to large-scale solar wind fluctuations; (v)
shock propagation in the outer heliosphere and shock interaction with the termination
shock. Finally the numerical results of my models are compared with Voyager 2 data.
Implications for future observations by the spacecraft are also discussed.
Thesis Supervisor: John W. Belcher
Title: Professor of Physics
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Chapter 1
Introduction
1.1 Heliosphere
1.1.1 Solar wind
In 1955, Davis [26] first suggested the existence of the heliosphere and its boundary.
He postulated that "solar corpuscular radiation", later named the "solar wind" by
Parker [59], would force matter and magnetic flux in the local interstellar medium
(LISM) outward. The solar wind is a flow of ionized solar plasma and a remnant
of solar magnetic field that pervades interplanetary space [36]. It is a result of the
huge difference in gas pressure between the solar corona and interstellar space. This
pressure drives the plasma outward. despite the influence of solar gravity. It was first
observed directly and definitively by space probes in the mid-1960s.
The most extensive and most detailed observations of the solar wind have been
made from spacecraft near the orbit of the earth. At this distance from the Sun (one
astronomical unit "AU" or 1.5 x 1013 cm) the average speed of the solar wind is about
450 km/s. This speed is by no means constant. The solar wind can reach speeds in
excess of 900 km/s and can travel as slowly as 300 km/s. The average density of the
solar wind is about 7 protons/cm 3 with large variations. Some of the average physical
properties of the plasma and magnetic field at 1 AU are summarized in Table 1.1 [36].
Beyond 1 AU, the average density falls off with radial distance as - r - 2 and the
Table 1.1: Observed Properties of the Solar Wind near 1 AU.
Proton density 6.6 cm - 3
Electron density 7.1 cm - 3
He 2+  0.25 cm - 3
Flow speed (nearly radial) 450 km/s
Proton temperature 1.2 x 10' K
Electron temperature 1.4 x 10' K
Magnetic field 7 x 10- 9 T
solar wind flow speed is roughly constant, while the interplanetary magnetic field
decreases in strength approximately inversely with radial distance (- r - 1).
The continuously expanding solar wind will eventually encounter the interstellar
medium. As predicted by theory, the interaction of the solar wind with the local
interstellar medium results in formation of the heliospheric boundary including the
termination shock (TS), the heliopause (HP) and perhaps the helio bow shock (BS).
Thanks to a possible crossing of the termination shock in the near future by the
Voyager spacecraft, this area becomes the focus of much attention. The spacecraft
Voyagers 1 and 2 are at 65 and 53 AU currently, respectively, and are expected to
reach about 130 AU by the year 2020 AD before they fail as a result of loss of power.
In the following sections [1.1.2, 1.1.3, 1.2], I will give a brief introduction to the
heliosphere and the local interstellar medium. The information is taken from many
good comprehensive reviews and articles [1, 2, 3, 4, 30. 38, 77].
1.1.2 Morphological description of the heliosphere
The heliosphere is broadly defined to be that space dominated by the solar wind.
Figure 1-1 shows a schematic defining the general terminology. Four spacecraft (Voy-
agers 1 and 2, Pioneers 10 and 11), which are traveling into the outer reaches of the
solar system, are also shown. By the end of 1991 all are beyond the orbit of Neptune,
each going in different direction. The most heavily anticipated observation is the
discovery and penetration of the "termination shock", a huge standing shock wave
that surrounds the solar system. This shock exists because the solar wind, which is
flowing supersonically away from the Sun, must make a transition to subsonic flow
as it runs into the plasma of the local interstellar medium. The heliosphere is not
at rest, however; the motion of the Sun and the heliosphere in relation to the local
interstellar medium has a dramatic affect on the heliosphere. This relative motion,
sometimes referred as the interstellar flow (wind), is depicted here by showing the
interstellar plasma coming toward the solar system from the left of the figure. The
interface dividing solar wind plasma from local interstellar interstellar plasma is called
the "heliopause", where the pressures of the solar wind and interstellar medium bal-
ance. The shape of the heliopause results from this motion. The solar wind eventually
flows in the same direction as the interstellar flow. down the "heliotail". The region
between the termination shock and the heliopause is know as the "heliosheath". merg-
ing into the heliotail downstream of the Sun. Outside the heliopause the interstellar
flow is deflected around the heliosphere as shown in the figure by the dashed lines
with arrows. Furthermore, it is generally the case that if the interstellar flow speed is
greater than the fast mode speed (the square root of the sum of squares of the Alfven
and sound speeds), then there must also be a "bow shock". There would be three
distinct features: the heliopause and two shocks. The bow shock is located outside
the heliopause. and the termination shock is located inside the heliopause.
1.1.3 General properties of the heliosphere
The size and shape of the heliosphere is determined by pressure balance and the
response for the supersonic solar wind in the inner solar system to the presence of the
interstellar flow. In general, the calculation of the distance to the termination shock
begins with the assumption of a balance between the solar wind ram pressure and
the LISM pressure (See Chapter 3 for details). For a reasonable choice of the solar
wind parameters and LISM parameters, the termination shock location is around 100
AU. The structure of the termination shock may also be modified by other physical
processes. In particular cosmic rays, including the anomalous component, and the
neutral interstellar gas can in principle produce a smoothed shock structure quite
LISM Bow Shock (?. .....
v-- ---- 1eli'o-pause
so/le ta d c t Termination Shock
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Figure 1-1: The major interfaces in the heliosphere shown schematically.
different from the usual collisionless shock expected in a dilute plasma.
In general we expect the minimum distance to the heliopause to be about 30% or
so larger than the minimum distance to the termination shock. On the downstream
side of the heliosphere, however, i.e. in the heliotail, solar wind plasma must be
present to very large distances, although it will be modified by charge exchange of the
proton component with the local interstellar hydrogen atoms and perhaps disrupted
by reconnection with the local interstellar magnetic field. Beyond the heliopause, it
is unclear at present whether or not a bow shock exits; however, there is evidence for
the existence of a sheath of partly neutral plasma around other nearby stars [51].
Table 1.2: Properties of the Local Interstellar Medium
Property
Neutral Component
Flow speed
Flow direction
Hydrogen density
Helium density
Hydrogen temperature
Helium temperature
Ionized Component
Electron density
Flow speed
Flow direction
Ion temperature
Magnetic Field
Magnitude
Direction
Cosmic Rays
Total pressure
Value
26.8 ± 1.3 km/s
6.2 ° galactic longitude
11.70 galactic latitude
0.1 ± 0.01 cm- 3
0.01 - 0.003 cm- 3
(7 2) x 103 K
(7 ± 2) x 103 K
Assumed same as neutral
Assumed same as neutral
Assumed same as neutral
< 0.3 cm - 3
component
component
component
0.1-0.5 nT
Unknown
(1.3 ± 0.2) x 10- 12 dynes cm- 2
1.2 Local Interstellar Medium
The cloud surrounding the solar system has been referred to by many names: local
interstellar medium (LISM). very local interstellar medium (VLISM) and the "local
fluff" (LF). In order to make any progress in a quantitative sense it is necessary
to know the essential parameters of the LISM. Unfortunately, the properties of the
LISMI are very poorly known. Direct observations are confined to interstellar neutral
gas and galactic cosmic rays, both of which are modified during their entry into the
heliosphere. A summary of the estimated properties of the local interstellar medium
is presented by Table 1.2. I discuss these values in the following sections.
1.2.1 Neutral component
We know a good deal about the neutral hydrogen and helium from observations of
backscattered solar HI 1216 and Hel 584 lines, from the pattern of pick up ions
of interstellar origin in the solar wind, and from direct measurements by the GAS
experiment on Ulysses. The velocity vector of the neutral gas lies close to the ecliptic
plane, more or less in the direction of the projection of the solar apex on this plane,
and the speed is about 26 km/s (i.e. somewhat more than the speed of proper motion
of the Sun relative to local stars). The temperature of the gas is about 7000 K and
the densities of hydrogen and helium are about 0.1 and 0.01 cm - 3 , respectively.
1.2.2 Ionized component
At present, we have no reliable data for the parameters of the LISM's ionized com-
ponent (e.g., protons and electrons). The mean number density of electrons in the
interstellar medium (n,, = 0.04 cm - 3) was determined using measurements of dis-
persion of pulsar signals. However, this value is the result of averaging over large
distances and over a great number of measurements. Nevertheless, we can be reason-
ably sure that the velocity and the temperature of the ionized component is the same
as that of neutrals, since the collision and equilibration times are reasonably short.
On the other hand, we cannot consider the ionization state of the plasma as being in
equilibrium in any sense simply because the recombination times at these tempera-
tures and densities (< 0.1 cm - 3 ) are large (> 106 years, equivalent to > 25 parsecs at
26 km/s). The frequency cut off of the radio emissions observed from Voyagers 1 and
2 [34, 43] provides a guide to the electron density but this may not be definitive in
view of our lack of understanding the generation process. The relative abundances of
hydrogen and helium atoms in the LISM in Table 1.2 suggest the ionized component
(mainly protons) is actually not greater than about 0.3 cm - 3 .
1.2.3 Interstellar magnetic field
Perhaps the least well known parameter in the interstellar medium is the magnetic
field, with an uncertainty approaching an order of magnitude. The average magnetic
field strength (- 0.3 nT, with large fluctuations) over a large distance of 100 parsecs or
more was deduced from the observation of Faraday rotation and dispersion of pulsar
emissions. That the magnetic field is so poorly known is extremely unfortunate
because the field may carry a large energy density.
1.2.4 Cosmic rays
Cosmic rays are high-energy particles or gamma rays which come from outside the
heliosphere or from the Sun. As far as galactic cosmic rays with rigidities above
about 1 GV are concerned, there is modulation associated with the solar wind and
interplanetary magnetic field but, although interesting in itself, these cosmic rays
probably do not have any major effect on the heliosphere. This is because the total
variation in their pressure is at most comparable with the ram pressure of the solar
wind at the termination shock and much of the variation occurs within the region of
supersonic flow. The effects are at most likely to be comparable to those of interstellar
pick up ions on the solar wind, which are perhaps at the 5-10% level in terms of
reduction of the momentum flux.
1.3 Numerical Modeling of the Heliosphere
The previous few sections discuss some observational properties of the solar wind and
the local interstellar medium. In this section, the history of theoretical modeling of
the heliosphere is briefly summarized.
Early analytical models of the heliosphere (Parker, 1963 [59]; Holzer, 1972 [37];
Axford, 1972 [1]) were successful in describing major features of the solar wind and the
interaction of the solar wind with the interstellar medium, but they were limited to
simplified, symmetric flow patterns which are not appropriate for global heliospheric
studies. In the recent years a number of numerical models have been developed to
significantly improve our understanding of the global heliosphere.
1.3.1 Gasdynamic model
The objective of the numerical modeling of the heliosphere is to understand the global
heliosphere, its structure, properties and physical processes. As a starting point, a
gasdynamic model neglects the effects of the magnetic fields, interstellar neutrals and
cosmic rays for simplicity. In direct two-dimensional gasdynamic simulations using
a two-step Lax-Wendroff differencing scheme [69]. Steinolfson et al. (1994) modeled
both the "one-shock" model (a subsonic interstellar flow assumed) [74] and "two-
shock" model (a supersonic interstellar flow assumed) [75] of the global structure
of the heliosphere. They found that the distance of the termination shock from the
Sun on the downstream side (in the solar system wake) of the moving solar system
is substantially larger than the corresponding distance on the upstream side in the
"two-shock" model, while the distance to the termination shock is only slightly larger
downstream than upstream in the "one-shock" model.
Several investigators have used the same(or similar) numerical technique to study
the motion of the termination shock response to large-scale solar wind fluctuations.
Steinolfson analyzed the perturbation of an equilibrium model by solar wind pressure
sinusoidal variations with a period 180 days [74]. He found that the maximum shock
excursion due to the fluctuations is of the order of 1 AU. Karmesin et al. (1995)
carried out an analogous investigation using an 11-year pressure variation [41] and
found that the shock exhibits substantial motion for these slower variations in the
solar wind. For a total variation in the ram pressure by a factor of 2, they found the
termination shock moves inward and outward about ± 8% from its distance at 89 AU.
In both cases, the heliosphere exhibits a complicated response showing a tendency
for the termination shock to approach an equilibrium but modified by disturbances
reflected at the heliopause and the termination shock.
Besides large-scale periodic solar wind variations, the termination shock is subject
to various interplanetary disturbances including shocks and other strong discontinu-
ities. Barnes (1993 [10], 1994 [11], 1993 [12]) and Naidu and Barnes (1994 [57])
considered the motion of the termination shock in response to a jump in the solar
wind density or to an incident interplanetary shock in the one-dimensional planar ap-
proximation. A similar approach has been applied by Story and Zank (1995 [76]) to
numerically simulate and analyze the interaction of the solar wind termination shock
with various interplanetary disturbances. These 1-D planar models gave a reasonable
description of the local and near-term response of the termination shock. However
they are limited to the initial description of the interaction between the termination
shock and disturbances. Ratkiewicz (1996 [65]) extended the 1-D planar model to
spherical symmetry to investigate the global behavior of the termination shock in
response to an upstream disturbance. They found that immediately after the inter-
action the shock moves with speeds given by the analogous analytic models, but as
the termination shock propagates, it begins to slow down, seeking a new equilibrium
position.
In accord with solar minimum observations by Ulysses [63], the solar wind proper-
ties are assumed to depend on heliolatitude. Pauls and Zank (1996 [62]) presented a
three-dimensional gasdynamic model of the interaction of the nonuniform solar wind
with the interstellar medium. It is found that a modest increase in solar wind ram
pressure with heliolatitude has a pronounced effect on the global structure of the
termination shock and heliopause, i.e., the solar wind ram pressure increase with he-
liolatitude results in increased distances to the termination shock and heliopause over
the poles of the Sun compared to these distances in the ecliptic plane, leading to an
elongation of the termination shock and heliopause along the Sun's polar axis.
1.3.2 Pickup-ion model
At present, there is no doubt that the LISM contains a partially ionized gas. There-
fore, it is necessary to develop a more realistic model of the solar wind interaction
with the LISM including the mutual influence of plasma (electrons and protons) and
neutral (mainly H atoms) components of the flow. Neutral interstellar gas flows into
the heliosphere well within the solar wind regime and charge exchanges with the solar
wind protons, introducing pickup ions (PI) [1, 37, 39]. A model taking into account
the mutual influence of plasma and neutral components via charge exchange but ex-
cluding the affect of the magnetic fields is basically also a gasdynamic model. In order
to distinguish it from the pure gasdynamic model mentioned above, I hereafter call
such a model "pickup-ion model" or "PI model" throughout this thesis.
Baranov and Malama (1993 [7]) developed a coupled model (coupling neutrals
and plasma), using a Monte Carlo algorithm to evaluate the neutral hydrogen (H)
distribution and a 2D steady-state fluid description of the plasma. They noted that
the distribution function of the H atoms which penetrate the solar system from the
LISM is non-Maxwellian, which implies that a pure hydrodynamic description of their
motion is not appropriate. So they used the Monte Carlo method for simulation of
the H atom trajectories. The effects of resonance charge exchange of the LISM as
well as energetic H atoms "born" in the solar wind are taken into account. They
found that the H atoms penetrating the solar wind result in the disappearance of the
complicated flow structure as well as the supersonic regions between the heliopause
and the termination shock in the downstream region. They also found that the H atom
number density is a non-monotonic function of the heliospheric distance and that a
"hydrogen wall" forms in the vicinity of of the heliopause. This wall is important
for the interpretation of solar Lyman-alpha scattering experiments [64]. Their model
has since been used to explore the effect of different interstellar plasma densities
on the 2-D steady-state structure of the heliosphere [8] and includes the effects of
photoionization and ionization by electron impact [9].
A group at the Bartol Research Institute led by Zank have developed an alterna-
tive series of models which are based on a multi-fluid description of the neutrals [86].
Although the multi-fluid approach cannot provide neutral spectra, it possesses sev-
eral distinct advantages. It can determine accurately the neutral H distribution well
inside the termination shock, and is fully time-dependent and computationally effi-
cient. They (Zank et al., 1996 [87]; Williams et al., 1997 [84]) recognized that, to a
good approximation, there exist essentially three distinct neutral H components cor-
responding to three physically distinct regions of origin, i.e., beyond the heliopause,
heliosheath and heliotail, and supersonic solar wind regions. Under the assumption
that each of the neutral component distributions is approximated adequately by a
Maxwellian, they obtained an isotropic hydrodynamic description for each neutral
component. All three neutral fluids are coupled to a hydrodynamic plasma. However
this model is computationally demanding on even the fastest supercomputers. An
important adaptation to the multi-fluid model is that used by Pauls [61], named the
"PZW model". In this simplified approach, only the neutrals whose source lies beyond
the heliopause are computed. This allows for considerable savings in computational
time, but the results capture most of the essential features of both the multi-fluid
and Monte Carlo models. The PZW heliosphere is reduced noticeably in size and
the heliosheath flow remains subsonic. A large hydrogen wall is formed between the
bow-shock and the heliopause in the upstream direction (two-shock model assumed).
All these efforts focus on the steady structure of the heliosphere and the importance
of including neutral hydrogen is emphasized.
Some interesting effects of heliopause neutral drag instability have been demon-
strated by Liewer et al. (1996 [49]). Using a model similar to the "PZW model", they
suggested that drag between the plasma ions and the interstellar neutrals, caused by
charge exchange, may cause the heliopause to be hydrodynamically unstable at the
nose. They found in their simulation that the heliopause oscillates nonlinearly about
its equilibrium position with a timescale of the order of a hundred years and ampli-
tudes of tens of AUs. Zank et al. [87] also found a nonstationary heliopause on long
time scales (- 180 years) but much smaller motion.
1.3.3 MHD model
Magnetic fields do not play a major role in the dynamics of the solar wind in the
interplanetary space, and the value and direction of the interstellar magnetic field
are not well known. To date, most of the models are based on the gasdynamic
model summarized in the last two sections (1.3.1, 1.3.2). However, if the interstellar
magnetic field is comparable with the dynamic pressure of the LISM plasma then one
must consider the complicated three-dimensional MHD (magneto-hydrodynamical)
problem. Most recently, Linde et al. (1997 [50]) presented the results of a 3D MHD
simulations. They showed that the interaction of the interstellar wind with shocked
solar wind significantly depends on the direction of the interstellar magnetic field.
This effect is mainly manifested in the distances to the heliospheric boundaries and
the shape of the heliosphere. Numerical simulations also indicate that magnetic fields
have a stabilizing effect on the heliopause.
1.4 Motivation of this Study
As I have mentioned above, the spacecraft Voyagers 1 and 2 are expected to reach
the heliospheric boundary in the future and provide us a unique opportunity to make
in situ observations of that boundary and associated phenomena. As a result, the
solar-terrestrial physics community has paid increasing attention to the study of the
heliospheric dynamics with emphasis on the heliospheric boundary and its interaction
with solar disturbances.
Observations made or to be made by spacecraft such as Voyager 1 and 2 will help
us to gain a deep insight into the global structure of the heliosphere. To properly
interpret these observations and predict upcoming events requires a systematic nu-
merical study of large-scale structures and the dynamical behavior of the heliosphere.
Although many modern numerical schemes appear continuously in the literature.
their application to heliospheric physics problems has been much delayed, as a rule.
Some popular and very old schemes, such as the Lax-WVendroff scheme [69], the Rubin-
Burstein scheme [70], etc., all developed about 30 years ago, remain in use for almost
all solar-terrestrial physical problems (e.g. Steinolfson et al., 1994 [74, 75]), but they
are not quite suitable for the heliospheric boundary problem. These schemes need
exotic diffusion to stabilize the calculation in the presence of shocks. The inserted
diffusion is somewhat artificial, and has a negative effect on the accuracy, even de-
stroying the conservation property that is inherent in the basic equations and crucial
to the shock calculation. Therefore, I decided to employ a modern numerical scheme-
the PPM (Piecewise Parabolic Method) [25] in my study.
1.5 Structure of this Thesis
Chapter 2 gives a overview of the numerical methods used in this study, including the
numerical schemes, the basic hydrodynamic equations, and the initial and boundary
conditions.
Chapter 3 presents a analytic solution to estimate the distance to the termination
shock. This analytic approach appreciates the fundamental physical principles and
provides us a quantitative picture of the size of the heliosphere and a testing tool for
the direct numerical simulations. Also in this chapter, the dependence of the distance
to the termination shock on the properties of the LISM is examined.
Chapter 4 investigates the hydrodynamic stability of the heliosphere. The steady-
state heliosphere of both the "one-shock" and "two-shock" models are first obtained
using the MacCormack scheme. The global structure of the heliosphere is important
for studying the interaction of the solar wind with the local interstellar medium;
however, I do not discuss it in a stand-alone chapter since it is usually used to obtain
a starting point for other problems. The effect of the pickup ions on the global
structure of the steady-state heliosphere is included in the next chapter.
The heliopause is the interface between the solar wind plasma and the local in-
terstellar medium (LISM) and manifests itself as a tangential discontinuity across
which the flow velocity and the plasma density jump. Hydrodynamic instabilities
of either the Rayleigh-Taylor type or Kelvin-Helmholtz type will likely develop at
the heliopause. In this chapter, the PPM is employed to study the instabilities of
the heliopause. The PPM scheme captures the instabilities with its high numerical
resolution. The general pattern of the Kelvin-Helmholtz instability at the heliopause
is thus explored in this chapter.
Starting with Chapter 5, a numerical model, which includes the mutual influence
of the interstellar and solar wind plasma and the interstellar neutral hydrogen, is
employed to describe the interaction of the solar wind with the LISM. The effect of
the pickup ions on the global structure of the heliosphere is examined. The changes
in the global heliosphere brought about by both long-term (for examplethe 11 year
solar cycle) and short-term (for example, tens of days) variations in the solar wind
are studied.
Chapter 6 uses a spherically symmetric model to study the interplanetary shock
propagation in the outer heliosphere and the interaction of these shocks with the
termination shock, particularly with regard to the dynamical effect of the pickup
ions.
Chapter 7 tries to explain an unusual velocity oscillation observed at 48 AU as an
example of using numerical simulations to understand Voyager 2 data. Furthermore,
the numerical results are compared with the observational data to speculate on the
possible crossing of the termination shock by the spacecraft. Their implications for
future observations by the spacecraft are also discussed.
Finally, Chapter 8 closes this thesis with a summary of the important results from
this study, and also discusses some limitations regarding the numerical models.
Chapter 2
Overview of the Numerical Model
The numerical model used in this study is based on a two-dimensional gasdynamic
model. The governing equations for ideal fluids are described in Section 2.1. Then,
the numerical schemes used to solve these partial differential equations (PDEs) are
briefly summarized in Section 2.2. Finally, the computational domain and boundary
conditions are discussed in Section 2.3. Note that a gasdynamic model does not
include the effect of magnetic fields. The neglect of the magnetic field in the solar
wind should have a minimal effect, since the plasma 0 (ratio of thermal pressure to
magnetic pressure) is general large throughout the solar wind. On the other hand,
knowledge about the interstellar magnetic field is scarce. However, some effects of
the magnetic fields are estimated when appropriate in the thesis.
2.1 The Governing Equations
The gasdynamic equations used in this thesis can be written in the following nondi-
mensional form:
-
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where E = ~p 2 + p/(y - 1), and the physical variables p, V, p are the plasma den-
sity, velocity, and the total thermal pressure (including both the proton and electron
pressure), respectively. All variables have been made dimensionless by normalizing
the thermodynamic quantities to the initial values at 1 AU and the velocity to the
characteristic speed p/p at 1 AU (ao), which is 1/,/ times the local sound speed.
Distance is referenced to 1 AU (ro), and time is normalized by to = ro/ao . The only
nonnormalized parameter that enters directly into the above equations is the specific
heat ratio, 7, which is taken to be 5/3.
The implementation uses spherical polar coordinates with radius r, colatitude 0,
in a two-dimensional formulation:
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where vr and vo are the r, 0 components of the velocity, and t is the time.
2.2 Two Numerical Schemes
Over the last several decades, a great number of numerical schemes have been devised
for the simulation of gas dynamics. A major difficulty which has enlivened research
in this area is the problem of effectively representing the shock and contact discon-
tinuities, which is unfortunately unavoidable in the study of the interaction of the
solar wind with the LISM. Three approaches to treat discontinuities in the flow are
artificial viscosity, the blending of low- and high-order-accurate fluxes, and the use
of nonlinear solutions to Riemann's problem [85]. I am not going to review all the
numerical schemes, which is beyond the scope of this thesis. I give a brief review of
the two numerical schemes used in this work, namely the MacCormack scheme [52]
and the PPM scheme [25], which use the first approach and the third approach to
treat the shocks and discontinuities, respectively.
2.2.1 MacCormack scheme
A very effective finite-difference technique for supersonic flow, particularly as the foun-
dation for steady-flow shock-capturing techniques, is MacCormack's explicit predictor-
corrector scheme. This scheme can be illustrated for the inviscid Burger's equation:
Ou OF
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where F = 0.5u 2. At the first (predictor) stage an intermediate solution u* is calcu-
lated from
• n _At n n
uj = u Ax (F+l - Fj) (2.9)
The corrector stage is
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The scheme is constructed from one-sided difference formulae at each stage but contri-
butions to truncation error cancel to produce a scheme which is second order accurate
in time and space.
In order to remove high-frequency oscillations and the overshoots and undershoots
created near ideal discontinuities such as shocks, it is necessary to introduce artifi-
cial viscosity in the MacCormack scheme. A smoothing term suggest by Lapidus
(1967 [47]) is used in my calculation. That is, a suitable quadratic formulation re-
places (2.8) by:
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where v is a constant to be chosen and usually problem dependent.
2.2.2 PPM scheme
The PPM (Piecewise Parabolic Method) was developed by Colella and Woodward
(1984 [25]) in the mid-1980s. Due to its high order resolution and good treatment
of shocks and discontinuities, it has gained in popularity in many research areas,
including astrophysics.
One widely used formulation of Eulerian hydrodynamics algorithms is that of
performing a hydrodynamics calculation for one time step using a Lagrangian method,
and mapping the results onto the fixed Eulerian grid. The primary reason to take
such an approach in the implementation of the PPM rather than the direct Eulerian
method is to avoid subtleties associated with constructing the correct input states for
the Riemann problem (see pages 190-191 in [25]). As an illustration, let us consider
the equations in Lagrangian coordinates in one dimension, planar geometry and no
source terms. Written in conservative form these equations are:
OtV - amu =0 (2.12)
Oatu + Omp = 0 (2.13)
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where V, u, p, and e are the specific volume, velocity, pressure and total energy of the
gas. The gas density p, and the internal energy e are related the these quantities via
the relations:
p= 1/V, e = e - 0.5u 2, p=( -1) pe
These conservation equations can be finite differenced as:
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where the subscript j refers to zone averaged values, and subscripts j-1/2 and j+1/2
refer to values at the left and right sides of the zone, and the superscript is the time
step as usual. The variables 7 and p are the time-averaged values of the velocity and
the pressure at the zone interfaces. The key point is clearly to obtain accurate, stable
estimates of these quantities.
The approach of Godunov's method [32] is to obtain these time-averaged quan-
tities by approximating the flow at each zone interface during each time step with a
Riemann shock tube problem. At the beginning of the time step, the zone interface
is modeled as a discontinuity separating two uniform states given by the zone average
on the left and right side of the zone interfaces (zones i-1 and i). This constructed
Riemann problem is then solved to find the time-averaged value of the velocity and
pressure at this discontinuity, u and p.
PPM improves upon this method by using more accurate guesses for the input
states to the Riemann problem (the values on either side of the interface). Using a
quadratic interpolation of the fluid variables in each zone, the Riemann input states
are taken to be the average over that part of the zone that can be reached by a
sound wave in a time d, i.e., the characteristic domain of dependence. Once the
hydrodynamic equations have been differenced to obtain the values at t+dt, the fluid
variables can be instantaneously remapped from Lagrangian coordinate system to the
stationary Eulerian grid.
Thus the PPM is a higher-order extension of Godunov's method. In regions
where the solution is smooth, and in the limit of vanishing time step, the PPM
scheme for equally spaced zones is fourth-order accurate. It can capture shocks and
discontinuities within 1-2 grid points with negligible numerical dissipation.
The above is just a simple outline of the PPM scheme. For specific details such
as the parabolic interpolation and monotonicity constraints, the iterative Riemann
solver etc., please refer to [25].
2.3 Initial and Boundary Conditions
The gasdynamic equations (see Section 2.1) are solved in the r - 0 plane of a spherical
coordinate system aligned such that the pole of the coordinate system at 0 = 00 points
into the direction of motion of the solar system relative to that of the interstellar
medium. The coordinate system is centered at the Sun (r = 0) and remains fixed
with respect to the Sun. Consequently, the relative motion between the solar system
and the interstellar medium is represented by the velocity of the interstellar medium
(Vis). The simulation box extends from 0' to 1800 in the 0 direction and from r
= Rinner, with typical value 40-100 AU, to r = Routr, typically 400-1000 AU. The
distance R.inr is problem dependent and chosen to be well outside the solar critical
point and well inside the termination shock, while Router is chosen to be well outside
the domain of interest. Figure 2-1 schematically shows the computational domain.
In the calculations, three of the physical variables (radial flow speed Vr, density,
and pressure) are symmetric at the angular boundaries, while the fourth (meridional
flow speed v) is antisymmetric. The supersonic solar wind is specified at 1 AU, and
an adiabatic atmosphere with constant radial flow speed is used to compute values at
the inner computational boundary at Rinner. Since this a supersonic-inflow boundary,
all physical quantities can be specified on it. The interstellar density and velocity are
held fixed at the outer radial boundary for 00 < 0 < 90° , and zero-order extrapolation
along the local flow direction is used to update the pressure. Since this portion of
the outer boundary is a subsonic- boundary, not all of the physical quantities can be
specified there.
As for the outer boundary in the downstream direction (900 < 0 < 1800), I find
that the nonreflecting outflow boundary condition suggested by Rudy and Strikuwerda
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Figure 2-1: The configuration of computational domain shown schematically. The
interstellar wind comes from the left in the figure.
(1980 [71]) is a good choice. The boundary condition is derived as:
p du
- pc + o(p- p) = 0at at (2.18)
where p represents the pressure of a steady-state solution, which is taken to be the
value of the LISM. The parameter a remains determined, which is taken to be 0.125 in
my calculations. The velocity is obtained by zero-order extrapolation. This boundary
condition inhibits the reflection of disturbances incident on the boundary, is well
posed, and works very well computationally.
Chapter 3
Distance to the Termination
Shock
3.1 Introduction
One of the first questions that comes to mind is how far the termination shock is
from the Sun. Given a few assumptions, an estimate can be made if the properties
of the interstellar medium directly beyond the heliopause are known. The location
of the termination shock is determined primarily by a balance between the solar
wind ram pressure and the total pressure of the LISM. which includes the magnetic
field pressure. plasma pressure. and ram pressure. Since the solar wind ram pressure
decreases with heliocentric radial distance r as r- 2, a distance can be found at which
the pressures balance.
A simple and illustrative calculation of the shock location for a configuration with
spherical symmetry was presented by Parker [59]. He assumed a radial solar wind
with constant speed Vo and mass density po at distance r = ro, a strong hydrodynamic
termination shock and an isotropic interstellar pressure P". By imposing the Rankin-
Hugoniot relations at the shock, and insisting that the pressure equals P, as r --+ o,
he obtained for the distance R, to the shock:
(R./ro)2 = pol/ P '{(2( + 1)-1[(y + 1)2 /(4y) / ( - )} (3.1)
where 7 is the ratio of specific heats. For 7 = 5/3, this factor has the value of 0.88.
If r0 is chosen to be 1 AU, the above equation becomes:
RS = 0.94(poVP )1/2 (AU) (3.2)
Although Equation 3.2 gives a good estimation of the distance to the termination
shock, it is a result of many simplifications, most importantly the LISM is assumed
to be at rest. Thus, this solution ignores the existence of the heliopause and perhaps
the bow shock and can not ensure entropy conservation in the smooth flow region.
Another simple good approximation for determining the distance is obtained by bal-
ancing the total solar wind pressure (dominated by the ram pressure pv 2 ) and the
total interstellar pressure:
Rs = (po, 2 P 1 )11/ 2  (AU) (3.3)
where P, = 2nkBT: + p , v.
In the following section, I will develop an exact analytic solution of the distance to
the nose of the termination shock (along the stagnant streamline) using fundamental
physical principles. This exact solution gives a quantitative sense of the size of the
heliosphere and can be used as a testing tool to check the results of direct numer-
ical simulations. Furthermore, it could provide a better initial state for numerical
calculations to speed up relaxation to a steady state of the heliosphere.
3.2 Analytic Study
In this section the heliocentric coordinate centered at the Sun is used. Thus, the
relative motion between the solar system and the interstellar medium is represented
by the velocity of the interstellar medium (Vi). Figure 3-1 schematically shows the
configuration of the heliosphere. The stagnant streamline along the symmetric axis
towards the nose of the heliopause is used to estimate the distance to the nose of the
termination shock.
LISM BS(?) HP TS 1 AU
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TS, HP and BS stand for the termination shock, heliopause and bow-shock, respec-
tively.
The solar wind physical variables are given at 1 AU and the interstellar medium
properties are also assumed known. Note that the nose of the heliopause is a stag-
nation point, that is to say, the velocity at Point 3 and 4 are zero. The pressure at
Point 3 should balance the pressure at Point 4 in a steady state. The basic equations
involved describing an ideal fluid are listed below:
* Bernoulli's equation: Valid along streamlines and across shocks
'p 1/ + V = const (3.4)
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P,Figure 3-1: The configuration of the heliosphere shown schematically. In the figure
TS, HP and BS stand for the termination shock, heliopause and bow-shock, respec-
tively.
The solar wind physical variables are given at 1 AU and the interstellar medium
properties are also assumed known. Note that the nose of the heliopause is a stag-
nation point, that is to say, the velocity at Point 3 and 4 are zero. The pressure at
Point 3 should balance the pressure at Point 4 in a steady state. The basic equations
involved describing an ideal fluid are listed below:
* Bernoulli 's equation: Valid along streamlines and across shocks
1 + - = const (3.4)
* Entropy conservation : Valid along streamlines without shocks.
_-- = const (3.5)
pY
The variables p, p and v denote the thermal pressure, density and velocity, respec-
tively.
First, let us guess a reasonable value of R8 , the distance to the nose of the ter-
mination shock. In the solar wind region (between Point 0 and Point 1), we can
connect the physical quantities at Point 0 (1 AU) to those at Point 1 (just ahead the
termination shock) by
7 1Po 1 2 1 pl 2
-t + Vo 2 + 12 (3.6)
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Po Pi (37)
PO Pi
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Equation 3.8 considers the mass conservation and the spherical symmetry inside
the termination shock. Once we know the values at Point 0 (p0, vo, Po), we can obtain
the quantities at Point 1 (pi, vl, pl) by solving the above three equations.
Across the termination shock, the quantities at Point 2 (right behind the termi-
nation) are connected to those at Point 1 by the Rankin-Hugoniot relations:
p2 (7 + 1)M 2
P1 2 + (- 1)M (3.9)
P2 27MF - 7 + 1
-P2 =2-y -- y+1 (3.10)
Pi -Y + I
v2 2 + (7 - 1)M (311)v--7= (7 + )M}(3.11)
v1 (y + 1) M2
where the Mach number M1 = vi/al, the sound speed a, = /,YP/Pi
Therefore, we can readily get the quantities at Point 2 (p2, P2, v 2) by the R-H
relations from the quantities at Point 1 (p', vi,pi).
In the heliosheath region (between TS and HP), the quantities at Point 3 (just
ahead the heliopause) are related to the quantities at Point 2 by Bernoulli's equation
and entropy conservation:
7Y P2 1 2 7 P3 (3.12)3
- _v2 = -(3.12)
Y 1p2 2 7 -1p
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P2 P3
In this way, we can easily obtain the pressure at Point 3 (ps) from the solar wind
conditions at 1 AU (Point 0).
On the other hand, we can obtain the pressure at Point 4 (just behind the he-
liopause) from the LISM conditions. In the subsonic interstellar wind (no bow shock)
case, the quantities at Point 4 and the quantities in LISM (oc) are related by:
_ P 1 2 1 P4
+ v O= - (3.14)
- 1p. 2- P4
o= P (3.15)
POO P4
Thus, we know the pressure at Point 4 (p4) if the quantities of the LISM are
given. As for the supersonic interstellar wind (bow shock exists), we can use the
Rankin-Hugoniot relations to connect the quantities across the bow-shock.
Finally, we compare p 3 and p4 to see if they are equal, p3 =- p4(?). If not, we
adjust the guess value of R, by use of the Newton's method, and repeat the above
procedure until p3 = p4., i.e. P3 - P41 < s. The value R, is then regarded as the
distance to the termination shock.
Table 3.1 lists the results obtained by this method as well as those calculated by
Equations 3.2, 3.3 and the direct two-dimensional hydrodynamic simulations in both
the subsonic interstellar wind (Mach number M < 1) and supersonic interstellar wind
(M > 1) case. The physical quantities at 1 AU are taken as follows : the velocity
V = 400 (km/s), number density n = 5 (/cc) and temperature T = 105 (K) in both
calculations. The results from the procedure described in this section (labeled "My
Table 3.1: Distance to the Termination Shock
LISM Rs(AU) R, (Eq 3.2) R, (Eq 3.3) R, (2D)
M V (km/s) T (K) n (/cc) (My Method)
0.8 13.28 104 0.2 114.3 101.7 108.2 112
1.5 25.0 104 0.2 75.1 66.8 71.1 75
Method") are more accurate, which can be easily seen by comparing with the results
from the direct numerical simulations. The numerical simulation results are taken
from Sections 4.2 and 4.3 in Chapter 4. As a crude estimation, Equation 3.3 is a
simple but good approximation. For a reasonable choice of the solar wind parameters
and LISM parameters, the termination shock is located in the range 70-140 AU, which
is consistent with the works of many others (e.g., Holzer, 1989 [38]).
3.3 Dependence of R, on the LISM Conditions
The distance to the termination shock R, depends on the solar wind conditions and
LISM conditions. The relationship has been derived in the last section based on a
gasdynamic model. As discussed in Chapter 1, the solar wind conditions at 1 AU are
pretty well known: however, the properties of the LISM are relatively poorly known,
especially the number density of the ionized component (protons and electrons). The
estimated results from different observations can differ by a few orders of magnitude.
Thus I investigate the dependence of R, on the number density of electrons in this
section.
Figure 3-2 shows the distance to the termination shock R, as a function of the
number density of electrons in the LISM. The solid line and dotted line denote the
results from the method described in the above section (3.2) and simple pressure
balance (Equation 3.3), respectively. As would be expected, the distance to the
termination shock decreases as the number density of electron in the LISM increases,
which makes the total pressure of the LISM increase and pushes the termination
shock inward (toward the Sun). According to the simple pressure balance estimation
(Equation 3.3), RS (neY)-12. This is illustrated in the figure 3-2 by the dotted
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Figure 3-2: The distance to the termination shock as a function of the number density
of the LISM electron. The solid line and dotted line denote the results from the
method described in the above section and simple pressure balance, respectively.
line. The difference between the solid line and the dotted line for n,, = 0.05 is
about 8 AU, but is only 3 AU for no = 0.3. This shows that the distance to the
termination shock Rs decreases a little faster than the (-1/2) power law as a function
of the number density of electrons in the LISM.
3.4 Summary
In this chapter, the location of the termination shock is calculated based on physical
principles. Although I find only the distance along the stagnation streamline towards
the nose of the termination shock, this describes the characteristic spatial size of the
heliosphere and provides a testing tool for the direct numerical simulations.
Note this approach can only be applied to an ideal fluid. Otherwise, Bernoulli's
equation and entropy conservation may not be applied. For example, when trying
to include the charge exchange processes of this plasma fluid with a neutral fluid,
we have to introduce an source term into the energy equation so that the entropy
conservation is no longer valid. Thus we cannot use this approach to find the distance
to the termination shock in a model that includes the effects of interstellar neutrals.
The distance to the termination shock is primarily determined by pressure bal-
ance between the solar wind ram pressure and the total pressure of the LISM. For
a reasonable choice of the solar wind parameters and LISM parameters, the termi-
nation shock locations are in the range 70-140 AU. The dependence of the distance
to the termination shock on the properties of the LISM is also investigated using the
analytic solution. It is found that R, decreases a little faster than the (-1/2) power
law as a function of the number density of electrons in the LISM, which is the power
law predicted by simple pressure balance.
Chapter 4
Hydrodynamic Instabilities at the
Heliopause
4.1 Introduction
As we know, the heliopause is the interface between the solar wind plasma and the
local interstellar plasma and manifests itself as a tangential discontinuity across which
the flow velocity and the plasma density jump, except at the nose (where velocities
of both sides of the heliopause are zero). Generally speaking, tangential velocity dis-
continuities in ideal fluids are unstable (Landau and Lifshitz [46]), and the instability
of the boundary layer separating two fluids in relative motion (the Kelvin-Helmholtz
instability) appears frequently in many astrophysical and geophysical situations (such
as, for example, the interaction of the solar wind with the magnetospheric boundary
[73]). Thus, it is of great interest to consider the stability of the heliopause.
Basically, there are two simple types of hydrodynamical instabilities that are likely
to develop at the heliopause: one is the Rayleigh-Taylor instability, which may appear
if there is a large density jump combined with the right acceleration or gravity; the
other is the Kelvin-Helmholtz instability, which may develop if a substantial velocity
shear exists. A review on all forms of instabilities that can operate at the heliopause
was given by Fahr et al. (1986 [27]). Recently, a few analytical works have been
carried out to study the instabilities of the heliopause. The Kelvin-Helmholtz in-
stability of the heliopause flanks in the plane discontinuity approximation has been
investigated by Baranov et al. (1992 [6]) in the framework of classical gasdynamic,
and the stability of the nose portion of the heliopause has been examined by Chalov
(1996 [23]) in the short-wavelength approximation. However, all of these analyti-
cal studies were confined to linear perturbation analyses and special shapes of the
heliopause; the nonlinear aspects of this problem must be investigated numerically.
Purely hydrodynamical simulations of the interaction between the stellar wind and
the interstellar medium by Matsuda et al. (1989 [54]) suggested that the heliopause
was non-stationary, but their computations were not for the proper parameter regime
for the solar wind/interstellar medium interaction. To my knowledge, almost all
recent numerical simulations which neglect the interstellar neutrals do not obtain any
instabilities for either the "one-shock" model (with a subsonic interstellar wind) or the
"two-shock" model (with a supersonic interstellar wind) [74, 75, 41, 61], probably due
to large numerical dissipation. Taking the interstellar neutrals into account. Liewer
et al. (1996 [49]) found a Rayleigh-Taylor-like instability of the heliopause at the nose
driven by the plasma-neutral charge exchange interaction. Zank et al. (1996 [87])
also found a weak heliopause instability in their more sophisticated models.
In this chapter, the PPM (see Section 2.2.2) is used in the hydrodynamic sim-
ulation to study the stability of the heliopause. The PPM can capture shocks and
discontinuities within 1-2 grid points with negligible numerical dissipation and is
widely used to study astrophysical phenomena such as the Kelvin-Helmholtz instabil-
ity of hydrodynamic supersonic jets (Bodo et al., 1994 [18]). For simplicity, magnetic
fields, interstellar neutrals, cosmic rays, etc., are neglected. The MacCormack scheme
(see Section 2.2.1) is also used to illustrate that large numerical dissipation inherit in
this scheme may prevent development of instabilities at the heliopause. The steady-
state solution of the heliosphere obtained from the MacCormack scheme is also used
as an initial input into the PPM code to speed up the formation of the heliopause.
That is to say, the simulation is performed in two separate steps. First, a dynamic
equilibrium state is obtained by use of the MacCormack scheme. Then, the steady
state is put into the PPM code as an initial condition to study the stability of the
heliopause.
In this numerical investigation of the hydrodynamic instabilities of the heliopause,
much attention is focused on the general pattern of the Kelvin-Helmholtz instability
at the heliopause in both "one-shock" and "two-shock" cases.
4.2 One-Shock Model
4.2.1 Dynamic equilibrium solutions
The physical quantities in the solar wind for this simulation are V = 400 km/s, V
= 0. number density ne = 5 cm - 3 and temperature T = 10' K (Mach number Me
= 7.6) at 1 AU. The properties of the local interstellar medium are poorly enough
known that it is not clear whether the interstellar wind is subsonic or supersonic. I
wish to investigate both cases in the present work. The Sun is moving through the
local interstellar medium with a relative velocity of ,20 km/s (Lallement, 1995 [45]).
Frisch (1995 [30]) estimated that the sound speed is of the order of 10 km/s and
the magneto-sonic speed 10-12 km/s, although considerable uncertainty is present
in these numbers. However, as Zank et al. (1996 [87]) pointed out, the cosmic ray
pressure or a large magnetic field could combine to give a subsonic flow (because the
sound speed increases). In this section a subsonic interstellar flow will be modeled. To
do this, I must either assume a slower interstellar flow or a higher interstellar proton
temperature than observed values. The latter approach (choosing a larger "effective"
temperature to account for added contribution from cosmic rays and perhaps the
magnetic field) was taken by Pauls and Zank (1996 [62]). Since the magnetic fields,
neutrals and cosmic rays are neglected in my model, I follow Steinolfson (1994 [74])
and adopt the former approach. The inflow interstellar conditions chosen are i, =
13.28 km/s, n, = 0.2 cm - 3 and T = 104 K (Mi, = 0.8). Although such a model can
not be a realistic representation of the interaction between the solar wind and the
interstellar medium, it is a logical step in the study of the stability at the heliopause.
The fact that I see instabilities in the present case that are qualitatively similar in
character to the two-shock case discussed below when I use an interstellar flow speed
close to that actually observed, suggests that such one-shock results are not far from
those I would obtain in a more complicated model.
The radial grid spacing is constant at 1 AU for the first 60 grid points in order to
provide better resolution in the region of the termination shock and the heliopause,
and increases as a numerical series Ari = (1 + O)Ar/- 1 with a = 0.05 thereafter. The
angular grid spacing is constant at 3'.
After an initial (non-equilibrium) state has been specified, the numerical solution
using the MacCormack scheme follows the evolution in time until the interaction
relaxes to a dynamic equilibrium. When the relative change of the density and the
velocity is less than 1% over 1 year in my calculations, the solution is then regarded
as a dynamic equilibrium solution. Figure 4-1 shows the contour plots of the density
and temperature in the dynamic equilibrium solution plotted with the normalized
velocity vectors.
The rapid changes in variables at the termination shock appear as clustered con-
tours on the temperature plots. The shock does not appear on the density plot
because of the linear scaling used for the contours and the fact that the density at
the shock is less than the minimum contour. The shape of the termination shock
is nearly spherical. The termination shock and the heliopause are spread over sev-
eral grid points as usual for simulations such as this. The distance to the termination
shock in the upstream direction is about 112 AU, which is in good agreement with the
analytic results (Table 3.1). The distance to the nose of the heliopause is about 163
AU, which is about 31% larger than that to the termination shock. No instabilities
developed using the MacCormack scheme.
Since the plasma density gradient points outward at the heliopause from the lower-
density heliosheath plasma to the higher-density VLISM plasma, and in my model
there is no gravity or effective gravity opposing the density gradient, it is easy to
understand that a Raleigh-Taylor type instability does not occur. However, as might
be anticipated from the results (especially from the velocity field), a large shear flow
develops across the heliopause away from the nose of the heliopause (0 = 00). This
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Figure 4-1: Density and temperature contours plotted with the normalized flow vec-
tors in the relaxed dynamic equilibrium for the one-shock model using the MacCor-
mack scheme. For the thermodynamic quantities Q in the contour plots, the value
used to construct the plots is (Q - Qis)/Qis, where Qis represents the interstellar
values. The density contours range from -0.9 to -0.1 in increments of 0.1, and the
temperature ranges from 10 to 100 in increments of 10. For clarity, the termination
shock is only shown on the temperature plot.
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Figure 4-2: The variation of the flow speed with distance along different directions,
0 = 6' to 660 in increments of 120, in the one-shock model computed using the
MacCormack scheme. The arrow denotes the approximate starting location of the
heliopause, and the region where the speed declines indicates approximately the nu-
merical width of the heliopause.
is further illustrated in Figure 4-2, which shows the total speed across the heliopause
along different directions from 0 = 60 to 660 in increments of 120. Note that the
region where the speed declines indicates approximately the numerical width of the
heliopause.
According to the classical ideal Kelvin-Helmholtz instability criterion (Chandrasekhar,
1961 [24]) the system is unstable when k > 0 (with g = 0 ), where k is the wave num-
ber. This means that the heliopause is potentially unstable for disturbances of any
wavelength if we take the ideal case and ignore gravity. But the MacCormack scheme,
like other similar schemes, does not generate growth of the Kelvin-Helmholtz instabil-
ity. The reason for this might be that there is a relatively large numerical dissipation
in the scheme, which is roughly 10 times larger than the dissipation in the PPM [25].
If the numerical dissipation can be regarded as analogous to viscosity in the real
world, then the Reynolds number R, which is proportional to the inverse of viscosity,
in the MacCormack scheme is much smaller than that in the PPM scheme. However,
the shear layer is unstable only for large Reynolds numbers (R -+ c00 for ideal fluid).
Thus we might expect to see an instability develop in the PPM scheme that does not
appear in the MacCormack scheme. To investigate this, I take the dynamic equilib-
rium solution obtained in this section and put it into the PPM code as the initial
condition.
4.2.2 Nonlinear oscillations of the heliopause
Solutions for the global structure of the heliosphere using the MacCormack scheme
described above show a stable heliosphere reaching a steady state after about 1000
years (about 10,000 time steps). When this steady state solution is put into the PPM
code. one effect is that the thickness of the termination shock and the heliopause
becomes thinner, as would be expected given the PPM's higher numerical resolution.
However, the biggest difference is that no steady state global heliosphere solutions
are found. I have identified two stages in the evolution of the heliopause instability.
Phase 1: The initial phase is in the linear regime, in which the instability grows
exponentially. Since the above steady state solution for the heliosphere was introduced
as the initial condition, there is a substantial velocity shear across the heliopause.
The first signal of the occurrence of the Kelvin-Helmholtz instability comes from the
near-nose region, where the surface is believed to be unstable with respect to all
disturbances for all directions of the wave vector [6]. This happens for t < tlin, where
the linear time, tlin, depends on the linear growth rate of the instability and the initial
conditions. This time is less than 50 years in my calculations. The estimated local
linear growth rate will be given in the next section.
Phase 2: The saturation of the Kelvin-Helmholtz instability leads to a nonlinear
oscillation (shear wave) of the heliopause. Unlike the classical planar-velocity-shear-
layer case, the wave pattern is no longer periodic along the heliopause due to the
plasma inhomogeneity and the non-planarity. Figure 4-3 shows an example of the
temporal evolution of the heliopause using the PPM scheme. Plasma temperature
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Figure 4-3: Simulation results demonstrating the temporal evolution of the heliopause
in the one-shock model using the piecewise parabolic method (PPM) scheme. Con-
tours are of temperature, with the same range as those in Figure 4-1. The Kelvin-
Helmholtz instability leads to nonlinear oscillations of the heliopause, and the per-
turbation is advected down the heliopause toward the tail.
contours are shown at four different times for a portion of the simulation time domain.
The perturbation is advected down the heliopause toward the tail, with the quasi-
wavelength becoming larger as the advection velocity increases. A movie of the whole
history of the evolution of the instability is available at MIT Space Plasma Group Web
page (ftp://space.mit.edu/pub/plasma/models /KHheliopause.slideshow.html).
Some numerical experiments are also conducted for other solar wind speeds, that
is, V = 300 km/s (Me = 5.7) and V = 500 km/s (Me = 9.5) at 1 AU , keeping
all other parameters the same and using the same simulation procedure. It is found
that the instability process still undergoes the linear growth phase and the nonlinear
evolution stage, independent of the solar wind speed. Varying the solar wind speed
,, . . . .
YEAR = 323
~I~_
changes not only the magnitude of the shear velocity, but also the location of the
heliopause. The relationship between the amplitude of the nonlinear oscillation and
the solar wind speed is not obvious. The excursions of the heliopause and the ter-
mination shock at the nose of the heliosphere as a result of the nonlinear oscillations
for the three simulations, V, = 300, 400 and 500 km/s, are shown in Figure 4-4. The
distances between the minimum and maximum of the excursions of the nose of the
heliopause for these three cases are about 60, 40 and 50 AU, respectively, comparable
with the distances between the noses of the heliopause and the termination shock in
the equilibrium solutions (46-70 AU). The time-scale of the nonlinear oscillation of the
heliopause is of the order of 102 years. The excursions of the nose of the termination
shock are much smaller (6-8 AU)
4.2.3 Linear growth rate
To exclude the possibility that the unstable solutions are introduced by the initial
steady state obtained by the MacCormack scheme, calculations using the PPM scheme
from the very beginning were performed. That is, non-equilibrium initial conditions
are specified by putting a termination shock at 110 AU, assuming an adiabatic atmo-
sphere within the shock and the interstellar conditions beyond 150 AU. and making a
linear fit between the shocked solar wind and the interstellar plasma. The instability
again develops at the heliopause after it is formed. The pictures of the nonlinear os-
cillations are very similar to those presented above. Using the MacCormack scheme
saves substantial CPU time in obtaining the structure of the heliosphere. I therefore
continue to use the steady state solutions from the MacCormack scheme as the initial
conditions to study the instabilities in the two-shock model below.
To further verify that the instability seen in the simulations is a Kelvin-Helmholtz
instability, the linear growth rates from the simulation are compared with theoretical
values. Note that as the geometry and the physical state in each part of the heliopause
are different, the linear growth rate is not expected to be uniform along the heliopause.
For example, consider the region of the heliopause near 0 = 300, where the shape of
the heliopause is approximately spherical and we can take the direction of the shear
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Figure 4-4: Time history of the position of the heliopause (solid lines) at the nose
and the location of the termination shock (dotted lines) at the upstream pole in the
one-shock model using the PPM scheme. Results are from three simulations of the
one-shock model with different solar wind speeds at 1 AU, (a) V = 300 km/s, (b) V
= 400 km/s, and (c) V = 500 km/s, and keeping all other parameters the same. All
cases show excursions of the heliopause at the nose and much smaller excursions of
the termination shock.
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Figure 4-5: Heliopause excursions along 0 = 30' as a function of time relative to the
initial time to of the growth phase, where to = 96 years in this case. Also shown is
the least squares fitting line used to estimate the linear growth rate.
flow to be roughly along the 0 direction. The physical quantities of this area in
my calculation (for the V, = 400 km/s case) are as follows: Uo = 24 km/s = 5.04
AU/yr, where U0 is a half of the shear velocity; nj = 0.2 cm - 3, n 2 = 1.7 x 10- 3
cm - 3 , where nl and n 2 are the number densities on the interstellar plasma side and
the heliosheath plasma side of the heliopause; and the numerical thickness of the
heliopause d ~ 6 AU. In order to determine the linear growth rate, I plot the log
values of the excursions along 0 = 30 ° as a function of time (Figure 4-5). In the
figure, AR = R - R 0 , At = t - to, where R0 and to represent the initial location of
the heliopause and the initial time of the growth phase, respectively. Although the
linear phase is not well defined, least squares fitting is used to estimate the slope of
the initial motion, this is, the linear growth rate -y. The result turns out to be about
0.06 yr - '.
The textbook calculation [cf. Chandrasekhar, 1961] of the linear growth rate of the
Kelvin-Helmholtz instability for the case of the two uniform fluids in relative motion
is given by
2 = U0 = U0 (4.1)
P1 + P2 A n l+n 2
where kx is the perturbation wave number along the direction of shear flow, n, and
n2 are the number densities of the two fluids, and U0 is a half of the shear velocity.
It is obvious that the classical Kelvin-Helmholtz theory is not completely suitable
for my problem, considering the curvature and the non-uniformity of the heliopause.
However, since I would like to just get a rough idea of the growth rate, I use the
above equation instead of the more complicated one derived by Baranov et al. [6]. I
expect that this estimate will not be far from the truth. It follows from Equation 4.1
that shorter disturbance scales are associated with larger growth rates. However,
in reality the presence of dissipative processes should result in a finite thickness of
the heliopause. Chandrasekhar pointed out that a finite boundary thickness tends
to quench the instability for small-wavelength perturbations. Therefore. only those
disturbances with wavelengths larger than some critical wavelength A, are unstable.
More detailed discussions of the effects of finite layer thickness on the growth of the
Kelvin-Helmholtz instability in a homogeneous compressible fluid can be found in the
papers by Blumen (1970 [16]), Blumen et al. (1975 [17]), and Ray (1981 [66]). For
simplicity, I follow Chandrasekhar's approach here. In the absence of gravity, the
motion is unstable for k. < 1.2785/d, that is, A > 4.9d, where d is the thickness of
the transition layer; 1.2785 is the root of the equation x = 1 + e- . That is to say,
the minimum perturbation wavelength for unstable motion is Amin = 4.9d. In my
case the transition layer thickness d may be regarded as the numerical thickness of
the heliopause in question. On the other hand, in numerical simulations the max-
imum perturbation wavelength for unstable motions should not be larger than the
computational domain, that is, Amax = Router. Furthermore, the contributions to the
growth rates from any wavelength larger than Router can be safely ignored. Keeping
these in mind, we can calculate the average linear growth rate:
1mr vnAmax 47 4 2
Amax - AminJAm A n +n-2 
UodA
= Uoln---47r V -i2 OnA max
Amax - Amin n1 + n2 Amin
S 47r , n2 Uoln uter (4.2)
Router - 4.9d ni + n 2  4.9d
Inserting the parameters listed above into Equation 4.2 (Router = 400 AU for
Vr = 400 km/s case), I get 7 = 0.04 (yr-'). Despite the simple theoretical model I
employed, the simulation result of the linear growth rate of the heliopause at 0 = 300
is roughly in agreement with that predicted by theory.
It should be noted that there is no external perturbation source introduced ex-
plicitly into my simulation. However, both roundoff error and truncation error in my
numerical calculation will introduce white noise, which consists of all wavelengths
of perturbations. Generally speaking, the narrow steady shock structures produced
determine the accuracy of the flow solution. There is a tendency for noise to be
emitted from the places where the shock suddenly shifts over from one column of
zones to another [85]. Such noise is amplified by a physical instability, this is, the
Kelvin-Helmholtz instability at the heliopause.
4.2.4 Simulations for varying grids size
In the calculations the discontinuity at the heliopause general takes place over two
grid points. As is clear from Equation 4.2, the thickness of the heliopause plays a role
in determining the growth rates. In order to examine the effects of the thickness of
the heliopause on the growth of the Kelvin-Helmholtz instability, I make the compu-
tational mesh either coarser (by doubling the mesh size) or finer (by halving the mesh
size) in both the r and 0 directions, and letting other parameters remain the same
(for the V = 400 km/s case). Figure 4-6 shows the time history of the heliopause
(solid lines) and the termination shock (dotted lines) at the nose. From the top panel
to the bottom panel, the computational mesh becomes finer.
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Figure 4-6: Time history of the position of the heliopause (solid lines) at the nose and
the location of the termination shock (dotted lines) at the nose (upstream pole) in the
V, = 400 km/s case in the one-shock model using the PPM scheme. Results are from
three simulations with different mesh sizes: (a)coarser mesh, (b)normal mesh, and
(c)finer mesh, keeping all other parameters the same. All cases show excursions of
the heliopause at the nose and the much smaller excursions of the termination shock.
Table 4.1: Growth Rates and Heliopause Excursions
Case Simulation, Theory, Heliopause Excursion,
yr - 1  yr- 1  AU
Coarser 0.05 0.03 25
Normal 0.06 0.04 40
Finer 0.08 0.05 50
The size of the excursions of the heliopause is significantly smaller for the coarser
mesh (- 25 AU), and larger for the finer mesh (- 50 AU) in comparison with the
result for the normal mesh (- 40 AU). The excursions of the termination shock vary
accordingly. The simple theoretical calculations of the average growth rate 7 of the
heliopause at 0 = 300 have been done by using Equation 4.2:
7T (coarser) = 0.03 yr - 1 (d 12 AU)
= (finer) = 0.05 yr-' (d 3 AU)
The same procedures as described in the last section are used to determine the linear
growth rate of the heliopause at 0 = 300. The results are 0.05 yr-' for the coarser
mesh and 0.08 vr - 1 for finer mesh. All the above results are summarized in Table 4.1.
As the numerical thickness of the heliopause becomes thinner in a finer mesh, the
instability appears stronger, as would be expected.
4.3 Two-Shock Model
In the above simulations the interstellar flow is subsonic (Mi = 0.8), so no bow shock
forms. If the interstellar flow is supersonic, a bow shock should exist. The plasma
density will increase at the nose of the heliopause, which will probably affect the
Kelvin-Helmholtz instability and hence the nonlinear oscillations of the heliopause.
Thus, in this section the instability for the case of supersonic VLISM flow is examined.
A simulation is run with the same parameters as the medium solar wind speed case
(V = 400 km/s), but with the speed of the VLISM increased to 25 km/s (Mis = 1.51).
Using the same procedures as for the one-shock model, a dynamic equilibrium solution
for the two-shock model using the MacCormack scheme is obtained first. Once again,
no instabilities arise using this scheme. Applying the PPM code to this solution, it is
again found that the Kelvin-Helmholtz instability causes the heliopause to oscillate
nonlinearly about its equilibrium position, with the whole picture not very different
from that for the one-shock model.
Figure 4-7 presents results of the simulation at t z 112 years as an example
of the characteristic results. Contour plots of the density and the temperature are
shown overlaid on the normalized velocity field within 400 AU for clarity, although
the outer boundary of the computational domain is as far as 1000 AU. The bow shock
is explicitly shown ahead of the nose of the heliopause in the density contour plot.
In the contour plot of the temperature, the termination shock is seen as the bullet
shaped contour. Such a non-spherical shock is common in all numerical calculations
of the structure of the heliosphere when the VLISM flow is supersonic (neglecting the
effects of neutrals), although the shape is affected to some extent by the oscillations
of the heliopause.
As in the case of the one-shock model, simulations were also run for 1'(1 AU)
= 300 km/s and V(1 AU) = 500 km/s, with all other parameters the same as for
the V/(1 AU) = 400 km/s case. The nonlinear oscillations of the heliopause at the
nose are plotted in Figure 4-8; the location of the termination shock is also shown
(dotted line). The total excursions of the heliopause at the nose are about 26, 35
and 27 AU for V' = 300, 400, and 500 km/s, respectively. These excursions are
comparable with the distance between the heliopause and the termination shock in
the equilibrium solutions (28-40 AU), while the excursions of the termination shock
are 5-8 AU. Compared with the results of the one-shock model, the amplitudes of
the excursions of the termination shock are similar, and thus seem independent of
the VLISM flow speed. However, the amplitudes of the excursions of the heliopause
at the nose are much smaller for the two-shock case; this may be partially due to
confinement of the heliopause between the bow shock and the termination shock.
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Figure 4-7: Density and temperature contours and normalized flow vectors from a
simulation with a supersonic VLISM flow (two-shock model) at t = 112 years using the
PPM scheme. For the thermodynamic quantities Q in the contour plots, the value
used to construct the plots is (Q - Qis)/Qis, where Qis represents the interstellar
values. The density contours range from -0.9 to 1.1 in increments of 0.1, and the
temperature ranges from 10 to 100 in increments of 10. For clarity, the bow shock is
only shown on the density plot, while the termination shock is only plotted on the
temperature panel.
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Figure 4-8: Results from numerical simulations with a supersonic interstellar flow
(two-shock model) using the PPM scheme. The time history of the nonlinear excur-
sions of the heliopause at the nose (solid lines) and the termination shock (dotted
lines), caused by the Kelvin-Helmholtz instability are shown for three different solar
wind speeds at 1 AU: (a) V = 300 km/s, (b) 1 = 400 km/s, and (c) 1 = 500 km/s.
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4.4 Discussion
4.4.1 The onset of the Kelvin-Helmholtz instability
It is interesting to note that the first signal of the occurrence of the Kelvin-Helmholtz
instability appears near the nose part of the heliopause, where the shear velocities
are relative small. Here are some arguments about why this occurs.
(1) Matsuda et al. [54] termed such a phenomenon the "stagnation point instabil-
ity". He claimed that this is not a local instability, but is caused by a complicated
feed-back mechanism. This phenomenon was also found in the simulation of astro-
physical jets (Norman, et al. 1982 [58]).
(2) In the theoretical work by Baranotv et al. [6], these authors found that in the
off-nose region close to the nose region, where one can expect subsonic or marginally
subsonic tangential flow velocities, the surface is unstable with respect to all surface
waves independent of the direction of the wave vectors of those waves. In contrast to
that, in the region further away from the nose where the flow may have undergone
acceleration towards a supersonic flow, the heliopause surface is only unstable with
respect to surface wave-vectors which satisfy a certain condition.
(3) In general, the narrow shock structure produced by the PPM scheme is related
to its accuracy. There is a tendency for noise to be emitted from the places when the
shock relatively suddenly shifts over from one zone to another [85], and such noise
may be amplified by the physical instability at the heliopause. The nose part of the
heliopause is relatively close to the shock structure (termination shock) and the flow
velocity is so small that the noise is not damped effectively, but is instead amplified by
the Kelvin-Helmholtz instability. Furthermore, because of the finer mesh in the inner
computational domain in my computation the numerical thickness of the heliopause
is relatively thin at the nose compared to the flank; this will make the growth rates
larger at the nose, for just this reason.
All of above may explain why the Kelvin-Helmholtz instability is first seen near
the nose of the heliopause. However, it is unclear to me whether this is indeed physics-
based behavior (as suggested by (1) and (2)) or a numerical-based behavior (suggested
by (3)). It is also seen in the simulations that the shear wave grows in amplitude as
it is advected down to the far flank of the heliopause; this may also be explained as
a result of the increasing mesh effect. Only after we made the grid size uniform, can
we make a judgment whether this behavior is physics-based or not. However, such
calculations are impossible to implement in a spherical coordinate system, and are
very expensive to run in other coordinate systems.
4.4.2 The effect of the magnetic fields and neutrals
Many effects, such as the solar and interstellar magnetic fields and neutrals, have been
neglected in my hydrodynamic model. I will discuss their effects on the development
of the instabilities at the heliopause qualitatively in this section.
The magnetic fields could play an important role in the heliopause stability. Al-
though the perturbations most relevant to the development of the Kelvin-Helmholtz
instability are not influenced by magnetic fields transverse to the direction of the
velocity flow, a magnetic field in the direction of the flow will have an inhibiting ef-
fect, which can be understood simply as a consequence of field line tension. A crude
estimate of the critical magnetic field magnitude which could stabilize the Kelvin-
Helmholtz instability in the flanks of the heliopause is given by use of the stability
criterion from Chandrasekhar [24], who showed that a uniform magnetic field acting
parallel to the direction of streaming will suppress the Kelvin-Helmholtz instability
if (V - 1)2 < B 2(p + p2 )/(27rp 1p 2 ). Applied to my case, subscripts 1 and 2 denote
quantities in the interstellar plasma (side 1) and in the heliosheath plasma (side 2)
at the heliopause. Based on my numerical simulation results, the typical value of the
speed difference (IV2 - VjI) across the heliopause is about 100 km/s, and pi , 10p2,
so B - 0.4 7. That means that a magnetic field component along the direction of
streaming with a magnitude of 0.4 7 can stabilize the Kelvin-Helmholtz instability
at the heliopause. Unfortunately, the character of the VLISM magnetic field is very
poorly known (refer to the reviews listed previously), so it will not be possible to com-
pletely understand the effects of the Kelvin-Helmholtz instability at the heliopause
until the properties of the VLISM are better known.
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Figure 4-9: A typical result from numerical simulations using the PPM in the presence
of the interstellar neutrals. Shown is a temperature contour.
If neutrals are included, a Rayleigh-Taylor type instability may develop at the nose
of the heliopause. Liewer (1996 [49]) found that the neutral-ion drag is proportional
to the plasma density and introduces an effect gravity in the direction of the neutral
flow, because the interstellar plasma is much denser than the heliosheath plasma, and
causes a Rayleigh-Taylor-like instability to develop. I also develop a time-dependent
two-dimensional hydrodynamic model which takes into account the mutual influence
of plasma (electrons and protons) and neutrals (mainly H atoms). The detail imple-
mentation of this approach will be described in next chapter. Here I simply present
a typical example of the simulations for illustrative purposes. Figure 4-9 shows a
typical picture of the nonlinear oscillation of the heliopause as a result of both the
K-H and R-T instabilities.
The indented nose of the heliopause in the figure is a strongly suggestive of the on-
set of the Rayleigh-Taylor instability. Nevertheless, the whole picture of the nonlinear
oscillations of the heliopause is due to both the Kelvin-Helmholtz and the Rayleigh-
Taylor instabilities. The inclusion of the neutrals does not change the general non-
linear oscillation pattern in the flank dramatically, although they play a fundamental
role in determining the global structure of the heliosphere, as will be demonstrated
later.
4.5 Summary
The Kelvin-Helmholtz instability is a well-known instability in fluid dynamics that
results from sheared velocity flow. Since a large velocity shear across the heliopause
is predicted by both analytic and numerical results, the heliopause may be unstable
to such an instability. In this chapter, simulation results are presented from a two-
dimensional ideal hydrodynamic model of the heliosphere. The global structure of the
heliosphere is obtained for both "one-shock" and "two-shock" models. The distance
to the termination shock is in good agreement with the analytic results derived in
Chapter 3.
Probably due to its large numerical dissipation, the MacCormack scheme failed to
capture any instabilities on the heliopause, while the PPM produced a non-stationary
heliopause using the same computational mesh size. This demonstrates the impor-
tance of choosing a suitable algorithm to study instabilities.
In the simulations using the PPM scheme, the heliopause is unstable to the Kelvin-
Helmholtz instability, which leads to large nonlinear oscillations of the heliopause.
The linear growth rates are calculated at the heliopause near 0 = 300 as an example,
and the results from the simulations are in reasonable agreement with theoretical
estimates. An excited wave-like pattern is advected down the heliopause toward
the tail. The excursions of the heliopause at the nose are of the order of tens of
astronomical units with a time scale of a few hundred years. The excursions of the
heliopause in the two-shock model are significantly less than those in the one-shock
model and are probably limited by the positions of the bow shock and the termination
shock. In both the one-shock and two-shock models, the excursions of the termination
shock (5-8 AU) are much smaller than those of the heliopause.
As seen from the simulations, the growth rates and the size of the excursions of the
heliopause depend in part on the computational mesh size because this determines
the thickness of the heliopause. When the computational mesh becomes finer, the
numerical thickness of the heliopause becomes thinner, and the instability appears
stronger. With this in mind, the actual growth rate, which relates to the actual
thickness of the heliopause determined by physical dissipative processes, could be
quite different from the growth rates found here.
The magnetic field in the direction of the flow will have an inhibiting effect on
the development of the instabilities at the heliopause. When interstellar neutrals are
included, there is a strong suggestion of a Rayleigh-Taylor instability at the nose of
the heliopause. The nonlinear oscillations of the heliopause develop probably as a
result of both the Kelvin-Helmholtz and Rayleigh-Taylor instabilities.
Chapter 5
The Response of the Heliospheric
Boundary to Large-scale Solar
Wind Fluctuations
5.1 Introduction
The interaction of the heliosphere with the local interstellar medium produces a
boundary region in the outer heliosphere, including the termination shock, the he-
liopause, and perhaps a helio bow shock. As would be expected, the heliospheric
boundary is modulated and disturbed constantly by the time-dependent nature of
the solar wind. including strong disturbances and shocks emanating from the Sun.
Various aspects of this problem have been investigated by many authors (Barnes,
1993 [10], 1994 [11], 1995 [12]; Belcher et al., 1993 [14]; Suess, 1993 [78]; Whang and
Burlaga, 1993 [81]; Steinolfson, 1994 [74]; Karmesin et al., 1995 [41]; Story and Zank,
1995 [76]; Ratkiewicz, 1996 [65]).
In direct two-dimensional numerical gasdynamic simulations by Steinolfson (1994 [74]),
the termination shock responds very little (+ 1AU) in response to a large-scale 180-
day period sinusoidal variation in the solar wind speed. Karmesin et al. (1995 [41])
carried out an analogous calculation using 11-year variations. They find that the
termination shock exhibits substantial motion as large as 15 AU per solar cycle.
However, neither of their studies took the effect of pickup ions into account.
The interstellar medium consists of many components such as the plasma gas,
interstellar neutrals, and cosmic rays etc.. Unlike the plasma component, the inter-
stellar neutrals can penetrate to distances well within the solar wind regime where
they charge exchange with solar wind protons, introducing hot pickup ions into the
solar wind (Azford, 1972 [1]; Holzer, 1972 [37]; Isenberg, 1986 [39]). A qualitative pic-
ture of the solar wind interaction with the LISM is shown in Figure 5-1. In the figure,
the interstellar wind is assumed to be supersonic so that the helio bow shock (BS) ex-
ists. The pickup ions are predicted to change the character of the solar wind and the
structure of the global heliosphere profoundly (Pauls et al., 1995 [61]; Liewer et al.,
1995 [48]; Zank et al., 1996a,b [87, 88]; Khabibrkhmanov et al., 1996 [42]). Observa-
tional evidence of the importance of pickup ions in the outer heliosphere comes from
studies of pressure-balanced structures (Burlaga et al., 1994 [21]) and pickup ions at
shocks (Gloecker et al. 1994 [31]). Some evidence for the deceleration of the mean
solar wind velocity has been presented (Richardson et al., 1995 [67]). A summary of
recent results and observations relating to pickup ions has been provided by Isenberg
(1995 [40]). Most theoretical work to date discussing the influence of the interstellar
neutrals and pickup ions is restricted to the steady global heliosphere problem. Little
focus has been put on the influence of pickup ions on temporal dynamical processes
of the heliosphere, and I concentrate on that aspect here.
In this chapter, a two-dimensional time-dependent hydrodynamic model for the
interaction of the solar wind with local interstellar medium, which includes the mutual
influence of the interstellar and solar wind plasma and the interstellar neutral hydro-
gen, is employed to examine the motions of the heliospheric boundary in response to
both long-term (for example, 1-year solar cycle) and short-term (for example, 180
days) variations in the solar wind. The numerical results are also compared with
those in the absence of neutrals. The outline of this chapter is as follows: The model
describing the interaction is presented in Section 5.2. The numerical results regard-
ing the steady state of the heliosphere are given in Section 5.3, in which the effect of
Figure 5-1: Qualitative picture of the solar wind interaction with the LISM: BS is the
bow shock, HP is the heliopause. TS is the termination shock; HLISM are H atoms of
LISM origin, H,, are energetic H atoms of solar wind origin.
pickup ions on the global structure of the heliosphere is studied using a set of new
source terms for charge exchange. The disturbances are then introduced at the inner
boundary to model the large scale solar wind ram pressure fluctuations. The results
of the response of the heliospheric boundary to the long-term (11-year) solar cycle
variations are given in Section 5.4 and those to the short-term (180-day) are presented
in Section 5.5. The discussions and summary are found in Section 5.6.
5.2 Equations and Model
5.2.1 Governing equations
In this study, a time-dependent two-dimensional two-fluid hydrodynamic model is
used. The continuity, momentum and energy equations are:
- + a- (nUa) = Q 3(i,j) (5.1)
aQ a (5.2(PU9) + + Piab) = QM(i,j) (5.2)at P + ( +
a(-pi U2 + ej) + a (pi U U + eiUa + PiUf) = QE(i,j) (5.3)
t_ _2OXa 2
with i, j = H+(proton), H(hydrogen). The parameters pi, ej and Ua are the mass
density, internal energy(Pi/(7 - 1)) and velocity of fluid i. The charge exchange terms
QN(i,j), Qa(i,j), QE(i,j) represent sources of particles(number), momentum and
energy for fluid i due to interaction with fluid j. Throughout the calculations, the
electron temperature is assumed to be equal to the temperature of the proton and
the ratio of specific heat 7- is taken to be 5/3 for both fluids.
As usual, the above fluid equations are solved in the r-0 plane of a spherical coor-
dinate system which is aligned such that the pole of the coordinate system at 0 = 00
points into the direction of motion of the solar system relative to that of the interstel-
lar medium. By investigating the pickup protons and pressure-balanced structures
from Voyager 2 data, Burlaga et al. (1996 [22]) concluded that the thermal pressure
of the pickup protons is much larger than that of the pressure of the solar wind pro-
tons in the region beyond 30 AU (they named this region the "distant heliosphere"),
whereas the opposite is the case in the interplanetary medium. Therefore, the inner
boundary in my calculations is chosen as 30 AU. That is, the simulation box extends
from 00 to 1800 in the 0 direction and from r = Rinner (30 AU), to r = Router (1000
AU). The radial grid spacing is constant at 1 AU for the first 100 grid points in order
to provide better resolution in the region of the termination shock and the heliopause,
and increases as a numerical series Ari = (1 + a)Ari_1 with a = 0.05 thereafter. The
angular grid spacing is constant at 30.
5.2.2 Source terms of charge exchange
The number, momentum and energy terms QN, QM, QE for charge exchange were
first approximated by Holzer (1972 [37]). However his approximations cannot be
used outside the supersonic solar wind regime [61]. Pauls et al. (1995 [61]) derived
analytical approximations to the charge transfer integrals, which are valid everywhere
in the computational domain, but they do not rigorously allow for conservation of
particles, momentum and energy throughout the derivation. Here I adopt the source
terms derived by McNutt et al. (1996 [56]); for more detail please see the appendix.
In general,
QN(i,j) E Io(i,j) - Io(j,i) (5.4)
QaM(i,j) = p(i,j) - Pi(j, i) (5.5)
with '(i,j) mUIo(i,j) + m(Ui - Ua)I(i,j)
QE(ij) (i,j)- r(j,i) (5.6)
with i7(i,.j) mUlIo(ij) + rmw? + m • ( - U)I,(i,j)
where Ua is the component of the bulk flow speed of the species and wi(j) is the most
probable thermal speed defined via mw2(j) kTi(j), where T is the temperature.
Define the characteristic speed:
4 4
-U* W- + -w 2 + AUT2 (5.7)
where A Ua U(, - U , so that lo(i,.j) = Io(j,i) = ninjU*o* with o* - o.(U*).
The empirical fit of Fite et al. (1962 [29]) for the charge exchange cross section a is
adopted here:
a(v) = [2.1 x 10- 7 - 9.2 x 10- ' In v] 2  cm 2
where the speed v is in centimeters per second.
Similarly,
9 i2 64 2
U I = -w? + 4(-w + AU 2) (5.8)
4 67
4wW + 64w± AU 2  (5.9)
so that Ii(i,j) - -a*nnnjw and I2(i,j) ar*ninj '*
M
In the calculations, the very energetic neutrals which are created by charge ex-
change inside the heliopause are neglected, as in [61]. This allow us to approximate the
dynamical evolution of the system with the isotropic fluid equations. This approach
yields essentially the same main features as those obtained by the more sophisticated
approach including these energetic neutrals of Zank et al. (1996 [86]). The effects of
photoionization and gravity have been ignored since the inner boundary of my cal-
culation is located at 30 AU, beyond which point contributions from these processes
(which scale proportional to r-2) are negligible relative to those of charge exchange.
5.2.3 Numerical procedure
The simulation procedure consists of three steps: First, Equations 5.1-5.3 are solved
numerically for H+ in the case of no charge exchange. Given an appropriate initial H+
distribution, the computation continues until a steady state is reached. This solution
is then used as the initial H+ distribution for the calculation in which the effects of
charge exchange with the neutral hydrogen are included. The initial H distribution
is taken as ( Tasyliunas and Siscoe, 1976 [79]):
71H(r
,
) = H -40/(rsin 0); TH = TH U a = Ui (5.10)
The subscript oc indicates the parameter value at infinity. The two coupled sets
of equations are iterated numerically until a steady solution reached. This solution
therefore represents a pickup-ion-mediated global heliosphere. This steady-state he-
liosphere solution is thus taken to be my starting point. Disturbances modeling the
solar wind fluctuations are then introduced at the inner boundary and the subse-
quent evolution of the system, especially the responses of the termination shock and
the heliopause, is followed.
Table 5.1: Solar wind parameters at 1 AU and LISM parameters at infinity used for
the simulation
Solar Wind at 1AU H+  Ho
n (cm - 3 ) 5.0 0.07 0.14
U (km/s) 400 26 26
T (K) 105 10,900 10,900
M 7.6 1.5 2.1
5.3 Dynamic Equilibrium Solution
The physical quantities in the solar wind at 1AU used for the calculation are taken
as 1, = 400 km/s, VO = 0, the number density ne = 5 cm - 3 , and the temperature
T = 105 K. The boundary values on the inner r boundary are calculated from the
above values at Earth, expanding the atmosphere adiabatically. keeping the radial
flow speed constant. The parameters used for the interstellar values of the H and H+
fluids at infinity are drawn from Bertin et al. (1993 [15]) and are listed in Table 5.1,
together with the solar parameters at 1 AU. In this table M denotes the Mach number
of the fluid. Note that the flow of both the H and H+ interstellar fluids are supersonic
for these parameters. Thus, the heliosphere has a "two-shock" structure.
Figure 5-2 shows the temperature and density contours of the H+ fluid at steady-
state by use of the MacCormack scheme when charge exchange with neutrals is ig-
nored. The position of the termination shock, heliopause and bow shock are indicated
on the plots. For this purely gas dynamic case, the termination shock is seen as bul-
let shaped (e.g., [75]) and the location of the termination shock is about 119 AU,
which is again in good agreement with the result obtained by the method described
in Chapter 3, which gives 118 AU. The width of the heliosheath (distance between the
termination shock and the heliopause) at the nose (9 = 00) for this case is about 50
AU. The heliopause appears to be steady, exhibiting no evidence of either Rayleigh-
Taylor or Kelvin-Helmholtz instabilities, as expected (refer to Chapter 4).
Figure 5-3 shows the temperature and density contours of the H+ fluid at steady-
state, this time including charge exchange with the H gas self-consistently. Once
again the positions of the three interfaces are indicated on the plot.
As is expected (e.g. Baranov, 1990 [4]), the major effect of charge exchange
on the heliospheric interfaces is to decrease the distances to the termination shock
(TS), heliopause (HP) and bow shock (BS). This is clear upon comparing Figures 5-2
and 5-3. The various distances, for 0 = 00 and 0 = 1800, are listed in Table 5.2 (on
page 75). The reason for this decrease in distance is due to the enhanced ram pressure
exerted by the LISM. as well as a decrease in the solar wind ram pressure because
of the deceleration of solar wind when charge exchange is present. A comparison of
the profile plot along the nose (0 = 00) in Figure 5-4 clearly shows the slowdown
and heating of the supersonic solar wind due to charge exchange. In this figure, the
velocity, density and temperature as a function of heliocentric distance are plotted for
both fluids at steady state along the nose (0 = 00). Each figure contains two solutions.
The dotted lines correspond to the non-interaction plasma solution in which charge
exchange is neglected. The solid lines represent the fully coupled solution of the
gas dynamic equations in which charge exchange couples the plasma to the neutral H
fluid. Furthermore, the format of the plots reveals the differences between the coupled
solar wind/LISM plasma - interstellar neutrals (Pickup Ion model) and the simple
purely gas dynamic models (Adiabatic model) quite explicitly, while illustrating the
extent to which the TS, HP, and BS are moved inwards by charge exchange.
Let us now consider the distribution of the neutrals in steady-state. Figure 5-5 is a
contour plot of the neutral H gas at steady-state, resulting from charge exchange with
H+. An important feature of this plot is the considerable enhancement in H density
in front of the HP in the region of the nose. This "hydrogen wall" has been discussed
extensively by Baranov et al. (1991 [5]), Baranov and Malama (1993 [7]), and Fahr
et al. (1995 [28]) in their steady-state models, and is a key feature in interpreting
Lyman-a observations.
These results are similar to those obtained by Pauls et al. (1995 [61]). This is not
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Figure 5-2: Temperature and Density contours of the H+ fluid ignoring charge ex-
change process using the MacCormack scheme. The quantities plotted are constructed
in the same way as Figure 4-7.
Temperature
400 z-
300
200 Heliopause
100 Termination Shock
100
-400 -200 0 200 400
AU
Density
400
300
D Bow Shock
200
Heliopouse
100
0
-400 -200 0 200 400
AU
Figure 5-3: Temperature and Density contours of the H+ fluid including charge ex-
change process using the MacCormack scheme. The quantities plotted are constructed
in the same way as Figure 5-2.
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Figure 5-4: Physical quantities profile of the H+ fluid along the nose (0 = 00). From
the top to bottom panel are velocity, density and temperature as a function of helio-
centric distance. Solid lines denote steady state solutions including charge exchange
(Pickup Ion model), while the dotted line shows results ignoring the H fluid (Adiabatic
model).
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Table 5.2: Comparison between the heliocentric distances (in AU) to the TS, HP,
and BS for both the gas dynamic (GD) and charge exchange (CE) cases, shown for
0 = 0' and 0 = 180'.
0 = 00
TS HP BS TS
(0 = 1800)
GD 119 170 420 230
CE 76 131 240 130
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Figure 5-5: Density contour of the H fluid including charge exchange process. We
plot (p - Pis)/pis, where Pis represents the interstellar value. The density contours
range from 0.3 to 1.7 in increments of 0.2.
surprising, since basically I adopted the same model to deal with the interaction of
the solar wind with the LISM. The small difference is probably due to the different
(though similar) source terms for charge exchange. The source terms used in my
calculations are obtained in a consistent way by use of the expansion approximation
scheme and allowing for rigorously conservation of number, momentum and energy
throughout the simulation (McNutt et al., 1996 [56]). The difference is, however,
estimated to be less than 10% in magnitude.
In the following sections, I focus on the effects of pickup ions on the temporal
dynamical process in the outer heliosphere. The above steady solution serves as the
starting point to study the changes of the heliospheric boundary in respond to the
ram pressure variations in the solar wind. Since the PPM scheme can capture the
location of shocks and discontinuities more accurately than the MacCormack scheme
and the instabilities set in at the heliopause seen by PPM only after about 100 years
(Chapter 4), from now on I use the PPM to study the response of the heliospheric
boundary to large scale solar wind fluctuations. The computational time domain
employed is a few solar cycles (less than 100 years of course), which is long enough
to study the periodic dynamic processes and short enough to avoid the complications
raised by the instabilities.
5.4 Response of Heliospheric Boundary to Long-
term Fluctuations
The long-term fluctuations are simulated by varying the solar wind ram pressure
at the inner boundary by a factor of 2.1 (Pmax/Pmin = 2.1) with a period of 11
years. This change is comparable with the observational data, although the observed
pressure profile shows a sharper rise and slower fall time (Richardson, 1997 [68]). The
ram pressure P is defined as pv 2 , where p is density and v is the velocity. We can
change the solar wind ram pressure by changing either the density or the velocity. In
the following calculations, the ram pressure variation is applied at the inner boundary
first by changing the velocity alone and second by changing the density alone at the
inner boundary.
In the first run, a sinusoidal temporal variation in the solar wind radial flow speed
is specified at the inner boundary along all angular directions. The speed oscillation
is maintained throughout the numerical computation. The amplitude of the flow
speed oscillation is 75 km/s, so the speed varies between 325 and 475 km/s at the
inner boundary, giving the desired ram pressure variation of a factor of 2.1. The
fluctuation period is 11 years. The resulting motions of the termination shock and
the heliopause are shown in Figure 5-6. Shown in the figure is the contour plot of the
plasma temperature in a time sequence within the 11-year solar cycle. The variations
of the solar wind ram pressure lead to the change of the termination shock in both
shape and size. The heliopause, however, does not change too much during a solar
cycle. In the figure, from Year 10 to Year 13, the heliosphere expands as a result
of the increasing solar wind ram pressure. Both the nose (upstream) and the tail
(downstream) of the termination shock move outward away from the Sun. However,
from Year 13 to Year 16, the nose moves inward while the tail keeps moving outward.
From Year 16 to Year 19 the termination shock shrinks with both the nose and tail
moving inward, as the solar wind ram pressure decreases. The excursions of the
termination shock in the downstream direction (9 = 1800) are about 50 AU, which
is much larger than that in the upstream direction (-,13 AU at 0 = 00). This is
probably due to the fact that the heliopause limits the motion of the termination
shock in the upstream direction.
In order to study the responses of the heliopause and the termination shock to
the solar wind fluctuations in more detail, the locations of the heliopause and the
termination shock in the upstream direction as a function of time are shown by the
solid lines in Figure 5-7. In the following sections the motion of the termination shock
refers only to the motion in the upstream direction.
In the second run, the speed remains unchanged, but the density is changed by +
35% to generate the fluctuations of the solar wind ram pressure by the same factor
(Pma,/P,,in = 2.1). The resulting motions of the nose of the termination shock in
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Figure 5-6: The response of the termination shock and the heliopause to a sinusoidal
11-year variation in the solar wind ram pressure with amplitude Pmarx/Pin = 2.1
in a pickup-ion-mediated heliosphere. when the pressure change is due to a speed
variation. Shown is the contour plot of the plasma temperature in a time sequence
within a solar cycle.
the upstream direction are shown by the dotted lines in Figure 5-7. The variations
of the solar wind ram pressure at the inner boundary as a function of time are also
shown in the bottom panel of the Figure 5-7. The step-like profile of the location of
the heliopause is caused by the finite grid spacing and by locating the heliopause only
to the nearest grid point.
The main features, focusing largely on the termination shock in the upstream
direction, are summarized as follows:
(1) The response of the termination shock to the speed variation is not quite the
same as that for the density variation, even though the solar wind ram pressure is
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Figure 5-7: Termination shock and the heliopause positions assuming a sinusoidal
11-year variation in the solar wind ram pressure with amplitude Pmar/Pmin = 2.1
in a pickup-ion-mediated heliosphere. The solid line represent the case when the
pressure change is due to a speed variation. The dotted line denotes the case when
the pressure change is due to a density variation. The bottom panel shows the input
variation of the solar wind ram pressure at the inner boundary as a function of time.
Po is the initial ram pressure.
varied by the same factor. This behavior can be easily understood by considering
R, oc P9/Pi c pv2/Pi (5.11)
for a steady solar wind and LISM, where R. is the distance to the termination shock,
Ps, Pi, are the total pressure in the solar wind and in the interstellar medium.
(2) The motions of the termination shock are asymmetric in time, i.e., the rising
phase (when the termination shock moves outward) is steeper than the declining phase
(when the termination shock moves inward), although the ram pressure is varied as
a sinusoidal oscillation. This means that the termination shock moves outward faster
than it moves inward. From the simulations, the rising phase lasts about 4 years,
whereas the declining phase lasts about 7 years during each solar cycle. To further
clarify this point, Figure 5-8 shows the density profile along the pole (0 = 00) at
different times during the solar cycle variation. Since the heliopause moves much
less than the termination shock and when the termination shock moves inward, the
heliopause continues to move outward ( Figure 5-8(c)), a density depletion area forms
between these boundaries (Figure 5-8 (d)(e)) as the termination shock moves inward
at the end of this solar cycle. The total pressure in this region abates a little, and the
termination shock is not pushed inward as strongly as it would be if the heliopause
responded synchronously with the termination shock and at the same amplitude.
Therefore, in the next cycle, the termination shock moves outward more easily, which
make the rising phase steeper. This also explains the difference between the motion
of the termination shock during the first and the subsequent cycles.
(3) The size of the resulting motion of the termination shock is about 13 AU in the
calculations. Thus, the typical speed of the termination moving outward is estimated
to be (13 AU)/(4 years) = 15 km/s, and that of the termination shock moving inward
is (13 AU)/(7 years) = 9 km/s. The size of the resulting motions of the heliopause
at the nose is much smaller, about 6 AU during the course of one solar cycle, with
a typical speed of only (6 AU)/(5.5 years) = 5 km/s. The bow shock hardly moves
during the calculations.
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Figure 5-8: Density profile towards the nose (0 = 00) at the different times during
solar wind pressure oscillation. From the top panel to the bottom panel, the time
corresponds to 1, 3, 5, 7, and 9 years respectively. The motions of the termination
shock and the heliopause result in a density depletion area between the boundaries
when the termination shock moves inward.
In a recent work discussing whether the heliosphere-interstellar medium interac-
tion results in one shock or two shocks, Richardson (1997 [68]) assumed that the
heliopause speed is large compared to the speed of the interstellar medium, and con-
cluded that the interstellar medium is supersonic with respect to the heliopause when
the heliopause moves outward and subsonic the rest of time. According to the direct
hydrodynamic calculations here, the motion of the heliopause is very limited during
the course of the solar cycle and the bow shock seems unaffected. Although this study
uses a sinusoidal solar wind pressure variation rather than the observed variation, I
think the essential physics demonstrates the heliopause does not respond rapidly to
pressure fluctuations. Therefore, I think Richardson (1997 [68]) overestimates the
motions of the heliopause in response to the solar cycle variation, and thus I expect
the heliospheric configuration to be stable over a solar cycle.
In order to determine the role that pickup ions play in the response of the termi-
nation shock to solar wind pressure changes, the calculation with the same plasma
parameters but with no neutrals has been done. Figure 5-9 shows the motion of the
termination shock in response to the 11-year solar wind ram pressure variation caused
by the speed variation (dotted line) and by the density variation (dashed line). The
solid line in the figure is the position of the termination shock if equilibrium were
reached instantly for the speed variation case (calculated from Equation 3.3). The
equilibrium position of the termination shock is now at about 119 AU. The difference
between the motions of the termination shock caused by the speed variation and the
density variation, and the asymmetric features of the termination shock motion are
qualitatively the same as for the case with neutrals. However, the size of the motion
of the termination shock is a little larger (- 16 AU). The smaller amplitude motion
of the shock when neutrals are present is probably due to the drag force acting on
the plasma and/or the change of the equilibrium position of the termination shock
(which is the result of the mutual interaction of the neutrals with the plasma).
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Figure 5-9: Termination shock motion in the upstream direction for 11-year variation
in the solar wind ram pressure without including neutrals. The dotted line and the
dashed line represent the location of the termination shock for speed variations only
and for density variations only respectively. Also shown is the position of the termi-
nation shock based on the assumption that heliosheath and the interstellar medium
are in instantaneous equilibrium (Equation 3.3).
5.5 Response of Heliospheric Boundary to Short-
term Fluctuations
The analyses of the plasma data from Voyager 2 also show large-scale variations in
the solar wind ram pressure occurring on the time scale of tens of days (Belcher,
1993 [14]). In this section, I adopt Steinolfson's (1994 [74]) approach and take the
fluctuation period to be 180 days, but with a smaller amplitude to match the Voyager
2 observations. I simulate the ram pressure fluctuations by varying the plasma flow
speed at the inner boundary. The amplitude of the flow speed oscillation is again
taken to be 75 km/s. The total computation time is set to be 3500 days, so that
there is enough time for the signals to propagate to the heliopause and back many
times, allowing the "steady-state" response to this variation can be found.
The temporal responses of the termination shock and the heliopause at the nose
(0 = 00) are shown in Figure 5-10. As before, the period of the response of the
termination shock is the same as that of the applied speed oscillation. The total
movement of the termination shock is found to be about 3-4 AU, which is significantly
smaller than the response to the 11-year variations, although the amplitudes of the
applied speed oscillation are the same. This implies that the termination shock does
not have time to reach the equilibrium location determined by Equation 3.3, since
the response speed of the termination shock must be finite. The average speed of
the motion of the termination shock is (3-4 AU)/(180 days) - 33 km/s. However,
the nose of the heliopause moves very little in the computational time domain. The
heliopause response time seems much longer than the termination shock response
time. One expects that the excursion of the termination shock would likely be further
reduced for shorter period fluctuations. It is interesting to note that the motions of
the termination shock in my calculation are larger than those obtained by Steinolfson
(1994 [74]), even though I take the effect of the interstellar neutrals into account and
the amplitude of the solar wind fluctuations is much smaller (they take Pmax/Pmin =
4). This might due to the fact that the PPM scheme I employ has much less numerical
dissipation than the two-step Lax-Wendroff scheme used by Steinolfson.
Up to this point, all the discussions are limited to a single period solar wind
fluctuation. In reality, shorter-period disturbances would be superimposed on the
multi-year inward and outward trends produced by the solar cycle pressure variation.
Figure 5-11 shows the motions of the termination shock and the heliopause in response
to the mixed solar wind ram pressure variations, which consist of both the 11-year
and 180-day period variations. The amplitude of the speed variation is still taken as
75 km/s for both periods. The shorter 180-day period variation produces relatively
faster motions of the termination shock in addition to the solar cycle motion, however
the large excursions of the termination shock and the heliopause are controlled by
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Figure 5-10: Termination shock and the heliopause motions in the upstream direc-
tion for a 180-day variation in the solar wind ram pressure in a pickup-ion-mediated
heliosphere, with Pmax/Pin = 2.1. The solid line and the dotted line represent the
location of the termination shock and the heliopause if the pressure change is due to
speed changes. The excursion of the termination shock is about 3-4 AU; however the
heliopause is nearly stationary.
the slow mode of the solar wind fluctuations.
5.6 Summary
In this chapter, results of time-dependent 2D modeling of the interaction of the solar
wind with the LISM in the presence of the neutrals have been presented. The model
couples the interplanetary and interstellar plasma and interstellar neutral H fluid.
Source terms for charge exchange which rigorously allow for conservation of particles,
momentum and energy are used throughout the derivation. Furthermore, this chapter
addresses only the case of a supersonic interstellar wind, ignores the secondary neutral
fluid created in the solar wind, and draws on a very limited range of interstellar and
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Figure 5-11: Termination shock and the heliopause motions in the upstream direction
for combined long and short term variations (11-year and 180-day) in the solar wind
ram pressure in the pick-up-ion-mediated heliosphere, with Pma /Pmi, = 2.1 for each
variation. The solid line and the dashed line represent the location of the termination
shock and the heliopause respectively, when the pressure changes resulted from a
speed variation.
interplanetary parameters. In addition, the results are compared with those obtained
in the non-interacting case.
For a supersonic interstellar wind and the parameters listed in Table 5.1, the basic
conclusions about the global structure of the heliosphere are readily summarized: (i)
compared to the gas dynamic, non-interacting model, the inclusion of the neutral
H leads to a dramatic reduction in the distance to the TS, HP and BS; (ii) mass-
loading of the solar wind decelerates the flow dramatically [from 400 km/s at 30 AU
to 330 km/s at the TS(76 AU)]; observations seem to support such a deceleration
(Richardson et al. 1994 [67]); (iii) compared to the gas dynamic model, shocked
interstellar plasma densities are higher for the charge exchange model (or Pickup
Ion model); (iv) a "hydrogen wall", with densities in excess of twice the interstellar
neutral density, abuts the HP.
Observations show that the solar wind ram pressure has large-scale fluctuations on
the time scale of days to years. A time scale, which is important for time-dependent
dynamic processes, is the transit time (tt) of a sound wave from the termination shock
to the heliopause and back. This time scale reflects the feedback of the heliopause
response to the upstream disturbance. In the simulations, the typical sound speed is
about 230 km/s in the heliosheath, which is about 55 AU thick. So tt is estimated
to be 2.2 years. In this paper, the solar fluctuations are categorized into two classes:
long term fluctuations (those with period longer than tt) and short term fluctuations
(those with period shorter than tt).
The PPM code is used to study changes in the global heliosphere brought about by
long-term (11 year solar cycle as an example) and short term (180-day period fluctu-
ations as an example) variations in the solar wind. The excursions of the termination
shock in the down stream direction are much larger than those in the upstream direc-
tion. The primary numerical results based on the responses in the upstream direction
are as follows: (i) the excursions of the termination shock in response to the 11-year
variation by a factor of 2.1(Pmax/Pin,) are about 13 AU, which is smaller than that in
the case where no neutrals are included; (ii) the motions of the termination shock are
not the same for pressure fluctuations caused solely by a speed variation as compared
to those caused solely by a density variation; (iii) the motions of the termination
shock are asymmetric, with the rising phase (when the termination shock moves out-
ward) steeper than the declining phase (when the termination shock moves inward),
even though the solar wind ram pressure is varied sinusoidally; (iv) the motions of
the heliopause are much smaller and the bow shock location is nearly stationary; (v)
the excursions of the termination shock in response to a 180-day variation of the same
magnitude (Pmax/P,,in = 2.1) are only about 3-4 AU. However, the shorter 180-day
period variation produces relatively faster motions of the termination shock.
As seen in this chapter, the pickup ions not only change the global structure of the
heliosphere profoundly, but also affect the temporal dynamical processes in the outer
heliosphere. They tend to weaken the response of the heliospheric boundary to large
scale solar wind fluctuations. The role they play in affecting other temporal dynamical
processes such as the shock propagation and interaction in the outer heliosphere will
be investigated in next chapter.
Chapter 6
Shock Propagation in the Outer
Heliosphere and Interaction with
the Termination Shock
6.1 Introduction
The heliospheric termination shock is constantly disturbed and modulated by strong
disturbances and shocks in the solar wind in addition to the large-scale ram pressure
fluctuations. The upcoming crossing of the termination shock by the Voyager space-
craft has spurred many studies of the heliospheric dynamics with emphasis on the
heliospheric boundary, especially the termination shock.
If the solar wind were simply a uniform radial outflow of gas from the sun and
if the local interstellar medium were perfectly uniform, then detection of the termi-
nation shock would be easy. One would look for abrupt increases in the solar wind
gas pressure, density and magnetic field accompanied by a simultaneous decrease
in the radial flow velocity. The real situation, however, is much more complicated.
Besides the large-scale quasi periodic solar wind fluctuations discussed in the last
chapter, the solar wind contains disturbances such as corotating merged interaction
region (CMIR) (14 Whang, 1991 [80]), formed by the interaction of forward-reverse shock
pairs in the outer heliosphere, as well as global merged interaction regions (GMIR)
(Burlaga, 1994 [20], Whang and Burlaga, 1994 [82]), which occur during periods of
high solar activity. Figure 6-1 shows an forward-reverse shock pair structure observed
by Voyager 2 in 1979 as an example. The signature of a forward shock is an increase
in speed associated with increases in density and temperature; in contrast, there are
decreases in density and temperature for a reverse shock in the solar wind frame of
reference. These structures are presumed to propagate outward until they collide
with the termination shock. It is the purpose of this chapter to simulate shock prop-
agation in the outer heliosphere and in particular to study collisions of shocks with
the termination shock.
Barnes (1993 [10], 1994 [11], 1995 [12]) investigated the motion of the termination
shock in response to an incident contact discontinuity or interplanetary shock in the
one-dimensional planar approximation. Story and Zank (1995 [76]) used a gasdynamic
model to numerically analyze the interaction of the solar wind termination shock with
various interplanetary disturbances. Ratkiewicz et al. (1996 [65]) generalize the one-
dimensional planar approximation to spherical symmetry. However. none of these
models take the effect of the pickup ions into account. I will do this here.
As discussed in the last chapter, the interstellar neutral atoms can flow to distances
well within the solar wind regime and charge exchange with the solar wind protons,
thus introducing hot pickup ions (PIs). These pickup ions are expected to decelerate
and heat the solar wind. Since pickup ions dominate the internal energy of the solar
wind in the outer heliosphere, we may expect the properties of shocks propagating in
an adiabatic heliosphere and a pickup-ion-mediated heliosphere to be quite different.
The most obvious difference has to do with the sound speed. As pointed out by
Zank (1997 [89]), the sound speed, which is proportional to the square root of the
temperature, is expected to increase significantly in the outer heliosphere mediated
by the pickup ions. By regarding shocks as essentially steepened sound waves, it is
clear that shock propagation speeds should be higher in a PI modified heliosphere
compared to shocks propagating in an adiabatic wind. Moreover, the formation and
propagation characteristics of shocks will be different for an adiabatic compared to a
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Figure 6-1: An example of the forward-reverse shock pair structure observed by Voy-
ager 2 in 1979.
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PI modified heliosphere. In this chapter, attention is focused on the dynamical effect
of pickup ions on the propagation characteristics of interplanetary shocks as well as
their interaction with the termination shock.
6.2 Numerical Model
In this chapter, a spherically symmetric gasdynamic model is employed. The gov-
erning equations and the particle(number), momentum and energy charge exchange
source terms Q,, Qm, and Qe were presented in Section 5.2 in the last chapter. Once
again the photoionization of neutral hydrogen H and gravity have been neglected,
since the inner boundary is chosen to be 30 AU. A cold neutral distribution is as-
sumed in the heliosphere [79]:
nH(r) = nH~exp(-A/r); TH = TH., UH = UH,
where the parameters used in the calculation are: nH. = 0.1 cm - 3, TH = 104 K,
UH is assumed to be the same as the velocity of the interstellar plasma, and A = 4
AU. The hydrodynamic equations are solved using PPM method.
My approach in the present chapter avoids the complexity of the two-dimensional
models by studying global time response of the heliosphere in the simplest possible
generalization of the one-dimensional planar models, namely, spherically symmetric
models. This simplification has allowed the development of a powerful tool for de-
tailed scrutiny of the shock propagation and especially the shock interaction with the
termination shock, since this allows far higher spatial resolution than is possible in
multidimensional models.
As usual, the pickup ions are regarded as an important factor only in the outer
heliosphere (or "distant heliosphere"). The simulation domain extends in radius from
30 to 400 AU. The supersonic solar wind is specified at 1 AU with the speed V
= 400 km/s, number density n = 5 /cc. temperature T = 10' K, and an adiabatic
expansion at a constant speed is used to compute values at the inner boundary for the
computation at 30 AU. Because the outflow of the shocked solar wind into the static
uniform interstellar medium is subsonic, only one boundary condition can be specified
at the outer boundary, which is taken to be the pressure P,. Various components
in the interstellar medium such as gas, cosmic rays and magnetic field could combine
to give the total pressure P,. The actual relative contribution is irrelevant for the
purpose of this chapter. A total pressure Po = 1.1 x 1012 dyne/cm 2 is used in the
calculations.
The simulation process consists of two steps. First, a steady-state numerical
heliosphere solution is established to describe the interaction of the solar wind and
the interstellar medium. Disturbances of the the solar wind are then introduced at the
inner boundary to study the propagation of the interplanetary shock waves and their
interaction with the termination shock in both adiabatic and PI solar wind models.
6.3 Steady-state Heliosphere
Figure 6-2 shows the steady-state heliosphere. From the top to bottom panels are the
velocity, density and temperature profile of H+ , respectively. The solid and dashed
lines denote the quantities found in a PI-mediated (PI model) and adiabatic solar wind
(Adiabatic model). The distance to the termination shock in the adiabatic model is
about 103.5 AU. which is in very good agreement with the theoretical estimation
(103.8 AU) described in Chapter 3. The inclusion of the pickup ions leads to a
reduction of the distance to the termination shock and results in the deceleration and
heating of the solar wind. These features are qualitatively consistent with the results
obtained in the two-dimensional model described in the last chapter.
However, the heliopause is not present in the steady-state heliosphere. In fact, the
very concept of a heliopause has no meaning for a spherically symmetric steady-state
model. By definition, the heliopause is the boundary between solar and non-solar
material; but if the system is spherically symmetric, such a boundary would have to
expand forever to avoid unlimited build up of mass inside the heliopause. Therefore
no steady-state spherically symmetric heliopause can exist. The notion of a steady
heliopause makes sense only if there is a possibility of material escaping from the
heliosphere, perhaps down a heliospheric tail. Any model containing a heliopause
must be at least two-dimensional.
The steady-heliosphere solution thus serves as a starting point to study the shock
propagation and shock interaction with the termination shock next.
6.4 Shock Propagation in the Outer Heliosphere
In this section two special cases, namely driven wave solution and stream-driven
shocks, are modeled. Given the initial conditions, the subsequent radial evolution is
illustrated. These examples are useful in that they provide considerate insight into
the character of shock propagation in the outer heliosphere.
6.4.1 Driven wave solution
After the steady solutions have been reached, the driven wave solution is modeled
by doubling the radial velocity at the inner boundary from 400 to 800 km/s with
corresponding changes in the density (from 5 to 1.25 cm- 3) and temperature (from
10' to 4 x 10' K) to keep the ram pressure and thermal pressure the same. This
change at the inner boundary is maintained throughout the calculation.
Figures 6-3 and 6-4 illustrate the radial evolution of the driven wave at distances
of about 55 AU and 75 AU, respectively, for both the PI (solid lines) and adiabatic
(dashed lines) solar wind. In both models, a shell of compressed fluid is driven through
the wind with a forward and reverse shock as its boundary. This solution is similar to
the self-similar solution presented by Sime and Axford (1966 [72]). Structurally, the
driven shocks are very similar for both the adiabatic and PI models, each having a
well defined contact discontinuity. Because of the differences of the shock propagation
speeds (which is related to the temperature) and the background solar wind speed
(which is slowed down by the the effect of PIs in the PI model) between the two
models, the forward and reverse shocks are more widely separated in the PI solar
wind and this trend is more obvious as the structure moves further away from the
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Figure 6-2: Steady-state Heliosphere. From the top to bottom panel are the velocity,
density and temperature profile of H+, respectively. The solid and dashed lines denote
the quantities found in a PI-mediated and adiabatic solar wind.
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Sun. Accordingly, the forward-reverse-shock pair shell structure experiences more
broadening and the peak of the density is significantly smaller in the PI model as
compared to the adiabatic model. The shocks appearing in the PI model are much
weaker than those in the adiabatic model. In a word, the shock pair experiences more
broadening and the shocks become weaker in the PI model.
6.4.2 Stream-driven shocks
It is not uncommon for interplanetary shocks to be driven by high-speed, low density,
high-temperature streams in the solar wind. In order to model such cases, a square
pulse is introduced at the inner boundary. The velocity doubles from 400 km/s to 800
km/s with the density decreasing from 5/cc to 1.25/cc and the temperature jumping
from 10' to 4 x 105K. These changed parameters persist for 8 days, then return to
their original values. This example is particularly interesting since it illustrates how
very different shock formation and propagation can be in a PI-mediated heliosphere
compared to an adiabatic model.
A comparison of the results of the shock formation and propagation in the PI-
mediated model (solid lines) and the adiabatic model (dashed lines) is shown in
Figure 6-5 and Figure 6-6, which show times about 140 days and 181 days after the
square pulse was introduced at the inner boundary. Let us first look at the results
from the adiabatic model (i.e. the dashed lines in both figures). By 140 days (-60
AU), the square pulse has evolved into a sawtooth-like structure in velocity profile.
A strong forward shock (fsl) propagates into the undisturbed solar wind, the head
shock possessing the characteristic triangular structure of a shock with an attached
rarefaction. A second forward shock (fs2) trails the head shock. Finally, a reverse
shock (rs) and attached rarefaction propagate into the shocked solar wind, and a den-
sity depletion (analogous to a contact discontinuity) separates the reverse and second
forward shock. The region between the two forward shocks consists of a rarefaction
(attached to the head shock) and a region of accelerating flow. In Figure 6-6, the
three shocks that were present at -60 AU are still present, although the head shock
has damped and the shocks are further separated. This trend continues essentially
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Figure 6-3: Evolution and propagation of driven waves. This figure illustrates the
velocity, density and temperature profiles -91 days after the driven wave distur-
bance was introduced at the inner boundary. The solid and dashed lines denote the
quantities found in a PI-mediated and adiabatic solar wind, respectively.
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Figure 6-4: Evolution and propagation of driven waves. This figure uses the same
format as that used in Figure 6-3 but shows the situation at -177 days.
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unchanged with increasing heliocentric distance. Large density depletions are associ-
ated with the trailing shock pair and large density enhancements are associated with
the head shock.
However, the evolving structure in the PI-mediated solar wind is very different.
The structures are seen to differ significantly in the region trailing the head shock.
Although the lead shock (fsl) in the PI-mediated solar wind still has a perfectly
triangular velocity profile, the reverse shock almost disappears and a large velocity
pulse bounded by the weak fs2 and the remnant of the reverse shock has formed. The
large density peak in the tail appearing in the adiabatic model no longer exists.
Stream-Driven Shocks (Time= 140 days)
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Figure 6-5: Evolution and propagation of stream-driven shocks -140 days after the
square pulse disturbance was introduced at the inner boundary. From the top panel
to the bottom panel are the velocity, density and temperature profile, respectively.
The solid and dashed lines denote the quantities found in a PI-mediated and adiabatic
solar wind.
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Stream-Driven Shocks (Time= 181 days)
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Figure 6-6: Evolution and propagation of stream-driven shocks. This figure uses the
same format as that used in Figure 6-5 but shows the situation at -,181 days.
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6.5 Shock Interaction with the Termination Shock
The outward propagating shocks will eventually collide with the stationary termina-
tion shock. It is quite likely that Voyager will encounter the termination shock during
a collision with an interplanetary disturbance. In this case, to understand the data
it is necessary to understand the detailed structure of the termination shock region
as it evolves after impact of an interplanetary shock.
The driven wave solution is taken as an example in this section. As we seen in
Section 6.4.1, the driven wave evolves into a forward-shock and reverse-shock pair
structure as it propagates in the outer heliosphere. This structure will collide with
the termination shock. I now examine the detailed collision of the forward-reverse
shock pair with the termination shock. Interactions of this type are quite complicated,
so only the important features are pointed out.
There are three discontinuities in the forward-reverse shock structure, i.e., a for-
ward shock, a contact discontinuity and a reverse shock. Thus, the complicated
interaction process includes three primary collisions, namely the forward shock with
the termination shock (the fs-TS collision), the contact discontinuity with the mod-
ified termination shock (the cd-TS' collision) and finally the reverse shock with the
further modified termination shock (the rs-TS" collision). The details are illustrated
in Figures 6-7 and 6-8 for both the adiabatic and PI model. Figure 6-7 shows a time
sequence of the interaction in the adiabatic solar wind. The order of the sequence
is as follows: (a) just before the collisions; (b) after the cd-TS' collision; (c) after
the cd-TS' collision; and (d) after the rs-TS" collision. In the first collision the TS
experiences an increase in upstream momentum flux so that it is set into motion
downstream. Further downstream of the once modified termination shock TS' is
a contact discontinuity, cd', and a forward shock wave, fs'. This state of affairs is
unchanged until cd advects into TS', at which time the momentum flux upstream of
TS' decreases, so that the previously positive velocity of TS' decreases or even be-
comes negative. Additionally, the strength of TS' is changed, and the twice-modified
termination shock is labeled TS". Also resulting from the second primary collisions
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are a rarefaction wave r" and and a density spike (ds, with no variation in the veloc-
ity or pressure). Finally, the reverse shock is advected into the TS", resulting in a
further modified termination shock (TS'"), which travels upstream, and a variation
in the density composed of a cd'" and a density spike (ds) and a damped forward
shock wave that propagated downstream. These results are similar to those found in
a planar 1-D model [76].
The results in the PI-mediated solar wind are shown in Figure 6-8, which has the
same format as in Figure 6-6. Although the interaction process in the PI-mediated
model is similar to that in the adiabatic model, there are some obvious differences:
(1) Affected by the pickup ions, the shocks including the forward shock and the
reverse shock in the incident forward-reverse shock pair are much weaker in the PI
model compared to those results in the adiabatic model.
(2) The response of the termination shock to the incident forward-reverse shock pair
is weaker. The total distance the termination shock deviated from its equilibrium
position is about 3.0 AU with an average speed of 107 km/s in the PI-mediated
model, while these values are found to be 3.8 AU and 127 km/s respectively in the
adiabatic model.
(3) The density spike is more strongly broadened and damped in the PI model. The
density spike formed in the collision is less obvious as it experiences more broadening
and damping in the PI-mediated model. The peak of the density spike is much smaller
than that in the adiabatic model.
(4) The separation of the final forward shock and density spike is wider. Since the
forward-reverse shock pair structure undergoes more broadening as it propagates
downstream in the PI-mediated model, this wider separation is not surprising.
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Figure 6-7: Interaction of the forward-reverse shock pair with the termination shock
in an adiabatic solar wind. The four figures demonstrate the time sequence of the
interaction: (a) just before the collisions, (b) after the fs-TS collision, (c) after the
cd-TS' collision, and (d) after the rs-TS" collision. Shown is the density profile.
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Figure 6-8: Interaction of the forward-reverse shock pair with the termination shock
in a PI-mediated solar wind. The same format as that used in Figure 6-7.
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6.6 Summary
In this chapter, a spherically symmetric model is used to study the features of the
shock motion and interaction numerically, particularly with regard to the dynamical
effect of the pickup ions.
The pickup ions not only change the global structure of the heliosphere profoundly,
but also affect the structures propagating in the solar wind. The pickup ions tend to
broaden and dampen the shock pair structures, change the character of the shock evo-
lution and propagation, and make the response of the termination shock to these dis-
turbances weaker. The collision of an interplanetary shock pair with the termination
shock results in a complicated interaction wave pattern composed of simultaneously
present forward shock, contact discontinuities, and reverse shock. Some important
structures including the density spike and the secondary damped shock produced
by the collisions propagate downstream into the heliosheath. The density spike in
a pickup-ion mediated heliosphere is less sharp with the density peak significantly
smaller than in the no pickup ion case.
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Chapter 7
Observations of Voyager 2
7.1 Introduction
Voyager 2 was launched on August 20, 1977. It encountered Saturn in 1981 and later
went on to encounter Uranus in 1986 and Neptune in 1989. At Neptune, Voyager 2 was
deflected southward from the ecliptic plane. At the time of this work the spacecraft
is over 50 AU from the Sun and it is continuing to transmit data for analysis.
Each Voyager Plasma Science (PLS) instrument consists of four modulated Fara-
day cups, three of which (the A, B, C cups) form the main sensor and are clustered
around the spacecraft axis that points toward Earth. These three cups are used for
measurements of the solar wind. The fourth cup (D cup) is oriented at a right angle
to the main sensor and is used to detect solar wind electrons and ions in planetary
magnetospheres during encounters (Bridge et al., 1977 [19]). A schematic of the PLS
instrument is shown in Figure 7-1. Each cup of the main sensor (the Earth-pointing
detector) views a different direction in velocity space. With this detector, values of
plasma parameters (velocity, density and pressure) can be obtained.
The energy range for protons and for electrons is from 10 to 5950 eV. There are two
modes of ion data: the low-resolution (L-mode) and the high resolution (M-mode).
The energy steps for the L-mode spectra are rather large with an energy resolution
of 29%, whereas the M-mode spectra have an energy resolution of 3.6%.
Voyager 2 travels with a speed of about 3.2 AU/yr out of our solar system. It is
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Figure 7-1: Schematic of the Voyager plasma instrument.
continuing to provide us with information about the outer heliosphere. So far many
interesting solar wind features are being encountered. In this chapter, an unusual
solar wind speed oscillation pattern observed at 48 AU is investigated in Section 7.2.
Section 7.3 compares the physical parameters of model computations with Voyager 2
data from the outer heliosphere, and discusses the possible crossings of the termination
shock by the spacecraft. Finally Section 7.4 speculates on the implication of the
numerical models for the detection of the heliosheath and interstellar plasma flow by
Voyager 2 in the future.
7.2 Velocity Oscillation at 48 AU
7.2.1 Observations
In March of 1996, the Voyager 2 spacecraft was located at a radial distance of approx-
imately 48 AU from the Sun and at a latitude of about 15.40 south of the heliographic
equator. An unusual solar wind speed pattern was observed. Figure 7-2 shows the
hourly-average speeds for days 40 through 62, 1996 observed by Voyager 2. A detailed
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Figure 7-2: Voyager 2 hourly average speeds for days 40 through 62 1996. The solar
wind speeds show an unusual oscillation pattern with a period of about 2.3 days and
an amplitude of about 15 km/s superimposed on a linear speed increase.
analysis and description of this event can be found in the paper by Paularena et al.
(1996 [60]). The main characteristics are summarized as follows: (a) the event is very
apparent from day 40 to day 62. 1996; (b) the short-term variability is high, with the
most significant peak occurring at a period of about 2.3 days; (c)the amplitudes of
the speed variations approach 15 km/s, about three times larger than those ordinarily
observed in the outer heliosphere.
This event is unusual and the origin remains puzzling, although Paularena et al.
(1996 [60]) qualitatively discuss several possible sources of the behavior in their paper.
One of those possibilities is the Kelvin-Helmholtz instability, which will probably
develop on the boundary layer between the slow equatorial and the fast high-latitude
flows. The Kelvin-Helmholtz instability is a well-known instability in fluid dynamics
that results from sheared velocity flow. Its possible presence at the heliopause has
been discussed in detail in Chapter 4. Theoretical discussions predict that an ideal
interface between two fluids with different velocities is unstable for disturbances of
sufficiently small wavelengths. However, in reality the presence of viscosity should
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result in the formation of a smooth velocity transition. Chandrasekhar (1961 [24])
points out that an finite boundary thickness tends to quench the instability for small
wavelength perturbations. The effects of finite layer thickness on the growth of the
Kelvin-Helmholtz instability in a homogeneous compressible fluid were presented by
Blumen et al. (1970 [16], 1975 [17]) for a hyperbolic tangent velocity profile, and by
Ray (1981 [66]) for a linear velocity profile. However, the above studies are not directly
applicable to our problem. They either assume an incompressible flow or a flow with
homogeneous density, and their theories contain no information on the limits of the
amplitude of the instability. Although many numerical studies about the Kelvin-
Helmholtz instability under different situations exist in the literature (e.g. Miura
1987 [55]). most of them are problem dependent in a way that is not appropriate for
our problem. In this section, a two-dimensional hydrodynamic simulation is presented
to study the stability of the transition layer between high-speed and low-speed solar
wind flows at 48 AU. The nonlinear evolution of the Kelvin-Helmholtz instability is
studied and the numerical results are compared with the observed fine-scale velocity
oscillations at 48 AU.
7.2.2 Simulation model
In this section, the effects of gravity, magnetic field and neutrals are ignored. The set
of ideal hydrodynamic equations is solved as an initial value problem by integrating
them in time using the PPM algorithm (refer to Section 2.2.2).
The initial configuration is indicated in Figure 7-3: the initial velocity flow is
in the x direction and all parameters are only functions of y. The thickness of the
transition layer is d.
Region 1 ( y > d/2 ): low-speed solar wind region,
Vi = 400 km/s, T, = 3000 K, N1 = 3.04 (10- 3 /cc).
Region 2 (-d/2 < y < d/2) : Transition layer, linear transition.
Region 3 ( y < -d/2) : high-speed solar wind region,
V3 = 700 km/s, N3 = 1.30 (10-3/cc), T3 is determined by pressure equilibrium.
For the transition layer (Region 2), a linear profile is taken for both velocity and
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Figure 7-3: General configuration of the initial conditions for the Kelvin-Helmholtz
instability in the model. The initial velocity flow is in the x direction and linear profiles
for velocity and density across the transition layer are assumed in the calculation.
density: V = V - y , p = Pc - , where Vc , pc are the velocity and density
of the center axis (y = 0), i.e. Vc = 550 km/s, pc = 2.17(10-3/cc) and V 0, po
are the total velocity and density jump across the shear; i.e., Vo = 300 km/s and
P0 = 1.74 x 10- 3/cc, respectively. These values are consistent with observations.
The temperatures of Region 2 and 3 are determined by the requirement of pressure
equilibrium. Without loss of generality, I compute in a frame moving with velocity Vc.
In such a comoving coordinate system, the low-speed solar wind velocity points to the
negative x direction. The two-dimensional calculation domain is fixed by 0 < x < 10d
and -7.5d < y < 7.5d; it has been divided into 101 x 151 grid points. At the upper y
= 7.5d and lower y = -7.5d boundaries, free outflow conditions have been chosen by,
for every variable Q, imposing zero gradient (dQ/dy = 0). At the left x =0 and the
right x = 10d boundaries, periodic conditions are used.
Beginning with the above initial equilibrium and boundary conditions, small per-
turbations transverse to the velocity, VY, are introduced to speed up the excitation
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of the the instability in the form:
no0 2 r 2y 2V = Vo sin(n Zx) exp[-(-)2]
n=1
where Vy 0(< V) is the amplitude of the perturbation, taken to be 0.1% Vo in my
calculation. This perturbation forms by the superposition of a spectrum of modes
with the wavelength of the fundamental harmonic mode equal to the length of the
computational domain (L). The value of the smallest wavelength is fixed by no (Amin =
L/no): I have chosen no = 12 so that I keep a sufficient spatial resolution for the
shortest wavelength excited. Note that the fundamental harmonic of wavelength L is
not necessarily coincident with the most unstable mode wavelength; that wavelength
depends on the value of the parameters. Since I do not know the thickness of the
transition layer, d, from observations, for numerical purposes, I take it to be 1 in my
calculations.
7.2.3 Numerical results
Figure 7-4 demonstrates the development of the Kelvin-Helmholtz instability. The
velocity field is shown along with contours of the density. Figure 7-4 (a) shows the
initial configuration. The Kelvin-Helmholtz instability modes grow with time into
striking wave structures, producing three waves across the structure in the computa-
tional domain. The dominant wavelength A for the three peaks is about 3.4d for the
initial and boundary conditions chosen. Thus, for the solar wind conditions at 48 AU,
the transition layer between high-speed and low-speed solar wind flows is unstable to
the Kelvin-Helmholtz instability, and this calculation implies a wavelength of about
3.4 times the thickness of the transition layer. The frequency in the Sun coordinate
(w') can be found by transforming the frequency in the comoving coordinate (w) as
follows:
w' =w+kV
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w is usually small compared with kV, and thus we have
, 27r
k Vc = VC
The period of oscillation is then related to the ratio of d to Vc:
T .d =_ 10.5 * d (in AU) days
Unfortunately, we can not determine the thickness of the transition region from
single-point observations. If we assume d -0.22 AU, we obtain the observed 2.3-day
period. If a spacecraft, such as Voyager 2, were to sit on the center axis (y = 0) after
a time of 40 time units (- 16 days for d - 0.22 AU) (panel d of Figure 7-4), it would
observe the velocity oscillation shown by the solid line in Figure 7-5. In this figure, I
have assumed d _ 0.22 AU, and thus I recover the 2.3-day period given by the last
equation above for the value of d. The model also predicts velocity oscillations outside
the transition layer. Figure 7-5 shows the speed difference that would be observed as
a function of time if a spacecraft were located at y = 0 (solid line), y = d/2 (dotted
line) and y = d (dashed line), respectively. The periods of the velocity oscillations
are all about 2.3 days, independent of the location. However, the further away from
the center axis (y=0), the smaller the amplitude of the speed oscillations. Between y
= 0 and y = d (0.22 AU), the amplitudes of the velocity oscillations are about 10-20
km/s, which agrees with the the observations.
This sort of wave structure will not last forever. The 3-wave structure appears at
a time of about 28 time units (Figure 2(c), about 12 days for d ~ 0.22AU), and after
a time of 88 time units (Figure 2(h), about 37 days), the structure is being destroyed
and will dissipate due to mixing of the low-speed and high-speed flows in the transition
layer. I expect that a Kelvin-Helmholtz wave would again be generated as soon as
the transition layer reformed. However, since I do not know how the transition layer
is formed and how the physical quantities are distributed, and since the free outflow
boundary conditions used at the upper and lower boundaries do not completely avoid
backwards reflection phenomena, it is hard to predict the realistic time of the start
and the end of such a event from my calculations. The end of the observed velocity
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Figure 7-4: Simulation results demonstrating the temporal evolution of the Kelvin-
Helmholtz instability. Contours show relative density ((P - p3)/p3, where p3 is the
density of the Region 3; i.e., of the high-speed solar wind region), ranging from 0.25
to 1.05 in increments of 0.2. Vectors show the velocity field. Panels a-h show the
results as time elapses.
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Figure 7-5: The speed difference as a function of time which would be observed if
Voyager 2 were located at y = 0 (Solid line), y = d/2 (dotted line) and y = d (dashed
line) from time t = 40 (time unit 0.42 day) in the simulation. The thickness of the
transition layer d is assumed as 0.22 AU in this figure.
oscillation events may be due to either the termination of the wave structure or the
movement of the spacecraft away from the transition layer. Despite these difficulties,
I think that these results show that the Kelvin-Helmholtz instability can produce the
observed period and the amplitude of the velocity oscillations.
7.2.4 Discussions and conclusions
An unusual solar wind feature, velocity variations of nearly 30 km/s with a 2.3 day
period, was observed in early 1996 by Voyager 2. A possible generation mechanism,
the Kelvin-Helmholtz instability, is studied quantitatively by a two-dimensional hy-
drodynamic simulation.
It is found that under realistic solar wind conditions at 48 AU, the transition
layer between high-speed and low-speed solar wind flows is unstable to the Kelvin-
Helmholtz instability. The resulting dominant wavelength is about 3.4d, where d is
the thickness of the transition layer. Unfortunately, we can not determine the value
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of d from single-point observations. However, if d is assumed to be about 0.22 AU,
then the numerical results can reproduce not only the period (- 2.3 days) but also
the amplitude (- 15 km/s) of the observed solar wind velocity oscillations at 48
AU. Therefore, I think that the Kelvin-Helmholtz instability is a likely mechanism to
explain these features.
It is evident that the results depend on the details of various parameters - most
particularly that of the thickness of the transition layer. In order to properly test
this result, a simultaneous measurements of the transition layer thickness between
the high-speed and low-speed solar wind flows and the wavelength are necessary.
Nevertheless, how likely is the shear flow with a thickness of 0.22 AU that I have
assumed above? Based on the Ulysses solar wind plasma observations (Phillips et
al., 1995 [63]; Gosling et al, 1997 [33]), a rough estimation can be made. From the
figure 1 in both of their papers, the heliographic latitude range of the transition layer
between the high-speed and low-speed solar wind flows spans about 0.50 - 10. If
we assume the transition layer expands radially without distortion to 48 AU, then
the thickness of the transition layer at 48 AU would be on the order of 0.4 , 0.8
AU, which is 2 - 4 times bigger than that I have assumed. Given the approximate
nature of this estimate, it is not unreasonable to take the thickness of the transition
layer at 48 AU to be 0.22 AU. Also, other streamer-streamer structures, besides the
boundary layer between the slow equatorial and the fast high-latitude flows assumed
in this paper, could also produce a similar result.
7.3 Crossing of the Termination Shock
Let us now turn to the question of what observations Voyager 2 might make after it
crosses the termination shock and proceeds into the interstellar medium.
The numerical calculations used in this section have been presented in Chapter 5.
In the calculation coordinate system, 0 = 00 points to the direction of the interstellar
wind. In order to project the trajectory of the Voyager 2 into this coordinate system,
I use the direction of the interstellar wind as quoted by Lallement et al. (1990 [44]).
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Figure 7-6: The H+ temperature contour in the relaxed dynamic equilibrium solution.
The contours show values of (TH - Tis)/Tis, where Ti, denotes the interstellar value.
The contours range from 30 to 100 in increments of 10; the 0.1 and 0.3 contours are
used to illustrate the bow shock position. Also shown is the projected trajectory of
Voyager 2 from the year 1990 to 2035.
They give the direction of the incoming neutrals as ecliptic longitude A = 2520 and
ecliptic latitude 0 = 7 , and the plasma is assumed to have the same velocity. This
leads to a unit direction of the interstellar wind (which points opposite the incoming
direction) in ECL50 Cartesian coordinates of (0.307, 0.944, -0.122). The projected
trajectory of Voyager 2 in the computational coordinate system is shown in Figure 7-
6. The termination shock, heliopause and bow shock are also labeled in this H+
temperature contour plotting of the steady-state heliosphere.
The results of the simulations are used to speculate on the crossings of the ter-
mination shock. The speed of Voyager 2 is of the order of 3 AU per year ( about 15
km/s), which is marginally smaller than the average speed of the termination shock
moving outward and larger than the average speed moving inward in response to the
11-year solar wind ram pressure variation. Thus, the first crossing of the termination
shock will almost certainly occur when the shock moves inward pass the spacecraft.
However, the 11-year oscillations allow the termination shock to cross the spacecraft
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at most three times. Figure 7-7 shows an example of this situation. The total plasma
speed, the number density and the temperature along the projected trajectory of
Voyager 2 are shown as a function of time. In this example, the termination shock
first crosses Voyager 2 in 2006 as it moves inward (TS1 in Figure 7-7). After about 4
years, the now outward-moving termination shock catches up with Voyager 2 (TS2),
and then the termination shock passes Voyager 2 for the third time when it moves
inward again (TS3). The most obvious indicator of the crossing of the termination
shock may be the speed, which can drop to a value as low as about 100 km/s. In
this example, Voyager 2 will cross the heliopause around the year 2030. Although
this example demonstrates a likely case in which the termination shock crosses the
Voyager 2 three times (the maximum possible), other scenarios provide for only one
crossing as I now discuss.
Using the solar wind and interstellar wind conditions chosen for the calculations,
simulation results are compared with actual Voyager 2 observations in order to predict
the crossing of the termination shock. Figure 7-8 shows the simulation result which
best fits the trend of the observed data. The same format as Figure 7-7 is used and
the "+" sign denotes year averages of the observations made by Voyager 2. The
trend of speed changes are similar for the calculation and the actual data. The
calculated density is in reasonable agreement with the observed data. However the
calculated plasma temperature is different from the observed data. Note that the
calculated enormous increase in the plasma temperature is due to the assumption of
rapid mixing of pickup ions into a single distribution with the solar wind protons.
But pickup ion distribution should really be viewed as thermally distinct from the
solar wind proton distribution (Isenberg, 1986 [39]; Williams et al., 1995 [83]). The
Voyager 2 observations give the plasma temperature by fitting the primary solar wind
proton distribution. However the Voyager plasma instrument can not measure the
pickup ions directly because their density is very low. Thus, the difference between
the model plasma temperature based on the assumption that these ions thermalize
with the solar wind protons, and the solar wind proton temperature measured by
Voyager 2 is to be expected.
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Figure 7-7: The physical parameters from the simulation projected onto the trajectory
of Voyager 2 assuming an 11-year solar wind ram pressure variation. From the top
panel to the bottom panel, the parameters shown are the total plasma speed, number
density, temperature and the angle between the Vr and V7a. This example illustrates
a situation in which the termination shock crosses the Voyager 2 three times (the
maximum possible). Note meanings of vertical lines.2
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Figure 7-7: The physical parameters from the simulation projected onto the trajectory
of Voyager 2 assuming an l 1-year solar wind ram pressure variation. From the top
panel to the bottom panel, the parameters shown are the total plasma speed, number
density, temperature and the angle between the V and V. This example illustrates
a situation in which the termination shock crosses the Voyager 2 three times (the
maximum possible). Note meanings of vertical lines.
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r 2 TrojectoryParameters along the
In the model without including the effect of pickup ions, the temperature of the
plasma should cool when further away from the sun as a power law (T - R- 4/3 ). The
observation data beyond 30 AU does not favor such a model. Instead, the tempera-
ture remains constant or perhaps increases. This behavior may be the result of the
interactions of the solar wind plasma with the interstellar neutrals. The simulation
results qualitatively reflect the direction of change to some extent. If the parame-
ters I picked are correct, Voyager 2 will encounter the termination shock at the year
2009, and only once. By the year 2030, Voyager 2 will pass the heliopause. However,
because of the poorly known properties of the local interstellar medium, the above
predictions have large uncertainties.
All the discussions above are limited to the case with long-term solar cycle varia-
tions. Shorter-period disturbances would be superimposed on the multi-year inward
and outward trends produced by the solar cycle pressure variation. Figure 5-11 in
Chapter 5 has shown the motions of the termination shock and the heliopause in
response to the mixed solar wind ram pressure variations, which consist of both the
11-year and 180-day period variations. The shorter 180-day period variation produces
relatively faster motions of the termination shock in addition to the solar cycle mo-
tion, and may cause the spacecraft to see 5 or more shock crossings. Keeping in mind
that there are many other different periods of solar wind ram pressure variations and
strong disturbances and shocks, the actual number of termination shock crossings
Voyager 2 will make is hard to predict.
Chapter 6 has studied the interaction between the interplanetary shocks with the
termination shock. The collision of an interplanetary shock pair with the termination
shock results in a complicated interaction wave pattern. If a spacecraft such as
Voyager 2 crosses the termination shock during a collision, which is highly likely to
occur owing to the highly variable nature of the solar wind, it would observe multiple
crossings of shock waves and it could be difficult to distinguish the termination shock
from the incident reverse shock when the reverse shock is strong (for example, for the
reverse shock in the blast wave case). However, in general, the reverse shock should
not be that strong when it propagates into the termination shock. The interactions
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Figure 7-8: The physical parameters from the simulation projected onto the trajectory
of+ + Voyager 2dt assumin  an 11-year solar wind ram pressure variation. From the topoton)
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Figure 7-8: The physical parameters from the simulation projected onto the trajectory
of Voyager 2 assuming an I 1-year solar wind ram pressure variation. From the top
panel to the bottom panel, the parameters shown are the total plasma, speed, the
number density and the temperature. This example illustrates how the simulation
results fit observations. The "+" denotes year averages of Voyager 2 data.
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found for the stream-driven shock case are more typical of expectations for the solar
wind; for this case the reverse shock nearly disappears as it propagates outward due
to the pickup ion effects, and I expect the spacecraft could identify a strong reverse
shock, that is the termination shock.
In a word, while the large scale movement of the termination shock is primarily
determined by long term variations (e.g. 11-year solar cycle), the number of times the
termination shock passes the spacecraft is mainly determined by short-term variations
in the solar wind ram pressure. Other strong disturbances and shocks make multiple
crossings of the termination shock hard to predict, and even worse, may make it
difficult to distinguish the termination shock from a strong incident reverse shock
during shock collisions.
7.4 Detecting Heliosheath and Interstellar Flows
In the event that Voyager 2 reaches the heliosheath (the region between the termina-
tion shock and the heliopause) and crosses the heliopause, will the plasma instrument
be able to detect the heliosheath or the interstellar protons? The threshold of the
Voyager 2 PLS instrument is around 3 femtoamps, with a noise level of the order of
30 femtoamps [13]. Figure 7-9 shows simulated Voyager 2 observations of heliosheath
protons in the year 2025. The figure shows the expected currents in the L-mode. This
model calculation of the observations are done using the MJS program, a application
package developed by the MIT space plasma group to analyze and model the PLS
instrument data. We can see the modeled spectrum is very broad, which means the
temperature of the heliosheath is high. However, note that the modeled current is
below the noise level. This low modeled current is due to the low density and high
temperature of the heliosheath plasma, as predicted by the numerical model. Thus,
my simulations predict that Voyager 2 plasma observations will be difficult to make
in the modeled heliosheath, requiring averaging of many spectra.
In actual fact, Voyager 2 probably has a much better chance of detecting he-
liosheath plasma than my models would predict. Remember, the model temperatures
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Figure 7-9: Model calculation of observations by the Voyager 2 PLS instrument in the
heliosheath. Shown are the expected currents in the L-model in the four detectors:
the A cup, B cup, C cup and D cup. The noise level of the instrument is about 30
femtoamps.
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in the unshocked solar wind are much higher than those actually observed by Voyager
2, since my models assume that all of the pickup ion random energy is thermalized,
which is not the case in reality. If the pick up ions continue to remain unthermal-
ized as Voyager 2 moves into the heliosheath, the actual proton temperatures will
be well below my model temperatures. Thus improves the chances that protons will
be detectable, since the distributions will be more sharply peaked, and for the same
number density, more easily detectable.
If Voyager 2 reaches the interstellar medium, which is thought to be cold and
has relatively high density, that plasma would be detected. Figure 7-10 shows the
same model calculation assuming the Voyager 2 is in the interstellar medium of the
heliosphere model in the year 2035. Although the modeled currents in Cups A, B and
C are still lower than the noise level, the current in the first channel in the L-mode
D cup is about 180 femtoamps. which is far above the noise level. This should be
a meaningful signal indicating that the speed of the interstellar medium is low, the
temperature is cold and the density is relatively high. Therefore, there is some chance
that PLS may be able to detect interstellar ions directly, although clearly this is on
the edge of what is possible.
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Figure 7-10: Model calculation of observations of the Voyager 2 PLS instrument in
the interstellar medium. Shown are the expected currents in the L-model in the four
detectors: the A cup, B cup, C cup and D cup.
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Chapter 8
Conclusions
Knowledge of the configuration of the global heliosphere is of fundamental significance
for understanding cosmic ray propagation and modulation within the heliosphere and
for inferring/estimating the properties of the local interstellar space. Such knowledge
provides a context for interpreting the measurements of the Pioneers 10 and 11 and
Voyagers 1 and 2 spacecraft in the outer heliosphere. As the twin V'oyager space-
craft continue their outward exploration of the heliosphere, it is expected that they
will provide us a unique opportunity to make in situ observations of the boundary
and associated phenomena. As a result, the solar-terrestrial physics community has
paid increasing attention to the study of heliospheric dynamics with emphasis on the
heliospheric boundary and its interaction with solar disturbances.
The heliospheric boundary is predicted by theory to consist of a termination shock,
at which the solar wind undergoes a transition from supersonic to subsonic flow, a
heliopause, which separates the solar wind plasma from the local interstellar medium
(LISM), and perhaps a bow shock on the outermost side at which the LISM goes
from supersonic to subsonic. Other steep structures and discontinuities may also
exist in or near the boundary region. In addition, this boundary is modulated and
disturbed constantly by the varying solar wind. Observations made or to be made
by spacecraft such as Voyager 2 will help us to gain a deep insight into the global
structure of the heliosphere. To properly interpret these observations and predict
upcoming events requires a systematic numerical study of large-scale structures and
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dynamical behavior of the heliosphere.
Although many modern numerical schemes appear continuously in the literature,
their application to heliospheric physics problems has been much delayed, as a rule.
Some popular and very old schemes, such as the Lax-Wendroff scheme, the Rubin-
Burstein scheme, the MacCormack scheme, etc., all developed about 30 years ago,
remain in use for almost all solar-terrestrial physical problems, but they are not
quite suitable for the heliospheric boundary problem. These schemes need exotic
diffusion to stabilize the calculations in the presence of shocks. The inserted diffusion
is somewhat artificial and has a negative effect on the accuracy, to the point of
destroying the conservation property that is inherent in the basic equations and crucial
to the shock calculation. Therefore, a modern numerical scheme-the PPM (Piecewise
Parabolic Method) is employed for the first time to study this long-standing problem.
The PPM can capture shocks and discontinuities within 1-2 grid points with negligible
numerical dissipation. It has been tested by the authors through various typical
numerical examples and proved to be both powerful and efficient.
My project has been aimed at understanding the interaction of the solar wind and
the local interstellar medium. I have studied the following aspects:
1. Global Structure of the Heliosphere
The distance to the termination shock defines the characteristic size of the heliosphere.
In Chapter 3, a simple analytic solution is developed to estimate this distance in the
absence of interstellar neutral interaction. It not only depicts the quantitative picture
of the heliosphere, but also provides a tool for testing the direct numerical simulations.
This distance is primarily determined by pressure balance between the solar wind ram
pressure and the total pressure of the LISM. For a reasonable choice of the solar wind
and LISM parameters, the termination shock locations are in the range 70-140 AU.
The dependence of the distance to the termination shock on the properties of the
LISM is also investigated using the analytic solution. This distance R, decreases a
little faster than the (-1/2) power law in the LISM electron number density predicted
by simple pressure balance.
These results are confirmed by the direct two-dimensional simulations. The helio-
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spheric configuration also depends on the properties of the LISM. When the interstel-
lar medium moves with a subsonic speed (with respect to the Sun), the heliosphere
shows a "one-shock" structure and the termination shock takes a more or less spherical
shape (Section 4.2). Otherwise, when it moves with a supersonic speed, the helio-
sphere shows a "two-shock" structure and the termination shock has a bullet-like
shape (Section 4.3).
2. Hydrodynamic Instabilities of the Heliopause
The heliopause is the interface between the solar wind plasma and the very local
interstellar medium (VLISM) and manifests itself as a tangential discontinuity across
which the flow velocity and the plasma density jump (except at the nose). Hydrody-
namic instabilities of either the Rayleigh-Taylor type or the Kelvin-Helmholtz type
will likely develop at the heliopause.
In Chapter 4, simulation results are presented from a two-dimensional ideal hy-
drodynamic model of the heliosphere. Probably due to its large numerical dissipation,
the MacCormack scheme failed to capture any instabilities of the heliopause, while
the PPM produced a non-stationary heliopause with the same computational mesh
size. This demonstrates the importance of choosing a suitable algorithm to study
instabilities.
In the simulations using the PPM scheme the heliopause is unstable to the Kelvin-
Helmholtz instability, which leads to large nonlinear oscillations of the heliopause.
The linear growth rates are calculated at the heliopause near 0 = 300 as an example.
and the results from my simulations are in reasonable agreement with theoretical
estimates. An excited wave-like pattern is advected down the heliopause toward
the tail. The excursions of the heliopause at the nose are of the order of tens of
astronomical units with a time scale of a few hundred years. The excursions of the
heliopause in the two-shock model are significantly less than those in the one-shock
model and are probably limited by the positions of the bow shock and the termination
shock. In both the one-shock and two-shock models, the excursions of the termination
shock (5-8 AU) are much smaller than those of the heliopause.
In this chapter, the effects of the magnetic fields and interstellar neutrals are also
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discussed. The magnetic field in the direction of the flow will have an inhibiting effect
on the development of the instabilities at the heliopause. When interstellar neutrals
are included, both the Kelvin-Helmholtz and Rayleigh-Taylor instabilities operate
at the heliopause. However, the actual stability properties of the heliopause, which
relate to the thickness of the heliopause determined by physical dissipative processes,
could be quite different.
3. The Effects of the Pickup Ions on the Global Structure of the Helio-
sphere.
The LISM consists of both a neutral and an ionized gas. As interstellar material
approaches the heliosphere, the plasma component experiences a noticeable deflec-
tion at heliopause. The neutral component, however, can penetrate to distances well
within the solar wind regime without deflection at the heliopause. The interaction of
the solar wind with the interstellar neutral hydrogen via charge exchange produces
major dynamical effects on the heliospheric system. For example, the interaction can
result in a neutral component with solar wind characteristics and an ion component
with characteristics of the neutral fluid. These newly born ions are picked up by the
solar wind, causing the deceleration and heating of the solar wind.
A fluid description of the neutral hydrogen stream is employed to study the inter-
action of the solar wind with the local interstellar medium (Section 5.3). The source
terms of charge exchanges which rigorously allow for conservation of particles, mo-
mentum and energy throughout the derivation are used. The inclusion of the neutral
H leads to a dramatic reduction in the distance to the termination shock, heliopause
and bow shock. The pickup ions slow down and heat the solar wind plasma. A "hy-
drogen wall", in which densities are in excess of twice the interstellar neutral density,
is produced in the model.
4. The Response of the Heliospheric Boundary to Large-scale Solar Wind
Fluctuations
As would be expected, the heliospheric boundary is modulated and disturbed con-
stantly by the time-dependent nature of the solar wind, including the strong distur-
bances and shocks emanating from the Sun. Such fluctuations will cause inward and
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outward motions of the heliospheric boundary. As observational evidence of the influ-
ence of pickup ions in the outer heliosphere accumulates, it is important to investigate
the effect of pickup ions on the temporal dynamical processes in the heliosphere.
In Chapter 5, changes in the global heliosphere brought about by the large scale
solar wind fluctuations in the presence of the neutrals have been presented. The size of
the excursions of the termination shock in response to the 11-year solar cycle variation
is about 13 AU per solar cycle. The motions of the termination shock are asymmetric
in time, i.e., the termination shock moves outward faster than it moves inward, even
though the 11 year variation is applied as a sinusoidal change at the inner boundary.
The excursions of the heliopause are found to be much smaller, and the bow-shock
("two-shock" model assumed in the calculation) seems unaffected by the solar cycle
pressure variations. The motion of the termination shock due to shorter period, 180-
day, fluctuations in the solar wind is much smaller (3,-4 AU), and the heliopause has
little response to such short-term fluctuations. In reality, shorter-term disturbances
would be superimposed on the multi-year inward and outward trends produced by the
solar cycle pressure varation. The shorter period varations produces relatively faster
motions of the termination shock, however the large excursions of the termination
shock and the heliopause are controlled by the 11-year solar cycle fluctuations. The
pickup ions tend to weaken the response of the heliospheric boundary to solar wind
fluctuations.
5. Shock Propagation in the Outer Heliosphere and Interaction with the
Termination Shock
In Chapter 6, a spherically symmetric model is used to study the features of the shock
motion and interaction numerically, particularly with regard to the dynamical effect
of the pickup ions. The pickup ions tend to diffuse the forward-reverse-shock pair
structure and change the character of shock evolution and propagation dramatically.
The interaction between the forward-reverse-shock pair structure and the termination
shock is also examined in detail in this chapter. The interaction includes a series of
collisions, resulting in complicated wave patterns composed of simultaneously present
forward shock, contact discontinuities, reverse shock etc.. The response of the ter-
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mination shock is weaker in a pickup-ion mediated heliosphere than in an adiabatic
heliosphere without pickup ions. Some important structures including the density
spike and the secondary damped shock produced by the collisions propagate down-
stream into the heliosheath. The density spike in a pickup-ion mediated heliosphere
is less sharp with the density peak significantly smaller than in the no pickup ion
case.
6. Observations of Voyager 2
It is important to interpret spacecraft observations in the context of theoretical mod-
els. Launched in 1977, Voyager 2 is continuing to transmit data for analysis. At the
time of this work the spacecraft was over 50 AU from the Sun.
In March of 1996, Voyager 2 observed an unusual solar wind speed oscillation
pattern with a period of about 2.3 days and an amplitude about the mean of about 15
km/s. In Section 7.2, I investigated the possibility that the origin of this oscillation
is the Kelvin Helmholtz instability driven by the velocity shear between the high-
speed coronal hole and low-speed current sheet solar wind flows. The transition layer
between high and low-speeds is unstable to the Kelvin-Helmholtz instability, and this
instability leads to a striking wave structure with a dominant wavelength of about 3.4d
under the plasma conditions at 48 AU, where d is the thickness of the transition layer.
If d is taken to be 0.22 AU, my numerical results reproduce the main characteristics
of this event. The Kelvin-Helmholtz instability is thus a possible mechanism for the
observed Voyager 2 fine-scale velocity oscillations at 48 AU.
In Section 7.3, the numerical model is used to speculate on the possible crossing
of the termination shock by Voyager 2. The numerical results are compared with
the Voyager 2 observations to determine the time of crossing. Under the model as-
sumption, the spacecraft will pass the termination shock around the year 2009 and
the heliopause by the year 2030. The inward and outward motion of the termination
shock caused by the solar wind fluctuations will probably result in multiple crossings
of the termination shock by the spacecraft. Although the large scale movement of the
termination shock is primarily determined by long term variations (e.g, the 11-year
solar cycle), the number of times the termination shock passes the spacecraft is mainly
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determined by short-term variations in the solar wind ram pressure. Other strong
disturbances and shocks make the number of multiple crossings of the termination
shock hard to predict, and even worse, may make it difficult to distinguish the ter-
mination shock from a strong incident reverse shock during shock collisions. Finally,
the detection of the heliosheath and the interstellar flow is discussed in Section 7.4.
In this work, some important physical processes associated with cosmic rays, mag-
netic fields, non-symmetric solar wind are not included. Even the fluid description
of interstellar neutrals is a much simplified model first suggested by Pauls et al.
(1995 [61]). The effect that the hot neutral distribution, produced by charge ex-
change with the shocked solar wind, might have on the incident interstellar flow is
therefore neglected, as is the effect of neutrals produced by charge exchange with the
unshocked solar wind. Nevertheless, this simple model reproduces all the essential
characteristics of the more complete models by Baranov and Malama (1993 [7]) and
Zank et al. (1996 [87]) and has the virtues of being fully time-dependent, computa-
tionally efficient and easily extended to 3-D.
While magnetic fields do not play a major role in the dynamics of the solar wind in
interplanetary space, they are expected to become important beyond the termination
shock. The interstellar magnetic field not only effectively increases pressure in the
LISM and reduces the size of the termination shock, but there is another import aspect
- the interaction of the interstellar magnetic field with the shocked interplanetary
magnetic field at the heliopause. This interaction may have a pronounced effect
on the heliopause and consequently on the global heliosphere. The stability of the
heliopause is also dependent on the direction of the interstellar magnetic field. To
fully understand the interaction of the solar wind with the local interstellar medium,
a three-dimensional MHD model taking every important physical processes including
neutrals and cosmic rays into account is a must. This is, of course, a huge challenge
for both the theoretical and the computational physicist. It also requires a more
powerful computer, especially fast CPU and large disk storage. Visualization tools
to effectively display the computational data is another important factor.
The next decade is sure to bring exciting new developments as existing spacecraft
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travel to greater distances. The crossing of the termination shock, if it occurred, would
be a noteworthy development. Numerical models will increase in sophistication and
the range of their applications. Spacecraft intercomparisons, encompassing increasing
numbers of spacecraft and increasingly diverse data sets, will provide new insights into
the dynamics and the morphology of the heliosphere.
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Appendix A
Calculations of Source Terms for
Charge Exchange
The kinetics of a system of neutral hydrogen and protons interacting via charge
exchange are described by the kinetic equation for each species:
afi Of, Df _
t + vOx -- - fy - f (A.1)8a xc Dt
with i, j = H+ , H and fi the distribution functions. Small Roman superscripts denote
components of the vector, with summation over repeated indices implied. The charge
exchange frequency ,i is given by
W3(v) fi(v) - vI o(v')d v (A.2)
where a(vc) is the velocity-dependent charge exchange cross section.
In the energy range relevant for the heliosphere, i.e. 1 to 104 ev, the velocity
dependence of a is relatively weak, changing by only a factor of 6 over 4 decades
in energy (Mapleton, 1972 [53]). For studies of the heliosphere, it is reasonable to
approximate o, as constant, and pull it out of the Oi integral.
In what follows, assume all distributions are Maxwellians with characteristic num-
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ber density ni(x,t), velocity Ui(xo,t) and temperature Ti(xo,t):
f i (x, v , t) =ni(rw)-/2 -(v -U )2/w
The thermal speed is defined as wi 2kTi/m.
The fluid equations for the hydrogen and protons are obtained by taking integrals
over Equation A.1. The number, momentum and energy equations are obtained by
multiplying by 1, mv" and mv 2/2, respectively, and integrating over all d3v. The
LHS integrals give just the fluid equations. The transfer integrals on the RHS are
source terms. An accurate representation is necessary to calculate the self-consistent
plasma and neutral evolution. The integrals we must evaluate are:
f fJd3 v, J mVI fjd3v, J 2 fd 3 .
The momentum transfered to fluid i by j is
p J(ij) J mv3i 6fjd3v = mU'J, 3fd 3wU + Jm wOi3ifjd 3w (A.3)
while the energy transferred is
(i, j) I mn2 13if d3t' = U J 3ifjd 3W + W J fw2,3Wd3W + mlJf wf ifjd3W
(A.4)
In these expressions we have defined the bulk velocity Uf and random velocity
W e such that
J fivad3 v= fi(Ui' + wa)d3 w- n Up
which assumes that all velocities are non-relativistic.
Define three transfer integrals:
Io(i,j) J f d w = J /fid3w
(Uf - U )I(i,j) J wcffd3
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3 2 22w I2 (i,j) -JfwA/ifJdaw
With these definitions
p?(i,j) = mUj' o(i,j) + m(Uia - U)I(i,j) (A.5)
1 3,(i,J) = 2mU Io(i,j) + mwj2 (ij) + mU(U - )i(i,j) (A.6)
4
Thus, the number. momentum and energy source terms are in general
QN(i,j) Io(i,j)- Io(j,i) (A.7)
Qfe = ia(i, j) - p(j,i) (A.8)
QE(i,j) q(i,j) - 7(j, i) (A.9)
Note that the function I0 is symmetric in the indices, i.e., f 3ifjd 3w = f Sjfid3 w
which can be shown for any fi and a by commuting the integrals. This also indi-
cates that the charge exchange process conserves the number of both protons and
hydrogen (as it must). However, to the extent that the population produced by the
charge exchange process is not subsumed into the other existing part of the particle
distribution in velocity space, matter from a given thermal distribution is effectively
not be conserved.
Our task, then, is to evaluate the three integrals 1o, I1 and 12.
The charge exchange frequency (Equation A.2) turns out that
e-X 2  1
/3(vA ) = animi + (x + )D(x) (A.10)
xIui-vj I w2x
x =1| Ui - vj I/wi
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where Q(x) =_ 2/V/- fo e-x 2dx is the error function.
Using the above definition of x,
x -Ui- vj /wi = AU2 +w 2 - 2AUw cos O/wi = b2 + z 2 - 2bz cos 0 2
(A.11)
the angular integration in computing the transfer integrals converts into an integration
over x. Here we have used a - (2/V/')wi/wj,b - (Up - U)/wj = AU/wj and
Further define j.Further define
f e-X2f~x) -- + (7r 12)(x + x 2 (A.12)
and
F(x) J xf(x)dx 13
1 1
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1 12 (x2 +1/3) (A.13)
and using z+ - -- z ± b
write F± - F(z±)
The product of charge exchange frequency, distribution function and velocity space
element is
2  2
The transfer integrals can then be written in dzimensionless forms as(x)dx
The transfer integrals can then be written in dimensionless forms as
A fJ f d 3w
= o'ninw a 
-2 b
= O~flflJ~i O
(A.14)
(A.15)dz ze 2[F+ - F_]
,i fw cos Od3w
Io(i, j)
Ii (i, j) _ 1-AtU (A.16)
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-X
2
+ 1) /-
wiw3  b
2  2
= w,- A -v dz z2e - z 2
IL V 2 a o -[+
2 z
-
F+ -
4 b,! J2 xF(x)dx A.17)
xF(x)dx = I(x) + 1(x + 
2 X2
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and we have integrated the internal integral by parts.
12 (i, J) - 3 / fw 2d3w
= ra ni w --
= nn -~lwi- bJ dze[F+ -F-]
So far the only approximation that has been made is to take a
integration is not analytically tractable without approximation.
One approach is to use the mean value theorem and write
Sg(z)z6~2 dz = g(z,) j z e dz
= const. The final
with : determined by
Zn z C e - dz
0 0
n+1 -z
nle - dz
First expand the function F± about z0 2- 2 + b2/(a /) using ±2bz as the
expansion parameter (the expansion obviously breaks down for z _ b). We obtain
(to second order)
4bz
F(z+ " F(Zo) ± 4bz f(zo) +
a271
8b 2z 2 1
a 4 7 2 Z0 ( df(x) Zdx9 (A.20)
In the Equations for 10 and 12, i.e. Equations A.15 and A.19.
8bz
F- F a2 7rf(zo)
a2w
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where
_X2
) 7
(A.18)
(A.19)
2
+ 
-
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The two transfer integrals are:
4 0Io(i,j) -aninjwi dzz2e-z2 f(zo)
s o
12(i,j) - 3- ninw dzze-2 f(zo)
Using z2 = 2/\/i and 4 = 8/(3v-), we obtain
Io(i,j) - aninjwif
1(i,2 A- rninjwif
(14 2L2\
I- -w + AUi
1 64(1 -w 2 +AL 2 9wi 97r
and finally with the approximation of Equations A.12, we obtain
4 4
Io(i,j) 2 anin -w2 + -w + AU2r 7r
4 1( .64
j)2- ri+j -W + ALT2I2(i.j aninj -w w /U7r 97r
We can use the same procedure to evaluate I(i,j). We write
G(x) j xF(x)
G+ G(z+)
so that Equations A.17 becomes
wiw xa 2 00
Ii(i,j) = Aninj 2b dzz2e-z 2
LU 2b Jo
7ra 2
- F_ + -(G+ -
4bz
To provide an analytic approximation to the above equation, we need the second
order expansion of F(z,) and the corresponding third order expansion G(z±).
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(A.21)
(A.22)
(A.23)
(A.24)
(A.25)
(A.26)
(A.27)
G(z+) G(zo) ± 4bz zo) 8b
2 z2
F(zo) + a 4 f(zo) + 32b
3z 3 1
3a6 7r3 zo
df)
dz z= zo
We then obtain
-F+ -
7ra 2
4bz
- G_) = 32b
2z 2 1
3a 4 7r2 z0
df
dz z= 20
The momentum transfer integral thus becomes
I(i, j) = dzz e- (d
77- 0e Z o dz ZZ
To the same good level of approximation as Equations A.12 for f(x)
l df 1
x dx x2 Z-
This expression can now be substituted in the integral and the result evaluated
using the mean value theorem and z4 to obtain:
(A.32)
4 +4(w + AU2
To summarize:
The number, momentum and energy source terms for charge exchange are given by
Equations A.7 - A.9. Define the characteristic speed
U - w + -w2 + AU2
7r 7~
where AU' = Ui - Uj so that
Io(i,j) = Io(j,i) = ninja*U*
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(A.28)
(A.29)
(A.30)
(A.31)
11(ij) -- -Orninj
with a* = a(U*). Similarly, define characteristic speeds for momentum and energy
transfer:
9 z 64
+(4-w. j + AU2)
and
64
+ W + AU 2
97r j
Il(i,j) = -ninjo* W
I 2(i,j) = ninjca*U
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so that
and
4
W 2
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