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Abstract
The Metropolis algorithm is arguably the most fundamental Markov chain
Monte Carlo (MCMC) method. But the algorithm is not guaranteed to
converge to the desired distribution in the case of multivariate binary distri-
butions (e.g., Ising models or stochastic neural networks such as Boltzmann
machines) if the variables (sites or neurons) are updated in a fixed order, a
setting commonly used in practice. The reason is that the corresponding
Markov chain may not be irreducible. We propose a modified Metropolis
transition operator that behaves almost always identically to the standard
Metropolis operator and prove that it ensures irreducibility and convergence
to the limiting distribution in the multivariate binary case with fixed-order
updates. The result provides an explanation for the behaviour of Metropolis
MCMC in that setting and closes a long-standing theoretical gap. We
experimentally studied the standard and modified Metropolis operator for
models were they actually behave differently. If the standard algorithm also
converges, the modified operator exhibits similar (if not better) performance
in terms of convergence speed.
1 Introduction
Markov Chain Monte Carlo (MCMC) algorithms address the problem of sampling from a
probability distribution p by constructing a Markov chain with stationary distribution equal
to p. Recording a state of the chain after running it for some time replaces sampling from p.
It has to be ensured that the Markov chain is ergodic, that is, converges to the stationary
distribution irrespective of the starting state. The Metropolis algorithm [Metropolis et al.,
1953] established the field of MCMC and is still widely used. However, for the basic scenario
of multivariate binary distributions – as for example given in the case of Ising models or
Boltzmann machines – and state-updates that consider these variables in a fixed order, it is
well known that the Metropolis algorithm may not converge to the desired distribution (see,
e.g., Friedberg and Cameron, 1970), because the Markov chain induced can be reducible.
Brügge et al. [2013] have suggested a slightly modified Metropolis algorithm for sampling of
restricted Boltzmann machines. We extend their work and prove that the modified algorithm
induces ergodic Markov chains for all multivariate binary distributions (in the non-binary
case the convergence problem does not occur).
As a corollary we give a sufficient condition for the standard Metropolis algorithm to converge.
For many classes of models, this condition is fulfilled almost surely. This theoretically justifies
the use of the standard Metropolis algorithm with fixed-order updates.
Preprint. Under review.
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In the next section, we state our main result, which is proven in Section 3. Section 4 provides
numerical experiments before we conclude in Section 5.
2 Main result
We consider the important case where p is an n-dimensional multivariate distribution with
full support over a finite set Ωn with binary Ω, covering Ising models [Ising, 1925, Brush,
1967] and stochastic neural networks such as restricted Boltzmann machines [Smolensky,
1986, Hinton, 2002, Fischer and Igel, 2014]. The transition probabilities of a (homogenous)
Markov chain with state-space Ωn can be defined by a transition operator T representing
the probabilities T (x→ y) of going from state x to y in one step.
If p is a multivariate distribution, it is a common approach to consider a transition operator
that is defined as a concatenation of operators of the form T = Tn ◦ · · · ◦ T2 ◦ T1, where
operator Ti can only change the i-th variable (e.g., as in Gibbs sampling, Geman, 1984). We
refer to the typical case of always applying the n operators in the same order as fixed-order
updates.
For the standard Metropolis algorithm the transition operator for the i-th variable is defined
as:1
Ti(x→ fi(x)) =
{
1 if p(x) ≤ p(fi(x))
p(fi(x))
p(x) if p(x) > p(fi(x))
(1)
for x = (x1, . . . , xi−1, xi, xi+1, . . . , xn) and fi(x) = (x1, . . . , xi−1, x¯i, xi+2, . . . , xn), where x¯i
is the flipped value of xi. We have Ti(x→ x) = 1− Ti(x→ fi(x)) and Ti(x→ y) = 0 for
y ∈ Ωn \ {x, fi(x)}. When using this operator, the Markov chain may not converge to p,
because it may not be irreducible.
A Markov chain is irreducible if one can get from any state to any other in a finite number of
transitions. Irreducibility is necessary for the chain to always converge to a unique stationary
distribution. For fixed-order updates, the transition operators of the Metropolis algorithm
do not necessarily lead to an irreducible Markov chain and the chain may not converge,
potentially leading to a failure of the MCMC sampling algorithm. Examples are given in
Section B in the supplementary appendix.
Updating the variables in random order simplifies the theoretical analysis and guarantees an
irreducible Markov chain. In practice, though, a fixed order is usually preferred, because it
can be implemented more efficiently. Additionally, fixed-order updates are usually assumed
to lead to faster convergence as they ensure that each variable is updated equally often and
no variable is neglected for a longer time. Still, they can also lead to slower convergence or
even a non-ergodic chain [Neal, 1993].
For multivariate binary distributions, the Metropolis algorithm is similar to Gibbs sampling
[Geman, 1984], in fact Gibbs sampling can be seen as a Metropolis algorithm with a different
proposal distribution or acceptance function (the Boltzmann acceptance function). A number
of papers address the question of which of those two methods is preferable, see, e.g., Peskun
[1973], Cunningham and Meijer [1974], Frigessi et al. [1993], Peskun [1981]. Neal [1993]
concludes: “The issues still remain unclear, though it appears that common opinion favors
using the Metropolis acceptance function in most circumstances.”
Brügge et al. [2013] proposed a slightly modified Metropolis operator for restricted Boltzmann
machines, which we generalize to arbitrary binary distributions. The modified Metropolis
transition operator only differs in the case when the current and proposed state have the
same probability:
Ti(x→ fi(x)) =

1 if p(x) < p(fi(x))
p(fi(x))
p(x) if p(x) > p(fi(x))
1
2 otherwise
. (2)
1For binary Ω we need not distinguish between proposal distribution and acceptance function,
because flipping a state covers all proposal distributions.
2
This modification ensures that p remains a stationary distribution, which is straight-forward
to show by proving detailed balance. In the next section, we prove that for this operator it
holds:
Theorem 1. Let p be a distribution with full support over Ωn for binary Ω and n ≥ 1. The
Markov chain induced by the modified Metropolis operator (2) and fixed-order updates is
irreducible and aperiodic (and therefore ergodic).
The derivation of this theorem relies on a novel proof strategy (construction of graphs where
cycles correspond to contradictions and doing induction on these graphs). We use tools that,
to our knowledge, have not been applied in that form to the analysis of MCMC algorithms.
It would have been, for example, not possible to follow the approach by Brügge et al. [2013],
which requires that the graph of the MRF is bipartite, while our proof is valid for all binary
models (e.g., general Boltzmann machines).
From Theorem 1 follows a sufficient condition under which the standard Metropolis algorithm
does not differ from the modified version and is therefore safe to use:
Corollary 1. Let p be a distribution with full support over Ωn for binary Ω and n ≥ 1. If
p((x1, . . . , xi−1, xi, xi+2, xn)) 6= p((x1, . . . , xi−1, x¯i, xi+2, . . . , xn)) for all i = 1, . . . , n, then
the Markov chain induced by the standard Metropolis operator (1) and fixed-order updates is
irreducible and aperiodic.
For many use cases, for example spin glasses, where coupling strengths are drawn from a
continuous distribution, or Boltzmann machines, where weights are initialized randomly, the
condition in Corollary 1 holds almost always. Ising models with uniform coupling strength
are an important case where the condition does not hold (see supplementary Appendix B).
We suggest to use the modified Metroplis operator in cases where the standard operator
would not lead to an irreducible chain. Section 4 demonstrates the performance of the new
operator empirically.
3 Proof of main result
To prove Theorem 1, we use a basic theorem (e.g., see Billingsley, 1995, we refer to Hobert
et al., 2007, for a proof):
Theorem 2. A set C ⊆ Ωn is closed given a Markov chain if for all x ∈ C : ∑y∈C T (x→
y) = 1 (i.e., once the chain enters C it cannot leave). A Markov chain is irreducible if the
only closed subset is C = Ωn.
We show irreducibility by proving that there exists no proper subset of Ωn that cannot be
left and then applying Theorem 2. The proof involves the following steps. We first establish
a relation between possible transitions between states that differ only in one variable i and
the probabilities of states resulting from flipping all variables with a higher (or lower) index
than i including and excluding i. Then we show via contradiction that all singleton subsets
of the state space cannot be closed. Then we show the same for sets with more than one
element. To this end, we map each subset to a graph that contains cycles if the subset cannot
be left and prove by induction that for all proper subsets S the graph G(S) contains cycles
and therefore the Markov chain is irreducible. Showing aperiodicity is straightforward.
Basic lemma Let us denote the state (x¯1, . . . , x¯n), where all sites (variables) are flipped
to their opposite values, by x. We denote the state (x1, . . . , xi−1, x¯i, xi+1, . . . , xn), where
only the i-th site is flipped, by fi(x), the state where the first i sites are flipped by
f≤i(x) = (x¯1, . . . , x¯i, xi+1, . . . xn), and the state where the last i sites are flipped by f≥i =
(x1, . . . , xi+1, x¯i, . . . , x¯n). We define the special boundary cases
f≤0(x) = f≥n+1(x) = x . (3)
If a state y can be reached from a state x in an arbitrary number of steps, we write x→ y.
If y cannot be reached from x in any numbers of steps, we write x 6→ y.
The following lemma establishes a relationship between properties of the stationary distribu-
tion p and impossible transitions of the Markov chain.
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Lemma 1. For all i = 1, . . . , n:
x 6→ fi(x)⇒ p(f≤i−1(x)) < p(f≤i(x)) (a)
x 6→ fi(x)⇒ p(f≥i(x)) < p(f≥i+1(x)) (b)
Proof. For the proof of (a) we assume
p(f≤i−1(x)) ≥ p(f≤i(x)) (4)
and show that x→ fi(x) follows. We do this by constructing a chain of valid transitions
from x to fi(x). Note, that it is not sufficient to show that one can reach fi(x) by applying
only part of the transition operators Ti ◦ · · · ◦ T2 ◦ T1, for i < n, but one has also to show
that it is possible to stay in this state until the completion of the full update step (i.e., under
the remaining transition operators Tn ◦ · · · ◦ Ti+1).
Flipping a site is always possible, because 0 < p(f≤i(x))/p(f≤i−1(x)), since we assume p
having full support. Thus, for i > 1 we can transition from x to f≤i−1(x) in the first i− 1
partial steps. We can then stay in this state in the i-th partial transition step by assumption
(4) (we need the assumption because staying in a state is only possible if it has larger or equal
probability than the newly proposed state).2 The latter argument also proves x→ f≤i−1(x)
for i = 1, which corresponds to staying in x, see (3).
We continue to flip all the sites with the partial transition operators and end up in
f≥i+1(f≤i−1(x)) = fi(x), the state where all sites but the i-th site are flipped, at the
end of the complete update step (i.e., after all n partial update steps). We can then transi-
tion to fi(x) by flipping all sites in another complete update step. Thus, we have created a
path from x to fi(x) using two full update steps, which contradicts x 6→ fi(x) in (a).
To prove (b), we analogously construct a path involving two full update steps by first flipping
all sites and then flipping all sites but the i-th.
Singleton subsets cannot be closed Now we show that a singleton subset of the discrete
state space cannot form a closed set:
Lemma 2. Let S = {x} ⊂ Ωn. It holds ∃y ∈ Ωn \ S : x→ y .
Proof. We prove the claim by showing that the negation
∀y ∈ Ωn \ S : x 6→ y (5)
leads to a contradiction. Assuming (5), it follows that all states which differ from x in only
one site cannot be reached from x, that is:
x 6→ fi(x) for i = 1, . . . , n . (6)
Now, from Lemma 1 (a) follows that for i = 1, . . . , n : p(f≤i−1(x)) < p(f≤i(x)). From these
inequalities we can construct the following sequence
p(x) < p(f≤1(x)) < .... < p(f≤n−1(x)) < p(x) .
From Lemma 1 (b) equivalently follows a second sequence
p(x) < p(f≥2(x)) < · · · < p(f≥n(x)) < p(x) .
Together these two sequences of inequalities lead to the contradiction p(x) < p(x).
2The ability to stay in a certain state is the one point in the proof that works only for the modified
Metropolis algorithm, but not the classical Metropolis algorithm. With the classical algorithm it is
not possible to stay in the current state if p(f≤i−1(x)) = p(f≤i(x)), with the modified Metropolis
operator it is. This also explains why the proof carries over to the classical Metropolis algorithm if
there does not exist a x ∈ Ωn with p(f≤i−1(x)) = p(f≤i(x)).
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Reduction to a graph problem Next, we generalize Lemma 2 to arbitrary subsets of
Ωn. That is, we want to prove that for all S ⊂ Ωn, ∃x ∈ Ωn and ∃y ∈ Ωn \ S such that
x→ y and thus S cannot be a closed set. The proof follows a similar line of thoughts as the
proof of Lemma 2. We show that assuming the contrary, namely that there exists a S ⊂ Ωn
such that
∀x ∈ S : ∀y ∈ Ωn \ S : x 6→ y (7)
and therefore specifically
∀x ∈ S : ∀fi(x) ∈ Ωn \ S : x 6→ fi(x) , (8)
leads to a contradiction. Since reasoning about sequences of inequalities gets complicated
when dealing with larger sets, we reduce the problem to a graph problem via mapping each
subset S to a graph G(S), such that each inequality resulting from applying Lemma 1 to
statement (8) corresponds to an edge in the graph, and a contradiction to statement (8)
arises if the graph contains cycles.
Lemma 3. Let S ⊂ Ωn and let G(S) = (Ωn, E(S)) be defined as the directed graph with
edge set
E(S) = {(f≤i−1(x), f≤i(x)), (f≥i(x), f≥i+1(x)) |x ∈ S ∧ fi(x) ∈ Ωn \ S} . (9)
If G(S) contains a cycle, then at least one state fi(x) outside S can be reached from some
x ∈ S, that is
∃x ∈ S : ∃fi(x) ∈ Ωn \ S : x→ fi(x) . (10)
Proof. Assume that for all x ∈ S we have ∀fi(x) ∈ Ωn \ S : x 6→ fi(x). Then Lemma 1
states that (x,y) ∈ E(S) implies the strict inequality p(x) < p(y). That is, if G(S) contains
a cycle, then the assumption cannot be fulfilled.
To detect cycles, we make use of a basic theorem from graph theory:
Theorem 3. Let G be a directed graph with at least one edge and assume that deg+(v) =
deg−(v) for every vertex v. Then there exists a directed cycle.
Here deg+(v) and deg−(v) are the numbers of outgoing and ingoing edges of v, respectively.
Proof of Theorem 1. To prove irreducibility, we prove that for all S ⊂ Ωn the graph G(S)
as defined in Lemma 3 contains a cycle. More specifically, we will apply Theorem 3 after
showing that for all S ⊂ Ωn the graph G(S) has the property
deg+(v) = deg−(v) , v ∈ Ωn . (11)
From the existence of a cycle for all S ⊂ Ωn, we know that no S ⊂ Ωn can be a closed set by
applying Lemma 3. Having shown that there is no proper subset of the state space that is a
closed set, applying Theorem 2 yields that the Markov chain is irreducible.
We prove the property by induction. For the base case, we consider singleton subsets {x′}
and the corresponding edge set:
E({x′}) = {(f≤i−1(x′), f≤i(x′)), (f≥i(x′), f≥i+1(x′)) | i = 1, . . . n} . (12)
These edges form a cycle, which corresponds exactly to the contradiction arising from the
sequence of inequalities discussed in the proof of Lemma 2. Each node of the cycle has
exactly one incoming and one outgoing edge, and thus property (11) holds.
Let us now assume that ∀S ⊂ Ωn with |S| = k ≥ 1, for G(S) = (Ωn, E(S)) induced by (8)
via Lemma 1 property (11) holds. In the induction step we now show that then for all
S′ ⊂ Ωn with |S′| = k + 1 property (11) also holds for G(S′) = (Ωn, E(S′)).
For each S′ it holds S′ = S ∪ {x′} for some S ⊂ Ωn, |S| = k and x′ ∈ Ωn \ S. Given
G(S) = (Ωn, E(S)) and G({x′})) = (Ωn, E({x′})), the edge set E(S′) can be constructed as
follows. Let I = {i | fi(x′) ∈ S; i = 1, . . . , n}:
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Case 1: Assume that I = ∅, that is, for all i = 1, . . . , n it holds fi(x′) /∈ S, or equivalently
fi(x′) ∈ Ωn \ S, and therefore fi(x′) ∈ Ωn \ S′. Directly from the definitions we have
E(S) = {(f≤i−1(x), f≤i(x)), (f≥i(x), f≥i+1(x)) |x ∈ S ∧ fi(x) ∈ Ωn \ S} =
{(f≤i−1(x), f≤i(x)), (f≤i−1(x), f≤i(x)) |x ∈ S ∧ fi(x) ∈ Ωn \ S} (13)
and
E({x′}) = {(f≤i−1(x′), f≤i(x′)), (f≥i(x′), f≥i+1(x′)) | i = 1, . . . n} =
{(f≤i−1(x′), f≤i(x′)), (f≤i(x′), f≤i+1(x′)) | i = 1, . . . n} . (14)
If x′ ∈ S then the edges in E({x′}) are already in E(S) and E(S ∪ {x′}) = E(S). By
assumption x′ /∈ S. Thus, if x′ /∈ S then E(S) and E({x′}) are disjoint and
E(S′) = {(f≤i−1(x), f≤i(x)), (f≥i(x), f≥i+1(x)) |x ∈ S ∪ {x′} ∧ fi(x) ∈ Ωn \ S′}
= E(S) ∪ E({x′}) . (15)
In both cases deg+(v) = deg−(v) for all vertices of G(S′).
Case 2: Let I = {i | fi(x′) ∈ S; i = 1, . . . , n} 6= ∅. The set E(S′) can be constructed by
removing edges from E(S)∪E({x′}). This is illustrated in Figure 1. We need to remove the
edges
RSi = {
(
f≤i−1(x), f≤i(x)
)
,
(
f≥i(x), f≥i+1(x)
) |x ∈ S ∧ fi(x) = x′} ⊆ E(S) (16)
for i ∈ I, because x′ is in the complement of S, but not in the complement of S′ and thus
RSi * E(S′),3 as well as the edges from
R
{x′}
i = {
(
f≤i−1(x′), f≤i(x′)
)
,
(
f≥i(x′), f≥i+1(x′)
)} ⊆ E({x′}) (17)
for each i ∈ I, because fi(x′) /∈ Ωn \ S′ implies R{x
′}
i * E(S′). We can rewrite
RSi = {
(
f≤i−1(fi(x′)), f≤i(fi(x′))
)
,
(
f≥i(fi(x′)), f≥i+1(fi(x′))
)}
= {(f≤i(x′), f≤i−1(x′)), (f≥i+1(x′), f≥i(x′))} . (18)
Comparing (17) to (18) shows that for each edge from E({x′}) not included in E(S′) we find
an reverse edge from E(S) not included in E(S′). From this it follows that deg+(v) = deg−(v)
for all vertices of G(S′). Thus, for all proper subsets S ⊂ Ωn the graph G(s) contains a
cycle because of Theorem 3. This implies that S cannot be a closed set by Lemma 3. Thus,
no proper subset of the state space is a closed set and the Markov chain is irreducible by
Theorem 2.
To prove aperiodicity of an irreducible Markov chain we only need to identify one aperiodic
state. There is one state x ∈ Ωn with p(x) ≥ p(y) for all y ∈ Ωn. By definition of the
modified Metropolis operator (2) (and also the standard operator (1)), there is always the
possibility that after reaching x the chain also stays in the state x. Thus, the state x has
period one and the Markov chain is aperiodic.
4 Experiments
Our main result is theoretical and guarantees the irreducibility of the Metropolis chain for
all binary Gibbs modelsfor which the modified and the vanilla Metropolis algorithm are
identical. This contributes to the basic understanding of the general Metropolis algorithm,
which has many applications in machine learning. Still, it is interesting to look at scenarios
where the modified Metropolis algorithm differs from the original from the practical point of
view. Therefore, we performed experiments on Ising models (with uniform coupling strength
and no external field) [Ising, 1925, Brush, 1967], which belong to the class of models for
which the condition in Corollary 1 does not hold. We selected Ising models because they
are conceptually simple and have been used to demonstrate convergence problems of the
Metropolis algorithm before.
3For i 6∈ I we have RSi = ∅, as fi(x) = x′ would imply x = fi(x′).
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Figure 1: Example for the induction step in
the proof of Theorem 1. We consider the
state space {0, 1}3, the set S = {(0, 0, 0)}, and
x′ = (1, 0, 0). Both S and {x′} are singleton
sets, so their graphs G(S) and G({x′}) form
one cycle each, corresponding to the cycle of
inequalities described in the proof of Lemma 2.
For each edge dropped from G(S) there is an
edge dropped from G({x′}) in the opposite
direction. This means that for each vertex v
of G(S′), the property deg+(v) = deg−(v) still
holds and the remaining edges form disjunct
cycles, in this case two cycles. The figure shows
G({(0, 0, 0)}) in green, G({(1, 0, 0)}) in orange,
G({(0, 0, 0), (1, 0, 0)}) with solid lines and the
edges that are removed with dashed lines.
We applied the original Metropolis algo-
rithm, the modified Metroplis algorithm
as well as Gibbs sampling to small two-
dimensional ferromagnetic Ising models
(with no external field), see Section A in the
supplementary appendix. We measure the
speed of convergence of a Markov chain by
the spectral gap, the difference between the
largest eigenvalue, which is always one for
stochastic matrices, and the second largest
eigenvalue modulus λ2 of the transition ma-
trix (corresponding to T ). A spectral gap
of value 1 means that the Markov chain
converges in a single step, while a value
of 0 means that it is not an ergodic chain.
A value between 0 and 1 means that the
Markov chain converges exponentially to-
wards the stationary distribution with the
error going down with O(|λ2|k), where k
numbers the steps.4 We compared the con-
vergence speed of the three methods by con-
structing the full transition matrices and
calculating the spectral gap directly for
3 × 3 Ising models with different coupling
strengths J . We use both Ising models with
periodic and non-periodic boundary condi-
tions for the lattice structure. We tested
the chessboard order and a linear order for
sweeping sites, see Section B in the supple-
mentary appendix.
There was no difference for the convergence
speed between chessboard and linear update
order, therefore we only present the results
for the chessboard order. In general, the convergence profile of Gibbs sampling is relatively
simple. Without coupling (J = 0) the sites are independent and the Markov chain ends up
in the correct distribution in a single step. The stronger the coupling gets, the slower Gibbs
sampling converges. The graphs for the modified Metropolis operator contain a discontinuity
at J = 0 by definition. With zero coupling the modified Metropolis operator behaves exactly
like the Gibbs operator, converging in a single step corresponding to a spectral gap of 1.
For small non-zero coupling strengths the modified Metropolis operator exhibits the same
behavior as the classical Metropolis operator, both converge very slowly with a spectral gap
close to 0.
The results for experiments in which the classical Metropolis algorithm does not converge are
shown in the left plot in Figure 2: For a 3× 3 Ising model with a periodic lattice structure
the spectral gap for Metropolis sampling is 0, irrespective of coupling strength. That is, the
Markov chain induced by the classical Metropolis algorithm with both chessboard and linear
update order is reducible for this model. In contrast, the modified Metropolis algorithm
converges in this setting. After the discontinuity at J = 0, the convergence speed improves
quickly with rising coupling strength until it reaches a point where it converges slightly
faster than Gibbs sampling, but approaches the same convergence speed at very strong
couplings. The right plot in Figure 2 depicts the results for a case where both the classical
and modified Metropolis converge very slowly for models with weak coupling, converge
better with rising coupling strength until they surpass Gibbs sampling. After they reach
a point with maximal convergence speed, the convergence speed decreases again and all
three sampling methods approach the same spectral gap for very high coupling strengths.
4Calculating the spectral gap limits our analysis to quite small models, because the size of the
transition matrix depends on the number of states, which grows exponentially with the number of
variables. However, the spectral gap quantifies the speed of convergence exactly.
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Figure 2: The spectral gap of the transition matrix for a 3× 3 Ising model with periodic
boundary (left) and non-periodic (right) conditions for the Gibbs (blue, dashed) as well as
Metropolis (red) and modified Metropolis operator (magenta, dotted, discontinuity at J = 0
marked with ×) in dependence on the coupling strength J .
Although the overall shapes of the curves are very similar for both versions of the Metropolis
algorithm, the spectral gap of the modified Metropolis operator rises quicker, reaches its
maximum earlier and then also decreases earlier and faster. In summary, there are models
with low J where Gibbs sampling converges the fastest, models with medium J where the
modified Metropolis algorithm converges the fastest, and models with high J where the
classical algorithm converges the fastest. But overall the modified and classical Metropolis
operator show a very similar behavior.
5 Conclusions
There has been a gap between theory and practice in MCMC sampling using the Metropolis
algorithm. The necessary mathematical conditions ensuring an ergodic Markov chain do in
general not hold for multivariate binary distributions for the most popular variant of the
Metropolis algorithm, which updates the states of the random variables in a fixed order, but
this has not stopped the community from employing it. This paper shows that only a very
small modification of the Metropolis algorithm is necessary to produce an ergodic Markov
chain that guarantees convergence for all multivariate binary distributions.
Moreover, our results allow to identify the scenarios in which the standard Metropolis
algorithm for multivariate binary distributions and fixed-order updates may not converge and
those in which it is safe to use. Specifically, reducibility only occurs if there exist states that
differ only in one variable and have the same probability under the stationary distribution.
If no such states exist, our convergence proof can directly be transfered to the standard
Metropolis algorithm – and this will almost surely be the case for typical models such as
Boltzmann machines and spin glasses with (initial) parameters drawn from a continuous
distribution. This insight closes the gap between practice and (Markov chain) theory for the
Metropolis algorithm with fixed-order updates for multivariate binary distributions.
We measured the spectral gap for Ising models (with uniform coupling strength and no
external field), where the standard Metropolis algorithm with fixed update order is not
guaranteed to converge. In settings where the standard Metropolis MCMC converges,
the modified Metropolis algorithm has a similar convergence speed profile as the original
algorithm, but behaves slightly more like Gibbs sampling. When looking at Ising models
where the standard Metropolis algorithms does not converge, the modified version does. Here
Gibbs sampling gives better results for low coupling strengths, while the new Metropolis
operator performs slightly better for medium coupling strengths.
In summary, we see no argument why the newly proposed transition operator should not be
the default setting for Metropolis MCMC with fixed-order updates of binary variables.
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A Ising model
An Ising model describes a d-dimensional lattice with interactions between neighboring sites,
where the coupling strength J controls how strong a tendency there is for neighbouring sites
to be the same. We have Ω = {−1,+1} and denote the set of pairs of indexes of neighboring
sites by Λ. The probability of the state of an Ising model is given by
p(x) = e
−E(x)∑
x∈Ωn e−E(x)
with E(x) = −J
∑
(i,j)∈Λ
xixj .
B Examples where the Metropolis algorithm does not converge
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Figure B.3: Counter-example with chessboard update order. We assume a periodic Ising
model with uniform coupling-strengths, where both of the dimensions of the Ising model
have an even number of sites. If the site activations form a striped pattern and are updated
in a chessboard pattern (here indicated by the coloring of the nodes, where first the nodes of
one color are updated, then the nodes of the other color), they will never escape the striped
pattern, switching deterministically from horizontal to vertical stripes after updating half
the variables, switching to the complementary horizontal striped pattern after a full update
step and switching back in another full update step.
Real-world counter-examples, where the Metropolis acceptance function with fixed-order
updates leads to a reducible Markov chain, were found, for instance, by Friedberg and
Cameron [1970], who simulated 4× 4 two-dimensional Ising models and discovered that they
can be “locked in configurations”, but did not make the connection to Markov chain theory
and irreducibility. Two examples are shown in Figure B.3 and Figure B.4. Both examples
consider periodic models, that is, we we assume periodic boundary conditions (i.e., sites on
one edge of the lattice are connected to sites on the opposite edge).
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Figure B.4: Counter-example with left-to-right, top-to-bottom scanning order. For a periodic
Ising model, where both of the dimensions have the same number of sites, if the site activations
form a triangular pattern as shown in the left figure, they will flip between two possibles
states if updated in the order indicated by the arrow.
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