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ON LOCALIZATION AND THE SPECTRUM OF
MULTI-FREQUENCY QUASI-PERIODIC OPERATORS
MICHAEL GOLDSTEIN, WILHELM SCHLAG, MIRCEA VODA
Abstract. We study multi-frequency quasi-periodic Schro¨dinger operators
on Z in the regime of positive Lyapunov exponent and for general analytic
potentials. Combining Bourgain’s semi-algebraic elimination of multiple res-
onances [Bou07] with the method of elimination of double resonances from
[GS11], we establish exponential finite-volume localization as well as the sepa-
ration between the eigenvalues. In a follow-up paper [GSV16] we develop the
method further to show that for potentials given by large generic trigonomet-
ric polynomials the spectrum consists of a single interval, as conjectured by
Chulaevski and Sinai [CS89].
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1. Introduction
In their pioneering paper [CS89], Chulaevsky and Sinai analyzed the spectrum
and localized eigenfunctions of Schro¨dinger operators on Z with a large quasi-
periodic potential given by evaluating a generic smooth function on T2 along the
orbit of an ergodic shift. They conjectured that in contrast to the shift on the
one-dimensional torus T, for which the spectrum is typically a Cantor set, for the
two-dimensional shift the spectrum can be an interval.
In the 25 years since [CS89], the theory of quasi-periodic operators has been
developed extensively, see [Bou05] and [JM16]. Techniques from complex and har-
monic analysis, the theory of semi-algebraic sets, and the theory of quasi-periodic
cocyles played a key role in these developments. For the one-dimensional shift the
spectral theory of quasi-periodic Schro¨dinger co-cycles is almost complete. Most of
the results have been established non-perturbatively, i.e., either in the regime of al-
most reducibility or in the regime of positive Lyapunov exponent, and Avila’s global
theory, see [Avi15], gives a qualitative spectral picture, covering both regimes, for
generic potentials. In the regime of positive Lyapunov exponent with generic fre-
quency the spectrum is a Cantor set which is Carleson-homogeneous, see [GS11]
and [DGSV15]. In this regime finite-volume exponential localization holds outside
a set in phase space which is exponentially small in terms of the size of the interval.
Moreover, one has a quantitative control on the repulsion between all eigenvalues,
see [GS08]. For the case of the almost Mathieu operator (corresponding to a cosine
potential), both localization and the spectrum have been studied in great detail un-
der arithmetic conditions on the frequency, see Jitomirskaya [Jit99] for localization,
and Puig [Pui04] and Avila, Jitmoriskaya [AJ09, AJ10] for the Cantor structure of
the spectrum.
The spectral theory of Schro¨dinger co-cycles over multidimensional shifts on Td
turns out to be more intricate to analyze. For d = 2 exponential localization was
established in [BG00] almost everywhere in phase space. For d > 2 the same result
was developed in [Bou05]. However, these results were established directly in infinite
volume, whereas localization in finite volume remained unknown. Regarding the
structure of the spectrum, we note that Bourgain [Bou02] proved existence of gaps
for small potential and atypical frequencies. Numerical investigations by Puig, Simo´
[PS11] indicate that the spectral set may range from a Cantor set, to a finite union
of intervals, to one interval, depending on the largeness of the potential, which can
be tuned through a coupling constant.
In this paper we develop some basic features of the multi-frequency model, which
are needed in the resolution of the Chulaevski-Sinai conjecture. Heuristically speak-
ing, gaps in the spectrum of the one-frequency operators are created by resonances
between an eigenvalue of one scale, and another shifted eigenvalue of the same
scale, see [Sin87, GS11]. In contrast to this, the heuristic principle underlying
[CS89] is that the graph of an eigenvalue on finite volume parametrized by the
phase is too large to be destroyed along an entire horizontal section by the “for-
bidden zones” created by resonances. It is clear that some genericity assumption
on the potential function is needed for this to be true, since V (x, y) = v(x) has
Cantor spectrum. Implementing such an argument, however, appears to be very
challenging for a number of reasons. First, long chains of resonances might occur
rendering the eigenvalue parametrization hard to handle. Second, the analytical
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techniques available in finite volume are less favorable (mainly the large deviation
theorems and everything that depends on them, see below) as compared to the case
of one frequency.
Nevertheless, this paper obtains precisely finite volume localization and level re-
pulsion estimates as in [GS08, GS11] for the case of multiple frequencies. This is
made possible by introducing a new device into the analysis, namely Bourgain’s
semi-algebraic elimination technique from [Bou07]. We emphasize that we do not
assume large disorder, so our arguments are nonperturbative and rely only on posi-
tive Lyapunov exponents. In a subsequent paper [GSV16] the results obtained here
are used in a spectral analysis to show that indeed level sets of eigenvalues cannot
be completely destroyed for large generic potentials.
To give a more detailed explanation of the difficulties we encounter in the finite
interval localization problem for the case of several frequencies, we need to recall
some standard definitions and some basic results.
Let V be a real-valued analytic function on the d-dimensional torus Td (T =
R/Z). We consider the family of discrete Schro¨dinger operators defined by
(1.1) [H(x, ω)ψ](n) = −ψ(n+ 1)− ψ(n− 1) + V (x+ nω)ψ(n)
with the frequency vector ω ∈ Td satisfying the standard Diophantine condition
(1.2) ‖k · ω‖ ≥ a|k|b for all nonzero k ∈ Z
d,
where a > 0, b > d are some constants (here ‖·‖ denotes the distance to the nearest
integer and | · | stands for the sup-norm on Zd). It is well known that for any b > d,
a.e. ω ∈ Td satisfies (1.2) with some a = a(ω). We denote by Td(a, b) the set of ω
which obey (1.2). We denote by H[a,b](x, ω) the operator on the finite interval [a, b]
with Dirichlet boundary conditions and by
f[a,b](x, ω,E) := det(H[a,b](x, ω)− E)
the Dirichlet determinants.
The development of finite volume localization starts with large deviation theo-
rems (LDT) of the form
(1.3) mes
{
x ∈ Td : | log |f[1,N ](x, ω,E)| −NL(ω,E)| > N1−τ
}
< exp(−Nσ),
where L(ω,E) stands for the Lyapunov exponent, see [GS08]. This applies for
arbitrary d ≥ 1. For the one-dimensional torus T, the estimate was sharpened
in [GS08] so that it implies a (logN)A–estimate for the local number of zeros of
f[1,N ](z, ω,E) when ω and E are fixed and the phase z runs over a complex neigh-
borhood of the torus. This level of precision allows for a Weierstrass preparation
theorem factorization of the determinant f[1,N ](·, ω, E) with a polynomial factor of
degree (logN)A. This low degree is crucial as it allows, in combination with other
tools developed in [GS11], for an effective control over the double resonances of the
problem. The latter refers to the phases x for which the (LDT) estimate (1.3) fails
twice: at x and at x+ nω with n in the range N < |n| < NA, A≫ 1. In terms of
exponentially localized eigenfunctions at scale N , it means that after shifting one
of them on Z by n, this pair will be very close to forming an eigenfunction of a
larger scale, say NC with C large. That is the meaning of resonance in an inductive
scheme and it is a key feature in [GS11] and [DGSV15].
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It is well-known that for d > 1 the deviations in the large deviations theorem are
much larger than for d = 1, because the discrepancy of an orbit of lengthN of a shift
on Td cannot be reduced beyond some fixed power of N , whereas in one dimension
it can be made essentially logarithmic in N . In particular, for d > 1, the (LDT)
estimate (1.3) cannot be improved beyond N1/2-deviations. One of the main ideas
here is to gain control over the local deviations of log |f[1,N ](x, ω,E)| rather than
insisting on the whole torus Td. To do so, we rely on Bourgain’s [Bou07] analysis
of the structure of an arbitrary set R ⊂ Z of shifts of a given semi-algebraic set
A ⊂ Td × Td × R with controlled size and complexity, such that
(1.4)
⋂
n∈R
{x ∈ Td : (x+ nω, ω,E) ∈ A} 6= ∅.
The phases x in (1.4) are called multiple resonances. Bourgain’s result states that
after removing a small set of ω’s uniformly in x,E the set R in (1.4) has a lacunary
structure. This structure defines for any given phase x and scale L a suitable size
L ≤ N ≤ LA for which we show that the local deviations of log |f[1,N ](x, ω,E)|
behave almost as well as in the one-dimensional case.
The aforementioned statement from [Bou07] is a combination of two techniques:
(i) a purely semi-algebraic analysis of the set A˜ := {(x, y) ∈ T2d : A(x)∩A(y) 6= ∅},
stating that this is a small semi-algebraic set (ii) the method of steep planes from
[BG00, Bou05, Bou07] which implies that it is unlikely that (x, x+nω) ∈ A˜ for fixed
x; this means that the measure of ω ∈ Td for which this occurs is small provided n
is large enough.
We note that, while Bourgain’s technique applies uniformly to all phases and
energies, the scales determined by it are sensitive to the choice of these parameters.
In and of itself, the measure estimate on resonant ω’s obtained in this fashion
is too weak to be useful for finite volume localization and the separation of the
eigenvalues. Indeed, it cannot be summed over the range N ≤ n ≤ 2N , since the
measure bound is never better than N−1 for a single choice of such n. In contrast,
the technique from [GS11], which is based on resultants and the Cartan bound on
large negative values of subharmonic functions, gives subexponential bounds which
can be summed. However, one needs good control on the degree of the polynomials
going into the resultant and a nondegeneracy condition on the resultant, in order
to avoid that the resultant is close to 0 everywhere on a disk. For d = 1 these
issues are addressed by the sharpening of the (LDT), whereas for d > 1 we have
to take advantage of the flexibility of the methods based on semi-algebraic sets.
We gain the needed control on the degrees of the polynomials by working at the
scales afforded by the lacunary structure of the set of multiple resonances and
we obtain the nondegeneracy condition by the aforementioned semialgebraic-steep-
planes elimination method. The combination of all of these techniques in effect
allows us to work with three successive scales of our inductive procedure.
We now state the main results of the paper. Given an interval Λ ⊂ Z we use
EΛj (x, ω), ψ
Λ
j (x, ω) to denote the eigenpairs ofHΛ(x, ω), with ψ
Λ
j (x, ω) a unit vector.
When Λ = [1, N ] we use the shorter notation HN (x, ω), E
(N)
j (x, ω), ψ
(N)
j (x, ω).
Theorem A. Let ε ∈ (0, 1/5), γ > 0. There exists σ = σ(a, b) and a set ΩN ,
mes(ΩN ) < exp(−(logN)εσ),
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such that for ω ∈ Td(a, b) \ ΩN there exists a set BN,ω,
mes(BN,ω) < exp(− exp((logN)εσ))
and the following holds. For any N ≥ N0(V, a, b, γ, ε), ω ∈ Td(a, b) \ ΩN , x ∈
Td \BN,ω, and any eigenvalue E = E(N)j (x, ω), such that L(ω,E) > γ, there exists
an interval
I = I(x, ω,E) ⊂ [1, N ], |I| < exp((logN)5ε),
such that
(1.5)
∣∣∣ψ(N)j (x, ω;m)∣∣∣ < exp(−γ4dist(m, I)
)
,
provided dist(m, I) > exp((logN)2εσ).
Theorem B. Let ε ∈ (0, 1/5), γ > 0, and ΩN , BN,ω as in Theorem A. For
any N ≥ N0(V, a, b, γ, ε), ω ∈ Td(a, b) \ ΩN , x ∈ Td \ BN,ω, and any eigenvalue
E = E
(N)
j (x, ω), such that L(ω,E) > γ, we have
|E(N)k (x, ω)− E(N)j (x, ω)| > exp(−C(V )|I|)
for any k 6= j, with I = I(x, ω,E) as in Theorem A.
Similarly to [GS11], finite scale localization and separation of eigenvalues allows
us to give an effective, quantitative, and detailed description of the spectrum on
the whole lattice Z in terms of the spectrum on finite volume. This is achieved for
eigenpairs in Theorem C and for spectral sets in Theorem D. This kind of results
are crucial for carrying out a spectral analysis along the lines of [GS11]. In what
follows, when we take the norm of vectors like ψ
(N)
j , we will always use the ℓ
2 norm.
Theorem C. Let ε ∈ (0, 1/5), γ > 0. With ΩN , BN,ω as in Theorem A, applied
on [−N,N ] instead of [1, N ], let ΩˆN0 =
⋃
N≥N0
ΩN , BˆN0,ω =
⋃
N≥N0
BN,ω. The
following statements hold for any N0 ≥ C(V, a, b, γ, ε), ω ∈ Td(a, b) \ ΩˆN0 , x ∈
Td \ BˆN0,ω.
(a) Let Nk = N
2k . If L(ω,E
[−N,N ]
j (x, ω)) > 2γ and I = I(x, ω,E
[−N,N ]
j (x, ω)) ⊂
[−N/2, N/2], then for each k ≥ 1 there exist jk such that∣∣∣E[−Nk,Nk]jk (x, ω)− E[−N,N ]j (x, ω)∣∣∣ < exp(− γ10N
)
,
‖ψ[−Nk,Nk]jk (x, ω)− ψ
[−N,N ]
j (x, ω)‖ < exp
(
− γ
10
N
)
,
(1.6)
∣∣∣ψ[−Nk,Nk]jk (x, ω;n)∣∣∣ < exp(− γ20dist(n, I)
)
, 3N/4 ≤ |n| ≤ Nk.(1.7)
Furthermore, for any k′ ≥ k ≥ 0,
(1.8)
∣∣∣E[−Nk′ ,Nk′ ]jk′ (x, ω)− E[−Nk,Nk]jk (x, ω)∣∣∣ < exp(− γ10Nk
)
,
‖ψ[−Nk′ ,Nk′ ]jk′ (x, ω)− ψ
[−Nk,Nk]
jk
(x, ω)‖ < exp
(
− γ
10
Nk
)
.
In particular, the limits
E(x, ω) := lim
k→∞
E
[−Nk,Nk]
jk
(x, ω), ψ(x, ω;n) := lim
k→∞
ψ
[−Nk,Nk]
jk
(x, ω;n), n ∈ Z
exist, ‖ψ‖ = 1, and
(1.9) |ψ(x, ω;n)| < exp
(
− γ
20
dist(n, I)
)
, 3N/4 ≤ |n|.
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(b) If L(ω,E) > 3γ for all E ∈ [E′, E′′], then P ([E′, E′′])H(x, ω)P ([E′, E′′]) has
purely pure point spectrum and all the eigenpairs, with unit eigenvector, can be
obtained from (a).
By the minimality of the rationally-independent shift on Td the spectrum of
H(x, ω) does not depend on x. We denote it by Sω. Let
SN,ω =
⋃
x∈Td
specH[−N,N ](x, ω).
We would like to say that SN,ω approximates Sω as N → ∞. However, it turns
out that there can exist large segments in SN,ω \ Sω that persist as N → ∞. This
segments correspond to eigenvalues that are localized near the edges of [−N,N ].
We will argue that if we focus only on the eigenvalues localized away from the edges
(as in Theorem C), we do get a finite scale approximation of the spectrum. To this
end we replace SN,ω by a set defined as follows. Let N ≥ 1, s > 1, k0 ≥ 0 integers,
ρ ∈ Rk0+1. We define
(1.10)
SN,ω(s, k0, ρ) =
⋃
x∈Td

 ⋂
0≤k≤k0
(specH[−N(k),N(k)](x, ω))
(ρk)

 , N (k) = Nsk .
Note that given a set S we let
(1.11) S(ρ) = {x : dist(x, S) < ρ}.
The motivation behind (1.10) is the fact that any eigenvalue E
[−N,N ]
j (x, ω) that
is localized away from the edges of [−N,N ] is an approximate eigenvalue on any
larger interval [−N ′, N ′], namely E[−N,N ]j (x, ω) ∈ (specH[−N ′,N ′](x, ω))(ρ), ρ =
exp(−cN). To fully justify the use of (1.10) we would also need to argue that any
energy in SN,ω(s, k0, ρ) is at least close to an eigenvalue localized away from the
edges. This leads to the following type of problem. If B ⊂ Td is a set with small
measure, does E
[−N,N ]
j (B, ω) also have small measure? This is true for d = 1, but
it is generally false for d > 1. To work around this type of issues we take advantage
again of Bourgain’s elimination of multiple resonances. As a trade-off we have to
be quite particular about the choice of parameters s, k0, ρ. So, for example we have
to take k0 = 2
2d+1 − 1 instead of the natural choice k0 = 1 (which works only for
d = 1). However, such technicalities have no effect on the applicability of the result.
Theorem D. Let γ > 0, A ≥ 1. For any N ≥ N0(V, a, b, γ, A), s ≥ s0(a, b, A),
there exists a set ΩN = ΩN (s), mes(ΩN ) < N
−A, such that the following holds with
SN,ω = SN,ω(s, k0, ρN ), k0 = 2
2d+1 − 1,
ρN,0 = exp(−N c(a,b)), ρN,k = exp
(
− γ
10
N
)
, k = 1, . . . , k0.
If ω ∈ Td \ ΩN and L(ω,E) > γ for all E ∈ [E′, E′′], then
Sω ∩ [E′, E′′] ⊂ SN,ω,(1.12)
mes ((SN,ω ∩ [E′, E′′]) \ Sω) < exp
(
− γ
20
N
)
.(1.13)
Finally, as an application we prove the local homogeneity of the spectrum at a
supercritical energy. In particular, this implies that if the Lyapunov exponent is
positive for all energies, then the spectrum is homogeneous (in the sense of Carleson;
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cf. [DGSV15]). It would be interesting to establish such a result for all Diophantine
frequency vectors.
Theorem E. Let γ > 0. For any N ≥ N0(V, a, b, γ) there exists a set ΩN ,
mes(ΩN ) < N
−1, and a constant δ0 = δ0(a, b,N) such that the following holds.
If ω ∈ Td(a, b) \ ΩN , E ∈ Sω, and L(ω,E) > γ, then
mes(Sω ∩ (E − δ, E + δ)) > δ
2
,
for any δ ∈ (0, δ0].
2. Basic Tools
In this section we discuss the basic results we will employ throughout the paper.
Many of them can be traced back to [GS01] and [GS08], and we will refer to these
papers for some of the proofs. Some of the results were originally derived only
for the single frequency case with a strong Diophantine condition, however they
easily extend to our more general context. For the convenience of the reader we
will sketch the proofs of such results.
We start by recalling some basic information related to the transfer matrix and
the Lyapunov exponent. If ψ is a solution of the difference equation
(2.1) − ψ(n+ 1)− ψ(n− 1) + V (x+ nω)ψ(n) = Eψ(n) , n ∈ Z
then for any a < b we have
(2.2)
[
ψ(b+ 1)
ψ(b)
]
=M[a,b](x, ω,E)
[
ψ(a)
ψ(a− 1)
]
where the transfer matrix is given by
M[a,b](x, ω,E) =
a∏
n=b
[
V (x + nω)− E −1
1 0
]
.
The transfer matrix is related to the Dirichlet determinants
f[a,b](x, ω,E) := det(H[a,b](x, ω)− E)
through the following formula
(2.3) M[a,b](x, ω,E) =
[
f[a,b](x, ω,E) −f[a+1,b](x, ω,E)
f[a,b−1](x, ω,E) −f[a+1,b−1](x, ω,E)
]
.
We let MN =M[1,N ] and
LN (ω,E) =
1
N
∫
Td
log ‖MN(x, ω,E)‖ dx.
The sequence LN is subadditive and the Lyapunov exponent is defined as
L(ω,E) = lim
N→∞
LN (ω,E) = inf
N
LN (ω,E).
Note that
(2.4) 0 ≤ log ‖MN(x, ω,E)‖ ≤ C(V, |E|)N
and therefore
(2.5) 0 ≤ LN (ω,E) ≤ C(V, |E|).
The lower bound in (2.4) is due to the fact that detMN(x, ω,E) = 1.
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It is known that V extends to be complex analytic on a set
Aρ := {x+ iy : x ∈ Td, y ∈ Rd, |y| < ρ},
with ρ = ρ(V ). We use | · | to denote the Euclidean norm. Let
LN (y, ω,E) =
1
N
∫
Td
log ‖MN(x + iy, ω, E)‖ dx,
L(y, ω,E) = lim
N→∞
LN (y, ω,E).
(2.6)
For y = 0 we reserve the notation L(ω,E). Most of the results in this section do
not use the fact that V assumes only real values on the torus Td and therefore,
they also hold on Td+ iy, |y| < ρ, with L(y, ω,E) instead of L(ω,E). In particular,
we care that this applies to all the results up to and including the uniform upper
estimates in Section 2.4.
Remark 2.1. We briefly comment on the use of constants. Unless stated otherwise,
the constants denoted by C might have different values each time they are used.
They will be allowed to depend on γ, ω, V, E, d. In most cases we leave the depen-
dence on d implicit. The dependence on V will be through ρ(V ) and the sup norm
of V on Aρ, ‖V ‖∞. The dependence on ω will be only on the parameters a, b of
the Diophantine condition. Constants depending on E can be chosen uniformly for
E in a bounded set. We let a . b denote a ≤ Cb with some positive C and and
a ≪ b denote a ≤ C−1b with a sufficiently large positive C. Finally, a ≃ b stands
for a . b and b . a. It will be clear from the context what the implicit constants
are allowed to depend on.
2.1. Large Deviations Estimates. The following result, called Large Deviations
Theorem (LDT) is the most basic tool in the localization theory. We refer to
[BG00], [GS01] for two different approaches to its proof.
Theorem 2.2. Assume ω ∈ Td(a, b), E ∈ C. There exist σ = σ(a, b), τ = τ(a, b),
σ, τ ∈ (0, 1), such that for N ≥ N0(V, a, b, |E|) one has
mes
{
x ∈ Td : | log ‖MN(x, ω,E)‖ −NLN(ω,E)| > N1−τ
}
< exp(−Nσ).
In [GS08] it was shown (see [GS08, Prop. 2.11]) that in the the regime of positive
Lyapunov exponent, the large deviations estimate extends to the entries of the
transfer matrix.
Theorem 2.3. Assume ω ∈ Td(a, b), E ∈ C, and L(ω,E) > γ > 0. There exist
σ = σ(a, b), τ = τ(a, b), σ, τ ∈ (0, 1), such that for N ≥ N0(V, a, b, |E|, γ) one has
mes
{
x ∈ Td : | log |fN(x, ω,E)| −NLN (ω,E)| > N1−τ
}
< exp(−Nσ).
The constants σ, τ in the (LDT) for determinants depend on the σ, τ from the
(LDT) for the transfer matrix. Since the sharpness of these constants plays no
role in our work, we choose them to be the same (by making the constants in
Theorem 2.2 smaller). We will refer to either of the deviations estimates as (LDT).
2.2. The Avalanche Principle. The following statement, known as the Avalanche
Principle (AP), is another basic tool in the theory of quasi-periodic Schro¨dinger op-
erators.
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Proposition 2.4 ([GS01, Prop. 2.2]). Let A1, . . . , An be a sequence of 2 × 2–
matrices whose determinants satisfy
(2.7) max
1≤j≤n
| detAj | ≤ 1.
Suppose that
min
1≤j≤n
‖Aj‖ ≥ µ > n and(2.8)
max
1≤j<n
[log ‖Aj+1‖+ log ‖Aj‖ − log ‖Aj+1Aj‖] < 1
2
logµ.(2.9)
Then
(2.10)
∣∣∣log ‖An . . . A1‖+ n−1∑
j=2
log ‖Aj‖ −
n−1∑
j=1
log ‖Aj+1Aj‖
∣∣∣ < Cn
µ
with some absolute constant C.
2.3. Estimates for the Lyapunov Exponent. Using (LDT) and (AP) one gets
the following estimate on the rate of convergence for the finite scale Lyapunov
exponent.
Proposition 2.5 ([GS01, Lem. 10.1]). Assume ω ∈ Td(a, b), E ∈ C, and L(ω,E) >
γ > 0. Then for any N ≥ 2,
0 ≤ LN (ω,E)− L(ω,E) < C (logN)
1/σ
N
,
where C = C(V, a, b, |E|, γ) and σ is as in (LDT).
We will need some estimates on the modulus of continuity of the Lyapunov
exponent. A first rough estimate can be obtained from the next lemma.
Lemma 2.6. Let N ≥ 1, (zi, wi, Ei) ∈ Cd × Cd × C, i = 1, 2, such that
| Im zi|, N | Imwi| < ρ(V ).
Then
(2.11)
∥∥MN(z1, w1, E1)−MN (z2, w2, E2)∥∥
≤
(
C(V ) + |E1|+ |E2|
)N
(|z1 − z2|+ |w1 − w2|+ |E1 − E2|) .
In particular we have
(2.12)
∣∣ log∥∥MN(z1, w1, E1)∥∥− log∥∥MN(z2, w2, E2)∥∥∣∣
≤
(
C(V ) + |E1|+ |E2|
)N
(|z1 − z2|+ |w1 − w2|+ |E1 − E2|) ,
provided the right-hand side is less than 1/2.
Proof. Let
Ai,n =
[
V (zi + nwi)− Ei −1
1 0
]
, i = 1, 2.
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Then
(2.13)
MN(z1, w1, E2)−MN (z2, w2, E2) =
N∑
n=1
A2,N . . . A2,n+1(A1,n−A2,n)A1,n−1 . . . A1,1
=
N∑
n=1
MN−n(z2, w2, E2)(A1,n −A2,n)Mn−1(z1, w1, E1).
Now (2.11) follows by using the Mean Value Theorem and the fact that we clearly
have
‖Ai,n‖ ≤ C(V ) + |Ei|.
The second inequality follows from (2.11) and the fact that | log x| ≤ 2|x − 1|,
provided |x− 1| ≤ 1/2. Indeed, we have
∣∣ log∥∥MN (z1, w1, E1)∥∥− log∥∥MN (z2, w2, E2)∥∥∣∣ . ∣∣∣∣‖MN (z1, w1, E1)‖‖MN (z2, w2, E2)‖ − 1
∣∣∣∣
≤ ‖MN(z1, w1, E1)−MN(z2, w2, E2)‖‖MN(z2, w2, E2)‖
provided the right-hand side is less than 1/2. The conclusion follows by recalling
that
‖MN(z, w,E)‖ ≥ 1 for any z, w,E.

We refine the result of the previous lemma using (AP) and then we deduce our
estimate on the modulus of continuity for LN(ω,E).
Lemma 2.7. Assume ω0 ∈ Td(a, b), E0 ∈ C, and L(ω0, E0) > γ > 0. Let σ
be as in (LDT) and let A be a constant such that σA ≥ 1. Then for all N ≥
N0(V, a, b, |E0|, γ, A),
(2.14) |log ‖MN(z, w,E)‖ − log ‖MN(x0, ω0, E0)‖| < exp
(−(logN)A)
for any x0 ∈ Td \ BN,ω0,E0 , mes(BN,ω0,E0) < exp
(−(logN)σA), and (z, w,E) ∈
Cd × Cd × C such that
(2.15) |z − x0|, |w − ω0|, |E − E0| < exp
(−(logN)4A) .
Proof. Let ℓ ≃ (logN)A+1, n = [N/ℓ],
Aj = Aj(x, ω,E) =Mℓ(x+ (j − 1)ℓω,E).
To simplify notation we assume that N = nℓ. It is easy to see how to adjust the
argument for general N .
Using (LDT) and Proposition 2.5 we get that
(2.16) min
1≤j≤n
‖Aj(x0, ω0, E0)‖ ≥ exp(ℓLℓ(ω0, E0)− ℓ1−τ ) ≥ exp(ℓγ/2) > n,
max
0≤j<n
[
log ‖Aj+1(x0, ω0, E0)‖+ log ‖Aj(x0, ω0, E0)‖
− log ‖Aj+1(x0, ω0, E0)Aj(x0, ω0, E0)‖
]
≤ γ
16
ℓ,
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for all x0 outside a set BN,ω0,E0 ⊂ Td with
mes (BN,ω0,E0) . n exp(−ℓσ) < exp(−(logN)σA)
(the last inequality holds provided that σA ≥ 1). Take x0 ∈ Td \ BN,E0,ω0 . We
apply (AP) with µ = exp(ℓγ/2) to get
(2.17)
∣∣∣log ‖MN(x0, ω0, E0)‖+ n−1∑
j=2
log ‖Aj(x0, ω0, E0)‖
−
n−1∑
j=1
log ‖Aj+1(x0, ω0, E0)Aj(x0, ω0, E0)‖
∣∣∣ < Cn exp(−γℓ/2).
Take z, w,E satisfying (2.15). Using Lemma 2.6 it follows that
(2.18) min
1≤j≤n
‖Aj(z, w,E)‖ ≥ exp(ℓγ/4) > n,
max
0≤j<n
[
log ‖Aj+1(z, w,E)‖ + log ‖Aj(z, w,E)‖
− log ‖Aj+1(z, w,E)Aj(z, w,E)‖
]
≤ γ
8
ℓ.
We apply (AP) again, this time with µ = exp(γℓ/4), to get
(2.19)
∣∣∣log ‖MN(z, w,E)‖+ n−1∑
j=2
log ‖Aj(z, w,E)‖
−
n−1∑
j=1
log ‖Aj+1(z, w,E)Aj(z, w,E)‖
∣∣∣ < Cn exp(−γℓ/4).
Subtracting (2.17) from (2.19) and applying Lemma 2.6, term-wise, yields (2.14).

Proposition 2.8. Assume ω0 ∈ Td(a, b), E0 ∈ C, and L(ω0, E0) > γ > 0. Let
σ be as in (LDT) and let A be a constant such that σA ≥ 1. Then for all N ≥
N0(V, a, b, |E0|, γ, A),∣∣LN (ω,E)− LN (ω0, E0)∣∣ < exp (−(logN)σA)
provided |ω − ω0|, |E − E0| ≤ exp
(−(logN)4A).
Proof. We have∣∣LN(ω,E)− LN(ω0, E0)∣∣ ≤ 1
N
∫
Td
| log ‖MN(x, ω,E)‖ − log ‖MN(x, ω0, E0)‖| dx
and the conclusion follows from Lemma 2.7. 
As a consequence we obtain the log-Ho¨lder continuity of the Lyapunov exponent.
Proposition 2.9. Assume ω0 ∈ Td(a, b), E0 ∈ C, and L(ω0, E0) > γ > 0. There
exists ε0 = ε0(V, a, b, |E0|, γ) such that if |E − E0| < ε0, then L(ω0, E) > γ/2 and
|L(ω0, E)− L(ω0, E0)| ≤ exp
(
1
2
(− log |E − E0|)σ/4
)
,
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with σ as in (LDT). Furthermore, if ω ∈ Td(a, b)∩(ω0−ε0, ω0+ε0), then L(ω,E0) >
γ/2 and
|L(ω,E0)− L(ω0, E0)| ≤ exp
(
1
2
(− log |ω − ω0|)σ/4
)
.
Proof. From Proposition 2.5 and Proposition 2.8 we have that
|L(ω0, E)− L(ω0, E0)| < C (logN)
1/σ
N
≤ exp(−1
2
log(N + 1))
≤ exp
(
1
2
(− log |E − E0|)σ/4
)
<
γ
2
,
provided
exp(−(log(N + 1))4/σ) ≤ |E − E0| ≤ exp(−(logN)4/σ)
and N ≥ N0(V, a, b, |E0|, γ). The first statement follows by setting
ε0 = exp(−(logN0)4/σ).
The second statement follows in the same way (note that we need ω ∈ Td(a, b) to
use Proposition 2.5). 
Remark 2.10. The above result is essentially proved in [GS01, Prop. 10.2], however
the existence of the interval (E0 − ε0, E0 + ε0) is not covered explicitly there.
We are also interested in the modulus of continuity of LN (y, ω,E) with respect
to y. We will show that LN is in fact Lipschitz in y. The proof will be based on
the following fact.
Lemma 2.11 ([GS08, Lem. 4.1]). Let 1 > ρ > 0 and suppose u is subharmonic on
Aρ := {x+ iy : x ∈ T, |y| < ρ},
such that supAρ u ≤ 1 and
∫
T
u(x) dx ≥ 0. Then for any y, y′ so that − ρ2 < y, y′ < ρ2
one has ∣∣∣∣
∫
T
u(x+ iy) dx−
∫
T
u(x+ iy′) dx
∣∣∣∣ ≤ Cρ|y − y′|.
Corollary 2.12. Let ω ∈ Td, E ∈ C. There exists C = C(V, |E|) such that
|LN (y, ω,E)− LN (ω,E)| ≤ C
d∑
i=1
|yi| for all |y| < ρ(V ),
uniformly in N . In particular, the same bound holds with L instead of LN .
Proof. If d = 1, then the statement follows directly from Lemma 2.11 applied to
u(z) = 1CN log ‖MN(z, ω,E)‖ (with C as in (2.4)). Let us verify the statement for
d = 2. Let
vy2(x1 + iy1) :=
∫
T
1
CN
log ‖MN(x1 + iy1, x2 + iy2, ω, E)‖ dx2.
By Lemma 2.11
|vy2(x1 + iy1)− v0(x1 + iy1)| ≤ C|y2|.
Since vy2 is subharmonic for any fixed y2, Lemma 2.11 also implies∣∣∣∣
∫
T
vy2(x1 + iy1) dx1 −
∫
T
vy2(x1) dx1
∣∣∣∣ ≤ C|y1|.
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So we have
|LN(ω,E)− LN(y, ω,E)| =
∣∣∣∣
∫
T
v0(x1) dx1 −
∫
T
vy2(x1 + iy1) dx1
∣∣∣∣
≤
∣∣∣∣
∫
T
(v0(x1)− v0(x1 + iy1)) dx1
∣∣∣∣ +
∣∣∣∣
∫
T
(v0(x1 + iy1)− vy2(x1 + iy1)) dx1
∣∣∣∣
≤ C(|y1|+ |y2|).
For general d the proof is completely similar with help of induction over d. 
2.4. Uniform Upper Estimates. The upper bound from (2.4) can be improved
by invoking the sub-mean value property for subharmonic functions.
Proposition 2.13. Assume ω ∈ Td(a, b), E ∈ C, and L(ω,E) > γ > 0. Then for
all N ≥ 1,
(2.20) sup
x∈Td
log ‖MN(x, ω,E)‖ ≤ NLN(ω,E) + CN1−τ ,
with C = C(V, a, b, |E|, γ) and τ as in (LDT).
Proof. We only check (2.20) for N large enough, for smaller N we simply choose C
large enough. By (LDT),
(2.21)
mes
{
x ∈ Td : | log ‖MN(x+ iy, ω, E)‖ −NLN (y, ω,E)| > N1−τ
}
< exp(−Nσ),
and using Corollary 2.12 we have
(2.22)
mes
{
x ∈ Td : | log ‖MN(x+ iy, ω, E)‖ −NLN(ω,E)| > 2N1−τ
}
< exp(−Nσ),
provided |y| ≤ 1/N . Due to the sub-mean value property for subharmonic functions
we have
(2.23) log ‖MN(x, ω,E)‖ ≤ (πr2)−d
∫
P
log ‖MN(ξ + iy, ω, E)‖ dξdy,
where P =
∏
D(xj , r), x = (x1, . . . , xd), r = N
−1. Denote by By ⊂ Td the set in
(2.22). Let
B = {(ξ, y) ∈ [0, 1]d × (−r, r)d : ξ ∈ By}.
Due to (2.22) we have
(πr2)−d
∫
P\B
log ‖MN(ξ + iy, ω, E)‖ dξdy ≤ NLN (ω,E) + 2N1−τ .(2.24)
On the other hand, due to (2.4)
(πr2)−d
∫
P∩B
log ‖MN(ξ + iy, ω, E)‖ dξdy ≤ (πr2)−dCNmes(B) < exp(−Nσ/2).
(2.25)
The conclusion follows by combining (2.23), (2.24), and (2.25). 
For the purpose of Cartan’s estimate (see Section 2.5) we need to extend the
uniform estimate to complex neighborhoods of (x, ω,E). It is crucial that the size
of the neighborhood in the next result is much larger than what can be obtained
by simply applying Lemma 2.6.
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Corollary 2.14. Assume ω0 ∈ Td(a, b), E0 ∈ C, and L(ω0, E0) > γ > 0. Let σ, τ
as in (LDT). For all N ≥ N0(V, a, b, |E0|, γ) and (y, w,E) ∈ Rd×Cd×C such that
|y| < 1/N, |w − ω0|, |E − E0| < exp(−(logN)8/σ),
we have
sup
x∈Td
log ‖MN(x+ iy, w,E)‖ ≤ NLN(ω0, E0) + CN1−τ ,
with C = C(V, a, b, |E0|, γ). In particular, we also have
sup
x∈Td
log |fN (x+ iy, w,E)| ≤ NLN(ω0, E0) + CN1−τ .
Proof. Take y, w,E satisfying the assumptions. Due to Proposition 2.13 and Lemma 2.7
(with A = 2/σ; both results are applied on Td + iy), we have that
log ‖MN(x + iy, w,E)‖ ≤ NLN(y, ω0, E0) + CN1−τ
for any x ∈ Td \By, mes(By) < exp(−(logN)2). Now we can employ the sub-mean
value property for subharmonic functions just as in the proof of Proposition 2.13
and the conclusion follows. 
Another consequence of the uniform upper estimate is an improvement of the
stability estimate from Lemma 2.6.
Corollary 2.15. Assume ω0 ∈ Td(a, b), E0 ∈ C, and L(ω0, E0) > γ > 0. Let σ, τ
as in (LDT). For all N ≥ N0(V, a, b, |E0|, γ) and (zi, wi, Ei) ∈ Cd × Cd × C such
that
| Im zi| < 1/N, |wi − ω0|, |Ei − E0| < exp(−(logN)8/σ), i = 1, 2
we have
‖MN (z1, w1, E1)−MN (z2, w2, E2)‖
≤ (|z1 − z2|+ |w1 − w2|+ |E1 − E2|) exp
(
NL (ω0, E0) + CN
1−τ
)
,
with C = C(V, a, b, |E0|, γ). In particular,
(2.26)
∣∣ log∥∥MN(z1, w1, E1)∥∥− log∥∥MN(z2, w2, E2)∥∥∣∣
≤ (|z1 − z2|+ |w1 − w2|+ |E1 − E2|) exp (NL(ω0, E0) + CN1−τ
)
,
(2.27) |log |fN(z1, w1, E1)| − log |fN (z2, w2, E2)||
≤ (|z1 − z2|+ |w1 − w2|+ |E1 − E2|)
exp (NL(ω0, E0) + CN
1−τ
)
maxi |fN(zi, wi, Ei)| ,
provided the right-hand sides of (2.26) and (2.27) are less than 1/2.
Proof. The proof is completely analogous to that of Lemma 2.6. The only difference
is that now we can use Corollary 2.14 to bound the MN−n,Mn−1 factors in (2.13).

In a similar manner one can treat the stability of MN , fN under a change of
the potential. Let M˜N and f˜N denote the transfer matrices and the Dirichlet
determinants associated to the operator having V˜ as a potential instead of V .
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Lemma 2.16. Assume ω ∈ Td(a, b), E ∈ C, and L(ω,E) > γ > 0. Then for any
x ∈ Td and N ≥ 1 we have∥∥∥MN (x, ω,E)− M˜N (x, ω,E)∥∥∥ ≤ ‖V − V˜ ‖∞ exp (NL (ω,E) + CN1−τ ) ,
with C = C(V, a, b, |E|, γ). In particular,∣∣∣log ‖MN(x, ω,E)‖ − log ‖M˜N (x, ω,E)‖∣∣∣ ≤ ‖V − V˜ ‖∞ exp (NL(ω,E) + CN1−τ ),∣∣∣log |fN (x, ω,E)| − log |f˜N (x, ω,E)|∣∣∣ ≤ ‖V−V˜ ‖∞ exp (NL(ω,E) + CN1−τ
)
max
(∣∣fN(x, ω,E)∣∣, ∣∣f˜N(x, ω,E)∣∣) ,
provided the right-hand sides are less than 1/2.
2.5. Cartan’s Estimate. We adopt the definition of Cartan sets from [GS08].
Definition 2.17. Let H ≫ 1. For an arbitrary subset B ⊂ D(z0, 1) ⊂ C we say
that B ∈ Car1(H,K) if B ⊂
j0⋃
j=1
D(zj , rj) with j0 ≤ K, and
(2.28)
∑
j
rj < e
−H .
If d is a positive integer greater than one and B ⊂
d∏
i=1
D(zi,0, 1) ⊂ Cd then we
define inductively that B ∈ Card(H,K) if for any 1 ≤ j ≤ d there exists Bj ⊂
D(zj,0, 1) ⊂ C,Bj ∈ Car1(H,K) so that B(j)z ∈ Card−1(H,K) for any z ∈ C \ Bj ,
here B
(j)
z = {(z1, . . . , zd) ∈ B : zj = z}.
The above definition appears naturally from the proof of the following general-
ization of the usual Cartan estimate (see [Lev96, Lecture 11]) to several variables.
Lemma 2.18 ([GS08, Lem. 2.15]). Let ϕ(z1, . . . , zd) be an analytic function defined
in a polydisk P =
d∏
j=1
D(zj,0, 1), zj,0 ∈ C. Let M ≥ sup
z∈P
log |ϕ(z)|, m ≤ log∣∣ϕ(z0)∣∣,
z0 = (z1,0, . . . , zd,0). Given H ≫ 1 there exists a set B ⊂ P, B ∈ Card
(
H1/d,K
)
,
K = CdH(M −m), such that
(2.29) log
∣∣ϕ(z)∣∣ > M − CdH(M −m)
for any z ∈ ∏dj=1D(zj,0, 1/6) \ B. Furthermore, when d = 1 we can take K =
C(M −m) and keep only the disks of B containing a zero of φ in them.
We note that the definition of the Cartan sets gives implicit information about
their measure.
Lemma 2.19. If B ∈ Card(H,K) then
mesCd(B) ≤ C(d)e−H and mesRd(B ∩ Rd) ≤ C(d)e−H .
Proof. The case d = 1 follows immediately from the definition of Car1. The case
d > 1 follows by induction, using Fubini and the definition of Card. 
Cartan’s estimate allows us to argue that if the (LDT) estimate fails for fN (x, ω,E),
then x and E are close to zeros of fN .
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Lemma 2.20. Assume x ∈ Td, ω ∈ Td(a, b), E ∈ C, and L(ω,E) > γ > 0. Let
H ≫ 1 and τ, σ as in (LDT). There exists C0 = C0(V, a, b, |E|, γ), such that for
any N ≥ N0(V, a, b, |E|, γ), if
log |fN(x, ω,E)| ≤ NLN(ω,E)− C0HN1−τ ,
then there exists z ∈ Cd, |z − x| . exp(−(H + Nσ/d)) such that fN (z, ω,E) = 0.
Furthermore,
‖(HN(x, ω)− E)−1‖ ≥ c(V ) exp(H +Nσ/d).
Proof. By (LDT) there exists x0, |x− x0| . exp(−Nσ/d) such that
log |fN (x0, ω, E)| > NLN(ω,E)−N1−τ .
Let
φ(ζ) = fN
(
x0 +
C exp(−Nσ/d)ζ
|x− x0| (x− x0), ω, E
)
.
Let ζx be such that φ(ζx) = fN (x, ω,E). Our choice of scaling is such that ζx ∈
D(0, 1/7). Using the uniform upper estimate from Corollary 2.14, we can apply
Cartan’s estimate to get
(2.30) log |φ(ζ)| > NLN(ω,E)− CHN1−τ
for all ζ ∈ D(0, 1/6) \ B, with B ∈ Car1(H,CHN1−τ ). It follows that ζx ∈
D(ζj , rj) ⊂ B, with rj < exp(−H). By the second part of Lemma 2.18, there exists
ζ′ ∈ D(ζj , rj) such that φ(ζ′) = 0. The first statement follows with
z = x0 +
C exp(−Nσ/d)ζ′
|x− x0| (x− x0).
The second statement follows from the facts that
‖HN (z, ω)−HN (x, ω)‖ ≤ C(V )|z − x|
and that if
‖(HN (x, ω)− E)−1‖‖HN(z, ω)−HN (x, ω)‖ < 1,
then HN (z, ω)− E would be invertible. 
We will need the following immediate consequence of the previous lemma. We
refer to this result as the spectral form of (LDT).
Corollary 2.21. Assume x ∈ Td, ω ∈ Td(a, b), E ∈ C, and L(ω,E) > γ > 0. Let
τ, σ as in (LDT). If N ≥ N0(V, a, b, |E|, γ) and
‖(HN(x, ω) − E)−1‖ ≤ exp(Nσ/2),
then
log |fN (x, ω,E)| > NLN (ω,E)−N1−τ/2.
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2.6. Poisson’s Formula. Recall that for any solution ψ of the difference equation
(2.1), Poisson’s formula reads
(2.31)
ψ(m) = G[a,b](x, ω,E;m, a)ψ(a− 1) + G[a,b](x, ω,E;m, b)ψ(b+ 1), m ∈ [a, b],
where G[a,b](x, ω,E) =
(
H[a,b](x, ω)− E
)−1
is the Green’s function. In particular,
if ψ is a solution of equation (2.1), which satisfies a zero boundary condition at the
left or the right edge, i.e.,
(2.32) ψ(a− 1) = 0 or ψ(b + 1) = 0,
then
(2.33) ψ(m) = G[a,b](x, ω,E;m, b)ψ(b+1) or ψ(m) = G[a,b](x, ω,E;m, a)ψ(a− 1).
Poisson’s formula gives us a way to show how the decay of Green’s function on
an interval can be deduced, via a covering argument, from its decay on smaller
subintervals. We let
δm,n =
{
0 , n 6= m
1 , n = m
.
Our covering lemma is as follows.
Lemma 2.22. Let x, ω ∈ Td, E ∈ R, and [a, b] ⊂ Z. If for any m ∈ [a, b], there
exists an interval Im = [am, bm] ⊂ [a, b] containing m such that
(2.34) (1− δa,am) |GIm(x, ω,E;m, am)|+ (1− δb,bm) |GIm(x, ω,E;m, bm)| < 1,
then E /∈ specH[a,b](x, ω).
Proof. Assume to the contrary that E ∈ specH[a,b](x, ω) and let ψ be a correspond-
ing eigenvector. Let m ∈ [a, b] be such that |ψ(m)| = maxn |ψ(n)|. The hypothesis
together with the Poisson formula (2.31) gives us that |ψ(m)| < max(|ψ(am)|, |ψ(bm)|)
if am 6= a and bm 6= b, |ψ(m)| < |ψ(bm)| if am = a, and |ψ(m)| < |ψ(am)| if bm = b.
In either case we reach a contradiction, so we must have E /∈ specH[a,b](x, ω). 
Remark 2.23. We comment on the use of Lemma 2.22. By stability considerations,
the condition (2.34) will hold for energies E in some interval (E0 − δ, E0 + δ). The
conclusion will then be that (E0 − δ, E0 + δ) ∩ specH[a,b](x, ω) = ∅ and therefore
‖G[a,b](x, ω,E0)‖ < 1δ . One would then apply the spectral form of (LDT) and the
next lemma to get the decay of Green’s function on [a, b].
The condition (2.34) and its stability in E will be obtained from the following
lemma in conjuction with (LDT) for determinants.
Lemma 2.24. Assume x0 ∈ Td, ω0 ∈ Td(a, b), E0 ∈ C, and L(ω0, E0) > γ > 0.
Let K ∈ R and τ be as in (LDT). There exists C0 = C0(V, a, b, |E0|, γ) such that if
N ≥ N0(V, a, b, |E0|, γ) and
(2.35) log
∣∣fN(x0, ω0, E0)∣∣ > NLN (ω0, E0)−K,
then for any (x, ω,E) ∈ Td×Td×C with |x−x0|, |ω−ω0|, |E−E0| < exp(−(K+
C0N
1−τ )) we have∣∣G[1,N ](x, ω,E; j, k)∣∣ ≤ exp(−γ
2
|k − j|+K + 2C0N1−τ
)
,(2.36) ∥∥G[1,N ](x, ω,E)∥∥ ≤ exp(K + 3C0N1−τ ).(2.37)
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Proof. Take |x−x0|, |ω−ω0|, |E−E0| < exp(−(K+CN1−τ )) with C large enough.
Using Corollary 2.15 we have
log
∣∣fN (x, ω,E)∣∣ ≥ log ∣∣fN (x0, ω0, E0)∣∣ − 1 ≥ NLN(ω0, E0)−K − 1
≥ NLN(ω,E)−K − 2 ≥ NL(ω,E)−K − 2.
By Cramer’s rule and the uniform upper bound of Proposition 2.13,∣∣G[1,N ](x, ω,E; j, k)∣∣ = |fj−1(x, ω,E)| · |fN−k(x+ kω, ω,E)||fN(x, ω,E)|
≤ exp (−(k − j)L(ω,E) + CN1−τ +K + 2) ≤ exp(−γ
2
(k − j) +K + 2CN1−τ )
(we assumed j ≤ k and we also used Proposition 2.9). The estimate (2.37) follows
from (2.36). 
Finally, we give a very important application of the covering lemma in combina-
tion with the spectral form of (LDT) and with Lemma 2.24. We call it the covering
form of (LDT).
Lemma 2.25. Assume N ≥ 1, x0 ∈ Td, ω0 ∈ Td(a, b), E0 ∈ R, and L(ω0, E0) >
γ > 0. Let τ, σ be as in (LDT). Suppose that for each point m ∈ [1, N ] there exists
an interval Im ⊂ [1, N ] such that:
(i) dist(m, [1, N ] \ Im) ≥ |Im|/100,
(ii) ℓ0(V, a, b, |E0|, γ) ≤ |Im|,
(iii) log |fIm(x0, ω0, E0)| > |Im|L|Im|(ω0, E0)− |Im|1−τ/4.
Then for any (x, ω,E) ∈ Td × Td × C such that
|x− x0|, N |ω − ω0|, |E − E0| < exp(−2max
m
|Im|1−τ/4),
we have
dist(E, specHN (x, ω)) ≥ exp(−2max
m
|Im|1−τ/4).
Furthermore, if we also have ω ∈ Td(a, b) and maxm |Im| ≤ Nσ/2, then
log
∣∣fN(x, ω,E)∣∣ > NLN(ω,E)−N1−τ/2.
Proof. Due to (iii) and Lemma 2.24 we have that
|GIm(x, ω,E;m, k)| ≤ exp
(
−γ
2
|m− k|+ 3
2
|Im|1−τ/4
)
,
provided
|x− x0|, N |ω − ω0|, |E − E0| < exp
(
−3
2
|Im|1−τ/4
)
.
This and assumptions (i) and (ii) guarantee that the assumptions of Lemma 2.22
are satisfied, and therefore E /∈ specHN (x, ω), whenever
|E − E0| < exp(−3
2
max
m
|Im|1−τ/4).
Therefore, if |E − E0| < exp(− 32 maxm |Im|1−τ/4)/2, then
dist(E, specHN (x, ω)) ≥ exp
(
−3
2
max
m
|Im|1−τ/4
)
/2.
This proves the first statement.
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If we have maxm |Im| ≤ Nσ/2, then
dist(E, specHN (x, ω)) ≥ exp(−Nσ/2)
and the second statement follows from Corollary 2.21. 
2.7. Wegner’s Estimate. We will need an estimate for the probability that there
exists an eigenvalue of HN (x, ω) in some given interval (E − ε, E + ε). From
Lemma 2.24 and (LDT) it follows immediately that if ε = exp(−CN1−τ ), then
this probability is less than exp(−Nσ). However, we will need to have control over
intervals which are much larger. This is readily achieved by using the covering form
of (LDT).
Proposition 2.26. Assume ω0 ∈ Td(a, b), E0 ∈ C, and L(ω0, E0) > γ > 0. Let σ
be as in (LDT). Let ℓ,N be integers such that (2 logN)1/σ ≤ ℓ ≤ N . Then for any
N ≥ N0(V, a, b, |E0|, γ) there exists a set BN,ω0,E0 , mes(BN,ω0,E0) < exp(−ℓσ/2)
such that for any x ∈ Td \BN,ω0,E0 and any (ω,E) ∈ Td×C, N |ω−ω0|, |E−E0| <
exp(−ℓ), we have
dist(E, specHN (x, ω)) ≥ exp(−ℓ)
Proof. Take ω,E satisfying the assumptions. Let BN,ω0,E0 be the set of x such that
log |fℓ(x+ (m− 1)ω0, ω0, E0)| > ℓLℓ(ω0, E0)− ℓ1−τ , m ∈ [1, N ].
By (LDT), we have
mes(BN,ω0,E0) < N exp(−ℓσ) ≤ exp(−ℓσ/2).
By the covering form of (LDT), for any x /∈ BN,ω0,E0 we have
dist(E, specHN (x, ω)) ≥ exp(−ℓ),
thus concluding the proof. 
An important consequence of Wegner’s estimate is that the graphs of the eigen-
values cannot be too flat.
Lemma 2.27. Let ω ∈ Td(a, b), γ > 0, σ be as in (LDT), and ℓ,N be integers
such that (2 logN)1/σ ≤ ℓ ≤ N . For any N ≥ N0(V, a, b, γ) we have that if S ⊆ Td
is connected and
mes(S) ≥ exp(−ℓσ/2),
then
mes(E
(N)
j (S, ω)) ≥ exp(−ℓ)
for any j ∈ {1, . . . , N} such that L(ω,E) > γ on E(N)j (S, ω).
Proof. Since the eigenvalues are continuous in phase, the sets E
(N)
j (S, ω) are inter-
vals. Assume that L(ω,E) > γ on E
(N)
j (S, ω) and let E be the middle point of the
interval E
(N)
j (S, ω). Then
S ⊂ {x ∈ Td : dist(E, specHN (x, ω)) < mes(E(N)j (S, ω))}.
By Proposition 2.26, we need to have mes(E
(N)
j (S, ω)) ≥ exp(−ℓ), otherwise the
above would imply mes(S) < exp(−ℓσ/2). 
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2.8. Weierstrass’ Preparation Theorem. We also need to discuss shortly a
version of Weierstrass’ preparation theorem for an analytic function f(z, w1, . . . , wd)
defined in a polydisk
(2.38) P = D(z0, R0)×
d∏
j=1
D(wj,0, R0), z0, wj,0 ∈ C, R0 > 0 .
Lemma 2.28. Assume that f(·, w1, . . . , wd) has no zeros on some circle
{z : |z − z0| = r} , 0 < r < R0/2,
for any w = (w1, . . . , wd) ∈ P =
d∏
j=1
D(wj,0, rj,0) where 0 < rj,0 < R0. Then there
exist a polynomial P (z, w) = zk + ak−1(w)z
k−1 + · · · + a0(w) with aj(w) analytic
in P and an analytic function g(z, w), (z, w) ∈ D(z0, r) × P so that the following
properties hold:
(a) f(z, w) = P (z, w)g(z, w) for any (z, w) ∈ D(z0, r)× P,
(b) g(z, w) 6= 0 for any (z, w) ∈ D(z0, r)× P,
(c) for any w ∈ P, P (·, w) has no zeros in C \D(z0, r).
Proof. By the usual Weierstrass argument, one notes that
bp(w) :=
k∑
j=1
ζpj (w) =
1
2πi
∮
|z−z0|=r
zp
∂zf(z, w)
f(z, w)
dz
are analytic in w ∈ P. Here ζj(w) are the zeros of f(·, w) in D(z0, r). Since
the coefficients aj(w) are linear combinations of the bp, they are analytic in w.
Analyticity of g follows by standard arguments. 
2.9. Resultants. Let us recall the definition of the resultant of two polynomials
and deduce a key property that will be needed in conjunction with Weierstrass’
Preparation Theorem. Let f(z) = zk+ak−1z
k−1+· · ·+a0, g(z) = zm+bm−1zm−1+
· · · + b0 be polynomials with complex coefficients. Let ζi, 1 ≤ i ≤ k and ηj ,
1 ≤ j ≤ m be the zeros of f(z) and g(z) respectively. The resultant of f and g is
defined as follows:
(2.39) Res(f, g) =
∏
i,j
(ζi − ηj) =
∏
i
g(ζi) = (−1)k
∏
j
f(ηj).
The resultant can also be expressed explicitly in terms of the coefficients (see [Lan02,
p. 200]):
Res(f, g) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
m︷ ︸︸ ︷
1 0 · · ·
ak−1 1 · · ·
ak−2 ak−1 · · ·
· · · · · · · · ·
· · · · · · · · ·
· · · · · · · · ·
a0 a1
0 a0
k︷ ︸︸ ︷
1 0 · · · 0
bm−1 1 · · · · · ·
bm−2 bm−1 · · · · · ·
· · · · · · · · · · · ·
· · · · · · · · · · · ·
· · · · · · · · · · · ·
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
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Lemma 2.29. Let f, g be polynomials as above and set
s = max(k,m), r = max(max |ζi|,max |ηj |).
Let δ ∈ (0, 1). If |Res(f, g)| > δ and r ≤ 1/2, then
max(|f(z)|, |g(z)|) >
(
δ
2
)s
for all z.
Proof. We argue by contradiction. Suppose there exists z such that
max(|f(z)|, |g(z)|) ≤
(
δ
2
)s
.
Then there exist ζi0 , ηj0 such that |z−ζi0 |, |z−ηj0 | ≤ δ/2. We have that |ζi0−ηj0 | ≤
δ and by the assumption that r ≤ 1/2, |ζi− ηj | ≤ 1. Therefore, |Res(f, g)| ≤ δ and
we arrived at a contradiction. 
2.10. Semialgebraic Sets. Recall that a set S ⊂ Rn is called semialgebraic if it
is a finite union of sets defined by a finite number of polynomial equalities and
inequalities. More precisely, a semialgebraic set S ⊂ Rn is given by an expression
S = ∪j ∩ℓ∈Lj {Pℓsjℓ0},
where {P1, . . . , Ps} is a collection of polynomials of n variables,
Lj ⊂ {1, . . . , s} and sjℓ ∈ {>,<,=}.
If the degrees of the polynomials are bounded by d, then we say that the degree of S
is bounded by sd. We refer to [Bou05, Ch. 9] for more information on semialgebraic
sets.
Semialgebraic sets will be introduced by approximating the potential V with a
polynomial V˜ . More precisely, given N ≥ 1, by truncating V ’s Fourier series and
the Taylor series of the trigonometric functions, one can obtain a polynomial V˜ of
degree . N4 such that
(2.40) ‖V − V˜ ‖∞ . exp(−N2)
(see [Bou05, Ch. 10] for some details; the sup norm is taken over Td). The precise
bound on the degree will not be important, as long as the bound is polynomial in N .
If we let H˜N (x, ω) be the operator with this truncated potential V˜ and E˜
(N)
j (x, ω)
its eigenvalues, then
(2.41) |E(N)j (x, ω)− E˜(N)j (x, ω)| ≤ ‖HN(x, ω)− H˜N (x, ω)‖ . ‖V − V˜ ‖∞.
This and Lemma 2.16 will ensure that our estimates at scale N are stable under
the change of potential.
For the purpose of semialgebraic approximation we also need to consider the set
T
d
N (a, b) =
{
ω ∈ Td : ‖k · ω‖ ≥ a|k|b , for all k ∈ Z
d, 0 < |k| ≤ N
}
.
Remark 2.30. All the scaleN results presented so far that require the frequency ω to
be Diophantine, also work for ω ∈ TdN (a, b). Furthermore, whenever the positivity
of the Lyapunov exponent is required, the positivity of LN suffices. This is simply
because the proofs of the results at scale N never depend on what happens at larger
scales. In particular, this observation applies to (LDT), Wegner’s estimate, and the
uniform upper bound from Proposition 2.13.
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The only remaining issue is having a semialgebraic approximation for LN(ω,E).
We deal with this in Lemma 2.33, in the same way as in [BG00], though with a
different proof. The proof of Lemma 2.33 will be based on the following result.
Lemma 2.31 ([Bou05, Cor. 9.7]). Let S ⊂ [0, 1]d be semialgebraic of degree B and
mes(S) < η. Let J be an integer such that
logB ≪ log J < log 1
η
.
Then, for any x0 ∈ Td and ω ∈ TdJ(a, b),
#{j = 1, . . . , J : x0 + jω ∈ S(modZd)} < J1−δ
for some δ = δ(ω).
To apply Lemma 2.31 we need the following lemma.
Lemma 2.32. Let N ≥ 1, ω ∈ TdN (a, b), E ∈ R , σ, τ as in (LDT), and
BN := {x ∈ Td : | log ‖MN(x, ω,E)‖ −NLN (ω,E)| ≥ 4N1−τ}.
There exists a semialgebraic set SN such that BN ⊂ SN , deg(SN ) ≤ NC, and
mes(SN ) < exp(−Nσ) provided N ≥ N0(V, a, b, |E|).
Proof. Take V˜ as in (2.40) and let
SN :=
{
x ∈ Td : | log ‖M˜N(x, ω,E)‖HS −NLN(ω,E)| ≥ 2N1−τ
}
,
where ‖ · ‖HS denotes the Hilbert-Schmidt norm. Clearly deg(SN ) ≤ NC , and
BN ⊂ SN follows from Lemma 2.16. The measure estimate follows from (LDT)
and the fact that, by Lemma 2.16,
SN ⊂ {x ∈ Td : | log ‖MN(x, ω,E)‖ −NLN (ω,E)| > N1−τ}.

We can now prove the result that we use to handle LN (ω,E).
Lemma 2.33. Let σ, τ as in (LDT). Then for any N ≥ N0(V, a, b, |E|),
C(a, b) logN ≤ log J < Nσ,
x ∈ Td, ω ∈ TdJ (a, b), E ∈ R, we have∣∣∣∣∣∣ 1J
J∑
j=1
log ‖MN(x+ jω, ω,E)‖ −NLN(ω,E)
∣∣∣∣∣∣ ≤ 5N1−τ .
Proof. Let BN and SN be as in Lemma 2.32. For any x ∈ Td \ SN we have
NLN(ω,E)− 4N1−τ ≤ log ‖MN(x, ω,E)‖ ≤ NLN(ω,E) + 4N1−τ ,
whereas for x ∈ SN we only have
0 ≤ log ‖MN(x, ω,E)‖ ≤ C(V, |E|)N.
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Take J satisfying the assumptions. From the above and Lemma 2.31 we get
5N1−τ ≥ J − J
1−δ
J
(4N1−τ ) +
J1−δ
J
(CN)
≥ 1
J
J∑
j=1
log ‖MN(x+ jω, ω,E)‖ −NLN(ω,E)
≥ J − J
1−δ
J
(−4N1−τ ) + J
1−δ
J
(−NLN(ω,E)) ≥ −5N1−τ .
This concludes the proof. 
Finally, we discuss a particular result on semialgebraic approximation needed for
our applications.
Lemma 2.34. Let N ≥ 1, γ > 0, and σ, τ as in (LDT). Let BN be the set of
(x, ω,E) ∈ Td × Td(a, b)× R such that L(ω,E) > γ and
log |fN (x, ω,E)| ≤ NLN (ω,E)−N1−τ/2.
Then there exists a semialgebraic set SN such that BN ⊂ SN , deg(SN ) ≤ NC(a,b),
and mes(SN ) < exp(−Nσ/2), provided N ≥ N0(V, a, b, γ). Furthermore,
mes(SN (ω,E)) < exp(−Nσ), SN (ω,E) = {x : (x, ω,E) ∈ SN}.
Proof. Note that by the spectral form of (LDT) (see Corollary 2.21), the definition
of BN implicitly restricts E to be in a bounded interval [−C(V ), C(V )] containing
∪x,ω specHN (x, ω). Take V˜ as in (2.40) and let SN be the set of
(x, ω,E) ∈ Td × TdJ (a, b)× [−C(V ), C(V )], J = NC(a,b)
such that
1
NJ
J∑
j=1
log ‖M˜N(x+ jω, ω,E)‖HS ≥ γ
2
log |f˜N (x, ω,E)| ≤ 1
J
J∑
j=1
log ‖M˜N(x+ jω, ω,E)‖HS −N1−τ/2/2.
Clearly deg(SN ) ≤ NC , and BN ⊂ SN follows from Lemma 2.16, Lemma 2.33, and
Proposition 2.5. For the measure estimate note that for (x, ω,E) ∈ SN we have
LN(ω,E) ≥ γ/4 and
log |fN (x, ω,E)| ≤ NLN(ω,E)−N1−τ/2/4.
By (LDT) (recall Remark 2.30), mes(SN (ω,E)) < exp(−Nσ) and therefore
mes(SN ) < 2C(V ) exp(−Nσ) < exp(−Nσ/2).

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2.11. Perturbation Theory. In this section we state some standard facts on inter-
lacing eigenvalues and basic perturbation theory. They will be needed in Section 5.
Lemma 2.35 ([HJ85, Thm. 4.3.15]). Let H be a n × n Hermitian matrix, let r
be an integer with 1 ≤ r ≤ n, and let Hr be any r × r principal submatrix of H
(obtained by deleting n− r rows and the corresponding columns from H). For each
integer k such that 1 ≤ k ≤ r we have
Ek(H) ≤ Ek(Hr) ≤ Ek+n−r(H)
(Ek(H) denotes H’s k-th eigenvalue; the eigenvalues are arranged in increasing
order).
The following statements are standard facts from basic perturbation theory. We
give the proofs for completeness.
Lemma 2.36. If P,Q are two arbitrary projectors on Cn and ‖P −Q‖ < 1, then
rankP = rankQ.
Proof. Without loss of generality, suppose to the contrary, that rankP > rankQ.
Let M = P (Cn), N = (I −Q)(Cn). Then
dim(M) + dim(N) = rankP + n− rankQ > n
and therefore, there exists h ∈M∩N with ‖h‖ = 1. Then we reach a contradiction
because
‖Ph−Qh‖ = ‖h− 0‖ = 1.

Lemma 2.37. Let H,H0 be n × n matrices, H0 is Hermitian, E0 ∈ R, r0 > 0.
Assume the number of eigenvalues of H0 in (E0 − r0, E0 + r0) is at most K and
‖H −H0‖ ≤ r0
32(K + 1)2
.
Then there exist r0/2 < r < r0, which depends only on H0, such that H and H0
have the same number of eigenvalues in the disk D(E0, r). Moreover, neither H
nor H0 have eigenvalues in the region
(2.42) r − r0
8(K + 1)
≤ |ζ − E0| ≤ r + r0
8(K + 1)
.
Proof. Clearly, there exists r0/2 < r < r0 such that H0 has no eigenvalues in the
domain
r − r0
4(K + 1)
≤ |ζ − E0| ≤ r + r0
4(K + 1)
.
Since H0 is Hermitian,
‖(H0 − ζ)−1‖ ≤ 4(K + 1)
r0
, for any |ζ − E0| = r.
Recall the basic resolvent expansion estimate:
‖(A+B)−1 −A−1‖ ≤ ‖A−1‖ ‖A
−1B‖
1− ‖A−1B‖ ≤ 2‖A
−1‖2‖B‖,
provided ‖A−1‖‖B‖ < 1/2. This implies
‖(H−ζ)−1− (H0−ζ)−1‖ ≤ 2‖(H0−ζ)−1‖2‖H−H0‖ ≤ 1
r0
, for any |ζ − E0| = r.
ON MULTI-FREQUENCY QUASI-PERIODIC OPERATORS 25
Consider the Riesz projectors
P =
1
2πi
∮
|ζ−E0|=r
(H − ζ)−1dζ, P0 = 1
2πi
∮
|ζ−E0|=r
(H0 − ζ)−1dζ.
Then
‖P − P0‖ ≤ r
−1
0
2π
∮
|ζ−E0|=r
d|ζ| = r
r0
< 1.
The previous lemma implies rankP = rankP0. The first statement follows by
recalling that P, P0 project onto the sum of the generalized eigenspaces of the
eigenvalues in D(E0, r).
If ζ is in the region (2.42), then
‖(H0 − ζ)−1‖‖H −H0‖ ≤ 8(K + 1)
r0
r0
32(K + 1)2
< 1
and therefore H − ζ is invertible and the second statement follows. 
2.12. Stabilization of Eigenvalues and Eigenvectors. In this section we present
some basic results on the relation between the eigenvalues and eigenvectors at dif-
ferent scales.
Lemma 2.38. Let x, ω ∈ Td. For any intervals Λ0 = [a0, b0] ⊂ Λ ⊂ Z and any j0,
we have
dist
(
EΛ0j0 (x, ω), specHΛ(x, ω)
)
≤
∣∣∣ψΛ0j0 (x, ω; a0)∣∣∣+ ∣∣∣ψΛ0j0 (x, ω; b0)∣∣∣ .
Proof. Let ψ0 be the extension, with zero entries, of ψ
Λ0
j0
(x, ω) to Λ. Since ‖ψ0‖ = 1,
the conclusion follows from the fact that we have
‖(HΛ(x, ω)− EΛ0j0 (x, ω))−1‖−1 ≤ ‖(HΛ(x, ω)− EΛ0j0 (x, ω))ψ0‖
≤
∣∣∣ψΛ0j0 (x, ω; a0)∣∣∣+ ∣∣∣ψΛ0j0 (x, ω; b0)∣∣∣ .

Recall the following simple general statement on the finite interval approximation
of the spectrum
Lemma 2.39. If for some x, ω ∈ Td, E ∈ R, ρ > 0, there exist sequences N ′k →
−∞, N ′′k → +∞ such that
dist(E, specH[N ′k,N ′′k ](x, ω)) ≥ ρ,
then
dist(E, Sω) ≥ ρ.
Proof. Take arbitrary φ ∈ ℓ2(Z) with finite support. For any k large enough so
that suppφ ⊂ (N ′k, N ′′k ) we have
(H(x, ω)− E)φ(n) = (H[N ′k,N ′′k ](x, ω)− E)φ(n), n ∈ [N ′k, N ′′k ].
Due to the hypothesis,
‖(H(x, ω)− E)φ‖ = ‖(H[N ′k,N ′′k ](x, ω)− E)φ‖
≥ ‖(H[N ′k,N ′′k ](x, ω)− E)−1‖−1‖φ‖ ≥ ρ‖φ‖.
Since this holds for any finite support φ it also holds for any φ ∈ ℓ2(Z), and the
conclusion follows. 
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The following standard result is the basis for the stabilization of eigenvectors.
Lemma 2.40. Let A be a N × N Hermitian matrix. Let E, ε ∈ R, ε > 0 and
suppose there exists φ ∈ RN , ‖φ‖ = 1, such that
‖(A− E)φ‖ < ε.(2.43)
Then the following statements hold.
(a) There exists a normalized eigenvector ψ of A with an eigenvalue E0 such that
E0 ∈ (E − ε
√
2, E + ε
√
2),
|〈φ, ψ〉| ≥ (2N)−1/2.
(2.44)
(b) If in addition there exists η > ε such that the subspace of the eigenvectors of
A with eigenvalues falling into the interval (E − η,E + η) is at most of dimension
one, then there exists a normalized eigenvector ψ of A with an eigenvalue E0 ∈
(E − ε, E + ε), such that
‖φ− ψ‖ <
√
2η−1ε.(2.45)
Proof. (a) Let ψj , j = 1, . . . , N , be an orthonormal basis of eigenvectors of A,
Aψj = Ejψj . Then∑
|〈φ,ψj〉|≥(2N)−1/2
|〈φ, ψj〉|2 = ‖φ‖2 −
∑
|〈φ,ψj〉|<(2N)−1/2
|〈φ, ψj〉|2 > 1
2
and
ε2 > ‖(A−E)φ‖2 =
∑
j
|〈φ, ψj〉|2(Ej−E)2 ≥
∑
|〈φ,ψj〉|≥(2N)−1/2
|〈φ, ψj〉|2(Ej−E)2
≥ min
|〈φ,ψj〉|≥(2N)−1/2
(Ej−E)2
∑
|〈φ,ψj〉|≥(2N)−1/2
|〈φ, ψj〉|2 > 1
2
min
|〈φ,ψj〉|≥(2N)−1/2
(Ej−E)2.
This finishes the proof of (a). To prove (b) note that
ε2 >
∑
j
|〈φ, ψj〉|2(Ej − E)2 ≥ min
j
(Ej − E)2.
This implies that there is Ek ∈ (E − ε, E + ε). Due to our assumptions, for any
j 6= k one has Ej /∈ (E − η,E + η). So
ε2 >
∑
j 6=k
|〈φ, ψj〉|2(Ej − E)2 ≥ η2
∑
j 6=k
|〈φ, ψj〉|2(2.46)
Thus,
1− |〈φ, ψk〉|2 = ‖φ− 〈φ, ψk〉ψk‖2 =
∑
j 6=k
|〈φ, ψj〉|2 ≤ η−2ε2.
The conclusion now follows from the fact that ‖φ− ψk‖2 = 2(1−Re〈φ, ψk〉). Note
that we can replace ψk by e
iθψk to ensure Re〈φ, ψk〉 = |〈φ, ψk〉|. 
We will need the following corollary of the first part in Lemma 2.40.
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Corollary 2.41. Let x, ω ∈ Td and [a, b] ⊂ [c, d]. Let ϕ be a normalized eigenvector
of H[a,b](x, ω), with H[a,b](x, ω)ϕ = Eϕ. Set
ε2 = |ϕ(a)|2 + |ϕ(b)|2, N = d− c+ 1, N = b− a+ 1.
There exists a normalized eigenvector ψ of H[c,d](x, ω) with an eigenvalue E0 such
that
E0 ∈ (E − ε
√
2, E + ε
√
2),
max
n∈[a,b]
|ψ(n)| ≥ (2NN)−1/2.(2.47)
Proof. Set
φ(n) =
{
ϕ(n) , n ∈ [a, b]
0 , n ∈ [c, d] \ [a, b].
Note that
‖(H[c,d](x, ω) − E)φ‖2 = |ϕ(a)|2 + |ϕ(b)|2 = ε2.
Due to the first part in Lemma 2.38 there exists an eigenvector ψ0 of H[c,d](x, ω)
with an eigenvalue E0 such that
E0 ∈ (E − ε
√
2, E + ε
√
2),
|〈φ, ψ〉| ≥ (2N)−1/2.
(2.48)
Since |〈φ, ψ〉|2 ≤ ‖ψ|[a,b]‖2, (2.48) implies (2.47). 
3. Localization and Separation of Eigenvalues on a Finite Interval
In this section we discuss finite interval localization and separation of eigenvalues
independently of the details of elimination of resonances. Even in this setting we
have to deal with issues, absent in [GS08], stemming from the largeness of the
deviation in (LDT). We start by deriving the localization of Dirichlet eigenfunctions
at a given scale N assuming “no long range double resonances” at a much smaller
scale ℓ. The precise meaning of “no long range double resonances” is given by the
condition (3.1) from the next proposition.
Proposition 3.1. Assume x0 ∈ Td, ω0 ∈ Td(a, b), E0 ∈ R, and L(ω0, E0) > γ > 0.
Let τ, σ be as in (LDT) and ℓ,N be integers such that ℓ0(V, a, b, |E0|, γ) ≤ ℓ ≤ Nσ/2.
Assume that there exists an interval I = [N ′, N ′′] ⊂ [1, N ] such that
(3.1)
log
∣∣fℓ(x0+(m−1)ω0, ω0, E0)∣∣ > ℓLℓ(ω0, E0)−ℓ1−τ/4 for any m ∈ [1, N − ℓ+ 1] \ I.
Then for any (x, ω) ∈ Td×Td(a, b), |x−x0|, |ω−ω0| < exp(−ℓ) and any eigenvalue
|E(N)j (x, ω)− E0| < exp (−ℓ), the corresponding eigenfunction obeys
(3.2)
∣∣ψ(N)j (x, ω;n)∣∣ < exp(−γ4dist(n, I)
)
,
provided dist(n, I) ≥ ℓ2/σ.
Proof. Take x, ω,E = E
(N)
j (x, ω) satisfying the assumptions, and n ∈ [1, N ]\I such
that d = dist(n, I) ≥ ℓ2/σ. Assume n ∈ [1, N ′]. Let J = [n − d, n + d] ∩ [1, N ] =
[a,N ′]. Note that |J | ≥ ℓ2/σ. By the covering form of (LDT) (see Lemma 2.25) we
have
(3.3) log |fJ(x, ω,E)| ≥ |J |L|J|(ω,E)− |J |1−τ/2.
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Let ψ = ψ
(N)
j (x, ω). By Poisson’s formula,
ψ(n) =
{
GJ(x, ω,E;n, a)ψ(a− 1) + GJ (x, ω,E;n,N ′)ψ(N ′ + 1) , a > 1
GJ(x, ω,E;n,N
′)ψ(N ′ + 1) , a = 1
(recall the Dirichlet boundary condition ψ(0) = 0). Now, (3.3) and Lemma 2.24
imply
|ψ(n)| ≤ 2 exp
(
−γ
2
d+ C|J |1−τ/2
)
< exp
(
−γ
4
d
)
(recall that ψ is normalized and therefore |ψ(k)| ≤ 1 for any k ∈ [1, N ]). The case
n ∈ [N ′′, N ] is completely analogous. 
The second issue we study in this section is a quantitative estimate for the
separation of the eigenvalues. More precisely, we consider the separation of a local-
ized eigenvalue E
(N)
j (x, ω) (as in Proposition 3.1) from all the other eigenvalues of
HN (x, ω). We recall the following basic observation regarding the relation between
the Dirichlet determinants and the solutions to the difference equation (2.1). If ψ
is a solution of (2.1) that satisfies ψ(0) = 0, ψ(1) = 1, then by (2.2) and (2.3) we
have ψ(n) = f[1,n−1](x, ω,E), n ≥ 1 (we convene that f[1,0] = 1). In particular, if
E ∈ specHN (x, ω), then (f[1,n−1](x, ω,E))n∈[1,N ] is a corresponding eigenfunction.
The idea of our method is as follows. The eigenfunctions corresponding to different
eigenvalues are orthogonal. As we just saw, each eigenfunction can be expressed
in terms of Dirichlet determinants, evaluated at the corresponding eigenvalue. We
show that the determinants evaluated at close energies are close themselves. That
puts a limitation on how close two different eigenvalues can be. We cannot use
the estimate from Corollary 2.15 because it is too imprecise and would only give
separation of eigenvalues by exp(−CN1−τ ). Instead, we use Harnack’s inequality
for harmonic functions.
Lemma 3.2. Assume x0 ∈ Td, ω0 ∈ Td(a, b), E0 ∈ R, and L(ω0, E0) > γ > 0.
Let τ, σ be as in (LDT) and ℓ,N be integers such that ℓ0(V, a, b, |E0|, γ) ≤ ℓ ≤ Nσ.
Assume that there exists an interval I = [N ′, N ′′] ⊂ [1, N ] such that (3.1) holds.
Then for any (x, ω) ∈ Td ×Td(a, b), |x− x0|, |ω − ω0| < exp(−ℓ) and any Ei ∈ R,
|Ei − E0| < exp (−ℓ), i = 1, 2, we have
|fn(x, ω,E1)− fn(x, ω,E2)| ≤ n exp(ℓ)|E1 − E2|max(|fn(x, ω,E1)|, |fn(x, ω,E2)|)
for any ℓ2/σ ≤ n ≤ N ′.
Proof. Let n ∈ [ℓ2/σ, N ′]. Fix x, ω satisfying the assumptions. From (3.1) and the
covering form of (LDT) (see Lemma 2.25) it follows that
(3.4) log |fn(x, ω,E)| ≥ nLn(ω,E)− n1−τ/2 for any E ∈ D(E0, exp(−Cℓ1−τ )).
It follows that
u(E) = C(V, |E0|)n− log |fn(x, ω,E)|
is harmonic and positive on D(E0, exp(−Cℓ1−τ )) (recall (2.4)). We take r = |E1 −
E2|, R = exp(−Cℓ1−τ ) (note that r/R ≪ 1/2) and using Harnack’s inequality we
get (
1− 2 r
R
)
u(E2) ≤ R− r
R+ r
u(E2) ≤ u(E1) ≤ R + r
R − ru(E2) ≤
(
1 + 4
r
R
)
u(E2).
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It follows that
| log |fn(x, ω,E1)| − log |fn(x, ω,E2)|| ≤ Cn
R
|E1 − E2|.
By the Mean Value Theorem,
||fn(x, ω,E1)| − |fn(x, ω,E2)|| ≤ Cn
R
|E1 − E2|max(|fn(x, ω,E1)|, |fn(x, ω,E2)|)
and the conclusion follows from the fact that fn(x, ω,E) does not vanish (due to
(3.4)) and hence it has constant sign for E ∈ R. 
Proposition 3.3. Assume x0 ∈ Td, ω0 ∈ Td(a, b), E0 ∈ R, and L(ω0, E0) > γ > 0.
Let τ, σ be as in (LDT) and ℓ,N be integers such that ℓ0(V, a, b, |E0|, γ) ≤ ℓ ≤ Nσ.
Assume that there exists an interval I = [N ′, N ′′] ⊂ [1, N ] such that (3.1) holds and
|I| ≥ ℓ2/σ+logN . Then for any (x, ω) ∈ Td×Td(a, b), |x−x0|, |ω−ω0| < exp(−ℓ)
and any eigenvalue such that |E(N)j (x, ω)− E0| < exp (−ℓ) /2, we have
(3.5) |E(N)j (x, ω)− E(N)k (x, ω)| ≥ exp(−C|I|) for any k 6= j,
with C = C(V, |E0|).
Proof. We argue by contradiction. Let E1 = E
(N)
j (x, ω), E2 = E
(N)
k (x, ω) and
assume
|E1 − E2| < exp(−C|I|).
Note that we therefore have |E2−E0| < exp(−ℓ), so Proposition 3.1 can be applied
to both eigenvalues. Let ψi(n) = fn−1(x, ω,Ei). Since ψ1, ψ2 are eigenfunctions
corresponding to different eigenvalues we have that they are orthogonal and there-
fore
‖ψ1 − ψ2‖2 = ‖ψ1‖2 + ‖ψ2‖2.
Let I˜ = {n ∈ [1, N ] : dist(n, I) < ℓ2/σ}. By Proposition 3.1,∑
n/∈I˜
|ψi(n)|2 ≤ ‖ψi‖2
∑
n/∈I˜
exp
(
−γ
2
dist(n, I)
)
≤ ‖ψi‖2 exp
(
−γ
4
ℓ2/σ
)
(we used the fact that ℓ is taken to be large enough). Therefore
(3.6)
∑
n/∈I˜
|ψ1(n)− ψ2(n)|2 ≤ 2 exp
(
−γ
4
ℓ2/σ
)
(‖ψ1‖2 + ‖ψ2‖2).
Let
m =
{
N ′ − ℓ2/σ , N ′ ≥ 2ℓ2/σ + 1
1 , N ′ < 2ℓ2/σ
.
By Lemma 3.2 we have
(3.7) |ψ1(k)−ψ2(k)| ≤ N exp(ℓ)|E1−E2|max(|ψ1(k)|, |ψ2(k)|) for k ∈ {m−1,m}
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(note that the estimates hold trivially when m = 1). For any n ∈ I˜ we have
|ψ1(n)− ψ2(n)| ≤
∥∥∥∥
[
ψ1(n+ 1)
ψ1(n)
]
−
[
ψ2(n+ 1)
ψ2(n)
]∥∥∥∥
=
∥∥∥∥M[m,n](x, ω,E1)
[
ψ1(m)
ψ1(m− 1)
]
−M[m,n](x, ω,E2)
[
ψ2(m)
ψ2(m− 1)
]∥∥∥∥
≤
∥∥∥∥M[m,n](x, ω,E1)
[
ψ1(m)− ψ2(m)
ψ1(m− 1)− ψ2(m− 1)
]∥∥∥∥
+
∥∥∥∥(M[m,n](x, ω,E1)−M[m,n](x, ω,E2))
[
ψ2(m)
ψ2(m− 1)
]∥∥∥∥ .
Therefore, using (3.7) and Lemma 2.6 we get
|ψ1(n)−ψ2(n)| ≤ N exp(C(V, |E0|)(|I|+ ℓ2/σ))|E1−E2|max(‖ψ1‖, ‖ψ2‖) for n ∈ I˜
and
(3.8)
∑
n∈I˜
|ψ1(n)− ψ2(n)|2 ≤ exp(−C|I|)(‖ψ1‖2 + ‖ψ2‖2),
provided the constant from (3.5) is chosen large enough (recall that |I| ≥ ℓ2/σ +
logN). By (3.6) and (3.8),
‖ψ1 − ψ2‖2 ≪ ‖ψ1‖2 + ‖ψ2‖2
contradicting the fact that ψ1, ψ2 are orthogonal. 
4. (NDR) Condition
In this section we introduce the main new ingredient for the proof of the finite
scale localization: the existence of intervals satisfying the following “no double
resonances” (NDR) condition.
Definition 4.1. Let σ, τ be as in (LDT). We say that an interval Λ ⊂ Z is (K, ℓ, C)-
(NDR) with respect to x0, ω0, E0, if there exists Λ ⊂ Λ, |Λ| ≤ K, such that
log |fℓ(x0 + (n− 1)ω0, ω0, E0)| > ℓLℓ(ω0, E0)− Cℓ1−τ/3 for all n ∈ Λ \ Λ.
Furthermore, we require that the connected components of Λ\Λ have length greater
than ℓ2/σ. If C = 1 we say that Λ is (K, ℓ)-(NDR).
Remark 4.2. We shift by (n− 1)ω0, instead of nω0, to make sure that the intervals
on which the estimate holds cover Λ \ Λ. Note that
fℓ(x0 + (n− 1)ω0, ω0, E0) = f[n,n+ℓ−1](x0, ω0, E0).
The assumption on the connected components of Λ\Λ is just a matter of convenience
(it facilitates the application of the covering form of (LDT)). When this condition
is not satisfied, one can simply choose a larger Λ. It goes without saying that for
applications we will want K to be small relative to |Λ| (to be more precise, we will
need that K ≤ |Λ|ε with some sufficiently small ε > 0).
Remark 4.3. The only reason we consider (NDR) intervals with C 6= 1 is the
following stability property, that will be used in Proposition 7.2. If C < 1, Λ
is (K, ℓ, C)-(NDR) with respect to x0, ω0, E0 and L(ω0, E0) > γ > 0, then, by
Corollary 2.15, Λ is (K, ℓ)-(NDR) with respect to x, ω,E, provided
|x− x0|, |ω − ω0|, |E − E0| < exp(−C′ℓ1−τ/3).
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Of course, ℓ also needs to be large enough.
The existence of (NDR) intervals (with small enough K) follows from the work
of Bourgain about localization on Zd [Bou07]. More specifically, we make use of
his result on elimination of multiple resonances. We recall the relevant abstract
lemmas from [Bou07] and then we apply them to our concrete situation.
Lemma 4.4 ([Bou07, Lem. 1.18]). Let A ⊂ [0, 1]q+r be semialgebraic of degree B
and such that for each t ∈ [0, 1]r, mesq(A(t)) < η. Then
{(x1, . . . , x2r ) : A(x1) ∩ . . . ∩A(x2r ) 6= ∅} ⊂ [0, 1]q2
r
is semialgebraic of degree at most BC and measure at most
ηr = B
Cηq
−r2−r(r−1)/2 with C = C(r).
Remark 4.5. Note that in the previous lemma A(t) = {x ∈ [0, 1]q : (x, t) ∈ A} and
A(x) = {t ∈ [0, 1]r : (x, t) ∈ A}.
Lemma 4.6 ([Bou07, Lem. 1.20]). Let A ⊂ [0, 1]rq be a semialgebraic set of degree
B and mesrq(A) < η. Let N1, . . . ,Nq−1 ⊂ Z be finite sets with the property that
|ni| > (B|ni−1|)C , if ni ∈ Ni and ni−1 ∈ Ni−1, 2 ≤ i ≤ q − 1,
where C = C(q, r). Assume also
max
n∈Nq−1
|n|C < 1
η
.
Then
mes{ω ∈ [0, 1]r : (ω, n1ω, . . . , nq−1ω) ∈ A for some ni ∈ Ni} < BC
(
min
n∈N1
|n|
)−1
.
Combining Lemma 4.4 and Lemma 4.6 we obtain the following result about the
structure of the scale ℓ resonant shifts on the orbit of sub-exponential length for an
arbitrary x ∈ Td. The result is similar to the Claim from [Bou07, p. 694].
Proposition 4.7. Let ℓ ≥ 1, γ > 0, and σ, τ as in (LDT). Let N1, . . . ,Nq−1 ⊂ Z,
q = 22d+1, be finite sets with the property that
|ni| > (ℓC(d)|ni−1|)C′(d), if ni ∈ Ni and ni−1 ∈ Ni−1, 2 ≤ i ≤ q − 1
and
max
n∈Nq−1
|n| < exp(cℓσ), c = c(d).
For any ℓ ≥ ℓ0(V, a, b, γ) there exists a set Ωℓ, depending on the choice of finite sets
Ni, such that
mes(Ωℓ) ≤ ℓC(a,b)
(
min
n∈N1
|n|
)−1
and the following statement holds. For any x ∈ Td, ω ∈ Td(a, b) \ Ωℓ, E ∈ R, if
L(ω,E) > γ and
log |fℓ(x, ω,E)| ≤ ℓLℓ(ω,E)− ℓ1−τ/2,
then there exists i ∈ {1, . . . , q − 1}, depending on x, ω,E, such that
(4.1) log |fℓ(x+ (n− 1)ω, ω,E)| > ℓLℓ(ω,E)− ℓ1−τ/2, for all n ∈ Ni.
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Proof. Let Bℓ, Sℓ be the sets from Lemma 2.34. We have that Sℓ is semialgebraic,
Bℓ ⊂ Sℓ, deg(Sℓ) ≤ ℓC(a,b), mes(Sℓ(ω,E)) < exp(−ℓσ). Let Tℓ be the set of
(y, x, ω,E) ∈ Td × Td × TdℓC (a, b)× R
such that (x+ y − ω, ω,E) ∈ Sℓ. Clearly, Tℓ is a semialgebraic set and
deg(Tℓ) ≤ ℓC , mes(Tℓ(x, ω,E)) < exp(−ℓσ).
By Lemma 4.4 (applied with A = Tℓ, t = (x, ω,E), x = y, q = d, r = 2d + 1,
B = ℓC , η = exp(−ℓσ); note that A and q are different in our proof), the set
A := {(y1, . . . , yq) : Tℓ(y1) ∩ . . . ∩ Tℓ(yq) 6= ∅}
is semialgebraic and satisfies deg(A) ≤ ℓC , mes(A) < exp(−cℓσ), c = c(d). The
conclusion follows from Lemma 4.6 (applied with A = A, q = q, r = d, B = ℓC ,
η = exp(−cℓσ), Ni = Ni) by letting
Ωℓ = {ω : (ω, n1ω, . . . , nq−1ω) ∈ A for some ni ∈ Ni}.

A typical example of how the previous proposition leads to (NDR) intervals is
obtained by considering the sets
Ni = {n ∈ Z : ℓCi ≤ |n| ≤ ℓCi}, i = 1, . . . , q − 1, q = 22d+1.
We can choose the constants
1≪ C1 ≪ C1 ≪ . . .≪ Cq−1 ≪ Cq−1
such that Proposition 4.7 applies. Then (provided ω /∈ Ωℓ and L(ω,E) > 0) we
have that for each x ∈ Td, either
log |fℓ(x, ω,E)| > ℓLℓ(ω,E)− ℓ1−τ/2,
or there exists i ∈ {1, . . . , q− 1}, depending on x, such that the interval [−ℓCi , ℓCi ]
is (ℓCi , ℓ)-(NDR) with respect to x, ω,E. The fact that i depends on x poses the
following problem. In Proposition 7.2 we will eliminate resonances between (NDR)
intervals of the same size, but at this point we cannot guarantee that we can get
(NDR) intervals of the same size for any pair of distinct phases, say x + nω and
x+mω. We solve this issue in the following corollary.
Corollary 4.8. Let ℓ ≥ 1, γ > 0, and σ, τ as in (LDT). Let N1, . . . ,N(q−1)2 ⊂ Z,
q = 22d+1, be finite sets with the property that
|ni| > (ℓC(d)|ni−1|)C′(d), if ni ∈ Ni and ni−1 ∈ Ni−1, 2 ≤ i ≤ (q − 1)2
and
max
n∈N(q−1)2
|n| < exp(cℓσ), c = c(d).
For any ℓ ≥ ℓ0(V, a, b, γ) there exists a set Ωℓ, depending on the choice of finite sets
Ni, such that
mes(Ωℓ) ≤ ℓC(a,b)
(
min
n∈N1
|n|
)−1
and the following statement holds. For any x1, x2 ∈ Td, ω ∈ Td(a, b) \ Ωℓ, E ∈ R,
if L(ω,E) > γ and
log |fℓ(xj , ω, E)| ≤ ℓLℓ(ω,E)− ℓ1−τ/2, j = 1, 2
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then there exists i ∈ {1, . . . , (q − 1)2}, depending on x1, x2, ω, E, such that
log |fℓ(xj + (n− 1)ω, ω,E)| > ℓLℓ(ω,E)− ℓ1−τ/2, j = 1, 2, for all n ∈ Ni.
Proof. Let Ωℓ be the union of the sets of exceptional phases obtained by applying
Proposition 4.7 with the following choices of finite sets:
Nk(q−1)+1, . . . ,N(k+1)(q−1), k = 0, . . . , q − 2,(4.2)
q−1⋃
j=1
Nj ,
q−1⋃
j=1
N(q−1)+j , . . . ,
q−1⋃
j=1
N(q−2)(q−1)+j .(4.3)
The set Ωℓ clearly satisfies the stated measure bound. Let ω ∈ Td(a, b) \ Ωℓ. By
Proposition 4.7, with (4.3), there exists k ∈ {0, . . . , q − 2} such that
log |fℓ(x1 + (n− 1)ω, ω,E)| > ℓLℓ(ω,E)− ℓ1−τ/2
for all n ∈ ⋃q−1j=1 Nk(q−1)+j . By Proposition 4.7, with (4.2), there exists j ∈
{1, . . . , q − 1} such that
log |fℓ(x2 + nω, ω,E)| > ℓLℓ(ω,E)− ℓ1−τ/2
for all n ∈ Nk(q−1)+j . The conclusion holds with i = k(q − 1) + j. 
5. Factorization under (NDR) Condition
In this section we obtain a local factorization for the Dirichlet determinants
with respect to the spectral variable, via Weierstrass’ Preparation Theorem. It
is important that the size of the polydisk on which the factorization holds is not
too small and that the degree of the polynomial is not too large. With the aid of
the basic tools from Section 2 the factorization at scale N can only be obtained
on a polydisk of radius exp(−CN1−τ ) and with a polynomial of degree less than
CN1−τ . This is too weak for our purposes. The main reason for considering (NDR)
intervals is that for them we can get a much better factorization, as is shown in
Proposition 5.2.
First, we show that if Λ is an (NDR) interval, then we have good control on the
number of zeroes of fΛ(z, w, ·) in a small disk around E0.
Lemma 5.1. Assume x0 ∈ Td, ω0 ∈ Td(a, b), E0 ∈ R, and L(ω0, E0) > γ > 0.
Let K ≥ 1, ℓ ≥ ℓ0(V, a, b, |E0|, γ), r0 = exp(−ℓ). Assume Λ is (K, ℓ)-(NDR) with
respect to x0, ω0, E0. There exists r0/2 < r < r0 such that for any (z, w) ∈ Cd×Cd,
(5.1) |z − x0| < c(V )r0
(K + 1)2
, |w − ω0| < c(V )r0|Λ|(K + 1)2 ,
we have
#{E ∈ D(E0, r) : fΛ(z, w,E) = 0} ≤ K,
dist ({E ∈ C : fΛ(z, w,E) = 0}, {|E − E0| = r}) ≥ r0
8(K + 1)
.
Proof. Let Λ be as in Definition 4.1 and Λ′ := Λ \Λ. Let I be any of the connected
components of Λ′. By the definition of (NDR) intervals and the covering form of
(LDT) (see Lemma 2.25) we have
dist(E, specHI(x0, ω0)) > exp(−ℓ) > 0 provided |E − E0| < exp(−ℓ).
34 MICHAEL GOLDSTEIN, WILHELM SCHLAG, MIRCEA VODA
Therefore, HΛ′(x0, ω0) has no eigenvalues in (E0− r0, E0+ r0). Using Lemma 2.35,
it follows that HΛ(x0, ω0) has at most |Λ| eigenvalues in (E0 − r0, E0 + r0). The
condition (5.1) is such that
‖HΛ(z, w)−HΛ(x0, ω0)‖ ≤ C(V )(|z − x0|+ |Λ||w − ω0|) ≤ r0
32(K + 1)2
.
So, the conclusion follows by Lemma 2.37. 
Now we can obtain the main result of this section. Note that when we define
polydisks, | · | will stand for the maximum norm.
Proposition 5.2. Assume x0 ∈ Td, ω0 ∈ Td(a, b), E0 ∈ R, and L(ω0, E0) > γ > 0.
Let K ≥ 1, ℓ ≥ ℓ0(V, a, b, |E0|, γ), r0 = exp(−ℓ). Assume Λ is (K, ℓ)-(NDR) with
respect to x0, ω0, E0. There exist
P (z, w,E) = Ek + ak−1(z, w)E
k−1 + · · ·+ a0(z, w)
with aj analytic in the polydisk
P := {|z − x0| < c(V )r0(K + 1)−2, |w − ω0| < c(V )r0|Λ|−1(K + 1)−2},
and an analytic function g(z, w,E), on P1 ×D(E0, r), r0/2 < r < r0, such that:
(a) fΛ(z, w,E) = P (z, w,E)g(z, w,E) for any (z, w,E) ∈ P×D(E0, r),
(b) g(z, w,E) 6= 0 for any (z, w,E) ∈ P×D(E0, r),
(c) for any (z, w) ∈ P, P (z, w, ·) has no zeros in C \D(E0, r),
(d) k ≤ K,
(e) if (x, ω) ∈ P ∩ (Td × Td(a, b)), E ∈ D(E0, r), and r016(K+1) ≥ exp(−|Λ|σ/2),
then
(5.2) log
∣∣g(x, ω,E)∣∣ > |Λ|L|Λ|(ω,E)− |Λ|1−τ/2.
Proof. Due to Lemma 5.1 all conditions needed for Lemma 2.28 hold. This implies
the statements (a)-(d). We just need to verify (e). Note that P (x, ω,E) is a product
of factors E −EΛj (x, ω), with EΛj (x, ω) ∈ (E0 − r, E0 + r). So, for E ∈ D(E0, r) we
have |P (x, ω,E)| ≤ (2r)k < 1. It follows that
log |g(x, ω,E)| > log |fΛ(x, ω,E)|
for anyE ∈ D(E0, r). Let r− r016(K+1) < r′ < r. By Lemma 5.1, for any |E−E0| = r′
we have
dist(E, specHN (x, ω)) ≥ r0
16(K + 1)
≥ exp(−|Λ|σ/2)
and hence, using Corollary 2.21,
log |fΛ(x, ω,E)| > |Λ|L|Λ|(ω,E)− |Λ|1−τ/2
and (5.2) holds. Since the left-hand side of (5.2) is harmonic (in E) and the right-
hand side is subharmonic, it follows that the estimate holds for all E ∈ D(E0, r′).
Since this is true for r′ arbitrarily close to r, the conclusion follows.

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6. Elimination of Double Resonances Using Semialgebraic Sets
In this section we obtain a result on elimination of double resonances using
semialgebraic sets. This result cannot yield the finite scale localization by itself.
Instead, it will only serve as a catalyst for the sharper result on elimination of double
resonances between (NDR) intervals from Section 7. The basis for elimination via
semialgebraic sets is the following result, see [BGS02, Prop. 5.1], [Bou05, Lem.
9.9], [Bou07, (1.5)].
Lemma 6.1. Let S ⊂ [0, 1]d=d1+d2 be a semialgebraic set of degree B and mesdS <
η, logB ≪ log 1η . We denote (x, ω) ∈ [0, 1]d1 × [0, 1]d2 the product variable. Fix
ε > η
1
d . Then there is a decomposition
S = S1 ∪ S2
S1 satisfying
mesd2(ProjωS1) < B
Cε
and S2 satisfying the transversality property
mesd1(S2 ∩ L) < BCε−1η
1
d
for any d1-dimensional hyperplane L s.t. max1≤j≤d2 |ProjL(ej)| < 1100ε (we denote
by e1, . . . , ed2 the ω-coordinate vectors).
We can now prove our result on semialgebraic elimination. In the sections to
follow we will use ℓ to denote the size of a (K, ℓ)-(NDR) interval. We also use the
ℓ notation in this section because we will only apply its results to (NDR) intervals.
Proposition 6.2. Let α ∈ (0, 1), γ > 0, ℓ ≥ 1, and σ as in (LDT). Let Λ0,Λ1 be
intervals in Z such that ℓ/10 ≤ |Λ0|, |Λ1| ≤ 10ℓ and 0 ∈ Λ0,Λ1. For any x0 ∈ Td,
ℓ ≥ ℓ0(V, a, b, α, γ), 1 ≤ t0 ≤ exp(c0ℓασ), there exists a set Ωℓ,t0,x0, mes(Ωℓ,t0,x0) <
ℓ
C(a,b)
/t0 such that the following holds. For all ω ∈ Td(a, b) \Ωℓ,t0,x0 , E ∈ R, such
that L(ω,E) > γ, we have
min
(‖(HΛ0(x0, ω)− E)−1‖, ‖(HΛ1(x0 + tω, ω)− E)−1‖) ≤ exp( ℓα)
for all t0 ≤ |t| ≤ exp(c0ℓασ).
Proof. Fix x0 ∈ Td. Let B be the set of (x, ω,E) ∈ Td × Td(a, b) × R, such that
L(ω,E) > γ and
‖(HΛ0(x0, ω)− E)−1‖ > exp( ℓ
α
), and ‖(HΛ1(x, ω)− E)−1‖ > exp( ℓ
α
).
Let V˜ be as in (2.40). Then B is contained in the semialgebraic set S˜ of
(x, ω,E) ∈ Td × TdJ (a, b)× [−C(V ), C(V )], J = ℓ
C(a,b)
satisfying
1
|Λ1|J
J∑
j=1
log ‖M˜|Λ1|(x+ jω, ω,E)‖HS ≥
γ
2
‖(H˜Λ0(x0, ω)− E)−1‖HS ≥
1
2
exp( ℓ
α
), and ‖(H˜Λ1(x, ω)− E)−1‖HS ≥
1
2
exp( ℓ
α
).
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We used (2.41) (cf. proof of Lemma 2.34). Clearly the degree of S˜ is less than ℓ
C
.
Furthermore, for (x, ω,E) ∈ S˜ we have L|Λ1|(ω,E) ≥ γ/4,
‖(HΛ0(x0, ω)− E)−1‖ >
1
4
exp( ℓ
α
), and ‖(HΛ1(x, ω)− E)−1‖ >
1
4
exp( ℓ
α
).
Applying the Wegner estimate from Proposition 2.26 (recall Remark 2.30) toHΛ1(x, ω)
with E0 ∈ specHΛ0(x0, ω) we get
mes(Proj(x,ω)S˜) < exp(−cℓ
ασ
).
Set S := Proj(x,ω)S˜. Let S = S1 ∪ S2 be the decomposition of S afforded by Lemma
6.1 with ε = 200/t0. Note that to get the conclusion we just need that
ω /∈ {ω : ({x0 + tω}, ω) ∈ S}.
So, we let
Ωℓ,t0,x0(Λ0,Λ1) = ProjωS1 ∪
(⋃
t
Ωℓ,t,x0(Λ0,Λ1)
)
,
Ωℓ,t,x0(Λ0,Λ1) := {ω : ({x0 + tω}, ω) ∈ S2},
Ωℓ,t0,x0 =
⋃
Λ0,Λ1
Ωℓ,t0,x0(Λ0,Λ1).
Note that ProjωS1 ⊃ {ω : ({x0 + tω}, ω) ∈ S1} and due to our assumptions there
are less than Cℓ
4
possible choices for Λ0,Λ1. We just need to check the estimate on
the measure of Ωℓ,t0,x0 . To this end, note that the set of {x0+ tω}, with ω ∈ [0, 1]d,
is contained in a union of hyperplanes Li, i ≤ |t|d. The hyperplanes Li are parallel
to (tω, ω), ω ∈ Rd, and therefore
|ProjLiej | ≤
1
|t| ≤
1
t0
<
ε
100
for all i, j
(ej are as in Lemma 6.1). Then by Lemma 6.1,
mes(ProjωS1) < ℓ
C
/t0,
mes(Ωℓ,t,x0(Λ0,Λ1)) =
∑
i
mes(S2 ∩ Li) . |t|dℓCt0 exp(−cℓασ) ≤ exp(−c′ℓασ),
and the conclusion follows. 
For the purposes of Section 7 it will be convenient to eliminate the phase variable
from the set of resonant frequencies from Proposition 6.2.
Corollary 6.3. We use the same assumptions and notation as in Proposition 6.2.
For any ℓ ≥ ℓ0(V, a, b, α, γ) and 1 ≤ t0 ≤ exp(c0ℓασ), there exists a set Ωℓ,t0 ,
mes(Ωℓ,t0) < ℓ
C(a,b)
t
− 12
0 , such that for any ω /∈ Ωℓ,t0 there exists a set Bℓ,t0,ω,
mes(Bℓ,t0,ω) < ℓ
C(a,b)
t
− 12
0 , and the following holds. For any ω ∈ Td(a, b) \ Ωℓ,t0 ,
x ∈ Td \Bℓ,t0,ω, E ∈ R, such that L(ω,E) > γ, we have
min
(‖(HΛ0(x, ω)− E)−1‖, ‖(HΛ1(x + tω, ω)− E)−1‖) ≤ exp( ℓα)
for all t0 ≤ |t| ≤ exp(c0ℓασ).
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Proof. Let Bℓ,t0 be the set of x ∈ Td, ω ∈ Td(a, b) such that ω ∈ Ωℓ,t0,x, with
Ωℓ,t0,x as in Proposition 6.2. Using Chebyshev’s inequality we get that there exists
a set Ωℓ,t0 , mes(Ωℓ,t0) ≤ mes(Bℓ,t0)
1
2 such that for ω /∈ Ωℓ,t0 we have mes(Bℓ,t0,ω) ≤
mes(Bℓ,t0)
1
2 , where
Bℓ,t0,ω = {x : (x, ω) ∈ Bℓ,t0}.
Now the conclusion follows by Proposition 6.2. 
7. Elimination of Double Resonances under (NDR) Condition
To eliminate double resonances between (NDR) intervals we combine the elim-
ination from Corollary 6.3 with another tool, resultants of polynomials (see Sec-
tion 2.9). The biggest problem with the estimate in Corollary 6.3 is that, due to the
weakness of the measure estimate for the set of resonant phases, we cannot apply
it simultaneously to x0+nω, n ∈ [1, N ], as is needed for finite scale localization. In
the next lemma we will obtain a sharper (local) measure estimate via Cartan’s esti-
mate applied to the resultant of the polynomials from the Weierstrass preparation
theorem in the E-variable, under the (NDR) condition, see Proposition 5.2. For
Cartan’s estimate to be effective, we need a point at which we have a good lower
bound on the modulus of the resultant. This point will come from Corollary 6.3.
Lemma 7.1. Assume x0 ∈ Td, ω0 ∈ Td(a, b), E0 ∈ R, and L(ω0, E0) > γ > 0. Let
σ, τ as in (LDT) and
1 ≤ ℓ ≤ ℓ ≤ exp(ℓ), 1 ≤ K ≤ ℓ
1−τ
10 , exp(ℓ2) ≤ |t| ≤ exp(ℓ
σ(1−τ)
4 ).
Let Λj, j = 0, 1, be intervals in Z such that ℓ/10 ≤ |Λj | ≤ 10ℓ, 0 ∈ Λj, and Λj is
(K, ℓ)-(NDR) with respect to xj , ω0, E0, xj := x0 + jtω0, j = 0, 1.
For any ℓ ≥ ℓ0(V, a, b, |E0|, γ) there exists a set Ωℓ, mes(Ωℓ) < exp(−ℓ2/4), such
that if ω0 /∈ Ωℓ the following holds. There exists a set Bℓ,t = Bℓ,t(x0, ω0, E0), such
that
mes(Bℓ,t) < exp(−ℓ
1−τ
6d )/|t|d,
and for any (x, ω) ∈ (Td × Td(a, b)) \Bℓ,t, E ∈ R,
|x− x0| < exp(−4ℓ), |ω − ω0| < exp(−4ℓ)/|t|, |E − E0| < exp(−ℓ)/2,(7.1)
we have
(7.2) max
j=0,1
(
log |fΛj (x+ jtω, ω,E)| − |Λj|L|Λj |(ω,E) + 2|Λj|1−τ/2
)
> 0.
Proof. We start by extracting the information we need from the semialgebraic
elimination. By Proposition 2.9 we can guarantee that L(ω0, E) >
γ
2 for any|E − E0| < exp(−ℓ) (provided ℓ is large enough). Let Ωℓ,t0 , Bℓ,t0,ω0 be the sets
from Corollary 6.3, with α = (1 − τ)/3, t0 = exp(ℓ2), and γ/2 instead of γ. Since
we are assuming ℓ ≤ exp(ℓ) it follows that
mes(Ωℓ,t0),mes(Bℓ,t0,ω0) < exp(−ℓ2/4).
We set Ωℓ := Ωℓ,t0 and we assume ω0 /∈ Ωℓ. Let x′0 ∈ Td, |x′0−x0| < exp(−ℓ2/(5d))
be such that x′0 /∈ Bℓ,t0,ω0 . Then we have
(7.3) min
(‖(HΛ0(x′0, ω0)− E)−1‖, ‖(HΛ1(x′0 + tω0, ω0)− E)−1‖) ≤ exp( ℓ 1−τ3 )
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for all |E − E0| < exp(−ℓ) and exp(ℓ2) ≤ |t| ≤ exp(cℓσ(1−τ)/3). In particular this
holds for t satisfying our assumptions.
Next we collect the relevant facts about the factorization of fΛj . Let fΛj = Pjgj,
j = 0, 1, be the factorizations from Proposition 5.2. We have that
Pj(z, ω,E) = E
kj + aj,kj−1(z, ω)E
kj−1 + · · ·+ aj,0(z, ω), kj ≤ K
with aj,i analytic on a polydisk containing
Pj := {(z, w) ∈ C2d : |z − xj | < exp(−2ℓ), |w − ω0| < exp(−3ℓ)},
and all the zeros of Pj(z, w, ·), (z, w) ∈ Pj , are contained in D(E0, exp(−ℓ)) (we
used the assumptions that K ≤ ℓ
1−τ
10 , ℓ ≤ exp(ℓ), |Λj| ≤ 10ℓ). We also have
(7.4) log |gj(x, ω,E)| > |Λj|L|Λj |(ω,E)− |Λj|1−τ/2
for any (x, ω) ∈ Pj ∩ (Td × Td(a, b)) and E ∈ D(E0, exp(−ℓ)/2). Note that the
condition r016(K+1) ≥ exp(−|Λj|σ/2) needed for part (e) of Proposition 5.2 is satisfied
because our restrictions on t imply ℓ ≥ ℓ 8σ(1−τ) .
Now we can proceed with the elimination via resultants and Cartan’s estimate
(recall Section 2.5 and Section 2.9). Set
R(z, w) = Res(P0(z, w, ·), P1(z + tw, w, ·)).
Then R is well-defined on the polydisk
P := {(z, w) ∈ C2d : |z − x′0| < exp(−3ℓ), |w − ω0| < exp(−3ℓ)/|t|}.
By the definition of the resultant (see (2.39)) and the properties of Pj , we have
R(z, w) =
∏
(EΛ0i (z, w)− EΛ1j (z + tw, w)),
where the product is only in terms of eigenvalues contained in D(E0, exp(−ℓ)). This
implies
sup |R(z, w)| ≤ (2 exp(−ℓ))k1k2 < 1.
By (7.3) applied to
E ∈ (specHΛ0(x′0, ω0) ∪ specHΛ1(x′0 + tω0, ω0)) ∩D(E0, exp(−ℓ))
we get that ∣∣∣EΛ0i (x′0, ω0)− EΛ1j (x′0 + tω0, ω0)∣∣∣ ≥ exp(−ℓ 1−τ3 )
for the pairs of eigenvalues contained in D(E0, exp(−ℓ)). It follows that
|R(x′0, ω0)| ≥ exp(−K2ℓ
1−τ
3 ).
Using Cartan’s estimate (recall Lemma 2.18) with
m = −K2ℓ
1−τ
3 , M = 0, H = ℓ
1−τ
3
we have that
|R(x, ω)| > exp(−CK2ℓ
2(1−τ)
3 )
for all (x, ω) ∈ (6−1P ∩ R2d) \B with, B = B(Λ0,Λ1),
mes(B) ≤ C exp(−6dℓ)|t|d exp(−H
1
2d ).
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Note that 6−1P ∩ R2d contains the points (x, ω) satisfying (7.1). We let Bℓ,t =
∪B(Λ0,Λ1). Finally, Lemma 2.29 implies
max(|P0(x, ω,E)|, |P1(x+ tω, ω,E)|) ≥ exp(−CK3ℓ
2(1−τ)
3 ) > exp(−ℓ1−τ ),
for all E and (x, ω) /∈ Bℓ,t, and the conclusion follows using the factorization of the
determinants and (7.4). 
We can now use a covering argument to prove a global version of the previous
result.
Proposition 7.2. Let γ > 0, σ, τ as in (LDT), and
1 ≤ ℓ ≤ ℓ ≤ exp(ℓ), 1 ≤ K ≤ ℓ
1−τ
10 , exp(ℓ2) ≤ N.
Let Λj, j = 0, 1, be intervals in Z such that ℓ/10 ≤ |Λj | ≤ 10ℓ, 0 ∈ Λj, j = 0, 1.
For ℓ ≥ ℓ0(V, a, b, γ) there exists α = α(a, b) such that if N ≤ exp(ℓα), there
exists a set ΩN,ℓ, mes(ΩN,ℓ) < 2 exp(−ℓ2/4), and for every ω ∈ Td(a, b) \ ΩN,ℓ
there exists a set BN,ℓ,ω, mes(BN,ℓ,ω) < exp(−ℓ
α
) such that the following statement
holds. For any ω ∈ Td(a, b) \ ΩN,ℓ, x ∈ Td \ BN,ℓ,ω, E ∈ R, and m0,m1 ∈ [1, N ]
such that |m0 −m1| ≥ exp(ℓ2), we have that if L(ω,E) > γ and Λj, j = 0, 1, are
(K, ℓ, 1/2)-(NDR) intervals with respect to x+mjω, ω,E, then
max
j=0,1
(
log |fΛj (x+mjω, ω,E)| − |Λj|L|Λj |(ω,E) + 2|Λj|1−τ/2
)
> 0.
Proof. By Lemma 2.20, if the conclusion does not hold, then E is in a neighborhood
of
specHΛ0(x+m0ω, ω) ∪ specHΛ1(x+m1ω1, ω1).
Therefore, it is enough to prove the result with E ∈ (−C(V ), C(V )).
Let Ωℓ be the set from Lemma 7.1 (with γ/2 instead of γ). Let
{z : |z − xk| < exp(−ℓ3/2)}, k . exp(dℓ3/2)
{ω : |ω − ωk′ | < exp(−ℓ3/2)/N}, k′ . Nd exp(dℓ3/2)
{E : |E − Ek′′ | < exp(−ℓ3/2)}, k′′ . C(V ) exp(ℓ3/2)
be covers of Td, Td(a, b) \ Ωℓ, and (−C(V ), C(V )), respectively. Note that if |ω −
ωk′ | < exp(−ℓ3/2)/N , |E − Ek′′ | < exp(−ℓ3/2), and L(ω,E) > γ > 0, then, by
Proposition 2.9, L(ωk′ , Ek′′ ) > γ/2, provided ℓ is large enough. So, if L(ωk′ , Ek′′) >
γ/2 we let Bℓ,t(xk, ωk′ , Ek′′ ) be the set from Lemma 7.1 (with γ/2 instead of γ).
Otherwise we let Bℓ,t(xk, ωk′ , Ek′′ ) be the empty set. Let
BN,ℓ =
⋃
k,k′,k′′,t,m
Sm(Bℓ,t(xk, ωk′ , Ek′′ )),
where Sm(x, ω) = (x−mω,ω), m ∈ [1, N ], |t| ∈ [exp(ℓ2), N ]. Then we have
mes(BN,ℓ) ≤ CNd+2 exp((2d+ 1)ℓ3/2) exp(−ℓ
σ(1−τ)
6d ).
Note that, due to the restriction required on |t| by Lemma 7.1 we need to have
N ≤ exp(ℓ
σ(1−τ)
4 ). We choose α = α(σ, τ) = α(a, b) such that if N ≤ exp(ℓα), the
previous restriction is satisfied and
mes(BN,ℓ) < exp(−2ℓ
α
).
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Using Chebyshev’s inequality we get that there exists a set Ω˜N,ℓ, mes(Ω˜N,ℓ) <
exp(−ℓα) such that for ω /∈ Ω˜N,ℓ we have mes(BN,ℓ,ω) < exp(−ℓ
α
), where
BN,ℓ,ω = {x : (x, ω) ∈ BN,ℓ}.
We set ΩN,ℓ = Ωℓ ∪ Ω˜N,ℓ and we claim that the conclusion follows with our choice
of sets. Indeed, let x, ω,E, mj , Λj as in the assumptions. There exist xk, ωk′ , Ek′′
such that
|x+m0ω − xk| < exp(−ℓ3/2), |ω − ωk′ | < exp(−ℓ3/2)/N, |E − Ek′′ | < exp(−ℓ3/2)
(recall that there’s nothing to check if E /∈ (−C(V ), C(V ))). Since L(ω,E) > γ, we
have L(ωk′ , Ek′′ ) > γ/2, and since Λj , j = 0, 1, are (K, ℓ, 1/2)-(NDR) with respect
to x+mjω, ω,E, it follows (recall Remark 4.3) that Λj , j = 0, 1, are (K, ℓ)-(NDR)
with respect to
xk + jtωk′ , ωk′ , Ek′′ , t = m1 −m0.
The choice of our exceptional sets guarantees (x+m0ω, ω) /∈ Bℓ,t(xk, ωk′ , Ek′′ ) and
the conclusion follows from Lemma 7.1. 
8. Finite and Full Scale Localization: Proofs of Theorems A, B, C
Combining elimination of resonances under the (NDR) condition with the cov-
ering form of (LDT) yields the following result on elimination of resonances at a
given scale, as needed for obtaining Theorem A via Proposition 3.1.
Lemma 8.1. Let ε ∈ (0, 1/5), γ > 0, and σ, τ as in (LDT). For N ≥ N0(V, a, b, γ, ε),
there exists a set ΩN ,
mes(ΩN ) < exp(−(logN)εσ),
such that for ω ∈ Td(a, b) \ ΩN there exists a set BN,ω,
mes(BN,ω) < exp(− exp((logN)εσ))
and the following holds for any ω ∈ Td(a, b) \ ΩN , x ∈ Td \BN,ω, and E ∈ R such
that L(ω,E) > γ. If m0 ∈ [1, N ] is such that
log |fΛ(x, ω,E)| ≤ |Λ|L|Λ|(ω,E)− |Λ|1−τ/4
for all intervals Λ ⊂ [1, N ] satisfying dist(m0, [1, N ] \Λ) > |Λ|/100, |Λ| ≥ (logN)ε,
then for any ℓ ≥ exp((logN)3εσ/2) we have
(8.1) log |fℓ(x + (m− 1)ω, ω,E)| > ℓLℓ(ω,E)− ℓ
1−τ/2
for any m ∈ [1, N − ℓ+ 1] such that |m−m0| ≥ ℓ+ 2 exp(ℓ2), ℓ = ⌈(logN)2ε⌉.
Proof. With q = 22d+1, let
1≪ C1 ≪ C1 ≪ . . .≪ C(q−1)2 ≪ C(q−1)2
be constants such that the sets
Nk = {n ∈ Z : exp(Ckℓσ/2) ≤ |n| ≤ exp(Ckℓσ/2)}
satisfy the assumptions of Corollary 4.8. Let
ℓk = ⌊exp(Ckℓσ/2)⌋, Kk = ⌈exp(Ckℓσ/2)⌉.
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We choose the constants Ck, Ck such that we also have Kk ≤ ℓ
1−τ
10
k as needed for
Proposition 7.2. The conclusion will follow by choosing
ΩN := Ωℓ ∪
(⋃
k
ΩN,ℓk
)
, BN,ω :=
⋃
k
BN,ℓk,ω
,
where Ωℓ is the set from Corollary 4.8 and ΩN,ℓk ,BN,ℓk,ω are the sets from Propo-
sition 7.2. Note that
mes(ΩN ) < ℓ
C exp(−C1ℓ1/2) + 2(q − 1)2 exp(−ℓ2/4) < exp(−ℓ1/2) < exp(−(logN)εσ),
mes(BN,ω) < (q − 1)2 exp(−ℓα1 ) < exp(− exp(ℓ1/2)) < exp(− exp((logN)εσ)),
provided we choose C1, C1 large enough.
Let Λ0 = [m
′
0,m
′′
0 ] ⊂ [1, N ], |Λ0| = ℓ, be an interval such that dist(m0, [1, N ] \
Λ0) > |Λ0|/100. Then by our assumptions
log |fΛ0(x, ω,E)| = log |fℓ(x+ (m′0 − 1)ω, ω,E)| ≤ ℓLℓ(ω,E)− ℓ1−τ/2.
By Corollary 4.8, for each m′ ∈ [1, N ] we either have
log |fℓ(x+ (m′ − 1)ω, ω,E)| > ℓLℓ(ω,E)− ℓ1−τ/2
or there exists k = k(m′0,m
′) such that [−ℓk, ℓk] is (Kk, ℓ, 1/2)-(NDR) with respect
to both x+ (m′0 − 1)ω, ω,E and x+ (m′ − 1)ω, ω,E. By our assumptions we must
also have
log |fΛ(x+ (m′0 − 1)ω, ω,E)| ≤ |Λ|L|Λ|(ω,E)− 2|Λ|1−τ/2,
where Λ is any of the intervals [−ℓk, ℓk]∩([1, N ]−m′0+1). Note that by the definition
of (NDR) intervals, if [−ℓk, ℓk] is (NDR) with respect to x+ (m′0 − 1)ω, ω,E, then
[−ℓk, ℓk] ∩ ([1, N ]−m′0 + 1) is also (NDR) with respect to x + (m′0 − 1)ω, ω,E. It
follows from Proposition 7.2 that for any m′ ∈ [1, N ] such that |m′−m′0| ≥ exp(ℓ2),
we have
(8.2) log |fΛ(m′)(x+ (m′ − 1)ω, ω,E)| > |Λ(m′)|L|Λ(m′)|(ω,E)− 2|Λ(m′)|1−τ/2,
where Λ(m′) is either [1, ℓ] or [−ℓk, ℓk], with k = k(m′0,m′) as above. In addition,
Proposition 7.2 guarantees that if Λ(m′) = [−ℓk, ℓk], then (8.2) also holds for any
subintervals of [−ℓk, ℓk] with length greater than ℓk/10.
Take m ∈ [1, N − ℓ + 1] such that |m −m0| ≥ ℓ + 2 exp(ℓ2). This choice of m
guarantees that
[m,m+ ℓ− 1] ⊂ [1, N ] \ {m′ : |m′ −m′0| ≥ exp(ℓ2)}.
So (8.1) follows from (8.2) and the covering form of (LDT) (see Lemma 2.25).
Indeed, each point of [m,m+ ℓ − 1] is covered by an interval of the form Λ(m′) ∩
[m,m+ ℓ − 1] for some m′ ∈ [m− 1,m+ ℓ − 1 − ℓ], on which the large deviations
estimate holds. Note that we wanted to make sure that m′+ [1, ℓ] ⊂ [m,m+ ℓ− 1],
because if a large deviations estimate holds on m′ + [1, ℓ], it does not necessarily
hold on (m′+[1, ℓ])∩ [m,m+ℓ−1]. On the other hand, we already noted that when
a large deviations estimate holds on m′+[−ℓk, ℓk] it also holds on (m′+[−ℓk, ℓk])∩
[m,m+ ℓ− 1]. Finally note that the lower bound on ℓ is such that
|Λ(m′)| ≤ ℓ(q−1)2 ≤ ℓσ/2,
as needed for the covering form of (LDT). 
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The following propositions are more detailed versions of Theorem A and Theo-
rem B.
Proposition 8.2. Let ε ∈ (0, 1/5), γ > 0, σ as in (LDT), and ΩN , BN,ω as in
Lemma 8.1. For any N ≥ N0(V, a, b, γ, ε), ω0 ∈ Td(a, b) \ΩN , x0 ∈ Td \BN,ω, and
any eigenvalue E0 = E
(N)
j (x0, ω0), such that L(ω0, E0) > γ, there exists an interval
I = I(x0, ω0, E0) ⊂ [1, N ],
|I| < exp((logN)5ε),
such that for any (x, ω) ∈ Td × Td(a, b), with
|x− x0|, |ω − ω0| < exp(− exp((logN)2εσ)),
we have ∣∣∣ψ(N)j (x, ω;m)∣∣∣ < exp(−γ4dist(m, I)
)
,
provided dist(m, I) > exp((logN)2εσ).
Proof. Let ψ a choice of normalized eigenvector for E0 and let m0 be such that
|ψ(m0)| = max
m∈[1,N ]
|ψ(m)|.
Then m0 satisfies the assumptions of Lemma 8.1, because otherwise we can use
Poisson’s formula (2.31) and Lemma 2.24 to contradict the maximality of |ψ(m0)|.
So, if we let
ℓ = ⌈exp((logN)3εσ/2)⌉,
by Lemma 8.1, (8.1) holds for m ∈ [1, N ] \ I, I = [1, N ]∩ [m0 − ℓ− 2 exp(ℓ2),m0 +
ℓ + 2 exp(ℓ2)], ℓ = ⌈(logN)2ε⌉. The conclusion follows immediately from Proposi-
tion 3.1 (with ℓ instead of ℓ). 
Proposition 8.3. Let ε ∈ (0, 1/5), γ > 0, and ΩN , BN,ω as in Proposition 8.2. For
any N ≥ N0(V, a, b, γ, ε), ω0 ∈ Td(a, b) \ ΩN , x0 ∈ Td \ BN,ω, and any eigenvalue
E0 = E
(N)
j (x0, ω0), such that L(ω0, E0) > γ, if we take I = I(x0, ω0, E0) as in
Proposition 8.2, then
|E(N)k (x, ω)− E(N)j (x, ω)| > exp(−C(V )|I|),
for any k 6= j and any (x, ω) ∈ Td × Td(a, b), with
|x− x0|, |ω − ω0| < exp(− exp((logN)2εσ)).
Proof. From the proof of Proposition 8.2 we know that (8.1) holds for m ∈ [1, N ] \
I, I = [1, N ] ∩ [m0 − ℓ − 2 exp(ℓ2),m0 + ℓ + 2 exp(ℓ2)], ℓ = ⌈(logN)2ε⌉. The
conclusion follows from Proposition 3.3 (with ℓ instead of ℓ). Since E0 is restricted
to the spectrum, we can choose the constant C from Proposition 3.3 independent
of E0. 
Next we establish two auxilliary results needed for the proof of Theorem C.
Lemma 8.4. Let ε ∈ (0, 1/5), γ > 0 and ΩˆN , BˆN,ω as in Theorem C. For N ≥
N0(V, a, b, γ, ε), ω ∈ Td(a, b) \ ΩˆN , x ∈ Td \ BˆN,ω, if
L(ω,E
[−N,N ]
j (x, ω)) >
3γ
2
and I = I(x, ω,E
[−N,N ]
j (x, ω)) ⊂ [−N/2, N/2]
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then for any N ≤ N ′ ≤ exp((logN) 110ε ) there exists jN ′ , such that∣∣∣E[−N ′,N ′]jN′ (x, ω)− E[−N,N ]j (x, ω)∣∣∣ < exp(−γ9N
)
,(8.3)
‖ψ[−N ′,N ′]jN′ (x, ω)− ψ
[−N,N ]
j (x, ω)‖ < exp
(
−γ
9
N
)
.(8.4)
Furthermore, E
[−N ′,N ′]
jN′
(x, ω) is localized, I(x, ω,E
[−N ′,N ′]
jN′
(x, ω)) ⊂ [−3N/4, 3N/4],
and ∣∣∣ψ[−N ′,N ′]jN′ (x, ω;n)∣∣∣ < exp(− γ17dist(n, I)
)
, N ≤ |n| ≤ N ′.
Proof. By Theorem A,∣∣∣ψ[−N,N ]j (x, ω;±N)∣∣∣ < exp
(
−γ
4
(
N
2
− 1
))
.
Then
‖(H[−N ′,N ′](x, ω) − E[−N,N ]j (x, ω))ψ[−N,N ]j (x, ω)‖ < 2 exp
(
−γ
4
(
N
2
− 1
))
and applying Lemma 2.40 (with the aid of Theorem B) we get that there exists jN ′
such that (8.3) and (8.4) hold. Invoking Proposition 2.9 we have
L(ω,E
[−N ′,N ′]
jN′
(x, ω)) > γ
and therefore E
[−N ′,N ′]
jN′
(x, ω) is localized. Using (8.4) and I ⊂ [−N/2, N/2] we get∑
|n|≤5N/9
∣∣∣ψ[−N ′,N ′]jN′ (x, ω;n)∣∣∣2 > 1/2.
It follows from Theorem A (arguing by contradiction) that
I(x, ω,E
[−N ′,N ′]
jN′
(x, ω)) ⊂ [−3N/4, 3N/4],
and ∣∣∣ψ[−N ′,N ′]jN′ (x, ω;n)∣∣∣ < exp(−γ4dist(n, [−3N/4, 3N/4])
)
< exp
(
− γ
17
dist(n, I)
)
,
for any N ≤ |n| ≤ N ′. 
Lemma 8.5. Let ε ∈ (0, 1/5), γ > 0 and ΩˆN , BˆN,ω as in Theorem C. The following
statement holds for any N0 ≥ C(V, a, b, γ, ε), ω ∈ Td(a, b) \ ΩˆN0 , x ∈ Td \ BˆN0,ω.
If E,ψ is a generalized eigenpair for H(x, ω), that is
H(x, ω)ψ = Eψ, ψ 6≡ 0, |ψ(m)| < C(ψ)(|m|+ 1), m ∈ Z,
and L(ω,E) > γ, then
|ψ(m)| < exp
(
−γ
4
|m|
)
, |m| ≥ C(ψ, V, a, b, γ).
Proof. There exists C0(ψ, V, a, b, γ) such that for any interval Λ ⊂ Z satisfying
|Λ| ≥ C0 and dist(0,Z \ Λ) > |Λ|/100
we have
log |fΛ(x, ω,E)| ≤ |Λ|L|Λ|(ω,E)− |Λ|1−τ/4.
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Otherwise, we could use Poisson’s formula and Lemma 2.24 to show that ψ ≡ 0.
So, for N large enough we can apply Lemma 8.1 with m0 = 0 to get that (8.1)
holds for any
m ∈ [−N,N − ℓ + 1] \ I, I = [−ℓ− 2 exp(ℓ2), ℓ+ 2 exp(ℓ2)],
ℓ = ⌊exp((logN)2εσ)⌋, ℓ = ⌈(log(2N + 1))2ε⌉.
Let
J =
{
[⌊m/4⌋, 2m] ,m > 0
[2m, ⌈m/4⌉] ,m < 0.
Take m such that exp((logN)5ε) ≤ |m| ≤ N/2. Then J ⊂ [−N,N ] \ I, and we can
use (8.1) and the covering form of (LDT) to get
log |fJ(x, ω,E)| > |J |L|J|(ω,E)− |J |1−τ/2.
Poisson’s formula and Lemma 2.24 imply
|ψ(m)| < 2C(ψ)(2|m|+ 1) exp
(
−γ
2
3|m|
4
+ C|m|1−τ
)
< exp
(
−γ
4
|m|
)
,
provided N is large enough. This concludes the proof. 
Proof of Theorem C. (a) Let Nk = N
2k . Iterating Lemma 8.4 (and using Proposi-
tion 2.9), we get that there exist jk, k ≥ 0, j0 = j, such that∣∣∣E[−Nk+1,Nk+1]jk+1 (x, ω)− E[−Nk,Nk]jk (x, ω)∣∣∣ < exp(−γ9Nk
)
,
‖ψ[−Nk+1,Nk+1]jk+1 (x, ω)− ψ
[−Nk,Nk]
jk
(x, ω)‖ < exp
(
−γ
9
Nk
)
,
L(ω,E
[−Nk+1,Nk+1]
jk+1
(x, ω)) >
3γ
2
,
Ik = I(x, ω,E
[−Nk+1,Nk+1]
jk+1
(x, ω)) ⊂ [−3Nk/4, 3Nk/4],∣∣∣ψ[−Nk+1,Nk+1]jk+1 (x, ω;n)∣∣∣ < exp(− γ17dist(n, Ik)
)
< exp
(
− γ
18
dist(n, I)
)
,
for all Nk ≤ |n| ≤ Nk+1. It follows that for any k′ ≥ k ≥ 0,∣∣∣E[−Nk′ ,Nk′ ]jk′ (x, ω)− E[−Nk,Nk]jk (x, ω)∣∣∣ <
k′−1∑
i=k
exp
(
−γ
9
Ni
)
< exp
(
− γ
10
Nk
)
,
‖ψ[−Nk′ ,Nk′ ]jk′ (x, ω)− ψ
[−Nk,Nk]
jk
(x, ω)‖ <
k′−1∑
i=k
exp
(
−γ
9
Ni
)
< exp
(
− γ
10
Nk
)
.
This proves (1.6), (1.8), and the existence of the limits E(x, ω), ψ(x, ω). The fact
that ‖ψ‖ = 1 follows immediately.
We already established that (1.7) holds for Nk−1 ≤ |n| ≤ Nk. For 1 ≤ k′ ≤ k− 2
we have
(8.5)
∣∣∣ψ[−Nk,Nk]jk (x, ω;n)∣∣∣ < ∣∣∣ψ[−Nk′ ,Nk′ ]jk′ (x, ω;n)∣∣∣+
k−1∑
i=k′
exp
(
−γ
9
Ni
)
< exp
(
− γ
20
dist(n, I)
)
,
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for Nk′−1 ≤ |n| ≤ Nk′ . This shows (1.7) holds for N ≤ |n| ≤ Nk. By Theorem A,∣∣∣ψ[−N,N ]j (x, ω;n)∣∣∣ < exp(− γ17dist(n, I)
)
, 3N/4 ≤ |n| ≤ N.
Using the reasoning of (8.5) again we conclude that (1.7) holds as stated.
Taking k′ →∞ in (1.8) we have
‖ψ(x, ω)− ψ[−Nk,Nk]jk (x, ω)‖ < exp
(
− γ
10
Nk
)
and (1.9) follows in the same way as (1.7).
(b) It is well-known that to get purely pure point spectrum it is enough to show
that generalized eigenvectors decay exponentially. We have this by Lemma 8.5, so
we just need to argue that all eigenpairs can be obtained as limits from (a). Let
E,ψ be an eigenpair for H(x, ω), E ∈ [E′, E′′], L(ω,E) > 3γ. By Lemma 8.5,
(8.6) |ψ(m)| < exp
(
−γ
4
|m|
)
, |m| ≥ C(ψ, V, a, b, γ).
Since
‖(H[−N,N ](x, ω)− E)ψ‖2 = |ψ(−N − 1)|2 + |ψ(N + 1)|2,
it follows from Lemma 2.40 that for N large enough there exists j such that
(8.7)
∣∣∣E[−N,N ]j (x, ω)− E∣∣∣ < exp(−γ5N
)
, ‖ψ[−N,N ]j (x, ω)−ψ‖ < exp
(
−γ
5
N
)
.
By Proposition 2.9, L(ω,E
[−N,N ]
j (x, ω)) > 2γ and hence E
[−N,N ]
j (x, ω) is local-
ized. For N large enough, (8.6) and (8.7) imply that I = I(x, ω,E
[−N,N ]
j (x, ω)) ⊂
[−N/2, N/2]. Let jk be the sequence from (a). By the same reasoning as above,
there exist j′k such that
(8.8)∣∣∣E[−Nk,Nk]j′k (x, ω)− E
∣∣∣ < exp(−γ
5
Nk
)
, ‖ψ[−Nk,Nk]j′k (x, ω)− ψ‖ < exp
(
−γ
5
Nk
)
.
We just need to argue that j′k = jk and that the choice of normalized eigenvector
is the same as in (a). This follows by induction. We just check the initial step, the
general step being analogous. We have that∣∣∣E[−N1,N1]j′1 (x, ω)− E[−N1,N1]j1 (x, ω)
∣∣∣ . exp(− γ
10
N
)
,
so Theorem B implies that j1 = j
′
1. If the choice of normalized eigenvector in (8.8)
is not the same as in (a) we would have
‖ψ[−N1,N1]j1 (x, ω)− ψ
[−N,N ]
j (x, ω)‖ < exp
(
− γ
10
N
)
‖ − ψ[−N1,N1]j1 (x, ω)− ψ‖ < exp
(
−γ
5
N1
)
which would imply
‖ψ[−N1,N1]j1 (x, ω)‖ .
(
− γ
10
N
)
,
contradicting the fact that ψ
[−N1,N1]
j1
(x, ω) is normalized. 
Remark 8.6. It is possible to prove part (b) of Theorem C in a direct manner
by showing that the eigenvectors from part (a) form an orthonormal basis for the
spectral subspace correspoding to [E′, E′′]. This argument is straightforward in the
case when the Lyapunov exponent is positive on Sω, see [GS11, Prop. 13.1], but in
general it is more complicated than the above indirect argument.
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9. Stabilization of the Spectrum: Proofs of Theorems D, E
We prove the relations (1.12) and (1.13) from Theorem D separately. The rela-
tion (1.12) is an immediate consequence of the following lemma.
Lemma 9.1. Assume ω ∈ Td(a, b) and L(ω,E) > γ > 0 for all E ∈ [E′, E′′]. Let
k0 ≥ 0, s > 1 integers, and σ as in (LDT). Then for all N ≥ N0(V, a, b, γ) we have
Sω ∩ [E′, E′′] ⊂ SN,ω(s, k0, ρ),
for any ρ ∈ Rk0+1 such that ρk ≥ exp(−(N (k))σ/2), k = 0, . . . , k0.
Proof. Take E ∈ [E′, E′′] \SN,ω(s, k0, ρ). We just need to show E /∈ Sω. For any
x ∈ Td there exists
I = I(x) ∈ {[−N (k), N (k)] : k = 0, . . . , k0}
such that
dist(E, specHI(x, ω)) ≥ exp(−|I|σ/2),
and by the spectral form of (LDT) (see Corollary 2.21)
log |fI(x, ω,E)| > |I|L|I|(ω,E)− |I|1−τ/2.
Given N set
ΛN =
⋃
m∈[−N,N]
I(mω).
From the covering form of (LDT) (see Lemma 2.25) we get
dist(E, specHΛN (0, ω)) ≥ exp(−N).
Since N can be chosen arbitrarily large, Lemma 2.39 implies that dist(E, Sω) ≥
exp(−N). In particular, E /∈ Sω and the conclusion follows. 
We will prove relation (1.13) from Theorem D in Proposition 9.5, but first we
establish some auxilliary results. We start with an application of Bourgain’s elim-
ination of multiple resonances. The next lemma is the reason for the choice of
parameters s, k0, ρ in Theorem D.
Lemma 9.2. Let x ∈ Td, E ∈ R, γ > 0, A ≥ 1, s > 1, N ≥ 1, N (k) = Nsk ,
σ as in (LDT). For any s ≥ s0(a, b, A), N ≥ N0(V, a, b, γ, A, s) there exists a set
ΩN = ΩN (s), mes(ΩN ) < N
−A, such that the following holds. If ω ∈ Td \ ΩN ,
L(ω,E) > γ, and
dist(E, specH[−N,N ](x, ω)) < exp(−Nσ/2),
dist(E, specH[−N(k),N(k)](x, ω)) < exp
(
− γ
10
N
)
, k = 1, . . . , k0, k0 = 2
2d+1 − 1,
then there exist k = k(x) ∈ {1, . . . , k0}, j = j(x), such that
|E − E[−N(k),N(k)]j (x, ω)| < exp
(
− γ
10
N
)
,(9.1)
|ψ[−N(k),N(k)]j (x′, ω,±N (k))| < exp
(
−γ
8
N (k)
)
, |x′ − x| < exp(−(logN)3/σ).
(9.2)
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Proof. Let s be a sufficiently large integer, so that the sets
Nk = {n ∈ Z : (N (k))1/2 ≤ |n| ≤ 2N (k)}, k = 1, . . . , k0
satisfy the assumptions of Proposition 4.7, with ℓ = ⌊(logN)2/σ⌋, for N large
enough. We let ΩN be the set of resonant frequencies from Proposition 4.7. We
have
(9.3) mes(ΩN ) ≤ ℓC(N (1))−1/2 < N−A,
provided s is large enough. Since
dist(E, specH[−N,N ](x, ω)) < exp(−Nσ/2) < exp(−ℓ),
it follows from the covering form of (LDT) (see Lemma 2.25) that there exist
m0 ∈ [−N,N ] such that
log |fℓ(x+m0ω, ω,E)| ≤ ℓLℓ(ω,E)− ℓ1−τ/2.
Applying Proposition 4.7, we get that there exists k such that
log |fℓ(x+ (m− 1)ω, ω,E)| > ℓLℓ(ω,E)− ℓ1−τ/2 for any 2(N (k))1/2 ≤ |m| ≤ N (k)
(note that we chose Nk so that we get the above estimate after we take into account
the shift by m0ω). By the hypothesis, there exists E
[−N(k),N(k)]
j (x, ω) so that
|E − E[−N(k),N(k)]j (x, ω)| < exp
(
− γ
10
N
)
.
The localization estimate (9.2) follows immediately from Proposition 3.1 by noting
that
|E − E[−N(k),N(k)]j (x′, ω)| < exp
(
− γ
10
N
)
+ C|x′ − x| < exp(−ℓ),
provided |x′ − x| < exp(−(logN)3/σ) < exp(−ℓ3/2). 
The next result is a technical tool for Lemma 9.4. It’s peculiar statement
stems from the following issue. The function mes(SN (s, k0, ρ)) can have jump-
discontinuities in ρ, and we have no control over the size of the jumps. This forces
us to work with mes((SN (s, k0, ρ))
(ρ′)) (recall (1.11)) which is Lipschitz continuous
in ρ′.
Lemma 9.3. Let N ≥ 1, ω ∈ Td, s > 1, k0 ≥ 1, ρ ∈ Rk0+1, ρ′ > 0, ε ∈ Rk0+1,
εk = exp(−N3/2). For any N ≥ N0(V, a, b) we have
mes
(
(SN,ω(s, k0, N
−1/2(ρ− ε)− ε))(ρ′) \SN,ω(s, k0, ρ)
)
< (N (k0))C(a,b)ρ′.
Proof. Take V˜ as in (2.40) and consider the set of (x,E) such that
‖(H˜[−N(k),N(k)](x, ω)− E)−1‖HS > ρ−1k , k = 0, . . . , k0.
This set is semialgebraic of degree less than (N (k0))C . We let S˜N,ω(s, k0, ρ) be
its projection onto the E-axis. By the Tarski-Seidenberg principle, S˜N,ω(s, k0, ρ) is
also semialgebraic of degree less than (N (k0))C
′
and hence it has less than (N (k0))C
′′
connected components (see [Bou05, Ch. 9]). Note that
|E[−N(k),N(k)]j (x, ω)− E˜[−N
(k),N(k)]
j (x, ω)| < exp(−N3/2), k = 0, . . . , k0
(recall (2.41)) and therefore
SN,ω(s, k0, ρ) ⊂ S˜N,ω(s, k0, ρ+ ε), S˜N,ω(s, k0, ρ) ⊂ SN,ω(s, k0, N1/2ρ+ ε)
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(recall that ‖ · ‖ ≤ ‖ · ‖HS ≤
√
N‖ · ‖ on CN×N ). It follows that
(SN,ω(s, k0, N
−1/2(ρ− ε)− ε))(ρ′) \SN,ω(s, k0, ρ)
⊂ (S˜N,ω(s, k0, N−1/2(ρ− ε)))(ρ′) \ S˜N,ω(s, k0, N−1/2(ρ− ε)).
Since S˜N,ω has less than (N
(k0))C
′′
components,
mes
(
(S˜N,ω(s, k0, N
−1/2(ρ− ε)))(ρ′) \ S˜N,ω(s, k0, N−1/2(ρ− ε))
)
. (N (k0))C
′′
ρ′
and we are done. 
The following is a finite volume version of the second part of Theorem D and it
will imply the full scale statement.
Lemma 9.4. Let γ > 0, A ≥ 1, σ as in (LDT). For any s ≥ s0(a, b, A), N ≥
N0(V, a, b, γ, A, s), there exists a set ΩN = ΩN (s), mes(ΩN ) < N
−A, such that the
following holds with
SN,ω = SN,ω(s, k0, ρN ), k0 = 2
2d+1 − 1,
ρN,0 = exp(−Nσ/2), ρN,k = exp
(
− γ
10
N
)
, k = 1, . . . , k0.
If ω ∈ Td \ ΩN and L(ω,E) > γ for all E ∈ [E′, E′′] and N = ⌊exp(N1/2)⌋, then
mes
(
(SN,ω ∩ [E′, E′′]) \SN,ω
)
< exp
(
− γ
15
N
)
.
Proof. Let Ω′N be the set from Lemma 9.2 with A+1 instead of A. Let ΩN , BN,ω,
be the sets from Theorem A with ε = 1/10, [−N,N ] instead of [1, N ], and γ/2
instead of γ. The conclusion will hold with ΩN = Ω
′
N ∪ ΩN . Clearly the measure
estimate for ΩN is satisfied.
Take E ∈ SN,ω ∩ [E′, E′′]. Then by Lemma 9.2, there exist x ∈ Td, k = k(x),
j = j(x), such that (9.1) and (9.2) hold. Since
mes(BN,ω) < exp(− exp((logN)σ/10)),
there exists x′ /∈ BN,ω,
|x′ − x| < exp(− exp((logN)σ/20)) < exp(−(logN)3/σ).
Using Corollary 2.41, we have that there exists E
[−N,N ]
i (x
′, ω) such that
|E[−N,N]i (x′, ω)− E[−N
(k),N(k)]
j (x
′, ω)| . exp
(
−γ
8
N (k)
)
,
max
n∈[−N(k),N(k)]
|ψ[−N,N ]i (x′, ω;n)| > (2N (k)N)−1/2.
Note that
|E−E[−N,N]i (x′, ω)| . exp
(
− γ
10
N
)
+C exp(− exp((logN)σ/20))+exp
(
−γ
8
N (k)
)
< exp
(
− γ
11
N
)
,
so by Proposition 2.9, L(E
[−N,N]
i (x
′, ω), ω) > γ/2, provided N is large enough.
Since x′ /∈ BN,ω, by Theorem A, there exists I = I(E[−N,N ]i (x′, ω)) such that
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|I| < exp((logN)1/2) and
|ψ[−N,N]i (x′, ω;n)| < exp
(
−γ
4
dist(n, I)
)
,
provided dist(n, I) > exp((logN)σ/2). It follows that
dist([−N (k), N (k)], I) ≤ exp((logN)σ/2)
and in particular
|ψ[−N,N]i (x′, ω;±N)| < exp
(
−γ
8
N
)
.
Using Lemma 2.38 we get that
E
[−N,N]
i (x
′, ω) ∈ SN,ω(s, k0, ρ′), ρ′k = 4 exp
(
−γ
8
N
)
.
and therefore
E ∈
(
SN,ω(s, k0, ρ
′)
)(ρ′′)
, ρ′′ = exp
(
− γ
11
N
)
.
Thus we showed
SN,ω ∩ [E′, E′′] ⊂
(
SN,ω(s, k0, ρ
′)
)(ρ′′)
.
Then
(SN,ω ∩ [E′, E′′]) \SN,ω ⊂
(
SN,ω(s, k0, ρ
′)
)(ρ′′)
\SN,ω
⊂
(
SN,ω(s, k0, N
−1/2
(ρN − ε)− ε)
)(ρ′′)
\SN,ω, εk = exp(−N
3/2
)
and the conclusion follows from Lemma 9.3. 
We can now prove the second part of Theorem D.
Proposition 9.5. Let γ > 0, A ≥ 1. For any s ≥ s0(a, b, A), N ≥ N0(V, a, b, γ, A, s),
there exists a set ΩN = ΩN (s), mes(ΩN ) < N
−A, such that the following holds with
SN,ω as in Lemma 9.4. If ω ∈ Td \ ΩN and L(ω,E) > γ for all E ∈ [E′, E′′] then
mes ((SN,ω ∩ [E′, E′′]) \ Sω) < exp
(
− γ
20
N
)
.
Proof. Let Nj = ⌊exp(N1/2j−1)⌋, N0 = N . Let Ω′Nj be the set from Lemma 9.4 with
A + 1 instead of A. The conclusion will hold with ΩN =
⋃
j ΩNj . Clearly the
measure estimate for ΩN is satisfied.
Using Lemma 2.38 it follows from Lemma 9.2 that if E ∈ SN,ω ∩ [E′, E′′], then
dist(E, Sω) < exp(−γN/11) for N large enough. Then we have⋂
j≥1
SNj ,ω ∩ [E′, E′′] ⊂ Sω
and
(SN,ω ∩ [E′, E′′]) \ Sω ⊂ (SN,ω ∩ [E′, E′′]) \

⋂
j≥1
SNj,ω ∩ [E′, E′′]


= (SN,ω ∩ [E′, E′′]) \
⋂
j≥1
SNj ,ω ⊂
⋃
j≥0
(
(SNj ,ω ∩ [E′, E′′]) \SNj+1,ω
)
.
So the conclusion follows from Lemma 9.4. 
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Theorem E is an immediate consequence of the following proposition.
Proposition 9.6. Let γ > 0, A ≥ 1, σ as in (LDT). For any N ≥ N0(V, a, b, γ, A)
there exists a set ΩN , mes(ΩN ) < N
−A, such that the following holds. If ω ∈
Td \ ΩN , E0 ∈ Sω and L(ω,E0) > γ, then
mes ((E0 − δN , E0 + δN ) ∩ Sω) > 2
3
δN , δN = exp(−(logN)4/σ
2
).
Proof. Let Ω′N be the exceptional set from Lemma 9.4, with A + 1 instead of A,
s = s0, and γ/2 instead of γ. The conclusion will hold with ΩN =
⋃k0
k=0 Ω
′
N(k)
,
k0 = 2
2d+1 − 1.
Let SN,ω as in Lemma 9.4. By Lemma 9.1, E0 ∈ SN,ω, and by Lemma 9.2,
there exist x, k = k(x), j = j(x), such that
|E0 − E[−N
(k),N(k)]
j (x, ω)| < exp
(
− γ
10
N
)
,
|ψ[−N(k),N(k)]j (x′, ω,±N (k))| < exp
(
−γ
8
N (k)
)
, for any |x′ − x| < exp(−(logN)3/σ).
Let S = {x′ : |x′ − x| < exp(−(logN)3/σ)}. Using Lemma 2.38 we have
E
[−N(k),N(k)]
j (S, ω) ⊂ SN(k),ω.
Let [E′, E′′] = [E0 −N−1, E0 +N−1)]. By Proposition 2.9, L(ω,E) > γ/2 for all
E ∈ [E′, E′′], provided N is large enough. We have E[−N(k),N(k)]j (S, ω) ⊂ [E′, E′′],
so Lemma 2.27 yields
mes(E
[−N(k),N(k)]
j (S, ω)) > exp(−(logN)4/σ
2
).
By Proposition 9.5,
mes(E
[−N(k),N(k)]
j (S, ω) \ Sω) < exp
(
− γ
20
N
)
.
Let
I = (E0 − δN , E0 + δN ) ∩ E[−N
(k),N(k)]
j (S, ω).
Then
mes ((E0 − δN , E0 + δN ) ∩ Sω) ≥ mes(I ∩ Sω) > mes(I)− exp
(
− γ
20
N
)
> exp(−(logN)4/σ2)− 2 exp
(
− γ
20
N
)
>
2
3
δN .

Proof of Theorem E. Let Ω′N be the set from Proposition 9.6 with A = 3. The
conclusion follows immediately from Proposition 9.6, by letting ΩN =
⋃
N ′≥N Ω
′
N ′
and δ0 = exp(−(logN)4/σ2) (provided N is large enough). 
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