Abstract.The paper introduces three different ways to generate pseudo random number of multinomial distribution and also describes the implementation process in detail with the model of small ball and box. We mainly consider the generation using Gibbs sampling in MCMC method. In the paper, we intend to find the high-quality generation of pseudo random number of multinomial distribution.
Introduction
To some extent, multinomial distribution can be considered as a generalization of the binomial distribution. Bernoulli trials of binomial distribution only have two opposite possible outcomes 1 、 2 and the result of each trail is independent. In Bernoulli trials of binomial distribution, let random variables x stand for the results of trials, stands for the probability of the event occurs. So, in − n timestrial, the probability of times occurrenceis ( ) Therefore, like binomial distribution, we define the joint distribution principle and other equations in multinomial distribution, thus, we get the following formulas. Hence, we define
Generations of pseudo random number of multinomial distribution
When studying the multinomial distribution, we consider the problem of throwing small balls into boxes. The probabilities of the small ball into the − ℎ box separately are 1 、 2 ⋯ . Hence, the probability satisfies the approximate formulas. 
However, when the numbers of the small balls and boxes are large, there is high probability of boundary violation in computer's calculation because of the large factorial term. Hence, we apply the logarithmic transformation in the above formulas.
International Conference on Applied Science and Engineering Innovation (ASEI 2015)
In the simulation, we choose the experiment putting 20 small balls into 4 boxes 100 times. In the experiment, 1 ,the probability that small balls fall into the first box each time is 0.1. Analogously, we can define that 2 = 0.2, 3 = 0.3, 4 = 0.4. InFig. 1, the abscissaof the top left diagramrepresents 100 experiments and the value of the ordinate separately stands for the number of small balls in one of these 4 boxes.The diagram in the top leftdynamically displays the number of small balls in each box in each experiment. The diagram in the lower left shows the distribution law of small balls in each box, the frequency and the average value of number of different balls appearing in each box in 100 experiments. The diagram in the lower right displays the situation of binomial distribution in each box with given distribution probability.
Separation into multidimensional 0-1 vectors
Divide 1 2 ( , ,..., ) = m X X X X into i X ,
Multiplication formula of the joint distribution
The multiplication formula of the joint distribution: 
In the Eq.4.
The conditional probability formula:
( ) 
i.e. 
B n x x p p Firstly, we consider the situation of the first box. When the number of small balls in the first box is determined, we consider the situation of the second box. Like this, we can determine the number of small balls in the second and the third box separately. Finally, we put all remaining balls into the last box. According to the definitions above,random vector satisfies 1 1 ( , ) X B n p and the conditional probabilities of random vectors 2 , 3 satisfy binomial distribution. Using the sampling in binomial distribution, we can get values 1 , 2 , 3 and 20 − ( 1 + 2 + 3 ) is the number of small balls in the fourth box. When we compareFig. 2 with Fig.1 , the difference is that the grid meshes filled with yellow shows the number of small balls in each binomial distribution. In the result of the simulation, we can see each dimension of multinomial distribution still satisfies the binomial distribution.
Gibbs sampling
Using Gibbs sampling, we can get an appropriate limiting probability distribution of Markov chain. The initial condition 1 2 3 4 , , , x x x x is set to any random vector including four non-negative integers with the sum of them is 20. And represents the number of the balls in the − ℎ box. Then, we change conditions in the following way, choosing two numbers from 1,2, ⋯ , randomly to determine the next condition. For example, if we choose 1，3, let 1 3 s x x = + and keep the value of 2 4 , x x constant to simulate the new value of 1 3 , x x . We control one of the variables 1 3 , After we get the initial condition, let 1 、 2 、 3 、 4 as the first column of array . In the simulation using Gibbs sampling introduced in section 2.3, we set number realization as 100 and track number as 20 for more stable results. Comparing with otherfigures above, the diagram in the top right ofFig. 3is quite different from others. These yellow small circles and green small circle stand for the two boxes, which are chose to change their value in this track. The abscissa represents track number 20, in other words, we get a stable result after 20 exchanges.
