We develop an inversion methodology for 3D electromagnetic data when the forward model consists of Maxwell's equations in which the permeability is constant but electrical conductivity can be highly discontinuous. The goal of the inversion is to recover the conductivity given measurements of the electric and/or magnetic fields. A standard Tikhonov regularization is incorporated and we use an inexact, all-at-once methodology (Biros and Ghattas, 2000; Haber and Ascher, 2001b), solving the forward problem and the inverse problem simultaneously in one iterative process. This approach allows development of highly efficient algorithms. Here we present the basic methodology for the all-at-once approach. We then briefly review the time domain forward modelling equations, develop the linearized Gauss-Newton system of equations to be solved at each iteration, and show how these equations can be solved using a preconditioned conjugate gradient solution.
Summary
We develop an inversion methodology for 3D electromagnetic data when the forward model consists of Maxwell's equations in which the permeability is constant but electrical conductivity can be highly discontinuous. The goal of the inversion is to recover the conductivity given measurements of the electric and/or magnetic fields. A standard Tikhonov regularization is incorporated and we use an inexact, all-at-once methodology (Biros and Ghattas, 2000; Haber and Ascher, 2001b) , solving the forward problem and the inverse problem simultaneously in one iterative process. This approach allows development of highly efficient algorithms. Here we present the basic methodology for the all-at-once approach. We then briefly review the time domain forward modelling equations, develop the linearized Gauss-Newton system of equations to be solved at each iteration, and show how these equations can be solved using a preconditioned conjugate gradient solution.
We invert a synthetic data set generated from a surface loop transmitter and receivers in four boreholes. 
All-at-once Inversion Methodology
where A(m) is a discretized version of Maxwell's equations (including boundary conditions) either in time or in frequency. m = log(σ) is the log conductivity, u stands for the fields, and q represents sources and boundary values. The discretization can be done using finite volume or finite element methods and A is invertible.
Write the measured data as
where Q is a measurement operator which projects the fields (or their derivatives or integrals) onto the measurement locations in 3D space and possibly time, and is the measurement noise.
To obtain a unique model which depends stably on the data we formulate the inverse problem as a constrained optimization problem of the form
subject to
Here, β > 0 is the regularization parameter, and R(·) is a regularization operator reflecting our a-priori information.
We note that u, m and q are grid functions ordered as vectors and Q, A and
∂R ∂m
are all large, sparse matrices.
The common approach to solving this problem (e.g. (Newman and Alumbaugh, 1997; Vogel, 1999) ), is to first eliminate the equality constraints, obtaining an unconstrained optimization problem of the form
This approach is rooted in a vast amount of literature and numerous methods have been developed for solving this unconstrained optimization problem using various approximations to the Hessian matrix (Nocedal and Wright, 1999) . However, each evaluation of the objective function requires a solution of the forward problem, and evaluating the gradients requires the solution of the adjoint problem. Evaluating the sensitivity matrix requires many more solutions of the forward and adjoint problems. In this paper we tackle the constrained optimization problem directly. We first form the Lagrangian
where λ is the vector, or grid function of the same form and size as u, of Lagrange multipliers. The first order necessary condition of optimality is that the gradient of L vanish. This yields the nonlinear system of algebraic equations
where () * is the adjoint operator and
The system (4) is solved by a Newton-type method. Within the outer, nonlinear iteration there are then iterative methods applied to solve the linearized problem approximately.
Before proceeding with the inversion we write our time domain forward modelling equations in the form of (1).
The details are presented in a companion abstract and here we summarize only the essential elements.
The Forward Problem
The time-dependent Maxwell equations can be written as
, where E and H are the electric and magnetic fields, µ is the permeability, σ is the conductivity, is the permittivity and sr is a source. Initial conditions for E and H must be supplied.
The above equations are semi-discretized in time using a backward Euler procedure. Let [tn−1, tn] denote an arbitrary time step. We let αn = (tn − tn−1) −1 and define a modified conductivityσ = (σ + αn ). Before discretizing in the spatial domain, the electric field is first decomposed with a Helmholtz decomposition and a Coulomb gauge. Thus
A finite volume approach for the discretization of the equations on an orthogonal, staggered grid is then implemented. We choose to discretizeÃ on cell faces and φ at cell centers (Haber et al., 2000a; Haber and Ascher, 2001a) . Note that the modified conductivityσ is averaged harmonically at cell faces.
Let ∇ h · , ∇ h × and ∇ h be matrices arising from the discretization of the corresponding continuous operators, Mσ arises from the operatorσ(·) and Lµ is the discretization of the operator
Thus, we can write the forward problem as Au = q in a block bidiagonal structure forÃ, φ, H as
where
Efficient solution of this system is discussed in the companion abstract.
The Discrete Inverse Problem
Having defined the discrete forward problem (4a) we next form the discrete constrained optimization problem. We choose a regularization functional R(m) = ||∇m|| 2 . Discretizing this on the same grid as the forward problem we have
In order to calculate the matrix G in (4c) we need to differentiate the forward modeling matrix times a vector with respect to m. This operation is straightforward and results in a sparse matrix G (Haber et al., 2000b) . We can now proceed and solve the discrete nonlinear system of equations (4) by some variant of Newton's method.
Here we use the Gauss-Newton method. Thus, in a typical iteration for given u, λ and m we differentiate (4) with respect to these variables and, dropping second order information, obtain the following linear system of equations for the corrections δu, δλ and δm:
This system must be solved at each iteration.
Solution of the Linear system
The permuted KKT system (8) is very large, strongly coupled and indefinite. Special iterative linear algebra techniques are needed in order to solve it and a critical component is the development of an efficient precondintioner. We use technique developed by Haber and Ascher(2001b).
The system (8) can be decomposed into
where J = QA −1 G is the sensitivity matrix and As an option for B we use an inexact solver with a very rough tolerance (here we have used 10 −2 ) in order to approximate A −1 and A −T . That is, we use another Krylov method (BICGSTAB) with its own preconditioner outlined in our companion abstract. As in (Vogel, 1999; Haber and Ascher, 2001b) we use the sparse matrix βW T W in order to approximate the reduced Hessian. Such an approximation works well for large enough β.
In the above preconditioner, the matrices B which approximate A −1 change at each iteration because they are an inexact solution of the forward problem. To accomododate this, flexible methods, which allow the change of the preconditioner at each iteration, are required. These methods also require extra storage. Here we have used a symmetric version of the FQMR and the FGCR (Saad, 1996) for the solution of the system.
Nonlinear Optimization
We return to the optimization problem. Since within each nonlinear iteration the KKT system (8) is solved inaccurately, the SQP algorithm (e.g., Nocedal and Wright (1999) ) is not followed precisely. Therefore, care must be exercised so that at the end of the process we have a rough solution to the optimization problem that also satisfies the constraints, i.e. solves Maxwell's equations, to some reasonably small tolerance. In order to achieve this goal, we use the method of secondary correction. Thus, after each inexact Newton step we apply additional iterations to the forward problem (1) to reduce the residual using a large tolerance of 10 −1 . That is, the field variables u are updated. This has the effect that the computed solution converges towards feasibility (solving Maxwell's equations) faster than it converges to optimality. We use this property in our convergence critera because, as in many inverse problems, we can take the optimization "less seriously" than we take the constraints and therefore we could terminate the optimization process at a rather large tolerance (for example 10 −3 ) but we would like to fit the constraint to a much smaller tolerance (say 10 −6 ).
A second issue is the selection of the regularization parameter. Here, we use the discrepancy principle; that is, we aim for a certain target misfit. To hit this target misfit, we use continuation in the regularization parameter. Thus, we start with a guess which is obviously larger than the true regularization parameter and solve the optimization problem. If β is large enough, then such a solution is achieved in 1-2 steps. We then decrease the regularization parameter and solve the problem again starting from the previously obtained solution.
Numerical Example
We consider the case of a square loop with dimensions of 50 × 50 meters located just above the earth's surface. The transmitter current is a step-off at time zero and responses are measured in 16 logarithmically spaced time between 10 −4 − 10 −1 sec. The earth model is a conductive sphere(σ = 0.1S/m, radius=15 m) buried in a uniform halfspace (0.01 S/m) and three components of the magnetic field are acquired at 20 depths in each of four boreholes that surround the conductor. The geometry is provided in Figure 1 . We use a grid of 64 3 cells in space. The grid is uniform around the loop area and stretched logarithmically at the boundary. For the discretization in time, we have used 32 time steps which are equally spaced on a log-grid from 10 −7 to 10 −1 sec.
The inverse problem is performed on a smaller grid, 40 × 40 × 32 grid in space with the same grid in time. The inversion begins with the uniform halfspace model
The convergence results for the experiment are presented in Table 1 . The table shows the regularization parameter and the misfit which we got from solving the optimization problem with it. For every regularization parameter, we record the number of nonlinear iterations, the number of iterations needed to solve the KKT matrix using the FGCR, the value of the objective function, the PDE residual A(m)u − q / q and the relative gradient.
KKT it constr rel-grad 1 2 3 e − 3 1e-2 2 3 2 e − 4 4e-3 3 2 7 e − 6 1e-3 4 2 9 e − 7 3e-4 β = 1e − 2 misfit = 0.04 Nonlin it KKT it const grad 1 7 4 e − 6 2e-3 2 5 6 e − 7 7e-4 β = 1e − 3 misfit = 0.02 Nonlin it KKT it const grad 1 8 2 e − 6 3e-3 2 7 8 e − 7 9e-4 Overall the data were fit to an average of about 2%. A cross-section through the inverted model is shown in Fig 
Discussion
We have shown how time domain data can be inverted with a procedure that simultaneously recovers the electrical conductivity model and the corresponding fields. The forward modelling equations are included as constraints and these constraints are not satisfied until the optimization is complete (that is, a stationary solution of a Lagrangian has been found). In this procedure it is not necessary to solve the forward problem exactly at intermediate iterations and effectively the forward problem is solved in tandom with the inverse problem. This has potential for reaching a solution more quickly than traditional unconstrained optimization approaches that are formulated to minimize a function of the conductivity only. The all-at-once methodology generates a large matrix that needs to be inverted but the numerical example shows that such computations are tractable. The inversion formulation presented here, although illustrated with a time domain data set, is equally applicable to electromagnetic data collected in the frequency domain. The only change is in the nature of the forward modelling matrix, which then becomes diagonal.
