ABSTRACT Graph similarity search is a crucial problem in many applications, such as cheminformatics, data mining, and pattern recognition. Top-k graph similarity search aims to find the most similar k graphs to a query graph in graph databases. In this paper, we present a fast top-k graph similarity search algorithm with high classification accuracy. We introduce a new graph similarity measure based upon the number of occurrences of subtree patterns in graphs. In order to accelerate search, we also construct hierarchical representative matrices for graph databases, where each row of the matrices represents a graph set. Using representative matrices, we can derive a similarity upper bound of a query graph and the graph set so as to reduce search space. Comprehensive experiments on real data sets demonstrate that our algorithm has a better performance than compared methods on classification accuracy and query time, and it also can scale to large data sets including 15 million chemical structure graphs.
I. INTRODUCTION
Labeled graph is a general data structure which can model multiple structural relations between real data objects. It has been widely used in many domains, such as bioinformatics, cheminformatics, image processing and pattern discovery [6] , [18] . With the wide applications of graph databases, graph similarity search in graph databases has attracted more and more attention.
In many real applications, a user may want to find the most interesting k graphs or subgraphs in a graph database. For example, in drug design, chemists can study properties of a newly synthesized drug by referring to the most similar k chemical compounds with known properties to the new drug; in social network, one can find the most interested k communities and push message to them. There are at least two types of top-k graph search algorithms found in the literature: top-k graph similarity search in graph databases [10] , [13] , [20] , [27] , [29] , which searches the most similar k graphs to a query graph from a set of graphs; and top-k subgraph match in large graphs [4] , [9] , [23] , [24] , which finds k matches of a query graph with the highest matching scores in a large graph. In this paper, we study the problem of top-k graph similarity search in graph databases.
Given a graph database G = {g 1 , g 2 , . . . , g n }, a query graph q and a similarity metric S, top-k graph similarity search aims to find the most similar k graphs to q in G according to S. There are mainly three graph similarity metrics: graph edit distance [3] , [7] , [8] , [28] , maximum common subgraph [2] , [22] and graph kernel based metrics [1] , [11] , [12] , [14] , [19] , [25] . C-Tree [10] used a tree-based index structure to organize graph databases, supporting top-k similarity search with approximate graph edit distance constraint. Zhu et al. [29] proposed a top-k graph similarity search method based on maximum common subgraph, which considered both the maximum common subgraph and remainder parts of two graphs. Computing graph edit distance and maximum common subgraph is NP-hard [26] , so it is infeasible for C-Tree and [29] to process large scale graph databases in practice. Graph kernel extracts features from a graph and defines the similarity of two graphs based on the number of their common features. G-Hash [20] proposed a wavelet graph kernel and defined graph similarity metric based on this kernel. But, it searched the top-k similar graphs by scanning all the graphs in a database. KVR LSH [27] converted a graph into a vector with respect to prototype graphs using Weisfeiler-Lehman (WL) kernel, and used Euclidean distance to measure graph similarity; furthermore, KVR LSH employed locality sensitive hash to accelerate top-k search. gWT [17] proposed a graph similarity metric based upon WL subtree pattern. However, gWT only considered whether a subtree pattern exists in a graph, and neglected the number of occurrences.
In this paper, we define a new graph similarity measure, and present an efficient framework for top-k graph similarity search based upon representative matrices of a graph database. Our contributions in this paper are summarized as follows:
• We convert a graph into a feature multiset consisting of subtree patterns occurring in the graph, and define a similarity measure of two graphs based upon their feature multisets. The similarity measure has a higher classification accuracy than compared methods.
• We construct a feature matrix for a graph database where each element of the feature matrix is the occurrence frequency of a subtree pattern in a graph, and then build hierarchical representative matrices for the feature matrix to achieve fast top-k similarity search in the graph database.
• We have conducted comprehensive experimental studies to evaluate the classification accuracy of our graph similarity measure, query time, index size and construction time. The results show that i) our similarity measure has a better classification accuracy on labeled graphs than compared methods; ii) our method is more efficient than compared methods and can easily scale to large datasets. The rest of this paper is organized as follows: In Section II, we describe the problem definition and our graph similarity measure. In Section III, we firstly introduce the feature matrix of a graph database; then we build hierarchical representative matrices for the feature matrix. In Section IV, we propose a similarity upper bound between a query graph and data graphs using representative matrices. In Section V, we give a fast top-k graph similarity search algorithm based upon representative matrices. Comprehensive experimental studies appear in Section VI. We make concluding remarks in Section VII.
II. PROBLEM DEFINITION
In this section, we provide a formal definition of subtree patterns and give a new similarity measure based upon subtree patterns. Here we consider undirected vertex-labeled simple graphs, which have only labels on vertices and do not have multi-edges and self-loop edges. Formally, a vertexlabeled simple graph g can be denoted by a four-tuple g = (V g , E g , g , λ), where V g is the set of vertices, E g ⊆ V g × V g is the set of edges, g is the set of vertex labels, and λ is the function that maps vertices to their labels.
Example 1: We show two data graphs g 1 and g 2 , and a query graph q in Figure 1 , where the number in a node is its vertex label. [14] , [15] is a fast graph kernel based upon WL test of isomorphism on graphs. WL subtree kernel maps a graph to a label multiset, where each label in the multiset corresponds to a subtree pattern of the graph. Applying WL subtree kernel with t iterations to graph g derives exactly the feature multiset F t (g). Therefore, we use WL subtree kernel to obtain the subtree pattern multiset of a graph.
Example 2: Consider graphs g 1 , g 2 , and q shown in Figure 1 . We show the 0-hop and 1-hop subtree patterns of g 1 , g 2 and q in Figure 2 . The number under each subtree pattern is the frequency of the subtree pattern in the graph.
Tabei and Tsuda [17] proposed a graph similarity metric based upon WL subtree pattern. They defined the similarity metric of q and g as S (q, g)
, where F t (q) and F t (g) are the set of distinct subtree pattern feature of q and g, respectively. However, they only consider the existence of a subtree pattern in a graph in their similarity metric, and neglect the frequency of subtree patterns occurring in the graph; this may lose graphs' feature information.
In this paper, we instead convert a graph into a feature multiset, which takes into account the frequency of subtree patterns occurring in the graph, and define a graph similarity measure in Definition 2.
Definition 2 (Graph Similarity): Given graphs q and g, let F t (q) and F t (g) be the respective feature multiset of q and g, the graph similarity of q and g is defined as follows:
In Figure 2 , we show the subtree patterns for the graphs shown in Figure 1 . By Figure 1 we can know that g 1 is more similar to q than g 2 in structure. According to Definition 2, the similarity of q and g 1 is S(q, g 1 ) = 5/(
, and the similarity of q and g 2 is S(q, g 2 ) = 5/( √ 8 × √ 10) = 0.559 thus, g 1 is more similar than g 2 w.r.t. q. However, according to the similarity metric in gWT [17] , the similarity of q and g 1 is S (q, g 1 ) = 3/( √ 5 × √ 6) = 0.548, and the similarity of q and g 2 is S (q, g 2 ) = 3/( Example 4: Consider graphs g 1 , g 2 and q shown in Figure 1 and their subtree patterns shown in Figure 2 . Because S(q, g 1 ) = 0.625 and S(q, g 2 ) = 0.559, if we want to find the top-1 graph similar to q, g 1 is the answer.
III. HIERARCHICAL REPRESENTATIVE MATRICES
A naive method for top-k graph similarity search is to compute similarity between q and each graph in G, and then report k graphs with the greatest similarity. However, for large graph databases, such pairwise computation of similarity is prohibitively time consuming. Instead of sequential scanning G, we convert G into a feature matrix W , and build hierarchical representative matrices for W . Each row vector in a representative matrix of W represents a graph subset in G. Given a row vector r in the representative matrix, we can get a similarity upper bound of q and the graph set represented by r. During top-k graph similarity search, if the similarity upper bound is less than the k-th greatest similarity of q and graphs visited so far, then the set of graphs represented by r can be pruned safely.
A. FEATURE MATRIX FOR SUBTREE PATTERNS
For a graph database G = {g 1 , g 2 , . . . , g n }, we can convert each graph g i ∈ G into a feature multiset F t (g i ) using WL subtree kernel with t iterations. Let U = n i=1 F t (g i ) be the set of all distinct features in G. The feature matrix W of G can be represented as a matrix of size n × |U |, where |U | is the cardinality of U , and W i,j is the frequency of the subtree pattern U j occurring in F t (g i ). The i-th row of W is denoted as W i , which is g i 's feature vector. A schematic representation of W is given below. For a query graph q, we can get q's feature vector V as follows: We convert q into a feature multiset F t (q) using WL subtree kernel firstly; then we create the feature vector V of size |U |, where V j is the frequency of subtree pattern U j occurring in F t (q).
Example 5: We show all the distinct 0-hop and 1-hop subtree patterns occurring in g 1 , g 2 and q in Figure 3 When G and q are converted into W and V respectively, the similarity of q and g i can be represented as the similarity of their feature vectors V and W i . We define the similarity of feature vectors V and W i as follows: 
Definition 4 (Feature Vector Similarity): Given the feature matrix W of a graph database G, and the feature vector V of a graph q, the similarity of V and W i can be defined as
S(V , W i ) = |V ⊕ W i | |U | j=1 V j × |U | j=1 W i,j where V ⊕ W i = |U | j=1 min(V j , W i,j ) is
B. CLUSTERING FEATURE VECTORS
According to the definition of graph similarity measure in Definition 2, the similarity of two graphs depends on two factors: the cardinality of their feature multisets and the number of their common features. In order to rearrange similar graphs to adjacent rows in feature matrix W , we cluster the graph feature vectors in W by the following two steps:
Firstly, we cluster graph feature vectors in W by the cardinality of their feature multisets, and sort each cluster by their cardinality. So graph feature vectors in the same cluster have the same cardinality and graph feature vectors in the adjacent clusters have similar cardinality.
Secondly, we put similar graphs together within each cluster. We recognize high-frequency features from W firstly, and then sort feature vectors in each cluster by the sum of their high-frequency features. The reason of sorting feature vectors is based upon the following two observations: i) the distribution of features in W is not uniform; only a few of features occur in most of the graphs, which are denoted as highfrequency features; ii) the average values of high-frequency features are greater than that of other features significantly, thus the similarity of two graphs is mainly determined by high-frequency features. Figure 4 shows the statistic result of the feature matrices of NCI1 and NCI109 datasets (see details in Section 6.1), from which we can see the two observations obviously.
C. BUILDING HIERARCHICAL REPRESENTATIVE MATRICES
In this section, we construct hierarchical representative matrices RMS for the feature matrix W of G. RMS is composed of a set of matrices 
, it computes the maximum value of the sum of each row of the submatrix, and assigns the maximum value to W i+1 m,n in lines 6-8. 
IV. GRAPH SIMILARITY UPPER BOUND
In this section, we compute similarity upper bound of q and the graph set represented by a representative vector using RMS and RVS, where By the two inequalities above, we have 
where m = min{
is the minimum number of features of the graph set.
V. FAST TOP-K GRAPH SIMILARITY SEARCH
In this section, we introduce a fast top-k graph similarity search algorithm based upon the hierarchical representative matrices.
Given L levels hierarchical representative matrices RMS of G, searching top-k similar graphs in G to q is shown in Algorithm 2. We traverse RMS from the highest level representative matrix W L−1 , and use a maximum priority queue P 1 to record visited rows of representative matrices. Each entry of P 1 is a three tuple: (l, r, val), where l is the level of the current representative matrix, r is the row id of current row in W l , val = S(W l r , V l ) is the similarity of q and g r for l = 0 and val =S(W l r , V l ) is similarity upper bound of q and the graph set represented by W l r for l > 0. We initiate P 1 as similarity upper bound of q and the graph sets represented by each row of W L−1 , in lines 4-6, where |.| for a matrix denotes the number of rows in the matrix.
In each step of searching, we extract the entry (l, r, val) with the greatest similarity from P 1 . We check whether this entry corresponds to a representative vector. If l > 0, then W l r is a representative vector, and the graph set represented by W l r is a possible solution space, thus we extend P 1 with similarities of V l−1 and each entry in {W l−1 r : r × R ≤ r ≤ (r + 1)R − 1}, in lines 16-22; otherwise, it means that val is the similarity of graph g r and q, thus we add g r to result, in line 12. When k graphs are added to result, we stop the search in lines 13-14.
We can further accelerate top-k graph similarity search by reducing the insertion operations on P 1 . We use another priority queue P 2 to record the current k greatest similarities of q and data graphs visited. When we extend P 1 with similarities of V l−1 and each entry in {W 
Algorithm 2 TKSS(RMS, q, k)
Input: RMS, q, k Output: Top-k similar graphs to Complexity Analysis: By Algorithm 2, we need to access each row of matrices in RMS in the worst case, thus the worst time complexity of the top-k similarity search is O(n + n/R + · · · + n/R L−1 ) = O(n). In practice, due to feature matrix clustering in Section 3.2 and similarity upper bound computing in Section 4, we only need to access a small fraction of row vectors of matrices in RMS. We will show the average access ratio of row vectors in Section 6.3.
VI. EXPERIMENTAL RESULTS AND ANALYSIS

A. DATASETS AND SETTING
In the experiments, we use six public available real datasets: NCI1, NCI109, Enzymes, D&D, AIDS and PubChem, described as follows: NCI1 and NCI109 1 are two chemical compounds datasets, they are screened for activity against non-small cell lung cancer and ovarian cancer cell lines respectively;
Enzymes [1] is a dataset of tertiary structures of 600 enzymes chosen from BRENDA database, and is categorized into 6 classes: EC1-EC6; D&D [5] is a dataset of protein structures, D&D is categorized into 2 classes: enzymes and non-enzymes; AIDS 2 is a chemical compounds dataset retrieved from DTP's drug information system of NCI/NIH; PubChem 3 is a database to record chemical compounds activity against biological systems funded by NIH; We randomly select 15 million chemical compounds to make up the dataset used in the experiment.
The general statistic information of each dataset is shown in Table 1 . Where |G| denotes the number of graphs in a dataset; |AV | and |AE| denote average number of vertices and edges in a dataset respectively; in NCI1 and NCI109, |P| and |N | denote the number of active and non-active graphs respectively; in D&D, |P| and |N | denote the number of enzymes and non-enzymes graphs respectively; '-' denote the dataset does not have the statistic characteristic.
All the experiments are conducted on a HP Z400 PC, with a 2.39 GHz CPU and 12 GB memory, running Ubuntu 12.04. We implement our algorithm in C++, using −O3 to compile. In the following sections, we refer KRP to our method. For C-Tree [10] , we use its default setting, where the minimum number of child nodes is 20 and graph mapping method is NBM. For gWT [17] , we set the number of WL subtree iterations to be the default value 5; in order to get the top-k similar graphs, we firstly set the similarity threshold as the default value 0.8 and then decrease it by 0.01 each time until the size of the search result is no less than k, the final top-k result consists of the best k graphs of search result; the query time only counts the query time under the last threshold. For KVR LSH [27] , the number of WL subtree iterations is set as the default value 10; the size of prototypes is set as one-tenth of the size of dataset for Enzymes and D&D, and default value 300 for other datasets.
B. EVALUATION OF OUR METHOD
In this section, we evaluate the effect of WL subtree iteration, row-block size and column-block size on our algorithm performance. 
1) EVALUATION OF WL SUBTREE ITERATION
We evaluate the effect of WL sbutree iteration on the classification accuracy of top-k graph similarity search. In the experiment, we vary WL subtree iterations, and test classification accuracy using k-Nearest Neighbor classifier on NCI1 and NCI109 datasets. We use standard 5-fold cross validation to obtain the classification accuracy Acc, defined as follows:
where TP and TN are the number of true positive and true negative testing samples, respectively, P and N are the number of positive and negative testing samples, respectively. The experimental results are shown in Figure 6 .
In general, when WL subtree iteration is greater than 3, the classification accuracy is becoming stable on the two datasets. In particular, i) when WL subtree iteration increases from 0 to 3, the classification accuracy improves significantly; ii) when WL subtree iteration is greater than 3, the accuracy tends to be stable. In the following experiment, iteration of WL subtree is set to be 3 as default.
2) EVALUATION OF BLOCK SIZE
We evaluate the effect of row-block size R and columnblock size C on top-k query time and memory overhead in this section. In the experiment, 1000 graphs are randomly selected from AIDS as query graphs AIDS1, the remainder 41687 graphs form graph database AIDS2. Feature matrices of AIDS1, AIDS2 and AIDS are sparse matrices, the statistic information of the matrices is shown in Table 2 , where |Rs| and |Cs| denote the number of rows and columns of a feature matrix respectively, |Sp| denotes the proportion of the number of nonzero elements in all elements of a feature matrix.
In this experiment, we set total levels L of RMS according to the feature matrix size of AIDS2. Table 2 shows that the feature matrix size of AIDS2 is 41687 × 130658. We set L as 2, because when R > 34 or C > 50 the third level representative matrix will be a vector. For each graph in AIDS1, we perform top-10 graph similarity search on AIDS2; the average query time and representative matrices memory overhead with respect to R and C are shown in Figure 7 . The memory overhead is defined as the ratio of memory occupied by
} in total to that of W 0 in RMS. Figure 7 shows that: in general, given a fixed R (resp. C), the average query time is proportional to C (resp. R), and the memory overhead for representative matrices is inversely proportional to C (resp. R). Specially, when R (resp. C) is determined, with the increase of C (resp. R), the growth trend of average query time and the drop trend of memory overhead for representative matrices decrease gradually. In the following experiments, in order to get a tradeoff between query time and memory overhead we set both R and C to 20 as default; the total number of levels of representative matrices L is determined by the size of feature matrix, so that all the representative matrices in RMS are not vectors.
3) EVALUATION OF FEATURE VECTORS CLUSTERING
In this section, we evaluate the effect of feature vectors clustering on average query times. We refer KRP as our method without clustering feature vectors. We use AIDS1 as query graphs, and do top-k similarity graph search on AIDS2 using KRP and KRP, respectively; furthermore, we randomly select one fifth of graphs from NCI1 and NCI109 as query graphs and do top-k similarity graph search on the left graphs of each dataset using KRP and KRP, respectively. In Figure 8 , we give the speedup with respect to k on the three datasets. Figure 8 shows that in general feature vectors clustering can speed up average query time. Especially, when k is less than 10, feature vectors clustering can decrease at least 20% average query time. 
C. COMPARISON WITH EXISTING METHODS
In this section, we firstly evaluate the time efficiency and classification accuracy of top-k search method proposed in this paper, and compare it with C-Tree [10] , KVR LSH [27] and gWT [17] on the 4 labeled datasets. Then, in order to explain the time efficiency of KRP over compared methods, we evaluate the access ratio of KRP. Standard 5-fold cross validation is used to obtain the classification accuracy of search results.
We fix the datasets and vary k from 1 to 50 to evaluate the time efficiency and classification accuracy of top-k graph similarity search. The result of average query time is shown in Figure 9 . In general, the time efficiency of KRP is better than these compared methods. Among all the compared methods, C-Tree has the longest average query time, because it needs to compute approximate graph edit distance using graph mapping method; the average query time of gWT and KVR LSH are comparable, they need to set a greater WL subtree iterations in order to improve accuracy. KRP has the best time performance for it uses representative matrices to prune search space.
The comparison results of classification accuracy with respect to k are shown in Figure 10 . In general, KRP has the best classification accuracy on top-k search result. Specially, on Enzymes, KRP is obviously better than other methods; on D&D, KRP is obviously better than gWT and C-Tree, and slightly better than KVR LSH ; on NCI1 and NCI109, KRP and gWT are obviously better than C-Tree and KVR LSH . The underlying reasons are that: i) the similarity measure of KRP and gWT are based upon WL subtree, but gWT only consider whether features occurring in graphs, KRP instead count the occurrence frequency of features in graphs; ii) KVR LSH converts graphs into vectors based upon prototype graphs and uses Euclidean distance as similarity metric; its accuracy is determined by the number of prototype graphs.
In order to evaluate the pruning effect of KRP, we give access ratio of KRP. The access ratio is defined as the ratio of the number of accessed row vectors of RMS to the total number of graphs in G. Figure 11 shows the access ratio of KRP with respect to k on the 4 labeled datasets. In general, the access ratio scales well with increasing k. When k = 50, the access ratio is less than 20% for NCI1, NCI109 and D&D. When k = 50, the access ratio is nearly 35% for Enzymes; the underlying reason is that the result set of top-50 similarity search accounts for 10% of the Enzymes dataset.
D. SCALABILITY
In this section, we evaluate index construction time, index size and query performance of KRP and compared methods on the PubChem dataset.
1) INDEX CONSTRUCTION TIME AND INDEX SIZE
In the experiment, we vary the dataset size from 100K (Kilo) to 15M (Million) to evaluate the index construction time and index size of all tested methods, and show the result in Figure 12 . When the dataset size is greater than 500K, C-Tree throws memory error, and when the dataset size is greater than 5M, gWT and KVR LSH also throw memory error.
Among all the compared methods, KRP has the shortest index construction time and the smallest index size, and KRP can process larger dataset than compared methods. 
2) QUERY PERFORMANCE
We randomly select 1K graphs from the PubChem dataset as query graphs, then conduct top-10 similarity search on the indexes constructed in the previous section and show average query time in Figure 13 .
By Figure 13 , KVR LSH and KRP are better than gWT and C-Tree on query time, and KRP can easily scale to large graph databases.
VII. CONCLUSION
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