Abstract. Let s ∈ R, p ∈ (0, 1] and q ∈ [p, ∞). It is proved that a sublinear operator T uniquely extends to a bounded sublinear operator from the Triebel-Lizorkin spacė F 
1. Introduction. It is known that atomic characterization is a powerful tool in investigating the boundedness of operators in Hardy spaces on Euclidean spaces. In principle, boundedness of operators in Hardy spaces can be deduced from their behavior on atoms. However, Meyer, Taibleson and Weiss [21, p. 513 ] gave an example of f ∈ H 1 (R n ) whose norm cannot be attained by finite decompositions of into (1, ∞)-atoms; see also [12, 2] . Based on this fact, Bownik [2, Theorem 2] constructed a linear functional defined on a dense subspace of H 1 (R n ), which maps all (1, ∞)-atoms into bounded scalars, but does not extend to a bounded linear functional on the whole H 1 (R n ). This implies that proving that a (sub)linear operator T maps all (p, ∞)-atoms into uniformly bounded elements of B cannot guarantee the boundedness of T from the whole H p (R n ) with p ∈ (0, 1] to some quasi-Banach space B. This phenomenon was also essentially observed by Meyer and Coifman in [20, p. 19] .
Then a natural question is to find some simple and useful conditions associated with atoms which can guarantee the boundedness of (sub)linear operators in Hardy spaces. In fact, Yabuta [24] gave some sufficient conditions for the boundedness of linear operator T from H p (R n ) with p ∈ (0, 1] to L q (R n ) with q ≥ 1 or H q (R n ) with q ∈ [p, 1] . By means of the LittlewoodPaley S-function characterization of H p (R n ), it was proved in [25] that a sublinear operator T extends to a bounded sublinear operator from H p (R n ) with p ∈ (0, 1] to some quasi-Banach space B if and only if T maps all (p, 2, s)-atoms of H p (R n ) for some s ≥ n(1/p − 1) into uniformly bounded elements of B; here and in what follows, x for x ∈ R denotes the maximal integer no more than x. Using the Calderón reproducing formula, Zhao [27] independently proved that if T is a linear operator which is bounded on L 2 (R n ) and also uniformly bounded on all (p, 2, s 0 )-atoms of H p (R n ) with s 0 = n(1/p − 1) , then T extends to a bounded linear operator from H p (R n ) to L p (R n ). We mention that the result of Yabuta [24] was generalized to Ahlfors 1-regular metric measure spaces in [17] , and the result of [25] was extended to RD-spaces in [26] , where an RD-space (see [14, 15] ) is a space of homogeneous type in the sense of Coifman and Weiss [7, 8] with the additional property that a reverse doubling property holds. Comparing these results with the example of Meyer, Taibleson and Weiss in [21] and Bownik's results in [2] , we see that as regards the boundedness of sublinear operators in Hardy spaces, there exists a structural difference between (p, 2, s)-atoms and (p, ∞, s)-atoms.
Recently, Meda, Sjögren and Vallarino [19] independently obtained a remarkable result by a different method from [25] . For q ∈ (1, ∞], denote by H 1,q fin (R n ) the vector space of all finite linear combinations of (1, q, 0)-atoms of H 1 (R n ) endowed with the norm f H 
, where C(R n ) denotes the set of continuous functions. From this, they further deduced that a linear operator defined on H 1, q fin (R n ) which maps (1, q, 0)-atoms of H 1 (R n ) or continuous (1, ∞, 0)-atoms of H 1 (R n ) into uniformly bounded elements of some Banach space B uniquely extends to a bounded operator from H 1 (R n ) to B. In [13] , the full results of [19] are generalized to H p (X ) and quasi-Banach-valued sublinear operators, where X is an RD-space having "dimension n" in some sense and p ∈ (n/(n + 1), 1].
It is also well-known that Triebel-Lizorkin spaces embrace many classical function spaces, such as Lebesgue spaces, Hardy spaces, BMO and Sobolev spaces; see [23] . Frazier and Jawerth established a "smooth" atomic decomposition for the Triebel-Lizorkin spaces based on the ϕ-transform techniques; see [10, 11] . From a different aspect, using the Littlewood-Paley S-function, Han, Paluszyński and Weiss [16] gave another kind of atomic characterization for the Triebel-Lizorkin spaceḞ s p,q (R n ) that is completely analogous to the classical atomic characterization for Hardy spaces, where s ∈ R, p ∈ (0, 1] and q ∈ [p, ∞). (We remark that atomic decompositions of the type considered in [16] were also considered by Frazier and Jawerth [10] ; see Theorem 7.4 therein. These non-smooth Frazier-Jawerth atoms are introduced implicitly, using the machinery of the φ-transform, but the decompositions are of the same type as in [16] .) Then the question naturally arises whether the boundedness of a sublinear operator in these TriebelLizorkin spaces can be deduced from its uniform boundedness on atoms of Han, Paluszyński and Weiss.
The main purpose of this paper is to answer this question. Indeed, we extend the results of [19] to the Triebel-Lizorkin spacesḞ s p,q (R n ) with s ∈ R, p ∈ (0, 1] and q ∈ [p, ∞) by using the atomic decomposition of these spaces in [16] ; see Theorem 2.1, Corollary 2.1 and Theorem 2.2 below. In contrast to the method in [19] which heavily depends on the maximal function characterization of Hardy spaces, here we mainly use the Littlewood-Paley S-function characterization of Triebel-Lizorkin spaces. We should mention that some ideas used in this paper come from [19, 3, 16, 25] .
The organization of this paper is as follows. In Section 2, we recall some necessary notions including Triebel-Lizorkin spaces and atoms of Han, Paluszyński and Weiss for these spaces, and also state the main results of this paper (Theorems 2.1 and 2.2). In Section 3, we obtain a finite atomic decomposition for a certain dense subspace of the Triebel-Lizorkin space considered, that is, we give the proof of Theorem 2.1. Finally, in Section 4, applying Theorem 2.1, we establish some criterion for boundedness of sublinear operators in Triebel-Lizorkin spaces, that is, we give the proof of Theorem 2.2. We point out that this criterion is useful in the study of boundedness for (sub)linear operators in Triebel-Lizorkin spaces; see, for example, [5, 6, 18] .
Throughout this paper, let N ≡ {1, 2, . . .}, Z + ≡ N ∪ {0} and R + ≡ [0, ∞). Denote by E the cardinality of any given set E. We also denote by C a positive constant independent of the main parameters involved, which may vary at different occurrences. We denote f ≤ Cg and f ≥ Cg, respectively, by f g and f g. If f g f , we write f ∼ g.
2.
Main results. To state our main results, we first recall some notation and notions; see, for example, [10, 11, 23] . Denote by C ∞ (R n ) the set of infinitely differentiable functions on R n and C ∞ c (R n ) the set of all C ∞ (R n ) functions with compact support. Let S(R n ) be the space of Schwartz functions on R n . Denote by S ∞ (R n ) the set of functions φ ∈ S(R n ) such that R n φ(x)x γ dx = 0 for all multiindices γ ∈ (Z + ) n . Let (S(R n )) and (S ∞ (R n )) be the dual spaces of S(R n ) and S ∞ (R n ), respectively, and endow them with the weak- * topology. Let φ ∈ S(R n ) be such that
and there exists a positive constant C such that for all 3/5 ≤ |x| ≤ 5/3,
here and in what follows, φ represents the Fourier transform of φ, namely,
for all x ∈ R n and j ∈ Z. For each cube Q in R n , denote by c Q the center of Q and by (Q) the side length of Q. For every ν ∈ Z and k ∈ Z n , let Q νk be the dyadic cube
Denote by Q the collection of all dyadic cubes in R n , that is,
Definition 2.1. Suppose that φ ∈ S(R n ) satisfies (2.1) and (2.2). For s ∈ R, p ∈ (0, ∞) and q ∈ (0, ∞], the Triebel-Lizorkin spaceḞ s p,q (R n ) is the collection of all f ∈ (S ∞ (R n )) such that
with the usual modification for q = ∞.
Remark 2.1. In some references (e.g. [10, 11] ) in the definition oḟ
, where P(R n ) denotes the set of all polynomials in R n . Definition 2.1 was given by Triebel [23] . [23] ). It is also known that the definition of TriebelLizorkin space as above is independent of the choice of φ; see, for example [10, 23] . For s ∈ R and p, q ∈ (0, ∞), the Littlewood-Paley S-function (or Lusin function) is used to characterize the Triebel-Lizorkin spaces. Precisely, letting a be some fixed positive constant, and choosing φ ∈ S(R n ) satisfying (2.1) and (2.2), for f ∈ (S ∞ (R n )) and x ∈ R n we define
Then there exists a positive constant C such that for all f ∈Ḟ s p,q (R n ),
; see, for example, [23] for more details.
To obtain the "atomic" characterization forḞ s p,q (R n ) where the coefficients, as in the Hardy spaces case, belong to p with p ∈ (0, 1], Han, Paluszyński and Weiss [16] introduce the following atoms.
and a smooth cutoff function η Q ∈ S(R n ) such that η Q ≡ 1 on Q and η Q ≡ 0 outside 2Q, we have
Here and in what follows, 2Q denotes the cube centered at c Q and of side length 2 (Q), and P disappears if N = −1. In the above formula, f, φ denotes the natural pairing of f ∈ (S(R n )) and φ ∈ S(R n ), and f, φ ≡
Observe that if a (p, q, s)-atom ofḞ s p,q (R n ) is locally integrable, then condition (iii) in Definition 2.2 is again the usual cancellation condition; see [16] . Moreover, the (p, 2, 0)-atoms ofḞ s p,q (R n ) are just the classical atoms of Hardy spaces H p (R n ) by recalling thatḞ 0 2, 2 (R n ) = L 2 (R n ) (see [23] ). Han, Paluszyński and Weiss [16, Theorem 1] established the following "atomic" decomposition forḞ s p,q (R n ) when s ∈ R, p ∈ (0, 1] and q ∈ [p, ∞).
where the infimum is taken over all the decompositions of f as above.
Let s ∈ R, p ∈ (0, 1] and q ∈ [p, ∞). Denote byḞ s, fin p, q (R n ) the vector space of all finite linear combinations of infinitely differentiable (p, q, s)-
.
The converse inequality for all f ∈Ḟ s,fin p,q (R n ) is established in the following theorem.
where C is a positive constant independent of f .
Here we describe some ideas used in the proof of Theorem 2.1 in Section 3. Using the Calderón reproducing formula (see Lemma 3.2 below), we write f as a sum over all dyadic cubes in R n (see (3. 3)), which essentially gives the atomic decomposition of f (see [16] or the property (iii) in the proof of Theorem 2.1). To obtain a finite atomic decomposition of f , we set
and then we carefully classify all dyadic cubes in R n (see (3.4) ). Based on this subtle classification, we write f = f N + b N as in (3.7), where f N is a linear combination of finitely many (p, q, s)-atoms ofḞ s p,q (R n ) and the support of each atom lies in a multiple of some dyadic cube Q with Q ⊂ Q(0, 2 N ) and (Q) ≥ 2 −N . So our task is then to show that b N is an arbitrarily small multiple of a certain (p, q, s)-atom ofḞ s p,q (R n ) for large N . From this, we can deduce the desired conclusion of Theorem 2.1; see Section 3 for the details.
The following conclusion is an easy corollary of Theorem 2.1 and (2.6). We omit the details.
. As an application of Theorem 2.1 and Corollary 2.1, we obtain a boundedness criterion for sublinear operators fromḞ s p,q (R n ) to quasi-Banach spaces. To state it, we need the following notions; see, for example, [26] . Definition 2.3. (i) A quasi-Banach space B is a vector space endowed with a quasi-norm · B which is non-negative, non-degenerate (i.e., f B = 0 if and only if f = 0), homogeneous, and obeys the quasi-triangle inequality, i.e., there exists a constant
(ii) Let r ∈ (0, 1]. A quasi-Banach space B r with the quasi norm · Br is said to be an r-quasi-Banach space if
(iii) For any given r-quasi-Banach space B r with r ∈ (0, 1] and a linear space Y, an operator T from Y to B r is called B r -sublinear if for all f , g ∈ Y and λ, ν ∈ C,
then T uniquely extends to a bounded B r -sublinear operator fromḞ s p,q (R n ) to B r . Remark 2.2. (a) Let p, q, s and r be as in Theorem 2.2. If T is a bounded B r -sublinear operator fromḞ s p,q (R n ) to B r , by Lemma 2.1 we know that T satisfies (2.9). Thus (2.9) is also necessary for the boundedness of T fromḞ s p,q (R n ) to B r . (b) Any Banach space is a1-quasi-Banach space, and the Triebel-Lizorkin spacesḞ s p,q (R n ) with s ∈ R, p ∈ (0, 1] and q ∈ [p, ∞) are typical p-quasiBanach spaces.
(c) Obviously, if T is linear, then T is B r -sublinear. Moreover, if B r is a space of functions and T is sublinear in the classical sense, and T (f ) ≥ 0 for all f ∈ Y, then T is also B r -sublinear.
(d) According to the Aoki-Rolewicz theorem (see [1] or [22] ), any quasiBanach space is, essentially, an r-quasi-Banach space, where r = 1/log 2 (2K)
R n ψ(x)x γ dx = 0 for all γ ∈ (Z + ) n and |γ| ≤ L; (iii) ψ ≥ 0 and there exists a positive constant C such that ψ(ξ) ≥ C for all 1/2 ≤ |ξ| ≤ 2; (iv) ϕ ≥ 0, supp ϕ ⊂ {ξ ∈ R n : 1/2 ≤ |ξ| ≤ 2} and there exists a positive constant C such that ϕ(ξ) ≥ C for all 3/5 ≤ |ξ| ≤ 5/3;
c (R n ) be a real-valued radial function supported on {x ∈ R n : |x| < 1/2} and θ(0) = 1. Notice that θ being real-valued and radial implies that θ is also real-valued and radial. So there exists ε > 0 such that θ(x) > 1/2 for all |x| ≤ 2ε. Set h ≡ (−∆) N θ ε , where ∆ is the Laplace operator and θ ε (x) ≡ ε −n θ(x/ε) for all x ∈ R n . Integration by parts shows that h satisfies (ii). For all x ∈ R n with 1/2 ≤ |x| ≤ 2, we have h(x) = |x| 2N θ(εx) ≥ 8 −N . Set ψ ≡ h * h. Then it is easy to verify that ψ is a real-valued radial function satisfying (i), (ii), ψ ≥ 0 and
Now we select a non-negative radial function η with supp η ⊂ {x ∈ R n : 1/2 ≤ |x| ≤ 2} and η(x) ≥ 1/2 for all 3/5 ≤ |x| ≤ 5/3. Then we set g(ξ) ≡ k∈Z η(2 k ξ) ψ(2 k ξ) for all ξ ∈ R n . This combined with (3.1) implies that there exists a positive constant C depending on L such that C −1 ≤ g(ξ) ≤ C for all ξ ∈ R n \ {0}. Let ϕ be given by ϕ(ξ) ≡ η(ξ)/g(ξ) for all ξ ∈ R n . Then it is easy to deduce that ϕ satisfies (iv) and (v). This finishes the proof of Lemma 3.1.
By Lemma 3.1 and an argument as in the proof of [11, p. 122, Theorem 3], we obtain the following Calderón reproducing formula, which is the fundamental tool used to obtain the atomic decompositions ofḞ s p,q (R n ). The proof of Lemma 3.2 is omitted since it is similar to that of [11, p. 120 
Lemma 3.2. Let ϕ ∈ S ∞ (R n ) and ψ ∈ C ∞ c (R n ) be as in Lemma 3.1. Then
For any L ∈ Z + , denote by S L (R n ) the space of all functions in S(R n ) with vanishing moments up to order L, i.e.,
When L = −1, we set S −1 (R n ) ≡ S(R n ). Recall that for any function φ, we set φ k (x) ≡ 2 kn φ(2 k x) for all x ∈ R n and k ∈ Z. The following technical lemma plays a crucial role in the proof of Theorem 2.1.
there exists a positive constant C such that for all k ∈ Z + and x ∈ R n ,
with L 2 ≤ L, there exists a positive constant C such that for all k ≤ 0 and x ∈ R n ,
Proof. By a procedure as in [11, p. 121, Lemma 2], we obtain (i). Property (ii) is essentially given in [11, p. 122, Lemma 4] .
Let φ ∈ S ∞ (R n ) and ψ ∈ S L (R n ) with L ∈ Z + . Notice that for all ν, j ∈ Z and z ∈ R n , φ ν * ψ j (z) = 2 νn (ψ j−ν * φ)(2 ν z). From this and Lemma 3.3, we directly deduce the following conclusion.
there exists a positive constant C such that for all ν ≤ j and z ∈ R n ,
(ii) for any given M 4 , L 4 ∈ Z + , there exists a positive constant C such that for all ν > j and z ∈ R n ,
Now we turn to the proof of Theorem 2.1.
Proof of Theorem 2.1. Let f ∈Ḟ s, fin p, q (R n ) and f ≡ 0. Let a be some fixed positive number andṠ s a, q (f ) as in (2.3). By (2.6) and (2.4),Ṡ s a, q (f ) ∈ L p (R n ). Using the idea in [4] , for any k ∈ Z, we set
It is easy to see that for each dyadic cube Q ∈ Q, there exists a unique k ∈ Z such that Q ∈ Q k . A dyadic cube Q ∈ Q k is said to be maximal if for any dyadic cube Q ∈ Q k , either Q ⊂ Q or Q ∩ Q = ∅. For each k ∈ Z, denote by {Q i k } i∈I k the collection of all maximal dyadic cubes in Q k , where the index set I k may be empty. Then
Let ψ and ϕ be as in Lemma 3.2, where ϕ ∈ S ∞ (R n ) and ψ ∈ S L 0 (R n ) with L 0 ∈ N. We may as well assume that L 0 > N is a very large natural number. Set ψ Q ≡ ψ and ϕ Q ≡ ϕ whenever (Q) = 2 − . Using Lemma 3.2(i), for all x ∈ R n , we have
When q ∈ [1, ∞), we set
and when q ∈ [p, 1), we set
where C is some positive constant independent of k, i and f . Set
Using (3.3), (2.4) and following closely the proof of [16, Theorem 1], we obtain:
To obtain a finite atomic decomposition of f , we need a new classification of all dyadic cubes in R n . For every integer N ∈ N, set 
Notice that
For every (k, i) ∈ J N , we set
In a way similar to the proof of a k,i being a (p, q, s)-atom ofḞ s p,q (R n ) (see [16, Theorem 1]), we can easily verify that each a k,i is still a (p, q, s)-atom
Then f N is a linear combination of finitely many (p, q, s)-atoms ofḞ s p,q (R n ), and the property (ii) above shows that the p -norm of its coefficients is bounded by a multiple of f Ḟ s p,q (R n ) . The definition of f N together with (3.5) and (3.6) implies that
This combined with Lemma 3.1(i) and the definition of W N 1 shows that supp f N ⊂ B(0, C n 2 N ), where C n is a positive constant depending only on the dimension n. The assumption f ∈Ḟ We further claim that there exist constants σ ∈ (0, 1) and C > 0 such that for all N > N 0 ,
Assume that (3.9) holds for the moment. Set a N ≡ C −1 2 N σ b N . Then a N is a (p, q, s)-atom ofḞ s p,q (R n ) for N large enough. Therefore, for large N , we have
which is a linear combination of finitely many (p, q, s)-atoms ofḞ s p,q (R n ), each atom belongs to C ∞ c (R n ) and the p -norm of its coefficients is bounded by a multiple of f Ḟ s p,q (R n ) . This implies the desired result of Theorem 2.1. To complete the proof of Theorem 2.1, we still need to verify (3.9). By (3.3), (3.4), (3.7) and (3.8), we obtain
From this and (3.11), it follows that
Let φ be as in Definition 2.1. Observe that by Lemma 3.2(ii), we see that (3.3), and therefore, (3.11) hold in (S ∞ (R n )) . From this, Definition 2.1 and (3.12), it follows that
where in the second step, we used Minkowski's inequality when q ∈ (1, ∞); and when q ∈ [p, 1], we used the fact that (a + b) t ≤ max{2 t−1 , 1}(a t + b t ) for all a, b, t ∈ (0, ∞).
The estimate for II is easier. If φ ν * ψ j * ϕ j * f is a non-zero function, then using the fact that φ and ϕ satisfy respectively (2.1) and Lemma 3.1(iv), we obtain |j − ν| ≤ 2. Therefore,
For the sake of simplicity, we only give the estimate for the j = ν term in the above formula, since the estimates for the other four terms are similar.
Recall that f ∈ C ∞ c (R n ) has vanishing moments up to order N (if N = −1, then f has no vanishing moment), ψ ∈ S L 0 (R n ), φ ∈ S ∞ (R n ) and ϕ ∈ S ∞ (R n ). For any given M 3 > max{n, n/q}, L 1 ∈ Z + and M 1 > max{n, n/q}, by Corollary 3.1(i) and Lemma 3.3(i) we find that for all ν ≥ 0 we have
Applying Corollary 3.1(i) with M 3 > max{n, n/q}, Lemma 3.3(ii) with L 2 = N and M 2 > max{n, n/q}, we similarly infer that for all ν < 0,
We may as well assume that N > 2. Using (3.13) and (3.14), we then have
We choose L 1 large enough satisfying
Recalling that N = max{ n(1/p − 1) − s , −1}, we then have
Then 0 < σ ≤ max{s + n − n/p, 1} and
which implies that II has the desired estimate of (3.9). We estimate I by considering the following two cases: q ∈ (1, ∞) and q ∈ [p, 1].
Case 1: q ∈ (1, ∞). In this case, by Minkowski's inequality, we have
Denote by J the integral in the first bracket of (3.18) and by K the summation in the second bracket of (3.18) . For any given L 1 ∈ Z + and M 1 > n, using Lemma 3.3(i), we find that for all j ≥ 0,
For any given M 2 > n, using Lemma 3.3(ii) with L 2 = N , we deduce that for all j < 0,
and M 4 > n/q, applying Corollary 3.1(i), (ii), we find that for all j ∈ Z,
Using (3.18)-(3.21) and the fact that for all κ ∈ (0, 1] and a j ∈ C, (3.17) . This gives the desired estimate of I for q ∈ (1, ∞). ] . In this case, we write
Combining the expression of I with (3.22) and (3.23) yields
To estimate J 1 (x), we split the integral into two parts as in (3.13) and then use Lemma 3.3(i) and Corollary 3.1(i). Therefore, for any given
This combined with the fact q ∈ [p, 1) and (3.22) implies that if we choose
For any given L 1 ∈ Z + , M 1 > 2n, L 4 ∈ Z + and M 4 ∈ Z + , by Lemma 3.3(i), Corollary 3.1(ii) and an argument similar to the estimate of J 1 (x), we obtain
We choose L 4 > s − 1 and L 1 > n + s. From this, the estimate for J 2 (x), (3.22) and the assumption M 1 > 2 max{n/q, n(1/p−1/q)+n+1}, it follows
For any given L 3 ≤ L 0 , M 2 > 2n and M 3 ∈ Z + , applying Lemma 3.3(ii) and Corollary 3.1(i) yields
We choose M 2 > 2 max{n/q, s + 2n + 1 + N − n/q} and L 3 > −n − s + n/q. From this, (3.22) and (3.16), we conclude that for σ as in (3.17),
Now we estimate J 4 (x). For any given M 2 , M 4 , L 4 ∈ Z + , using Lemma 3.3(ii) and Corollary 3.1(ii), we have
Choose M 2 > 2 max{n/q, s + 2n + 1 + N − n/q} and L 4 > s − 1. From this and the estimate of J 4 (x) together with (3.22) and (3.16), it follows that for σ as in (3.17),
Combining (3.23) through (3.28) yields the desired estimate of I for q in [p, 1). This combined with the argument of Case 1 and the estimate of II implies the validity of (3.9) for all q ∈ [p, ∞), which completes the proof of Theorem 2.1.
Remark 3.1. From the proof of Theorem 2.1, it follows that we need to assume that ψ ∈ S L 0 (R n ) with L 0 ∈ Z + and L 0 > −n − s + n/q. 4. Proof of Theorem 2.2. Applying Theorem 2.1 and following a standard argument, we can obtain Theorem 2.2. To this end, we need the following density lemma.
Proof. Fix f ∈Ḟ s p,q (R n ). It suffices to show that for any given ε > 0, there exists h ∈Ḟ
, where ψ and ϕ are as in Lemma 3.2. For any N ∈ N, set
Then there exists N ∈ N large enough such that g N − g Ḟ s p,q (R n ) < ε/3 (see [23, p. 240 ] again). Now we use the same notation as in the proof of Theorem 2.1. For any k ∈ Z, set Ω k ≡ {x ∈ R n :Ṡ s a,q (g)(x) > 2 k } and Q k ≡ {Q ∈ Q : |Q ∩ Ω k | > |Q|/2, |Q ∩ Ω k+1 | ≤ |Q|/2}.
Denote by {Q i k } i∈I k the collection of all maximal dyadic cubes in Q k , where I k is the index set. Similarly to (3.3), we write g It is easy to see that the series in the bracket of (4.1) belongs to C ∞ c (R n ) since it has only finitely many terms. This implies that each b k,i is in C ∞ c (R n ). For any M ∈ N, we set h N M ≡ |k|≤M i∈I k , i≤M µ k,i b k,i . Then there exists M ∈ N large enough such that h N M − g N Ḟ s p,q (R n ) < ε/3. Therefore, h Taking the infimum over all finite atomic decompositions of f and using Corollary 2.1, we see that for all f ∈Ḟ s, fin p, q (R n ), (4.2) T (f ) Br f Ḟ s p, q (R n ) . For any given f ∈Ḟ s p,q (R n ), by Lemma 4.1, there exists a sequence {f m } ∞ m=1 ⊂Ḟ s, fin p, q (R n ) such that f − f m Ḟ s p, q (R n ) → 0 as m → ∞. This combined with (2.8) and (4.2) implies that {T (f m )} ∞ m=1 is a Cauchy sequence in B r . So we define T (f ) = lim m→∞ T (f m ), where the limit is taken in B r . It follows that T (f ) is well defined, and T is bounded fromḞ s p,q (R n ) to B r . Supposed that T is another bounded extension of T . That is, T is bounded fromḞ s p,q (R n ) to B r , and T (f ) = T (f ) for all f ∈Ḟ s, fin p, q (R n ). From this and (2.8), we conclude that for any f ∈Ḟ s p,q (R n ),
f − f m Ḟ s p,q (R n ) → 0 as m → ∞. This implies that T = T . Therefore, T is the unique bounded extension of T , which completes the proof of Theorem 2.2.
