1. Plant cover data collected by monitoring schemes are often expressed on intervalcensored scales to reduce field effort. Existing statistical approaches to such data may not make full use of available information, or may both induce bias and assume more precision than may be warranted, e.g. by analysing mid-points and disregarding the spread of observations within a class.
Introduction
Monitoring schemes are a key part of national and global initiatives to gather evidence on changes to biodiversity (Collen et al. 2013) . Such schemes are often long-term, with periodic analyses of data expected to provide evidence for shifts or stability in the abundances or distributions of species (Magurran et al. 2010; Dornelas et al. 2013) . Robust statistical design is therefore an essential part of any such scheme if the resulting models are to be widely accepted as credible indicators of biodiversity change by policy-makers, managers and other scientists (Lindenmayer & Likens 2010; Gitzen et al. 2012 ). An important part of such work is to determine (i) the level of any error or bias in the models adopted and (ii) what intensity of monitoring activity is sufficient to detect a statistically significant change in abundance if one has actually occurred; that is, suitable power analyses or equivalent are recommended as best practice (Jones 2013) .
Conducting an appropriate power analysis for a monitoring scheme involves deciding on a set of relevant scenarios to investigate, covering a range thought plausible once the proposed scheme is established. Important variables affecting the quality of inference include those that represent the underlying structure of the data, e.g. the number of years of monitoring, the number of sites monitored or the arrangement of repeated site visits in time and space (Urquhart 2012) , and those that represent the hypothetical effect that the monitoring is intended to capture, e.g. changes in species' abundances or distributions within a specified time frame, which may be a constant change of a fixed number of organisms or area of cover per year, or a proportional change in such a measure. Temporal trends, of course, may also vary across sites. Simple, mathematically-explicit estimates of power are not available in such multifaceted studies, but, in a classical framework, simulation-based approaches to power analysis (Gelman & Hill 2007; Bolker 2008) have meant that ecologists have increasingly had a greater ability to capture the complex generating processes that often characterise data collected by monitoring schemes. These include the possibility of modelling variation in trends over time at different sites through the use of mixed models (Gelman & Hill 2007; Miller & Mitchell 2014; Johnson et al. 2015) . These approaches should help to ensure that the results obtained embody a greater realism; this may be particularly important for monitoring schemes, which often cover large geographic areas across which the drivers of change for particular species or habitats may vary. The inclusion of greater flexibility in the modelling of spatially-varying structures in power analyses is therefore likely to ensure that decisions made regarding the inauguration and funding of particular monitoring schemes are better informed (Miller & Mitchell 2014), and may also help to avoid unrealistic expectations. A key challenge for such an approach is the derivation of realistic estimates of variance parameters to use in prospective analyses. Ideally pilot studies would always be conducted, although existing datasets collected using similar species and methodologies to those of the proposed schemes are also often used for convenience (e.g. Irvine & Rodhouse 2010; Lebuhn et al. 2013) .
Particularly where plants are concerned, an additional challenge may exist: plant species' abundances are often recorded according to class-based scales, scales which typically attempt to discretise the visual cover assessments of surveyors. Interval-based cover, or 'coverabundance', scales typically encountered in vegetation science include those initiated by Daubenmire, Domin and Braun-Blanquet (Damgaard 2009 (Damgaard , 2014 Kent 2012; Peet & Roberts 2013) . Here, the abundances of species within monitored areas or plots in a given year are only known each to fall within one of a certain number of exhaustive and mutually exclusive classes, ignoring potential errors of classification. To our knowledge, only one previous study (Irvine & Rodhouse 2010 ) has attempted to incorporate plant cover scales into a general approach to modelling for plot-based plant monitoring activity. Irvine & Rodhouse (2010) approached the problem from the point of view that plant cover scales are best treated as ordinal classifications, and, correspondingly, used the proportional odds model (Agresti 2002) to investigate the power to detect change in plant cover data collected using such scales, providing a general framework for such analyses. Indeed, ordinal models have sometimes been recommended as the most suitable approach to plant cover data collected using cover scales (Guisan & Harrell 2000) . This is due to the fact that some of the most frequently used scales are not purely based on metric intervals; for example, some variants of the Domin scale define their lowest cover classes as combined cover-frequency scores, e.g. points 1 and 2 on one frequently used version of the Domin scale are given as "< 4%, 1 individual" and "< 4%, several individuals" respectively (Rodwell 1991). Some authors have provided transformations of such scales in order to provide approximate metric equivalents for all categories (Mueller-Dombois & Ellenberg 1974; van der Maarel 1979 van der Maarel , 2007 Currall 1987) ; such an approach is attractive, because it would provide a means to combine information collected according to different cover scales, whilst also allowing the derivation of intuitive measures of change on the percentage cover scale (Damgaard 2009 (Damgaard , 2014 . However, it should also be pointed out that some vegetation scientists have objected to similar approaches in the context of descriptive multivariate analyses (Podani 2006) , suggesting that such operations as substituting ordinal class memberships with, for example, mean values of percentage cover classes would "increas[e] uncertainty in the data considerably" (Podani 2006) ; despite this, other workers have emphasised the progress that has been made in plant ecology by making such simplifying assumptions (van der Maarel 2007) .
If the intervals of the cover scale used have clear percentage-cover equivalencies, or these can be estimated through field trials, or otherwise agreed or approximated (Currall 1987; van der Maarel 2007; Damgaard 2009; Irvine & Rodhouse 2010) , then a range of additional modelling techniques become available. Specifically, we suggest that techniques for modelling censored data can be applied to plant cover data collected using many of the standard scales widely used in plant ecology today, such as the variant of the Domin scale used in Britain and Ireland since its application to the British National Vegetation Classification (Rodwell 1991), the Daubenmire scale often used in North America, or the Braun-Blanquet scale popular in continental Europe (Peet & Roberts 2013) . A metric interval-based approach should offer at least two advantages over the proportional odds model (in addition to the fact that it may allow for the combination of disparate data sources): it avoids the potentially unrealistic assumption of equal transition probabilities between cover classes intrinsic to this latter model; and, it enables the use of linear mixed modelling techniques when cover data are logit-transformed, allowing real estimates of trend to be estimated and providing the option of estimating hierarchical variance structures (Johnson et al. 2015) . The modelling techniques that can be used include those within a Bayesian framework, making hierarchical models that combine the use of metric interval-censored data with random effects relatively straightforward to apply. A metric interval-censored approach may also be of broader relevance to scientists working with volunteers or land managers in other areas of environmental science, where other types of observation may be made according to interval scales with different types of censoring. For example, in citizen science, where volunteers may be requested to report some feature of the environment according to a scale that simplifies an underlying metric reality (e.g. Pocock & Evans 2014) .
The aim of this paper is to investigate different options for modelling interval-censored plant cover data, both in order to potentially increase the realism and information content of prospective power analyses for plant monitoring activity, and to broaden the toolbox of techniques available to vegetation scientists, whilst also highlighting potential trade-offs for error, bias and variance. We achieve this by comparing inferences resulting from: (1) a proportional odds model that treats cover data as ordinal classes (Irvine & Rodhouse 2010) ; (2) a hierarchical model with random effects using data representing overly precise observations (Currall 1987; van der Maarel 2007) ; (3) a novel, non-hierarchical, frequentist intervalcensored linear model; and (4) a novel hierarchical Bayesian interval-censored linear model.
We provide R and JAGS code for the last two models respectively as supplementary material.
We also discuss the appropriate circumstances under which our interval-censored models might be used over the approaches previously described in the literature.
Methods

Statistical Models
Model numbers are as follows: Model 1: the proportional odds model, which assigns observed cover data to ordinal classes; Model 2: a generalised linear mixed model (GLMM) using data representing (overly) precise observations of plant cover; Model 3: a novel non-hierarchical frequentist interval-censored linear model; Model 4: a hierarchical Bayesian model with interval-censoring. All models fitted in this paper use a set of interval cover classes based on a commonly used variant of the Domin scale (Table 1) .
Models 1 and 2
The proportional odds model and GLMMs have been described frequently in the literature (Agresti 2002; Gelman & Hill 2007; Irvine & Rodhouse 2010; Johnson et al. 2015) . However, we reproduce them here for ease of comparison with Models 3 and 4.
Model 1: The proportional odds model for ordinal cover data, where K is the total number of intervals, states that
( , ≤ ) is the cumulative probability of an observation being in interval k or less (i.e. in any of the following intervals: 1, 2, …., K-1); , is the observed interval for the percentage cover at year i, site j; is the intercept for the k th interval (k = 1, 2, ....., K-1); is the slope for year. If the abundance increases over time ( > 0), such that a species moves up the category levels, then ( , ≤ ) for k < K becomes smaller over time.
Model 2: Generalised linear mixed model for raw cover data -the logit normal model:
, describes the proportional cover of the given species at year i, site j; , = + ; ~ ( , 2 ) -random intercepts; ~ ( , 2 ) -random slopes; and are the mean intercept and slope on the logit scale. Model 1 was fitted using the R package 'MASS' v. 7.3-43 (Venables & Ripley 2002) , whilst Model 2 was fitted using the package 'lme4' v. 1.1-10
( Bates et al. 2015) .
Model 3 -Censored data
A non-hierarchical linear model was proposed by Walker et al. (2010) for interval-censored cover data. We extend this model here to derive our Model 3. We assume that the unknown percentage cover at site j in year i is expressed as a proportion pij and is observed only to lie within the interval (lij, uij) where lij ≥ 0 and uij ≤ 1. We then assume the logit-transformed proportion is normally distributed:
Then the probability of an observation lying within (lij, uij) is simply Ф(Uij) -Ф(Lij) where Ф(.)
is the cumulative distribution function of a normal distribution and Uij and Lij are respectively equal to logit(uij) and logit(lij). Finally, to account for change over time, we define the expected coverage in year i via μi = α + βYeari with α and β additional parameters to be estimated.
The adoption of interval-censored data in this way means that the model cannot be fitted via standard subroutines which might be used to fit random intercepts and a constant slope, or a simple generalised linear model, to point data. It is, however, straightforward to programme the log-likelihood for a set of interval-censored data and optimise to obtain maximum likelihood estimates of all parameters. R code for fitting Model 3 using the optimiser 'optim'
(part of the base package 'stats' in R) is provided as supplementary material.
We note also the flexibility of this approach: percentages recorded exactly (i.e. Lij = Uij) are readily accommodated should they be available, as are simple records of presence/absence, which can be considered to lie in the intervals (ϵ, 1) and (0, ϵ) respectively, where ϵ is some arbitrarily small value -nor is it necessary for all observations used to be recorded using a consistent set of category limits, thus allowing for the combined modelling of datasets collected using different cover scales.
Model 4 -A hierarchical model for censored data
Model 3 assumes a constant rate of change in the odds of plant cover (p/1-p) at all sites. It is appealing, and more realistic, to consider this slope as a random effect, varying spatially; site-dependent intercepts can be similarly treated. The censoring of the data, however, make this difficult in a frequentist framework. Such a hierarchical model is more readily fitted via
Bayesian methods, which we introduce here as our Model 4; Model 4 therefore combines the treatment of random effects (Model 2) with interval-censoring (Model 3). The hierarchical Bayesian model for continuous interval-censored cover data has the same form as Equation 3, but with a modification to the specification of the expected proportion, so that = + where is the intercept at site j and is the slope, also at site j, with and taking normal distributions. There is one slope and intercept per site for this model. were used for regression coefficients and uninformative gamma priors used for variance components, following standard advice (Gelman & Hill 2007) . The total number of iterations for each of three chains was 50,000, with the first 10,000 values of each chain discarded as a burn-in; every fifth value in a chain was kept, resulting in 24,000 iterations being used for inference regarding posterior distributions. Values of the Brooks-Gelman statistic ̂ were checked for evidence of satisfactory convergence for all parameters within individual model runs before running models in a loop for the calculation of summary statistics (Brooks & Gelman 1998) .
Data simulation and scenarios
Plant cover data with a hierarchical variance structure were simulated by adapting methods presented by Gelman & Hill (2007 pp. 449-454) and Bolker (2008 pp. 156-161) . We simulated response data directly on the logit scale, assuming normal distributions. Data were simulated to match the hierarchical variance structure of Model 4, that is, the most complex and realistic of the models under consideration. We also investigated the effects on error, precision and bias induced by Models 2 and 3, in which more restrictive assumptions about the data structure are imposed.
Countryside Survey data
To ensure the greater realism of this exercise, the mean values for all standard deviation hyperparameters using for the simulation of response data were estimated from an existing UK longterm plant monitoring programme, the Countryside Survey (CS; Carey et al. 2008 ). These surveys have been carried out in 1978, 1990, 1998/'99 and 2007 , and involve visiting the same fixed vegetation quadrats nested within a sample of 1 km squares dispersed across Great
Britain. Both quadrat locations and 1 km squares were selected according to a stratified random sampling design. CS plant cover data used here were from 4 m 2 (i.e. 2 × 2 m) plots nested within larger plots (known as 'X'-plots within the CS; see Maskell et al. 2008 for a more detailed description of the data collection process). Within each quadrat, plant species presence is recorded and cover estimated to the nearest 5%, except in the range 1-10%, where unit cover estimates are made; species' presences with cover < 1% are recorded as 0.1%. Here, a small value, ε = 0.0025, was added to, or subtracted from, cover values equal to 0 and 1 respectively to avoid undefined values when fitting logistic GLMMs (Warton & Hui 2011) . For each species with at least one (non-zero) observation at each time point in the CS dataset, a varyingintercept, varying-slope GLMM (Gelman & Hill 2007 ) was fitted to logit-transformed cover data from those quadrats surveyed in 1990, 1998/'99 and 2007 within the following widespread UK broad habitats: broad-leaved woodland; neutral grassland; calcareous grassland; and acid grassland. That is to say, a hierarchical version of Model 3 was used but data were considered as point estimates rather than as interval-censored observations; the 'sites' in the above model descriptions equal quadrats for the CS data, with no other spatial nesting considered. The R package 'lme4' (Bates et al. 2015) was used to fit all models to CS data. We also assessed the sensitivity of the estimation of the standard deviation hyper-parameters to the choice of species included in the model-fitting by restricting the data modelled to those species with at least two non-zero observations at all three time points (i.e. increasing the number of quadrats modelled for any one species, but reducing the number of species modelled overall).
Across the 653 species so modelled, the median values for the residual standard deviation (0.80) and the intercept (0.15) and slope (0.05) random effect standard deviations were calculated and rounded to the nearest 0.05; these were the standard deviation hyper-parameters used in the data simulation step. The sensitivity analysis (models fitted for 343 species) gave median values of 0.85, 0.30 and 0.05 for these parameters; given that the main focus here is on the relative performance of the different models, given a particular dataset, we used the initial set of standard deviations for all simulations (Table 2) .
A simulation exercise
For all models, the investigated values of key parameters are given in Table 2 , resulting in 48 different scenarios. These were chosen as realistic values linked to a new volunteer-based (i.e.
'citizen science') plant monitoring scheme recently launched in the UK Pescott et al. 2015) . We restricted our investigation to declines to limit the number of scenarios investigated. Proportional declines were specified in terms of an annual trend in the log-odds of plant cover, i.e. a linear trend on the logit scale, but a proportional decline on the scale of the odds of plant cover (p/1-p; Irvine & Rodhouse 2010). Declines were simulated from a range of initial starting percentage cover values (Table 2) . For all scenarios we recorded the power to detect trend after 3, 5 and 10 years of monitoring under Models 1-3, assuming one visit per site per year. A one-sided α level of 5% was used across all models run within the frequentist mode of inference.
Within a Bayesian framework power in the frequentist sense cannot be defined. Therefore, for (Figs 1, 2, 3 ). This was partly dependent on the number of sites monitored, in that where only 15 sites were simulated, power required 7-8 years to reach 80% for 75% declines at low initial percentage cover (Figs 1, 2, 3) . Across all models, power typically remained low for the smallest proportional decline (30%), with scenarios with 30 or 50 sites and/or larger starting covers rising above 80% power within 8-9 years.
Within this general pattern, there were important differences in power between models (Fig.   4a , b, c), despite the fact that the underlying data were treated according to the same interval scale in each case. The GLMM fitted to the point estimates of cover derived from interval scale midpoints performed very similarly to the proportional odds model, with the 144 power estimates across all scenarios and time-points mapping closely to a 1:1 relationship between models, with no clear effect of trend magnitude or initial percentage cover on this relationship (Fig. 4a) . The interval-censored linear model, however, exhibited higher power than both the GLMM and the proportional odds model for all scenarios where power had not reached 100% (Fig. 4b, c) , particularly at intermediate values of the initial percentage cover and proportional decline parameters (Figs 1, 2, 3) . The hierarchical Bayesian interval-censored model cannot be directly compared to the frequentist models, but the general trend in a belief in a negative slope of any magnitude matched the results from the frequentist models, in that a negative trend became a more believable feature of the underlying data with increasing sample size, trend magnitude, time and initial percentage cover (Fig. 5) . One noteworthy feature of the Bayesian posterior summaries was the apparently reduced influence of all scenario variables (e.g. sample size etc.) on the strength of belief in a negative trend (Fig. 5) , compared to the larger influence of these on frequentist power (Figs 1, 2, 3 ). For example, the Bayesian model indicated a greater than 75% belief in a decline after 6-7 years even with 30 sites and low covers; the frequentist models only approached higher levels of power for higher initial percentage covers, larger numbers of sites or longer periods of monitoring (Figs 1, 2, 3, 5) . Similarly, the Bayesian posterior summaries exhibited relatively smooth increases in the believability of a negative trend over time, whereas the frequentist models tended to exhibit large jumps in power (Figs 1, 2, 3, 5). These differences are due to the fact that the summaries of the Bayesian models focus on belief in a negative trend of any size, whereas the power of frequentist models requires a significant trend to be detected at the α = 0.05 level, creating a 'stepped' change in significance rather than a gradual increase in the believability of a phenomenon. Given that the declaration of significance in frequentist statistics depends on the degrees of freedom, and so the sample size, this difference in how the importance of results is judged is also likely to be behind the greater effect of the number of sites observed in the frequentist models (Figs 1, 2,   3 ). However, it should also be recalled that the Bayesian curves are bounded below by about 50%, given that an uninformative prior has 50% of its distribution below zero, meaning that the curves in Figure 5 are only able to vary over a smaller range.
For the models providing parameter estimates of the slope coefficient (Models 2, 3, 4), the clearest trend was the general reduction in error with the duration of monitoring, and the fact that the frequentist models gave lower error that the Bayesian model (Fig. 6 , results presented for the 30 site scenario only). Bias did not show a clear pattern across models, and was generally low (Fig. 7 , results presented for the 30 site scenario only). The precision of the slope coefficient estimates increased in accuracy with longer periods of monitoring (Fig. 7) . The 95% confidence intervals of the slope coefficient estimates were smaller for Model 3 than Model 2 (Figs 7a, b) . The Bayesian 95% credible intervals were wider than the frequentist confidence intervals for any particular scenario; the Bayesian credible intervals also indicated increasing precision with longer periods of monitoring, as would be expected (Fig. 7c) .
Discussion
Analytical approaches to plant cover data often recommend the use of proportional odds models (Guisan & Harrell 2000; Irvine & Rodhouse 2010) , although the practice of using estimated percentage cover equivalents for cover intervals is also frequent, both for community and single species analyses (van der Maarel 1979 (van der Maarel , 2007 Currall 1987; van der Maarel & Franklin 2012) . A clear advantage of analysing interval-based cover data using explicit values on a true metric scale is the ability to create more intuitive measures of trends in plant cover, however, the choice of model may have other important consequences. We investigated whether the choice of model for plant cover data resulted in significant changes to prospective power analyses, and assessed their impacts on error, bias and precision. In particular, we sought to quantify how the use of a linear modelling framework utilising interval-censoring, with or without the inclusion of random effects, could affect modelling outcomes.
Unsurprisingly, the probability of detecting a true underlying trend increased as a function of sample size, trend magnitude and time; these are standard results from power analyses (e.g. Miller & Mitchell 2014; Johnson et al. 2015) . Our results also showed that initial starting cover is an important determinant of power for a response variable on a proportional scale, irrespective of the model used. This was also demonstrated by Irvine & Rodhouse (2010) for plant cover data analysed using the proportional odds model. Whilst the results presented here have been used to inform the development of a new abundance-based plant monitoring scheme for the UK Pescott et al. 2015) , increasing the flexibility of modelling approaches for plant cover data could have important consequence for ecological synthesis in general, because much historical information on plant communities has been collected using interval-based cover scales (e.g. Dengler et al. 2011) . The availability of flexible frameworks under which to combine data collected according to different cover scales may outweigh the costs of occasionally approximating metric boundaries for certain interval categories (van der Maarel 2007) . Additionally, the fact that hierarchical variance structures can be more easily estimated within a linear modelling framework means that data varying across space and time can be more accurately modelled (Johnson et al. 2015) . Our interval-censored models also explicitly acknowledge and utilise the uncertainty underlying actual estimates of plant cover collected using standard cover scales, potentially mitigating the objections of some workers who have pointed to the uncertainty created by approximating metric equivalents of ordinal scale classes by explicitly accounting for it (Podani 2006) . Indeed, lower cover classes that are defined in terms of frequency and cover (e.g. the first two classes of the Domin scale referred to above; Rodwell 1991), could be grouped under our scheme, ensuring that only easily defined percentage cover groupings are used for modelling, reducing the need for workers to decide upon metric equivalents for all classes. The option to include presence/absence data alongside traditional interval-censored cover data is another advantage of our method.
Our results suggest that the use of estimated interval midpoints in place of actual observations in a GLMM framework offers no clear advantages over the ordinal proportional odds model in terms of power; results from the maximum likelihood estimation based interval-censored model (Model 3) suggested more general increases in power. The power improvements seen with Model 3 were also mirrored in its slightly lower levels of error and increased precision.
Whilst at first sight these facts might seem to favour Model 3 over the alternative modelling approaches, we should recall that the neglect of the hierarchical variance structure by Model 3 is likely to lead to smaller standard errors, and so higher power, a result also obtained by Johnson et al. (2015) in the context of binomial and Poisson GLMMs. Neglecting the hierarchical variance structure is also likely to be responsible for the lower average error, given that Model 3 is not attempting to estimate slope coefficients that vary by site. However, marginal increases in error could also be seen as an inevitable corollary of the hierarchical models explored here (Models 2 and 4), in that the explicit modelling of random effects attempts to account for underlying variation across monitored sites, rather than assuming that it does not exist. Whilst this has led to slight increases in error and reduced precision in the current simulation exercise, in the real world, where trends may be the outcome of numerous environmental drivers, parameter estimates and measures of variance are more likely to be of use when presented with their attendant uncertainties, particularly if this results in more realistic estimates of power; low levels of error are likely to have less significance for ecological inference. The fact that our Bayesian interval-censored model (Model 4) shows slightly higher average error, and reduced precision, compared to the GLMM using interval mid-points (Model 2), may be a result of the fact that the Bayesian model accounts for the increased uncertainty of plant cover observations within categories, an additional complexity which better reflects the limited state of our knowledge concerning the variable being modelled. In addition, conservationists using our Bayesian model would be able to quantify the strength of their belief in a particular trend, rather than requiring a significant result before a trend was accepted. In this case, a small amount of error attached to a particular point estimate of the median value of a parameter and reduced precision may be less important than the fact that a strength of belief, and associated uncertainty, can be attached to a range of trend estimates (Wade 2000; Brooks et al. 2008) .
We suggest that increased utilisation of the knowledge of interval boundaries associated with the popular 'cover-abundance' scales used in vegetation science is likely to be worthwhile.
Whilst this may create challenges for scales where the lower categories are not explicitly defined in terms of percentage cover (Peet & Roberts 2013) , it seems likely that standard approximations may often be able to be agreed (Mueller-Dombois & Ellenberg 1974; Currall 1987; van der Maarel 2007) . Indeed, the availability of percentage cover approximations for all cover scales would greatly facilitate opportunities for combining datasets using our methods. The availability of Bayesian options also provides a challenge to those formulating prospective power analyses. The results will be less clear cut, in that workers will have to think harder about what constitutes a desirable level of posterior belief in a trend parameter being beyond a certain size (Morrison 2007 ), but this is little different to advice offered to modellers using classical frameworks concerning the choice of effect size to investigate (Seavy & Reynolds 2007; Johnson et al. 2015) . Indeed, we consider that the flexibility of the Bayesian approach is likely to be an advantage in this respect, because 'out-of-the-box' levels for power (e.g. 80%) cannot be chosen without thought (Di Stefano 2003; Morrison 2007) . The approach may also serve to further highlight the fact that all power analyses rest on strong assumptions (Morrison 2007; Johnson et al. 2015) , and to encourage users to highlight uncertainty as well as summary measures of power (Olsen et al. 1997) .
We suggest that the ability of workers to quantify beliefs in trends of different magnitudes is likely to be an advantage when communicating results or planning conservation actions ). Here we have chosen the simplest Bayesian summary metric for illustration, but these can be tailored to the categories of most relevance to the species or system under study. Finally, we note that for monitoring programmes wishing to monitor multiple species, more sophisticated approaches to estimating power (or a Bayesian alternative) may be required; for example, any particular set of plots or larger sites will lead to variable occupancies amongst the target species of interest (Manley et al. 2004) . Tables   Table 1 . Domin classes and their equivalent cover/frequency values, with the cover values used in analyses. 
Domin class Frequency/cover values (%) Interpreted cover (%)
