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Abstract: Mining of association rules tries to identify the existence of promising and fruitful relations among the items
present in a database. The basic a priori algorithm suﬀers from multiple database scans, and if the database is large, then
the time taken for scanning and generation of candidates is also large. The proposed algorithm attempts to reduce the
repeated scanning of the whole database. Using this algorithm, scanning time and also the generation of subitems that
are not frequent can be reduced. The former can be done by sorting the transaction records in descending order based on
the size of transaction (SOT) and scanning only those transactions whose SOT is greater than or equal to k (size of item
sets). The latter can be done by analyzing the item set state. It is not required to generate the next set of candidate
item sets using those item sets that are not frequent. Both positive and negative mining has been done in R Studio
of the R data mining tool using the R language. Experimental results show that the SOT algorithm performs better
than the Apriori, Eclat, PVARM (partition-based validation for association rule mining), and NRRM (nonredundant
rule method) algorithms. The work has been tested against various standard datasets such as Adult, Genome, Groceries,
and SER (State Electricity Rate) Prediction. The speed-up and eﬃciency parameter values obtained from the algorithm
strongly suggest that the proposed SOTARM algorithm has attained better performance when compared to all the other
existing algorithms.
Key words: Association rules, Apriori, item set state, positive rules, size of transaction, and confidence

1. Introduction
Numerous mining methodologies exist in order to eﬀectively retrieve the closely associated patterns of a
particular database. Techniques for mining the association rules, classifying items, predicting the item’s future
scope and trend, grouping or clustering of similar items, etc. do prevail and varieties and enhancements also
occur.
The problem under consideration is eﬀective and eﬃcient mining of association rules. This paper proposes
an enhanced version of the basic a priori algorithm [1], the traditional algorithm that is better than other existing
techniques. The disadvantages of the traditional a priori algorithm, such as multiple scans, time consumption
for generating frequent item sets, and the presence of more redundant rules, could be eliminated by our proposed
rule mining method. It has wider application in the fields of genomics [2], DNA analysis [3], bioinformatics [4],
clone identifications in the software engineering field, marketing, financial analysis, etc.
This paper focuses especially on the mining of promising (positive) as well as unpromising (negative) item
sets from which the association rules are obtained. The item set mining is purely based on a support threshold
∗ Correspondence:
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[5]. Thereafter, these rules are filtered and optimized based on various rule filtering parameters like confidence
[5], lift [6], leverage, conviction [7], Laplace, and interest measures. Finally, only the best rules prevail. An
example is given that narrates how the size of transaction (SOT) works and how is it so simple to use it. The
results and discussion give a brief idea of the richness of the proposed SOTARM algorithm when compared to
other existing methods including the Apriori [1], PVARM [8], NRRM [9], Eclat [10,11], and frequent pattern
tree algorithms [10]. Our algorithm behaves extremely well with respect to diﬀerent datasets provided. The
datasets considered for testing are totally diﬀerent from each other in terms of database size and item size and
in no way is any one dataset related to any other dataset.
A comparative study of various algorithms with respect to SOT as well as the behavioral issues of
SOT with respect to various benchmark datasets has been done. Various parameters considered are support,
confidence, execution time, number of rules, speed-up, and eﬃciency.

2. Review of existing works
Extensive research on eﬃcient mining has been done in order to quicken the process of rule mining. The bit
search technique is used for mining of rules that are associated [10]. A special pattern known as a sparse bit
matrix is used and the technique for generating frequent item sets is known as a bit stream mask search. The
input file is transformed into numeric data and then compressed into an array. A single location of an array can
store 16 items. For analyzing the performance of the algorithm proposed, bit search complexity is an important
factor.
The classical Apriori [11] algorithm was optimized in [12] by applying classification and sorting of datasets.
Each item is assigned a unique integer value in increasing order of enumeration so that each transaction has a
value called total sum, which is the sum total of values of items in a transaction. At the end of the 1st cycle, two
attributes, item count and total sum, are counted. Transactions possessing the same item count are grouped
together and are sorted based on total sum value, in a group. Fork-item sets, the groups whose item count are
less than k, are ignored. Due to the lack of computational methods, this approach makes too many comparisons
for generating rules from the data warehouses. The approach in [13] introduced a count-based technique for
discarding item sets and decreased the scan volume by means of record generation. The validity of this method
was proved using the Apriori deduction property. It makes use of the < TID, itemsets > pattern for storing the
data and counts each candidate item set only once (TID means transaction ID), but it takes time in building
< TID, item sets > , which may never be used further.
The existing frequent pattern mining framework has been modified by introducing a timestamp for every
transaction [14]. The dynamic property of the patterns that are frequent in the given database is captured by
positive and negative transitional patterns. It is necessary to investigate other degrees of transitional ratios
and also to suggest a much better one in order to eﬃciently discover transitional patterns. A new algorithm
called T-Apriori was proposed [15], which depends on a time constraint. The time information is added to it
for generating association rules. It refers to time as a constraint. A few of the issues here are the eﬃciency of
the algorithm, the eﬀectiveness of applying clustering techniques to partition the data, automatic extraction of
the interesting rules from a multitude of rules, and extending the work to fit sequential patterns.
Two parallel formulations of the Apriori algorithm, named intelligent data distribution (IDD) and hybrid
distribution for computing association rules, were proposed in [16]. The IDD partitions the candidate set to
parallelize the steps involved in hash tree building. The IDD suﬀers from cost issues due to communication of
transactions between the processors. Eﬃciency is decreased when the processors used are increased due to the
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load imbalance that exists between the processors. IDD is not scalable for huge and bulky transactions. The
association rule mining was applied to a medical dataset [8]. The rule set generated was very large, including
both relevant and irrelevant rules. More memory space is utilized by irrelevant rules and this also misguides
the decision makers. The irrelevant rules are reduced using the n-cross validation technique. The algorithm
proposed was PVARM, which uses partition-based approaches.
The basic principles, processes, and algorithms for the Apriori algorithm of association rule mining were
analyzed [17]. The ineﬃciencies and the problems of the basic Apriori algorithm, with respect to large datasets,
were stated by the authors clearly. The Apriori algorithm was improved by optimizing the pruning step and
by reducing the transactions [18]. Because of this, the frequent item sets generated is smaller than that of the
normal Apriori algorithm. The execution time is less and hence there is an improvement in its performance. A
better algorithm to mine frequent items is made by combining the basic Apriori and FP tree algorithms [19].
It avoids the redundant generation of conditional and subconditional pattern bases. In the work of Wang et
al. [20], the support was depicted as a nonuniform constraint called the support constraint, which reduces the
candidates generated at every stage. Another study [21] focused on FP-tree-based frequent item set mining.
A complete FP-tree is built and condition pattern bases are retrieved, from which the frequent items/patterns
are mined. It never bothers with the support count formalities, unlike the previous methods available. An
algorithm called transaction mapping (TM) [22] was proposed, which uses the transaction IDs for mapping
item sets and they are compressed for mining. All transactions from the tree are mapped to an interval list,
which is stored by the nodes of the tree.
A new idea based on the breadth-first property to reduce candidate item sets was introduced in [23],
which uses the admissibility property for support. The edge-disjoint path acts as the building block for it. An
algorithm called PARM (P-tree-based association rule mining) [24] for identifying patterns from spatial datasets
was proposed. Here the entire image of spatial data is divided into quadrants [25,26] and the counts are stored,
based on which a quadrant count tree is formed. Here A-sets (similar to item sets in Apriori) are generated by
performing AND operations on P-trees. The paths in the P-tree are ordered in depth-first manner [27–29] for
making the pruning strategy [30,31] easier.

3. SOTARM
The normal Apriori algorithm suﬀers from multiple scans of the given dataset, and if that dataset is large, then
the time consumed for scanning and generation of frequent item sets is also large. This drawback may be solved
by the proposed work, SOTARM, by introducing a new attribute to the database called size of transaction
(SOT). The multiple scanning of the entire database is reduced and the redundant generation of databases at
each level is also avoided.
During the first scan of the database, the SOT is calculated and inserted into the database. After finding
the SOT, the database is sorted in the descending order of SOT. For each L k frequent item sets, it is required
to scan only those transactions from the database whose SOT >= k (Figure 1).
Generation of item sets from nonfrequent items is also reduced. For this purpose, item status is appended
to the candidate item set table. While finding the frequency of the item sets, if the frequency is > = minim suppo
threshold (minimum support), then item status is assigned as one. Otherwise, item status is assigned as zero.
For generating the next level of the candidate item sets, the item sets whose status is set to one alone will be
taken. Others are discarded.
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Figure 1. Architecture diagram.

After generating frequent item sets, association rules have to be generated from them, by which the
relationship that exists between the items can be found. Rules were generated using the minim suppo threshold
as well as by the minim confid threshold (minimum confidence). Those rules that satisfy these two thresholds
are considered to be strong. These strong rules are taken into account for finding the user or customer
interestingness.
As an example, Table 1 represents an input transaction database comprising 9 transactions. By using the
SOTARM algorithm, D is transformed to another database, D1, as represented in Table 2. In each transaction,
if an item is present it is represented by the numerical value 1. The value 0 denotes a NULL value. SOT
denotes Trans size (transaction size), i.e. the count of items that exist in that transaction. A variable called
item status, as in the algorithm, represents the frequent item set. The algorithm is explained below with a
minimum support of 2.
Table 1. Input database, D.

Transaction ID
T11
T21
T31
T41
T51
T61
T71
T81
T91

Item list
I55, I11, I22
I44, I22
I33, I22
I44, I11, I22
I33, I11
I33, I22
I33, I11
I55, I22, I11, I33
I33, I11, I22

Table 2. Database D1 with SOT.

TID
T11
T21
T31
T41
T51
T61
T71
T81
T91

I11
1
0
0
1
1
0
1
1
1

I22
1
1
1
1
0
1
0
1
1

I33
0
0
1
0
1
1
1
1
1

I44
0
1
0
1
0
0
0
0
0

I55
1
0
0
0
0
0
0
1
0

SOT
3
2
2
3
2
2
2
4
3
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Step 1: Initially scan D for finding SOT and convert it to database D1 (Table 2).
Step 2: After finding SOT, sort D1 in descending order based on SOT as shown in Table 3 for transaction
reduction, which would be done in the future iterations of the proposed algorithm.
Table 3. Database D1 after sorting.

TID
T81
T11
T41
T91
T21
T31
T51
T61
T71

I11
1
1
1
1
0
0
1
0
1

I22
1
1
1
1
1
1
0
1
0

I33
1
0
0
1
0
1
1
1
1

I44
0
0
1
0
1
0
0
0
0

I55
1
1
0
0
0
0
0
0
0

SOT
4
3
3
3
2
2
2
2
2

Step 3: Scan D1 to find a 1-item set (C1) and calculate the support count as in Table 4 for those
transactions whose SOT > or = 1 (now item set size is one).
Step 4: If support count > = 2, set item status as 1, which represents the frequent item set. If
support count < 2 then set item status as 0, which represents the item as a nonfrequent item set. Table
4 represents both C1 and L1.
Table 4. C1 and L1.

1-Item set
I11
I22
I33
I44
I55

Support count
6
7
6
2
2

Item status
1
1
1
1
1

Step 5: Next merge the item sets in Table 4 whose item status is 1 to generate frequent 2-item sets.
Step 6: The algorithm then scans D1 for those transactions whose size >=2 (now item set size is =2) to
find frequent 2-item set support.
Step 7: Set item status for those item sets whose support count >= 2 as 1, which represents the frequent
2-item sets. If support count is less than 2 set item status as 0. Table 5 represents this.
Table 5. C2 and L2.

2-Item set
I11I22
I11I33
I11I44
I11I55
I22I33
I11I44
I22I55
I33I44
I33I55
I44I55
282

Support count
4
4
1
2
4
2
2
0
1
0

Item status
1
1
0
1
1
1
1
0
0
0
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Step 8: In the second iteration of the algorithm, frequent 2-item sets in Table 5 are joined to get the
3-item sets. The algorithm merges only item sets whose item status is 1. It merges L k−1 × L k−1 in order to
produce the next set of candidates.
Step 9: Now the size of item sets formed is 3, so the algorithm scans D1 for only those transactions whose
SOT >= 3 to find the support count.
Step 10: As shown in Table 6, the item status of 3-item sets whose support count > = 2 is set to 1 and
others are set as zero.
Table 6. C3 and L3.

3-Item set
I11I22I33
I11I22I55
I11I33I55
I22I33I44
I22I33I55
I22I44I55

Support count
2
2
1
0
1
0

Item status
1
1
0
0
0
0

Step 11: Since there are two frequent 3-item sets in Table 6 the algorithm joins these item sets in the
next iteration to generate 4-item sets.
Step 12: In D1 there is only one transaction having SOT as 4, so it scans only that transaction for finding
the support count and sets item status accordingly.
Step 13: There is no frequent 4-item set in Table 7, so return item sets of Table 6 whose item status is
set to 1.
Table 7. C4.

4-Item set
I11I22I33I55

Support count
1

Item status
0

Sorting is done in order to reduce the extra passes of datasets while performing support counting. As
a result of sorting, the higher support count records of the database would be present at the top of the table.
Now consider only those rows that have a support value > threshold, and ignore the bottom rows. There is
not necessary to put out extra eﬀort to traverse and prune them. The algorithm continues its iterations only
with the top rows, which reduces the computational complexity. The overall cost of merging is:
w
∑

(k − 2)|Ck | < merge cost <

k=2

w
∑

(k − 2)|Lk−1 |2

k=2

Pairs of frequent (k-1) item sets are merged to generate k item sets and to determine whether they have at least
k-2 common elements.
SOTARM Algorithm ( )
Inputs provided: DD, database of transactions,
minim suppo, minimum support threshold.
Outputs retrieved: LFR, frequent item sets in DD.
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Methodology:
Proc-candidate-SOT ( )
{ For each transaction t
Find SOT (t);
Sort (t); // descending order
Evaluate c 1 (t) and sup cnt(t); // c-candidate, sup cnt- support count of t,
If c.item sup > =min sup then
c.item status=1; Else c.item sup=0;
LFR

1

= cϵC1 , set c.item status=1;

For k=2; LFR k−1 ̸= Φ ; k++ { C k = generate (LFR k−1 );
While SOT >= k { For every Trans t ϵ DD
{ C tr =subsets (C k , t); For each candidate candi ϵCtr
candi.item sup++; } }
LFR k = {candi ϵCk | candi.item sup >=min sup ( i.e. candi.item status=1) } }
Return LFR=U LFR k }
/* Generate Candidates */
Proc-generate (LFR k−1 , minim suppo) ( )
{

For every item set ll 1 ϵ LFR k − 1
And for every item set ll 2 ϵ LFR k − 1

Check If ( ll 1 [1 st ] = ll 2 [1 st ]∧ ll 1 [2 nd ] = ll2 [2 nd ]∧ . . . ∧ ll 1 [k-2 nd ] = ll 2 [k-2 nd ]∧ ll 1 [k-1 st ] < ll 2 [k-1 st ])
candi = ll 1 ∞ ll 2 ;
If infreq (candi, LFR k−1 ) then remove candi
Otherwise append candi to set C k ; ; Return the entire set C k ;

}

/* Remove Unpromising Item Sets */
Proc- infreq (candi, LFR k−1 )()
{

Then for every (k-1th) ss (subset) of the candi

Check if ss! ϵ LFRk-1, result =Yes; Else result = No;

}

4. Results and discussion
The dataset considered is Groceries, which is a benchmark dataset available in the R data mining toolkit. The
SOTARM algorithm has also been tested against various other datasets. We used an Intel Core 2 Duo Processor
with 2.3 GHz processing speed, 2 GB RAM and 32 GB hard disk drive with a Windows 7, 32-bit operating
system. The language used for programming is R Language; the tool used is R-3.0.1, specifically R Studio. The
datasets used are Groceries, Adult, Genome, and SER Prediction. The Adult dataset and Groceries dataset were
taken from the arules package. The Genome and SER datasets were taken from various university websites. The
Adult UCI dataset contains the questionnaire data of the Adult dataset (census income database). It contains
a data frame with 48,842 observations over 15 variables such as age, work class, education, occupation, and
marital status. It is extracted from http://www.census.gov/ftp/pub/DES/www/welcome.html. The Groceries
dataset contains 1 month of real-world point-of-sale transaction data from a typical local grocery outlet. It
contains 9835 transactions within 169 categories. The Genome dataset (1545 observations with 39 variables)
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was extracted from http://genetics.stanford.edu/. The SER dataset, SER.11.12.canada, was extracted from
http://bbcr.uwaterloo.ca/∼ h8liang/sg/.
The proposed work aims at retrieving both positive and negative rules, which could be in turn called
positive rule mining and negative rule mining. The positive rule takes the form I → J and the negative rules
¬ I → J, ¬I → ¬ J and I → ¬ J. Negative rules are those rules that are generated from interesting negative
item sets. If an item set I is considered as negative, it is represented as ¬I. Let sup be the support and con be
the confidence considered for the work. The sup of ¬I is taken as:
sup ( ¬ I) = 1 – sup (I).
The criteria used for validating a negative association rule are:
• I ∩ J= Φ
• sup(I) ≥ minimum sup, sup (J) ≥ minimum sup, and sup (IUJ) < minimum sup
• sup(¬ I → J) = sup( ¬ IUJ) / sup(¬ I) ≥ minimum con
The relationship with respect to support is described in the formula given below:
Support ( ¬IUJ) = support (J) – support (IUJ).
Table 8 compares all three algorithms (Apriori, SOTARM, all negative mining) applied in this system
with respect to minimum support, nonfrequent item sets, and top negative patterns. Every algorithm uses
minimum support for item set generation. The Apriori algorithm does not consider the nonfrequent item sets,
whereas the all negative item sets mining algorithm gives importance to nonfrequent item sets. The all negative
item sets mining algorithm is used for generating the top negative patterns, whereas the Apriori algorithm
generates the top frequent positive patterns.
Table 8. Comparison of Apriori, all negative item sets, and SOTARM.

Miners
Apriori
All negative item sets mining
SOTARM

Minimum
support
Yes
Yes
Yes

Nonfrequent
item sets
No
Yes
Yes

Top negative
patterns
No
Yes
Yes

Table 9 represents the execution time for various types of item sets and the number of patterns generated
with the minimum support set to 0.1. From this comparison, we could see that the computation time goes high
when numerous patterns are generated.
Table 9. Execution time and patterns with min support = 0.1.

Item set
Frequent item sets
Nonfrequent item sets
Interesting negative item sets
Negative item sets

Execution time (ms)
309
309
150
150

No. of patterns
28
229
6
22
285
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Table 10 displays the total execution time taken by both algorithms. The proposed system introduced a
better improvement when compared to the basic Apriori algorithm. It depicts the computation time consumed
by both algorithms for diﬀerent minimum support thresholds. The threshold is calculated based on the frequency
of items in the database. We see that SOTARM performs well compared to Apriori.
Table 10. Execution time of Apriori and SOTARM.

Support
0.06
0.13
0.2
0.33
0.4
0.5
0.67
0.73

Apriori (ms)
212
233
198
126
119
96
72
100

SOTARM (ms)
67
61
35
31
28
73
65
68

The performance of the proposed system can also be tested over the number of post (positive) and negat
(negative) rules generated from the total rules.
Table 11 shows the diﬀerence in the positive rules extracted and the total number of negative rules
generated for diﬀerent support threshold values. For every increase in the minimum support threshold, there is
an increase of negative rules and decrease of positive rules.
Table 11. Positive vs. negative rules.

Minimum support
0.02
0.04
0.08
0.09
0.1
0.11
0.12
0.13
0.14
0.15

No. of positive rules
82
20
23
16
6
8
8
7
4
4

No. of negative rules
0
6
12
24
36
18
54
90
90
180

Large numbers of nonfrequent item sets were generated and if they are removed at the early phase it can
help the data mining task conduct its execution procedure at a faster rate because during the generation of
candidate item sets, a large number of item set combinations are generated. All these item sets are not useful
for finding the association rules. Thus, from the total rules only a selected number of frequent item sets are
selected and considered for the next levels. A large reduction in the frequent item sets could be noticed from
Table 11. This improves the eﬃciency of the proposed algorithm.
Similarly, for generating negative association rules, negative item sets must be obtained. These negative
item sets that are generated from the negative items do not satisfy the minimum support threshold and may
not be relevant to the user. This is done because, at times, the negative item sets seem to be more interesting.
Figure 2 represents the diﬀerence in the interesting negative and noninteresting negative item sets. The
noninteresting item sets represent those items that possess less support than the minim suppo threshold
provided by the user.
286
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Figure 2. Interesting and noninteresting negative item sets for diﬀerent min. supports.

From the interesting negative item sets, further combinations of item sets are generated and their
interestingness is calculated for further levels. As an exception, for the initial iteration only the items that
are frequent were taken. From the Apriori property, it is known that all items that are infrequent are infrequent
in their subset level, also. Figure 2 shows that only a few negative item sets seem to be much more interesting
to the users.
The speed-up (SU) is the ratio of the existing technique’s time consumption to solve the problem to the
proposed technique’s (SOTARM) time consumption for solving the same problem.
S = Ta / Ts
• Execution time (milliseconds) of the basic Apriori algorithm is indicated by T a .
• Execution time (milliseconds) of the proposed SOTARM algorithm is indicated by T s .
The speedup ratio (Table 12) shows that the proposed algorithm is better than the existing system. For
various support thresholds, the execution time for the existing system and proposed time is shown below.
Table 12. Speed-up comparison of Apriori and SOTARM.

Threshold
0.06
0.13
0.2
0.33
0.4
0.5
0.67
0.73

Ta
212
233
198
126
119
96
72
100

Ts
67
61
35
31
28
73
65
68

Speed-up
3.16
3.81
5.66
4.06
4.25
1.31
1.11
1.47

A comparative study of various existing algorithms like Apriori, Eclat, PVARM, and NRRM and the
proposed SOTARM on the total rules retrieved by every algorithm with respect to various datasets like Adult,
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Genome, Groceries, and SER Prediction was conducted as given in Figure 3, which shows the superiority of
SOTARM over other existing techniques. It reveals that SOTARM has produced a lower number of eﬃcient
rules, when compared to other algorithms.

Figure 3. No. of rules generated by various algorithms for diﬀerent datasets.

It is evident that the time taken by SOTARM is less when compared to the other algorithms for diﬀerent
support thresholds (Figure 4).

Figure 4. Execution time of various algorithms for diﬀerent support values.

4.1. Analysis of computational cost
The computational cost of the occurrence of 2 frequent item sets is:
= NI × NT .
That means:

O (NI × NT )

= N(((NI × (NI -1)) / 2 ) × NI × NT )
= O (NI2 )× NI × NT
= O (NI3 × NT ).
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In general, we have N (k × NI × NT), where I represents the items and T represents the transactions.
Thus, the time complexity of the above for 2 frequent item sets is:
= O ( NI3 × N T ).
Therefore, for K frequent item sets:
= O (( NIK+1 × N T ) / k! .
In the above statement, for all existing algorithms, the value of N T would be constant, but in SOTARM
it reduces for every 2/3/4/5 frequent item set combinations (while generating 2/3/4/5 item sets). Hence, we
conclude that SOTARM performs better than all the other existing methods.
Assuming a uniform distribution, for the estimated number of transactions that contain I i and I j , the
probability is given by:
P (I i ) = N Ii / N T and similarly P (I j ) = N Ij / N T
where N ij = (P i × P j )× N T
= (N Ii / N T ) × (N Ij / N T )× N T .
Therefore, from the above equation, the computational complexity of finding the cooccurrence frequency
of all possible pairs can be given as

N∑
1 −1

N
∑

N ij .

i =1 j=i+1

Assuming that the item is uniformly and independently distributed over transactions, the computational
complexity of the proposed approach (SOTARM) can be given as:
K∑
max

(Pk ⋆ NT ) ⋆ NCk

k=2

where
Pk =

k
∏

P i.

i=1

Hence, we qualitatively argue that N T drops rapidly as K increases. Therefore, SOTARM performs better
for larger databases, making their mining process faster, due to the fact that it keeps on dropping out the
transactions while moving on for higher combinations.
5. Conclusion and future enhancements
Based on our performance analysis, we showed that our proposed work has improved the performance of the
system in a better manner than the existing works. The proposed methodology reduces the entire scanning
time of the database by sorting the database based on the SOT. It is also proved that the proposed method
optimizes the Apriori algorithm so that the rules that are associated can be generated from large databases easily
and eﬃciently. Many existing algorithms generate redundant databases or cut down transactions for reducing
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scanning time. All of these drawbacks were overcome by the proposed work. While extracting the positive
rules, the redundant association rules as well as rules that are not satisfying the thresholds are eliminated by
the proposed work. This elimination of rules helps analyzers in identifying the relationship between patterns in
frequent item sets.
In the proposed system discussed so far, even though it gives an advantage over the existing system, there
is a room for improvement in terms of parallelization, which could increase the speed and hence the eﬃciency
of the system. The eﬃciency can be tested with respect to a distributed heterogeneous environment and could
make our system function eﬀectively even when varieties of datasets are provided.
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