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Introduction
Group decision making (GDM) [9, 13, 14, 18, 21, 24, 35 ] is a procedure of 26 drawing on the combined wisdom and experience of experts from different domains 27 to rank a finite number of alternatives. Reciprocal preference relations [21, 23, 27, 34, 28 39] are commonly used to represent decision-makers (DMs)' preferences over a set of 29 possible alternative solutions, and have received considerable research attention in the 30 past decades. However, owing to time pressure, lack of knowledge, and the DM's 31 limited expertise in the specific problem domain [1, 4, 5, 33, 36, 37, [41] [42] [43] [44] , 32 sometimes a DM can at best furnish his/her judgment on alternatives as a reciprocal 33 preference relation with missing or incomplete entries. Therefore, the method to 34 derive priorities from incomplete reciprocal preference relations [3, 10, 11, 15, 41] 35 has presented itself as an important and promising research topic, and attracted 36 considerable research interest. 37 For example, Xu and Da [32] put forward a normalizing ranking aggregation 38 method (NRAM) to derive priorities from an incomplete reciprocal preference 39 relation. Xu and Wang [40] extended the well-known eigenvector method (EM) for 40 priority derivation for an incomplete reciprocal preference relation, and the 41 improvement method therein not only increases the consistency level but also 42 preserves the initial preference information as much as possible. It is worth noting that 43 the aforementioned NRAM and EM can only be applied to a single incomplete 44 reciprocal preference relation. Xu [41] proposed two goal programming models 45 (GPM) to obtain a collective priority vector from several incomplete reciprocal 46 preference relations. Gong [17] put forward a least-square method (LSM) to generate 47 a collective priority vector from incomplete reciprocal preference relations furnished 48 by multiple DMs. Gong's approach results in a simple equation. But it cannot be 49 applied to obtain a priority vector when the matrix Q is singular or Q -1 does not exist. 50 In contrast to LSM, which is only applicable to the case with at least one 51 multiplicative inconsistent incomplete reciprocal preference relation, the logarithmic 52 least squares method (LLSM) put forward by Xu et al. [38] can be used for all 53 incomplete reciprocal preference relations regardless of their multiplicative 54 consistency property. In real-world decision processes, different DMs often carry 55 heterogeneous power in reaching the final recommendation. It is noted that the 56 aforementioned methods did not take into account DMs' weights in the decision 57 3 process. 58 This paper extends a chi-square method (CSM) to prioritize alternatives in a GDM 59 context when DMs furnish their judgment as incomplete reciprocal preference 60 relations. The CSM was initially developed for priorities by Jensen [19] ， and was later 61 cited by Blankmeyer [7] . The original approach is complicated and has rarely been 62 used. Wang and Fu [28] developed a convergent and simple iterative algorithm to 63 facilitate its application in practice. Due to its nonlinear property, this improved 64 algorithm has many advantages such as ease in computer implementation. As such, 65 the extended CSM has arisen as a simple but efficient approach to deal with 66 incomplete reciprocal preference relations. 67 The key motivations to adopt the CSM can be summarized as follows: (1) given by DMs has a direct impact on the final decision result [22] . Xu and Wang [40] 85 adapted Saaty [26] 
Preliminaries

105
In this section, we will give the definitions of reciprocal preference relations, 106 incomplete reciprocal preference relations and a FCR. and their formulas are presented as follows [38] . 
is a complete reciprocal preference relation with multiplicative 168 transitivity then it can be expessed as [17] 169 
176 where
is a binary variable defined as [41] :
178
Due to additive reciprocity, it is easy to find that
Next, we turn to find a priority vector 
185
The idea is to minimize the overall deviation from Eq. (5). 193 In order to obtain the optimal priority vector 1 2 ( , , )
following Lagrangian function is constructed.
196 where  is the Lagrange multiplier. By setting the partial derivatives with respect to 197 i w to be zero, we obtain the following set of equations:
200
Given that (12) can be further simplified as follows
which is equivalent to
204 Summing up Eq. (14) with respect to i w , i N  , we have (14), one has
That is Assume that 1 2 ( , , , )
According to Eqs. (10), (18), (19) , it can be deduced that otherwise, go to Step 2.
234
Step 2. Initiating the iteration by giving an initial priority vector
T n w w w  and specifying an error parameter  ( 0 1
for example, 0.0001   , and setting L=0.
237
Step 3. Calculating
and stop, otherwise, 240 continue to Step 4.
241
Step 4. Determining p such that
245
Step 
249
Suppose that 0 t  and
Then we have
255 which is equivalent to
262 
270 Therefore, 3 q can be further simplified as 
284 which also holds for j p  , therefore, we have
286
That is
By the definition of p in Step 3, we have
Therefore, the algorithm terminates and
shows that analyst or DM prefers to express the judgment in more decimal places.
325
Given the aforesaid discussion, the following algorithm is devised to repair 326 inconsistency of an incomplete reciprocal preference relation.
327
Algorithm 2
328 Let ( ) ij n n C c   be an incomplete reciprocal preference relation given by the DM.
329
Step 1. Using the CSM algorithm in Section 3 to obtain the priority vector 
( , , )
T n W w w w   .
331
Step 2. Determining the consistency ratio of the incomplete reciprocal preference 332 relation as per Eq. (1), if FCR<0.1, go to
Step 5, otherwise, go to Step 3.
333
Step 3. Computing deviations ij d 's by using Eq. (38), and identifying the 334 maximum deviation to find the corresponding UFEs.
335
Step 4. Updating the UFEs , and go to Step 1.
337
Step 5. Ranking the alternatives according the priority vector W  .
338
Step 6. End. x x x x    , which is 358 the same as the ranking generated by the logarithmic least square method (LLSM) [38] 359 but slightly differs from the one obtained by the least-square method (LSM) [17] with 360 the order between 2 x and 4 x being reversed. We now examine the problem using 361 the CSM. In order to offer a fair comparison with Xu [41] 's method, we also set 1 h = 362 2 h = 3 h =1/3.
363
Step 1. According to Theorem 1, we know that k C (k =1, 2, 3) can all be 364 completed by known elements.
365
Step 2. Given an initial priority vector (0 
367
Step 3. Calculate
 holds for all 1, 2, 3, 4 i  , we continue to Step 4.
371
Step 4. Determine p such that 
375
Step 5. Let
L L    and go to
Step 3.
376
The computation processes are detailed in Table 2 . It is clear that iterations 
MAD max , , Table 2 The iterative processes for Example 1. Table 4 The values of L, W, F(W) and ranking order for different ε in Example 1. 6.4088×10 -6 8.2368×10
-6
1.8281×10 -6 Iterative steps 
Obviously, the maximum deviations are 15 In order to show the effectiveness of CSM, the other three methods EM [40] , 450 LSM [17] , and LLSM [38] are also applied to the rectified C' and assessed in terms of 451 the criteria FCR, MD and MAD. 
Concluding remarks
This paper proposes a chi-square method to handle decision problems with incomplete reciprocal preference relations and develops a convergent iterative algorithm to determine a priority vector. An adapted acceptable consistency ratio is employed to judge whether an incomplete reciprocal preference relation is acceptably consistent. If its consistency is not acceptable, an algorithm is put forward to repair it until its consistency reaches Saaty's suggested threshold. This extended CSM not only improves the consistency level but also aims to preserve the initial preference information as much as possible. Current research establishes CSM as a viable and effective tool to handle decision problems with incomplete reciprocal preference relations. In reality, DMs may provide their preference judgment in different formats of preference relations. As a worthy future research topic, it would be interesting to explore how the CSM framework can be extended to tackle other types of decision inputs such as incomplete intuitionistic fuzzy preference relations [29] , incomplete linguistic preference relations [8, 25] and related consensus problems [6, 30, 31] .
