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The quadratic-form identity is extended to the discrete version which can be used to
construct the Hamiltonian structures of the discrete integrable systems associated with
the Lie algebra possessing degenerate Killing forms. Especially, it can be used to work out
the Hamiltonian structures of some kinds of discrete integrable couplings. Then a kind
of integrable coupling of the Toda hierarchy is obtained and its Hamiltonian structure
is worked out by using the discrete quadratic-form identity. Moreover, the Liouville
integrability of the integrable coupling is demonstrated.
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1. Introduction
Research on the new integrable Hamiltonian systems is an important topic in soliton theory. It is well known that the
famous trace identity [1,2] proposed by Guizhang Tu is a powerful tool for constructing Hamiltonian structures of integrable
systems. Bymaking use of it, the Hamiltonian structures ofmany integrable hierarchies have been obtained [3–6]. The study
of integrable couplings is another important aspect. It has attracted more and more attention in recent years. It originates
from the investigations on the symmetry problems and associated centerless Virasoro algebras [7]. The classification of the
integrable systems is an interesting topic. In Ref. [8], a useful approach for the classification was given. The study of the
integrable couplings also provides clues towards the complete classification. At present, a few methods for constructing
integrable couplings are presented by using perturbations [7,9], enlarging spectral problems [10,11], creating new loop
algebras [12,13] and semi-direct sums of Lie algebras [14,15]. The integrable couplings of many integrable hierarchies have
been worked out. How do we construct the Hamiltonian structures of the integrable couplings? It seems that we can use
the trace identity to get the Hamiltonian structure, while some equations such as 0 = 0 are presented by making use of the
trace identity, which shows that the trace identity holds but is invalid. We also find that the trace identity is not suitable
for integrable systems associated with the Lie algebra possessing degenerate Killing forms. For the continuous integrable
systems, Guo and Zhang [16] proposed the quadratic-form identity for constructing the Hamiltonian structure of integrable
systems associated with the usual loop algebra. Ma [17] generalized the trace identity to the zero-curvature equations
associated with the semi-simple and the non-semi-simple Lie algebra. All these can be used to construct the Hamiltonian
structures of some kinds of integrable couplings for continuous integrable hierarchy.
In the present paper, first, the quadratic-form identity is extended to the discrete version which can be used to construct
the Hamiltonian structure of the discrete lattice hierarchy associated with the Lie algebra possessing degenerate Killing
∗ Corresponding author.
E-mail address: yyqinw@126.com (Y. Yao).
0898-1221/$ – see front matter© 2008 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2008.07.025
Y. Yao et al. / Computers and Mathematics with Applications 56 (2008) 2874–2882 2875
forms. Especially, it can be used to work out the Hamiltonian structures of some kinds of discrete integrable couplings. Then
we consider the Toda hierarchy{
utm = am+1 − a(1)m+1,
vtm = v(b(1)m+1 − bm+1),
(1.1)
which is the physically important lattice hierarchy and has been studied widely [18–22]. In terms of a high-dimensional
loop algebra G˜, a kind of novel integrable coupling of the Toda hierarchy (1.1) is given. The Hamiltonian structure of the
integrable coupling is worked out by making use of the discrete quadratic-form identity. Further, the Liouville integrability
of the integrable coupling is demonstrated.
2. A general scheme for generating discrete lattice hierarchy
We first recall briefly some presentations on a discrete integrable system.
Let u = (u1, u1, . . . , us)T be a vector with the components ui = ui(n, t) depending on integers n ∈ Z and t ∈ R. The
translation and difference operations are defined by
(Ef )(n) = f (n+ 1), (Df )(n) = (E − 1)f (n), Ekf = f (k). (2.1)
The Gateaux derivative, the variational derivative, inner product and the Poisson bracket are defined by
P ′(u)[v] = d
dε
P(u+ εv) |ε=0, δHn
δu
=
∑
m∈Z
E−m
(
∂Hn
∂u(m)
)
, (2.2)
〈f , g〉 =
∑
n∈Z
(f , g)R2 , {f , g}J =
〈
δf
δu
, J
δg
δu
〉
=
∑
n∈Z
(
δf
δu
, J
δg
δu
)
(2.3)
where P can be a vector function or an operator, f , g are vector functions, (f , g)R2 denotes the standard inner product of f
and g in the Euclidean space R2, and J is a Hamiltonian operator.
Let G be an s-dimensional Lie algebra over C with the basis
e1, e2, . . . , es,
where ei, (i = 1, 2, . . . , s) are all N × N matrices, and let G˜ the corresponding loop algebra
G˜ = G
⊗
C(λ, λ−1)
where C(λ, λ−1) is the set of Laurent polynomials in λ. Throughout the paper we consider the discrete isospectral problem
Eψ = Uψ, U = e0 + u1e1 + · · · + uses (2.4)
where ui = ui(n, t), i = 1, 2, . . . , s are field variables depending on n ∈ Z and t ∈ R, and ψ, ei ∈ G˜, i = 1, 2, . . . , s.
First we solve the discrete stationary zero-curvature equation for Γ :
(EΓ )U − UΓ = 0. (2.5)
By substituting the expansion
Γ =
∑
j≥0
Γjλ
−j
into (2.5) we obtain a recurrence relation among the Γj.
Second, we take the positive part (λmΓ )+ of λmΓ . Then we check if the condition
(E(λmΓ )+)U − U(λmΓ )+ ∈
s∑
i=1
Cei (2.6)
is satisfied. If (2.6) holds then the discrete zero-curvature equation
Utm = (EV (m))U − UV (m) (2.7)
represents a lattice hierarchy, where V (m) = (λmΓ )+. If (2.6) does not hold then we try to find a sequence of modification
matrices∆m such that for
V (m) = (λmΓ )+ +∆m
we have
(EV (m))U − UV (m) ≡
s∑
i=1
kimei ∈
s∑
i=1
Cei.
2876 Y. Yao et al. / Computers and Mathematics with Applications 56 (2008) 2874–2882
Then from (2.7) we have
utm = Km(u) (2.8)
where Km(u) = (k1m(u), . . . , ksm(u))T.
Finally, suppose |U| 6= 0, we can take
Γ = VU, (2.9)
and making use of the discrete quadratic-form identity:
δ
δui
{V ,Uλ} =
[
λ−γ
(
∂
∂λ
)
λγ
]{
V ,
∂U
∂ui
}
(2.10)
the above hierarchy of Eq. (2.8) takes the Hamiltonian form
utm = J
δHm
δu
.
The proof of (2.10) will be given in the next section.
3. The quadratic-form identity
Let G be the Lie algebra in the previous section,
a =
s∑
i=1
aiei, b =
s∑
i=1
biei, ab =
s∑
i=1
ciei ∈ G. (3.1)
Representing (3.1) as the coordinate forms
a = (a1, a2, . . . , as)T, b = (b1, b2, . . . , bs)T, ab = (c1, c2, . . . , cs)T, (3.2)
then G can be expressed by
G = {a = (a1, a2, . . . , as)T}.
For a, b, c ∈ G, suppose that there exists a symmetric constant matrix F = (fij)s×s which makes the invariance:
{ab, c} = {a, bc} (3.3)
hold under the definition
{a, b} = aTFb. (3.4)
For specific example, we will present the explicit form of F in Section 5. Further, it is easy to find that {a, b} also satisfies the
following properties:
(i) symmetry: {a, b} = {b, a}, a, b ∈ G˜;
(ii) bilinear: {αa+ βb, c} = α{a, c} + β{b, c}, a, b ∈ G˜, α, β = consts.
Based on the above conditions, we have the following theorem:
Theorem 1 (The Quadratic-Form Identity). Suppose that the solution of Eq. (2.5) is unique in the sense that the given rank is
homogeneous. As for the quadratic-form function {a, b} = aTFb, the following formula holds:
δ
δui
{V ,Uλ} =
[
λ−γ
(
∂
∂λ
)
λγ
]{
V ,
∂U
∂ui
}
(3.5)
where γ is a constant to be determined.
Proof. In order to calculate the variational derivative
δ
δui
{V ,Uλ}
by the constrained variational calculation (CVC) technique [23], we introduce the Lagrangian multiplier matrixΛ and form
the sum
Φ = {V ,Uλ} + {(EV )(EU)− UV ,Λ}. (3.6)
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According to the CVC procedure, we have
0 = δΦ
δV T
= Uλ + U(E−1Λ)−ΛU . (3.7)
Again according to the CVC procedure, we have
δ
δui
{V ,Uλ} = δ˜Φ
δui
(3.8)
where the notation δ˜
δui
means that we calculate δ˜Φ(ui,w)
δui
as if w is independent of ui. Making use of the invariance (3.3), we
have
δ˜
δui
{(EV )(EU),Λ} = δ˜
δui
{U, (E−1Λ)V } =
{
∂U
∂ui
, (E−1Λ)V
}
. (3.9)
From (3.6) and (3.9), we have
δ
δui
{V ,Uλ} =
{
V ,
∂Uλ
∂ui
}
+
{
∂U
∂ui
, (E−1Λ)V − VΛ
}
. (3.10)
NoteΩ = (E−1Λ)V − VΛ, on the one hand, by using (2.5), (2.9) and (3.7) we have
(EΩ)(EU)− UΩ = Λ(EV )(EU)− (EV )(EΛ)(EU)− U(E−1Λ)V + UVΛ
= ΛUV − (EV )(EΛ)(EU)− U(E−1Λ)V + (EV )(EU)Λ = UλV − (EV )(EUλ). (3.11)
On the other hand, from (2.5) and (2.9) we have
(EV )(EU) = UV . (3.12)
Differentiating both sides of (3.12) gives
(EVλ)(EU)− UVλ = UλV − (EV )(EUλ). (3.13)
From (3.11) and (3.13) we deduce that
(E(Ω − Vλ))(EU)− U(Ω − Vλ) = 0.
Thus,Ω − Vλ is also the solution of (3.12). Therefore there exists a constant γ satisfying
Ω − Vλ = γ
λ
V . (3.14)
Substituting (3.14) into (3.10), we have
δ
δui
{V ,Uλ} =
{
V ,
∂Uλ
∂ui
}
+
{
∂U
∂ui
, Vλ
}
+
{
∂U
∂ui
,
γ
λ
V
}
=
[
λ−γ
(
∂
∂λ
)
λγ
]{
V ,
∂U
∂ui
}
.
The proof is completed. 
4. A kind of integrable coupling of the Toda hierarchy
In this section, we consider the following Lie algebra
G = span{e1, e2, e3, e4, e5, e6, e7, e8, e9} (4.1)
where
e1 =
1 0 0 00 0 0 00 0 1 0
0 0 0 0
 , e2 =
0 0 0 00 1 0 00 0 0 0
0 0 0 1
 , e3 =
0 1 0 00 0 0 00 0 0 1
0 0 0 0
 , e4 =
0 0 0 01 0 0 00 0 0 0
0 0 1 0
 ,
e5 =
0 0 0 00 0 0 01 0 0 0
0 0 0 0
 , e6 =
0 0 0 00 0 0 00 0 0 0
0 1 0 0
 , e7 =
0 0 0 00 0 0 00 0 0 0
1 0 0 0
 , e8 =
0 0 0 00 0 0 00 1 0 0
0 0 0 0
 ,
e9 =
0 0 0 00 0 0 01 0 0 0
0 −1 0 0
 .
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It is easy to verify that G consists of a Lie algebra with the communication operation [ei, ej] = eiej− ejei (i, j = 1, 2, . . . , 9).
Denote G1 = span{e1, e2, e3, e4}, G2 = span{e5, e6, e7, e8, e9}, thus
G = G1
⊕
G2, [G1,G2] ⊆ G2. (4.2)
So G2 is an Abelian ideal of the Lie algebra G. The corresponding loop algebra G˜ is given by
G˜ = span{ei(m), i = 1, 2, . . . , 9}, ei(m) = eiλm. (4.3)
In terms of the loop algebra G˜ in (4.3), we construct the following isospectral problem
Eψ = Uψ, U = e2(1)− ue2(0)+ e3(0)− ve4(0)+ q1e6(0)+ q2e7(0)+ q3e8(0). (4.4)
Set
Γ = ae1(0)− ae2(0)+ be3(0)+ ce4(0)+ de5(0)− de6(0)+ fe7(0)+ he8(0). (4.5)
Solving the stationary zero-curvature equation (2.5) gives rise to
−b(1)v − c = 0, (4.6a)
(λ− u)(a− a(1))+ c(1) + vb = 0, (4.6b)
a+ a(1) + (λ− u)b(1) = 0, (4.6c)
v(a+ a(1))− (λ− u)c = 0, (4.6d)
q2b(1) − vh(1) − f − q3c = 0, (4.6e)
q1(a− a(1))+ (λ− u)(d− d(1))+ q3c(1) + f (1) + vh− q2b = 0, (4.6f)
−q2(a+ a(1))+ vd(1) − (λ− u)f + vd− q1c = 0, (4.6g)
q3(a+ a(1))+ q1b(1) + d+ d(1) + (λ− u)h(1) = 0. (4.6h)
Remark. In fact, there are only six independent equations in Eq. (4.6). Since Eq. (4.6a) can be deduced from Eqs. (4.6c), (4.6d)
and Eq. (4.6e) can be deduced from Eqs. (4.6c), (4.6d), (4.6g) and (4.6h). So Eqs. (4.6a) and (4.6e) can be deleted hereinafter.
Substituting the expansions
a =
∑
j≥0
ajλ−j, b =
∑
j≥0
bjλ−j, c =
∑
j≥0
cjλ−j . . .
into Eq. (4.6), we obtain the recurrence relations
aj+1 − a(1)j+1 − u(aj − a(1)j )+ c(1)j + vbj = 0,
aj + a(1)j + b(1)j+1 − ub(1)j = 0,
v(aj + a(1)j )− cj+1 + ucj = 0,
q1(aj − a(1)j )+ dj+1 − d(1)j+1 − u(dj − d(1)j )+ q3c(1)j + f (1)j + vhj − q2bj = 0,
−q2(aj + a(1)j )+ vd(1)j − fj+1 + ufj + vdj − q1cj = 0,
q3(aj + a(1)j )+ q1b(1)j + dj + d(1)j + h(1)j+1 − uh(1)j = 0,
b0 = c0 = f0 = h0 = 0, a0 = 12 , d0 =
1
2
, a1 = 0, b1 = −1, c1 = v, d1 = 0, f1 = −q2 + v, h(1)1 = −q3 − 1,
a2 = −v, b(1)2 = −u, c2 = uv, d2 = v − q2 + vq−13 , f2 = −uq2 + uv − vq1, h(1)2 = −uq3 − u+ q1.
(4.7)
By substituting λmΓ = (λmΓ )+ + (λmΓ )− into (2.5) we find that
(E(λmΓ )+)U − U(λmΓ )+ = U(λmΓ )− − (E(λmΓ )−)U . (4.8)
We observe that the terms of the left-hand side in (4.8) are of the degree≥ 0, while the terms of the right-hand side in (4.8)
are of the degree≤ 0. Therefore, the terms of the both sides in (4.8) are of the degree 0. Thus
(E(λmΓ )+)U − U(λmΓ )+ = (a(1)m+1 − am+1)e2(0)− b(1)m+1e3(0)+ cm+1e4(0)+ (d(1)m+1 − dm+1)e6(0)
+ fm+1e7(0)− h(1)m+1e8(0). (4.9)
Take∆m = bm+1e1(0)+ hm+1e5(0), and note V (m) = (λmΓ )+ +∆m, then we have
(EV (m))U − UV (m) = (am+1 − a(1)m+1)e2(0)+ v(b(1)m+1 − bm+1)e4(0)+ (−d(1)m+1 + dm+1)e6(0)
+
[
−vE−1
(q2
v
E + q3E − q2
)
bm+1 +
(
vE−1
1
v
− 1
)
fm+1
]
e7(0)− q3b(1)m+1e8(0). (4.10)
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Then by (2.7) and (4.4) we obtain the lattice hierarchy
utm = am+1 − a(1)m+1,
vtm = v(b(1)m+1 − bm+1),
q1,tm = d(1)m+1 − dm+1,
q2,tm = vE−1
(q2
v
E + q3E − q2
)
bm+1 +
(
1− vE−1 1
v
)
fm+1,
q3,tm = q3b(1)m+1.
(4.11)
The first two equations in (4.11) are just the Toda hierarchy. According to the concept of integrable coupling, we call (4.11)
a kind of integrable coupling of the Toda hierarchy.
The first few systems of this hierarchy can be obtained by using (4.7). The first system is
du(n)
dt
= v(n)− v(n+ 1),
dv(n)
dt
= v(n)[u(n− 1)− u(n)],
dq1(n)
dt
= v(n+ 1)− v(n)+ q3(n)v(n+ 1)− q3(n− 1)v(n)+ q2(n)− q2(n+ 1),
dq2(n)
dt
= v(n)[q2(n− 1)u(n− 2)− q3(n− 1)u(n− 1)+ u(n)− u(n− 1)+ q1(n− 1)− q1(n)] − q2(n)u(n),
dq3(n)
dt
= −q3(n)u(n),
(
d
dt
= d
dt1
)
.
(4.12)
The first two equations in (4.12) are just the Toda lattice equations. So, (4.12) is a kind of integrable coupling of the Toda
lattice equations.
5. The Hamiltonian structure of the lattice hierarchy (4.11)
Set
a =
8∑
i=1
aiei, b =
8∑
i=1
biei, c =
8∑
i=1
ciei ∈ G. (5.1)
Representing (5.1) as the coordinate forms
a = (a1, a2, . . . , a8)T, b = (b1, b2, . . . , b8)T, c = (c1, c2, . . . , c8)T. (5.2)
By making use of the invariance (3.3), we determine the symmetric matrix F :
F =

1 0 0 0 1 0 0 0
0 1 0 0 0 1 0 0
0 0 0 1 0 0 1 0
0 0 1 0 0 0 0 1
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0

. (5.3)
By (2.9) we have
V = Γ U−1 = 1
v
{
[a(λ− u)+ bv]e1(0)− ce2(0)− ae3(0)+ [c(λ− u)− av]e4(0)
+
[
(λ− u)
(aq2
v
+ d− aq3
)
+ vh+ aq1 − bq3
]
e5(0)+
(
−f − cq2
v
)
e6(0)
+
[
(λ− u)
( cq2
v
+ f − cq3
)
+ ev + cq1 + aq3
]
e7(0)+
(
−d− aq2
v
)
e8(0)
}
. (5.4)
Representing U in (4.4) and V in (5.4) as the coordinate forms
U = (0, λ− u, 1,−v, 0, q1, q2, q3)T,
V =
(
a(λ− u)+ bv,−c,−a, c(λ− u)− av, (λ− u)
(aq2
v
+ d− aq3
)
+ vh+ aq1 − bq3,
−f − cq2
v
, (λ− u)
( cq2
v
+ f − cq3
)
+ ev + cq1 + aq3,−d− aq2
v
)T
.
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According to (3.4), a direct calculation gives{
V ,
∂U
∂λ
}
= − c + f
v
− q2c
v2
= b(1) − f
v
+ q2b
(1)
v
,
{
V ,
∂U
∂u
}
= c + f
v
+ q2c
v2
= −b(1) + f
v
− q2b
(1)
v
, (5.5a){
V ,
∂U
∂v
}
= a+ d
v
+ q2a
v2
,
{
V ,
∂U
∂q1
}
= b(1),
{
V ,
∂U
∂q2
}
= − a
v
,
{
V ,
∂U
∂q3
}
= a(1). (5.5b)
Substituting (5.5a) and (5.5b) into the quadratic-form identity (3.5) and comparing the coefficients of λ−m−2 give
δ
δu
(
b(1)m+2 −
fm+2
v
+ q2b
(1)
m+2
v
)
≡

δ
δu
δ
δv
δ
δq1
δ
δq2
δ
δq3

(
b(1)m+2 −
fm+2
v
+ q2b
(1)
m+2
v
)
= (γ −m− 1)

−b(1)m+1 +
fm+1
v
− q2b
(1)
m+1
v
am+1 + dm+1
v
+ q2am+1
v2
b(1)m+1
−am+1
v
a(1)m+1

. (5.6)
Settingm = 0 and inserting the initial values into (5.6) give γ = 0.
Hence, we have
δHm
δu
=

−b(1)m+1 +
fm+1
v
− q2b
(1)
m+1
v
am+1 + dm+1
v
+ q2am+1
v2
b(1)m+1
−am+1
v
a(1)m+1

(5.7)
with
Hm = 1m+ 1
(
−b(1)m+2 +
fm+2
v
− q2b
(1)
m+2
v
)
, m ≥ 0.
Next we write the lattice hierarchy (4.11) as
utm =

u
v
q1
q2
q3

tm
=

0 0 0 (E − 1)v 0
0 0 v(1− E−1) 0 0
0 (E − 1)v 0 −q3Ev + (E − 1)(q2 + v) −q3
v(1− E−1) 0 vE−1q3 + (q2 + v)(1− E−1) 0 0
0 0 q3 0 0

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×

−b(1)m+1 +
fm+1
v
− q2b
(1)
m+1
v
am+1 + dm+1
v
+ q2am+1
v2
b(1)m+1
−am+1
v
a(1)m+1

= J

−b(1)m+1 +
fm+1
v
− q2b
(1)
m+1
v
am+1 + dm+1
v
+ q2am+1
v2
b(1)m+1
−am+1
v
a(1)m+1

(5.8)
where J is the Hamiltonian operator. Therefore we have succeeded in writing the integrable coupling (4.11) of the Toda
hierarchy in the Hamiltonian form:
utm = J
δHm
δu
= JΘ δHm−1
δu
= · · · = JΘm δH0
δu
, (5.9)
whereΘ is the hereditary recursion operator, and
Θ =

u (E + 1)v q1 Θ14 Θ15
1
v
(1− E)−1(vE−1 − Ev) 1
v
(1− E)−1(−uEv + uv) Θ23 Θ24 0
0 0 u (1+ E)v 0
0 0
1
v
(1− E)−1(vE−1 − Ev) 1
v
(1− E)−1(−uEv + uv) 0
0 0 E(1− E)−1(Ev − vE−1) Θ54 u

where
Θ14 = (E + 1)q2 + (E−1 − 1)−1(1+ E−1)q3Ev, Θ15 = (E−1 − 1)−1(1+ E−1)q3,
Θ23 = 1
v
[
(1− E)−1(q3Ev − Eq2 − vE−1q3 + q2E−1)+ q2
v
(1− E)−1(Ev − vE−1)
]
,
Θ24 = 1
v
[
(1− E)−1(q1(1− E)v − uEq2 + uq2)+ q2
v
(1− E)−1(uEv − uv)
]
,
Θ54 = E(1− E)−1(uEv − uv)+ uEv.
6. The Liouville integrability
Now we show the Liouville integrability of the Hamiltonian system (5.9). It is not difficult to verify that
JΘ = Θ∗J. (6.1)
Hence,
{Hm,Hl}J =
〈
δHm
δu
, J
δHl
δu
〉
=
〈
Θm−1
δH1
δu
, JΘ l−1
δH1
δu
〉
=
〈
Θm−1
δH1
δu
,Θ∗JΘ l−2
δH1
δu
〉
=
〈
Θm−1
δH1
δu
, JΘ l−2
δH1
δu
〉
= {Hm+1,Hl−1}J = · · · = {Hm+l−1,H1}J . (6.2)
Similarly, we have
{Hl,Hm}J = {Hm+l−1,H1}J . (6.3)
So
{Hm,Hl}J = {Hl,Hm}J . (6.4)
2882 Y. Yao et al. / Computers and Mathematics with Applications 56 (2008) 2874–2882
On the other hand,
{Hm,Hl}J = −{Hl,Hm}J . (6.5)
Therefore
{Hm,Hl}J = 0, m, l ≥ 1. (6.6)
If J is a Hamiltonian operator, then we have[
J
δF
δu
, J
δG
δu
]
= J δ{F ,G}J
δu
where the commutator is defined by
[X, Y ] = d
d
(X(u+ Y )− Y (u+ X))|=0.
From (6.6), we have[
J
δHm
δu
, J
δHl
δu
]
= J δ{Hm,Hl}J
δu
= 0, m, l ≥ 0.
Summing up the above discussion, we obtain the following proposition and theorem.
Proposition 1. The integrable coupling (4.11) of the Toda hierarchy has infinitely many common commuting symmetries
{J δHm
δu }∞m=1, and infinitely many conserved functions {Hm}∞m=0.
Theorem 2. The lattice soliton equations in the integrable coupling (4.11) of the Toda hierarchy are all discrete integrable in the
Liouville sense.
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