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Abstract
Let r ≥ 2 be a fixed integer. For infinitely many n, let k = (k1, . . . , kn) be a vector of
nonnegative integers such that their sum M is divisible by r. We present an asymptotic
enumeration formula for simple r-uniform hypergraphs with degree sequence k. (Here
“simple” means that all edges are distinct and no edge contains a repeated vertex.)
Our formula holds whenever the maximum degree kmax satisfies k
3
max = o(M).
1 Introduction
Hypergraphs are combinatorial structures which can model very general relational systems,
including some real-world networks [3, 4, 6]. Formally, a hypergraph or a set system is defined
as a pair (V,E), where V is a finite set and E is a multiset of multisubsets of V . (We refer to
elements of E as edges.) Note that under this definition, a hypergraph may contain repeated
edges and an edge may contain repeated vertices.
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If a vertex v has multiplicity at least 2 in the edge e, we say that v is a loop in e. A
hypergraph is simple if it has no loops and no repeated edges. Here it is possible that distinct
edges may have more than one vertex in common. Let r ≥ 2 be a fixed integer. We say that
the hypergraph (V,E) is r-uniform if each edge e ∈ E contains exactly r vertices (counting
multiplicities). Uniform hypergraphs are a particular focus of study, not least because a
2-uniform hypergraph is precisely a graph. We seek an asymptotic enumeration formula for
the number of r-uniform simple hypergraphs with a given degree sequence, when r ≥ 3 is
constant and the maximum degree is not too large (the sparse range).
To state our result precisely, we need some definitions. Let ki,n be a nonnegative integer
for all pairs (i, n) of integers which satisfy 1 ≤ i ≤ n. Then for each n ≥ 1, let k = k(n) =
(k1,n, . . . , kn,n). We usually write ki instead of ki,n. Define M =
∑n
i=1 ki. We assume that M
is divisible by r for an infinite number of values of n, and tacitly restrict ourselves to such n.
We write (a)m to denote the falling factorial a(a − 1) · · · (a − m + 1), for integers a
and m. For each positive integer t, let Mt =
∑n
i=1(ki)t. Notice that M1 = M and that
Mt ≤ kmaxMt−1 for t ≥ 2.
Let Hr(k) be the set of simple r-uniform hypergraphs on the vertex set {1, 2, . . . , n} with
degrees given by k = (k1, . . . , kn). Our main theorem is the following.
Theorem 1.1. Let r ≥ 3 be a fixed integer. Suppose that n → ∞, M → ∞ and that kmax
satisfies kmax ≥ 2 and k3max = o(M). Then
|Hr(k)| = M !
(M/r)! (r!)M/r
∏n
i=1 ki!
exp
(
−(r − 1)M2
2M
+O(k3max/M)
)
.
As a corollary, we immediately obtain the corresponding formula for regular hyper-
graphs. Let Hr(k, n) denote the set of all k-regular r-uniform hypergraphs on the vertex set
{1, . . . , n}, where k ≥ 2 is an integer, which may be a function of n.
Corollary 1.2. Suppose that n→∞ and that k satisfies k ≥ 2 and k2 = o(n). Then
|Hr(k, n)| = (kn)!
(kn/r)! (r!)kn/r (k!)n
exp
(
−1
2
(k − 1)(r − 1) +O(k2/n)
)
.
1.1 History
In the case of graphs, the best asymptotic formula in the sparse range is given by McKay and
Wormald [11]. See that paper for further history of the problem. Note that their formula
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has a similar form to ours, but with many more term in the exponential factor. This is due
to the fact that it is harder to avoid creating a repeated edge with a switching when r = 2.
The dense range for r = 2 was treated in [9, 10], but there is a gap between these two
ranges in which nothing is known.
An early result in the asymptotic enumeration of hypergraphs was given by Cooper et
al. [1], who considered simple k-regular hypergraphs when k = O(1). Dudek et al. [2]
proved an asymptotic formula for the number of simple k-regular hypergraphs graphs with
k = o(n1/2). A restatement of their result in our notation is the following:
Theorem 1.3. ( [2, Theorem 1]) For each integer r ≥ 3, define
κ = κ(r) =
1 if r ≥ 4,1
2
if r = 3.
Let H(r, k) denote the set of all simple k-regular r-uniform hypergraphs on the vertex set
{1, . . . , n}. For every r ≥ 3, if k = o(nκ) then
|H(r, k)| = (kn)!
(kn/r)! (r!)kn/r (k!)n
exp
(
−1
2
(k − 1)(r − 1)(1 +O(δ(n))))
where δ(n) = (kn)−1/2 + k/n.
Note that the factor outside the exponential part matches ours (see Corollary 1.2), and
that the exponential part of their formula can be rewritten as
exp
(
−1
2
(k − 1)(r − 1) +O(kδ(n))
)
with relative error
O(kδ(n)) = O
(√
k/n+ k2/n
)
.
This relative error is only o(1) when k2 = o(n), matching the range of k covered by Corol-
lary 1.2. Hence Theorem 1.1 can be seen as an extension of [2] to irregular degree sequences.
For an asymptotic formula for the number of dense simple r-uniform hypergraphs with
a given degree sequence, see [7].
1.2 The model, some early results and a plan of the proof
We work in a generalisation of the configuration model. Let B1, B2, . . . , Bn be disjoint sets,
which we call cells, and define B = ⋃ni=0Bi. Elements of B are called points. Assume that
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cell Bi contains exactly ki points, for i = 1, . . . , n. We assume that there is a fixed ordering
on the M points of B.
Denote by Λr(k) the set of all unordered partitions Q = {U1, . . . , UM/r} of B into M/r
parts, where each part has exactly r points. Then
|Λr(k)| = M !
(M/r)! (r!)M/r
. (1.1)
Each partition Q ∈ Λr(k) defines a hypergraph G(Q) on the vertex set {1, . . . , n} in a
natural way: vertex i corresponds to the cell Bi, and each part U ∈ Q gives rise to an edge
eU such that the multiplicity of vertex i in eU equals |U ∩Bi|, for i = 1, . . . , n. Then G(Q) is
an r-uniform hypergraph with degree sequence k. The partition Q ∈ Λr(k) is called simple
if G(Q) is simple.
The edge eU has a loop at i if and only if |U ∩Bi| ≥ 2. In this case, each pair of distinct
points in U ∩Bi is called a loop in U . We reserve the letters e, f for edges in a hypergraph,
and use U , W for parts in a partition Q (that is, in the configuration model).
Now we will consider random partitions. Each hypergraph in Hr(k) corresponds to
exactly
n∏
i=1
ki!
partitions Q ∈ Λr(k). Hence, when Q ∈ Λr(k) is chosen uniformly at random, conditioned
on G(Q) being simple, the probability distribution of G(Q) is uniform over Hr(k). Let Pr(k)
denote the probability that a partition Q ∈ Λr(k) chosen uniformly at random is simple.
Then
|Hr(k)| = M !
(M/r)! (r!)M/r
∏n
i=1 ki!
Pr(k). (1.2)
Hence it suffices to show that Pr(k) equals the exponential factor in the statement of Theo-
rem 1.1. As a first step, we identify several events which have probability O(k3max/M) in the
uniform probability space over Λr(k).
The following lemma will be used repeatedly. In most applications, c will be a small
positive integer. (Throughout the paper, “log” denotes the natural logarithm.)
Lemma 1.4. Let U1, . . . , Uc be fixed, disjoint r-subsets of the set of points B, where r ≥ 3
is a fixed integer and c = o(M1/2). The probability that a uniformly random Q ∈ Λr(k)
contains the parts {U1, . . . , Uc} is
(1 + o(1))
((r − 1)!)c
M c(r−1)
.
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Proof. Using (1.1), the required probability is
r!c (M/r)c
(M)rc
=
(r − 1)!c
M (r−1)c
exp
(
−
rc−1∑
j=0
log(1− j/M) +
c−1∑
i=0
log(1− ri/M)
)
=
(r − 1)!c
M (r−1)c
exp
(
O
(
r2c2
M
))
.
But r2c2 = o(M) by assumption, which completes the proof.
Let
N = max{dlogMe, d9(r − 1)M2/Me}.
Now define Λ+r (k) to be the set of partitions Q ∈ Λr(k) which satisfy the following properties:
(i) For each part U ∈ Q we have |U ∩Bi| ≤ 2 for i = 1, . . . , n.
(ii) For each part U ∈ Q there is at most one i ∈ {1, . . . , n} with |U ∩Bi| = 2.
(iii) For each pair (U1, U2) of distinct parts in Q, the intersection e1∩e2 of the corresponding
edges contains at most 2 vertices. (It is possible that e1 ∩ e2 consists of a loop.)
(iv) There are at most N parts which contain loops.
Note in particular that whenever r ≥ 3, property (iii) implies that G(Q) has no repeated
edges.
Lemma 1.5. Under the assumptions of Theorem 1.1, we have
|Λ+r (k)|
|Λr(k)| = 1 +O(k
3
max/M).
Proof. Consider Q ∈ Λr(k) chosen uniformly at random.
(i) The expected number of parts in Q which contain three or more points from the same
cell is
O
(
M3M
r−3
M r−1
)
= O(k2max/M),
using Lemma 1.4. Hence, the probability that property (i) fails to hold is also O(k2max/M).
(ii) Similarly, the expected number of parts in Q which contain two loops (where each
loop is from a distinct cell) is
O
(
M22M
r−4
M r−1
)
= O(k2max/M).
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(iii) Using Lemma 1.4, the expected number of ordered pairs of distinct parts (U1, U2)
which give rise to edges e1, e2 such that |e1 ∩ e2| ≥ 3 is
O
(
M32 M
2(r−3) +M2M4M2(r−3)
M2(r−1)
)
= O(k3max/M).
(Here the first term arises if e1∩ e2 does not contain a loop while the second term covers the
possibility that e1 ∩ e2 contains a loop. By (i) we can assume that e1 ∩ e2 contains at least
two distinct vertices.)
(iv) Let ` = N + 1. We bound the expected number of sets {U1, . . . , U`} of ` parts which
each contain a loop. Given (U1, . . . , Ui−1), there are at most M2M r−2/(2(r− 2)!) choices for
Ui. Hence there are
O
(
1
`!
(
M2M
r−2
2(r − 2)!
)`)
possible sets {U1, . . . , U`} of parts which each contain a loop. Now
` = O(N) = O(kmax + logM) = o(M
1/2),
by definition of N . Hence Lemma 1.4 applies, and we conclude that the expected number of
sets of ` = N + 1 parts which each contain a loop is
O
(
1
`!
(
(r − 1)M2
2M
)`)
= O
((
e(r − 1)M2
2`M
)`)
= O
(
(e/18)logM
)
= o(1/M),
completing the proof.
In Section 2 we will calculate |Λ+r (k)| by analysing switchings which make local changes
to a partition to reduce (or increase) the number of loops by precisely 1.
2 The switchings
For a given nonnegative integer `, let C` be the set of partitions Q ∈ Λ+r (k) with exactly `
parts which contain a loop. Then partitions in C0 give rise to hypergraphs in Hr(k). Now
C0 is nonempty whenever r divides M , and we restrict ourselves to this situation. Hence it
follows from Lemma 1.5 that
1
Pr(k)
=
(
1 +O(k3max/M)
) N∑
`=0
|C`|
|C0| . (2.1)
We estimate the above sum using a switching designed to remove loops.
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An `-switching in a partition Q is specified by a 4-tuple (x1, x2, y1, y2) of points where x1
belongs to the part U , and yj belongs to the part Wj for j = 1, 2, such that:
• U , W1 and W2 are distinct parts of Q,
• y1 and y2 belong to distinct cells, and
• U contains a loop {x1, x2} (so in particular, x1 and x2 belong to the same cell).
The `-switching maps Q to the partition Q′ defined by
Q′ =
(
Q− {U,W1,W2}
) ∪ {Û , Ŵ1, Ŵ2} (2.2)
where
Û =
(
U − {x1, x2}
) ∪ {y1, y2}, Ŵ1 = (W1 − {y1}) ∪ {x1}, Ŵ2 = (W2 − {y2}) ∪ {x2}.
This operation is illustrated in Figure 1. It is the same operation used by Dudek et al. [2],
but we use a somewhat different approach when analysing the switching.
W1
U ...
W2
Ŵ1
· · ·
Ŵ2
· · ·
Û
...
x1
x2
x1
x2
y1 · · ·
y2 · · ·
y1
y2
Figure 1: An `-switching
Let e be the edge of G(Q) corresponding to U , and let fj be the edge of G(Q) corre-
sponding to Wj, for j = 1, 2. Similarly, let ê be the edge of G(Q
′) corresponding to Û , and
let f̂j be the edge of G(Q
′) corresponding to Ŵj for j = 1, 2.
Given Q ∈ C`, we say that the `-switching specified by the 4-tuple of points (x1, x2, y1, y2)
is legal for Q if the resulting partition Q′ belongs to C`−1, and otherwise we say that the
switching is illegal for Q.
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Lemma 2.1. With notation as above, if the `-switching (x1, x2, y1, y2) is illegal for Q then
at least one of the following conditions must hold:
(I) At least one of W1, W2 contains a loop.
(II) e, f1 and f2 are not pairwise disjoint.
(III) Some edge of G(Q) \ {e, f1, f2} intersects both e and fj, for some j ∈ {1, 2}.
Proof. Given Q ∈ C`, suppose that the 4-tuple (x1, x2, y1, y2) specifies an `-switching in Q
such that the resulting partition Q′ does not belong to C`−1.
It could be that Q′ ∈ Λ+r (k) but that Q′ has strictly more than `− 1 parts which contain
a loop. Here the `-switching has (accidently) introduced at least one new loop. But this
implies that (II) holds, since we know that y1 and y2 do not belong to the same cell.
Next, suppose that Q′ ∈ Λ+r (k) but that Q′ has at most `−2 parts which contain a loop.
This means that the `-switching has removed more than one loop. Then property (I) must
hold: the point yj must have been involved in a loop in Wj for some j ∈ {1, 2}.
It remains to consider the case that Q′ 6∈ Λ+r (k). Then at least one of the properties
(i)–(iv) used to define Λ+r (k) no longer holds for Q
′. Arguing as above, if (i), (ii) or (iv)
fails then we have introduced at least one loop, or increased the multiplicity of a vertex in
some edge from 2 to at least 3. This implies that (I) or (II) holds, using arguments similar
to those above.
Finally, suppose that (iii) fails for Q′. Then G(Q′) has a pair of edges which intersect in
at least 3 vertices. We say that this pair of edges has large intersection. At least one of the
new edges ê, f̂1, f̂2 must be involved in any such pair, since Q ∈ Λ+r (k).
If f̂1 and f̂2 have large intersection then f1 and f2 are not disjoint, which shows that (II)
holds. Similarly, if ê and f̂j have large intersection for some j ∈ {1, 2} then e and fj are
not disjoint, and (II) holds. Now suppose that an edge e′ ∈ G(Q′) \ {ê, f̂1, f̂2} has large
intersection with one of the new edges. Note that e′ is also an edge of G(Q) \ {e, f1, f2}.
• If e′ has large intersection with f̂j for some j ∈ {1, 2} then e′ must contain the vertex
corresponding to the point xj, or else e
′ and fj would have large intersection in G(Q),
contradicting the fact that Q ∈ Λ+r (k). Furthermore, e′∩ f̂j contains at least one other
vertex, corresponding to a point in Ŵj \ {xj} = Wj \ {yj}. Hence e′ intersects both e
and fj in G(Q), showing that (III) holds.
• If e′ has large intersection with ê then e′ must contain the vertex corresponding to yj
for some j ∈ {1, 2} (perhaps both), otherwise e′ and e would have large intersection in
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G(Q), a contradiction. Even if e′ contains both of these vertices, it must still contain
a vertex corresponding to a point in Û \ {y1, y2} = U \ {x1, x2}. Hence e′ intersects
both fj and e in G(Q) for some j ∈ {1, 2}, which again proves that (III) holds.
This completes the proof.
A reverse `-switching in a given partition Q′ is the reverse of an `-switching. It is
described by a 4-tuple (x1, x2, y1, y2) of points, where Ŵj is the part of Q
′ containing xj, for
j = 1, 2, and y1, y2 are distinct points in the part Û of Q
′, such that
• Û , Ŵ1 and Ŵ2 are distinct parts of Q′,
• x1 and x2 belong to the same cell, and
• y1 and y2 belong to distinct cells.
This reverse `-switching acting on Q′ produces the partition Q defined by (2.2), as depicted
in Figure 1 by following the arrow in reverse. Given Q′ ∈ C`−1, we say that the reverse
`-switching specified by (x1, x2, y1, y2) is legal for Q
′ if the resulting partition Q belongs to
C`, and otherwise we say that the switching is illegal for Q′. For completeness we give the
full proof of the following, though it is very similar to the proof of Lemma 2.1.
Lemma 2.2. With notation as above, if the reverse `-switching specified by (x1, x2, y1, y2) is
illegal for Q′ ∈ C`−1 then at least one of the following conditions must hold:
(I′) At least one of Û , Ŵ1, Ŵ2 contains a loop.
(II′) ê ∩ f̂j 6= ∅ for some j ∈ {1, 2}.
(III′) Some edge of G(Q′) \ {ê, f̂1, f̂2} intersects both ê and f̂j for some j ∈ {1, 2}.
Proof. Fix Q′ ∈ C`−1 and let (x1, x2, y1, y2) describe an reverse `-switching such that the
resulting partition Q does not belong to C`.
If Q ∈ Λ+r (k) but Q has more than ` parts which contain loops then an extra loop has
been unintentionally introduced. In this case, either Ŵj \ {xj} contains a point from the
same cell as yj, or Û \ {y1, y2} contains a point from the same cell as xj, for some j ∈ {1, 2}.
In either case we have ê ∩ f̂j 6= ∅, so (II′) holds. Next, suppose that Q ∈ Λ+r (k) but that Q
has at most ` − 1 parts which contain a loop. Then the reverse switching has removed at
least one loop, which implies that (I′) holds.
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Now suppose that Q 6∈ Λ+r (k). Then one of the properties (i)–(iv) fail for Q. If (i),
(ii) or (iv) fail then arguing as above we see that (I′) or (II′) holds. Now suppose that (iii)
fails. Then some edge of G(Q) has large intersection with one of e, f1, f2 (recalling that
terminology from the proof of Lemma 2.1). Now f1 and f2 cannot have large intersection,
since their intersection is contained in the intersection of f̂1 and f̂2, and Q
′ ∈ Λ+r (k). If e
and fj have large intersection for some j ∈ {1, 2} then either this intersection contains the
vertex corresponding to xj (and hence Ŵj contains a loop), or the intersection contains the
vertex corresponding to yj (and hence Û contains a loop), or ê ∩ f̂j 6= ∅. Again (I′) or (II′)
hold.
Finally, suppose that the large intersection involves an edge e′ ∈ G(Q) \ {e, f1, f2}. Then
e′ also belongs to G(Q′) \ {ê, f̂1, f̂2}. If e′ has large intersection with e in G(Q) then e′
contains the vertex corresponding to the point xj, for some j ∈ {1, 2} (or else e′ and ê have
large overlap in G(Q′), a contradiction), and e′ contains at least one vertex corresponding
to a point of U \ {x1, x2} = Û \ {y1, y2}. Therefore e′ overlaps both ê and f̂j, so (III′) holds.
Similarly, if e′ has large intersection with f̂j for some j ∈ {1, 2} then e′ contains the vertex
corresponding to yj (or else e
′∩ f̂j is large in G(Q′), a contradiction), and e′ contains at least
one vertex corresponding to a point in Wj \ {yj} = Ŵj \ {xj}. Again, e′ overlaps both ê and
f̂j, proving that (III
′) holds, as required.
Next we analyse these switchings to find a relationship between the sizes of C` and C`−1.
Lemma 2.3. Assume that the conditions of Theorem 1.1 hold and let `′ be the first value of
` ≤ N such that C` = ∅, or `′ = N + 1 if no such value exists. Then
|C`| = |C`−1| (r − 1)M2
2`M
(
1 +O
(
k3max + ` kmax
M2
))
uniformly for 1 ≤ ` < `′.
Proof. Fix ` ∈ {1, . . . , `′ − 1} and let Q ∈ C` be given. Define the set S of all 4-tuples
(x1, x2, y1, y2) of distinct points such that
• y1 and y2 belong to distinct cells,
• {x1, x2} is a loop in U and yj ∈ Wj for j = 1, 2, for some distinct parts U,W1,W2 ∈ Q,
and
• neither W1 nor W2 contain a loop.
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Note that S contains every 4-tuple which defines a legal `-switching from Q, so |S| is an
upper bound for the number of legal `-switchings which can be performed in Q.
There are precisely 2` ways to choose a pair of points (x1, x2) which form a loop in some
part U , using properties (i) and (ii) of the definition of Λ+r (k). For an easy upper bound,
there are at most M2 ways to select (y1, y2) with the required properties, giving |S| ≤ 2`M2.
In fact
|S| = 2`M2
(
1 +O
(
kmax + `
M
))
, (2.3)
since there are precisely M − r` ways to select a point y1 which belongs to some part W1
which does not contain a loop, and then there are M−r(`+1)+O(kmax) = M +O(kmax + `)
ways to select a point y2 which lies in a part W2 which contains no loops and which is distinct
from W1, such that y1 and y2 not in the same cell.
We now find an upper bound for the number of 4-tuples in S which give rise to illegal
`-switchings, and subtract this value from |S|. By Lemma 2.1 it suffices to find an upper
bound for the number of 4-tuples in S which satisfy one of Conditions (I), (II), (III). First
note that no 4-tuple in S satisfies Condition (I), by definition of S.
If Condition (II) holds then f1 ∩ f2 6= ∅ or e∩ fj 6= ∅ for some j ∈ {1, 2}. This occurs for
at most O(`kmaxM) 4-tuples in S.
If Condition (III) holds then some edge e′ of G(Q) \ {e, f1, f2} intersects two of e, f1 and
f2. There are O(`k
2
maxM) choices of 4-tuples in S which satisfy this condition.
Combining these contributions, we find that there are
2`M2
(
1 +O
(
k2max + `
M
))
(2.4)
4-tuples (x1, x2, y1, y2) which give a legal `-switching from Q.
Next, suppose that Q′ ∈ C`−1 (and note that C`−1 is nonempty, by definition of `′). Let
S ′ be the set of all 4-tuples (x1, x2, y1, y2) of distinct points such that
• x1 and x2 belong to the same cell,
• xj ∈ Ŵj for j = 1, 2 and and y1, y2 ∈ Û , for some distinct parts Û , Ŵ1, Ŵ2 of Q′, and
• Û does not contain a loop (so in particular, y1 and y2 belong to distinct cells).
Again, S ′ contains every 4-tuple which describes a legal reverse `-switching from Q′, so the
number of legal reverse `-switchings which may be performed in Q′ is at most |S ′|. There are
M2 choices for (x1, x2), and each such choice determines two distinct parts Ŵ1, Ŵ2 unless
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{x1, x2} is a loop in some part of Q′. Using properties (i) and (ii) of the definition of Λ+r (k),
there are exactly 2(` − 1) choices of (x1, x2) such that {x1, x2} is a loop in Q′. Next, there
are precisely M − r(` − 1) choices for y1 belonging to some part Û which does not contain
a loop, and then there are r − 1 choices for y2 ∈ Û \ {y1}. For a lower bound, there are at
least (r − 1)(M − r(` + 1)) choices for (y1, y2) which ensure that Û contains no loop and is
distinct from both Ŵ1 and Ŵ2. Therefore
(r − 1) (M − r(`+ 1)) (M2 − 2(`− 1)) ≤ |S ′| ≤ (r − 1) (M − r(`− 1)) M2,
which implies that |S ′| = (r − 1)MM2 (1 +O(`/M + `/M2)).
Now we must find an upper bound for the number of 4-tuples in S ′ which give an illegal
reverse `-switching in Q, and subtract this number from |S ′|. By Lemma 2.2 it suffices to
find upper bounds for the number of elements of S ′ which satisfy (at least) one of conditions
(I′), (II′) or (III′). If Condition (I′) holds then Ŵj contains a loop for some j ∈ {1, 2},
which is true for O(`kmaxM) 4-tuples in S ′. (Recall that Û has no loop, by definition of
S ′.) Condition (II′) holds if ê ∩ f̂j is nonempty for some j ∈ {1, 2}. This occurs for at most
O(kmaxM2) 4-tuples in S ′. Next, suppose that Condition (III′) holds. Then there exists an
edge e′ ∈ G(Q′)\{ê, f̂1, f̂2} which intersects both ê and f̂j for some j ∈ {1, 2}. The number
of 4-tuples in S ′ which satisfy this condition is O(k2maxM2).
Putting these contributions together, the number of 4-tuples in S ′ which give a legal
reverse `-switchings from Q′ is
(r − 1)MM2
(
1 +O
(
k2max
M
+
`kmax
M2
))
= (r − 1)MM2
(
1 +O
(
k3max + `kmax
M2
))
, (2.5)
since 1/M ≤ kmax/M2. Combining (2.4) and (2.5) completes the proof.
The following summation lemma from [5] will be needed, and for completeness we state
it here. (The statement has been adapted slightly from that given in [5], without affecting
the proof given there.)
Lemma 2.4 ([5, Corollary 4.5]). Let N ≥ 2 be an integer and, for 1 ≤ i ≤ N , let real
numbers A(i), C(i) be given such that A(i) ≥ 0 and A(i) − (i − 1)C(i) ≥ 0. Define A1 =
minNi=1A(i), A2 = max
N
i=1A(i), C1 = min
N
i=1C(i) and C2 = max
N
i=1C(i). Suppose that
there exists a real number cˆ with 0 < cˆ < 1
3
such that max{A2/N, |C1|, |C2|} ≤ cˆ. Define
n0, . . . , nN by n0 = 1 and
ni =
1
i
(
A(i)− (i− 1)C(i))ni−1
for 1 ≤ i ≤ N . Then
Σ1 ≤
N∑
i=0
ni ≤ Σ2,
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where
Σ1 = exp
(
A1 − 12A1C2
)− (2ecˆ)N ,
Σ2 = exp
(
A2 − 12A2C1 + 12A2C21
)
+ (2ecˆ)N .
This summation lemma will now be applied.
Lemma 2.5. Under the conditions of Theorem 1.1 we have
N∑
`=0
|C`| = |C0| exp
(
(r − 1)M2
2M
+O
(
k3max
M
))
.
Proof. Let `′ be as defined in Lemma 2.3. By (2.4), any Q ∈ C` can be converted to some
Q′ ∈ C`−1 using an `-switching. Hence C` = ∅ for `′ ≤ ` ≤ N . In particular, the lemma holds
if C0 = ∅, so we assume that `′ ≥ 1.
By Lemma 2.3, there exists some uniformly bounded function β` such that
|C`|
|C0| =
1
`
|C`−1|
|C0|
(
A(`)− (`− 1)C(`)) (2.6)
for ` = 1, . . . , N , where
A(`) =
(r − 1)M2 − β` k3max
2M
, C(`) =
β` kmax
2M
for 1 ≤ ` < `′, and A(`) = C(`) = 0 for `′ ≤ ` ≤ N .
Now we apply Lemma 2.4. It is clear that A(`)− (`−1)C(`) ≥ 0, from (2.6) if 1 ≤ ` < `′,
or by definition if `′ ≤ ` ≤ N . If β` ≥ 0 then A(`) ≥ A(`)− (`− 1)C(`) ≥ 0, while if β` < 0
then A(`) is nonnegative by definition. Next, define A1, A2, C1, C2 to be the minimum and
maximum of A(`) and C(`) over 1 ≤ ` ≤ N , as in Lemma 2.4, and set cˆ = 1
16
. Since
A2 = (r − 1)M2/(2M) + o(1) and C1, C2 = o(1), we have that max{A2/N, |C1|, |C2|} ≤ cˆ
for M sufficiently large, by definition of N . Lemma 2.4 applies and gives an upper bound
N∑
`=0
|C`|
|C0| ≤ exp
(
(r − 1)M2
2M
+O
(
k3max
M
))
+O
(
(e/8)N
)
.
Now (e/8)N ≤ (e/8)logM ≤M−1, which leads to
N∑
`=0
|C`|
|C0| ≤ exp
(
(r − 1)M2
2M
+O
(
k3max
M
))
. (2.7)
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If `′ = N + 1 then the lower bound given by Lemma 2.4 is the same as the upper bound
(2.7), within the stated error term, establishing the result in this case.
Finally suppose that 1 ≤ `′ ≤ N . Then (2.5) shows that
M2 = O(k
3
max + `
′kmax) = o(M +M1/3 logM) = o(M).
If `′ = 1 then M2 = O(k3max) and hence (r − 1)M2/(2M) = O
(
k3max/M
)
, so in this case the
trivial lower bound of 1 matches the upper bound (2.7), within the stated error term. If
2 ≤ `′ ≤ N then using (2.6) with ` = 1, we obtain
N∑
`=0
|C`|
|C0| ≥ 1 +
|C1|
|C0| = 1 + A(1) = 1 +
(r − 1)M2
2M
+O
(
k3max/M
)
.
Since here M2 = o(M), this expression matches the upper bound (2.7), within the stated
error term. This completes the proof.
Theorem 1.1 now follows immediately, by combining (1.2), (2.1) and Lemma 2.5.
References
[1] C. Cooper, A. Frieze, M. Molloy and B. Reed, Perfect matchings in random r-regular,
s-uniform hypergraphs, Combinatorics, Probability and Computing 5 (1996), 1–14.
[2] A. Dudek, A. Frieze, A. Rucin´ski and M. Sˇileikis, Approximate counting of regular
hypergraphs, Information Processing Letters 113 (2013), 785–788.
[3] E. Estrada, J.A. Rodr´ıguez-Vela´zquez, Subgraph centrality and clustering in complex
hyper-networks, Physica A: Statistical Mechanics and its Applications 364 (2006),
581–594.
[4] G. Ghoshal, V. Zlatic´, G. Caldarelli and M.E.J. Newman, Random hypergraphs and
their applications, Physical Review E 79 (2009), 066118.
[5] C. Greenhill, B.D. McKay and X. Wang, Asymptotic enumeration of sparse 0-1 ma-
trices with irregular row and column sums, Journal of Combinatorial Theory (Series
A) 113 (2006), 291–324.
[6] S. Klamt, U.-U. Haus and F. Theis, Hypergraphs and cellular networks, PLoS Com-
put. Biol. 5 (2009) e31000385.
14
[7] G. Kuperberg, S. Lovett and R. Peled, Probabilistic existence of regular combinatorial
structures, Preprint, 2013. http://arxiv.org/abs/1303.4295
[8] B.D. McKay, Asymptotics for symmetric 0 − 1 matrices with prescribed row sums,
Ars Combinatoria 19 (1985), 15–25.
[9] B. D. McKay, Subgraphs of dense random graphs with specified degrees, Combin.
Probab. Comput., 20 (2011) 413–433.
[10] B. D. McKay and N. C. Wormald, Asymptotic enumeration by degree sequence of
graphs of high degree, European J. Combin., 11 (1990) 565–580.
[11] B.D. McKay and N.C. Wormald, Asymptotic enumeration by degree sequence of
graphs with degrees o(n1/2), Combinatorica 11 (1991), 369–383.
15
