Identifying effective therapies for adult-onset neurodegenerative diseases has been a major challenge. For example, although the gene that causes Huntington's disease (HD) has been identified, its protein product appears to lack receptor or enzymatic activity that could be disrupted with therapeutic small molecules (Beal and Ferrante, 2004) . For more common diseases, such as Alzheimer's disease (AD), Parkinson's disease (PD), and amyotrophic lateral sclerosis (ALS), the underlying causes remain mostly unknown. In a minority of cases, these disorders have been linked to genetic mutations; however, the affected proteins also appear to be poor pharmacological targets. Because of these difficulties, indirect treatment strategies are appealing. Putative diseasemodifying genes have been identified for some disorders (Djousse et al., 2004; Wexler et al., 2004) . These genes, especially those in which loss-of-function (LOF) suppresses disease, could encode proteins that are more attractive therapeutic targets. For example, in HD, variation in the age of onset can be substantial. If the pathways responsible for the variation could be pharmacologically targeted, symptoms might be delayed for decades.
Here we summarize recent work on disease-modifying pathways in neurodegeneration that will be presented as a symposium at the 36th Annual Meeting of the Society for Neuroscience. We describe general strategies for identifying disease-modifying pathways and review examples in which these strategies have provided promising insights. First, we describe the use of survival analysis to "look" at neurons. Second, we describe genetic experiments in yeast that identified a potential disease-modifying pathway for HD present only in microglia. Third, we describe a series of experiments in Caenorhabditis elegans in which genes that control aging modify protein misfolding disease in worms.
Finally, we describe the role of autophagy in neurodegenerative diseases.
Our understanding of disease-modifying pathways in neurodegenerative disease reflects decades of careful pathological analyses. Such studies provided beautiful descriptions of the subpopulations of affected neurons for each disorder, the characteristic gross and microscopic pathological changes, and a timeline for the changes.
As valuable as pathological studies of human disease have been, their findings can be misinterpreted. First, it is tempting to infer stepwise disease mechanisms from the time course of pathological changes, as one might infer mechanisms of development by studying different stages of embryogenesis. However, such an approach could be misleading (Fig. 1 ). With embryogenesis, it is reasonable to assume that intermediate stages are steps along a well established path that lead to a properly developed organism. In contrast, pathological changes could be part of a single pathogenic pathway or they could well represent components of different pathways that emanate from the initiating insult. Moreover, some "pathological" changes may actually reflect beneficial responses. Indeed, synaptic plasticity, which is so critical for development and learning and memory, is induced in the CNS in response to injury (Emery et al., 2003) . To make matters even more complex, disease-modifying pathways may also include homeostatic responses evolved to mitigate pathogenic perturbations (Nadeau, 2003) .
Whether a change is pathogenic or beneficial is a common question that has enormous therapeutic importance. Most therapies focus on inhibiting pathogenic processes (Thakur et al., 2004; Zhang et al., 2005) , but promoting beneficial coping responses could be equally effective (Bodner et al., 2006) . Unfortunately, the nature of most neurodegenerative diseases makes this determination extremely difficult with conventional approaches, which depend on inferring underlying relationships from "snap shots" in time. Although these diseases are devastating, many progress slowly over years or decades, possibly indicating that the initial trigger is only moderately toxic, that effective coping responses are triggered early and in parallel with disease, or both. If pathogenic processes elicit nearly simultaneous coping responses, they will be highly correlated with each other and with the course of disease.
Survival analysis: a new way to look at neurons
To overcome the limitations of conventional approaches to disentangle pathogenic, incidental, and coping responses, we developed a new strategy for the study of neurodegenerative disease.
We reasoned that, if we could observe the same neuron repeatedly, as neurodegeneration unfolded, we could link the appearance of particular changes within that neuron to its ultimate fate. Moreover, if we could quickly collect similar information for millions of neurons, we could identify natural variation in the levels or timing of the changes and any associated changes in future fate and establish predictive relationships. In turn, this information would help us categorize these changes qualitatively as pathogenic, incidental, or beneficial and quantitatively as major or minor.
The practical embodiment of this strategy has two components. First, we developed an automated microscope and software that can acquire highly focused images of cultured primary neurons and return to precisely the same neuron or field of neurons, even after the culture plate has been removed from and returned to the microscope stage (Arrasate and Finkbeiner, 2005) . Information can be collected from up to 1 million neurons in as little as 10 min, and individual cells can be tracked as often and for as long as we want. For our HD studies, we use primary striatal neurons expressing mutant huntingtin (htt) and typically observe them once daily for ϳ2 weeks.
Second, we applied survival analysis to quantify relationships between particular changes within neurons and some future fate (Arrasate and Finkbeiner, 2005) . Although it is a well established statistical tool for quantifying relationships between two events separated by time, survival analysis is not limited to the study of survival per se. It is particularly well suited to quantifying neurodegeneration, in which the precise timing of meaningful events (e.g., cell death) appears to be stochastic and affects a relatively small subpopulation of cells (Clarke et al., 2000) . The cumulative nature of the analysis makes it much more sensitive (ϳ10 2 -to 10 3 -fold) and less variable than approaches that depend on average responses measured at particular time points (Arrasate and Finkbeiner, 2005) . Our approach follows the fate of every cell from the beginning of the monitoring period until the end. As a result, it is essentially insensitive to a common problem with conventional approaches, observer bias: that the duration of an event affects the likelihood of observing it.
In neurodegeneration, short-lived changes may be the most critical steps and the most difficult to observe. Cells exhibiting these changes die more quickly and are less available to study. Conversely, homeostatic changes tend to prolong the lifetimes of affected cells, making these changes easier to observe. These beneficial changes could themselves become so closely associated with disease progression that they are mistaken for pathogenic factors.
As one example, the abnormal deposition of mutant htt protein in intracellular structures called inclusion bodies is a pathological hallmark of HD (Davies et al., 1997) . The pathogenic role of inclusion bodies has been controversial, in part because conventional time course data from animal and cell models of the disease were insufficient to determine whether those structures were pathological, beneficial, or incidental (Sisodia, 1998; Orr, 2004) . To address this controversy, we applied automated microscopy and survival analysis to the study of striatal neurons expressing normal or disease-associated versions of an N-terminal htt fragment. Surprisingly, neurons that formed inclusion bodies lived longer than those that did not, and we were able to show that the level of more diffuse forms of htt predicted whether and when neurodegeneration would occur (Arrasate et al., 2004) .
The ability of survival analysis to uncover predictive relationships that are not susceptible to observer bias is one of the major reasons why this approach, unlike conventional correlations, can address causation per se. Indeed, gross correlations made with conventional approaches can be resolved further with survival analysis into changes that are associated with an increase, a decrease, or no change in the likelihood of reaching an end point within a defined interval. Factors associated with accelerated neurodegeneration are likely to be pathogenic, those associated with decelerated neurodegeneration are likely to be coping responses, and those associated with no significant relationship to the rate of neurodegeneration are likely to be incidental.
In addition to resolving qualitative relationships, survival analysis can quantify the magnitude of the change in risk associated with a factor. This is especially helpful because many biological processes may go awry during neurodegeneration, but only some may be relevant to patient's symptoms and therefore important therapeutic targets. Quantitative measures of the risk of neurodegeneration associated with identifiable factors provide a way to rank them in order of importance.
Finally, survival analysis and related statistical approaches make it possible to build quantitative models that incorporate each factor shown to bear a predictive relationship (including factors that promote or inhibit a fate) to the outcome of interest. This makes it more feasible to satisfy a critical requirement for establishing cause-and-effect relationships: to simultaneously measure (or exclude) the contributions of other potential mechanisms to a putative cause-and-effect relationship. This type of model building can reveal the extent to which neurodegeneration can be predicted, and therefore fully understood, or whether important stochastic or deterministic contributions remain to be elucidated (Herndon et al., 2002) . Neurodegenerative diseases display phenotypes that can be beneficial, pathogenic, or incidental. Whether an observed change is pathogenic or beneficial is a common question that has enormous therapeutic importance. The top depicts the time course over which clinical hallmarks appear based on standard pathology studies. However, some changes may actually be beneficial (bottom, 4) or inconsequential (bottom, 2), rather than pathogenic. Activation of homeostatic pathways may mitigate pathogenic perturbations, and promoting these beneficial coping responses could be effective therapies. The timing of the events can further confound recognition of the true disease pathways. If pathogenic processes elicit nearly simultaneous coping responses, they will be highly correlated with each other and with the course of disease. New strategies will enable us to identify disease-modifying pathways and may identify new therapeutic targets for these devastating diseases.
From yeast to microglia: the role of the kynurenine pathway in HD In recent years, many laboratories have undertaken genetic screens in model organisms (including yeast, flies, and worms) to identify and dissect disease-modifying pathways for neurodegenerative diseases. These studies, and many others based on candidate gene approaches, have laid the foundation for rigorous analyses of the relevance and causality of diverse pathways by genetic and pharmacological approaches in animal models and will provide tools for future studies in more physiologically relevant models of disease. Understanding disease-modifying pathways at a mechanistic level will likely yield novel drug targets and candidate therapeutics for the treatment of neurodegenerative disorders.
We recently used the model organism Saccharomyces cerevisiae to identify, on a genome-wide scale, loss-of-function enhancers (Willingham et al., 2003) and suppressors (Giorgini et al., 2005) of mutant htt toxicity. In the LOF enhancer screen, we identified mutations in 52 yeast genes that enhanced mutant htt toxicity, and the majority of these genes are involved in stressactivated signaling and protein folding. In the suppressor screen, we identified mutations in 28 yeast genes that suppressed mutant htt toxicity that are known or predicted to play roles in vesicle transport, vacuolar degradation, transcription, and prion-like aggregation. Among the most potent suppressors was BNA4 (biosynthesis of nicotinic acid protein 4), which encodes the yeast homolog of kynurenine 3-monnooxygenase (KMO) that catalyzes the hydroxylation of kynurenine in the kynurenine pathway (KP) of tryptophan degradation (Fig. 2) . Accumulating evidence has implicated the KP, which in the brain is expressed predominantly in microglia and astrocytes, as an important factor in HD (Schwarcz and Pellicciari, 2002) . Many of the distinct neuropathological features in HD neostriatum can be duplicated in experimental animals by an intrastriatal injection of the excitotoxin quinolinic acid (QUIN) (Schwarcz and Kohler, 1983; Beal et al., 1986; Davies and Roberts, 1988) . These findings led to the suggestion that QUIN, a selective NMDA receptor agonist endogenous to the mammalian brain, might be causally involved in HD. QUIN is a metabolite of the KP (Fig. 2 ). This pathway contains two additional neuroactive products, the neurotoxic QUIN precursor 3-hydroxykynurenine (3-HK) and the neuroinhibitory and neuroprotective agent kynurenic acid (KYNA), which is formed in a side arm of the metabolic cascade. KYNA and 3-HK may also be linked to the pathophysiology of HD: the former because of its ability to preferentially prevent QUIN-induced neurodegeneration by antagonizing NMDA receptors, and the latter because it produces free radicals and potentiates QUIN neurotoxicity. Enzymes of the KP are expressed constitutively in human microglia and astrocytes but not in neurons (Heyes et al., 1996; Guillemin et al., 1999 Guillemin et al., , 2001 . In human cells, KMO, the biosynthetic enzyme of 3-HK, is expressed exclusively in microglia, whereas the enzymatic transamination of kynurenine to KYNA occurs mainly in astrocytes. Neostriatal and neocortical levels of 3-HK and QUIN are significantly increased in earlygrade HD brains (Guidetti et al., 2004) and in three transgenic mouse models of HD (Guidetti et al., 2006) . Together, these results suggest that enhanced flux through the KP to generate 3-HK and QUIN in microglia might contribute to neuronal degeneration in the early phases of HD.
As in mouse models of HD and in HD patients, a control yeast strain expressing a mutant htt fragment (Htt103Q) had significantly greater increases in 3-HK and QUIN than the same strain expressing a wild-type (WT) htt fragment (Htt25Q) (Giorgini et al., 2005) . Genetic or pharmacological inhibition of Bna4 prevented these increases and correlated with decreased levels of reactive oxygen species (ROS) and Htt103Q-mediated toxicity. Moreover, a mutation in the last enzyme upstream of QUIN (3-hydroxyanthranilate 3,4-dioxygenase or bna1⌬) partially blocked Htt103Q toxicity, whereas mutations in enzymes in the side arms of the pathway (kynurenine aminotransferase or aro9⌬, and nicotinate phosphoribosyltransferase or npt1⌬) enhanced 3-HK and QUIN levels and Htt103Q toxicity (Giorgini et al., 2005) . Ro 61-8048 (3,4-dimethoxy-N-[4-(nitrophenyl) thiazol-2-yl]benzenesulfonamide), a small molecule orally bioavailable inhibitor of KMO (Rover et al., 1997) , prevented mutant htt-induced increases in 3-HK and partially suppressed toxicity and ROS generation in yeast (Giorgini et al., 2005) . More importantly, in a small pilot study, Ro 61-8048 improved multiple outcome measures in the R6/2 transgenic mouse model of HD (P. J. Muchowski, L. Menalled, and D. S. Howland, unpublished observations). These promising results, currently being confirmed, suggest that blocking the KP in microglia in vivo may provide therapeutic benefit in HD.
Our studies in yeast elucidated the molecular basis for mutant htt-induced elevation of the KP and demonstrated that this induction occurs at the level of transcription and is dependent on Figure 2 . The kynurenine pathway of tryptophan degradation. This metabolic pathway is abnormal in HD patients and transgenic mouse models of HD. Toxic metabolites in this pathway generated by microglia may contribute to neurodegeneration in HD by causing excitotoxicity and/or generation of reactive oxygen species.
histone deacetylase (HDAC) activity in microglia (F. Giorgini, T. Möller, J. L. Wacker, S. Hong, L. L. Tsai, C. S. Cheah, R. Schwarcz, P. Guidetti, and P. J. Muchowski, unpublished observation). Mutations in the yeast Rpd3 HDAC complex (conserved in mammals) suppressed mutant htt toxicity by causing repression of KP gene transcription. Rpd3 is a target for HDAC inhibitors, which have shown promising results in preclinical studies in HD mice (Ferrante et al., 2003; Hockly et al., 2003; Gardian et al., 2005) and are in a clinical trial for HD. HDAC-dependent regulation of the KP was also observed in a mouse model of HD, in which treatment with an HDAC inhibitor blocked activation of the KP in microglia. HDAC inhibitors are thought to exert beneficial effects in HD mice by increasing the transcription of multiple target genes in neurons that are repressed attributable to expression of mutant htt. Interestingly, our results demonstrate that HDAC inhibitors can modulate mutant htt-induced transcriptional perturbations not only by increasing transcription in neurons but also by repressing transcription of the KP in microglia.
Two recent studies provide compelling evidence that microglia contribute to neurodegeneration in mouse models of multiple sclerosis and ALS. In the first study, transgenic mice were constructed to express herpes simplex thymidine kinase under the control of a promoter specific for macrophages and microglia (Heppner et al., 2005) . Treatment of these mice (called CD11b-HSVTK mice) with ganciclovir in vivo kills all cells of the macrophage/monocyte lineage, including microglia. However, because systemic ganciclovir administration to CD11b-HSVTK mice causes hematopoietic toxicity, bone marrow chimeras were generated in which WT bone marrow was transferred to CD11b-HSVTK mice. In bone marrow chimeras, ganciclovir blocked microglial activation and repressed the development of experimental autoimmune encephalomyelitis, a model for multiple sclerosis (Heppner et al., 2005) . In the second study, Boillee et al. (2006) evaluated the effects of conditional expression of a superoxide dismutase (SOD) mutant in neurons and macrophages/ microglia in a mouse model of ALS. Astonishingly, simply decreasing expression of the SOD mutant in a fraction of macrophages/microglia resulted in much slower disease progression than when the SOD mutant was expressed in these cells at normal levels.
Although these two studies suggest that microglia exert properties detrimental to neurons that may contribute to their ultimate demise, these cells also provide many protective functions in the normal brain and possibly in disease states (Fig. 3) . As just one example, microglia modulate the size and abundance of amyloid plaques in transgenic models of AD (Simard et al., 2006) . Microglia may initially serve a protective role in neurodegenerative diseases but, ultimately, may acquire toxic properties (WyssCoray and Mucke, 2002) . Surprisingly, in at least some diseases (such as HD and ALS), these toxic properties may be directly attributable to expression of mutant proteins in these cells.
The most surprising result from our yeast genetic screen was the identification of a potential disease-modifying pathway exclusive to microglia, which were not previously thought to be involved in HD pathogenesis. These results underscore the value of unbiased genetic approaches in model organisms to identify disease-modifying pathways.
Genes that control aging modify protein misfolding disease in worms
Neurodegenerative diseases are associated with the expression of misfolded proteins, which, over time, form oligomers and accumulate as aggregates that can disrupt cellular protein-folding homeostasis and lead to cellular dysfunction and death. To investigate the relationship between the stress of misfolded proteins, cellular toxicity, and aging, we developed models for expression of disease-associated misfolded proteins in C. elegans. Analysis of the dynamics of polyQ aggregate formation in neurons and muscle cells over the lifespan of individual animals has identified genes controlling aging and the heat shock response as determinants of aggregation toxicity.
As a model system, C. elegans has unique characteristics with extensive genetic and molecular tools and a completely characterized cell lineage. Adult animals contain 959 somatic cells, of which 302 are neurons and provide opportunities to examine cell-type specificity, developmental processes, and aging. We have C. elegans models that express polyQ expansion proteins and other aggregation-prone proteins in different cells with panneuronal or neuron-specific promoters or by similar regulatory strategies for body-wall muscle, intestine, and hypodermal cells.
As one example of these models, we created transgenic animals that express polyQ repeats of different lengths (from Q0 to Q86) fused to the yellow fluorescent protein (YFP) under the control of a body-wall muscle cell or neuronal promoter. Expression of polyQ proteins below a threshold of mid-Q30s results in diffuse soluble polyQ protein, whereas transgenic animals expressing proteins of Q40 or longer formed discrete aggregate structures (Fig. 4) .
Expression of expanded polyQ proteins in muscle and neuronal cells is cytotoxic and results in a dramatic loss of movement (Fig. 5) . Neuronal Q86 aggregates appear in early larval stages and persist throughout the lifespan, suggesting that lengthdependent changes in aggregation state are independent of neuronal subtype. However, at the lower threshold lengths of Q35 and Q40, neuronal cell bodies and processes are clearly delineated, indicating a soluble protein state, yet behavioral deficits were observed. Behavioral toxicity in these animals resulted from neuron-specific aggregation that was detected in fluorescence re- covery after photobleaching (FRAP) experiments. In the ventral cord neurons (VNCs), Q40::YFP exists in both soluble and immobile states, whereas in neurons in head or tail ganglia, only soluble Q40 was observed. To further establish that neuronal Q40 can form multiple biophysical states, we used fluorescence resonance energy transfer (FRET) to show that Q40-containing proteins can exist as multiple populations within the VNC. In animals expressing short or long polyQ proteins, htt was clearly either soluble or aggregated, respectively. The complementary techniques of FRET and FRAP reveal that intermediate-length Q40 proteins exhibit polymorphic subcellular distributions, solubilities, and intermolecular interactions in the neurons of individual animals .
C. elegans expressing different polyQ proteins in body-wall muscle cells exhibit a striking polyQ length-dependent aggregation phenotype (Fig. 4) . Relative to Q40 and Q82 animals that rapidly accumulate aggregates and a corresponding loss of motility, intermediate Q33 and Q35 animals show an initial lag and then gradual accumulation of aggregates to a much lower extent than for Q40 or Q82. Up to 3 d of age, only animals expressing Q40 or greater displayed aggregates. At 4 -5 d, the threshold shifts, and aggregates are detected in Q33 and Q35 animals. For animals expressing Q29, aggregation is not observed until 8 -9 d of age. These results establish that the threshold for polyQ aggregation is dynamic and reflects a balance of different factors, including repeat length and age-dependent changes in the proteinfolding environment (Morley et al., 2002) (Fig. 6) . Does this dynamic behavior result from the intrinsic properties of the polyQ motif, or do changes over time reflect the influence of aging-related alterations in the cell? The idea that the molecular determinants of longevity might influence polyQmediated toxicity is supported by observations that the time before pathology develops (e.g., days in C. elegans, weeks in Drosophila, months in mice, and years in humans) correlates approximately with the lifespan of the organism. We demonstrated a role for lifespan as a modifier of protein misfolding by expressing Q82 on the background of the age-1(hx546) (aging alteration protein 1) mutation or age-1 RNA interference. AGE-1 encodes phosphoinositide-3 kinase, which functions in an insulin-like signaling (ILS) pathway. Mutations in this gene extend lifespan by 1.5-to 2-fold. Q82 on the age-1(hx546) background (Q82;age-1) exhibited reduced aggregate formation in embryos relative to Q82 in the WT background. Q82 aggregate formation was 30 -50% lower during larval stages (1-2 d old) in age-1 animals than in wild-type animals and remained significantly lower through 4 -5 d of age (Morley et al., 2002) . Parallel motility assays also demonstrated a delay in the onset of the motility defect, consistent with slower aggregate accumulation in Q82;age-1 animals. In WT animals, the kinase activity of AGE-1 is required in a signaling cascade that results in constitutive repression of the forkhead transcription factor DAF-16 (abnormal dauer formation protein 16), leading to normal lifespan. Derepression of DAF-16 in age-1 animals results in extended lifespan, and daf-16 mutations suppress the longevity phenotype. To examine whether the age-1 effects on longevity and polyQ aggregation and toxicity are mediated through similar regulatory pathways, we showed that Q82;age-1;daf-16 animals exhibited aggregation and motility phenotypes similar to Q82 expressed on a wild-type background. Thus, the dual effects of age-1 on longevity and polyQ-mediated toxicity share a common genetic pathway (Morley et al., 2002) .
Our demonstration that a mutation conferring longevity also delays polyQ aggregation and toxicity suggests an important link between the genetic regulation of lifespan and aging-associated protein misfolding disease. The molecular link between these pathways is regulated, in part, by factors that detect and respond to misfolded proteins, namely heat shock transcription factor (HSF) and molecular chaperones/heat shock proteins. For example, inhibition of HSF-1 function leads to decreased lifespan and an accelerated aging phenotype in C. elegans (Hsu et al., 2003; Morley and Morimoto, 2004) . Conversely, overexpression of HSF-1 in C. elegans extends lifespan (Hsu et al., 2003; Morley and Morimoto, 2004) . Additionally, inactivation of daf-16, hsf-1, or the genes encoding small heat shock proteins in C. elegans accelerated the aggregation of polyQ expansion proteins, supporting the idea that ILS could coordinately influence aging and protein aggregation through the action of DAF-16, HSF-1, and molecular chaperones.
Our studies in C. elegans led us to propose that expression of polyQ proteins causes cellular dysfunction by a generalized destabilization of the cellular protein-folding environment. To test the hypothesis, we recently took a genetic approach. Specifically, we used diverse and unrelated C. elegans temperature-sensitive (ts) mutations as folding sensors to examine whether their functionality at the permissive condition is affected by expression of aggregation-prone polyQ expansions (Gidalevitz et al., 2006) . Because many ts mutant proteins are highly dependent on the cellular-folding environment, they are highly sensitive indicators of a disruption in protein homeostasis.
Animals expressing a ts mutant of the C. elegans homolog of a muscle paramyosin [UNC-15 (uncoordinated protein 15)] were crossed to C. elegans polyQ strains, and the phenotypes were examined at both permissive and restrictive temperatures. The paramyosin ts animals alone do not display overt phenotypes at the permissive temperature. However, at the restrictive temperature, the ts mutation disrupts thick filament formation and leads to embryonic and larval lethality phenotypes and slow movement in adults. In animals expressing only Q40 in muscle cells, neither lethality nor paralysis was observed. In contrast, Ͼ40% of embryos coexpressing Q40 and paramyosin ts failed to hatch or move at the permissive temperature. This effect was polyQ length dependent, because coexpression of smaller polyQ expansions with paramyosin(ts) decreased penetrance of ts phenotypes. Examination of muscle structure in paramyosin(ts)ϩQ40 embryos at the permissive temperature revealed a disrupted pattern of actin staining, similar to the pattern in paramyosin(ts) embryos at the restrictive temperature and absent at the permissive temperature or in WT animals. Thus, in muscle cells, expression of an aggregation-prone polyQ protein is sufficient to cause a paramyosin ts mutation to exhibit its mutant phenotype at the permissive temperature.
To understand the nature of this interaction, we examined the cellular localization of paramyosin(ts) protein when it was coexpressed with Q40. The paramyosin ts mutation affects protein interactions that, at restrictive temperature, result in mislocalization into foci. When paramyosin(ts) protein is coexpressed with Q40, it mislocalizes into foci at the permissive temperature, distinct from Q40 aggregates. Thus, expression of Q40 uncovers the protein-folding defect in paramyosin(ts) mutant.
We subsequently demonstrated that the effect of polyQ expansions on folding homeostasis extends to other muscle cell proteins (e.g., myosin, perlecan) and neuronal cell proteins (e.g., dynamin-1 and ras). Animals expressing a ts mutation in the neuronal protein dynamin-1 or ras become paralyzed at the restrictive temperature but have normal motility at the lower, permissive temperature. With the coexpression of pan-neuronal Q40, dynamin(ts) and ras(ts), animals display severe neuronal impairment at the permissive temperature. This effect was polyQ length dependent because no unusual phenotypes were observed in animals coexpressing the non-aggregating Q19. Thus, expression of polyQ expansions phenocopies ts mutations in both muscle and neuronal cells at permissive temperature, and this genetic interaction reflects the propensity of polyQ proteins to aggregate. Thus, the chronic expression of an aggregation-prone polyQ protein interferes with the function of multiple structurally and functionally unrelated proteins.
Aggregation-prone proteins may exert their destabilizing effects by placing stress on the folding capacity of the cell. If the levels of polyQ affect the folding of the ts protein, does the misfolding of the ts protein, in turn, intensify misfolding of polyQ? To address this, we quantified mQ40 aggregation in ts backgrounds and found that aggregation was enhanced dramatically. In contrast, mutations that cause a loss-of-function rather than a ts phenotype did not enhance aggregation. From a genetic perspective, ts mutations in proteins unrelated to cellular folding or clearance pathways behaved as modifiers of polyQ aggregation.
These observations suggest that a positive feedback mechanism exists to enhance the disruption of cellular-folding homeostasis. In one interpretation of these results, the proteinfolding capacity of the cell, integrated at a systems level, is a reflection of expressed protein polymorphisms and random mutations, which in themselves do not lead to disease because of the balance achieved by folding and clearance mechanisms (Gidalevitz et al., 2006) . However, these proteins may misfold and in turn contribute to the progressive disruption of the folding environment when this balance becomes overwhelmed (e.g., by the expression of an aggregation-prone protein in conformational diseases).
Involvement of autophagy in neurodegeneration
Although molecular chaperones are the front line of defense to combat the accumulation of misfolded proteins, they can be overwhelmed by high levels of misfolded proteins or when cellular conditions are not favorable for refolding/repair. In these cases, a second set of intracellular surveillance mechanisms, the proteolytic systems, removes altered proteins from cells. Two major proteolytic systems participate in clearing abnormal proteins in cells. The proteasome system has been extensively investigated by many laboratories and will not be reviewed here. Our laboratory has focused on understanding the role of lysosomemediated protein degradation (i.e., autophagy) and its possible involvement in the pathogenesis of neurodegenerative disorders.
In mammalian cells, three different types of autophagy have been described: macroautophagy, microautophagy, and chaperone-mediated autophagy (CMA) (Fig. 7, left) (Cuervo et al., 2005; Yorimitsu and Klionsky, 2005) . In macroautophagy and microautophagy, complete regions of the cytosol, including soluble proteins and organelles, are delivered at once into lysosomes. In CMA, only soluble proteins translocate one-by-one across the lysosomal membrane. In most tissues, microautophagy is considered to be the constitutive mechanism for degrading intracellular components in lysosomes and to be responsible for continuous turnover of long-lived proteins and organelles. Although some basal level of macroautophagy and CMA occurs, these two pathways are maximally activated in response to stress. Starvation and exogenous aggressors, including pathogens (i.e., virus and bacteria) and physical insults (i.e., irradiation), activate macroautophagy. CMA is maximally activated in response to prolonged starvation, mild oxidative stress, and chemical agents that selectively alter particular intracellular proteins (Massey et al., 2006a) . Activation of CMA in these two last conditions seems aimed at the removal of the altered proteins without affecting the unaltered proteins nearby.
The selective nature of CMA makes it and the ubiquitin/proteasome system the ideal candidates for removing misfolded proteins when refolding is not possible (Fig. 7 , right, STAGE I). In fact, numerous studies support the participation of the ubiquitin/proteasome system in the removal of proteins known to be altered in common neurodegenerative disorders, such as ␣-synuclein in PD and mutant htt in HD (Rubinsztein et al., 2005) . Likewise, oxidized and misfolded CMA substrates are more readily degraded through this autophagic pathway (Massey et al., 2006b) .
However, proteins with altered conformation tend to organize into toxic multimeric complexes that can no longer be degraded through these pathways and that, in addition, often have a negative effect on the activity of these proteolytic systems. Fragments of mutant htt and mutant forms of ␣-synuclein block the proteasome (Rubinsztein et al., 2005) . By a still unknown mechanism, blockage of this major protease activates macroautophagy, which would remove the cytosolic aggregates that the altered proteins often form (Iwata et al., 2005) . We showed that mutant forms of ␣-synuclein block CMA (Cuervo et al., 2004) . Wild-type ␣-synuclein bears a CMA-targeting motif in its sequence and so can be degraded through this selective lysosomal pathway. Pathogenic forms of ␣-synuclein are recognized by a cytosolic chaperone and targeted to the lysosomal membrane, in which they interact with a lysosomal receptor. Unlike the wild-type protein, mutant ␣-synucleins do not translocate into the lysosomal lumen. Instead, they remain tightly bound to the lysosomal membrane, blocking the translocation of other CMA substrates through this pathway (Cuervo et al., 2004) . Microautophagy and macroautophagy involve the sequestration of complete cytosolic regions directly by the lysosomes or in an intermediate compartment, the autophagic vacuole, which is then delivered to lysosomes. In chaperone-mediated autophagy, single soluble proteins are recognized by a cytosolic chaperone and a receptor at the lysosomal membrane that mediates their translocation across the membrane into the lysosomal lumen. Right, Misfolded or altered proteins are selectively degraded by the ubiquitin/ proteasome system or by chaperone-mediated autophagy (STAGE I). However, when these altered proteins organize in toxic multimeric complexes, they often alter the proteolytic activity of these two pathways. Upregulation of macroautophagy can compensate for this deficit (STAGE II). Aggravating factors, such as oxidative stress and aging, can precipitate the failure of macroautophagy with the consequent detrimental effect on cell functioning, often resulting in cellular death (STAGE III).
Our initial studies were limited by the fact that, although ␣-synuclein is found in the protein aggregates in all forms of PD, pathogenic mutant forms of ␣-synuclein are only found in Ͻ10% of patients with PD. We recently found that particular modifications of the wild-type protein, namely those induced after exposure to oxidized forms of dopamine, mimic the effects of mutant forms of ␣-synuclein on CMA. This finding is of particular relevance because dopaminergic neurons are a preferred target of this disease, and the neurons of patients contain higher levels of oxidized dopamine in their cytosol. Thus, pathogenic ␣-synuclein mutants and modifications on the wild-type protein alter their degradation via CMA, but, most importantly, their accumulation at the lysosomal membrane results in severe blockage of CMA. Blockage of CMA in cultured cells results in compensatory activation of macroautophagy, which preserves normal levels of protein turnover and proper removal of aggregate proteins (Massey et al., 2006b ). However, macroautophagy cannot completely replace CMA. CMA-deficient cells are more vulnerable to stress and rapidly undergo apoptosis after exposure to oxidants, prooxidants, and ultraviolet light (Massey et al., 2006b) .
Although some level of constitutive macroautophagic activity in neurons is essential to maintain proper neuronal homeostasis (Hara et al., 2006; Komatsu et al., 2006) , this pathway can be maximally activated in these protein conformational disorders in response to both blockage of the proteasome and blockage of CMA (Fig. 7 , right, STAGE II) (Iwata et al., 2005; Massey et al., 2006b) . The presence of aggregate proteins also seems to be enough to activate macroautophagy in different systems, because this is the only mechanism able to degrade these protein complexes. Although macroautophagy is usually nonselective, a certain degree of selectivity has been proposed in the removal of aggregates by this pathway. Thus, under these circumstances, macroautophagy seems to occur preferentially in the pericentriolar area in which aggregate proteins are delivered by microtubules. This way, the ratio of aggregate to soluble cytosolic protein trapped by the autophagosomes is unbalanced toward the removal of the aggregates, with minimal incorporation of other cytosolic components. The critical role of macroautophagy in the removal of aggregate proteins has been further supported by recent studies in mice in which macroautophagy has been selectively ablated in neurons. Lack of macroautophagy in these animals resulted in accumulation of aggregate proteins in neurons and rapid neurodegeneration, even in the absence of a prone-to-aggregate protein (Hara et al., 2006; Komatsu et al., 2006) . Activation of macroautophagy maintains normal rates of protein degradation, proper organelle turnover, and facilitates the removal of the aggregate proteins. However, depending solely on this proteolytic system leaves affected cells particularly vulnerable. Any added stressor, such as oxidative stress, common in these disorders, would increase the macroautophagic load. With the decrease with age in the activity of the different proteolytic systems (Cuervo et al., 2005) , including macroautophagy, this could precipitate the failure of this system and lead to the accumulation of undegraded products inside cells. We described a defect in the ability of lysosomes to take up proteins via CMA, and other studies have shown inefficient clearing up of already formed autophagic vacuoles in different tissues in old animals (Cuervo et al., 2005) . The persistence of the engulfed material in these vacuoles often favors nonspecific intermolecular cross-linking, decreasing the susceptibility of cargo to proteases (Cuervo et al., 2005) . The inability to properly remove aggregate proteins and other altered components, along with the accumulation of autophagic vacuoles, is likely to contribute to cellular failure in these advanced states (Fig. 7, right, STAGE III) .
The removal of aggregated proteins by macroautophagy has stimulated growing interest in activators of macroautophagy as a possible therapeutic to clear aggregates in neurodegenerative disorders. In fact, this approach has been used to remove ␣-synuclein aggregates in culture cells and of mutant htt both in culture cells and mouse models (Rubinsztein et al., 2005) . In this last case, aggregate clearance by upregulation of macroautophagy improves neural symptomathology. Although there was an initial concern about how long macroautophagy could be efficiently upregulated and about the consequences that this accelerated turnover of intracellular components could have for the cells, the proposed selectivity in the removal of aggregates, along with the beneficial effects observed in the animal models, now supports the validity of this approach. Future efforts should, however, focus on the identification of new activators of macroautophagy. So far, the most efficient way of upregulating macroautophagy is by blocking mammalian target of rapamycin (mTOR), one of the major intracellular kinases, also involved in the regulation of other critical intracellular processes. The first mTORindependent mechanism for activating macroautophagy was described recently, although its suitability for the treatment of these disorders untested. Moreover, future interventions should consider acting at earlier stages, for example preventing the blockage of the ubiquiting/proteasome system and of CMA. A better understanding of the cross talk among different proteolytic systems, and of the mechanisms that regulate the upregulation of one of these systems in response to failure of another, should also provide novel ways to promote the clearance of the toxic protein products that accumulate in different neurodegenerative disorders.
Summary
The identification and characterization of putative diseasemodifying pathways in neurodegenerative disorders has enormous potential for discovery of novel therapeutic agents that target these pathways. In studies of these putative pathways, it is critical to rigorously evaluate causality to the disease process. Findings in model organisms require validation in more physiologically relevant models but have the benefit of identifying targets amenable to modulation by small molecule therapeutics, possibly including drugs already in clinical use. Although many disease-modifying pathways have been reported, few have been validated in vivo in animal models of disease. Nonetheless, given the powerful genetic tools currently available, including a growing list of mouse mutants, the future looks promising and one can expect to see the number of clinical trials based on interventions that target disease-modifying pathways to continue growing.
