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a b s t r a c t
Equations with box constraints are applied in many fields, for example the complementar-
ity problem. After studying the existing methods, we find that quadratic convergence of
majority algorithms is based on the solvability of the equations. But whether the equations
are solvable is previously unknown. So, it is necessary to design an algorithm which has
fast quadratic convergence. The quadratic convergence does not depend on the solvabil-
ity of the equations. In this paper, we propose a new method for solving equations. The
global and local quadratic convergence of the proposed algorithm are established under
some suitable assumptions. We apply the proposed algorithm to a class of stochastic linear
complementarity problems. Numerical results show that our method is valid.
Crown Copyright© 2011 Published by Elsevier Ltd. All rights reserved.
1. Introduction
Many practical problems require the solution to the following nonlinear systems of equations:
H(x) = 0, x ∈ X (1)
where H : Rn ⊃ U → Rm, which is defined on an open set U containing the feasible set X , is at least semi-smooth,
X = {x ∈ Rn|l ≤ x ≤ u}, l < u, l ∈ {R ∪ {−∞}}n and u ∈ {R ∪ {∞}}n.
We often consider a merit function θ : X → R+ with the property that
θ(x) = 0⇐⇒ H(x) = 0,
so we recast (1) as the minimization problem
min θ(x)
x ∈ X . (2)
In this paper, we select θ(x) = 12‖H(x)‖2 as merit functions.
Generally speaking, the traditional optimization-based methods for solving (2) are frequently stuck at a stationary point
or a local minimizer of (2), such as the Newton method, projected gradient method, trust region method, see e.g. [1–7].
Among these methods, the trust-region method is very good for large-scale problems.
In [3], authors apply an active-set strategy and the direction is divided into two parts. The first part of the direction is
defined by simple expressions, the other part can be obtained by solving linear systems of reduced dimension. This can
be a significant advantage for large-scale problems since reduced problems can be solved much more efficiently than full
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dimensional systems. The search direction in [7] is defined as an adequate combination of the projected gradient direction
and the projected trust-region direction, which is an asymptotic Newton direction. [3,7] have been proved global and
local convergence. In Ref. [6], authors proposed a new trust-region method for (2). In this method, authors applied an
active-set strategy, and defined two directions. The function value of θ(·) may be increasing. In [3,6,7], global and local
convergence were discussed. However, local convergence of these methods depend on that (1) has a solution. Although all
these algorithms converge to the stationary point of (2), a local quadratic rate is not guaranteed when the stationary point
is not the solution of (1). Especially, algorithms cannot ensure a local quadratic rate while (1) has no solution. In general,
whether the equations are solvable is previously unknown. This motivates us to propose a new method with fast local
convergence. The quadratic convergence does not depend on the solvability of (2).
The algorithmwhich we will develop in this paper has some properties: First, the region of our trust-region subproblem
is rectangular but not spherical, it can be solved by themodified conjugate directionmethod. Second, the new identification
of the active set is made and the idea of nonmonotone is applied to our method. In addition, we also define two directions
similar to Ref. [6], which play functionally different roles in our algorithm. Under appropriate conditions, the global and
local quadratic convergence of the proposed method are established.
The paper is organized as follows: some preliminary results are discussed in Section 2. Section 3 describes our algorithm
for solving (2). In Sections 4 and 5, we investigate the global and the local convergence results of the proposed algorithm,
respectively. In Section 6 we apply our algorithm to a class of stochastic linear complementarity problems. The results of
numerical experiments of the proposed algorithm are reported in Section 7. Finally, we give the conclusion in Section 8.
2. Preliminaries
In this section, we briefly introduce some necessary notations, definitions and basic results to be used later, most of them
can be found in the classic works such as [8–11].
‖ · ‖ represents the Euclidean norm, ‖ · ‖1 and ‖ · ‖∞ be the 1-norm and∞-norm. For any scalar c, c+ = max{0, c}, c− =
min{0, c}.o(t) denote any function such that limt↓0 o(t)t = 0,O(t) denote any function such that limt↓0 sup |O(t)|t < ∞.
M is an n × n matrix, if S and W are a subset of {1, . . . , n}, we shall write MS,W for the matrix whose components are
Mi,j, i ∈ S, j ∈ W . Furthermore, given a differentiable function F : Rn → Rm, we write F ′(x) for the Jacobian of F at a point
x, whereas ∇F(x) denotes the transposed Jacobian. Let F : Rn → Rm is locally Lipschitz, ∂F(x) for the Clarke’s generalized
Jacobian of the function F at a point x.
A vector x ∈ X is said to be a stationary point of problem (2), if
∇θ(xk)i = 0 if li < xi < ui
∇θ(xk)i ≥ 0 if xi = li
∇θ(xk)i ≤ 0 if xi = ui,
for all i ∈ {1, 2 . . . , n}.
Definition 1 ([8]). F is called semi-smooth at x if
F(x+ d)− F(x)− Vd = o(‖d‖)
for any d → 0 and V ∈ ∂F(x+ d);
F is called strongly semi-smooth at x if
F(x+ d)− F(x)− Vd = O(‖d‖2)
for any d → 0 and V ∈ ∂F(x+ d).
Definition 2 ([11]). Let f ∈ C1,1(O) and let x0 ∈ O. The generalized Hessian matrix of f at x0, denoted by ∂2f (x0), is the set
of matrices defined as the convex hull of the set
{M | ∃xi → x0 with f twice differentiable at xi and ∇2f (xi)→ M}.
By construction itself, ∂2f (x0) is a nonempty compact convex set of symmetric matrices.
The following proposition is important for convergence analysis of our algorithm.
Proposition 1 ([10]). Let X be a closed convex subset of Rn, the mapping ΠX : Rn → X is called the Euclidean projector onto X,
then the following statements are valid.
(i) ‖ΠX (x)−ΠX (y)‖ ≤ ‖x− y‖ for all x, y ∈ Rn.
(ii) Given y ∈ Rn,
(y−ΠX (y))T (ΠX (y)− x) ≥ 0, ∀x ∈ X .
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Let r(x) = x−ΠX (x−∇θ(x)), by the definition of stationary point, we can easy get the following proposition.
Proposition 2. Let xk ∈ Rn be any given point with l ≤ xk ≤ u, the following two statements are equivalent:
(a) xk is a stationary point of (2);
(b) ‖r(xk)‖ = 0.
3. Algorithm
Inspired by the Ref. [6], we define two directions, part of the two directions is solved by the trust region subproblem. In
our method, we also define an active set which is different from [6]. Because division of our active set is based on ‖r(x)‖,
rather than ‖θ(x)‖.
3.1. Trust region subproblem
To find the model minimizer of the ℓ∞ norm trust-region problem, we seek the solution of the minimization problem
min m(p) = 1
2
pTBkp+∇θ(xk)Tp,
l ≤ xk + p ≤ u
−∆ke ≤ p ≤ ∆ke
(3)
where Bk ∈ ∂2θ(xk) and∆k is the current trust-region radius, and all the components of e are one.
In order to reduce the dimension of the subproblem, we define
ζk := min{δ, γ ‖r(xk)‖h} > 0
where δ, γ and h are constants, so that
0 < δ < (1/2) min
1≤i≤n(ui − li), 0 < γ < 1, 0 < h < 1.
In later local convergent analysis, ζk play an important role.
Define the index sets
sk = {i | li + ζk < xki < ui − ζk} ∪ {i | xki ≤ li + ζk,∇θ(xk)i < −ζk} ∪ {i | xki ≥ ui − ζk,∇θ(xk)i > ζk} (4)
s¯k = {i | xki ≤ li + ζk,∇θ(xk)i ≥ −ζk} ∪ {i | xki ≥ ui − ζk,∇θ(xk)i ≤ ζk}. (5)
If ζk is small, the set s¯k is an estimate of the active set. Moreover, as we shall see later, under reasonable conditions, s¯k
coincides with the active set when k is sufficiently large.
We build our trust-region subproblem only around the components of xksk , that is
min m(p) = 1
2
pTBksk,skp+∇θ(xk)Tskp,
s.t. l′ ≤ p ≤ u′, (6)
where
l′ = max{−∆ke, lsk − xksk}, u′ = min{∆ke, usk − xksk}.
We define the projection of an arbitrary point x onto [l, u] as follows: The ith component is given by
χ(x, l, u)i =
li if xi < li
xi if xi ∈ [li, ui]
ui if xi > ui.
Now we present the modified conjugate direction method for the subproblem (6).
Algorithm 1. (s.0) let p0 = 0, s = 0,1ps = argminl′≤1p≤u′(∇θ(xk)sk)T1p.
If−(∇θ(xk)sk)T1ps < 1pTs Bksk,sk1ps, λs =
−(∇θ(xk)sk )T1ps
1pTs B
k
sk,sk1ps
;
Otherwise λs = 1.
ps+1 = ps + λs1ps, gs+1 = Bksk,skps+1 +∇θ(xk)sk .
(s.1) if λs = 1, set
p(t) = X (ps+1 − tgs+1, l′, u′),
p = p(tc), where p(tc) is the first local minimizer of the univariate, piecewise quadratic m(p(t)), for t ≥ 0, stop;
Otherwise, s := s+ 1.
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(s.2) if ‖gs‖ = 0 or s > nsk (nsk is the dimension of sk), p = ps, stop.
(s.3)
1ps = −gs +
s−1
i=0
αsi1pi,
where
αsi =
gTs B
k
sk,sk1pi
1pTi Bksk,sk1pi
, i = 0, 1, . . . , s− 1
λ′s = min

min
(1ps)i>0

(u′ − ps)i
(1ps)i

, min
(1ps)i<0

(l′ − ps)i
(1ps)i

.
If ‖gs‖2 < λ′s1pTs Bksk,sk1ps, λs = ‖gs‖
2
1pTs B
k
sk,sk1ps
;
Otherwise, λs = λ′s.
ps+1 = ps + λs ·1ps, gs+1 = Bkskskps+1 +∇θ(xk)sk .
(s.4) if λs = λ′s, set
p(t) = X (ps+1 − tgs+1, l′ − ps, u′ − ps),
p = p(tc), where p(tc) is the first local minimizer of the univariate, piecewise quadraticm(p(t)), for t ≥ 0, stop.
(s.5) let s := s+ 1, go to s.2.
Remark 1. Algorithm 1 can be terminated from s.1, s.2, s.4. If Algorithm 1 terminates from s.1 or s.4, the solution to the
trust-region subproblem is p(tc), especially for s.1, we can get that the function (6) reduction is at least half of the minimum
reduction. If Algorithm 1 terminates from s.2 and Bk is positive definite, by principle of the conjugate direction, the optimal
solution can be obtained.
Remark 2. Calculation of the first localminimizer p(tc) ofm(p(t)) can be seen by Cauchy point computation of Chap. 16 [12].
3.2. Algorithm
Now, we state our algorithm as follows.
Algorithm 2. (s.0) Let ∆max > 0,∆max ≥ ∆0 > 0, ε > 0, 0 < ρ1 < ρ2 < 1, 0 < γ < 1, 0 < γ1 < 1, 0 < h < 1, δ >
0, l ≤ x0 ≤ u, β0 = ‖r(x0)‖, β¯0 = θ(x0), ζ0 = min{δ, γ ‖r(x0)‖h}, k := 0.
(s.1) If ‖r(xk)‖ ≤ ε, stop. Otherwise determine index sets sk and s¯k by (4) and (5) respectively.
(s.2) Let d¯ksk be the solution to the trust-region subproblem (6).
(s.3) Compute the search direction
dk1 =

d¯ksk
(dk1)s¯k

,
where ∀i ∈ s¯k,
[(dk1)s¯k ]i =

li − xki , if xki ≤ li + ζk,
ui − xki , if xki ≥ ui − ζk.
(s.4) If
‖r(xk + dk1)‖ ≤ γ1βk, ‖r(xk)‖ ≤ βk and (θ(xk + dk1)− θ(xk)) ≤ γ1(β¯k − θ(xk)),
set
xk+1 = xk + dk1, βk+1 = ‖r(xk+1)‖,
ζk+1 = min{δ, γ ‖r(xk+1)‖h}, ∆k+1 = max{∆k, 2ζk+1},
if θ(xk+1) > θ(xk), set β¯k+1 = θ(xk+1); otherwise, set β¯k+1 = β¯k. Go to s.6. Otherwise, go to s.5.
(s.5) Compute the search direction
dk2 =

d¯ksk−min{1,∆k}r(xk)s¯k

, aredk = θ(xk)− θ(xk + dk2),
predk = −m(d¯ksk)+min{1,∆k}(r(xk)s¯k)T∇θ(xk)s¯k , ψk =
aredk
predk
, (7)
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if ψk > ρ1, then set xk+1 = xk + dk2, ζk+1 = min{δ, γ ‖r(xk+1)‖h}; otherwise, set xk+1 = xk, ζk+1 = ζk.
If ψk < ρ1, set∆k+1 = 14∆k.
If ρ1 ≤ ψk < ρ2, set∆k+1 = ∆k.
If ψk ≥ ρ2, set∆k+1 = min{2∆k,∆max}.
Set βk+1 = βk, β¯k+1 = β¯k.
(s.6) Set k ← k+ 1, and go to s.1.
Remark 3. In Algorithm 2, one of directions d1 and d2 is only accepted. If d1 is accepted, the value of θ may be increasing.
Remark 4. Every iteration of Algorithm 2 is feasible.
We state the following result which is standard for the trust regionmethod and provides a lower bound for the predicted
reduction predk.
Lemma 1. Let d¯ksk be the solution to the trust-region subproblem (6), ςk = min{∆k, ζk} then
m(d¯ksk) ≤ −
1
2
‖∇θ(xk)sk‖1 · ςk ·min

1,
‖∇θ(xk)sk‖1 · ςk
‖Bksk,sk‖ ·∆2k · nsk

.
Proof. By s.0 of Algorithm 1,1p0 = argminl′≤1p≤u′(∇θ(xk)sk)T1p, where
l′ = max −∆ke, lsk − xksk , u′ = min ∆ke, usk − xksk .
It is easy to see that
‖1p0‖∞ ≤ ∆k and ςk ≤ min
i∈sk
|(1p0)i|.
We consider two cases.
Suppose first that λ0 = 1. Then
m(λ01p0) = 12 (1p0)
TBksk,sk1p0 + (∇θ(xk)sk)T1p0
≤ −1
2
(∇θ(xk)sk)T1p0 + (∇θ(xk)sk)T1p0
= −1
2
−
i∈sk
|∇θ(xk)i| · |(1p0)i|
≤ −1
2
‖∇θ(xk)sk‖1 · ςk, (8)
so
m(d¯ksk) ≤ m(p(tc)) ≤ m(λ01p0) ≤ −
1
2
‖∇θ(xk)sk‖1 · ςk. (9)
Suppose next that λ0 = − (∇θ(x
k)sk )
T1p0
(1p0)T Bksk,sk1p0
. We have
m(λ01p0) = −12 ·
((∇θ(xk)sk)T1p0)2
(1p0)TBksk,sk1p0
≤ −1
2
· ‖∇θ(x
k)sk‖21 · ς2k
‖Bksk,sk‖ ·∆2k · nsk
. (10)
By Algorithm 2 and (10), we have
m(d¯ksk) ≤ m(λ01p0) ≤ −
1
2
· ‖∇θ(x
k)sk‖21 · ς2k
‖Bksk,sk‖ ·∆2k · nsk
. (11)
From (9) and (11), we have
m(d¯ksk) ≤ −
1
2
‖∇θ(xk)sk‖1 · ςk ·min

1,
‖∇θ(xk)sk‖1 · ςk
‖Bksk,sk‖ ·∆2k · nsk

.  (12)
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The above lemma implies that the predicted reduction satisfies:
predk ≥ 12‖∇θ(x
k)sk‖1 · ςk ·min

1,
‖∇θ(xk)sk‖1 · ςk
‖Bksk,sk‖ ·∆2k · nsk

+min{1,∆k}(r(xk)s¯k)T∇θ(xk)s¯k . (13)
4. Global convergence analysis
We now consider the global convergence of Algorithm 2. Our aim is to show that, under ideal conditions, the iterates
converge to a first-order critical point for problem (2).
Before starting our global convergence analysis, we first make the following assumptions that we will use to discuss
convergence of Algorithm 2.
(A) The mapping θ(x) is C1 functions and its gradient is strongly semismooth.
(B) The level set of L = {x | θ(x) ≤ θ(x0)} is bounded.
(C) The sequence {Bk} is bounded on the level set L.
It is easy to see that the sequence {xk} generated by Algorithm 2 is contained in L and θ(xk) ≤ β¯k. Under assumptions
(A) and (B), this implies that ∇θ(xk) is bounded on the level set L.
In the following lemma and theorems, we need some notations.
Let
K1 = {k ∈ {1, 2, . . .}|xk = xk−1 + dk−11 , θ(xk) > θ(xk−1)},
K2 = {k ∈ {1, 2, . . .}|xk = xk−1 + dk−12 },
K3 = {k ∈ {1, 2, . . .}|xk = xk−1 + dk−11 , θ(xk) ≤ θ(xk−1)}.
The next lemma implies that θ cannot be increasing continuously twice. This is important for our convergence analysis.
Lemma 2. Suppose the sequence {xk} is generated by Algorithm 2, if k ∈ K1, then k+ 1 ∉ K1.
Proof. Suppose that k+ 1 ∈ K1. Then
θ(xk+1)− θ(xk) ≤ γ1(β¯k − θ(xk)) and θ(xk+1) > θ(xk).
Since k ∈ K1, it follows that β¯k = θ(xk). Hence,
θ(xk+1)− θ(xk) ≤ γ1(β¯k − θ(xk)) = 0.
This is a contradiction to the assumption. 
In the next theorem, we will show that θ(xk) is convergent.
Theorem 1. Suppose that the sequence {xk} is generated by Algorithm 2, then θ(xk) is convergent.
Proof. There are two cases to consider. K1 is a finite set and K1 is an infinite set.
(i) K1 is a finite set. In this case, θ(·) is monotonic decreasing after a certain iteration and θ(xk) ≥ 0, hence, θ(xk) is
convergent.
(ii) K1 is an infinite set. By assumption (B), we know
lim
k→∞ sup θ(x
k) = P <∞ and lim
k→∞ inf θ(x
k) = P∗ ≥ 0.
Let
K1 = {k¯0, k¯1, k¯2, . . . , k¯ℓ−1, k¯ℓ, . . .},
by Algorithm 2 and Lemma 2,
θ(xk¯ℓ)− θ(xk¯ℓ−1) ≤ γ1(β¯k¯ℓ−1 − θ(xk¯ℓ−1))
< β¯k¯ℓ−1 − θ(xk¯ℓ−1)
= θ(xk¯ℓ−1)− θ(xk¯ℓ−1). (14)
Therefore, θ(xk¯ℓ) < θ(xk¯ℓ−1), and θ(xk) ≤ θ(xk¯ℓ−1) for all k¯ℓ−1 < k < k¯ℓ. The above analysis shows that for every k > k¯ℓ,
0 ≤ θ(xk) ≤ θ(xk¯ℓ−1).
Hence
lim
k¯ℓ→∞
θ(xk¯ℓ) = P.
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By Algorithm 2 and Lemma 2, there exist {xki} ⊆ {xk¯ℓ−1} such that
lim
ki→∞
θ(xki) = P∗.
Since ki + 1 ∈ K1 and
θ(xki+1)− θ(xki) ≤ γ1(β¯ki − θ(xki)) < γ1(θ(xki−1+1)− θ(xki)),
we obtain
P − P∗ ≤ γ1(P − P∗),
then P = P∗ follows from 0 < γ1 < 1, this shows that θ(xk) is convergent. 
We are now in the position to state our global convergence result.
Lemma 3. Suppose (A)–(C) hold, the whole sequence xk is updated by the s.5 of Algorithm 2 and ‖r(xk)‖ ≥ ξ1 > 0. Then, there
exist η(ξ1) > 0 such that
predk ≥ η(ξ1)∆k.
Proof. By hypothetical conditions,
max{‖r(xk)sk‖, ‖r(xk)s¯k‖} ≥
ξ1√
2
, (15)
ζk = min{δ, γ ‖r(xk)‖h} ≥ min{δ, γ ξ h1 }. (16)
Let ξ2 = min

ξ1√
2
,min{δ, γ ξ h1 }

, then
max{‖r(xk)sk‖, ‖r(xk)s¯k‖} ≥ ξ2
ζk ≥ ξ2, (17)
for all k.
(i) ‖r(xk)s¯k‖ ≥ ξ2. By Proposition 1,
(xks¯k − (ΠX (xk −∇f (xk)))s¯k −∇f (xk)s¯k)T ((ΠX (xk −∇f (xk)))s¯k − xks¯k) ≥ 0,
so we can get
(r(xk)s¯k)
T∇f (xk)s¯k ≥ ‖r(xk)s¯k‖2 ≥ ξ 22 .
Then,
predk ≥ min{1,∆k}(r(xk)s¯k)T∇f (xk)s¯k ≥ min{1,∆k}ξ 22 ≥ ξ 22 min

1
∆max
, 1

∆k.
(ii) ‖r(xk)sk‖ ≥ ξ2. Then
‖r(xk)sk‖ ≤ ‖∇f (xk)sk‖ ≤
√
nsk‖∇f (xk)sk‖1 ≤
√
n‖∇f (xk)sk‖1.
Hence,
‖∇f (xk)sk‖1 ≥
1√
n
ξ2.
(a) If ςk = ∆k, then
predk ≥ 12‖∇f (x
k)sk‖1 · ςk ·min

1,
‖∇f (xk)sk‖1 · ςk
‖Bksk,sk‖ ·∆2k · nsk

≥ ξ2
2
√
n
·min

∆k,
ξ2
‖Bksk,sk‖ · n
3
2

. (18)
By assumption (C), there existM > 0, such that
‖Bksk,sk‖ ≤ ‖Bk‖ ≤ M, (19)
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then
predk ≥ ξ22√n ·min

∆k,
ξ2
M · n 32

≥ ξ2
2
√
n
·min

∆k,
ξ2 ·∆k
M · n 32∆max

= ξ3∆k

ξ3 = ξ22√n min

1,
ξ2
M · n 32∆max

. (20)
(b) If ςk = ζk, then
predk ≥ 12‖∇f (x
k)sk‖1 · ςk ·min

1,
‖∇f (xk)sk‖1 · ςk
‖Bksk,sk‖ ·∆2k · nsk

≥ ξ2
2
√
n
· ζk min

1,
ξ2 · ζk
‖Bksk,sk‖∆2max · n
3
2

≥ 1
2
√
n
ξ 22 ·min

1,
ξ 22
‖Bksk,sk‖∆2max · n
3
2

≥ 1
2
√
n
ξ 22 ·min

1,
ξ 22
M∆2max · n
3
2

1
∆max
∆k
= ξ4∆k

ξ4 = 12√nξ
2
2 ·min

1,
ξ 22
M∆2max · n
3
2

1
∆max

. (21)
Let η(ξ1) = max

ξ 22 min

1
∆max
, 1

, ξ3, ξ4

, from (i), (ii), we have
predk ≥ ξ(ξ1)∆k.  (22)
The proofs of Lemmas 4 and 5 are similar to Theorems 3.3 and 3.4 [2].
Lemma 4. Suppose the whole sequence xk is updated by the s.5 of Algorithm 2, then
lim inf
k→∞ ‖r(x
k)‖ = 0. (23)
Lemma 5. Suppose the whole sequence xk is updated by the s.5 of Algorithm 2, then
lim
k→∞ ‖r(x
k)‖ = 0.
By Algorithm 2, we can easily build the following results.
Lemma 6. Suppose the sequence {xk} is generated according to the Algorithm 2 and d1 is accepted by infinite times in the iterative
process, then
lim
k→∞ inf ‖r(x
k)‖ = 0.
Lemma 7. Suppose the whole sequence xk is updated by the s.4 of Algorithm 2, then
lim
k→∞ ‖r(x
k)‖ = 0.
Now we state the first main global convergence result for Algorithm 2.
Theorem 2. Suppose the sequence {xk} is generated by Algorithm 2, then
lim
k→∞ inf ‖r(x
k)‖ = 0. (24)
The above theorem can be obtained directly by Lemmas 4 and 6. With the above results in hand, we proceed to show that
the accumulation points of {xk} are stationary points for (2).
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Theorem 3. Suppose the sequence {xk} is generated by Algorithm 2, then
lim
k→∞ ‖r(x
k)‖ = 0.
Proof. We divide the proof into two cases.
(i) K2 is a finite set. Without loss of generality, we may assume K2 is an empty set. Then, the sequence xk is updated by the
s.4 of Algorithm 2. By Lemma 7, the result holds.
(ii) K2 is an infinite set.
(a) d1 can be accepted for a finite number.Without loss of generality,wemay assume this never happens. Then, the sequence
xk is updated by the s.5 of Algorithm 2. By Lemma 5, the result holds.
(b) d1 can be accepted for an infinite number and there is a finite number of successful iterations in s.5. Then ‖r(xk)‖ is
monotonic decreasing after a certain iteration, and ‖r(xk)‖ ≥ 0. Hence, we have limk→∞ ‖r(xk)‖ = 0.
(c) d1 can be accepted by for an infinite number and there is an infinite number of successful iterations in s.5.
Suppose
lim
k→∞ sup ‖r(x
k)‖ = 2P ≠ 0,
there exists {xkp} ⊆ {xk}, such that limkp→∞ ‖r(xkp)‖ = 2P . It follows that there exists kp0 > 0, for all kp ≥ kp0 ,
‖r(xkp)‖ ≥ P.
Let
K1 ∪ K3 = {k0, k1, k2, . . . , kℓ−1, kℓ, . . .}.
By Algorithm 2, we have
‖r(xkℓ)‖ → 0, ‖r(xkℓ−1)‖ → 0, kℓ →∞.
Then, ∀kp, ∃ℓ′,m0 > 0, such that
kℓ′ < kp + i < kℓ′+1 − 1, i = 0, 1, . . . ,m0,
and
‖r(xkp+m0)‖ < P, ‖r(xkp+i)‖ ≥ P, i = 0, 1, . . . ,m0 − 1.
Now, let kp be fixed for the moment and take an arbitrary kp + iwith kp ≤ kp + i < kp +m0. Also assume that the kp + ith
iteration is successful. Then we have
θ(xkp+i)− θ(xkp+i+1) ≥ ρ1 · predkp+i. (25)
By Lemma 3, we have
θ(xkp+i)− θ(xkp+i+1) ≥ ρ1 · η(P)∆kp+i. (26)
Since
‖dkp+i2 ‖∞ =
 d¯
kp+i
skp+i
−min{1,∆kp+i}r(xkp+i)s¯kp+i
∞
= max
i∈skp+i,j∈s¯kp+i
{|(d¯kp+iskp+i)i|,min{1,∆kp+i}|(r(xkp+i)s¯kp+i)j|}, (27)
from assumption (A) and (B), there exists a constantw > 0, such that
‖∇θ(xkp+i)s¯kp+i‖ ≤ w. (28)
Thus, we can get
|(r(xkp+i)s¯kp+i)j| ≤ w. (29)
Since min{1,∆kp+i} ≤ ∆kp+i, by (27) and (29), it is easy to get
‖dkp+i2 ‖∞ ≤ max{1, w}∆kp+i. (30)
Hence
‖xkp+i+1 − xkp+i‖∞ = ‖dkp+i2 ‖∞ ≤ max{1, w}∆kp+i. (31)
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By (26) and (31), it is not difficult to get
θ(xkp+i)− θ(xkp+i+1) ≥ ρ1 · η(P) · 1max{1, w} · ‖x
kp+i+1 − xkp+i‖∞. (32)
Trivially, this inequality also holds for all unsuccessful iterations. Consequently, we get
ρ1η(P)
max{1, w} · ‖x
kp − xkp+m0‖∞ ≤ ρ1η(P)max{1, w} ·
m0−1−
i=0
‖xkp+i+1 − xkp+i‖∞
≤
m0−1−
i=0
θ(xkp+i)− θ(xkp+i+1)
= θ(xkp)− θ(xkp+m0) (33)
for all kp. The convergence of the entire sequence {θ(·)}, therefore, implies
{‖xkp − xkp+m0‖} → 0.
By the uniform continuity ‖r(·)‖, we have
| ‖r(xkp)‖ − ‖r(xkp+m0)‖ | → 0.
Since limkp→∞ ‖r(xkp)‖ = 2P , there exist kp1 > 0, for all kp > kp1 ,
r(xkp) ≥ 3
2
P.
Hence, for all kp > kp1 ,
| ‖r(xkp)‖ − ‖r(xkp+m0)‖ | ≥ 1
2
P.
This contradiction completes the proof. 
The following is an important corollary of Theorem 1.
Corollary 1. Suppose that the sequence {xk} is generated by Algorithm 2. Then every accumulation point of xk is a stationary
point of (2) and the objective values are equal at the accumulation points of xk.
5. Local convergence
In this section, we consider the local behavior of Algorithm 2. We only have to show that the direction d1 in s.3
is automatically accepted for all xk sufficiently close to a stationary point of (2). For this, we begin with the following
preliminary result.
Lemma 8. Suppose that ps is the sth conjugate direction of the trust-region subproblem(unconstrained) and Bksk,sk is positive
definite, then
‖ps‖ ≤ 1
λmin
· ‖∇θ(xk)sk‖. (34)
Here λmin is the minimum eigenvalue of Bksk,sk .
Proof. From Algorithm 1, we have
ps = λ0 ·1p0 + λ1 ·1p1 + · · · + λs ·1ps.
Hence
pTs B
k
sk,skps = λ201pT0Bksk,sk1p0 + λ211pT1Bksk,sk1p1 + · · · + λ2s1pTs Bksk,sk1ps.
According to the above results, we know that {pTs Bksk,skps} is increasing on s. By the theory of the conjugate direction, if the
trust region bound is inactive, the optimal solution to the trust region subproblem is−(Bksk,sk)−1∇θ(xk)sk . Thus
pTs B
k
sk,skps ≤ ∇θ(xk)Tsk((Bksk,sk)−1)TBksk,sk(Bksk,sk)−1∇θ(xk)sk ≤
1
λmin
‖∇θ(xk)sk‖2, (35)
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and
pTs B
k
sk,skps ≥ λmin‖ps‖2. (36)
By (35) and (36), (34) holds. 
By the upper semicontinuity of the generalized Jacobian [9], it is easy to get the following lemma.
Lemma 9. Suppose that x converges to x∗. If any B∗ ∈ ∂2θ(x∗) is positive definite, then there exist a neighborhood of x∗, say
N(x∗), and M1 > 0, such that every B ∈ ∂2θ(x) is uniformly positive definite,
1
M1
≤ λmin(B) ≤ λmax(B) ≤ M1,
and
1
M1
≤ λmin(B−1) ≤ λmax(B−1) ≤ M1
for any x ∈ N(x∗).
From Lemma 9 and Proposition 6.3.1 of [13], we can easily establish the following lemma.
Lemma 10. Suppose that {xk} is a sequence generated by Algorithm 2, and let x∗ be an accumulation point of {xk} and all elements
B∗ ∈ ∂2θ(x∗) are positive definite, then there exists a constant c > 0 such that
‖r(xk)‖ ≥ c‖xk − x∗‖
for all xk sufficiently close to x∗.
Corollary 1 and the above lemma imply that the stationary points are isolated. In the remainder of this section, we show
that sk keeps invariant for all xk sufficiently close to x∗.
Lemma 11. Suppose that {xk} is a sequence generated by Algorithm 2. Let x∗ be an accumulation point of {xk} and all elements
B∗ ∈ ∂2θ(x∗) are positive definite, then sk ≡ {i | li < x∗i < ui} for all xk sufficiently close to x∗.
Proof. Let the function ζ (·) be defined by ζ (xk) = γ ‖r(xk)‖h.
(a) ζ (·) is continuous at x∗, by Corollary 1, ‖r(x∗)‖ = 0, so ζ (x∗) = 0;
(b)
lim
xk→x∗,xk≠x∗
ζ (xk)
‖xk − x∗‖ = limxk→x∗,xk≠x∗
γ ‖r(xk)‖h
‖xk − x∗‖
≥ lim
xk→x∗,xk≠x∗
chγ ‖xk − x∗‖h
‖xk − x∗‖ −→∞.
Let
s′k = {i | xki ≤ li + ζk,∇θ(xk)i < −ζk},
s′′k = {i | xki ≥ ui − ζk,∇θ(xk)i > ζk},
s′∗ = {i | x∗i = li},
s′′∗ = {i | x∗i = ui}.
Now we need to show that s′k ∪ s′′k is an empty set for all xk sufficiently close to x∗.
Since ζk converges to 0 as xk → x∗, for ∀i ∈ s′k and for xk is sufficiently close to x∗, we have i ∈ s′∗. If ∇θ(x∗)i > 0, then
∇θ(xk)i > 0 for all xk sufficiently close to x∗. This is a contradiction to i ∈ s′k. So ∇θ(x∗)i = 0. Hence, we have
s′k ⊆ {i | x∗i = li,∇θ(x∗)i = 0} (37)
for all xk sufficiently close to x∗. Similarly, we have
s′′k ⊆ {i | x∗i = ui,∇θ(x∗)i = 0} (38)
for all xk sufficiently close to x∗. By (37) and (38) and continuity of θ(·), it follows that
li ≤ xki −∇θ(xk)i ≤ ui
for all i ∈ s′k ∪ s′′k and for all xk sufficiently close to x∗.
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So, there are
|∇θ(xk)i| = |(xki − (ΠX (xk −∇θ(xk))))i| ≤ ‖r(xk)‖ (39)
for all i ∈ s′k ∪ s′′k and for all xk sufficiently close to x∗. (39) implies that
|∇θ(xk)i| ≤ ‖r(xk)‖
= γ ‖r(xk)‖h · ‖r(x
k)‖1−h
γ
≤ ζ (xk). (40)
The last inequality of (40) follows from ‖r(x
k)‖1−h
γ
≤ 1 for all xk sufficiently close to x∗.
Note that if xk is sufficiently close to x∗, then ζk = ζ (xk). By (4) and (40), we obtain that s′k ∪ s′′k is an empty set for all xk
sufficiently close to x∗. So
sk = {i | li + ζk < xki < ui − ζk}
for all xk sufficiently close to x∗.
Let
J∗ = {i | x∗i = li or x∗i = ui}
J¯∗ = {i | li < x∗i < ui}
Jk = {i | xki ≤ li + ζk or xki ≥ ui − ζk}
J¯k = {i | li + ζk < xki < ui − ζk}.
From (a), (b) and Theorem 2.2 [14], we deduce Jk ≡ J∗ for all xk sufficiently close to x∗. So sk = J¯k ≡ J¯∗ for all xk sufficiently
close to x∗. 
The following lemmas are the critical step in the local convergence analysis, the proofs are similar to Lemmas 7.2 and
7.3 [6].
Lemma 12. Suppose that {xk} is a sequence generated by Algorithm 2. Let x∗ be an accumulation point of {xk} and all elements
B∗ ∈ ∂2θ(x∗) are positive definite, then there exists a constant M2 > 0, such that
‖dk1‖ ≤ M2‖r(xk)‖h
for all {xk} sufficiently close to x∗.
Lemma 13. Suppose that {xk} is a sequence generated by Algorithm 2. Let x∗ be an accumulation point of {xk} and all elements
B∗ ∈ ∂2θ(x∗) are positive definite, then the whole sequence {xk} converges to x∗.
We are ready to state and prove the convergence result of Algorithm 2.
Theorem 4. Suppose that {xk} is a sequence generated by Algorithm 2. Let x∗ be an accumulation point of {xk} and all elements
B∗ ∈ ∂2θ(x∗) are positive definite, then the local convergence rate is Q-quadratic.
Proof. We divide the proof into three steps.
Step 1. We prove that the direction d1 can be accepted for all {xk−1} sufficiently close to x∗.
Suppose d2 is always accepted for all {xk−1} sufficiently close to x∗. Then the values of β and β¯ keep invariant. By
Lemma 12, ∃σ > 0, ∀xk−1 ∈ N (x∗, σ ),
‖dk−11 ‖ ≤ M2‖r(xk−1)‖h.
By Corollary 1 and Lemma 13, it follows that the whole sequence {xk−1} converges to x∗ with ‖r(x∗)‖ = 0, i.e.,
lim
k→∞ x
k−1 = x∗, lim
k→∞ ‖r(x
k−1)‖ = 0. (41)
So, there exist k0 > 0, for all k > k0,
‖xk−1 − x∗‖ < σ.
This implies that
‖dk−11 ‖ ≤ M2‖r(xk−1)‖h (42)
1658 H. Liu et al. / Computers and Mathematics with Applications 61 (2011) 1646–1664
for all k > k0. By (41) and (42), we have limk→∞ dk−11 = 0. Consequently
lim
k→∞(x
k−1 + dk−11 ) = x∗. (43)
Moreover, it follows from Theorem 1 that
lim
k→∞(θ(x
k−1 + dk−11 )− θ(xk−1)) = 0, (44)
and
lim
k→∞ ‖r(x
k−1 + dk−11 )‖ = 0. (45)
From (41) and (43)–(45) and Lemma 11, all {xk−1 + dk−11 } are sufficiently close to x∗ while all {xk−1} are sufficiently close to
x∗, and
‖r(xk−1 + dk−11 )‖ ≤ γ1β,
‖r(xk−1)‖ ≤ β,
θ(xk−1 + dk−11 )− θ(xk−1) ≤ γ1(β¯ − θ(xk−1)),
sk−1 ≡ {i | li < x∗i < ui}.
Which implies d1 can be accepted at a certain iteration for all {xk−1} sufficiently close to x∗. This is a contradiction to our
assumption.
Step 2. Step 1 implies that d1 can be accepted at a certain iteration for all {xk−1} sufficiently close to x∗. Without loss of
generality, we assume that d1 is accepted in the k− 1th iteration. We are ready to prove that d1 is also accepted in the kth
iteration.
Since d1 is accepted in the k− 1th iteration, according to Algorithm 2, we have
xk = xk−1 + dk−11 , βk = ‖r(xk)‖, (46)
∆k ≥ 2ζk = 2γ ‖r(xk)‖h. (47)
Let k be fixed for the moment. By Lemma 9, λmin(Bksk,sk) ≥ 1M1 for all xk sufficiently close to x∗. Together with Lemma 8 and
(47), we have
‖ps‖ ≤ 1
λmin
· ‖∇θ(xk)sk‖
≤ M1 · ‖r(xk)‖
= ‖r(x
k)‖1−hM1
2γ
· 2γ · ‖r(xk)‖h
< 2γ · ‖r(xk)‖h
≤ ∆k, (48)
for all ps, where ps is the sth conjugate direction of the trust-region subproblem(unconstrained) and the third inequality
follows from ‖r(x
k)‖1−hM1
2γ < 1. So
‖ps‖∞ ≤ ‖ps‖ < ∆k. (49)
Moreover,
xki + (ps)i > li + ζk + (ps)i
> li + ζk −M1‖r(xk)‖
= li + γ ‖r(xk)‖h −M1‖r(xk)‖
= li + ‖r(xk)‖h[γ −M1‖r(xk)‖1−h]
≥ li, (50)
xki + (ps)i < ui − ζk + (ps)i
< ui − ζk +M1‖r(xk)‖
= ui − γ ‖r(xk)‖h +M1‖r(xk)‖
= ui + ‖r(xk)‖h[M1‖r(xk)‖1−h − γ ]
≤ ui. (51)
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(49)–(51) imply that the solution of (6) can be obtained from s.2 of Algorithm 1. Hence
d¯ksk = −(Bksk,sk)−1 · ∇θ(xk)sk . (52)
By assumption (A), ∇θ(x) is semismooth, so
∇θ(xk) = ∇θ(x∗)+ Bk(xk − x∗)+ o(‖xk − x∗‖)
∇θ(xk)sk = ∇θ(x∗)sk + Bksk,sk(xk − x∗)sk + o(‖xk − x∗‖)
−(Bksk,sk)−1∇θ(xk)sk = −(xk − x∗)sk + o(‖xk − x∗‖)
d¯sk = −(xk − x∗)sk + o(‖xk − x∗‖)
xk + dk1 − x∗ = o(‖xk − x∗‖). (53)
Moreover,
‖r(xk)‖ = ‖r(xk)‖ − ‖r(x∗)‖
= ‖xk −ΠX (xk −∇θ(xk))‖ − ‖x∗ −ΠX (x∗ −∇θ(x∗))‖
≤ ‖xk − x∗ −ΠX (xk −∇θ(xk))+ΠX (x∗ −∇θ(x∗))‖
≤ 2‖xk − x∗‖ + ‖∇θ(xk)−∇θ(x∗)‖. (54)
Under assumption (A), we know ∇θ(·) is locally Lipschitz. So there exist L > 0, such that
‖∇θ(xk)−∇θ(x∗)‖ ≤ L‖xk − x∗‖
for all k sufficiently large. Together with (54), we have
‖r(xk)‖ ≤ (2+ L)‖xk − x∗‖.
By Lemma 10 and the above inequality, we deduce
c‖xk − x∗‖ ≤ ‖r(xk)‖ ≤ (2+ L)‖xk − x∗‖.
This indicates
‖r(xk + dk1)‖ = O(‖xk + dk1 − x∗‖), ‖r(xk)‖ = O(‖xk − x∗‖).
This, combined with (53), then implies that
‖r(xk + dk1)‖ ≤ γ1‖r(xk)‖ = γ1βk. (55)
By Proposition 7.4.10 [13], we can write
θ(xk)− θ(x∗) = ∇θ(x∗)T (xk − x∗)+ 1
2
(xk − x∗)TBk(xk − x∗)+ o(‖xk − x∗‖2)
for any Bk ∈ ∂2θ(xk). By Lemma 11, we deduce
∇θ(x∗)sk = 0, (xk − x∗)s¯k = 0.
Hence ∇θ(x∗)T (xk − x∗) = 0 for all k sufficiently large, so
θ(xk)− θ(x∗) = 1
2
(xk − x∗)TBk(xk − x∗)+ o(‖xk − x∗‖2).
Together with Lemma 9,
θ(xk)− θ(x∗) = O(‖xk − x∗‖2)
for all k sufficiently large. Meanwhile, we also obtain
θ(xk + dk1)− θ(x∗) = O(‖xk + dk1 − x∗‖2).
Together with (53), it then follows that
θ(xk + dk1)− θ(x∗) = o(θ(xk)− θ(x∗)),
thus
θ(xk + dk1)− θ(x∗) < θ(xk)− θ(x∗).
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This implies that
θ(xk + dk1)− θ(xk) < 0.
Since β¯k − θ(xk) ≥ 0, it is clear that
θ(xk + dk1)− θ(xk) ≤ γ1(β¯k − θ(xk)). (56)
From (46), (55) and (56), d1 is also accepted in the kth iteration. Using the principle of mathematical induction, the
direction d1 is always accepted for all k sufficiently large.
Step 3. We need to show ‖xk+1 − x∗‖ = O(‖xk − x∗‖2).
We have
‖xk+1 − x∗‖ = ‖xksk + d¯ksk − x∗sk‖
= ‖xksk − (Bksk,sk)−1 · ∇θ(xk)sk − x∗sk‖
≤ ‖(Bksk,sk)−1‖ · ‖∇θ(xk)sk −∇θ(x∗)sk − Bksk,sk(xksk − x∗sk)‖
by assumption (A), Lemma 9 and above expression, we have
‖xk+1 − x∗‖ ≤ M1 · O(‖xk − x∗‖2) = O(‖xk − x∗‖2). 
In order to test the effectiveness of Algorithm 2, we will apply it to a class of stochastic linear complementarity problems
in the next section.
6. Stochastic linear complementarity problems
In this section, we apply Algorithm 2 to a class of stochastic linear complementarity problems.
Let (Ω,F,P) be a probability space with Ω be a subset of Rm. Suppose the probability distribution P is known. The
stochastic linear complementarity problem (SLCP) [15] is to find x ∈ Rn such that
M(w)x+ q(w) ≥ 0, x ≥ 0, xT (M(w)x+ q(w)) = 0, w ∈ Ω (57)
where M(w) ∈ Rn×n and q(w) ∈ Rn for w ∈ Ω , are random matrices and vectors. If Ω only contains a single realization,
then (57) reduces to the standard LCP. The LCP has been studied by many researchers [16,13,17–19,8]. Since in many
practical problems, some elements may involve uncertain data, problem (57) has been receiving much attention in the
recent literature [20–24,15,25].
In [21], authors consider the following class of stochastic linear complementarity problems in whichΩ only has finitely
many elements. LetΩ = {ω1, ω2, . . . , ωm}. Find an x ∈ Rn such that
M(wi)x+ q(wi) ≥ 0, x ≥ 0, xT (M(wi)x+ q(wi)) = 0 i = 1, 2, . . . ,m,m > 1. (58)
Suppose pi = P{ωi ∈ Ω} > 0, i = 1, 2, . . . ,m. Let
M¯ =
m−
i=1
piM(ωi) and q¯ =
m−
i=1
piq(ωi).
Clearly, (58) is equivalent to (59)–(60)
x ≥ 0, M¯x+ q¯ ≥ 0, xT (M¯x+ q¯) = 0. (59)
M(wi)x+ q(wi) ≥ 0, i = 1, 2, . . . ,m. (60)
In [21], by introducing a slack variable y = [yT1, yT2, . . . , yTm]T ∈ Rmn, where y·i ∈ Rn, i = 1, 2, . . . ,m, (59)–(60) can be
written as the following system of nonsmooth equations with nonnegative constraints:
H(x, y) = 0, y ≥ 0, (61)
where
H(x, y) =

Φα(x)
Mx+ q− y

.
Here,
Φα(x) :=
φα((M¯x+ q¯)1, x1)...
φα((M¯x+ q¯)n, xn)
 ,
M = [M(ω1)T , . . . ,M(ωm)T ]T , q = [q(ω1)T , . . . , q(ωm)T ]T ,
φα(a, b) = a+ b−

a2 + b2 + αa+b+, α ≥ 0.
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Solving (61) is equivalent to finding a global solution of the following minimization problem with nonnegative constraints:
min
1
2
‖H(x, y)‖2
s.t. x ≥ 0, y ≥ 0.
(62)
The system H(x, y) = 0 has (m + 1)n equations with (m + 1)n unknowns. If m and n are quite large, then the number of
dimensions of (61) is very large. We find
(59)⇐⇒ Φα(x) = 0, (60)⇐⇒ [Mx+ q]− = 0.
Then, (58) is equivalent to the following system of equations:
H(x) =

Φα(x)
[Mx+ q]−

= 0 (63)
Define the merit function of (63) by
θ(x) = 1
2
‖H(x)‖2. (64)
Let
θ1(x) = 12‖Φα(x)‖
2, and θ2(x) = 12‖[Mx+ q]−‖
2,
then, θ(x) = θ1(x)+θ2(x). Clearly, (63) has a solution that is equivalent to the followingminimization problem, has a global
solution and the optimal value is zero.
min θ(x)
s.t. x ≥ 0. (65)
It is easy to get that (62) is equivalent to (64).
Obviously, while α = 0, φ0(a, b) is the Fischer–Burmeister (FB) function [16]. In Section 7, we implement our algorithm
for α = 0.
From Theorems 19 and 20 of [17] and the fact that[·]− is strongly semismooth, the following proposition is easy to get.
Proposition 3. The function H(x) is strongly semismooth.
From [13], we have the following two lemmas.
Lemma 14. θ1(x) is continuously differentiable and ∇θ1(x) is strongly semismooth.
Lemma 15. The function θ2(x) has the following propositions:
(i) θ2(x) is continuously differentiable on Rn with ∇θ2(x) = MT [Mx+ q]−.
(ii) ∇θ2(x) is strongly semismooth on Rn. Moreover,
∂2θ2(x) ⊆ conv{MTD(I)M : I ⊆ G(x)},
where G(x) ≡ {i : (Mx+ q)i ≤ 0} and D(I) is the diagonal matrix whose diagonal entries are given by:
D(I)ii =

1, if i ∈ I
0, otherwise.
From the above two lemmas, we have the following proposition.
Proposition 4. θ(x) is continuously differentiable on Rn with
∇θ(x) = ∇θ1(x)+∇θ2(x)
and ∇θ(x) is strongly semi-smooth.
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7. Numerical results
In order to apply Algorithm 2 to (65), we need to know an element of ∂2θ(x). In general, it is difficult to calculate an
element of ∂2θ(x). So we implement Algorithm 2 by using the property of ∂2θ(x) ⊆ ∂2θ1(x)+ ∂2θ2(x).
The following proposition provides a method for computing an element of ∂2θ1. The proof is similar to Proposition
5.3.3 [10], so we omit the process here.
Proposition 5 (Evaluate An Element V ∈ ∂2θ1). Let z = e (every element of e is one). An element of ∂2θ1 is given by
V = (2I − D1)+ (I − D2)M¯ + M¯T (I − D2)+ M¯T (2I − D3)M¯
where D1,D2 and D3 are diagonal matrices defined by
(D1)ii =

3+ (M¯z)i
‖(1, (M¯z)i)‖
− (1+ (M¯z)i)‖(1, (M¯z)i)‖3
, if xi = 0 and F¯i = 0,
3xi + F¯i
‖(xi, F¯i)‖
− x
2
i (xi + F¯i)
‖(xi, F¯i)‖3
, otherwise.
(D2)ii =

1+ (M¯z)i
‖(1, (M¯z)i)‖
− (M¯z)i(1+ (M¯z)i)‖(1, (M¯z)i)‖3
, if xi = 0 and F¯i = 0,
xi + F¯i
‖(xi, F¯i)‖
− xiF¯i(xi + F¯i)‖(xi, F¯i)‖3
, otherwise.
(D3)ii =

3(M¯z)i + 1
‖(1, (M¯z)i)‖
− (M¯z)
2
i (1+ (M¯z)i)
‖(1, (M¯z)i)‖3
, if xi = 0 and F¯i = 0,
3F¯i + xi
‖(xi, F¯i)‖
− F¯
2
i (xi + F¯i)
‖(xi, F¯i)‖3
, otherwise
where F¯(x) = M¯x+ q¯.
The test problems are random generated. The procedure of generating the test problems is employed from [25,21]. We
omit the procedure here. All these problems are realized in MATLAB (version 7.5).
Several parameters are needed to generate the problem: h1, h2, h3, h4 and ν. A vector xˆ ∈ Rn+ is randomly generated. The
generated expected matrix is positive definite. When the parameter h3 = 0, xˆ is a solution of (58) it is also a global solution
of (65). If h3 > 0, (58) may have no solutions.
For each problem, we use the starting points x0 = le, where l = 1, 10, 20, 30, 40, 50. The problems are generated with:
h1 = 20, h4 = 15, ν = 10.
Wesetm = 100while n = 30, 60 andm = 300while n = 150. Throughout our computational experiments, the parameters
used in Algorithm 2 are as follows:
∆0 = 1, ∆max = 10, ρ1 = 0.2, ρ2 = 0.8,
ε = 10−6, γ1 = 0.9, δ = 10−6, γ = δ, h = 0.98.
We terminated the iteration if
‖r(xk)‖ ≤ 10−6 or kmax = 1000.
We compare our algorithm with the algorithms of [6] (is denoted as Algorithm TRKKT). The numerical results are
summarized in tables, where we present the following data. n: the number of variables, nx : the number of elements in
the index set J = {i | xˆi > 0}, ‖r(xf )‖: value of ‖r(·)‖ at the finial iterate xf . Itr: number of iterations.
Tables 1 and 2 show our method is valid for (58) whether (63) has a solution or not. When (63) has solutions, numerical
results can be seen in Table 1. When (63) has no solutions, numerical results can be seen in Table 2. By Tables 1 and 2, we
observe that the TRKKT algorithm fails to converge in 1000 iterations for all test problems, our method converges very fast,
especially in the final step. This implies that the local convergence of our method does not depend on the solvability of
equations.
8. Conclusions
Equations with box constraints are important in many fields, but local convergence of the existing algorithms are based
on solvability of the equations. In this paper, we have presented a new method for equations and established global and
local convergence respectively under ideal assumptions. The local convergence does not depend on that the optimal value
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Table 1
Numerical results for h3 = 0.
(n, nx, h2, h3, le) Algorithm 2 TRKKT
‖r(xf )‖ Itr Time (s) ‖r(xf )‖ Itr Time (s)
(30, 10, 20, 0, e) 3.743e−14 17 0.047 5.388e−03 1001 1.234
(30, 10, 20, 0, 10e) 3.540e−16 20 0.047 1.824e−02 1001 1.328
(30, 10, 20, 0, 20e) 1.406e−13 15 0.047 5.836e−01 1001 1.250
(30, 10, 20, 0, 30e) 7.898e−14 17 0.047 1.373e−02 1001 1.313
(30, 10, 20, 0, 40e) 1.178e−14 18 0.031 1.479e−002 1001 1.266
(30, 10, 20, 0, 50e) 9.651e−16 18 0.047 1.988e−02 1001 1.297
(60, 20, 10, 0, e) 2.599e−14 18 0.125 3.409e−02 1001 3.516
(60, 20, 10, 0, 10e) 3.314e−13 18 0.109 2.311e+00 1001 3.422
(60, 20, 10, 0, 20e) 5.555e−13 15 0.125 1.708e−03 1001 3.563
(60, 20, 10, 0, 30e) 8.031e−15 16 0.125 3.905e−01 1001 3.563
(60, 20, 10, 0, 40e) 4.814e−15 18 0.125 3.587e−02 1001 3.453
(60, 20, 10, 0, 50e) 2.666e−14 18 0.141 4.099e−02 1001 3.828
(150, 50, 20, 0, e) 4.555e−13 19 2.625 4.895e+04 1001 79.500
(150, 50, 20, 0, 10e) 6.116e−14 20 2.781 7.259e+06 1001 78.750
(150, 50, 20, 0, 20e) 3.687e−14 17 2.797 5.855e−04 1001 78.828
(150, 50, 20, 0, 30e) 1.851e−13 17 2.828 1.068e−02 1001 77.891
(150, 50, 20, 0, 40e) 7.907e−14 19 2.906 3.443e−02 1001 78.469
(150, 50, 20, 0, 50e) 2.500e−14 19 3.016 2.221e−02 1001 78.078
Table 2
Numerical results for h3 > 0.
(n, nx, h2, h3, le) Algorithm 2 TRKKT
‖r(xf )‖ Itr Time (s) ‖r(xf )‖ Itr Time (s)
(30, 10, 20, 10, e) 5.324e−15 19 0.063 4.796e+03 1001 1.219
(30, 10, 20, 10, 10e) 1.690e−15 19 0.047 3.679e+03 1001 1.203
(30, 10, 20, 10, 20e) 1.209e−16 14 0.047 1.385e+03 1001 1.219
(30, 10, 20, 10, 30e) 1.399e−18 17 0.047 2.243e+03 1001 1.188
(30, 10, 20, 10, 40e) 1.860e−16 19 0.031 2.424e+03 1001 1.219
(30, 10, 20, 10, 50e) 3.575e−16 18 0.031 3.710e+03 1001 1.219
(60, 20, 20, 10, e) 7.914e−13 18 0.078 3.020e+04 1001 3.281
(60, 20, 20, 10, 10e) 2.082e−14 19 0.078 1.013e+04 1001 3.359
(60, 20, 20, 10, 20e) 6.964e−19 18 0.078 2.640e+04 1001 3.453
(60, 20, 20, 10, 30e) 9.725e−13 16 0.094 1.422e+04 1001 3.484
(60, 20, 20, 10, 40e) 2.598e−13 18 0.078 3.800e+04 1001 3.531
(60, 20, 20, 10, 50e) 2.713e−15 18 0.094 4.683e+04 1001 3.641
(150, 50, 20, 5, e) 7.910e−18 20 1.844 2.127e+07 1001 78.844
(150, 50, 20, 5, 10e) 7.191e−18 19 1.531 4.440e+06 1001 78.031
(150, 50, 20, 5, 20e) 1.654e−15 17 1.719 6.411e+04 1001 79.469
(150, 50, 20, 5, 30e) 3.873e−13 16 1.781 8.077e+05 1001 83.344
(150, 50, 20, 5, 40e) 9.809e−18 19 2.016 2.099e+04 1001 82.594
(150, 50, 20, 5, 50e) 8.851e−18 19 2.000 8.346e+04 1001 83.375
of (2) is zero. Moreover, we apply our method to a class of stochastic linear complementarity problems. Numerical results
show that our method is valid.
In our method, we use the generalized Hessian matrix. However, the exact representation of the generalized Hessian
matrix is usually very difficult to obtain, and we will study the issue in the further research.
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