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THE VANISHING VISCOSITY LIMIT FOR 2D NAVIER-STOKES
IN A ROUGH DOMAIN
DAVID GE´RARD-VARET, CHRISTOPHE LACAVE, TOAN T. NGUYEN AND FRE´DE´RIC ROUSSET
Abstract. We study the high Reynolds number limit of a viscous fluid in the presence of a
rough boundary. We consider the two-dimensional incompressible Navier-Stokes equations with
Navier slip boundary condition, in a domain whose boundaries exhibit fast oscillations in the form
x2 = ε
1+αη(x1/ε), α > 0. Under suitable conditions on the oscillating parameter ε and the viscosity
ν, we show that solutions of the Navier-Stokes system converge to solutions of the Euler system
in the vanishing limit of both ν and ε. The main issue is that the curvature of the boundary is
unbounded as ε → 0, which precludes the use of standard methods to obtain the inviscid limit. Our
approach is to first construct an accurate boundary layer approximation to the Euler solution in the
rough domain, and then to derive stability estimates for this approximation under the Navier-Stokes
evolution.
1. Introduction
Our concern in this paper is the inviscid limit of the Navier-Stokes equation in a domain with
rough boundaries. We use a standard modelling of the roughness, through a small amplitude and
small wavelength oscillation. Precisely, we consider the domain
Ωε := {x = (x1, x2), x1 ∈ T, x2 > ε1+αη(x1/ε)}
where η = η(y1) is a smooth and positive function of y1 ∈ T. The boundary ∂Ωε of the domain
oscillates at wavelength ε and has typical amplitude ε1+α, where α will be specified later. It is
implicit here that 1/ε is an integer, to be consistent with the periodicity of the domain in x1.
We consider in this rough domain a viscous fluid, governed by the incompressible Navier-Stokes
equations, in the regime of high Reynolds number: Re = 1ν ≫ 1. We assume that a slip boundary
condition of Navier type holds at ∂Ωε. The system under consideration is therefore:
(1.1)
uν,εt + u
ν,ε · ∇uν,ε +∇pν,ε − ν∆uν,ε = f in Ωε,
div uν,ε = 0 in Ωε,
uν,ε · nε = 0, 2D(uν,ε)nε · τ ε + λuν,ε · τ ε = 0 on ∂Ωε.
As usual, uν,ε = uν,ε(t, x) and pν,ε = pν,ε(t, x) are the velocity and pressure fields. The unit vectors
nε = (−εαη′, 1)/〈εαη′〉 and τ ε = (1, εαη′)/〈εαη′〉, with 〈εαη′〉 = √1 + ε2α|η′|2, are normal and
tangent to ∂Ωε. The first boundary condition expresses no penetration at the boundary. The second
one, of a Navier type, expresses the shear stress: D(u) = 12(∇u+ (∇u)T ) is the deformation tensor
and λ is a scalar friction function of class C2. To avoid a tedious discussion on the compatibility
conditions that the initial data should satisfy, we consider that the flow is generated by a smooth
forcing f = f(t, x) which is zero in the past: namely, we assume that the source term f in the
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momentum equation (1.1) satisfies
f ∈ C∞(R,H∞(Ω0)), f |t<0 = 0,
where Ω0 = T× R+ is the flat domain. As inf η > 0, one has Ωε ⋐ Ω0 for ε small enough.
Under such condition on f , there is a unique solution uν,ε ∈ C∞(R,H∞(Ωε)) of (1.1) satisfying
(1.2) u|t<0 = 0.
More precisely, as we consider the 2D Navier-Stokes equation, there is a unique global Leray
solution. The smoothness of this solution is then obtained by a bootstrap argument, performing
time differentiations of a sequence of smooth approximations, and taking the limit of this sequence.
We refer to [4] in the case of classical Dirichlet conditions, and to [26] in the case of Navier conditions.
Our purpose is to understand the joint asymptotics limits ν → 0, ε→ 0 of (1.1)-(1.2). We want
to find sufficient conditions under which the limiting behaviour is provided by the Euler system in
the flat domain
(1.3)
u0t + u
0 · ∇u0 +∇p0 = f in Ω0,
div u0 = 0 in Ω0,
u0 · n = 0 on ∂Ω0,
u0|t<0 = 0 in Ω0.
There are various motivations for studying such a problem. First, due to the development of
microfluidics, the nature of the interaction between a viscous fluid and a rough boundary has
regained much interest. Recently, several experiments showed that rough hydrophobic surfaces
may generate significant slip lengths at the boundary, resulting in drag decrease [2, 38, 11]. In
this regard, considering a Navier boundary condition together with a rough boundary may be
meaningful. Moreover, it is well-known that the development of instabilities at a high Reynolds
number is often triggered by wall roughness, see for instance [6, 37]. Hence, studying the combined
effect of ε and ν in Navier-Stokes has great physical relevance.
Another main motivation is a better mathematical understanding of the vanishing viscosity limit
in the presence of boundaries. In the case without boundaries, the convergence of smooth solutions
of Navier-Stokes to smooth solutions of Euler as ν → 0 has been known for long (see [36, 23, 24, 28]).
However, when one considers smooth boundaries with the usual no-slip condition, this problem is
essentially open. As the Euler flow does not satisfy the no-slip conditions, the convergence can
not hold in strong topology (say H1). Hence, one can not bound the velocity gradients uniformly
in ν near the boundary: this is a boundary layer phenomenon, which may preclude even the L2
convergence of Navier-Stokes to Euler. Following the classical approach of Prandtl [35], the starting
idea is that the Navier-Stokes solution should admit an expansion of the form
uν(t, x) ∼ u0(t, x) + U(t, x1, x2/
√
ν) + vν(t, x) = uapp,ν(t, x) + vν(t, x)
near the boundary x2 = 0, where u
0 is the Euler solution, U describes a boundary layer corrector
with typical scale
√
ν transversally to the boundary, and vν is a small perturbation. However, as
the boundary layer approximation satisfies ∇uapp,ν ∼ 1√
ν
, it may stretch a lot the perturbation,
and yields instability in very short time scales. See [18] for a discussion of this phenomenon, or the
recent works [19, 16].
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In the case of Navier conditions at smooth boundaries (system (1.1) with ε = 1), these instabilities
are filtered out: there is still a boundary layer, but of a smaller amplitude: the formal asymptotics
is rather
uν(t, x) ∼ u0(t, x) +√νU(t, x1, x2/
√
ν) + vν(t, x) = uapp,ν(t, x) + vν(t, x),
near the boundary x2 = 0; see [21] for details. One can show the convergence of the Navier-
Stokes solutions to the Euler solutions in several ways: either through direct energy estimates of
uν − u0, or by considering the equation for the vorticity ω = curlu. Indeed, the Navier condition
at a smooth boundary ∂Ω can be written: ω|∂Ω = (2κ + λ)v · τ |∂Ω, with κ the curvature of the
boundary and v · τ the tangential velocity. This allows to control ω through maximum principle
arguments, and to show convergence to Euler by strong compactness arguments: see [9] for more.
This strong compactness approach has also been carried out in three dimensions [29] and for other
type of boundary conditions involving normal derivatives of the velocity, in particular for free
surface fluids [30], by propagating higher conormal regularity.
Interestingly, the methods just mentioned fail for the case of rough boundaries when ε→ 0 and
α < 1: for instance, the curvature of the boundary is now
κ =
εα−1η′′
〈εαη′〉3 .
It is therefore unbounded as ε → 0, and so is the vorticity ων,ε. Another way to emphasize this
is to consider the Euler solution in the rough domain Ωε, that is u0,ε. As will be shown later, it
admits an expansion in the form
u0,ε(t, x) ∼ u0(t, x) + εαU(t, x1, x/ε)
where U describes now an inviscid boundary layer corrector generated by the roughness. When
α is very close to zero, or zero, we see that we get closer in spirit to a Prandtl expansion, with
possible instabilities. This is a strong mathematical motivation for our study.
A last indication of the difficulty of this convergence problem is that for α = 0, the limits ν → 0
and ε → 0 do not commute. First, if ν → 0 at a fixed ε, one recovers the Euler equation in the
rough domain Ωε, cf the previous discussion. Then, if ε→ 0, one recovers the Euler equation in the
flat domain: this is a consequence of general continuity results established by the first and second
authors in [14, 15]: the Euler solution is continuous with respect to its domain, in the sense that
γ-convergence of the domain implies convergence of the solution in L2 topology. Let us mention
that α > −1 is enough in this step. On the other hand, if one considers first the limit ε → 0 at
a fixed ν, if η 6= 0, the limit system is the Navier-Stokes equation in Ω0, with a no-slip condition
at ∂Ω0. This surprising change in the boundary condition is due to strong dissipation near the
rough boundary, and shown in [7], see also [5, 3, 10]. Then, if one tries to send ν to zero, one faces
the usual problem associated with Dirichlet conditions. This emphasizes that considering a joint
asymptotics in ε, ν is relevant.
Due to all above observations, our main goal is to exhibit some asymptotic regimes in (ε, ν)
where we can obtain convergence to the Euler flows. More precisely, we will prove convergence as
soon as α > 0 and if ν is sufficiently small compared to ε. We will assume that
(1.4) α =
1
N0
, with N0 an arbitrarily large integer number.
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In particular, α < 1. Note that for α ≥ 1, the curvature of the boundary is bounded, and
the convergence can be deduced from the compactness argument of [9], and no new argument is
needed. For α < 1, we proceed in two steps to prove convergence.
First, we construct a good approximate solution of the Euler equations in Ωε, involving boundary
layers due to the roughness.
Proposition 1.1. Let f ∈ C∞(R,H∞(Ω0)) with f |t<0 = 0, and u0 ∈ C∞(R,H∞(Ω0)) the solution
of the Euler equations (1.3). For any M > 0, there exist approximate velocity and pressure
uapp = u0 + uappin + u
app
bl , p
app = p0 + pappin + p
app
bl
satisfying
∂tu
app + (uapp · ∇)uapp +∇papp = f +Rappin +Rappbl in Ωε,(1.5a)
div uapp = 0 in Ωε,(1.5b)
uapp · nε = 0 on ∂Ωε,(1.5c)
uapp|t<0 = 0 in Ωε,(1.5d)
and the following estimates, for any T0 > 0, γ ∈ (0, 1), β ∈ Z2:
(1.6)

sup
t∈[0,T0]
‖∂βuappin ‖L∞(Ωε) + ‖∂βuappin ‖L2(Ωε) . εα+1, sup
t∈[0,T0]
‖eγx2/εε|β|∂βuappbl ‖L∞(Ωε) . εα,
sup
t∈[0,T0]
‖eγx2/εε|β|∂βuappbl ‖L2(Ωε) . εα+
1
2 , sup
t∈[0,T0]
‖eγx2/εε|β|∂β curluappbl ‖L∞(Ωε) . εM ,
sup
t∈[0,T0]
‖∂βRappin ‖L∞(Ωε) + ‖∂βRappin ‖L2(Ωε) . εM ,
sup
t∈[0,T0]
‖eγx2/εε|β|∂βRappbl ‖L∞(Ωε) . εα+1, sup
t∈[0,T0]
‖eγx2/εε|β|∂βRappbl ‖L2(Ωε) . εα+
3
2 ,
in which ∂ denotes derivatives with respect to x.
In this proposition and throughout the paper, the notation g . h is used for bounds of the form
g ≤ Ch, for constants C that are independent of ε and ν.
Remark 1.2. As will be clear from the proof, the bounds (1.6) also apply to the time derivatives
of all quantities.
Remark 1.3. The Euler approximation in the proposition is consistent with the results in [14, 15],
which show convergence of the Euler solution u0,ε in Ωε to the Euler solution u0 in Ω0, in L2
topology, for any α ≥ 0. We take advantage here of the special structure of the rough boundary to
get a more accurate description of u0,ε: uappin is a macroscopic correction to u
0 of amplitude εα+1,
while uappbl describes a boundary layer of amplitude ε
α, typical scale ε, and almost curl-free.
The second step of our approach, which is the central one, is to derive stability estimates for the
previous approximation under the Navier-Stokes evolution. As this approximation has unbounded
gradient as ε → 0, this stability does not follow from a standard energy estimate and a Gronwall
lemma on v = uν,ε − uapp. Our strategy is the following. In the L2 estimate for the velocity, we
write the bad stretching term as∫
Ωε
(v · ∇uapp) · v =
∫
Ωε
v · (uapp)⊥ curl v
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which is bounded by the product of the L2 norms of the velocity and the vorticity. This requires
in turn an L2 estimate for the vorticity. This is not direct, as ω does not satisfy a good boundary
condition. We overcome this problem through careful weighted estimates, with a weight that is
of boundary layer type and vanishes at the boundary. Note that in this estimate, the smallness
of curluappbl is crucial. Combining the L
2 estimates for velocity and vorticity yields some stability,
under a smallness assumption on ∇v in L∞. The last part of our analysis is devoted to showing
that such assumption holds. It mixes maximum principle estimates, time derivative estimates and
inequalities of harmonic analysis in the rough domain. In deriving such inequalities, one must be
very careful about the oscillations of the boundary.
Eventually, we prove:
Theorem 1.4. Let f , u0, (uapp, papp) as in Proposition 1.1. Let T0 > 0, N1 ∈ N∗ arbitrarily large.
Then there exists ε0 such that for all ε ≤ ε0, for all ν so that
(1.7) εN1 . ν . ε7,
and all λ such that
|λ|C2 . ε−1+α,
the unique solution uν,ε ∈ C∞(R,H∞(Ωε)) of the Navier-Stokes equations (1.1) satisfies
sup
0≤t≤T0
(
ε−1/2‖(uν,ε−uapp)(t)‖L2(Ωε)+‖(uν,ε−uapp)(t)‖L∞(Ωε)+ε‖ curl(uν,ε−uapp)(t)‖L∞(Ωε)
)
. εα.
The constraint (1.7) is explained in Remark 3.7. As a corollary of Proposition 1.1 and Theo-
rem 1.4, we obtain the following vanishing viscosity and rugosity limit:
sup
0≤t≤T0
(
‖uν,ε − u0‖L2(Ωε) + ‖uν,ε − u0‖L∞(Ωε)
)
→ 0,
in the limit (ε, ν)→ 0, provided εN1 . ν . ε7 and |λ|C2 . ε−1+α.
Let us stress again that the novelty and difficulty of this inviscid limit result lie in the consider-
ation of the joint asymptotics (ν, ε)→ 0. In this way, it is very different from both
• the asymptotic results for Navier-Stokes equations in rough domains (ν = 1, ε→ 0), like in
[22, 5, 31].
• the inviscid limit result for the Navier-Stokes equations with slip law in a smooth domain
(ν → 0, ε = 1), like in [21].
In those latter cases, the asymptotic description of the Navier-Stokes solution also involves the
construction of refined approximations, including boundary layer correctors. But to establish the
L2 stability of these approximations is quite easy, as the gradient of the approximate velocity is
bounded in L∞. This is in sharp contrast with the present setting, in which the gradient diverges
with the roughness parameter ε, making the stability analysis the core of our paper.
On the technical point of view, our approach can be compared to the recent works [29, 30], where
uniform Hs type estimates are obtained for Navier-Stokes solutions in smooth domains, endowed
with a Navier boundary condition or with a free surface. Indeed, our proof of stability uses vorticity
and high order estimates which borrow a little to the methodology of [29, 30]. Still the difficulties
related to the roughness are specific to our work. Indeed, in [29, 30] the estimates close again
because the velocity has bounded gradient in L∞ which is not true here.
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Furthermore, our vorticity estimates will be based on rather elementary weighted estimates, very
distinct from the elaborate semiclassical arguments used in [29].
Eventually, although it is further from our concern, let us also mention the recent article [27]:
the authors consider a Navier-Stokes flow with no-slip in a porous medium, and prove convergence
to the Euler flow in L∞(0, T ;L2) in the simultaneous limit of vanishing porosity and viscosity. To
avoid Prandtl instabilities ([18, 19, 13, 17, 20]), a suitable assumption relates the viscosity and the
porosity parameter.
2. Euler approximation
In this section, we construct an approximate solution of the Euler equations in
Ωε = {x1 ∈ T, x2 > ε1+αη(x1/ε)}, with 1
α
= N0 ∈ N∗,
and give a proof of Proposition 1.1. The system reads
(2.1)

∂tu+ u · ∇u+∇p = f in Ωε,
div u = 0 in Ωε,
u · nε = 0 on ∂Ωε,
u|t<0 = 0 in Ωε.
Here nε is the inward unit normal vector:
nε(x1) =
1
〈εαη′(x1/ε)〉 (−ε
αη′(x1/ε), 1)
and 〈ξ〉 =
√
1 + |ξ|2 is the usual japanese bracket. The goal is to prove Proposition 1.1. Let (u0, p0)
the smooth solution of (1.3).
2.1. Boundary layer variables. The pair (u0, p0) is of course still a solution of the momentum
equation in Ωε ⋐ Ω0, but it does not satisfy the non-penetration condition (2.1c). Precisely, on
x2 = ε
1+αη(x1ε ), we compute
(2.2)
u0 · nε = u
0
2(t, x1, ε
1+αη)− εαη′u01(t, x1, ε1+αη)
〈εαη′〉
=
−εαη′u01(t, x1, 0) + ε1+αη∂x2u02(t, x1, 0)− ε1+2αηη′∂x2u01(t, x1, 0) + · · ·
〈εαη′〉
=
N∑
k=1
εαkBk[u
0](t, x1,
x1
ε
) + E0(t, x1,
x1
ε
),
in which E0 denotes the remainder term of order ε
α(N+1) or smaller. It is understood here that we
do not expand the expression 〈εαη′〉 in powers of εα. In this way, there will be no term of order εαk
in uapp for 1 < k ≤ N0: see (2.13). It will also simplify the calculation of some boundary integrals,
because
∫
∂Ωε
f(x)
〈εαη′〉dσ(x) =
∫
T
f(x1, ε
α+1η(x1/ε))dx1. With this convention,
B1[u
0](t, x1,
x1
ε
) = − η
′(x1ε )
〈εαη′(x1ε )〉
u01(t, x1, 0), while Bk[u
0] = 0 for all 1 < k ≤ N0.
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The dependence of operators Bk with respect to ε is omitted in the notation.
To correct the error term at the boundary, we must add boundary layer terms. For x ∈ Ωε, we
introduce the boundary layer variable z = xε , that belongs to Ωbl := {z1 ∈ T, z2 > εαη(z1)}. The
rescaled domain Ωbl still depends on ε, but not singularly, so that again, we omit it in the notation.
We look for an approximate solution in the form:
uapp(t, x) ≈ u0(t, x) + uappin (t, x) + vappbl
(
t, x1,
x
ε
)
,
with boundary layer part
vappbl (t, x1, z) =
N∑
k=1
εαkvkbl(t, x1, z)
and interior part
uappin (t, x) :=
N∑
k=1
εαkuk(t, x).
The boundary layer profiles vkbl(t, x1, z) will be defined for x1 ∈ T, z ∈ Ωbl, they will be periodic
in z1 (that is z1 ∈ T) and will decay rapidly in z2. The interior profiles ukin(t, x) will be defined for
x ∈ Ω0. They will arise in the construction process in order to relax compatibility conditions that
the boundary layer profiles must satisfy.
2.2. Construction of boundary layer profiles. We would like the boundary layer expansion
(2.3) uappbl (t, x) = v
app
bl
(
t, x1,
x
ε
)
to satisfy the boundary condition
uappbl · nε ≈ −(u0 +
N∑
k=1
εαkuk) · nε at ∂Ωε,
as well as
div uappbl ≈ 0, curluappbl = ∂x1uappbl,2 − ∂x2uappbl,1 ≈ 0.
The last curl-free condition is a mathematical requirement, that will be essential to our stability
analysis. It does not follow from the Euler dynamics, but as we shall see, it will not create a too
large error term in the momentum equation. Using expansions (2.2) and (2.3), we find
(2.4)
vkbl(t, x1, z) · n(z1) =− (Bk[u0] +Bk−1[u1] + · · ·+B1[uk−1])(t, x1, z1)
− u
k
2(t, x1, 0)
〈εαη′〉 , z ∈ ∂Ωbl,
as well as
divz v
k
bl = −∂x1vk−N0bl,1 , curlz vkbl = −∂x1vk−N0bl,2 in Ωbl,
with the convention vkbl = 0 whenever k ≤ 0.
To satisfy the last two equations, we express the boundary layer profiles in terms of a potential
and a stream function,
(2.5) vkbl = ∇zψkbl(t, x1, z) +∇⊥z φkbl(t, x1, z)
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and impose
∆zψ
k
bl = −∂x1vk−N0bl,1 , ∆zφkbl = −∂x1vk−N0bl,2 .
As regards the boundary condition (2.4), it appears natural to prescribe
n(z1) · ∇zψkbl(t, x1, z) = −
k−1∑
j=0
Bk−j[uj ](t, x1, z1)− u
k
2(t, x1, 0)
〈εαη′〉 , z ∈ ∂Ωbl
with n(z1) =
1
〈εαη′(z1)〉(−εαη′(z1), 1), and
φkbl(t, x1, z) = 0, z ∈ ∂Ωbl
(so that the normal component of ∇⊥z φkbl vanishes at ∂Ωbl). However, a slight subtlety comes
from the Laplace equation on ψkbl. Indeed, the source term and the boundary data must satisfy
some compatibility condition, so as to ensure the existence of a solution whose gradient decays in
variable z2. To guess the right compatibility condition is easy: by integrating the Laplace equation
on Ωbl, using Stokes formula and the fact that
∫
∂Ωbl
1/〈εαη′(z1)〉dσ(z) =
∫ 1
0 1 ds = 1. We find that
necessarily
(2.6) uk2|x2=0 = hk
where
(2.7) hk = hk(t, x1) = −
∫
Ωbl
∂x1v
k−N0
bl,1 (t, x1, z)dz −
∫
∂Ωbl
k−1∑
j=0
Bk−j[uj ](t, x1, z1).
The appropriate boundary layer system on ψkbl then becomes
(2.8)

∆zψ
k
bl = −∂x1vk−N0bl,1 , z ∈ Ωbl,
n · ∇zψkbl = −
k−1∑
j=0
Bk−j[uj ]− h
k
〈εαη′(z1)〉 , z ∈ ∂Ωbl.
Concerning the stream function φkbl, no compatibility condition is a priori needed. It satisfies
(2.9)
{
∆zφ
k
bl = −∂x1vk−N0bl,2 , z ∈ Ωbl,
φkbl = 0, z ∈ ∂Ωbl.
One must then address the solvability of the family of systems (2.8)-(2.9), indexed by k ∈ N∗. We
remind that defining hk through (2.7) is necessary for the existence of a decaying solution to (2.8).
This turns out to be a sufficient condition to solve all boundary layer systems, as follows from
Proposition 2.1. Under definition (2.7), the family of systems (2.8)-(2.9) has a unique family of
smooth solutions (ψkbl, φ
k
bl) (indexed by k ∈ N∗) such that, for all T0 > 0, for all γ˜ ∈ (0, 1), for all
a, b, s ∈ N, there exists C such that
sup
t∈[0,T0],x1
(
‖eγ˜z2∂at ∂bx1ψkbl(t, x1, ·)‖Hs(Ωbl) + ‖eγ˜z2∂at ∂bx1∇zφkbl(t, x1, ·)‖Hs(Ωbl)
)
≤ C.
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Proof. The proposition is proved inductively on k. We first explain the case a = b = 0. We
consider t and x1 as fixed parameters in these PDEs in variable z, and omit them temporarily from
the notations.
The key is to show by induction on k that (2.8) and (2.9) have smooth solutions ψkbl and φ
k
bl
with the following property: for z2 > 1, their Fourier series expansions in z1 ∈ T are of the form
(2.10)
ψkbl =
∑
j∈Z∗
eijz1e−|j|z2P kj (z2),
φkbl = Q
k
0 +
∑
j∈Z∗
eijz1e−|j|z2Qkj (z2)
where P kj and Q
k
j are polynomials in z2 for j ∈ Z∗, while Qk0 is a constant. The proposition follows
easily from such statement.
In the case of (2.8) and ψkbl, in which the compatibility condition is involved, this statement
follows easily from [8, Lemma 2.2]. In the case of (2.9) and φkbl, for which Dirichlet conditions
hold at the boundary, the statement is even simpler to prove. In both cases, the existence and
uniqueness of a weak solution is proved thanks to a Lax-Milgram lemma. The smoothness of the
solution is deduced from the classical elliptic regularity. Eventually, behavior (2.10) follows from
the Fourier transform of the Laplace equations, which leads inductively to the ODE’s
(∂2z2 − j2)ψ̂kbl(j, z2) = Fj(z2), (∂2z2 − j2)φ̂kbl(j, z2) = Gj(z2)
with sources Fj and Gj being products of exp(−|j|z2) and a polynomial.
The last step of the proof is to establish smoothness with respect to t and x1. In short, it comes
from the fact that t- and x1-derivatives of ψ
k
bl, φ
k
bl satisfy the same kind of equations as ψ
k
bl, φ
k
bl
themselves, and so the same kind of estimates. For instance, ∂x1ψ
k
bl satisfies formally
∆z∂x1ψ
k
bl = −∂2x1vk−N0bl,1 , z ∈ Ωbl,
n · ∇z∂x1ψkbl = −
k−1∑
j=0
Bk−j[∂x1u
j]− ∂x1h
k
〈εαη′(z1)〉 , z ∈ ∂Ωbl.
We refer to [33, 34, 32] for more on related problems. This concludes the construction of the
boundary layer correctors. 
Remark 2.2. We insist that Ωbl depends on ε, but as this dependence is regular, the constant C
in the estimate of the last proposition does not depend on ε.
2.3. Construction of the interior profiles. From the analysis of the previous paragraph, we
see that if the boundary layer profiles vj and interior profiles uj are given for j ≤ k − 1, one can
construct vkbl using formula (2.5) and systems (2.8)–(2.9). In order to close the iterative process,
we still need to explain how to build the interior profile uk.
From the previous paragraph, we know that uk should satisfy the boundary condition (2.6),
related to the introduction of hk in (2.7). Furthermore, if we plug the expansion
∑
εαkuk in the
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momentum equation, we end up with the following system in the flat domain: for all k ≥ 1,
(2.11)

∂tu
k + u0 · ∇uk + uk · ∇u0 +∇pk = −
k−1∑
j=1
uj · ∇xuk−j, in Ω0,
div uk = 0, in Ω0,
uk2 |x2=0 = hk,
uk|t<0 = 0, in Ω0.
Again, the resolution of (2.11) is performed inductively on k. A necessary and sufficient condition
for existence and uniqueness of a solution in C∞(R,H∞(Ω0)) is
(2.12)
∫
T
hk(t, x1)dx1 = 0.
More precisely, one can under condition (2.12) find a smooth u˜k, compactly supported in variable
x2, such that
div u˜k = 0, u˜k2 |x2=0 = hk.
See [12, section III.3] for details. Hence, Uk = uk − u˜k satisfies
∂tU
k + u0 · ∇Uk + Uk · ∇u0 +∇P k = F k, in Ω0,
divUk = 0, in Ω0,
Uk2 |x2=0 = 0,
Uk|t<0 = 0, in Ω0,
with Fk = −
∑k−1
j=1 u
j · ∇xuk−j − u0 · ∇u˜k − u˜k · ∇u0. Finally, one shows global well-posedness of
this linearized Euler system with impermeability condition (say in Hs for arbitrary s). We do not
give further details, and refer to [25] for the more complex case of the nonlinear Euler equations in
smooth bounded domains.
It remains to show that the compatibility condition (2.12) holds. From expression (2.7), we
compute∫
T
hk(t, x1)dx1 =
∫
T
− ∫
Ωbl
∂x1v
k−N0
bl,1 (t, x1, z)dz −
∫
∂Ωbl
k−1∑
j=0
Bk−j[uj ](t, x1, z1)dσ(z)
 dx1
= −
∫
T
∫
∂Ωbl
k−1∑
j=0
Bk−j[uj ](t, x1, z1)dσ(z)dx1.
We now recall that for any smooth divergence-free u = u(t, x), expression
∑
εαi〈εαη′〉Bi[u](t, x1, z1)
comes from the Taylor expansion of 〈εαη′〉u(t, x1, ε1+αη(z1)) ·nε(z1) in variable x2 = ε1+αη(z1); see
(2.2). To show that∫
T
∫
∂Ωbl
Bi[u](t, x1, z1)dσ(z)dx1 =
∫
T
∫
T
Bi[u](t, x1, z1)〈εαη′〉dz1dx1 = 0
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it is then enough to show that∫
T
∫
T
〈εαη′(z1)〉u(t, x1, ε1+αη(z1)) · nε(z1)dz1dx1 =
∫
T
∫
∂Ωbl
u(t, x1, ε
1+αη(z1)) · nε(z1)dσ(z)dx1 = 0.
But we can write∫
T
∫
∂Ωbl
u(t, x1, ε
1+αη(z1)) · nε(z1)dσ(z)dx1
=−
∫
T
∫
Ωbl
divz(z → u(t, x1, εz2))dzdx1
=− ε
∫
T
∫
Ωbl
∂2u2(t, x1, εz2)dzdx1 = ε
∫
T
∫
Ωbl
∂1u1(t, x1, εz2)dzdx1 = 0.
The compatibility condition (2.12) is therefore satisfied, which ensures the well-posedness of systems
(2.11).
2.4. Proof of Proposition 1.1. We can now conclude the proof of the proposition. Let s,M be
large, and (u0, p0) be a smooth solution of Euler in the flat domain Ω0. Following the analysis of
the previous paragraph, we set
uapp(t, x) = u0(t, x) + uappin (t, x) + u
app
bl (t, x)
where, for some arbitrary large N :
uappin =
N∑
k=1
εαkuk(t, x), uappbl (t, x) = v
app
bl (t, x1, x/ε),
vappbl (t, x1, z) =
N∑
k=1
εαkvkbl(t, x1, z) =
N∑
k=1
εαk
(
∇zψkbl +∇⊥z φkbl
)
(t, x1, z).
Let us note here that the first terms in uappin are zeros. Indeed, we recall that for any smooth u,
Bk[u] = 0 for 1 < k ≤ N0. Moreover, taking k = 1 in (2.7), we get
h1(t, x1) = −
∫
∂Ωbl
B1[u
0](t, x1, z1)dσ(z) = u
0
1(t, x1, 0)
∫
T
η′(z1)dz1 = 0.
From this, together with consideration of (2.7)–(2.8) and (2.11), it follows that
(2.13) ψkbl = 0 ∀1 < k ≤ N0, uk = 0 ∀1 ≤ k ≤ N0.
Also, from (2.9), we deduce that
φkbl = 0 ∀1 ≤ k ≤ N0.
Hence,
uappbl (t, x) = ε
α∇zψ1bl(t, x1,
x
ε
) +
N∑
k=N0+1
εαkvkbl(t, x1,
x
ε
)
uappin (t, x) =
N∑
k=N0+1
εαkuk(t, x).
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As expected from the construction, the non-penetration at the boundary is almost satisfied by
uapp, in the following sense:
‖uapp · nε‖W s′,∞(∂Ωε) = εα(N+1)−s
′
, ∀s′.
The loss of a factor ε−1 with each order of derivation comes from the boundary layer. Similarly,
the divergence-free condition is almost satisfied, in the sense that
‖div uapp‖W s′,∞(Ωε) = εα(N+1)−1−s
′
, ∀s′.
By standard arguments, see [12, section III.3], it is then possible to correct these small inhomo-
geneous terms: one can add a small corrector u˜app so that uapp+ u˜app is divergence-free and tangent
at the boundary. Moreover, taking N large enough, one can ensure that the source term created
in the momentum equation by this additional corrector is arbitrarily small in Hs. For brevity, we
do not discuss further this point, and consider that
uapp · nε = 0 at ∂Ωε, div uapp = 0 in Ωε.
It remains to check inequalities (1.6). The first and second inequalities follow directly from the
structure of the corrector. The third one (L2 bound for the boundary layer derivatives) follows
from the following basic lemma:
Lemma 2.3. Let γ be fixed. Then, there exists C independent of ε such that
‖x 7→ eγx2/εf(x1, x
ε
)‖L2(Ωε) ≤ Cε1/2‖eγz2f‖L2x(T,H1z (Ωbl))
for all f = f(x1, z).
Proof. We compute
‖eγx2/εf(x1, x
ε
)‖2L2(Ωε) =
∫ 1
0
∫ +∞
εα+1η(x1/ε)
∣∣∣f(x1, x1
ε
,
x2
ε
)
∣∣∣2e2γx2/ε dx2dx1
=ε
∫ 1
0
∫ +∞
εαη(x1/ε)
∣∣∣f(x1, x1
ε
, z2)
∣∣∣2e2γz2 dz2dx1
≤ε
∫ 1
0
sup
z1∈T
[ ∫ +∞
εαη(z1)
∣∣∣f(x1, z1, z2)∣∣∣2e2γz2 dz2︸ ︷︷ ︸
=:Fx1(z1)
]
dx1.
As W 1,1(T) embeds in L∞(T), we write
‖Fx1‖L∞(T) ≤ C
(
‖Fx1‖L1(T) + ‖∂z1Fx1‖L1(T)
)
≤ C
(
‖eγz2f‖2L2z(Ωbl)) +
∫
Ωbl
2|f(x1, z1, z2)||∂z1f(x1, z1, z2)|e2γz2 dz
+
∫ 1
0
εα|η′(z1)||f(x1, z1, εαη(z1))|2e2γεαη(z1) dz1
)
≤ C
(
2‖eγz2f‖2L2z(Ωbl)) + ‖e
γz2∂z1f‖2L2z(Ωbl)) + ‖e
γz2f‖2L2z(∂Ωbl))
)
.
The embedding of H1(Ωbl) into L
2(∂Ωbl) gives the result. 
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To obtain the fourth inequality in (1.6), we notice that
curluappbl = −εα(N+1−N0)∂x1vN+1−N0bl,1 + lower order terms,
so that
sup
t∈[0,T0]
‖eγx2/εε|β|∂β curluappbl ‖L∞(Ωε) ≤ C0εα(N+1)−1 . εM
for α(N +1)− 1 ≥M . Eventually, we have to estimate the source term due to the approximation.
We write the nonlinearity as
u · ∇u = (curlu)u⊥ +∇|u|
2
2
, with as usual curlu = ∂x1u2 − ∂x2u1 and u⊥ = (−u2, u1).
We get in particular, for some pressure p:
(2.14) ∂tu
app + curluapp(uapp)⊥ +∇p
= ∂tu
app
bl + (curlu0 + curlu
app
in )(u
app
bl )
⊥ + curluappbl (u
app)⊥ +Rappin
where
Rappin = ∂t(u
0 + uappin ) + (u
0 + uappin ) · ∇(u0 + uappin ) +∇(p0 + pappin )
satisfies by construction the fifth estimate in (1.6). Also,
‖ curluappbl (uapp)⊥‖W s,∞ ≤ C‖ curluappbl ‖W s,∞(‖u0‖W s,∞ + ‖uappin ‖W s,∞ + ‖uappbl ‖W s,∞)
≤ Cεα(N+1)−1−s(1 + εα+1 + εα−s) ≤ C0εα(N+2)−2s.
For s,M given, we can choose N large enough such that α(N + 2) − 2s ≥ M , and hence we
can include curluappbl (u
app)⊥ in the definition of Rappin . In order to estimate the other part in the
right-hand side of (2.14), we use the previous estimates together with
curluappin (t, x) = O(ε1+α) inW s,∞(Ωε),
and with the product rule
‖fg‖Hsε,γ . ‖f‖W s,∞‖g‖Hsε,γ , ‖g‖Hsε,γ :=
∑
|β|≤s
‖eγx2/εε|β|∂βg‖L2(Ωε)
to deduce
∂tu
app
bl (t, x)+(curl u
0 + curluappin )(u
app
bl )
⊥(t, x)
=εα∂t∇zψ1bl(t, x1, x/ε) + εα curlu0(t, x)∇⊥z ψ1bl(t, x1, x/ε) +O(εα+
3
2 ) inHsε,γ
=εα∂t∇zψ1bl(t, x1, x/ε) + εα curlu0(t, x1, 0)∇⊥z ψ1bl(t, x1, x/ε)
+ εαx2
(∫ 1
0
∂2 curlu
0(t, x1, sx2)ds
)
∇⊥z ψ1bl(t, x1, x/ε) +O(εα+
3
2 ) inHsε,γ
=εα∂t∇zψ1bl(t, x1, x/ε) + εα curlu0(t, x1, 0)∇⊥z ψ1bl(t, x1, x/ε)
+ ε1+α
(∫ 1
0
∂2 curlu
0(t, x1, sx2)ds
)(
z2∇⊥z ψ1bl(t, x1, z)
)
|z=x/ε +O(εα+
3
2 ) inHsε,γ.
For γ˜ ∈ (γ, 1), there exists C such that
‖eγz2z2∇⊥z ψ1bl(t, x1, z)‖Hs(Ωbl) ≤ C‖eγ˜z2∇⊥z ψ1bl(t, x1, z)‖Hs(Ωbl).
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Hence, by Lemma 2.3, we have
∂tu
app
bl (t, x) + (curl u
0 + curluappin )(u
app
bl )
⊥(t, x) = εαv˜(t, x1, z) +O(εα+ 32 ) inHsε,γ
with
v˜(t, x1, z) = ∂t∇zψ1bl + curlu0(t, x1)∇⊥z ψ1bl(t, x1, z).
To conclude, we notice that curlz v˜ = 0, because ψ
1
bl is harmonic in variable z. We can thus write
v˜(t, x1, z) = ∇zq(t, x1, z)
for a scalar function q. The fact that q is periodic in z1 follows from the fact that
Fx1(z2) :=
∫
T
∂z2ψ
1
bl(t, x1, z1, z2)dz1 = 0 for any z2 > sup ε
αη
because ∂z2Fx1(z2) = −
∫
T
∂2z1ψ
1
bl(t, x1, z1, z2)dz1 = 0 and that limz2→∞ Fx1(z2) = 0. Hence,
v˜(t, x1, x/ε) = ε∇x (q(t, x1, x/ε)) − ε∂x1(q, 0)(t, x1, x/ε).
Writing eγz2f(z2) = −eγz2
∫∞
z2
f ′(s) ds = − ∫
R
h(z2−s)eγsf ′(s) ds, with h(t) = eγt1R−(t), we deduce
the following estimates: for all p ∈ [1,+∞],
‖eγz2f‖Lp(εαη(z1),∞) ≤
1
γ
‖eγz2f ′‖Lp(εαη(z1),∞).
Therefore, we have ‖eγz2∂x1q(t, x1, z)‖Lpz(Ωbl) . ‖eγz2∂x1 v˜2(t, x1, z)‖Lpz(Ωbl). Differentiating more in
x1 gives similar estimates, and the derivative with respect of z1 and z2 are even simpler as ∂ziq = v˜i.
Hence,
‖eγx2/εεβ∂βx∂x1q(t, x1, x/ε)‖L∞(Ωε) . 1, ‖eγx2/εεβ∂βx∂x1q(t, x1, x/ε)‖L2(Ωε) . ε1/2.
To conclude, replacing p in (2.14) by papp(t, x) = p(t, x)− ε1+αq(t, x, x/ε), we find that
∂tu
app + curluapp(uapp)⊥ +∇papp = Rappin +Rappbl
where Rappbl satisfies the bounds of the proposition. Proposition 1.1 is thus proved.
3. Stability estimates
Let T0 > 0. Let u
ν,ε(t, x) be the solution to the Navier-Stokes system (1.1), and let us introduce
v through
uν,ε(t, x) = uapp(t, x) + v(t, x),
in which uapp is the Euler approximate solution constructed in Proposition 1.1 (Section 2). Then,
it is immediate that the perturbation v to our approximation uapp solves
vt + (u
app + v) · ∇v+ v · ∇uapp +∇p− ν∆v = Rν,εapp(3.1a)
div v = 0(3.1b)
v · nε = 0 on ∂Ωε(3.1c)
2D(v)nε · τ ε + λv · τ ε = −2D(uapp)nε · τ ε − λuapp · τ ε on ∂Ωε(3.1d)
in which we have denoted
(3.2) Rν,εapp := ν∆u
app(t, x)−Rapp(t, x).
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One main issue to carry stability estimates is the singular dependence of the boundary layer part
of uapp with respect to ε: differentiation in x leads to loss of powers of ε. To avoid this difficulty,
it is convenient to make the change of variables:
(t, x) 7→ (τˆ , z) := (t, x)
ε
∈ Ω˜ε :=
{
z1 ∈ T 1
ε
, z2 > ε
αη(z1)
}
,
and we will work throughout the paper with these new variables. The main advantage of using
variables (τˆ , z) is that differentiation in z of our approximate solution uapp does not lose any
power of ε. A contrario, stability estimates that had to be established for t ∈ [0, T0] must now be
established for τˆ ∈ [0, T0/ε], that is on large time scales.
In the domain Ω˜ε we use the functions v(τˆ , z) = v(t, x) and u˜app(τˆ , z) = uapp(t, x). Applying the
change of variables, we see that v solves
vτˆ + (u˜
app + v) · ∇zv + v · ∇zu˜app +∇zp− ν˜∆zv = εRν,εapp(ετˆ , εz) = εR˜ν,εapp(τˆ , z)(3.3a)
divz v = 0(3.3b)
v · n = 0 on ∂Ω˜ε(3.3c)
2Dz(v)n · τ + ελv · τ = −2εDx(uapp)n · τ − ελuapp · τ on ∂Ω˜ε(3.3d)
= −2Dz(u˜app)n · τ − ελu˜app · τ
where the new viscosity is defined by
(3.4) ν˜ =
ν
ε
.
We also define the vorticities in rescaled variables,
(3.5) ω := curlz v, ω
app := curlz(u˜
app) = ε curl u0(ετˆ , εz)+ε curl uappin (ετˆ , εz)+ε curl u
app
bl (ετˆ , εz).
Let us eventually mention that the stability estimates will be performed in the regime
(3.6) εN1 . ν˜ . ε6.
for N1 ∈ N∗ fixed and arbitrary large.
3.1. L2 velocity estimates. In this subsection, we prove the following standard energy estimate:
Proposition 3.1. Assume that ν˜ . 1. There holds, for all τˆ ∈ [0, T0/ε]:
1
2
d
dτˆ
‖v(τˆ )‖2
L2(Ω˜ε)
+ ν˜‖∇v(τˆ )‖2
L2(Ω˜ε)
. ε‖v(τˆ )‖2
L2(Ω˜ε)
+ ‖v(τˆ )‖L2(Ω˜ε)‖ω(τˆ )‖L2(Ω˜ε) + ε2α+2 + ε2α−2ν˜2.
In view of a Gronwall lemma, let us note that the factor ε in front of ‖v‖2
L2(Ω˜ε)
is crucial, because
we are interested in uniform estimates for τˆ ∈ [0, T0/ε] which will imply uniform estimates for
t ∈ [0, T0]. The rest of this subsection is dedicated to the proof of this proposition.
As usual for an energy estimate, we multiply the velocity equation by v and the integration yields
(3.7)
1
2
d
dτˆ
‖v‖2
L2(Ω˜ε)
+ ν˜‖∇v‖2
L2(Ω˜ε)
=
∫
Ω˜ε
[
εv · R˜ν,εapp − v · (v · ∇u˜app)
]
− ν˜
∫
∂Ω˜ε
∂nv · vdσ
=
∫
Ω˜ε
[
εv · R˜ν,εapp − v · (v · ∇u˜app)
]
− ν˜
∫
∂Ω˜ε
∂nv · τ v · τdσ
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where we recall that n is the normal vector pointing inside the fluid domain and where we have
used v · n = 0.
For the first term at the right-hand side, Proposition 1.1 implies
(3.8)
‖εR˜ν,εapp‖L2(Ω˜ε) =‖Rν,εapp‖L2(Ωε)
≤ν‖∆u0 +∆uappin ‖L2(Ωε) +
ν
ε2
‖ε2∆uappbl ‖L2(Ωε) + ‖Rapp‖L2(Ωε)
.νεα−
3
2 + εα+
3
2 ≤ ε 12 (ν˜εα−1 + εα+1).
This bounds holds uniformly for τˆ ∈ [0, T0ε ]. It gives∣∣∣ ∫
Ω˜ε
εv · R˜ν,εapp
∣∣∣ . ε‖v‖2
L2(Ω˜ε)
+ ε2α+2 + ε2α−2ν˜2.
Concerning the second term, we use the relation
a · ∇b+ b · ∇a = ∇(a · b) + a⊥ curl b+ b⊥ curla
to write∫
Ω˜ε
v · (v · ∇u˜app) dz =
∫
Ω˜ε
v ·
[
∇(v · u˜app)− u˜app · ∇v + v⊥ curl u˜app + (u˜app)⊥ curl v
]
dz
=
∫
Ω˜ε
v · (u˜app)⊥ curl v dz,
where we have used that v and u˜app are divergence-free and tangent to the boundary. Using that
u˜app is uniformly bounded (see (1.6)), we state∣∣∣ ∫
Ω˜ε
v · (v · ∇u˜app) dz
∣∣∣ . ‖v‖L2(Ω˜ε)‖ω‖L2(Ω˜ε).
This bound, involving the vorticity, will reveal more useful than the direct one by ‖∇zu˜app‖L∞‖v‖2L2 .
Indeed, from the first two inequalities in (1.6), ‖∇zu˜app‖L∞(Ω˜ε) = ε‖∇xuapp‖L∞(Ωε) . εα, and a
bound by εα‖v‖2L2 is not enough to conclude by a Gronwall’s Lemma.
To handle the boundary term in (3.7), we differentiate the boundary condition v · n = 0 tangen-
tially to ∂Ω˜ε. With τ = −n⊥, we find
(τ · ∇)v · n+ v · (τ · ∇)n = 0.
We then write (τ · ∇)n = −κτ , where κ is the algebraic curvature of ∂Ω˜ε. We compute
(τ · ∇)v · n = (∇v)T τ · n = τ · (∇v)n
= 2(D(v)n) · τ − ∂nv · τ
= −2(D(u˜app)n) · τ − ελ(v + u˜app) · τ − ∂nv · τ.
Eventually, we obtain
(3.9) ∂nv · τ = −2Dz(u˜app)n · τ − ελu˜app · τ − (κ+ ελ)v · τ.
We compute
(3.10) κ =
εαη′′
〈εαη′〉3 , then ‖κ‖L∞ . ε
α.
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Moreover, in view of (1.6):
(3.11)
‖u˜app‖L2(∂Ω˜ε) = ε−1/2‖uapp‖L2(∂Ωε) . ε−
1
2
‖Dz(u˜app)‖L2(∂Ω˜ε) = ε1/2‖Dx(uapp)‖L2(∂Ωε) . εα−
1
2 .
In the previous inequality and many times in the sequel, we use that for functions which are
continuous up to the boundary, we have ‖f‖L∞(∂Ωε) ≤ ‖f‖L∞(Ωε). Note again that the previous
inequalities hold uniformly for τˆ ∈ [0, T0ε ]. Assuming |λ| . ε−1+α, this implies∣∣∣ν˜ ∫
∂Ω˜ε
∂nv · τ v · τdσ
∣∣∣ . ν˜(‖v · τ‖L2(∂Ω˜ε)εα− 12 + εα‖v · τ‖2L2(∂Ω˜ε))
. (1 + ν˜εα)‖v · τ‖2
L2(∂Ω˜ε)
+ ν˜2ε2α−1
which gives (by a trace lemma: Lemma A.2)∣∣∣ν˜ ∫
∂Ω˜ε
∂nv · τ v · τdσ
∣∣∣ . ‖v‖L2(Ω˜ε)‖ω‖L2(Ω˜ε) + ν˜2ε2α−1
where we have used ν˜ . 1. Note that we could also estimate this boundary term in a more classical
way by using the trace lemma A.1 and the energy dissipation term in the estimate (3.7). This ends
the proof of Proposition 3.1.
3.2. L2 vorticity estimate. From the estimate of Proposition 3.1, it is clear that we need an
estimate for the L2 norm of the vorticity ω = curlz v. We first observe that it solves
(3.12) ∂τˆω + (u˜
app + v) · ∇zω + v · ∇zωapp = ν˜∆ω + ε curlz R˜ν,εapp.
Moreover, by writing
∂nv · τ = D(v)n · τ + 1
2
ωn⊥ · τ = −D(u˜app)n · τ − ελ
2
(v + u˜app) · τ − 1
2
ω,
identity (3.9) yields the Dirichlet condition
(3.13) ω = 2Dz(u˜
app)n · τ + ελu˜app · τ + (2κ+ ελ)v · τ.
As we have
ε curlz R˜
ν,ε
app = ε curlz
(
ν∆xu
app(ετˆ , εz) −Rapp(ετˆ , εz)
)
= ε2 curlx
(
ν∆xu
app −Rapp
)
(ετˆ , εz),
we deduce from Proposition 1.1 that
‖ε curlz R˜ν,εapp‖L2z(Ω˜ε) . νε‖D
2
x curlx u
app‖L2x(Ωε) + ε‖DxRapp‖L2x(Ωε)
. νε‖u0 + uappin ‖H3(Ωε) + νε−1‖ε2D2x curlx uappbl ‖L2(Ωε) + ε‖Rappin ‖H1(Ωε)
+ ‖εDxRappbl ‖L2(Ωε) . ν˜ε2 + εα+
3
2 ,(3.14)
which is in particular smaller than εα+
3
2 (for instance, when ν˜ . 1 and α ≤ 1/2, or ν˜ . ε1/2).
In this section, we shall derive the following key estimates.
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Proposition 3.2. Assume that ν˜ . ε4. If
(3.15) sup
0≤τˆ≤T/ε
‖∇zv(τˆ )‖L∞(Ω˜ε) ≤ 1 with T ≤ T0,
then, we have (for ε small enough) the uniform velocity bound
(3.16) sup
0≤τˆ≤T/ε
ε‖v(τˆ )‖L2(Ω˜ε) + ν˜
1
2 ε‖∇v‖L2((0,T/ε)×Ω˜ε) . εα+
1
2 + ν˜1/4εα−1,
and the uniform vorticity bounds
sup
0≤τˆ≤T/ε
‖ω(τˆ )‖L2({z2−εαη(z1)&√ν˜}) . εα+
1
2 + ν˜1/4εα−1,
‖ω‖L2(0,T/ε;L2(Ω˜ε)) . εα + ν˜1/4εα−
3
2 .
Remark 3.3. Note that the condition ν˜ . ε4 implies ε‖v‖L2 ≪ 1. The proposition and the fact
that ε‖v‖L2 ≪ 1 actually hold under the weaker assumption ν˜ ≪ ε4−
α
4 . As it is not a significant
improvement (α = 1/N0 can be arbitrary small), we keep the assumption ν˜ . ε
4 for simplicity.
The rest of this section is dedicated to the proof of Proposition 3.2.
3.2.1. Weighted estimates. Let φ = φ(z) be some non-negative and bounded weight function, to
be determined below, so that φ = 0 on the boundary Γ. We shall use φω as a test function. Note
that there is no boundary condition term appearing, when taking integration by parts with x1
derivatives due to the periodicity assumption. Thus, multiplying the vorticity equation by φω, we
get
(3.17)
1
2
d
dτˆ
∫
φ|ω|2 + ν˜
∫
φ|∇ω|2
=
∫ [1
2
(u˜app + v) · (∇φ)|ω|2 − φωv · ∇ωapp − ν˜∇φ · ∇ωω + εφω curl R˜ν,εapp
]
=
∫ [
(u˜app + v) · ∇φ+ ν˜∆φ
] |ω|2
2
−
∫ [
φωv · ∇ωapp − εφω curl R˜ν,εapp
]
+
ν˜
2
∫
∂Ω˜ε
∂φ
∂n
|ω|2.
The most dangerous term is the convection term and we set
(3.18) m(T ) : = 1 + sup
0≤τˆ≤T/ε
‖∇z(u˜app + v)(τˆ )‖L∞(Ω˜ε).
This is where the choice of our weight function φ comes in.
Remark 3.4. As ‖∇zu˜app‖L∞(Ω˜ε) = ε‖Dxuapp‖L∞(Ωε), it follows from (1.6) and assumption (3.15)
that m(T ) . 1.
Lemma 3.5 (Construction of weight functions). If m(T ) . 1, there exists a non-negative weight
function φ = φ(z) so that
φ(z) = 0, on ∂Ω˜ε = {z1 ∈ T 1
ε
, z2 = ε
αη(z1)}
φ .
√
ν˜, |∇φ| . 1, (u˜app + v) · ∇φ+ ν˜∆φ . ν˜εα over (0, T ),
in Ω˜ε. In addition, when z2 − εαη(z1) &
√
ν˜, we have φ(z) &
√
ν˜.
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Proof. We recall that on ∂Ω˜ε the normal and tangential directions are defined by
(3.19) τ =
(1, εαη′(z1))
〈εαη′〉 , n =
(−εαη′(z1), 1)
〈εαη′〉 , 〈ε
αη′〉 =
√
1 + ε2α|η′(z1)|2,
in which η(z1) is one-periodic in z1. We shall work with the new variables:
(3.20) z˜1 = z1, z˜2 = z2 − εαη(z1).
In this new variables, we note that
∇z =
(
1 −εαη′
0 1
)
∇z˜, ∆z = ∂2z˜1 + (1 + ε2α|η′|2)∂2z˜2 − 2εαη′∂z˜1∂z˜2 − εαη′′∂z˜2 .
We shall take our weight function φ = φ(z˜2), and hence,
(u˜app + v) · ∇φ+ ν˜∆φ = 〈εαη′〉(u˜app + v) · nφ′ + ν˜(1 + ε2α|η′|2)φ′′ − ν˜εαη′′φ′.
Recall that (u˜app + v) · n = 0 on {z˜2 = 0}. By definition of m(T ), it follows that
|(u˜app + v) · n| ≤ m(T )z˜2 and 〈εαη′〉(u˜app + v) · n ≤ 〈εαη′〉2m(T )z˜2.
Using this into the above identity, we get (if we prove later that φ′ ≥ 0)
(u˜app + v) · ∇φ+ ν˜∆φ ≤ (1 + ε2α|η′|2)
[
m(T )z˜2φ
′ + ν˜φ′′
]
− ν˜εαη′′φ′.
We then choose the function φ so that m(T )z˜2φ
′ + ν˜φ′′ = 0, or equivalently, we can take
φ′(z) = Ce−
m(T )z˜22
2ν˜ , φ(z) = C
√
ν˜
m(T )
∫ √m(T )
ν˜
z˜2
0
e−
s2
2 ds,
for C to be fixed. Hence, for C =
√
m(T ), we verify that φ′ ≥ 0 and we have
(u˜app + v) · ∇φ+ ν˜∆φ . ν˜εα
√
m(T ).
Other properties of φ stated in the lemma follow directly. This proves the existence of the weight
function φ as claimed. 
With the weight function φ constructed in Lemma 3.5, let us now estimate each term on the
right of the identity (3.17). First, by construction, we have∫ [
(u˜app + v) · ∇φ+ ν˜∆φ
] |ω|2
2
. ν˜εα‖ω‖2
L2(Ω˜ε)
.
Next, for convenience, let us denote the weighted norm:
‖v‖Lpφ(Ω˜ε) := ‖φ
1/pv‖Lp(Ω˜ε), p ≥ 1.
Thanks to the estimate (3.14) and Lemma 3.5, we have
ε
∫
φω curl R˜ν,εapp . ‖ω‖L2φ‖φ‖
1/2
L∞‖ε curlz R˜ν,εapp‖L2 . ν˜1/4(ν˜ε2 + εα+
3
2 )‖ω‖L2φ .
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Next, using the boundary condition on ω (3.13), the trace lemma A.2 and (3.11), we estimate
ν˜
2
∫
∂Ω˜ε
∂φ
∂n
|ω|2 . ν˜‖ω‖2
L2(∂Ω˜ε)
. ν˜
[
ε2α‖v · τ‖2
L2(∂Ω˜ε)
+ ε2α−1
]
. ν˜
[
ε2α‖v‖L2(Ω˜ε)‖ω‖L2(Ω˜ε) + ε2α−1
]
.
Note that here, the use of the refined trace lemma A.2 so that we have ω and not ∇v in the right
hand-side is crucial.
Finally, by recalling that ∇zωapp = ε2(∇x curlx uapp)(ετˆ , εz) (see (3.5)), the last integral can be
estimated thanks to (1.6): ∣∣∣ ∫ φωv · ∇ωapp∣∣∣ . ε2ν˜1/4‖ω‖L2φ(Ω˜ε)‖v‖L2(Ω˜ε).
Combining all the above estimates into (3.17), we thus get the following estimate
1
2
d
dτˆ
‖ω‖2
L2φ(Ω˜
ε)
+ ν˜‖∇ω‖2
L2φ(Ω˜
ε)
. ε
1
2 ‖ω‖L2φ(Ω˜ε)
[
ν˜1/4(ν˜ε
3
2 + εα+1) + ε
3
2 ν˜1/4‖v‖L2(Ω˜ε)
]
+ ν˜
[
εα‖ω‖2
L2(Ω˜ε)
+ ε2α‖v‖L2(Ω˜ε)‖ω‖L2(Ω˜ε) + ε2α−1
]
.
Applying the Young’s inequality, we obtain at once
(3.21)
1
2
d
dτˆ
‖ω‖2
L2φ(Ω˜
ε)
+ ν˜‖∇ω‖2
L2φ(Ω˜
ε)
. ε‖ω‖2
L2φ(Ω˜
ε)
+ ε3ν˜1/2‖v‖2
L2(Ω˜ε)
+ (ν˜εα + ν˜3/2ε4α−3)‖ω‖2
L2(Ω˜ε)
+ ν˜1/2(ν˜ε
3
2 + εα+1)2 + ν˜ε2α−1.
To replace ‖ω‖L2(Ω˜ε) on the right by the corresponding weighted norm, we note from the proof of
Lemma 3.5 that
∇zφ(z) · n(z1) = (−ε
αη′)2 + 1
〈εαη′〉 φ
′(z˜2) ≈
√
m(T ) when z˜2 ≤
√
ν˜.
Hence, the properties of φ imply
(3.22)
‖ω‖2
L2(Ω˜ε)
=
∫
{z˜2≥
√
ν˜}
|ω|2 +
∫
{z˜2≤
√
ν˜}
|ω|2
≤ ν˜−1/2‖ω‖2
L2φ(Ω˜
ε)
+
∫
Ω˜ε
∇φ · nω2
≤ ν˜−1/2‖ω‖2
L2φ(Ω˜
ε)
−
∫
Ω˜ε
φ(∂z1n1)ω
2 − 2
∫
Ω˜ε
φωn · ∇ω
. ν˜−1/2‖ω‖2
L2φ(Ω˜
ε)
+ ν˜1/2‖∇ω‖2
L2φ(Ω˜
ε)
,
because |∂z1n1| . εα. The last term can then be absorbed into the left hand side of (3.21), when
multiplied by (ν˜εα + ν˜3/2ε4α−3)≪ ν˜1/2.
Finally, by anticipating the analysis of the next section, it is crucial that the constant terms
in (3.21) are smaller than ν˜1/2ε2α+1. This is possible, provided that ν˜ε2α−1 . ν˜1/2ε2α+1, or
equivalently ν˜ . ε4. Hence, if ν˜ . ε4 and m(T ) . 1, the estimate (3.21) reduces to
(3.23)
d
dτˆ
‖ω‖2
L2φ(Ω˜
ε)
+ ν˜‖∇ω‖2
L2φ(Ω˜
ε)
. ε‖ω‖2
L2φ(Ω˜
ε)
+ ε3ν˜1/2‖v‖2
L2(Ω˜ε)
+ ν˜1/2ε2α+2 + ν˜ε2α−1,
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where we have assumed ε small enough.
3.2.2. End of the proof of Proposition 3.2. In this section, we shall close the vorticity estimate,
assuming ν˜ . ε4 and m(T ) . 1 (which is implied by the assumptions of Proposition 3.2, see
Remark 3.4). Precisely, let us introduce
N (τˆ) : = ν˜1/2ε2‖v(τˆ )‖2
L2(Ω˜ε)
+ ‖ω(τˆ )‖2
L2φ(Ω˜
ε)
.
Adding the assumption ν˜ . ε4, the velocity estimate proved in Proposition 3.1 reads:
1
2
d
dτˆ
‖v‖2
L2(Ω˜ε)
+ ν˜‖∇v‖2
L2(Ω˜ε)
. ε‖v‖2
L2(Ω˜ε)
+ ‖v‖L2(Ω˜ε)‖ω‖L2(Ω˜ε) + ε2α+2
so, using (3.22), we get
ν˜1/2ε2
2
d
dτˆ
‖v‖2
L2(Ω˜ε)
+ ν˜3/2ε2‖∇v‖2
L2(Ω˜ε)
. ν˜1/2ε3‖v‖2
L2(Ω˜ε)
+ ν˜1/2ε‖ω‖2
L2(Ω˜ε)
+ ν˜1/2ε2α+4
. ν˜1/2ε3‖v‖2
L2(Ω˜ε)
+ ε‖ω‖2
L2φ(Ω˜
ε)
+ ν˜ε‖∇ω‖2
L2φ(Ω˜
ε)
+ ν˜1/2ε2α+4.
Together with the vorticity estimate (3.23), this implies (for ε small enough)
d
dτˆ
N (τˆ ) + ν˜3/2ε2‖∇v‖2
L2(Ω˜ε)
+ ν˜‖∇ω‖2
L2φ(Ω˜
ε)
. εN (τˆ ) + ν˜1/2ε2α+2 + ν˜ε2α−1.
By the Gronwall’s inequality, this yields that
N (τˆ ) +
∫ τˆ
0
eεC(τˆ−s)
(
ν˜3/2ε2‖∇v‖2
L2(Ω˜ε)
+ ν˜‖∇ω‖2
L2φ(Ω˜
ε)
)
ds ≤ (ν˜1/2ε2α+1 + ν˜ε2α−2)eεCτˆ
for any τˆ ≤ T/ε. We deduce at once that
sup
0≤τˆ≤T/ε
ε2‖v(τˆ )‖2
L2(Ω˜ε)
. ε2α+1 + ν˜1/2ε2α−2
sup
0≤τˆ≤T/ε
‖ω(τˆ )‖2
L2φ(Ω˜
ε)
. ν˜1/2ε2α+1 + ν˜ε2α−2
ν˜ε2‖∇v‖2
L2((0,T/ε)×Ω˜ε) + ν˜
1/2‖∇ω‖2
L2(0,T/ε;L2φ(Ω˜
ε)
. ε2α+1 + ν˜1/2ε2α−2.
Moreover, by Lemma 3.5, ν˜1/2‖ω(τˆ )‖2
L2({z2−εαη(z1)&
√
ν˜}) ≤ ‖ω(τˆ )‖2L2φ(Ω˜ε), which gives the second
estimate of Proposition 3.2.
Finally, we use again (3.22) to write
‖ω‖2
L2(0,T/ε;L2(Ω˜ε))
. ν˜−1/2
T
ε
‖ω‖2
L∞(0,T/ε;L2φ(Ω˜
ε))
+ ν˜1/2‖∇ω‖2
L2(0,T/ε;L2φ(Ω˜
ε))
. ε−1ε2α+1 + ν˜1/2ε2α−3
which yields the last estimates of Proposition 3.2. The proof of the proposition is complete.
22 GE´RARD-VARET, LACAVE, NGUYEN & ROUSSET
3.3. L∞ estimates. To go from Proposition 3.2 to the final stability result, we need to show that
Assumption (3.15) is satisfied. The estimate of ‖∇v‖L∞ will come from an elliptic estimate in
Ω˜ε (see Proposition C.2 in Appendix C) where it will be important that ‖ω‖L∞ + εα‖v‖L∞ . 1.
Deriving this uniform estimate is exactly the purpose of this section.
Proposition 3.6. Assume that ν˜ . ε6. If there exists an absolute constant K such that
(3.24) sup
0≤τˆ≤T/ε
‖∇zv(τˆ )‖L∞(Ω˜ε) + sup
0≤τˆ≤T/ε
ν˜K‖v(τˆ )‖H2(Ω˜ε) ≤ 1 with T ≤ T0,
then, we have the uniform bound (for ε small enough)
sup
0≤τˆ≤T/ε
(‖ω(τˆ )‖L∞(Ω˜ε) + ‖v(τˆ )‖L∞(Ω˜ε)) . εα.
Remark 3.7. We can now explain where the condition between ν˜ and ε stated in (3.6) (and in the
main theorem) is used in our analysis:
• Concerning the uniform bound of the velocity, we will use another elliptic estimate in Ω˜ε,
namely Proposition C.1, where we need ε1/2‖v‖L2 . 1. Such an estimate comes from
Proposition 3.2 if and only if ν˜1/4εα−1 . ε1/2 i.e. ν˜ . ε6−4α ≤ ε6 (for any α > 0, arbitrary
small).
• Looking again at Proposition C.1, using that ‖v‖H2 . ν˜−K , we will need the bound Cεα ln(2+
ν˜−Kε−2) ≤ 1/2 to hold for any fixed C and ε small enough, i.e. εα ≪ 1/ ln ν˜. The condition
ν˜ ≥ εN1 will guarantee this for any N1 and any α = 1/N0 (with N0, N1 ∈ N arbitrary large).
We now turn to the proof of Proposition 3.6. As said in the previous remark, if ν˜ . ε6,
Proposition 3.2 gives that
ε
1
2 ‖v‖L2(Ω˜ε) . εα and ‖ω‖L2({z2−εαη(z1)&√ν˜}) . εα+
1
2 .
So using Proposition C.1 and the assumption ‖v(τˆ )‖H2(Ω˜ε) ≤ ν˜−K ≤ ε−KN1 (with N1 defined in
(3.6)), wet get for small enough ε:
(3.25)
‖v‖L∞(Ω˜ε) . εα + ‖ω‖L2(Ω˜ε)
(
ln(2 +
1
ε2+KN1
)
) 1
2
. εα + ‖ω‖L2({z2−εαη(z1).√ν˜})| ln ε|
1
2 + ‖ω‖L2({z2−εαη(z1)&√ν˜})| ln ε|
1
2
. εα + ν˜1/4ε−1/2| ln ε| 12 ‖ω‖L∞ + εα+ 12 | ln ε| 12
. εα + ε
1
2‖ω‖L∞(Ω˜ε),
where we have also used ν˜ . ε6.
Next, we recall that the vorticity equation reads
(3.26)
{
∂τˆω + (u˜
app + v) · ∇zω − ν˜∆ω = −v · ∇zωapp + ε curlz R˜ν,εapp
ω = ωΓ := 2Dz(u˜
app)n · τ + ελu˜app · τ + (2κ+ ελ)v · τ, ∀ z ∈ ∂Ω˜ε.
We can then use a classical comparison principle for solutions of parabolic equations. Applying [1,
Proposition 21, page 37] to the functions
(τˆ , z)→ ω(τˆ , z) and (τˆ , z)→ ‖ωΓ‖L∞τˆ L∞ +
∫ τˆ
0
(
‖v · ∇zωapp‖L∞ + ε‖ curlz R˜ν,εapp‖L∞
)
ds
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we obtain over (0, T/ε):
‖ω‖L∞τˆ L∞ ≤ ‖ωΓ‖L∞τˆ L∞ +
∫ T/ε
0
(
‖v · ∇zωapp‖L∞ + ε‖ curlz R˜ν,εapp‖L∞
)
ds.
We recall that ω|t=0 = 0 in the above. Functions R˜ν,εapp and ωapp are defined in (3.2)-(3.3a) and
(3.5), respectively. Hence, in view of the uniform bounds from (1.6) on the approximate solution,
we obtain
‖∇zωapp‖L∞ = ε2‖∇x curlx uapp‖L∞(Ωε) . ε2,
ε‖ curlz R˜ν,εapp‖L∞ ≤ ε3ν˜‖ curlx∆uapp‖L∞ + ε2‖ curlxRapp‖L∞ . ε3ν˜ + εα+2,
and the boundary estimate
‖ωΓ‖L∞ . εα‖v‖L∞ + ε‖Dxuapp‖L∞ + εα‖uapp‖L∞ . εα‖v‖L∞ + εα,
where we have used (3.10) and (1.6) (as v and uapp are continuous). By using that T ≤ T0, the
above yields
‖ω‖L∞τˆ L∞ ≤ εα‖v‖L∞τˆ L∞ + εα.
Then considering (3.25), we get that
‖ω‖L∞τˆ L∞ . εα
provided that ε is small enough. Finally, by plugging this estimate into (3.25), we also obtain that
‖v‖L∞τˆ L∞ . εα.
This ends the proof of Proposition 3.6.
3.4. Higher order estimates. In view of the quantities appearing in Assumption (3.24), we derive
in this section some higher order estimates.
Proposition 3.8. Assume that ν˜ . ε6. If there exists an absolute constant K > 0 such that
sup
0≤τˆ≤T/ε
‖∇zv(τˆ )‖L∞(Ω˜ε) + sup
0≤τˆ≤T/ε
ν˜K‖v(τˆ )‖H2(Ω˜ε) ≤ 1 with T ≤ T0,
then, we have the uniform bound (for ε small enough)
ν˜
1
2‖∂τˆv‖L2(0,T/ε;L2(Ω˜ε)) + ν˜‖∇v‖L∞(0,T/ε;L2(Ω˜ε)) . εα−
1
2 ,(3.27)
ν˜
1
2‖∂τˆv‖L∞(0,T/ε;L2(Ω˜ε)) + ν˜‖∇∂τˆv‖L2(0,T/ε;L2(Ω˜ε)) . εα−
1
2 ,(3.28)
ν˜
3
2 ‖∇∂τˆv‖L∞(0,T/ε;L2(Ω˜ε)) . εα−
1
2 ,(3.29)
ν˜
5
2‖ω‖L∞(0,T/ε;H2(Ω˜ε)) . εα−
1
2 .(3.30)
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In the sequel of this section, we prove this proposition. First, we use the boundary conditions
(3.9) and (∂τˆv) · n = v · n = 0 to write∫
Ω˜ε
∆v · ∂τˆv dx =− 1
2
d
dτˆ
‖∇v‖2
L2(Ω˜ε)
−
∫
∂Ω˜ε
∂nv · ∂τˆv
=− 1
2
d
dτˆ
‖∇v‖2
L2(Ω˜ε)
−
∫
∂Ω˜ε
(∂nv · τ)(∂τˆv · τ)
=
d
dτˆ
(
− 1
2
‖∇v‖2
L2(Ω˜ε)
+
1
2
∫
∂Ω˜ε
(κ+ ελ)|v · τ |2 +
∫
∂Ω˜ε
(2Dz(u˜
app)n · τ + ελu˜app · τ)(v · τ)
)
−
∫
∂Ω˜ε
∂τˆ (2Dz(u˜
app)n · τ + ελu˜app · τ)(v · τ)
=
d
dτˆ
(
− 1
2
‖∇v‖2
L2(Ω˜ε)
+
1
2
∫
∂Ω˜ε
(κ+ ελ)|v|2 +
∫
∂Ω˜ε
(2Dz(u˜
app)n+ ελu˜app) · v
)
−
∫
∂Ω˜ε
∂τˆ (2Dz(u˜
app)n+ ελu˜app) · v.
Then, taking the scalar product of (3.3) with ∂τˆv, we obtain that
ν˜
d
dτˆ
(1
2
‖∇v‖2L2 −
1
2
∫
∂Ω˜ε
(κ+ ελ)|v|2 −
∫
∂Ω˜ε
(2Dz(u˜
app)n + ελu˜app) · v
)
+ ‖∂τˆv‖2L2
≤‖∂τˆv‖L2
(
‖∇v‖L2‖u˜app + v‖L∞ + ‖v‖L2‖∇zu˜app‖L∞ + ‖εR˜ν,εapp‖L2
)
+ ν˜
∣∣∣ ∫
∂Ω˜ε
∂τˆ (2Dz(u˜
app)n+ ελu˜app) · v
∣∣∣
By using the L∞ bound on uapp and v (see (1.6) and Proposition 3.6), that ‖∇zu˜app‖L∞ =
ε‖∇xuapp‖L∞ . εα (see again (1.6)), the estimate of the L2 norm of εR˜ν,εapp (3.8), and that
‖∂τˆDz(u˜app)‖L∞ = ε2‖∂tDx(uapp)‖L∞ is of the same order as ε2‖Dx(uapp)‖L∞ (see Remark 1.2)
i.e. less than Cεα+1, the Young inequality yields (for ε small enough)
ν˜
d
dτˆ
(1
2
‖∇v‖2L2 −
1
2
∫
∂Ω˜ε
(κ+ ελ)|v|2 −
∫
∂Ω˜ε
(2Dz(u˜
app)n+ ελu˜app) · v
)
+
1
2
‖∂τˆv‖2L2
. ‖∇v‖2L2 + ε2α‖v‖2L2 + ε2α+3 + ν˜
1
ε
εα+1εα.
Consequently, by integrating in time between 0 and t, we get that for any t ∈ [0, T/ε] we have
ν˜
2
‖∇v‖2L2 +
1
2
‖∂τˆv‖2L2(0,t;L2) .
ν˜
2
∫
∂Ω˜ε
|κ+ ελ||v|2 + ν˜
∫
∂Ω˜ε
|(2Dz(u˜app)n+ ελu˜app) · v|
+ ‖∇v‖2L2(0,t;Ωε) + ε2α−1T‖v‖2L∞L2 + ε2α+2T,
where we have used that ν˜ε−1 . ε3. Using that ‖κ + ελ‖L∞ . εα and ‖v‖L∞ + ‖Dz(u˜app)‖L∞ +
ε‖λu˜app‖L∞ . εα (cf Proposition 3.6), we get
ν˜‖∇v‖2L∞(0,T/ε;L2) + ‖∂τˆv‖2L2(0,T/ε;L2) . ν˜ε2α−1 + ν˜−1ε2α−1 + ε4α−2 + ε2α+2T
and hence
ν˜2‖∇v‖2L∞(0,T/ε;L2) + ν˜‖∂τˆv‖2L2(0,T/ε;L2) . ε2α−1,
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which yields (3.27).
We shall now estimate ∂τˆv uniformly in time. By taking the time derivative of (3.3) and (3.9),
we find that
(3.31)
∂τˆ (∂τˆv) + (u˜
app + v) · ∇z∂τˆv + ∂τˆv · ∇zu˜app +∇z∂τˆp = ν˜∂τˆ∆zv + F,
div ∂τˆv = 0,
where
F = ε∂τˆ R˜
ν,ε
app − ∂τˆ (u˜app + v) · ∇zv − v · ∇z∂τˆ u˜app
and the boundary conditions
∂τˆv · n = 0, ∂n∂τˆv · τ = −2Dz(∂τˆ u˜app)n · τ − ελ∂τˆ u˜app · τ − (κ+ ελ)∂τˆv · τ.
By the trace Lemma A.1, we write that∣∣∣ ∫
∂Ω˜ε
∂n∂τˆv ·∂τˆv
∣∣∣ = ∣∣∣ ∫
∂Ω˜ε
(∂n∂τˆv ·τ)(∂τˆv ·τ)
∣∣∣ . εα+2+εα‖∂τˆv‖2L2(∂Ω˜ε) . εα+2+εα‖∂τˆv‖L2‖∂τˆ∇v‖L2
where we have used that ‖∂τˆDz(u˜app)‖L∞ = ε2‖∂tDx(uapp)‖L∞ . εα+1, that ‖∂τˆ u˜app‖L∞ =
ε‖∂tuapp‖L∞ . ε and |κ| + ε|λ| . εα. Then, taking the scalar product of (3.31) with ∂τˆv, the
standard energy estimate gives
d
dτˆ
1
2
‖∂τˆv‖2L2 +
ν˜
2
‖∇∂τˆv‖2L2 . ‖∂τˆv‖2L2 + 1 + ε2α+2‖v‖2L2 ,
where we have used that ‖∇zu˜app‖L∞ . εα, that ‖ε∂τˆ R˜ν,εapp‖L2 = ε2‖∂tRν,εapp‖L2 . εα+
5
2 (com-
bining (3.8) with Remark 1.2), that ‖∂τˆ u˜app‖L2(Ω˜ε) = ‖∂tuapp‖L2(Ωε) . 1 (see Remark 1.2), that
‖∇v‖L∞ . 1 by assumption, and again that ‖∂τˆDz(u˜app)‖L∞ + ε‖λ∂τˆ u˜app‖L∞ . εα+1. We know
by Proposition 3.2 that ε2α+2‖v‖2L2 . ε3α+1. Integrating with respect to time, we infer that
‖∂τˆv‖2L∞(0,T/ε;L2) + ν˜‖∇∂τˆv‖2L2(0,T/ε;L2) . ‖∂τˆv‖2L2(0,T/ε;L2) + ε−1T.
Therefore, (3.27) implies (3.28).
Next, to prove (3.29), we can take the scalar product of (3.31) by ∂τˆ τˆv, and as in the beginning
of this proof, we obtain that
ν˜
d
dτˆ
(1
2
‖∇∂τˆv‖2L2 −
1
2
∫
∂Ω˜ε
(κ+ ελ)|∂τˆ v|2 −
∫
∂Ω˜ε
(2Dz(∂τˆ u˜
app)n + ελ∂τˆ u˜
app) · ∂τˆv
)
+ ‖∂τˆ∂τˆv‖2L2
≤‖∂τˆ∂τˆv‖L2
(
‖∇∂τˆv‖L2‖u˜app + v‖L∞ + ‖∂τˆv‖L2‖∇zu˜app‖L∞ + ‖F‖L2
)
+ ν˜
∣∣∣ ∫
∂Ω˜ε
∂τˆ (2Dz(∂τˆ u˜
app)n+ ελ∂τˆ u˜
app) · ∂τˆv
∣∣∣
hence
ν˜
d
dτˆ
(1
2
‖∇∂τˆv‖2L2 −
1
2
∫
∂Ω˜ε
(κ+ ελ)|∂τˆ v|2 −
∫
∂Ω˜ε
(2Dz(∂τˆ u˜
app)n+ ελ∂τˆ u˜
app) · ∂τˆv
)
+
1
2
‖∂τˆ∂τˆv‖2L2
≤ ‖∇∂τˆv‖2L2 + ε2α‖∂τˆv‖2L2 + 1,
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where we have used the same estimates as in the proof of (3.28). Consequently, we can integrate
in time between 0 and t (for t ≤ T/ε):
ν˜
2
‖∇∂τˆv‖2L2 +
1
2
‖∂τˆ∂τˆv‖2L2(0,t;L2) .
ν˜
2
∫
∂Ω˜ε
|κ+ ελ||∂τˆv|2 + ν˜
∫
∂Ω˜ε
|(2Dz(∂τˆ u˜app)n+ ελ∂τˆ u˜app) · ∂τˆv|
+ ‖∇∂τˆv‖2L2(0,t;Ωε) + ε2α−1T‖∂τˆv‖2L∞L2 + ε−1T,
We know that ‖Dz(∂τˆ u˜app)‖L∞ + ε‖λ∂τˆ u˜app‖L∞ . εα+1, hence the trace Lemma A.1 implies that
ν˜
2
‖∇∂τˆv‖2L2 +
1
2
‖∂τˆ∂τˆv‖2L2(0,t;L2) . ν˜εα‖∂τˆv‖L∞(0,t;L2)‖∇∂τˆv‖L∞(0,t;L2) + ν˜εα+1
+ ‖∇∂τˆv‖2L2(0,t;Ωε) + ε2α−1T‖∂τˆv‖2L∞L2 + ε−1T,
so (3.27) and (3.28) allow us to state that
ν˜‖∇∂τˆv‖2L∞(0,T/ε;L2) . ν˜−2ε2α−1 + ν˜−1ε4α−2 . ν˜−2ε2α−1,
which yields (3.29):
ν˜
1
2 ‖∇∂τˆv‖L∞(0,T/ε;L2) . ν˜−1εα−
1
2 .
Finally, to obtain (3.30), we come back to (3.26), and write
−ν˜∆ω = fω in Ω˜ε,
ω|∂Ω˜ε = 2Dz(u˜app)n · τ + ελu˜app · τ + (2κ + ελ)v · τ
where
fω = −∂τˆω − (u˜app + v) · ∇zω − v · ∇zωapp + ε curlz R˜ν,εapp
= curlz
(
−∂τˆv + εR˜ν,εapp
)
− divz (v ωapp + (u˜app + v)ω) .
Using the second writing, the estimate (3.28), the bound ‖εR˜ν,εapp‖L∞L2 . εα+
3
2 , the inequality
‖v‖L∞L2 . εα−
1
2 given in (3.16), the fact that ‖v‖L∞L∞ . εα, and the estimate (3.27) (which
yields a L∞L2 bound on ω), we obtain:
‖fω‖L∞(0,T/ε;H−1(Ω˜ε)) . ν˜−1εα−
1
2 .
Moreover, by the inequalities ‖κ‖L∞ + ε‖λ‖L∞ . εα, ‖v‖L∞H1 . ν˜−1εα−
1
2 (cf (3.16)-(3.28)), and
by the inequality ‖2Dz(u˜app)n · τ + ελu˜app · τ‖L∞H1 . εα, we have
‖2Dz(u˜app)n · τ + ελu˜app · τ + (2κ + ελ)v · τ‖L∞(0,T/ε;H1/2(∂Ω˜ε)) . ν˜−1ε2α−
1
2 .
We deduce:
‖ω‖L∞(0,T/ε;H1(Ω˜ε)) . ν˜−2εα−
1
2 .
From the first inequality of Proposition C.2 (with k = 2), we deduce in turn:
‖v‖L∞(0,T/ε;H2(Ω˜ε)) . ν˜−2εα−
1
2 .
Using (3.29) and this last bound, it is then easy to see that
‖fω‖L∞(0,T/ε;L2(Ω˜ε)) . ν˜−2εα−
1
2
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while
‖2Dz(u˜app)n · τ + ελu˜app · τ + (2κ + ελ)v · τ‖L∞(0,T/ε;H3/2(∂Ω˜ε)) . ν˜−2ε2α−
1
2 .
The inequality (3.30) follows.
3.5. Proof of Theorem 1.4. We have now all the estimates necessary to our bootstrap argument.
Assume that ν˜ . ε6 and fix a K ≥ 3. We define by continuity
Tε := sup
{
T ∈ (0, T0], sup
0≤τˆ≤T/ε
‖∇zv(τˆ )‖L∞(Ω˜ε) + sup
0≤τˆ≤T/ε
ν˜K‖v(τˆ )‖H2(Ω˜ε) ≤ 1
}
.
For ε small enough, the elliptic Proposition C.2 together with Propositions 3.2 and 3.8 gives
‖v‖L∞(0,Tε/ε;H3) . ν˜−
5
2 εα−
1
2 + εα−
1
2 . ν˜−
5
2 εα−
1
2 .
Next, the second estimate of the elliptic Proposition C.2, together with Proposition 3.6 and the
previous estimate, yields
‖∇v‖L∞(0,Tε/ε;L∞) . ε2 + (εα + ε2α) ln(2 + ε−3ν˜−
5
2 εα−
1
2 ).
As ν˜−
5
2 ≤ ε− 5N12 , there exists ε0 such that for all ε ≤ ε0 we have:
‖∇v‖L∞(0,Tε/ε;L∞) + ν˜K‖v‖L∞(0,Tε/ε;H2) ≤
3
4
.
Due to the definition of Tε we deduce that Tε = T0 and that all the estimates stated in Proposi-
tions 3.2, 3.6 and 3.8 hold for T = T0.
Coming back to the original variables yields Theorem 1.4.
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Appendix A. Traces Lemmas
In this section, which verifies that the embedding of H1(Ωε) in L2(∂Ωε) does not depend on ε.
Lemma A.1. There exists C independent of ε such that
‖f‖L2(∂Ωε) ≤ C‖f‖1/2L2(Ωε)‖∂x2f‖
1/2
L2(Ωε)
for any f ∈ H1(Ωε).
Proof. By a density argument, it is enough to prove the inequality for f ∈ C∞c (Ωε).
For any x1 ∈ T, we have
f2(x1, ε
1+αη(x1/ε)) = 2
∫ ∞
ε1+αη(x1/ε)
f(x1, x2)∂x2f(x1, x2) dx2
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hence
‖f‖2L2(∂Ωε) =
∫ 1
0
f2(x1, ε
1+αη(x1/ε))〈εαη′(x1/ε)〉 dx1
≤−
√
1 + ε2α‖η′‖2L∞2
∫
Ωε
f∂x2f dx
which gives the result with C =
√
2(1 + ‖η′‖2L∞)1/4. 
By a scaling argument, g(z) = f(εz) we get the similar version on Ω˜ε:
(A.1) ‖g‖L2(∂Ω˜ε) ≤ C‖g‖1/2L2(Ω˜ε)‖∂z2g‖
1/2
L2(Ω˜ε)
for any g ∈ H1(Ω˜ε).
In a similar way, we prove the following trace lemma which involves only the curl for divergence
free vector fields.
Lemma A.2. There exists C independent of ε such that
‖v‖L2(∂Ω˜ε) ≤ C‖v‖1/2L2(Ω˜ε)‖ curl v‖
1/2
L2(Ω˜ε)
for any v ∈ H1(Ω˜ε) such that div v = 0 and v · n|∂Ω˜ε = 0.
Proof. As in the previous lemma, we only perform the proof for smooth v.
From the proof of the previous lemma, we get
‖v‖2
L2(∂Ω˜ε)
= ‖v1‖2L2(∂Ω˜ε) + ‖v2‖2L2(∂Ω˜ε) ≤ −
√
1 + ε2α‖η′‖2L∞2
∫
Ω˜ε
(v1∂z2v1 + v2∂z2v2) dz
≤ −
√
1 + ε2α‖η′‖2L∞2
∫
Ω˜ε
(−v1 curl v + v · ∇v2) dz
≤ 2
√
1 + ε2α‖η′‖2L∞‖v‖L2‖ curl v‖L2
where we have used div v = 0 and v · n = 0. This ends the proof. 
A corollary of the previous lemma is the following.
Lemma A.3. There exists C independent of ε such that
‖∇v‖L2(Ω˜ε) ≤ ‖ curl v‖L2(Ω˜ε) + Cεα‖v‖L2(Ω˜ε)
for any v ∈ H1(Ω˜ε) such that div v = 0 and v · n|∂Ω˜ε = 0.
Proof. We compute
‖∇v‖2
L2(Ω˜ε)
=
∫
Ω˜ε
(curl v)2 + (div v)2 + 2
∫
Ω˜ε
∇v1 · ∇⊥v2 = ‖ curl v‖2L2(Ω˜ε) − 2
∫
∂Ω˜ε
v1∇v2 · τ.
From the expression of n in terms of η (3.19), the condition v · n reads −εαη′v1 + v2 = 0 hence
〈εαη′〉∂τv2 = ∂x1 [v2(x1, εαη(x1))] = εαη′′v1 + εαη′∂x1 [v1(x1, εαη(x1))]
hence∫
∂Ω˜ε
v1∇v2 · τ =
∫
T 1
ε
v1∂τv2〈εαη′〉 = εα
∫
T 1
ε
η′′v21 +
1
2
η′∂x1v
2
1 =
εα
2
∫
T 1
ε
η′′v21 =
εα
2
∫
∂Ω˜ε
η′′v21
〈εαη′〉 .
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Then we use Lemma A.2 to conclude
‖∇v‖2
L2(Ω˜ε)
≤ ‖ curl v‖2
L2(Ω˜ε)
+ εα‖η′′‖L∞‖v1‖2L2(∂Ω˜ε)
≤ ‖ curl v‖2
L2(Ω˜ε)
+ Cεα‖v‖L2(Ω˜ε)‖ curl v‖L2(Ω˜ε)
≤ (‖ curl v‖L2(Ω˜ε) + C˜εα‖v‖L2(Ω˜ε))2.

Appendix B. Elliptic estimates on T× R+
In this section we consider the equation
(B.1) ∆Ψ = F, (x, z) ∈ T× R+,
with the homogeneous Dirichlet boundary condition
(B.2) Ψ(x, 0) = 0.
We always assume that
∫
T
F dx = 0. We can consider the solution Ψ of (C.8) given by
(B.3) Ψ(x, z) =
∫ +∞
0
∑
k 6=0
Gk(z, y)Fk(y)e
ik·x dy, x ∈ T, z ≥ 0
where the Green function of the Dirichlet problem is given by
(B.4) Gk(z, y) = −
{
1
|k|e
−|k|z sinh(|k|y), z > y,
1
|k|e
−|k|y sinh(|k|z), z < y.
The goal of this section is to prove the following estimates on the solution of the Laplace problem.
Proposition B.1. We have the estimates:
∀s ≥ 1, ‖∇Ψ‖Hs(T×R+) . ‖F‖Hs−1(T×R+);(B.5)
‖D2Ψ‖L∞(T×R+) . 1 + ‖F‖L∞(T×R+) ln
(
2 + ‖F‖H2(T×R+)
)
;(B.6)
‖∇Ψ‖L∞(T×R+) . 1 + ‖F‖L2(T×R+)
(
ln
(
2 + ‖F‖H1(T×R+)
)) 1
2 ;(B.7)
‖∇Ψ‖L∞(T×R+) . 1 + ‖H‖L∞(T×R+) ln
(
2 + ‖H‖H2(T×R+)
)
, if F = divH.(B.8)
Let us first prove (B.5) for s = 1. From (B.4), we have that
|Gk(z, y)| . 1|k|e
−2c0|k||z−y|, |∂zGk(z, y)| . e−2c0|k||z−y|
for some c0 > 0. By using Parseval and Young, we easily get that
‖D2Ψ‖2L2(T×R+) .
∑
k
∫ +∞
0
∣∣∣ ∫ +∞
0
|k|e−c0|k||z−y||Fk(y)| dy
∣∣∣2 dz .∑
k 6=0
‖Fk‖2L2(R+) . ‖F‖2L2(T×R+).
In particular, we have obtained that
‖∇Ψ‖L2(T×R) + ‖D2Ψ‖L2(T×R) . ‖F‖L2(T×R).
Higher order estimates follow exactly in the same way using |k|β1+1|∂β2z Gk| . |k|β1+β2e−2c0|k||z−y|
with β1 + β2 ≤ s.
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Let us prove (B.6). We will use a Littlewood Paley partition of unity on R:
1 = χ0(ξ) +
∑
n≥1
χn(ξ)
with χn(ξ) = χ(ξ/2
n) and χ0 supported in a ball of radius < 1, χ supported in an annulus.
For a function m(ξ) defined on R, we define a Fourier multiplier m(Dx) on T by
m(Dx)f(x) =
∑
k∈Z
m(k)fk(ξ)e
ikx.
The crucial continuity lemma that we will use is the following.
Lemma B.2. Assume that F−1m(x) := ∫
R
eix·ξm(ξ) dξ ∈ L1(R). Then for every p ∈ [1,+∞],
m(D) is a bounded operator on Lp(T) and
‖m(D)‖L(Lp(T×R)) ≤ ‖F−1m‖L1(R).
By using the Green function (B.4), we can use again the representation (B.3). Note that the
k = 0 frequency is not present since F0 = 0 and that we can replace in the sum Gk by the function
G(k, z, y) = Gk(z, y)(1 − χ0(100k)) which is defined on R × R2+ and is smooth with respect to k.
We can thus write for α ∈ N2 with |α| = 2, α 6= (0, 2),
∂αΨ(x, z) = ∂α1x ∂
α2
z Ψ(x, z) =
∫ +∞
0
∑
k
Gα(k, z, y)Fk(y)e
ik·x dy, x ∈ T, z ≥ 0
where Gα satisfies the estimate
(B.9) |Gα(k, z, y)| . |k|e−c0|k||z−y|.
By using the definition of Fourier multipliers on the torus, we can rewrite this expression as
∂αΨ(x, z) =
∫ +∞
0
Gα(Dx, z, y)F (·, y) dy.
With the help of the Littlewood-Paley decomposition, we write
∂αΨ(x, z) =
∫ +∞
0
( ∑
0<n≤N
Gα(Dx, z, y)χn(Dx)F (·, y) +
∑
n>N
Gα(Dx, z, y)χn(Dx)F (·, y)
)
dy
For every z and y, let us study the inverse Fourier transform of the kernel Gα(ξ, z, y)χn(ξ) which
is given by
F−1ξ (Gαχn)(x, z, y) =
∫
R
eix·ξGα(ξ, z, y)χ(
ξ
2n
) dξ.
By using the pointwise estimate on Gα, we have
|F−1ξ (Gαχn)(x, z, y)| . 2ne−2
n−2|z−y|2n
and by integration by parts, we also have that for every m
|xm||F−1ξ (Gαχn)(x, z, y)| . 2ne−2
n−2|z−y|2n(1−m).
This yields
|F−1ξ (Gαχn)(x, z, y)| . 2ne−2
n−2|z−y| 2
n
1 + (2n|x|)m
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and hence by taking m = 2, we get that
‖F−1ξ (Gαχn)(·, z, y)‖L1(R) . 2ne−2
n−2|z−y|.
From lemma B.2, we thus get that for every z, y,
‖Gα(Dx, z, y)χn(Dx)F (·, y)‖L∞x . 2ne−2
n−2|z−y|‖F (·, y)‖L∞x .
This allows to estimate∣∣∣ ∫ +∞
0
( ∑
0<n≤N
Gα(Dx, z, y)χn(Dx)F (·, y)
)
dy
∣∣∣
.
∫ +∞
0
∑
0<n≤N
2ne−2
n−2|z−y|‖F (·, y)‖L∞x dy .
∑
0<n≤N
‖F‖L∞x,y . N‖F‖L∞(T×R+).
For the other sum, we write for δ > 0 small (δ < 1/2)
Gα(Dx, z, y)χn(Dx)F (·, y) = G
α(Dx, z, y)χn(Dx)
|Dx|δ (|Dx|
δF (·, y))
so that we obtain
‖Gα(Dx, z, y)χn(Dx)F (·, y)‖L∞x . 2−nδ2ne−2
n−2|z−y|
∥∥∥|D|δF (·, y)∥∥∥
L∞x
. 2−nδ2ne−2
n−2|z−y|‖F (·, y)‖H1x
where the last estimate comes from the one-dimensional Sobolev embedding. This yields∣∣∣ ∫ +∞
0
( ∑
n>N
Gα(Dx, z, y)χn(Dx)F (·, y)
)
dy
∣∣∣ . ∑
n>N
2−nδ‖F‖L∞y H1x . 2−Nδ‖F‖H2(T×R+)
by using again the one-dimensional Sobolev embedding.
We have thus proven that
‖∂αΨ‖L∞ . N‖F‖L∞ + 2−Nδ‖F‖H2 ,
and hence we obtain the estimate (B.6) by choosing N such that 2Nδ = 2 + ‖F‖H2 for all the
second order derivatives except ∂2zΨ. To get the missing one, it suffices to use directly the equation
as usual.
Let us prove (B.7) which is easier. We observe that we can write
(∇Ψ)k(z) =
∫ +∞
0
G
(1)
k (z, y)Fk(y) dy,
where the Green function G(1) is bounded by
|G(1)k (z, y)| . e−c0|k||z−y].
Consequently by using Cauchy-Schwarz, we find
‖(∇Ψ)k‖L∞z .
1
|k| 12
‖Fk‖L2z .
This yields for some M ≥ 1 to be chosen,
‖∇Ψ‖L∞ .
∑
0<|k|≤M
1
|k| 12
‖Fk‖L2z +
∑
|k|>M
1
|k| 32
‖|k|Fk‖L2z
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and hence by using Cauchy-Schwarz and Parseval,
‖∇Ψ‖L∞ . (ln(1 +M)) 12 ‖F‖L2 +
1
M
‖F‖H1 .
By taking M = 1 + ‖F‖H1 , we find (B.7).
Let us finally prove (B.8). Since F = ∇·H, we can integrate by parts to obtain that for i = x, z,
∂iΨ = H2δi=z +
∫ +∞
0
∑
k 6=0
Gi(k, z, y)H(y)eik·x dy, x ∈ T, z ≥ 0
where the matrix kernel Gi still satisfies the estimate (B.9). Consequently, we can proceed as in
the proof of (B.6) to obtain that
‖∂iΨ‖L∞ . 1 + ‖H‖L∞ ln(2 + ‖H‖H2).
For the sake of completeness, let us finally briefly recall the proof of Lemma B.2.
Proof of Lemma B.2. We have
m(D)f(x) =
∫
T
K(x− y)f(y) dy
with the kernel K defined by
K(x) =
∑
k
m(k)eikx.
By the Young inequality on convolutions, it suffices to prove that K ∈ L1(T) to obtain the result.
Thanks to the Poisson summation formula, we have that
K(x) =
∑
n∈Z
F−1m(x+ 2pin)
and hence
‖K‖L1(T) ≤
∑
n
‖F−1m(·+ 2pin)‖L1(T) ≤ ‖F−1m‖L1(R).

Appendix C. Elliptic estimates on Ω˜ε
We derive here two propositions concerning divergence free functions on Ω˜ε, whose proofs are
based on a change of variables in order to use the previous proposition on T× R+.
Of course H2 is embedded in L∞, but the goal of the following proposition is to control the L∞
norm by the log of the H2 norm and the L2 norm of the vorticity.
Proposition C.1. There exists C independent of ε such that
‖v‖L∞(Ω˜ε) ≤ C
(
ε+ε
1
2‖v‖L2(Ω˜ε)+‖ curl v‖L2(Ω˜ε)
(
ln(2+
1
ε2
‖v‖H2(Ω˜ε)
) 1
2
+εα‖v‖L∞(Ω˜ε) ln(2+
1
ε2
‖v‖H2(Ω˜ε))
)
for any v ∈ H2(Ω˜ε) such that div v = 0 and v · n|∂Ω˜ε = 0.
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Proof. As usual, we set ω := curl v = ∂1v2 − ∂2v1 and we define the vector field
(C.1) u(z) =
(
v1(z1, z2 + ε
αη(z1)),
v2(z1, z2 + ε
αη(z1))− εαη′(z1)v1(z1, z2 + εαη(z1)))
)
which is defined on T 1
ε
× R+. We observe that since v is divergence free with vanishing normal
component on the boundary, then we also have that
div u = 0 in T 1
ε
× R+ and u2 = 0 on T 1
ε
× {0}.
We can thus introduce a stream function φ so that
u = ∇⊥φ.
We choose φ such that
(C.2) ∆φ = ωu := ∂1u2 − ∂2u1 in T 1
ε
× R+
with the Dirichlet boundary condition. Note that we get that φ0 := ε
∫
z1∈T 1
ε
φ solves
(C.3) ∂2z2φ0 = −ε∂2
∫
z1
u1
and thus that
∂z2φ0 = −ε
∫
z1
u1.
By setting ψ = φ− φ0, we get that ψ solves
(C.4) ∆ψ = f := ωu − ε
∫
z1
ωu, ψ|z2=0 = 0.
Next, we write that
‖u‖L∞ ≤
∥∥∥∥ε∫
z1
u1
∥∥∥∥
L∞z2
+ ‖∇ψ‖L∞ .
By the one-dimensional Sobolev embedding, we obtain that∥∥∥∥∥∥ε
∫
T 1
ε
u1
∥∥∥∥∥∥
L∞z2
.
∥∥∥∥∥∥ε
∫
T 1
ε
u1
∥∥∥∥∥∥
L2z2
+
∥∥∥∥∥∥ε
∫
T 1
ε
∂2u1
∥∥∥∥∥∥
L2z2
≤ ε 12
(
‖u1‖L2 + ‖∇u1‖L2
)
.
Moreover, thanks to (C.1), we have that
‖u1‖L2 . ‖v1‖L2 , ‖∇u1‖L2 . ‖∇v1‖L2
which implies ∥∥∥∥∥∥ε
∫
T 1
ε
u1
∥∥∥∥∥∥
L∞z2
. ε
1
2‖v‖L2 + ε
1
2‖∇v‖L2 .
Hence, Lemma A.3 gives
(C.5) ‖v‖L∞ . ‖u‖L∞ . ε
1
2 ‖v‖L2 + ε
1
2 ‖ω‖L2 + ‖∇ψ‖L∞ .
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It remains to estimate ‖∇ψ‖L∞(T 1
ε
×R+) where ψ solves (C.4). Thanks to (C.1), we observe that
ωu = ω ◦X + ∂2
(
εαη′v2 ◦X
) − ∂1 (εαη′v1 ◦X)
where X(z1, z2) = (z1, z2 + ε
αη′(z1)). We thus split ψ = ψ1 + ψ2 where ψ1 solves in T 1
ε
×R+
∆ψ1 = f := ω ◦X − 〈ω ◦X〉ε, ψ1(z1, 0) = 0,
and ψ2 solves
∆ψ2 = div h, ψ2(z1, 0) = 0,
where we have set
h =
(−εαη′v1 ◦X, εαη′v2 ◦X) − 〈(−εαη′v1 ◦X, εαη′v2 ◦X)〉ε
and for a function f defined on T 1
ε
×R+, we use the notation 〈f〉ε = ε
∫
T 1
ε
f(z1, z2) dz1. To estimate
ψ1, we set
Ψ1(x1, x2) = ψ1(
x1
ε
,
x2
ε
), F (x1, x2) =
1
ε2
f(
x1
ε
,
x2
ε
)
so that Ψ1 and F are defined on T× R+ and solve
∆Ψ1 = F.
By using the estimate (B.7) of Proposition B.1, we get that
‖∇Ψ1‖L∞(T×R+) . 1 + ‖F‖L2(T×R+)
(
ln(2 + ‖F‖H1(T×R+))
) 1
2 .
In this original coordinates, this yields
‖∇ψ1‖L∞(T 1
ε
×R+) . ε+ ‖f‖L2(T 1
ε
×R+)
(
ln(2 +
1
ε2
‖f‖H1(T 1
ε
×R+))
) 1
2
. ε+ ‖ω‖L2(Ω˜ε)
(
ln(2 +
1
ε2
‖v‖H2(Ω˜ε)
) 1
2
.(C.6)
We shall now estimate ψ2. We use the change of variables,
Ψ2(x1, x2) = ψ2(
x1
ε
,
x2
ε
), H(x1, x2) =
1
ε
h(
x1
ε
,
x2
ε
)
so that again Ψ2 and H are defined on T× R+ and solve
∆Ψ2 = divH.
By using the estimate (B.8) of Proposition B.1, we obtain that
‖∇Ψ2‖L∞(T×R+) . 1 + ‖H‖L∞(T×R+) ln(2 + ‖H‖H2(T×R+))
which gives in the original coordinates
‖∇ψ2‖L∞(T 1
ε
×R+) . ε+ ‖h‖L∞(T 1
ε
×R+) ln(2 +
1
ε2
‖h‖H2(T 1
ε
×R+))
. ε+ εα‖v‖L∞(Ω˜ε) ln(2 +
1
ε2
‖v‖H2(Ω˜ε)).(C.7)
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Consequently, by combining (C.5), (C.6), (C.7), we obtain that
‖v‖L∞(Ω˜ε) . ε+ ε
1
2 ‖v‖L2 + ‖ω‖L2(Ω˜ε)
(
ln(2 +
1
ε2
‖v‖H2(Ω˜ε)
) 1
2
+ εα‖v‖L∞(Ω˜ε) ln(2 +
1
ε2
‖v‖H2(Ω˜ε)),
which ends the proof. 
In the second proposition, we finally control the quantities appearing in the assumption (3.24).
Proposition C.2. There exist C and ε0 such that
for all k ≤ 3, ‖v‖Hk(Ω˜ε) ≤ C
(
‖ curl v‖Hk−1(Ω˜ε) + ‖v‖L2(Ω˜ε)
)
,
‖∇v‖L∞(Ω˜ε) ≤ C
(
ε2 + (‖ curl v‖L∞(Ω˜ε) + εα‖v‖W 1,∞(Ω˜ε)) ln
(
2 + ε−3‖v‖H3(Ω˜ε)
))
,
for all ε ≤ ε0 and for any v ∈ H2(Ω˜ε) such that div v = 0 and v · n|∂Ω˜ε = 0.
Proof. We use the same notations as in the proof of the previous proposition. To use the estimates
in T× R+ , we change again the variables
Ψ(x1, x2) = ψ(
x1
ε
,
x2
ε
) and F (x1, x2) =
1
ε2
f(
x1
ε
,
x2
ε
),
so that Ψ solves
(C.8)
{
∆Ψ = F in T× R+,
Ψ = 0 on T× {0},
with F such that
∫
x1
F = 0. In particular, for k ≤ 3, (B.5) gives
‖Dk∇Ψ‖L2(T×R) ≤ ‖∇Ψ‖Hk(T×R) . ‖F‖Hk−1(T×R)
and thus
‖Dk∇ψ‖L2(T 1
ε
×R+) = ε
k‖Dk∇Ψ‖L2(T×R+) . εk‖F‖Hk−1(T×R) ≤ ‖f‖Hk−1(T 1
ε
×R+).
Hence, for k ≤ 2
‖D∇ψ‖Hk(T 1
ε
×R+) . ‖ωu‖Hk(T 1
ε
×R+).
Coming back to u = ∇⊥ψ +∇⊥φ0 and thanks to (C.3), we write
‖Du‖Hk(T 1
ε
×R+) . ‖D∇ψ‖Hk(T 1
ε
×R+) + ‖D2z2φ0‖Hk(T 1
ε
×R+)
. ‖ωu‖Hk(T 1
ε
×R+) + ε
1/2‖
∫
z1∈T 1
ε
ωu‖Hkz2 (R+)
. ‖ωu‖Hk(T 1
ε
×R+) . ‖ω‖Hk(Ω˜ε) + εα‖v‖Hk+1(Ω˜ε),
where we have used the definition of u and ωu (C.1)–(C.2). Next, we observe again from the
definition of u (C.1) that for all k ≤ 2,
‖Dv‖Hk(Ω˜ε) . ‖Du‖Hk(T 1
ε
×R+) + ε
α‖v‖Hk+1(Ω˜ε)
which allows us to deduce the existence of C > 0 independent of v and ε such that
‖v‖Hk+1(Ω˜ε) ≤ 2C
(
‖v‖L2(Ω˜ε) + ‖ω‖Hk(Ω˜ε) + εα‖v‖Hk+1(Ω˜ε)
)
.
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Setting ε0 such that 2Cε
α
0 ≤ 1/2 gives the first estimate of Proposition C.2.
To prove the second estimate, we use the estimate (B.6) of Proposition B.1. In the original
coordinates, this gives
‖D2ψ‖L∞(T 1
ε
×R+) . ε
2 + ‖f‖L∞(T 1
ε
×R+) ln(2 +
1
ε3
‖f‖H2(T
ε
×R+)).
Thanks to (C.3), we also have that
‖D2z2φ0‖L∞(R+) =
∥∥∥ε∫
z1∈T 1
ε
ωu
∥∥∥
L∞z2
≤ ‖ωu‖L∞(T 1
ε
×R+).
Therefore, we actually obtain that
‖∇u‖L∞(T 1
ε
×R+) . ε
2 + ‖ωu‖L∞(T 1
ε
×R+) ln(2 +
1
ε3
‖ωu‖H2(T 1
ε
×R+)).
To conclude, we use that
‖∇v‖L∞(Ω˜ε) . ‖∇u‖L∞(T 1
ε
×R+) + ε
α‖v‖L∞(Ω˜ε)
‖ωu‖L∞(T 1
ε
×R+) . ‖ω‖L∞(Ω˜ε) + εα‖∇v‖L∞(Ω˜ε) + εα‖v‖L∞(Ω˜ε)
‖ωu‖H2(T 1
ε
×R+) . ‖v‖H3(Ω˜ε),
to deduce the existence of C independent of v and ε such that
‖∇v‖L∞(Ω˜ε) ≤ C
(
ε2 + (‖ω‖L∞(Ω˜ε) + εα‖v‖W 1,∞(Ω˜ε)) ln(2 +
1
ε3
‖v‖H3(Ω˜ε))
)
,
which ends the proof. 
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