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Abstract
University of Surrey 
Department of mathematics
Doctor of Philosophy 
by Gregory Clack
In this Thesis we investigate interval translation maps (ITMs) with, on the circle, 
two intervals, also known as “double rotations” . ITMs are either of finite or infinite 
type. If they are of finite type they reduce to interval exchange-transformations (lETs). 
I t is argued th a t by using the induction procedure described by Suzuki et al, we can 
demonstrate several properties of double rotations.
We show tha t almost every double rotation is of finite type, with respect to Lebesgue 
measure. Further we show that a typical double rotation is uniquely ergo die. Next 
we consider complexity. It is trivially true that, in the case of lETs complexity is 
linear. However, contrary to expectation, there are double rotations with super-linear 
complexity. Finally we give approximations for the dimension of the set of all infinite 
double rotations.
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Introduction
1.1 M otivation
In this thesis I will explore the properties of so-called double rotations. The family of 
double rotations is an example of piecewise isometries of the interval, which find use 
in various branches of mathematics (notably billiard fiows and fiows on fiat surfaces) 
and also outside mathematics, for example signal processing in electronics. I will devote 
Section 5.2 to  a particular circuit model tha t leads exactly to double rotations. First, 
however, I will present some basic examples of piecewise isometries, to introduce the 
basic terminology and techniques necessary to explain the main results of this thesis.
A piecewise isometry is a map, T: X  — > X  such tha t there exists a partition of X ,  
{ X i, . . .  ,X n}, with \x — y\ = \Tx — Ty\ for all x ,y  E X{ îor 0 < i < n. The rotation 
map is one of the simplest piecewise isometries, see . It is defined as:
TaX = X a  mod 1
In the case of rotations we have two partition elements, [0,1 — u) and [1 — ck, 1). If 
o; =  2 6 Q then Tq, is g-periodic, for all x. For a: =  0 we have:
If, however a  G M \  Q then Un>oTaX is dense in [0,1) for all x  € [0,1), hence Tq, is 
minimal. Further, under Lebesgue measure, Leb[a, b) = b — a, any subsets of [0,1) (in 
the Borel sigma algebra of [0,1)) invariant under Tq have measure 0 or 1 i.e. Lebesgue
1
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Figure 1.1: A rotation map.
measure is an ergodic measure. For Tq Lebesgue measure is the only ergodic measure. 
For a rotation defined on an interval, J, we can define an interval J  C I  and induce a 
new map on J ,  by computing the first return map of the interval J. This induction gives 
us a new rotation, which can be normalised. By repeated induction and normalisation 
we get a series of rotations
T a o  1 Toil 5 T a 2  5 T a ^ , . . .
where, for induction on J  =  [1 — o;, 1),
Oti-i
Depending on the subinterval J ,  the values of induced cxis vary. We consider mainly 
J  =  [1 — a, 1) as it is directly connected with the Gauss map and continued fractions. 
This can be described symbolically using the alphabet A  = {1, 2} with x  E [0,1 — 
a) having address 1 and x  E [1 — u, 1) having address 2. For x  E [0,1) there is a 
corresponding sequence uj{x) =  ujqujiuj2 • .. defined by
(jji = k where k is the address of for all 2 G N.
The induction of rotations is described symbolically by substitution shift. A substitution 
shift, ti, maps each letter in the domain’s alphabet, A i- i  to a word in the co-domain’s
alphabet A ^  (for some n, in the case described above n =
O i i - l
or tti-i -  1). This
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can be extended by concatenation to map A f_ i to sequence 
W0W1W2W3 . . .  t({ujo)t((ui)t{{u2)t{{ujs). . .
Infinite applications of the substitution shift give us a sequence, the closure of the 
orbit (by the shift space) of this sequence gives us a subshift representing the induction. 
Prom this subshift we can deduce tha t the complexity, p(n), tha t is the number of 
words of length n, of such a shift is linear. In this case we have a Sturmian shift with 
complexity: p{n) =  n  +  1.
In 1975 Keane introduced a generalisation to the rotation map, the Interval Ex­
change Transformation (lET), [K]. This map is denoted by cutting I  into n  subintervals 
and then permuting then into a new order, lETs of n  intervals are defined by a vec­
tor A =  (Ai, A2, . . . ,  An) (where without loss of generality we assume =  1)
determining the length of the n  subintervals of [0, 1), and the set of permutations on 
{1,2, . . . , n} ,  n . Thus for n-intervaled lETs we have an n — 1 dimensional simplex 
{(Ai, A2, . . . ,  An) : Ai =  1} x II as the parameter space of the lETs.
Various properties of lETs have been discovered. It was conjectured by Keane (in the 
above paper) that, as is true for rotations, lETs are uniquely ergodic (that is they have 
exactly one invariant ergodic measure), as long as they satisfy the Keane minimality 
condition (if the orbits of the end points of every subinterval do not include any other 
end points ). However, it was shown tha t lETs need not be uniquely ergodic by Keynes 
and Newton, [KN] with an example of a five interval lE T  tha t was non-uniquely ergodic. 
Keane then gave an example of a non-uniquely ergodic lE T  with four intervals [K2]. He 
then conjectured tha t almost all lETs are uniquely ergodic. This conjecture was proven 
independently by Masur and Veech in 1982, see [M] and [Ve]. The complexity of an 
lE T  with d intervals is p(n) = {d — l)n  +  1, also linear, a proof of this can be found in 
Chapter 4.4, Proposition 4.4.
As with rotation maps we can induce a new lE T  on a subinterval of an existing lET. 
We shall use Rauzy induction, an induction scheme introduced by Gérard Rauzy, [R] 
to do this. Rauzy gives us a new lE T  with the same number of intervals, so we can 
repeatedly apply it to the parameter space, an n —1-dimensional simplex representing the 
vectors that determine the interval length. We can then study the dynamics and measure 
-theoretic properties of the Rauzy induction. For each set of possible permutations of
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{1, . . .  ,n} it is shown tha t there are subgroups such tha t Rauzy induction applied to 
any lE T  with a permutation from the subgroup will give a new lE T  which also has a 
permutation from the subgroup. Such subgroups are known as Rauzy classes, IZ. Hence 
under Rauzy induction we have parameter space {(Ai, A2, . . . ,  An) : Ai =  1} x 77..
Also we consider a refinement of Rauzy induction, called Zorich acceleration. This speeds 
up Rauzy induction (necessary due to neutral fixed points) giving us a finite measure 
on the parameter space.
A further generalisation of lETs, is the Interval Translation Map ITM. An ITM, 
unlike an lE T  is not surjective. Each ITM of n-subintervals is defined by the parameters: 
715 ’ • • 5 "Tfij A15. . .  5 A^ —1 where
a; +  71 if æ e  [0, Ai) 
37 +  72 if 37 E [Ai, A2)
)* * * Ai ) •• • Ati—1 *
37 +  7n if 37 E [An-1, 1).
Thus for ITMs of n-subintervals we have the 2n — 1-dimensional param eter space:
T  — {(TI? ' • • 5 Ai, . . . , An—1) : 7%) • • * ; Al, . . . , An—1 E [0,1)}
To study the dynamics of an ITM we consider its attractor, 0  =  nj>oT-^/. ITMs fall 
into two classes, those for which the attractor is a Cantor set, ITMs of infinite type, and 
those for which the attractor is a union of intervals, ITMs of finite type. The later case 
behave on Q, like lETs. We are interested in ITMs of infinite type. Interval Translation 
maps were introduced by Michael Boshernitzan and Isaac Kornfeld in 1995, [BK]. They 
constructed, as an example, an ITM with two subintervals (on the circle):
T
%,a2,i-c)37 =  <
37 +  0 : if 37 E [0,1 — a)
37 +  Q;^ if 37 E [1 — a, 1 — 07^ )
37 +  07^ — 1 if 37 E [1 — 07^, 1)
where a =  0.311108... is a root of the polynomial:
(1.1)
P{x) = X^ — 37^  — 337 +  1.
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 ^ By inducing ITMs isomorphic to the original on the dynamical space they show that 
the attractor in this case is a Cantor set and calculate the Hausdorff dimension of it. 
They also give a substitution of the dynamics on T.
Henk Bruin and Serge Troubetzkoy considered ITMs of two intervals with a  > /3 
and Ai =  1 — 07 [BT]. The parameter space for this family of ITMs is a two dimensional 
triangular slice V  = {{a, fi): 1 > a  > j3 > 0)}. On this parameter space an inducing 
scheme is defined, G: V  — > V.- The map C is a two dimensional version of the Causs 
map. It is shown tha t if there exists an n G N such tha t TUmrQ m has two subintervals 
then it’s an ITM of finite type, if not then it’s an infinite type ITM. Thus the interesting, 
infinite, cases are members of the set:
A =  P i G“ ”y.
n>0
Bruin and Troubetzkoy then go on to show tha t A is a set of Lebesgue measure zero. As 
with lETs it is shown tha t almost all ITMs of this form are uniquely ergodic. Double 
rotations are the more general form of the map studied by Bruin and Troubetzkoy, where 
c, the critical point, can take any value in the unit interval, not just 1 — a.
1.2 Statem ent of M ain Results
In this thesis we concentrate on the case where there are two intervals, also called a 
double rotation, defined:
T{a,l3,c^ — ^
{ x A- a}  if 3: e  [0, c)
(1.2)
{x-\- (3} if 37 e  [c, 1)
thus the parameter space of these ITMs is a three dimensional space with the pa­
rameters 07, /3, c:
f  =  {(o, c) : o, c E [0,1)} =  [0,1) X [0,1) X [0,1).
The obvious choice of method to induce on a two intervaled rotation is by Rauzy 
Induction. However as it is shown, see Chapter 7.2, tha t Rauzy Induction is not easily 
generalised to ITMs. There are several ways to induce a new ITM, we use Suzuki
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induction, S: P  — > P, introduced by Suzuki et a l, see [SIA], which is specifically 
designed for ITMs with two intervals. This requires us to subdivide the parameter space 
into six subdivisions. For four of the partition elements we can induce a new ITM, 
however the elements of the other two partition elements reduce to a rotation. Further 
any element mapped to either of these partition elements will be an ITM of finite type.
The Abyss is the set of all double rotations of finite type. As was the case with lETs, 
the parameter space has neutral fixed points, and so we can accelerate Suzuki induction.
We look at the properties of Suzuki induction and the accelerated Suzuki map on 
the parameter space and are able to show tha t it is Markov. From the properties of the 
map we are able to prove the following:
C o ro lla ry  8.2 Lebesgue-a.e. point in the phase space belongs to the Abyss.
As with rotations and lETs, we use substitution subshifts to model ITMs. In Chapter 
9 we compute 84 different possible substitutions, depending on the location of an element 
of the parameter space, and its image under Suzuki induction. We then go on to prove 
tha t a typical double rotation is uniquely ergodic:
T h eo re m  9.1 For any measure fi, invariant with respect to Suzuki induction S,
/?, c) e  P \  Abyss : *<5 not uniquely ergodic} = 0.
Unlike in the case of lETs, for double rotations word complexity is non-trivial. It 
would seem natural to suppose tha t the complexity would, as in the case of an lET, be 
linear. We are able to show tha t almost every double rotation has a subsequence upon 
which it is linear, i.e.
P ro p o s itio n  10.3 For a substitution, c), there exists a subsequence of N, N 2 , N s , . . .  ) 
such that the word complexity at each o f these integers is of the form,
for some iF E N, independent ofi .
This however is not enough to guarantee tha t a substitution subshift is linear, as 
was demonstrated by J. Leroy [L], in 2012. From his and Pansiot’s (1998) results, [Pa]
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we are able to show tha t not all double rotations have linear complexity:
Proposition  10.6 For every i  E (1,2), there is a parameter (a, /3, c) such that the word 
complexity ofTa^^^c satisfies
pipi) > n\ along some subsequence ni -4  oo.
Finally by computing the upper box dimension we give the bounds for the Hausdorff 
dimension of the subset of all non-abyss maps, N A  = P  \  Abyss, to be d im n N A  E 
[2 , 2 .88].
The Chapters 7, 8, 9 and 11 are based on my paper, [BC], joint with H. Bruin.
1.3 Measure and Ergodicity
Let m  : /C — > M be a measure, tha t is a set function, for example the Lebesgue measure, 
which is the Euclidean n-dimensional “volume” of a set. Let y: /C — R be (one dimen­
sional) Lebesgue measure. The Lebesgue measure of an interval is /i[a, b] = ii{a, b) = b—a. 
Further, /C denotes a cr-algebra of m-measurable sets. This is a collection of subsets of 
X  which satisfy the following:
• X  eJC.
• If A E /C then X \ A e I C .
• If E /C Vn E N then UneN A E /C.
Note tha t by the first two points, 0 E /C. If w e have a map T  : X  — > X  then we may 
be interested in T ’s dynamics from a measure theoretic viewpoint. Let (X, /C,m,T) be 
a dynamical system. Then if we have:
y  A  E JC m {T~^A) — m (A)
then we say tha t m  is T-invariant, or tha t T  is a measure preserving transformation.
D efin ition  1.1. Let { X , K , m , T )  be a probability space and T  a measure-preserving 
transformation. T  is an ergodic transformation if the only sets A E K, th a t satisfy 
T~^A  =  A  have measure m{A) =  0 or m{A) = 1.
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One of the earliest major results in ergodic theory is the Birkhoff Ergodic Theorem.
T h eo re m  1.2 (Birkhoff Ergodic Theorem). Let T: X  — > X , be a measure-preserving 
transformation, and f  E L^{X,)C,m).  Then there exists a function, f*  E L ^ { X , K , m)  
such that:
-  — > f*  a s n ^ o o  (1.3)
^  i= 0
and f* o T  = f* a.e. for m  — a.e x  E  X . Further, i f  m{ X)  < oo then
J  f  dm  ~  J  f*
I f  m  is ergodic then
f * ~ J  constant.
See any textbook on Ergodic Theory for more information, e.g. [W], [P].
We can define spaces of measures, such as M . t { X ) ,  which denotes the space of all 
T-invariant measures. If however this set only contains one measure, and thus T  is 
ergodic with respect to it, then we say tha t T  is uniquely ergodic.
1.4 Topology
Let X  be a set. A Topology on the set X , {X , T) ,  is a collection of sets which satisfies 
the following conditions:
• X e T,
•  0 E T ,
•  ÎÎ Bn e T  then Hn 6 T  for X  <  oo,
• If Bn E 7" then (JneN E T .
The elements of T  are called open (relative to T ). A set B G (X, T ] is a neighbour­
hood of a point x  E X  iî and only if B contains an open set to which x  belongs. A subset 
of T , B, is known as closed if its complement, B^ =  X  \  B is an open set. It is possible 
for a set to be both closed and open, clopen if a set is open and so is its complement.
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For example all topologies of a set X  contain the sets X  and 0. As they are both open 
and the complement of each other they are also closed and hence clopen.
For an open set B  we call a point x E  X  a. limit point if for every neighbourhood of 
X  there exists at least one point in the set B  \  {a:}. Let U be an open set. We denote 
U, as the closure of U. U is composed of U and its limit points.
Another useful topological concept is a Gs set. A G s set is a set which can be written 
as a countable intersection of open sets on the topology (X, T ).
On a set X  we may include a notion of distance, by putting a metric on it. If a X  
has a function d: X  x  X  — > R that, for the points, x , y , z  E X  satisfies the following 
axioms:
• d(x,y) > 0,
• d{x, y) = 0 if and only if x  = y,
• d{x,y) = d(y,x),
• d{x, y) +  d{y, z) > d(x, z),
•then we say tha t (X, d) is a metric. A semi-metric is a metric tha t satisfies all the
above cases except the second one. However if x  = y then d{x, y) = 0.
If a set has a metric on it we can generate a topology on X  using the open balls:
B(x,e)  = {y E  X :  d{x,y) < e}.
Example 1. We begin with the interval, [0, 1]. By removing the set (J, | )  we are left with 
two subintervals. We remove from these subintervals the middle thirds, ( | ,  | )  and ( | ,  | )  
and by repeating this process of removing the middle third set we obtain the Cantor se t
Let Eq = [0,1]. We define the sets Ei = U +  | )  for all i e N .  This
gives us an infinite series of sets with the property tha t Ei D Ei+j for all 2, j  G N. Thus 
we define the Cantor set, G as:
C  — C]iç.f^Ei.
Consider the space 2^ =  {0,1} x {0,1} x {0,1} x . . . .  The topological space generated 
by the metric d{x,y) = ~  Vnl, where Xn,yn are the n th  digits of the
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expansion, is the Cantor set. As any ball B{x,e)  on the Cantor set will correspond to 
the union of all elements of 2^ with uiU2 . . .Un = x\X2 . . . X n f o v n  such tha t ^  <  e. Its 
complement will be an open set composed of the finite union of all the elements of 2^ 
beginning with other n-words, hence all such subsets are clopen.
Any set tha t is compact (each of its open covers has a finite subcover), totally dis­
connected (the connected components in the set are the one-point sets) and perfect (the 
limit points of the set are equal to the set) is the Cantor set.
Chapter 2
R eview  of R otations
The rotation map is a map on the interval tha t has been around at least since the time 
of Gauss. It is defined on an interval [0, A). W ithout loss of generality, we shall assume 
A =  1. If we identify zero and one then our map T, is defined on T =  R /Z .  It is of the 
form
TaX =  37 +  07 mod 1.
Note tha t by rotation number we shall be referring to the 07 of a rotation. The 
properties of this map vary greatly depending on whether 07 is rational or not. If 07 =  | ,  
p 6 Z, g G N then Tq37 is periodic for all x  G [0,1). Indeed is the identity map. If 
however a  G R \  Q then Tq is minimal.
D efinition  2.1. A map g : X  — > X  is minimal if V37 G X  O g X  is dense in X.
See [KH], Chapter 1.3 for more details.
Unsurprisingly, this map is measure-preserving with respect to the (one dimensional) 
Lebesgue measure. Furthermore, the map is ergodic with respect to Lebesgue if and only 
if the rotation-number is irrational. In this case the rotation is uniquely ergodic. Thus 
the map is strictly ergodic, th a t is uniquely ergodic and minimal.
It is possible to  induce a new map on the rotation by studying the first return map 
of either of the sub-intervals, [0,1 — a) or [1 — a, 1). We shall choose [1 — 07, 1).
So from our T x  =  37 +  07 mod 1 we shall derive a new rotation by computing the 
return map to [1 — 07, 1); 07 G (0,1).
Let the interval be defined thus: [1 — 07, 1) = I*. Applying Tq we get:
11
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Tq[1 -  Û7,1) =  [0,0;)
T^[l  -  a , l )  = [a,2a)
T” [l — 07,1) =  [(n — l)o;,nû;).
There exists an X  G N such that:
(X  — 1)07 <  1 — Û7 <  Xo7
and it is easy to see tha t X  =  . So since N a  <  1 <  (X  +  l)o7,
T ^ I*  = [(X -  1)q7, N a ) = [(X -  l)o7,1 -  07) U [1 -  07, N a )
C.I*
and
Tq[(X — l)o7, 1 — 07) =  [Xo7, 1) .
cl*
This gives us a new rotation, defined on the interval I*, with a new value of 07=, 
(X  +  l)o7 — 1. Normalising this we get the map:
rji 1 (X  +  1)q7 — 1Ta^x =  37 +  072, where 0:2 =  —
07
Notice that:
072 =  1 — ( -----
07
Thus the rotation number of the rotation induced by this algorithm is computed by 
one minus the Gauss (continued fraction) map.
D efin ition  2.2. The Gauss map, / :  [0,1] — > [0,1] is defined as:
, ,  ,  j x - [il i f  ®  S  (0>  1 ]
/(æ) =  <
0 if 37 =  0.
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There exists an invariant measure on the Gauss map, the Gauss measure, defined
as:
for any [a, 6] C [0, 1].
Alternatively if we choose [0,1 — a) to be the sub-interval we induce to, then the 
induced rotation has the following rotation number:
072 =
1 —a 07 -  (X  -  1)
1 — 07
W ith a bit of re-arranging we get:
l—a l — a 07 — l — a + 1
1 — 07
l — a
1 — 07
(1 -  07) +  1
1 — 07
1 — 07 
=  / ( I  - 0 7 ) ,
1 — 07
Remark: We shall refer to the induction on [1 — 07, 1) and [0,1 — 07) as the right and 
left induction respectively, and denote them as:
R r { a )  = l - f ( a )
Rl(a) = f { l - a ) .
The Gauss map is closely linked to continued fractions. The continued fraction of 
a: G R is of the form:
0,1 +
0 2  +
0 3  +
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where ao e Z  and G N for i >  1. Note tha t if a: G Q then there will be a finite number 
of non-zero OjS and the fraction will eventually terminate. If however a; G M \  Q then the 
continued fraction will go on indefinitely, with each ao, . . . ,  o%, giving a closer rational 
approximation than the ao, . . .  \/j < i — 1.
For any point, x  E (0,1), we can use the Gauss map to generate the continued 
fraction expansion of x.  As we are in the unit interval, oq =  0 for all x.  Firstly let 
di(x) = ^ — f { x ) .  Thus we have: f {x )  = ^ — oi, which can be re-written as a: =  ai+f(x) • 
Now let 02 =  ai{f{x)) ,  and by induction o% =  ai{f^~^{x)).  Thus after N  iterations we 
have:
X =
ai +
as +
a jv - i  +  / ^  ^(37)
An alternative, more compact, notation for this is:
X  =  [ a o ; a i 0 2  . . . ] ,
where og =  0 for all x  E  (0,1).
See [DK] for a more comprehensive discussion of the Gauss map and continued
fractions. This however is only one method of inducing a new rotation from an old.
Remark: The Farey map, F  : [0,1] — )■ [0,1], is defined as
^  if 37 G [^, 1).
This map has a neutral fixed point, tha t is a fixed point, p, on a map, T  such 
tha t T'{p) = 1. The left-hand interval of the Farey map can be partitioned into 
countable subsets thus: Un>2[l/(^^ +  l ) , l / n ] .  For each of these subintervals we have 
tha t So from this we see tha t =  [0, |] .  Let
R  = {Ji, J 25 7s , . . . }  be the partition of F  (and / )  where Ji =  (7: ^ , 7). We can ac­
celerate F, to get a new map G, with the following scheme:
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0.5 -
0.4 -
0 .2 -
0.5 0.80.4 10
Figure 2.1: On the left the Farey map, and on the right the Gauss map.
Gx  =  if a; G [— —] Vn G N
n +  1 n
so each of the subsets gets mapped to [^, 1] and from there gets mapped to
[0,1]. Thus we have a countable series of subsets each mapping to [0,1], and monotone 
decreasing. So G is clearly the Gauss map, / .  Accelerating maps in this way can 
sometimes help us avoid problems such as neutral fixed points and finding a measure for 
the original map, F.
We now introduce the distortion conditions for an interval map. For a map, g, on 
an interval we say g has bounded distortion if it has the following property: there exists 
a C > 0 such tha t for all x , y  G Pi, where Pi is a partition element of the map.
-  1 (2 .2)
for all n G N .
There are other, non-equivalent, conditions to establish bounded distortion.
For every partition element. Pi C I  for every x, y & Pi there is a C > 0 such that:
y(g/)
-  1 (2.3a)
and it is uniformly expanding if there exists A  > 0 and A >  1 such that
K D ' W l  > K X ’^ (2.3b)
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Alternatively if g is uniformly expanding (as above), but also satisfies:
|g"W I <c,
Ig 'W f
for some C >  0, then g will have bounded distortion.
In this case the best formulation to ensure bounded distortion (2.4).
For each in the partition, the Gauss map, its first and second derivatives are:
(2.4)
i f  \jnY'^ -  ^3-
The Gauss map has both bounded distortion and it is uniformly expanding:
From the derivative of the Gauss map above we can easily deduce tha t the lower 
bound of expansion is in J i .  Thus the lowest expansion over m  iterations of the Gauss 
map will have be an element of J\ for all m  mappings. As m —)■ oo the interval corre­
sponding to this address contracts to a single point, the golden ratio conjugate,
This gives us:
K / ™ ) ' x\ ( r ) '
by the chain rule: 
- r i f V E - .
using the fact tha t —-  is a fixed-point:
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Prom this calculation we conclude tha t the value of K ,  the constant, in the equation 
(2.3b) is A =  ~  2.618 >  1. However 4 >  f ' x  > 1 for all æ G J i, so we need
Now we consider the distortion. Using the above we get:
X'^
Since each partition is monotone decreasing, 
we can bound the above by:
<
2(ra +  l)-
The above term is bounded above, and so gives us C =  16 as a distortion bound. 
Prom [Man] Chapter III, we have the Folklore Theorem:
T h eo re m  2.3 (Folklore Theorem). Let g: M  — > M  be a piecewise expanding map 
of a compact (n-dimensional) manifold M , with bounded distortion. Assume also that 
g is topologically mixing and preserves a Markov partition with finite image partition. 
Then g has an absolutely continuous invariant probability measure p. Furthermore, ji is 
ergodic, its density is bounded and bounded away from zero and
p(A) = lim Leb{g ” (A)), (2.5)
fo r each measurable set A.
We can construct an invariant measure for F  from this:
n — 1 
n > l j = 0
P ro p o s itio n  2.4. The measure v is an absolutely continuous, invariant, infinite mea­
sure.
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P ro o f. Firstly we consider absolute continuity. By the Folklore Theorem we know tha t 
p  is absolutely continuous hence Leb{A) =  0 => f {A) = 0. The invariance of p  gives us 
tha t fi{A) =  0 ii{F~^A) =  0 from this we get tha t ii{F~^{A) fl Jn) = 0 for all n  G N. 
Thus we have tha t z/(A) =  0.
Now for invariance note tha t by the definition of the induction of /  from F  and the 
invariance of ji from the Folklore Theorem we have that:
J„) = M ( / “ ' ^ n  J„)
— O Jn)-
So for any set A  Ç [0,1] we have:
n —1
u{F-^A)  = Y , '£  n  Jn)
n > l j= 0
n > l j = l  
n—1
= F F , n  Jn) -  f i {An  J„) +  n  Jn)
n > l j = 0
by the above
n —1 
n > l j=0
=
For z/ to be a finite measure would require the integral, with respect to i/, of r  to be 
finite. As our measure is absolutely continuous it would be sufficient for
/ T(æ)
Jo
dx < 00.
We shall show tha t this is not the case and hence z/ is an infinite measure:
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I  r(x)dx =  5 3 n l e 6 ( l ( ^ i , )
n > l
-E  ”„(„ + !)
n > l  
=  OO .
□
This technique of “speeding up” maps with infinite measures is a powerful method 
to gain a finite measured map. In Chapter 3, it is used on Rauzy induction to give us 
a finite measure. In Chapter ?? it is used on Suzuki induction to give us a map with a 
finite measure.
Chapter 3
Interval Exchange 
Transformations and Rauzy  
Induction
Consider the rotation map In it we have a pair of intervals [0,1 — cr) and [1 — a, 1), 
and the rotation map swaps round the order of these pieces. An obvious generalisation 
of the rotation map is to cut the interval into more than two pieces, and permute their 
order. Thus for each Interval Translation Map (JET) as well as needing to  know the 
size of the intervals, we need to specify the permutation used in order to  compute the 
translation of each interval.
3.1 Definition of an Interval Exchange Transformations
Let A =  (Ai, A2, . . . ,  A„) be a positive vector, i.e., > 0 for all i G { 1 , . . . ,  n} and let
Ao =  0. W ithout loss of generality we shall assume tha t Aj =  1. We shall let each 
Xi denote the length of the interval. Let li = Aj). Except in the case
where A =  (Ai, A2), there is not a unique way to re-order the intervals, and thus we also 
need to specify a permutation, i.e. a map, t t : {1, . . . ,  n} — > {1, . . . ,  n}, a re-ordering of 
the set { ! , . . . ,  n}, to determine the new order of intervals.
Thus, using the above A and tt we can define an lE T  as a map T:  [0,1) — > [0,1) 
by the following:
2 0
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T a ,tt^  — ^  I ^  ^ X j  I +  1 ^   ^ X j  I for X El l i ,
\ j< i )  \7i-(j)<7r(i) /
where 7r(i) =  j  if i is in the place after the permutation.
For any lET, Ta ,tt, of n intervals, we can define the translation matrix, M a ,tt : 
as: MA,vr =  irns,t)s,te{i,...,n} where
'^S,t — ^
1 if s <  t and 7r(s) >  t
—1 IÎ 8 > t  and 7t ( s )  < t 
0 otherwise
so each translation vector, W a ,-k E R" can be defined as:
(  m i , i  m i , 2 . . .  m i ,n  \  i  X \ \
'ITT'2,1 7 7 7 ,2 ,2  • • • 7 7 7 ,2 ,m
m,
A2
,n /  \  Xfi J\  777,7^ ,1 Tnn,2 
SO Ta,77a: =  a; +  for x E k .
For some permutations the corresponding lE T  behaves like two independent lETs, 
for example the permutation
7T =
1 2  3 4 
2 1 4  3
would give us a lE T  equivalent to two rotations. We introduce the notion of reducibility 
on our parameter space to exclude such lETs.
D efin ition  3.1. The permutation tt is reducible if there exists an z E { l , . . . , n  — 1} 
such that
U 7r(i) =  { l , . . . , z } .
If there does not exist such an i then we say tha t the permutation is irreducible.
Chapter 3, Rauzy Induction 22
Example 2. Let A =  (0.1,0.2,0.3,0.4) and,
1 2  3 4
4 1 3  2
TT =
The translation vector for tt is thus:
I
Wa,7T =
V
Prom this it follows tha t the JET of this permutation is of the form:
0 1 1 1 ^ I x A  ^ A2 + A3 + A4 ^
- 1 0  0 0 X2 —Ai
- 1 0  0 1 X3 —Ai + A4
- 1  0 - 1  0 y K -^ 4 j  ^ —Ai — A3 j
T\,7T^ — *'
a: +  A2 +  A3 +  A4 if  a; G Ji
a: — Ai if  a; G /2
a: — Ai +  A4 if a; G L3
a: — Ai — A3 if a; G L4
Once we substitute in the specific A, this becomes:
X  +  0.9 if X G [0, 0.■1)
X  — 0.10 if X G [0.1, 0.3)
X  -f- 0.3 if X G [0.3, 0.6)
X  — 0.4 if X G [0.6, 1)
3.2 Properties of Interval Exchange Transformations
In the original paper on lETs, [K], Keane gave criteria for an lE T  to be minimal. Firstly, 
the permutation, tt, must be irreducible, and also, the vector A should be rationally 
independent.
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a.
0.9
0.6
0.2
0.60.3
(b)
Figure 3.1: An example of an JET
D efin ition  3.2. A vector A is rationally independent if there does not exist mi E Z, 
i E { 1 , . . . ,  n}, other than the zero-vector, such that
m i A i  ni2^2  +  • ‘ +  'ITT'n^ n ~  0 -
However this condition is unnecessarily strong. It suffices to have the Keane condi­
tion. That is we require that the left boundary point of each interval of continuity is not 
part of the orbit of any other boundary point (except the left endpoint of the interval), 
i.e.
Ol Ij i  ^ (dhlk) Vj, G { 1 , . . . ,  n} , j ÿ ^ k .
As with the rotation map, interval exchange maps are invariant under Lebesgue 
measure. Keane showed tha t for minimal lETs there are a finite number of measures. 
He showed tha t all lETs of two and three intervals were uniquely ergodic, and conjectured 
th a t this was true for lETs with any number of intervals. This was shown not to be the 
case in 1976 in a paper by H. Keynes and D. Newton, [KN]. They showed tha t for the 
map : [0, 1 /3) —  ^ [0,1 + j3)
{a; +  1} if a; G [0,/3)
{a; +  7 } if a; G [/3,1 +  /3)
we have an lE T  of three intervals, as long as /3 7  ^ 1 — 7 . We can normalise the above 
map. The resulting map depends on the values of and 7 . In the case where ^  7 <  1
Chapter 3. Rauzy Induction 24
0 .8 -
0 .6 -0 .6 -
0.40 .4 -
0 2 -
■t
10.4 0.4 0.8
Figure 3.2: An example of a map of the form discussed, in this case with P = 0.37 and
7 =  0.55.
the resulting map, has parameters:
A =
P 1 — /? — 7 ^  +  7 \  / 1 2 3
and TV =
‘ 3 2 11 +  /5’ 1 +  ^  ’ 1 +  /3
(3.1)
For ^  +  7 > 1 the resulting lET has the same permutation, with length vector:
P 2 - / 5 - 7  /3 +  7 - 1'
A =
1 +  /9’ 1 +  /3 ’ l  + p
We now consider the map which is subject to further conditions on j3 and 7 . 
As an example, when 7 < ^ ,  /3 +  7 < l ,  and /3 +  27 >  1 give us:
K — ( ^ l-/g-7  /3 1-/3-7  ^+27-1 \  1
 ^l+;8 ) l+)8 ’ 1+/3’ 1+^ ’ 1+^ y
TV =
1 2 3 4 5 
3 2 5 4 1
see Figure 3.2. They show that under some conditions this equation of five inter­
vals has two ergodic measures, both of which are absolutely continuous with respect 
to  Lebesgue measure. Keynes and Newton conjectured that requiring A to be ratio­
nally independent, rather than simply satisfying the Keane condition, will give unique 
ergodicity.
In 1977 Keane gave a counter-example to this, [K2]. He constructed lETs of four
1 2 3 4 ,
intervals, with permutation tt =  | | , such that Ai <  A4. By inducing the
3 2 4 1
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first return map on the interval [1 — A4,1) we can induce a new lE T  with the same 
permutation. Keane then showed tha t under certain conditions there exist lETs with 
two ergodic invariant measures. The hypotheses of this theorem allow for an lET with 
a A with rationally independent entries. It was then conjectured that:
Conjecture 1. Almost every interval exchange transformation is uniquely ergodic.
This conjecture was proven in 1982, independently by H. Masur and W. Veech, [M] 
and [V] respectively.
3.3 Rauzy induction
Rauzy induction is a method of inducing a new lET, with the same number of intervals 
(hence in the same parameter space), from the map Ta,77: I  — > I  by removing one 
subinterval from I  and then computing (and renormalising) the resulting map. We 
consider the last interval of I  and Ta,77/  and remove one of these intervals. It was 
introduced by Rauzy in 1979 [R]
Let A =  (Ai,. . . ,  Xn) and define Aq =  0. Consider N  e N  such tha t tt{N) = n, i.e. 
In is the interval tha t maps to the rightmost position. We now have two possible cases, 
depending on A. Either Xn > Xn , or > Xn (we shall not consider the case Xn  = Xn, 
because it’s reducible).
T ype One: Xn> Xn -
The algorithm we are following is thus:
• Leave all intervals and their maps as before, except I n  and In-
•  Remove a length oî Xn  from the right-hand side of interval In-
•  The return map to [0, 1 — Xn ) for I n  is now (Ta,7t)^.
•  I n  maps into the right-hand side of TA^nln-
•  Renormalise the map to the unit interval.
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I n In
Figure 3.3: Rauzy induction of type one, based on Figure 1.2, [V].
In this case we re-define the intervals as follows.
Ai A^-i Xn ~  Ajv
1 — Ajv  ^ 1 — Ajv 
for z =  1, . . . ,  n  — 1
I*n =
E #  Aj E ^ i A ,  - A j v ' 
1 — Ajv 1 — Ajv
r  =  u  g -
Not surprisingly, this affects the permutation. The order of the intervals before 
interval N  doesn’t change and the interval n  is permuted to the same place as before. 
The interval in the position originally comes next and all the intervals after N  are 
shifted one to the right to “make way” for interval N .
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7 T * ( j )  =  <
T y p e  Tw o: Xn < Xn -
7r(j) if 7r(j) < 7r(n)
7r{j) +  1 if 7r(n) <  7r(j) < n
7r(n) +  1 if 7r(j) =  n
I n
Figure 3.4: Rauzy induction of type two, based on Figure 1.3, [V].
This time our method is:
• Leave all intervals and their maps as before, except I n  and In-
•  Remove In from I. Place In in the right-hand side oî I n -
•  The return map to [0,1 — Xn ) for In is now (Ta,7t)^.
• (2a,7t) maps In to T\^T^In-
•  Renormalise the map.
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In this case we re-define the intervals as follows. Let:
A* = Xn - 1  Ajv —  X n  Xf Ajv+ 1
Y^j=o
1 — An ’ 1 — Ajv j
for zG — 1}
E N —1 \  \  \j^o ^3 z^i=l ^3
'■N 1 — Ar 1 — An
T *  __^#+1 —
E f= i A, - A „  Ef=iA ,-
It  =
1 — An ’ 1 — Ajv
e t à ^A
1 — An ’ 1 — Ajv j  
for i G { N  -h 2 , . . . ,  n} .
An—1 
Al—An
Also let =
This gives us the new permutation:
7r(n) -I- 1
i f ;  <  AT
i f ;  =
7r(j — l ) - f - l  1Î N  -\-2 < n
We can define a m atrix of a Rauzy induction where each element, 9ij, for i , j  G 
{1, . . . ,  n} is defined as:
'i,3
1 if z =  ;
—1 if z =  AT and j  = n 
0 otherwise
(3.2)
1 if z =  ;
—1 if z =  n and j  = N  
0 otherwise
(3.3)
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for Type One and Type Two Rauzy induction respectively. Thus the normalised 
version of this matrix is
0  =  z ,; G n}
where
A =
(1 — Ajv)  ^ for Type One Rauzy 
(1 — An)“  ^ for Type Two Rauzy
Example 3. Consider Rauzy induction on the an lE T  with A =  (0.25,0.4,0.35) and 
/  1 2 3 \
TT =  .S o  after Rauzy (Type One in this case) induction we get the new
2 l )
vector and permutation;
(0.25,0.4,0.35) w- (0.333. .. ,  0 .533. . . ,  0 .133. . . )
1 2 3 \  /  1 2 3
3 2 1 /  I 2 1 3
Now we have 7r(l) =  3 and I/2I >  I/3I and so we can induce another map, this time 
by Type Two Rauzy, with A % (0.231,0.615,0.154) and tt as above.
Earlier on we made the assumption that Xj = 1. So from this we infer that all 
the A =  (Al, . . . ,  An) we consider live on an (n — 1)-dimensional simplex, T. This can 
be split into two pieces, Ti and Tg , corresponding to the two types above, A% G Ti 4 ^ 
An > Ajv and A2 € T2 4^ An < Ajv- It is obvious that Rauzy induction maps Tj — > F 
for z G {1,2}. Let us define F r {tt, A )  — {tt* , A * )  as the Rauzy map. We can consider 
the dynamics of this map upon F and a set of permutations. We wish to have a subset 
of F for which repeated Rauzy induction will never allow An =  Ajv to come about. The 
most straightforward method is to use rationally independent vectors. However this is 
stronger than necessary; it is sufficient for A to satisfy the Keane property. See [V] 
Chapter 1.3 (or [K] and [Y]) for more details and proofs.
Each TT can (depending on A) map to two other permutations, tt\  and tt^, denoting 
type one and two Rauzy induction, respectively. We can choose a permutation of n 
elements and see what other permutations it is related to. This gives us what are 
called Rauzy classes -a set of permutations tha t is closed under Rauzy induction. So for 
example the set of permutations of {1, 2,3,4} contains thirteen irreducible permutations.
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These are divided into two Rauzy classes, one of seven elements (see below) and one of 
six elements. The classes can be represented as a graph, with each vertex representing a 
permutation, and each edge a Rauzy mapping. Each permutation (vertex) in the class 
will have four edges, two mapping into it, two mapping away, corresponding to types 
one and two, respectively (note tha t some vertices may have three edges, if they map to 
themselves). From the permutation over four intervals generated by the permutation: 
1 2 3 4 .
we get a Rauzy graph contaning 7 elements, see Figure 3.5.
3 2 1
\  /
/  \
Figure 3.5: A graph of the Rauzy class of four intervals generated by tt =
1 2  3 4 
4 3 2 1
We shall denote a Rauzy class as H. An obvious measure for the map F r  is 
z/(A, tt) — i i n - i  X (counting measure), with /X n -i the (n — l)-dimensional Lebesgue mea­
sure. From [Ve] and [V] Theorem 4.1, we see tha t F r  admits an invariant measure, z/, 
which is absolutely continuous with respect to fin-i x (counting measure), and further, 
V is ergodic. However v is often infinite; Zorich acceleration is a way to get around this 
problem.
We can “speed up” the expansion of the map F r  by using Zorich acceleration. This 
is done by simply iterating the map F r  until a type i  map becomes a type j  map, with 
i , j  E {1,2} and i  7^  j .  Thus we define the Zorich acceleration map to be:
F z { A , tt) = where
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r(A, tt)  =  min {n G No : (A, tt)  G Fj x F^(A, t t )  e V j  x IZ, i  ^  j }  .
We have the following theorem, [Z]:
T heorem  3.3. The m ap Fz has a fin ite  in va ria n t m easure, v. The m easure v w ill be 
absolu tely continuous w ith  respect to  f in - i  x  {counting m easure).
3.4 Rauzy Induction on Rotations
As a simple example let us apply Rauzy induction, and Zorich acceleration to a rotation.
/ 1 2 \
There is only one permutation, tt = \ , which under Rauzy maps to itself. Our
\ 2  1 /
vector is A =  (Ai, A2), with A2 giving the rotation number. The space of vectors we 
consider is F =  {(Ai, A2) : Ai +  A2 =  1}, i.e . a simplex. This is split into two parts Fi 
where A2 G (^, 1) and P2 where A2 6 (0, |] .  Under Rauzy induction the vector will 
become either: A* =  A* =  w f e ) ’ Wpe one and type two
respectively.
Thus for CK =  A2, the new rotation number induced from this is:
r{a) =
if case two 
if case one
if a  €  (0, i]
The Zorich transformation we get for this is:
In the above case this is
6 (i, 1) if a e (0, i) 
s (0, 5) if 0:6 (5,1).
The value of r  can be easily calculated to be:
T(A,7r)o; =
[ i j  -  1 if a  €  (0, 1)
1 —a — 1 if CK G (%, 1).
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By definition, for all m  < r(A , t t ) ,  F ^ (A ,  tt)  stays on the same branch of the map r  
above, then we can compute the acceleration explicitly:
rz{a)  =  <
We can simplify rz- For a  <  J:
if q; G (0, h)
(3.4)
a
" M Î T '
For r z  > ^ we consider the numerator and denominator separately. For the numer­
ator we get:
1 — CK
a  — - h  1  =  1  —  ( 1  —  ck)  
=  ( 1  - ck)
=  (1 -  a)
1 — CK
1 — a
1 — a
Now we re-arrange the denominator, of r z a  for a  G ( i ,  1), to get:
1 — a
- 1  a -
1 — 0 !
+  2 =  —(1 — o) 
=  (1 -  o)
1 —  0  
2 - 0  _ 
1 - 0
- 0 - 1-2
1
1 - 0
(1 -  o) 14-
1
1 - 0
Note tha t for the two interval case with Ta**,7t** where F z ( A , tt) = (A**,7T**) we 
have:
Fa**,7T** — Tqc** .
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Figure 3.6: On the left the Rauzy map, r, and on the right the accelerated version, c.f.
Figure 2.1
a = 1+/(Ab)
if Xb G [0, y)
This is clearly related to the Gauss map, f .  Indeed Zorich acceleration can be 
considered to be a generalisation of the Gauss map
Chapter 4
Symbolic Dynam ics
We can use symbolic dynamics to help us understand various properties of a map, 
T: I  -4 i .  We do this by dividing I  up into n subintervals, and giving each of the 
subsets a label, a 6 { 1 , . . . ,  n}. Thus for an orbit of / ,  OfX,  we have an itinerary (string 
of symbols) :
i{x) = io{x)ii{x)i2 {x ) . . . ,  where ik{x) = a if T^{x) E Ia­
in  the case of a rotation, T x  = x  + a  mod 1 we have two subintervals, [0,1 — o) 
and [1 — o, 1) labelled 1 and 2 respectively. For an lE T  of n  intervals we generalise 
this to each interval [pi,pi+i) (where A;) being labelled as z +  1. Similarly
for an ITM of n intervals we can assign each interval [cj, q+i)(defined by the points of 
discontinuity) with symbol z +  1.
Using this approach we can show tha t for any measure on the param eter space, 
invariant with respect to Suzuki induction, see Chapter 7.3, the set of infinite ITMs are 
uniquely ergodic almost everywhere. Further we can use symbolic dynamics to find the 
complexity of the map, tha t is the growth of n-words, see Chapter 10.
4.1 Definitions and basic properties
A symbolic space, (X, cr), is a space consisting of a set, X ,  of infinite sequences, (a^dteNo! 
and the shift function a{xi) = Xi+i, i.e.
34
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a(xQXiX2Xs . . .  ) =  a;ia;2T3T4 . . .
We have the following definitions:
Let .A =  {1, 2, . . . ,  n} be a finite (or countable) set; this is called the alphabet A word 
is a string of symbols from the alphabet. The word 0 is the empty word. The length, |u| 
of a word is the number of symbols of the alphabet in the word. For example |0| =  0. 
We can concatenate words to create new words, tha t is uv = u\U2 ■.. UnV\V2 .. - Vm- The 
set An  is the set of all words of length n. Further, by we mean the set of all infinite 
words. (A^, cr), often abbreviated to A^, is known as the full shift. Other sets of words 
defined include:
A* = U  Al, A"^  = A* \  0.
neN o
We do not however always wish to  use the full-shift; sometimes we use a subset of the 
full shift known as a subshift, S, tha t is closed under a. A common way of achieving this 
is to have a set of forbidden words, A ^ ,  which as the name suggests, means words that 
cannot occur as part of the sequence. For example if A =  {1, 2} then we could choose 
A ^ =  {22}, so only sequences tha t do not have two twos in a row are be admitted:
1211211121111211111... 6  S{22} 
12112211122211112222... ^ E{22}-
Another method to define the subshift is to have a set of allowed words called a 
language. Hence the language of a subshift, E, is
~ [J
n e N
where An,E is the set of words, u, of length n, such that u G E. We now consider the 
topological properties of a symbolic space. A cylinder set is a set of all the sequences 
tha t share in common a word, located in a specific place on the sequence, tha t is
Chapter 4 Symbolic Dynamics 36
for z ,; e  N with |zz| = j .  We can now define a metric on the space by:
d{u, v) = 2“ ” where n =  min {A: 6 N : zz^  7^  Vk} .
Alternatively, we can define the metric:
di(u,v) = 1 — ôui,vi for z G No where ôu,v is the Kronecker delta.
From this we can define the metric:
zGNo
Both of these metrics generate the same topology.
A set is open if every point it contains is an interior point. If the complement of a 
set is open then the set is closed. A cylinder set is an open ball, and its complement is 
a finite union of cylinders, also an open set. Hence a cylinder is closed and open, i.e. 
clopen.
4.2 Topological Entropy and Com plexity
Further properties of interest to us are complexity and topological entropy. Complexity, 
also known as word complexity, is the number of words of length n in a subshift, and 
topological entropy is the exponential growth rate of n-cylinders (see [Ku], [P] Chapter 
4, or [KH] Chapter 3 for a more comprehensive introduction to entropy) of a shift. They 
are defined as:
D efin ition  4.1. The complexity, p: N — > N, of a subshift, (E, cr), is the number of 
words of a given length in a sub shift. That is:
p{n) =
D efin ition  4.2. The topological entropy of a subshift (E,cr) is
hf(E) =  lim sup — logp(n) =  lim sup — log#A n,s-
n^cx5 ^  M
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Example 4. For the shift (A^, cr), with A =  { 1 , . . . ,  n} the complexity is:
p{m) =
and thus the topological entropy is:
ht (E) =  lim sup — log ~  log n.
m —>oo m
In the case of piecewise isometries, the topological entropy will be zero for any 
dimension, see [Bu] for more details. As such we shall, in the dynamical space at least, 
only be interested in the complexity of lETs and double rotations.
4.3 Substitution shifts
Rotations, lETs and ITMs can be mapped to a symbolic space defined by substitutions. 
A substitution, t, is a map t : A — > A* defined as:
ui iî a = 1 
U2 iî a = 2 
t{a) = 
Un iî a = n
for A  =  {1, . . . ,  n}, where Ui are words.
An example of a substitution map is the Fibonacci substitution:
.12  if a =  1
t{a) =
1 if a =  2 
for A  =  {1, 2}.
We can extend the definition of a substitution t, to t: A* — > A* by concatenation:
t{u) = t{ui)t{u2 ) . . . t{Un)-
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For a substitution, t, we have a corresponding substitution matrix, M{t). This is 
defined, for a substitution on an alphabet of n, symbols as an n x n m atrix where 
M (t)ij = #{A:: t{i)k = j} .  So for the above Fibonacci substitution we have substitution 
matrices:
M (t) = M {F) =
for one and two applications of the substitution respectively.
Remark: So we note that,
M{t^) = M^.
A matrix, M , is said to be primitive if there exists an N  such tha t > 0
for all i , j  G { ! , . . .  ,n}. Thus is positive. A substitution is primitive if 3 N  G N, 
V<2, b E A ^ n  > N  b E (a) . It follows from the remark above tha t a substitution, t, is 
primitive if and only if the corresponding substitution matrix, M  is primitive.
For a sequence of substitutions, : Aj+i — > Ai  we can compose a substitution 
subshift, (Ej,cr) by the use of these substitutions:
Let t be a primitive substitution. Then we define E* Ç A ^  as the subshift which has 
the same language as any t-periodic point. A subshift is substitutive, if it is the orbit 
closure of a t-periodic point of some substitution.
Ej =  OaU 4=^ 3p E N, t^{u) =  u.
For a rotation:
+ a  if a; G [0,1 — a)
TaX —
X +  a  — 1 if a: G [1 — a , 1)
any point in the interval its orbit can be given in terms of which interval of continuity 
i t ’s in, i.e. its address.
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Let ik : [0,1) — > A =  {1, 2} be defined by
1 if T ^x  G [0,1 -  a)
2 i fT g ^ G  [1-0! ,1 )
Thus for each x  G [0,1) we have i: [0,1) — y defined as
i{x) = io(x)ii{x)i2 {x)i3 (x) . . .  
gives us a symbolic encoding of O t^ x  \fx G [0, 1).
[0 , 1) [0 , 1)
i l  l i
St Sf
Note that a rotation map need not always be substitutive, viz. if the continued fraction 
expansion of a  is aperiodic then it need not be.
4.4 Symbolic representation of induced rotations
Consider the induction and renormalisation of the rotation map, see Section 2. This can 
be represented by a substitution symbolic system.
Let Ji =  [0,1 — a) and J2 =  [1 — ck, 1). As we induce on I 2 we can further split this 
interval up into the subinterval corresponding to the first and second intervals of the 
induced map, with rotation number «2 (after normalisation), thus we have I21 =  [1 — 
a, I — / ( a ) )  and I22 =  [1 — / ( a ) ,  1) denoting the first and second induced intervals of 0=2 
respectively F {I). See Figure 4.1 Clearly J2...2 can be further split into the subintervals 
in further inductions.
We consider the first return map for I 2 2 ' I 22 C I 2 ] however TU22 C h  for all 
0 < i  < k where k = [AJ  ^ and T ^+^/22 C I 2 - By a similar argument, we can show tha t 
I 21 has the same properties, only with k =  [AJ _|_ 1.
This procedure can be repeated with the subintervals of I2 2 , i-e. / 221, I222 and can 
be further applied to further inductions. Thus we can encode this in a substitution:
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t\{a) — <
21 . . .  1^+1 if a =  1
21 . . .  1  ^ if a =  2.
We can perform the same procedure on CKg, the induction induced by the induction. 
We get almost the same substitution.
21 . . .  if a =  1
w  —
^21 . . .  l^j if a =  2.
where kj = ^  .
Indeed this substitution can be repeated ad infinitum. So we can define an infinite 
sequence in this way:
lim ti  o o • • • o tn(a).
n—^oo
Notice tha t the only element of the interval contained in the right-most intervals of all 
the induced rotations is 1, i.e. we have the following:
n -^ 2" =  {I}-
neN
So using this property we get that:
(/?(1) =  lim o t 2 o • • • o t„ (2), 
n—>oo
as
The subshift Sq,, generated from the symbolic substitution above is known as a 
Sturmian subshift, mapping from one subshift to another by substitution, to represent 
the induction of new rotations. So for an irrational rotation, T x  = x  + a  mod 1, the
shift space (Eq,,ct) will be Sturmian. Where Ea =  Oo-l.
Example 5. Let a  = \/3  — 1 =  [0,2121...] %: 0.732050808, A: =  1. Thus the next few ajs 
and kiS are:
0!2 0.366025404 k2 = 2
CKg % 0.732050808 A:3 =  1 •
CK4 % 0.366025404 k2 = 2
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So for this we get the sequence
ti o 2^ o ts o t 4(2) =  t i  0^2 otg(211)
=  ti 0^2(21211211)
=  fi (21121112112111211121121112111)
=  2121121121211211211212112112121121121121 
211211211212112112121121121121211211211
These sequences have a further property to note. If we consider all words of length 
n in a sequence, then the number of ones and twos in the this set of words can vary by 
at most one. So fo rn  =  6 in the case above we can find words including 211211, 121121, 
112112, 212112. In each of these words the number of twos (ones) is either 2 (4) or 3 
(3). This property is known as balanced.
In Chapter 4 of [Ku] we find the following theorem.
T h e o re m  4.3.
(a) The Sturmian subshift E, consists of balanced sequences and has complexity p{n) =
71+1.
(b) Every minimal subshift with complexity p{n) =  n  +  1 is Sturmian.
For the more general case of lETs, where A  = {1, 2, . . . , d }  we also have linear 
complexity. A proof of this is offered by Luis-Miguel Lopez and Philippe Narbel, in 
[LN], however we construct our own, far more straightforward, proof here:
P ro p o s itio n  4.4. Consider an lET,  Ta,7t, of d intervals. I f  Ta,7t satisfies the Keane 
condition then
pin) = {d— l)n  +  1.
I f  not then
p{n) < { d -  1)71 +  1
for a sufficiently large n.
P ro o f. Let C r =  {ci, C2, . . . ,  Q - i}  be the set of points of discontinuity in T. Then for 
Crn we have:
Ct » =  U  0 : ^ + 9 -
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Figure 4.1: A rotation with the induced rotation displayed in bold.
Thus if the Keane condition holds we can guarantee that each element in the set is 
distinct. Thus there are:
= {d — l)n
different points of discontinuity. Hence there exist (d — l )n  +  1 different subintervals. 
Thus:
p{n) = ( d -  l ) n +  1.
Or, as discussed for lETs tha t do not satisfy the Keane condition we have,
p{n) <  (d — l)n  +  1.
□
Chapter 5
Applications of Piecewise  
Isom etries
Piecewise isometries, on the interval and the plane, have uses in mathematics and in 
electrical engineering. Shown below is a concise overview of some such applications, for 
lETs, piecewise isomtries on the plane, and double rotations.
5.1 Planar Piecewise Isometries
Let L be a plane. We can divide it up into disjoint partitions L{ such that
( J  Li = L.
Then a planar piecewise isometry T  : L  — y L  is defined as:
T x =  I
M \x  +  Q!i li X  E L\
M 2X  +  a 2  i f  X  E L 2
M n c^ +  œ n  i i  X E Ljsf
where Mj are isometries. So the map divides us the space L  into pieces tha t are then 
translated and rotated. In [D] J. Deane give three examples of applications of piecewise 
isometries of this form.
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A digital filter, is an electronic filter tha t alters the frequency spectrum of the input 
signal in some way. This can be used to help remove unwanted noise from the signal 
component for instance. For example a low-pass filter will reduce the amplitude of 
signals tha t exceed a certain frequency. The higher the order the greater the drop in 
signal. A second-order digital filter can be reduced to  a piecewise isometry of the form:
— sin 0+W2 cos 9 
2—2 cot
—wi^in 6+W2 cos 9 
2— sm a cos
A Sigma-Delta Modulator converts an analogue signal (where the continuous varia­
tion of the signal matters) to digital signals (where the signal only takes discrete values). 
See [AD] for more details.
A circuit is said to have a direct current, DC, flowing in it, if the direction of the 
flow of charge stays constant, as opposed to alternating current, AC, where the flow 
of charge is periodic (and the varying voltage over time can be modelled by a periodic 
function, say v{t) = V  sinwt c.f. 5.2). A DC to DC converter can change the voltage 
level in a DC system. A circuit known as the Buck Converter is just such a circuit. 
However a piecewise isometry in this case is somewhat unrealistic as some of the energy 
is dissipated away, and hence it would be preferable to use a piecewise contraction to 
model [BD].
In each case we look for an invariant set on the plane, and consider the dynamics 
on it. This can, as with piecewise isometries on the interval, be quite a complicated set 
with fractal patterns.
5.2 Three Capacitor M odel of Partial Discharge
The motivation behind Suzuki et aCs work on double rotations was a problem in elec­
trical engineering, partial discharge. An abridged account of their work on this is given 
below, based on [SAG] and [SIA]
A Partial Discharge is discharge in a high-voltage system caused by a gap in the 
insulation. When a voltage exceeds a certain level it discharges into a gap in the insu­
lation, known as the void, down to a lower level. Such partial discharges can over time
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cause energy loss and w ill degrade the insu lation .
In 1953 S. W hitehead  introduced th e three capacitor m odel o f partial discharge, 
[Wh]. T h is entails a circuit contain ing three capacitors; see F igure 5.1.
a )  e le c t r ic a l  f ie ld
v o id
in su la t io n
b)
Vx
V,
c) t im e
Figure 5.1: Figure 1, from [SAO], also from the paper the caption: “The three capaci­
tance equivalent circuit model, a) A schematic diagram of partial discharges in a void, 
b) The three-capacitance equivalent circuit. In comparison with a), the discharge gap G 
and the capacitor Cg represent the void, and the the capacitors Ca and Cb represent the 
other part of the insulation, c) Time evolution of the three capacitance model. The thick 
solid line denotes the actual voltage u{t) between the discharge gap. When it reaches the 
inception voltage a discharge occurs and the value changes discontinuously to 
respectively. The thin solid line denotes the applied voltage v{t), which is the voltage 
between the gap, where no discharge is assumed to occur. ”
W e define th e  positive and negative voltages at w hich discharge occurs across the  
gap , i.e . the in cep tion  voltages  as, and V~  respectively. T he p ositive and negative  
voltages th a t th e  circuit discharges to, i.e . the residual voltage  are denoted  as and  
V~  respectively. T he voltage applied to  th e  circuit is called th e applied voltage, v { t) ,  
and th is is taken as v { t)  =  V  sin cut. T h e voltage across th e gap is called the actual 
voltage, u { t) . T he size o f th e  positive and negative discharges is A +  =  and
A “  =  V~ — V f . T h e d istance betw een  th e residual voltage is / V  =  V f  — V f .
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The positive discharges happen when ^  >  0, and negative discharges happen only
at ^  <  0. This corresponds to the sets:
^ = U
n>0
(2n — 1)7T (2n +  1)7t
2cu 2cu
and
B =  U
n>0
(2n +  1)7T (2n +  3)7t
2w 2cu
for positive and negative discharges respectively. Note tha t one positive discharge will 
occur when u{t) G [F — A+, F] with the following discharge being a negative discharge, 
i.e. a discharge when v G [—V ,V f) .  A symmetric argument can be made for u{t) G 
[—F, —F  +  A~], therefore we label these intervals 7+ and I~  respectively. We introduce 
the map, dis: [—F, F] — )■ [—F, F]:
dis{v) =  <
V + A+ i i v e A n  (i+ y
V +  A “ — A’’ if u G A n /"*■
V — A “ if u G B n  ( I ~ y
V +  A+ +  A ’’ if u G 5  n 7“
to compute the next occurrence of a partial discharge on the interval [—F, V]. Note th a t 
the maximum number of jumps th a t can occur in a single oscillation is (for positive 
discharges) is the maximum number of A+s tha t can fit in the length [—F, V f  ) plus 
suPfeR — ^(t)||, the maximum error between the actual and applied voltage, (F  — 
V f  ) +  (F  +  V f  = 2V — V f  +  V f .  Thus we define:
Ky  =
2 F - A '  
A+
Also inffgK ||tt(t) — u(t)|| =  A _, so as A+ < A “ the difference between the two 
sequences of positive jumps is 1. A symmetric argument could of course be made for 
the negative jumps.
Let us compute the first return map of dis on I~ . For this we make w ithout loss 
of generality the following assumption, 1 =  A “ <  A+ and let 77+ be the number of
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positive jumps. Thus we get
dis \ i - = v  + (A+ +  A 3  +  K+A+ -  (A - +  A 3  -  K ~ A  mod 1 
= v + (K+  +  1)A+ -  {K~  +  1)A“ mod 1 
= v + (K + -\-1) A+ -  (K~  +  1) mod 1 
= V (i7+ +  1)A+ mod 1
if there are the maximum number of jumps, thus K y  = (77+ +  1). Alternatively for one 
fewer jumps we get
dîs 1/-= u +  77+A+ mod 1.
So we get the interval translation map T(^ a,i3 ,c) • P, 3  [0,1):
\ {x -\-a }  if æ € [0, c]
T{a,l3,c) = \
+  /3} if a: e  (c, 1)
with a  = {77yA+}, (3 = { ( Ky  — 1)A+} and C = 2V — A^ — 77yA+. In the case where 
c >  1 then we just have the rotation {a; +  a}. This is a double rotation, c.f. Equation
(1.2) in Chpater 1.
Define the discharge number, q(a,i3 ,c){^)' [0,1) — > [0,1) as:
i=0
If the limit of this function exists it is independent of x. See [SAO] and [SIA] for 
more details of properties of q. This function resembles the devil’s staircase, see Figure
Prom the discharge number we can calculate the average number of positive dis­
charges in any oscillation by the function:
P+ = K y -  q(a,p,c)(x)-
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^(a,j8,c)W
1
0
c
Figure 5.2: Figure 2 b), from [SAO]. This is the discharge number in a case where
a  % 0.611 and ^  % 0.808.
Suzuki et al. go on to compare this discharge rate with an experimental model; for 
more information see [SAO].
5.3 Polygonal Billiards
Let i? be a non-self-intersecting d-sided polygon with sides, i?i, i ?2 • •. Rd- We consider 
a particle moving inside B in a straight line at constant speed. If the particle hits 
p  e  d R  it will bounce off with its angle of incidence and angle of reflection being equal. 
For simplicity we exclude all paths tha t hit a vertex of dR. If we define a collision 
the following collision will be uniquely determined by it. Thus we can define a map, 
B  : dR  X (0, 7t) — > dR  x  (0, t t )  by the following: if the point ( p ,  9) leads to  collision 
{p',0') then we say tha t B {p ,6 ) = {p',0'). Obvious questions about a billiard system 
concern whether it has dense orbits, or is ergodic.
Polygonal billiards can be reduced to an lET, if the angles of the polygon are rational, 
known as rational billiards. If the angles are irrational it is sometimes possible to  reduce 
to an lET. We give an elementary example: Let R  =  [0,1] x [0, r]. Consider the path  of 
a point from the left [0,1] interval, (p, d). Its subsequent collisions will all have incidence 
angle d  or tt — d .  Denote T(p, d )  the first return map to the left interval. From this we 
can generate an lET, T. For more details see [Man] Chapter 5 and [CKM].
Chapter 5 Applications of Piecewise Isometries 49
In their paper on ITMs, [BK] argue you can reduce polygonal billiards with one 
sided-mirrors, mirrors tha t allow the particle to travel through it from only one side, 
to an ITM. The one-sided mirrors destroy the time-involution, hence the billiard flow is 
then only a semi-flow {i.e. it is only for time in with a non-invertible first return 
map.
Chapter 6
Interval Translation Maps
6.1 Interval Translation Maps
In Chapter 3 above we had a generalisation of the rotation map tha t worked by per­
muting the subintervals. This can, however be generalised further. W ith an lE T  the 
translations, 7 ,^ of each of the intervals is determined by the lE T ’s permutation, tt:
7i =  -  I ^  Aj I -F ( ^  Aj I for a; G
\ j < i  /  \ 7 r ( j ) < 7 r ( i )  /
W ith an ITM this is not the case. Each interval can be translated by any 7% 6 [0,1). 
The effect of this is that, in general, the map is no longer surjective.
As such it is not always best to study the dynamics on the interval the initial ITM 
was defined on, i.e. I  = [0,1). Instead we are interested in the dynamics on the attractor. 
We define
= n ^ Z o T ^ I  and O =  n^>oT^I.
If we have an n G N such that fin — ^n+i then we say tha t T  is of finite type. This 
means we wili have a collection of intervals moving around on [0,1). In this case T  |n 
is an lET. Otherwise Vn G N, f^n+i C ftni and this is called an ITM of infinite type. 
In this case fl will be a Cantor set, or a union of a Cantor set and a finite collection of 
intervals, with the orbits of the Cantor set staying in the Cantor and the same for the 
finite union of intervals. Thus T(^a,p,i-c) is reducible, and we shall not consider this case.
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As T  |q is an lET for ITMs of finite type we are interested in the dynamics ITMs of 
infinite type. Also, for a given parameter space of rotation values on each interval, we 
are interested in the set of infinite ITMs.
The minimality of ITMs was discussed in a paper by J. Schmeling and S. Troubet- 
zkoy, [ST], on the number of minimal sets. A minimal set, 5  is a closed subset of the
interval such tha t T y i , . . , 7n , c i , . . . , c n _ i ' S '  C S  and  =  S  for every x  e  S.
They give the result that, for an ITM with n  intervals, there exist at most minimal
sets. So in the case of double rotations the attractor is minimal.
In the paper introducing ITMs, [BK], Boshernitzan and Kornfeld give an example 
based on the roots of a cubic polynomial.
Let P x = x^ — x^ — 2>x 1. This polynomial has three real roots. Let a  % 0.311108
be one of these roots. We define an ITM, on the interval, by;
x-\- a  if æ G [0,1 — O')
37 +  0!^  if 37 G [1 — o;, 1 —
37 +  — 1 if 37 G [1 — CK^, 1)
This gives us a double rotation at point (a, ck^ , 1 — c), see equations (1.1) and (1.2).
Letting J i =  [1 — a, 1) we can induce a new ITM by looking at the first return map on
this interval. The submap. I n  =  T(^a,a‘^ ,i-a)[^ — o;, 1 — a^) =  [1 — a  +  1) C For
the interval [1 — o; ,^ 1) we apply T^a,a'^,i~a) fo get:
[1 -  1) [0, a^) [a, a  +  a^) w- [2o;, 2a +  a^).
At this point the left-hand side of the interval is not in J \ ,  but the right-hand side is. 
Thus this interval splits up into two subintervals, I \ 2  and /is . The length of each of 
these subintervals can be computed by finding the point on [0,1) where 2^ i_q,)^ =  1,
i.e. the right-hand side on the interval / 12.
^ ( a , a 2 , i - a )  = x + -  I)-]-a-]-a + a
=  37 +  -f 3a — 1 
By the polynomial P a  above,
=  37 -f a^
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Prom this we deduce tha t x  = 1 — This gives us the return map:
if 37 G [1 -  a , 1 -  
T ( a , a 2 , l - a )  \ji =   ^ if 37 G [1 — a ^ ,  1 — O^)
i f 3 7 G [ l - a 2 , l )
37 +  if 37 G [1 — a , 1 — a^)
=   ^ 37 +  — 1 +  3a if 37 G [1 — a^, 1 — a^)
37 +  a^ — 1 +  2a if 37 G [1 — a^, 1).
After normalisation the resulting map is T^a,a‘^ ,i-a)-
Let J2 = [0,a^), J 3 = T'i'q,q,2 i_Q,)[0,a^) =  [a ,a  +  a^) and, J 4 =  ~
[2a, 2a +  a^). As in the case of J\ above, on each of these a first return map can be 
induced that, after normalisation, is T^a,a?,i-a)' This suggests the self-similar nature 
of 0 . Also, the union of these Ji intervals provides a covering set for fl. By the self­
similarity it follows tha t for each of the inducing intervals on a Ji, there exists a Jij 
i , j  G {1,2,3,4} on which maps isomorphic to T(^a,a‘^ ,i-a) can be induced, and so forth 
ad infinitum.
Unsurprisingly, ft for this map is a Cantor set. We can consider this map in symbolic 
dynamical terms. We define cpo as:
(fox =
1 if 37 G Ji =  [0,1 — a)
2 if 37 G / 2  =  [1 — a, 1 — a^)
3 if 37 G J3  =  [1 — a^, 1).
In this case we get (using the notation of Chapter 4.4) we get a substitution subshift. 
Thus we define the substitution t: Ejv —>• S jv -i as:
t(a) — <
2 if a =  1 
3111 if a =  2 
311 if a =  3.
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Case B Case A
0
Figure 6.1: The parameter space o/(a,/3) G [0,1] x [0,1] partitioned into cases A and
B.
From the self similarity properties we can see tha t (/?(1) =  lim^_).oo^^(3). We can 
define as the orbit-closure, under cr, of this point.
H. Bruin and S. Troubetzkoy, in [BT], generalised this somewhat to look at the case 
when a, 13 G [0,1) and c = l  —a. This is a two-dimensional slice of the parameter space 
of double rotations. The interval translation maps are, on the interval, of the form:
T x  = <
x + a  if a; e  [0,1 — a)
X  /3 if a: G [1 — d, 1 — /3)
X  /3 — 1 if cr G [1 — 1)
(6 .1)
in case A, where a  > ^ . For case B where /3 > a  the map is of the form:
T x  = <
x-\- a  if a; G [0,1 — ck )
X  j3 — 1 if a: G [1 — cr, 1).
(6 .2)
We begin by considering case B.
6.2 Case B /3 > ct
Case B ITMs are contained in the set:
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Figure 6.2; The ITM of two rotation numbers, when P > a.
In this case we have a map of only two intervals, and we are inducing a new ITM from 
the second interval, I 2 = [1 —a , /5). After the first application of T(^a,p,i-a) the second 
interval we get T(^a,p,i-a) [1 —Of, 1) =  [/9 —a, ^). It will then take successive applications of 
T(^ a,/3 ,i-a) until the right-hand side of the interval is back in I i.  Then the left-hand side of 
the interval: [/3-|-A^û;, 1 —cr) [/3-f-(A^+l)a, 1). Here =  max{A: 6 N: A:cr-f-/5 <  1 —cr}. 
Thus:
1 - /3N  =
a
The resulting map is no longer an lET; it is a rotation. We can compute the rotation 
value by finding the T ^ '^^ 1 , i.e. the first return map applied to 1, and normalise this 
value. This gives us:
r p N + l  1 _  r p l \  0
=  /3 +  N a
1 - /3
=  /5 + cr
cr.
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This can be normalised to:
a a  — 1 / 3 - 1
a +a
1 - / 3
a  
1 - /
+
1 - / 3
CK
1 - / 3
cr
CK
1 - / 3 7 ’
where /  is the Gauss map. Hence the return map, for all elements of case B, is the 
rotation map;
Ta2 =  cc +  CK2 where «2 =  1 — /
a
1 - / 3
6.3 Case A  a > P
The set of case A ITMs is:
=  {(a, /3) : 0 < /3 < cr <  1}.
We begin with an equation of the form (6.1). This has three intervals, or if we 
identify 0 and 1, two:
X  =
x-\- Ci if cr e  [0,1 — a) 
cr -h /3 if cr G [1 — cr, 1)
Let us consider inducing a return map to the interval I 2 UIs = [1 — cr, 1). Firstly we 
divide up the parameter space, the set {(cr, /3) : cr >  /3} into:
K ? =  ( (CK, A  : — tTT <  ^  ^  “ I  n { ( a , j 8 ) :  cr >  /?} Vn G Nq.I n “p i  n j
The interval l 2 = [1 — cr, 1 — /3) maps to [1 — cr+ /3,1) C [1 — cr, 1). So for the first interval 
of the induced map, / 21, we have the rotation value /3. We now consider the interval 
/3 =  [1 -  /3,1):
=  [(n -  l)cr, ^  +  (n -  l)cr).
There exists a point, x* G such that =  1 -  cr. So the right-most
part of I 3 , J33 has returned to [1 — cr, 1). We can use this to find the rotation value of
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Figure 6.3: The ITM of two rotation numbers, when a >  /3.
Figure 6.4: The division of of Case A parameter space.
the second and third intervals. This will he (3 + [n— l]o; — {1 — a) = ^  + n a  — 1. Now 
we can renormalise the rotation numbers:
/3 P + na  — l
a  a
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So
a a +  n
by definition n =
p - 1
a +
/3
So we can define the map G: [0,1] x [0,1] — > [0,1] x [0,1] by;
G ( a , / 3 ) =  +
a a
As can clearly be seen this also, like Rauzy induction, gives us a map tha t bears some 
similarity to the Causs map. Indeed, it could be seen as a two dimensional version of 
the Causs map.
Let us consider the dynamics on the parameter space. It can be divided up into 
sections each of which maps onto the entire parameter space. For every k E N  there 
exists the partition U These triangles have boundaries;
= d W ^  U d W ^  U d w i-
=  d W ^  U d W ^  U d W i
where dW^ and, d W ^  correspond to the lines a = P = a, and p = 1 — ka
respectively. For V ^'^: d W , ,  d W ^ , and, d W ^  correspond to a  =  p  = 0 and, 
P = 1 — ka  respectively. Each of the subsets Vj? has boundaries:
a(F%") = aFF]^  u aFF{^  u a w f u a w f .
Under G the sets are mapped to V ^;  this can be seen by examining the extremal 
points of V ^:
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93
P 2 PS
G
P3.
91
Figure 6.5: Each section Vk maps to the entire parameter space, with elements of 
being ITMs and elements of being ITMs that reduce to rotations.
___
\ k + l ^  k+1 J
(1 , 0)
( h i )
(1, 0)
(0 , 0)
(1, 1).
Each set Vjf is mapped onto Vg. The extremal points are mapped thus:
(fc+l’ k+l)
( h ^ )
( m
(1 , 1)
(0 , 0)
( 1, 1).
Further we note tha t each Vk maps to the set {(a ,j8 ): a  > ^ } U  {(a, P): 0 <  a  < 
/3 +  1}. For an ITM to be of infinite type we require tha t it never visits any on 
the parameter space. So from this it becomes obvious tha t the set of ITMs for which 
^(a,/5,i-a) is of infinite type is:
n  G " " ({ (« ,/9 ) :« > /3 } )
neNo
(6.3)
We can consider the induction from a symbolic dynamical perspective. First for the 
dynamical space: let us define (pi thus:
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Figure 6.6: Approximations of Q based on an iterated function system  with 10,000 
pixels. It should reach to point (1 ,1), but doesn’t as i t ’s a neutral fixed point o f G.  This
Figure is taken from [BT].
1 if G [0,1 -  a)
2 if G [1 — a, I — 13)
3 if G [1 -  ^0,1)
T he first interval o f the induced m ap is the second interval, and the second and third  
start out in th e third interval o f the induced m ap. T h e third takes — 1 iterations  
to  return to [1 — a , 1), and th e  second takes | _ ^ J .  So if we let ki =  ^  , then  the
su b stitu tion  for th is induction  is defined as:
tii^a) — <
2 if a =  1
if G =  2 
31^-1 if a =  3.
For each h- there is a m atrix:
0 ki (ki — 1)
1 0 0
0 1 1
(6.4)
T hus let t  — lim^^cx) o ^2 °  • • • 4%(3). A s in C hapter 4.4, th is  gives us the itinerary
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of the point 1. By minimality we have tha t S(a,^,i-o:) =  : j  G No}. Thus the map
T{a,l3 ,l-a) b  is isomorphic to
Now consider the symbolic dynamics for the set A, the set of infinite type ITMs, 
equation (6.3), in the parameter space. The partition elements of {(a, /)) : 0 < ^  < a}, 
form a Markov partition of of the map G b -  For a sequence i(x) = %ii2h  • • • G N^ 
let us label ij = k \i {a, € V^j^. For any k the boundaries d W f  are mapped to the
line ^  = a  k subset of V^, and dW i goes to a  =  0 not part of V ^ .
For d V ^  we have the boundaries: dU\, d ll2 and, dU^ corresponding to a  = 1, ^  = a  
and, j3 = t). The sets, {(a,/5): ^  = a  or {(o;,/9): o; =  1} get permuted under G and 
hence we have that:
=  {21222324. . .  : ij €  N, i 2j  7^  1 infinitely often and 22j+ i 7^  1 infinitely often}.
It is shown tha t the set A  has zero Lebesgue measure. Periodic points are a countable 
and dense subset of A  and the attractor of any such point in the parameter space will 
be self-similar.
We can now discuss unique ergodicity. From a theorem in [BH] we know th a t the 
maximum number of measures can be two. However we can prove th a t the typical point 
in parameter space is uniquely ergodic. Here we give a sketch of the proof from [BT].
Let freqa{T(^a,p,i-a)) be the proportion of a G {1,2,3} in the map Tça,/3 ,i-a)^ by 
definition: /reçi(T(^,^^i_^)) + /r e ç 2(T(«,/3,i-a)) + / 2’egs(T(^,^,i_a)) =  1. Let freq (a ,P )  
be the frequency vector. Thus each (a, j3) in the parameter space maps to the simplex
5  =  {(a;, 2/,z) E M^: 0 <  a:,?/,2;, x  + y + z = l} .
The application of the substitution ti corresponds to;
iy  + {i — l) z  X y + z
F%(a7; y, z) —
i(y + z) + X + y ’ i(y + z) + X + y ’ i(y + z) + X + y
By changing the co-ordinates; ^ = x  + y and tj = y + z we can consider the two- 
dimensional space:
'§ =  {(C ,2?):^,7/<1, ^ +  77>1}.
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On this space we have the map
Î  3-IT)' ^ A-ir]
Now we define:
^ u ,v  — -Aiu °  ^ ‘ ^ ^ iu  Z y  =  ^ lirr^  ^ u ,v '
It is then shown tha t for each point {a,/3) in parameter space, we have a unique frequency 
vector. Further the following result is proven in [BT]:
L em m a 6.1. For any infinite T(^ a,i3 ,i-a)} ^o{T{a,i3 ,i-a)) 2S a single point i f  and only if  
T(a,p,i-a) 25 uniquely ergodic.
Using these results we can compute characteristics of sequences of substitutions that 
lead to non uniquely ergodic or uniquely ergodic i_Q,).Thus we show conditions in 
which T(a,/3,1-q) will or will not be uniquely ergodic.
T h eo re m  6.2. Let (a,j3) E A corresponding to the sequence i = 21222324. . .  Then if 
there exists 77 >  1 such that ij+i > ij for all j  greater than some large value, then 
T(a,/3 ,i-a) (of infinite type) is not uniquely ergodic.
T h e o re m  6.3. For a T(^a,p,i-a) of infinite type and a sequence (ij)jen we have
where K 2j  = min{r E N: i2j+r 7^  1}. Or alternatively:
then T(^ a,i3 ,i-a) 25 uniquely ergodic. Using these results it is shown that almost all infinite 
type T^a,i3 ,i-a) ore uniquely ergodic.
See [BT], proof of Theorem 11, for the proof of Theorem 6.2. As it is loosely 
analogous to the more general case of proving tha t almost every double rotation is 
uniquely ergodic, as discussed in Chapter 9.2 we shall give an outline of the proof for 
Theorem 6.3.
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P ro o f. The composition of two PiS gives us the map:
p ' \ e v )  = P h ° P h { e v )  = { i  * *’
Û  +  ( 2 2  - 1 ) 2 7  +  6  ’ Û  +  ( 2 2  - 1 ) 2 7  +  ^ /  '
The first co-ordinate of will contract to a single point as ^
Thus to show tha t Z q contracts to a single point we consider whether the second co­
ordinate, which we shall define as:
P^r, = l - . r  +  ^
21 +  (22 -  1)27 +  ^ ’
contracts to a point.
It is sufficient for repeated application of P^rj to contract a two-dimensional cone, 
(R+)^ to a single line, or point in projective space, in order for the related sequence of 
ijS to  correspond to a uniquely ergodic T(o:,^,i-a)'
We use the Hilbert semi-metric:
This is a semi-metric as Q{u, v) = 0 4A u = kv, for some scalar value k.
Let L: (R+)^ —)■ (R+)^ be a linear transformation. It has been shown in [Bi] that:
for a
We can obtain D  with
to get
Q {Lu,Lv) < tanh 8 (22, 2;),
D =  sup 0 (21, u).
u,i;GL((R+)2)
22 =  I . and v = ( .  ^
<22 -  ly  \^ l +  c
((22 - 1) y
From this we can compute:
t a n h ( k W i _ 4 ! ? ^ y i .  (6.7)
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The value of is greater than one half whenever i i , Î 2 7^  1, otherwise C =
bo ^ We require tha t the repeated applications of such a contraction give
us a line. This will be the case if the product of all the contraction factors are zero.
J J t a n h ( ^ )  <  J J t a n h ( ^ )
jgN jeN
= exp ^  log tan h (P j /  4)
JEN
substituting in the contraction estimate (6.7)
Use log 1 — a <  —a
using estimate >  l / ( i Ï 2i)
jeN V
< e x p - y ] 4 ^ J _ ^  
^  22; y FC2;22j_l
Thus
22; -  1 I Ï
JEN V
=  00
we have a required line in the space. Hence the map T(^a,p,i-a) will be uniquely ergodic. 
See [BT] for more details on proving the result for equation (6.6). □
Bruin and Troubetzkoy then show that:
C o ro lla ry  6.4. The set of (a, /3) corresponding to uniquely ergodic maps is a dense G§ 
(see Chapter 1, for definition) set in A.
P ro o f. [Outline] The union of all cylinder sets of all n-words concatenated with all 
possible 2^  words:
^  {2 G S 71: 2[i,n] “ ^5 2[,^ _|_i^ _^i_^ ]}.
tiEN ujGAu
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This set is open and dense in the substitution subshift Further we can find a lower 
bound for the equation (6.5), by computing its value for the 2"  ^ blocks:
E 22; -  1 / 1 ^  m  — 222; V 22;-i A’2; ~  4\/2 (6 .8)
Thus the set is dense and Gs-
□
The above is based on the paper [BT]. The map discussed is not the most general 
type of double rotation. However looking at this subset proved simpler th a t looking 
at the general space. Looking at a related subset of the parameter space for ITMs of 
d-intervals can also prove fruitful, giving results tha t may not yet be generalised to the 
whole parameter space.
6.4 Bruin and Troubetzkoy’s Induction Generalised to ITM s 
of d branches
In 2007 Bruin generalised his work above in the paper [B]. We consider ITMs of d 
branches of the following form:
T +  CKi if æ 6 [0, 1 — a i)
x - \-a 2 if æ e  [1 — CKi, 1 — CK2)
x  + ad if æ e  [1 -  ad, 1)
On a map with parameters ( a i , . . . ,  ad) we have the map, G above generalised to:
^  / s _  I Oi2 a3 ad
L r d { a i , . . .  , a d )  — [ — , — , . . . , — , —
a i  a \  a \  a \
see Figure 6.7.
This gives us a d-dimensional parameter space with ai < :
Ud = {(cci, a2,...,ad): 1 >  oq >  0:2 >  " >  CKj >  0}.
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1 — a i
Figure 6.7: A picture from [B], showing the generalised induction in the case of d =
As in the case for two intervals, for a rf-interval ITM of the form above we have that 
the set of infinite ITMs is
A i := P i G^^Ud.
n>0
Bruin then goes on to  use similar techniques as described in Section (6.3) to give 
results extending those above:
T h eo re m  6.5. Ad is an uncountable set of zero d~dimensional Lebesgue measure.
T h e o re m  6.6. There exist ITM s of d-branches with d distinct ergodic probability mea­
sures.
T h eo re m  6.7. Every infinite type IT M  T(ai,...,ad) AM attractor Q. of Hausdorff di­
mension d im n i^) < 1-
Chapter 7
Double R otations and Suzuki 
Induction
In the previous chapter we considered cases of double rotations on the plane c =  1 — a , 
in a 3 dimensional parameter space. We shall generalise this to the full param eter space 
for double rotations and look for a more comprehensive inducing scheme. Using this 
we look at the properties of the infinite type double rotations. In this chapter we show 
tha t Rauzy induction does not generalise to the case of double rotations and discuss 
Suzuki induction, first introduced by H. Suzuki, S. Ito, and, K. Aihara in their 2005 
paper Double Rotations [SIA].
7.1 Double Rotations
We now consider interval translation maps with c G (0,1), the general case of double 
rotations.
We consider a map, T^a,^,c) • [0,1) [0,1), introduced in Chapter 1, see Equation
(1.2) of the form:
x  + a  (mod 1) if a; € [0, c)
x-\- f  (mod 1) if a; G [c, 1)
with 0!,/?,c G [0,1). These three values give us our parameter space, P  = [0,1) x [0,1) x 
[0,1), a three-dimensional cube. A double rotation is a piecewise translation defined on 
two to four subintervals of continuity (if we identified 0 and 1 to form a circle, there
are always two intervals of continuity, hence the name, but in this Chapter we will
66
T(a,/3,c)^ —
Chapter 7 Return Maps when 1 — ck zs generalised to c 67
(1) (2) ( 3 )
1 - 1  — a 1 -c 1 — P 1 — a
Figure 7.1: Cases (1), (2), and (3), as described above, for different values of c
use the interval approach). Upon this parameter space we can apply Suzuki induction 
and renormalisation, to produce a new double rotation. This involves computing the 
first return map on a subinterval of [0,1), determined by order relations between the 
parameters <a,/3,c. This corresponds to a partitioning of P, viz.:
1. = {{a,P ,c): a  < P, c < l - (3}
2. P(2) =  {(a, p,c): a  < (3, l - P < c < l - a }
3. P(3) =  {(o:,/9,c): q: < /3, 1 -  a  <  c}
4. P(4) =  {(o;,/5,c): ^  <  a , c <
5. P(5) =  {(CK, c) : <  O!, < c <  a}
6. P(6) =  {(a, (3, c) : P < a , a  < c}.
Any parameter tha t is in P(2) or P(5) will reduce to a rotation.
There exist symmetries between the cases P(i), P(3), P(4) and, P(g); acting as invo­
lutions
g{a,P ,c) = (^ ,a , 1 - c )  
h(a, /5, c) =  (1 -  /?, 1 -  a , 1 -  c)
This is also true of P(2) and P(5) :
g iv ing
Pm A P{6)
t h t h
P{3) A P(i)
P{2)^P{5)
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and h maps P(2) and P(5) to themselves.
7.2 Rauzy Induction on Interval Translation Maps
An obvious starting point for an inducing scheme on double rotations is to use Rauzy 
induction. However this does not give us new ITMs of the same form as before, after 
one induction. Rauzy induction can require further induction to get this.
For example, consider the ITM with (0.8,1 — e, 0.7) G P(3), where e G (0,0.02). 
The first interval, Ji, maps to the third interval, I 3 . This is type two Rauzy induction 
as I III >  \Is\. However
I l  — [0.8,1) I—^ [0.8 — e, 1 — e) 1—> [0.8 — 2e, 1 — 2e) 1—)■ . . .
so depending on the size of e Rauzy can, in this case, give us arbitrarily many intervals 
(see Figure 7.2).
Figure 7.2: For the double rotation on the left we apply Rauzy induction (type one, in 
this case inducing on J  = [0,1 — | / i |)), only a small part of the subinterval on the right 
returns to J. Thus we require many applications ofT(^ap,c)} resulting in many new
intervals.
This problem does not go away by, say, choosing interval one to act as interval three 
would in regular Rauzy induction. As, for example P(3) 3 (0.8,1 — e, 0 .7 )^ (e , 0.2,0.3) G 
. However for each map there does exist a subinterval on which one can safely induce 
a new double rotation. It just isn’t the same (relative to the subintervals th a t is) for 
each of the cases on the parameter space.
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7.3 Suzuki Induction on Double Rotations
Suzuki induction is an inducing scheme on the parameter space, P, defined as:
5(a,/3 ,c) =  <
( { ï ^ } , { î ^ } , ï é ; â )  if (a,/3, c) G P(i)
if (a,/3,c) e  P(4) 
( { a } > { Æ } > S )  if (“ i/3.c) €P(6)
(7.1)
with the induction taking place on [0,1 — /5), [1 — a, 1), [0, c) U [1 — /3 +  c, 1), and 
[0, c — a) U [c, 1) for P(i), P(3), P(4), and P(e) respectively. See figure 7.3 for example of 
Suzuki inductions on P(i) and P(3). See [SIA] for more details.
Figure 7.3: Suzuki induction on cases 1 and 3 (left and right respectively) as well as an 
example of a P(2) double rotation reducing to a rotation (image taken from [SIA]).
0
Figure 7.4: The division of the parameter space into the six different cases that comprise 
Suzuki induction (image taken from [SIA]).
If a point (cK, (3, c) maps to P(2) or P(5) under iteration of S, then the corresponding 
ITM is of finite type. This motivates our next definition:
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( 1 ,3 ) ( 2 ,3 )
( 1 , 2 ) (2 , 2)
( 1 , 1 )
Figure 7.5: The sub partition o/P(i) on the slice of the parameter space corresponding 
to c = 0. Each of the squares (with the brackets referring to the {m,n)) denotes a box 
with botto c =  0 and top c=  1 — /3. They each map to either the whole parameter space
or just the half with a < p.
D efinition  7.1. The Abyss is the set of (a, P^c) E P  such tha t there exists n  G No with 
c) G P(2) U P(5).
The set P(i) is a tetrahedron with vertices (0,0,0), (0,1,0), (1,1,0), and (1,1,1), 
see figure 7.4. We can divide this set by the discontinuity lines of the Suzuki induction 
map S  on the space, i.e., when S{a,P ,c)  has an integer for one of its coordinates. 
Let S {a i,P i,c i)  = (025/^ 25^2). We find P2 = 0 when = n  giving us the planes 
P =  intersecting P(i) for all n  G N. Similarly from =  m G N we get the planes 
Pi = 1 — intersecting P ( i ) .  This partitions the space P ( i )  into boxes made by the 
above mentioned planes and the plane c = 1 — P (see Figure 7.5). We can give every 
point its address in the above in the form of (m, n).
For each box (m, n), the boundary d{m, n) = dUi U dU2 U dV\ U dV2 U dW i  U dW 2 
corresponding to c =  0 {dUi), c = 1 -  p  ( % ) ,  l3 = ^  (^h i), P =  ^  ( % ) ,  
a  = {m — 1)(1 — yd), or a  =  0 for m =  1, {dWi), and a  = m {l — p) {dW2 )- These are 
mapped by 5  to c =  0, c =  1, ,d =  0, /? =  1, o; =  0, and a; =  1 respectively. Thus each 
of these boxes maps to the entire parameter space, P . For the cases where m  = n  we 
replace dV2 and dW 2 with dD, corresponding t o a  = p.  For each (n, n) box the extremal 
points on the plane a  = P are ( ^ ^ ,  ^ ^ )  and ( ^ ^ ,  ^ ^ ) ,  for any given slice c such tha t 
c < l -  p.  Under Suzuki induction we get ( ^ ,  ^ )  A  (0,0) and ( ; ^ ,  ; ^ )  A  (1,1), 
staying within the plane a  = p.  All elements of the plane a  = p  map back to the plane
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(m,n)
Figure 7.6: Figure 7.5 shows the parameter space of divided into boxes, labelled by 
{m,n). Each {m,n) box (left) maps to the entire parameter space (right).
and thus (n, n) boxes map to U P(2) C P(3) for all n  G N. W ithin each of the boxes 
the function is C°°.
From the above symmetries g and h, it follows that for P(3), P(4), and P(e) the 
same properties hold. So we can concentrate on P(ip Hence we can partition the space 
P(i) U P(3) U P(4) U P(6) with each box having address (i, m, n) where m  and n are as 
above, and i G {1,3,4,6} signifying the P(j). We refer to such a partition as P{i^rn,n)‘ Let 
P^ f^  be the interiors of all the (m, n) boxes, so for example for P^ ^^  =  UneN ^ m<n P{i,m,n) • 
Further note that,
P' = P(4) U P(3) u ' P(4) u ' P(6) 
has zero Lebesgue measure zero. The definition of a Markov map is:
D efin ition  7.2. We say tha t g: X  — )■ X  is a Markov map^ if:
1. There exists a finite or countable partition K of X  into subsets, with
i e 6 ( x \ y { w e / C } )  = 0 .
2. For each partition element uj E JC g \uj maps onto X:
g \oj ^ ~ ^
(alternatively the image might be a union of partition elements), is a (7^-diffeomorphism.
^Based on the definition given in [Man] Chapter III, although Mané also includes bounded distortion 
as a condition within the definition of a Markov map.
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As has been shown above tha t the Suzuki map is a Markov map.
On each of the partition elements the expansion of S  is determined by the denom­
inators I — P, a, P, and 1 — a. It turns out tha t each of the P(j)S has a line of neutral 
fixed points, with P = 0 and 0  =  0, for P(i) and P(e), and also a  = 1 and yd =  1 for P(4) 
and P(6). So in order to obtain uniform expansion we shall accelerate the map.
Since 7^(i,i,i) is the part of P(i) where S  has neutral fixed points, we shall speed up the 
sub partitioning of P(i,i,i). We divide the partition elements into slices: {(o, yd,c): P G 
^ ) }  n  for all t  e N. If we examine the dynamics upon this slice, we see it
maps to the box { (o ,p,c): p  E ^ ) , a  < P ,c E  [0,1)}. So we can imagine tha t each 
of these boxes gets mapped into the area of the next slice away from the neutral fixed 
point in the a  and P directions, and gets its “roof” c =  1 — P stretched to  c =  1.
We are interested in finding out when each point in each of these boxes gets mapped 
outside There are three different cases. Firstly, the point might stay in
until S^P E ( 1), where we write y d , c) =  S^p, S^c). In this case k = t  and
we define the induction time as
r{a, P,c) = t where t  is as above.
For the second type of point there exists an iteration where (a, y d , c) is mapped outside 
^(1,1,1) before S^p  E (^, 1). In this case the induce time r  is defined as,
r ( a ,  yd, c) =  min{A: G N : S^{a, yd, c) G P(s)} +  1.
Finally we have the Abyss points, of which we need say no more. So using the above we 
get an accelerated version of Suzuki induction:
D efin ition  7.3. The accelerated Suzuki is defined as
Z{a,P ,c) =  5^ ( 0 ,  y d ,  c )
where r  is defined as above.
Chapter 8
Alm ost Every Element of the  
Param eter Space is an Abyss 
Point
If an ITM is an Abyss element tha t means that at some iterate under Suzuki induction 
it reduces to a rotation, and hence is an ITM of finite type. All those parameters tha t 
are not in the Abyss are infinite type ITMs.
In Chapter 6 it is noted that almost every double rotation of the form T(^a,5,i-a) is 
of finite type. In this Chapter we prove that this holds generally for double rotations.
Prom Chapter 7 we have a Markov map for S  with the partition
U LJ U C P(2) C P(5) •
ie{l,3,4,6} neN m<n
Thus we can describe an orbit of a point (ck, yd, c) with the addresses of its iterations: 
ujj = i if S^(a,P ,c)  e  P(j). Obviously, the non-Abyss cases are those such that cuj € 
{1,3,4,6} for all j  e  No-
Now we consider the distortion properties of the Suzuki map. In Chapter 2 there was 
an example involving distortion for a one dimensional map. For maps of higher dimension 
there are equivalent definitions; for the Suzuki map we shall use the equivalent of (2.3a) 
with uniform expansion. For a map g : X  ^  X  with a partition $  =  {P i, P 2, • • •}? of 
maximal regions of continuity, we say tha t g has bounded distortion, if there exists a
7 3
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C > 0 such tha t for every partition Bi and any x,y E Bi we have:
det(Jg(a:))
- 1 < C \ g x -  gy \ , (8.1a)
dei{Jg{y))
and it has uniform expansion of the Jacobian if there are K  > and A >  1 such that
|det(Jg.(T))| >  FTA' (8.1b)
for all n e N ,  where Jg is the Jacobian matrix of g{xi, X2 , . . . ,  % ) =  {giXi,g2X2 , . gk^k),
Jn =
\ XI
É21 \
Xk
dgk ,
Xk /
In the multidimensional case (8.1b) indicates expansion of volume, not distances, so 
we will also have to check tha t we have expansion.
Combining (8.1a) and expansion, we obtain bounded distortion for all iterates: there 
is C  such tha t
det(J^fc(æ))
det(Jgk(2/))
-  1
for all A: > 1 and all x,y  E • ‘\/g^~^^. Here is the A:-fold
refinement, defined as follows. Let S =  { ^ 1, ^ 2, . . . ,  An}  and 0  = { P i ,P 2, . , Pm} be 
partitions of sets (v4^ s and BjS, respectively). Then we define the join as:
S V 0  =  {Ai n Bj : Ai e Bj, Bj E 0 } .
For Suzuki induction we compute the Jacobian matrix for P(i):
\I  1 c t n1-13 (FTsH ^
Js{a ,P ,c) = 0 with det(Jg(o;,yd, c)) = (1 --/5)4 '
Similarly, we have determinants and for points in P(3), P(4), and P(6)
respectively. So now we consider if we can find a C  for (8.1a). Let S{a, /?, c) be equation
Chapter 8 Almost Every Element of the Parameter Space is an Abyss Element 75
(7.3), using the notation S{a, p, c) = (Sa, Sp, Sc):
det(Js(a2,y02,C2)) ^ ( 1 - a V  .1
d et(J s(a i ,y d i ,c i) ) v - h )
i+ s& V  1
T T W i
1 + %  -  % - 1l A S P i
< (1 +  \SP2 — SPi])"^ — 1 < 15|5^2 —
Thus taking C > 15  suffices to satisfy (8.1a).
However we also have to consider the accelerated version of Suzuki induction, Z, for 
the points in the set of the first type mentioned above, those tha t stay in
until they have {(a, p,c): p E (J, 1)}. Hence we have:
Z (a ,P ,c)  = S'^(a,p,c) =
This has a Jacobian with determinant:
a P
1 — rP^ 1 — ’ 1 — T pJ  '
det(Jz(a ,P ,c))  =
( 1 - r P ) ^ ’
So in this case 1 +  rZ P  = and because ZP2 > 1/2 we have for (8.1a):
dei(Jz(a2,P2,C2)) ^
d e t(J z (a i ,p i ,c i ) ) \ l - r h )
1 +  rZp2
1 +  rZPi
- 1
ZP2 — ZPi \  
l A r Z P i  J
< (1 +  2 | %  -  -  1 <  80|Z&  -  Z A |.
So any C >  80 satisfies (8.1a).
Finally we have the points of P(i,i,i) tha t get mapped to P(3) before they hit 
{(a ,p ,c ):  p  E ( |,1 )} , which can happen only \î p  < l / ( r  +  1). This will give us
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the accelerated Suzuki map of the form:
Z (a ,P ,c)  =
Ü! +  (T — l)yd   1
a
a  +  ( r  — 1)P +  c — 1
a
This has determinant det(J^) =  Notice tha t this is the same value as we get for a 
point in P(s).
To estimate the distortion in this case, we decompose Z  — S  o Z  where (d, yd, c) =  
Z(a ,  yd, c) =  S'^~^(a, yd, c) is the r  — 1-fold application of S  on P(i), and
Z (a ,A c )  =  S (â ,/3 ,c )=  , 1 ^ 1  .
c +  d - i
a
is the final application of S  on P(3).
For each â  there is an n G N such tha t Then for d i, d 2 in the same
region of continuity of S  we have.
«2 — a i  = n d 2 — 1 n d i — 1 , _ d 2 — d ia i  1  :-------------- :--------- {n -  1)
a i a i a i
= &1 ( (1 +  )S&2 -  S à l  -  (» -  1)Qfl a i
— d% I SÔi2 — S â i  — (jl — 1 — S&2) CK2 — 0L\ d i
SO
(d2 — d i)  -1- (n — 1 — S à 2 ){à2 — d i)  =  d i(S 'd2 — d i)
(d2 -  d i)(n  — SÙ2 ) = à \{ S à 2 — P d i).
This gives us |d2 -  d i | =  -  Sâi\ .
For yd we have:
( %  -  % )  =
m d 2  +  yd2 -  1 m d i  4- ydi — 1
_1_
d i
d i
CK2 0L\
(X\ — (X2^
1 H T  J  ^ m d i  A  P 2 — 1 ^  — TTidi -f- ydi — 1
(P2 -  A ) +  -  d i)  -h ^ i - r - ^ ( m d 2 +  y§2 -  1)CK2
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From this we get:
A  ~  A  — di(S'yd2 ~  — {m a2  — d i ) --------— -{ rn a 2  +  2^ ~  1)CK2
= -  %) -  Â -  A
=  à i ( S A  — d'ydi) — d i
ai \ 0=2
SÔi2 —  S&1 ( l  —  / § 2  \  
n -  SÙ2 \ d 2 /
As we have:
. nd2 - 1  1
S a 2 = — : =  n -  —
012 0.2
this can be re-arranged to give
n — S 0 2  =  1:—, (8.2)
0=2
and so we derive tha t
1/^ 2 — AI ^  d i ^15^2 “  <S'/3i|-|-(1 —/3i)|S'd2 —/ddil^ (8.3)
<  d \{ \Z P 2 ~  Z P i \ A \ Z o 2 — Z o \ \ ) . (8.4)
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Since det J z  = (det Js  o Z) • det we obtain for the distortion
det Jz(<ai,/3i,ci) _  det Jg(d i,/3 i, ci) det J^(o;i,/3i, ci)
det J%(o!2, ^ 2, C2) det Jg (d 2, C2) det J ^ ( a 2, A , C2)
by (8.1b)
by (8.3)
by (8.2)
< 1 +
+
\ZoL\ — Z^CK2| \  
n — S o 2 )
— Z0L2\
1 + ( T -  i) |A  - & |
1 +  (r  -  l)ydl
n — S o 2
T  — 1
< 1 +
+
1 +  (r  — l)Pi
|%CKi — Z0L2\
(1 +  0!2 \Zoù\ — Za2\)
n — S o 2
T  — 1
+  d2-
r  — 1
<  1 +
1 +  (r  -  l)Pi 1 +  ( r  -  l)p i
|%CKi — %CK2|
n — S'd2
+ (1+ (}_  i)Â ^ “h  r ?  -  i )k )  ^
< (1 +  d 2|Z^ Cli — ZoL2 \ +  (1 +  0:2) i\ZPl — Z ^ 2 \ +  \ZOL\ — Z o 2 \})^
< (1 +  4||Z(o!2)/?2;C2) — Z{a\,pi,Ci)\\ooŸ
where we used d i <  /?i for the third inequality. Therefore
det J^(cKi,ydi,ci)
det J%(cK2,yd2,C2)
- 1 < 624||Z(o!2,yd2,C2) “  Z{ai,p i,c i) \\ ,
It follows from the symmetries tha t the results for Suzuki induction and accelerated 
Suzuki induction will work on P(3), P(4), and P(6) also. Thus (8.1a) is satisfied. Now 
we consider (8.1b) for P(i) (as before, this will be sufficient to demonstrate th a t 8.1b 
holds on the entire parameter space). For Z  we have tha t |det(J^(æ))| =  |det(Jg(æ))| >  
( t )  “  ( i ) ^ ’ for (8.1b) we have that:
\det(Jzn{x))\ >
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where A =  ( |)^ - Hence accelerated Suzuki induction Z  satisfies the bounded distortion 
conditions above.
Now finally we show tha t Z  is expanding. We can measure the expansion of Z  by 
the square of Euclidean length, so we want to compute:
£  =  min : X  E { 0 } }  .
We can scale X  G R \  {0} by a linear factor with impunity, so let X  = (u, l ,u )^ , 
where u, u G M, and this reduces the problem to two variables. Writing out the above 
expression in u, u, we get the form
. /  +  Uq)^ +  B(v  +  VqŸ' +  0
where A, B , C , uq, vo are coefficients/ constants depending on a,P ,c ,  and their precise 
form depends of course on the formula for Z.
If we look for the u, v values tha t give the minimum, this can be written as a Lagrange 
multiplier problem. Hence, E  should be such that
A(u  T  uo)^ +  B{y  +  +  C =  E { \  A  rP A rP) (8.5)
has a unique solution, and tha t is achieved only if the gradient on the left and right 
hand side are the same. So we have (with Lagrange multiplier A G M)
A{u  +  uo)^ A  B{v A  vof' A  C = E{1 A u ^  A  u^)
2iA(u A uq) — ‘IXEu  — u =
2B(v  +  uo) =  2XEv —)■ V =
Inserting this in (8.5) gives
This is a quartic equation in E  of which we want the smallest positive solution (That 
E  is positive follows from (8.5): LHS and RHS are both positive), and now we verify 
th a t this solution is greater than one.
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We are in region so a  < p  and c <  1 — p. Also ^  P ^  A a  some integer 
T >  1. Therefore H  := 1 — r/3 G [:p^j 7^ ]*
There are two cases for Z  tha t we must contend with.
Firstly:
(8 .6)1 — Tyd ’ 1 — r,d ’ 1 — Tyd y 
We are in region P(i), so a  < P and c <  1 — yd. Also <  yd < for some integer 
T  ^ 1 .  Therefore H  := 1 — Tyd G [7:^5 7^]*
Let H  = 1 — Tp which is a number in (0, J) in this case.
We get
D Z  = -
d  Sf 0''H
Therefore (8.5) becomes:
jf2  I - +  v^).
Scale u = u ' /H  and v = v ' /H ,  and this reduces to
(u' +  ar)  +  1 +  (u' +  cr) =  E H  {H  +  u +  v ),
so in this case A  = B  = C = 1. Solving as before, we find
v! =
a r
v' =
cr
x E m - v
so V  — j - u  . Inserting this in the above, we get a quadratic equation in a single variable
u
(u' +  cur)^ +  1 +  (—u' +  cr)^ =  E H ‘^ (H^ +  u'‘^ +
a
Now E  should be such tha t this equation has only one solution, so the discriminant 
should be zero. This again is a quadratic equation in E,  namely:
(cK^  +  =  (1 -  EH^){1  +  +  c^)r^ -  EH ^)2 I _2\ 2
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Write F  =  E H ‘^ and U = Then the above simplifies to
-  ( t /  +  +  1 )F  +  1 =  0.
Take the smallest solution:
F  =  ^  ( t /  +  +  1 _  ^ ( J J  +  g 2  +  1)2 _  ,
This gives us
R  -  V r2  4^2  _  2H ‘^F.
By some re-arrangement and substituting E  back in we get the equation:
I")
Clearly P  0 as P  ^  oo; in fact, <  0, so P  is decreasing to 0 in R. So we 
find an upper bound of U in terms of H  to substitute into (8.7). Using the fact that 
for the subset of the parameter space subject to accelerated Suzuki map (8.6), we have 
th a t a  < p, p  < and, c <  1 — rp .  From these we derive the upper bound for U:
U = (cx.t Ÿ  +  (ctŸ
< +  ((1 -  t P)t Ÿ
=  (1 -  H Ÿ  +
< 1 +  (1 -  H f .
This give us the following function, E ^ ,  for estimating the lower bound of F :
E \ H )  =  2 +  (1 -  H )- +  (1 -  H f  H-
This function is a strictly decreasing function, see Figure 8.1, so in the case above 
where H  the lower bound for P  will be P (^ ) ~  1.67.
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0.40.2 0.6 0.8 1.0
Figure 8.1; A plot of E^{H) for H  e (0,1).
Now we try  the other formula for Z, namely:
a-{-{r — l)l3 — 1 \  f r p  — l \  a + (r — l)j3 A c — 1
Z{a,P ,c) =
a - } ■ { a a
In this case we have for all but the last iteration of S, where we will be in P(3). 
We can will neglect the fractional parts, {•}, because we work locally.
T - l  0 \
T 0D Z = -a
t /3—1
a
V
( r - l ) / 3 + c - l
a T  — 1 I J
For the first r  — 1 iterations of S  we have a map comparable to tha t above:
/3Z (a ,p ,c )  =
a
1 — (r  — l)/3’ 1 — ( r  — 1)P’ 1 — (r  — l)/3y *
As was the case for the distortion estimates above, we can split accelerated Suzuki 
up into two parts, Z  = S  o
So firstly let us consider this is similar to above, with the alteration tha t
H  = 1 — (r  — l)/5 e  (J , 1). In this case for a /? G we have a corresponding
r  G { 2 ,3 ,.. .  ,n  — 2}. From this we can deduce tha t once again U < 1 +  (1 — if)^ . 
Thus we can use the equation (8.8), to give us a lower estimate of E  for which we
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shall call P (/). Once again noting tha t is a decreasing function, our first estimate is 
%  >  E ^ (l)  % 0.38.
We now compute the expansion of the final iteration of the Suzuki map, with 
S'^~^{a, ^ ,c)  G P(3). Despite being in P(3) we can use the same formula as above, 
with few alterations, as they are equivalent due to the maps g and h. In this case we 
have T = 1 and as such U = A  < 1- This gives us a modified version of (8.8):
_ 2 +  p 2 _ ^ ( 2  +  i j2 )2 _ 4 ^ 2
E ^{H ) = 2P4
Let P(77) be the lower bound for expansion on this final iteration of the Suzuki map. 
As H  < ^ our estimate is P (77) >  P ^(g ) =  4.37. Multiplying these two estimates gives 
us the estimate of P  >  P (7)P(77) ~  1.67. Note tha t in both the cases discussed E  was 
equal to  the expansion squared. However as they are both greater than one, this does 
not matter.
In Chapter 2, we used the Folklore theorem, see [Man] Chapter III, to establish the 
existence of a measure on the Gauss map. However the multidimensional case is more 
difficult. Mahe does not give an equivalent formulation of the Folklore theorem for the 
multidimensional case. However, there is a version by Young [Yo], Theorem 1, which 
can be used to  show tha t every expanding (in the sense we proved above) Markov map 
with distortion control (8.1a) has an ergodic invariant measure equivalent to Lebesgue. 
Young’s approach may be needlessly general for our purposes (as her construction is 
meant to prove much more general result on mixing). It is more direct to show that 
expansivity and (8.1a) give distortion control uniform over all iterates, that is:
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Jzn(x) ^  p r  JzjZ'^x)
J z - M  I f  Jz(z<=v)
n—1
< J ] l  +  i f |Z ‘=æ-Z'=ÿ|
fc=0
n—1
k=0
/n - 1  '
=  exp I y ]  log(l +  K \Z " x  -  A ''-’*)
\k=0 y
<  exp I
\k=0
< exp("p|Z^a;-Z"3/| A - 1
<  1 +  P |Z " T -Z " ? / |,
for some K  depending only on K  and the expansion factor, A > 1, from the calcu­
lations above.
Thus, there exists a C  such tha t for all n  G N, all n-cylinders and all param eter pairs 
(cKi, /5i, Cl), (o!2; jd2,C2) in the same n-cylinders we have that
<  C|Z"(CK1, /)i, Cl) -  Z"(CK2, /)2, C 2)r. (8.9)
Jz^  (0!2,/)2; C2)
T h e o re m  8.1 (Folklore). Suppose there is an integer N  such that for every element 
P  from the Markov partition, Z ^ { P )  = X .  I f  Z  : X  ^  X  is a Markov map with 
finite image partition and satisfying (8.9), then there is a Z-invariant ergodic probability 
measure, absolutely continuous with respect to Lebesgue.
Hence accelerated Suzuki induction Z  has a finite, invariant probability measure. It 
follows readily tha t the set of non-Abyss points have measure zero.
This result also follows from work by Suzuki et al. [SIA]. They show th a t for any 
(o,/3) such tha t a  and ^  are rationally independent, there exists a subset of c G [0,1], 
F, which corresponds to values of c where (a, c) is not an Abyss element. They then 
prove tha t F is a Cantor set with measure zero. The proof given here is not the same 
as the proof given in [SIA]. The proof below holds for all (a, c), not just those th a t
are rationally independent.
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C o ro lla ry  8.2. Lebesgue-a.e. point in the phase space belongs to the Abyss.
P ro o f. The map (o, /3, c) (o, 1 — c, 1 — P) maps P(2) onto P(i). Using this and g and 
h we can map cases P(2) and P(5), as this map is affine it will preserve all the distortion 
properties we have shown for Z.
Z {a ,p ,c )  if (o;,^,c) e  P(i) for Î e  {1,3,4, 6}
Z , { a , p , c ) = {  i f ( « ,A c ) € P ( 2)
( { ï & } , { T = 3 } ,T Z § )  if  ( a ,  c) e  P (5 )
All tha t is left is to show tha t Z* is topologically mixing. The expansion of the map 
gives us the property tha t the volume of n-cylinders of the partition decrease to zero as 
n oo. So for any open set U there exists an n-cylinder, N ,  such tha t N  C U  we have:
Zl^N = P(i) for some z G { 1 ,2 , . . . ,  6}.
Every partition element P{i^n,m) maps onto P  in one iteration of Z* if n  ^  m; otherwise 
it will take two iterations.
Putting this together gives us tha t for every open set U there is an n  such that
Z n + ^ u  =  P .
This is known as topological exactness and it implies topological mixing.
Thus this map will have an ergodic, absolutely continuous, invariant measure, fi, by 
the Folklore theorem. Hence by ergodicity, /i-a.e. (c k , P, c )  G P(2) U P(5) will visit every 
point in the parameter space. Thus g-a.e. {a, P,c) E P  is an Abyss element, and as fi 
is absolutely continuous with respect to Lebesgue, we get the desired result. □
Chapter 9
Unique Ergodicity
9.1 %-Partitioning of the Param eter Space
If T  : J  —)■ J  is the first return map of T  to a subinterval J ,  then T{x) =  {x) for
the first return time r{x) of x G J ,  and if b is the label of the continuity interval of T  
containing x, then we write
t{b) = bobi. . .  6r(æ)-i where T \ x )  G Jfc. for 0 <  % <  r{x).
This substitution acts on strings of labels by concatenation:
t{bobi . . .b n )=  t{bo)t{bi) . . .  t(bn).
In order to repeat this procedure for all subsequent renormalisation steps, i.e., for all 
iterates of the Suzuki induction, we require an alphabet of labels at stage k, 
generating the space AjJ of finite words of these labels, and substitutions
Let Jk C [0,1) be the interval of the first return map which is represented by the A:-th 
renormalisation. If æ G n^J^, then the itinerary of x  can be found as
i{x) = lim t i o t 2 0 ‘ --otm{bm),m—^oo
86
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where bm is the label of the continuity interval of Jm tha t contains x. By minimality of
T  : n  —)■ 0 , each y e O. will have its itinerary in the orbit closure E =  {cr’^ (i(a:)) : n E N}, 
where cr denotes the left-shift.
The sequence of substitutions (tfc)fcGNo is determined by the addresses of S^{a, p, c), 
as shown in equation (9.1), below. The shape of the renormalisation map (especially 
where the symmetries g and h are concerned) makes it convenient to sometimes use 
more labels than there are intervals of continuity, but this doesn’t affect the method.
It is obvious tha t all of the non-Abyss maps have either three or four intervals, so it 
might seem natural to use an alphabet {1,2,3} (with 4 in some cases). However we need 
to divide the intervals into pieces such tha t the involutions g and h cannot split any of 
them into two pieces. As otherwise we will have problems computing the substitution 
shift of say P(i) or P(3) into P(4) or P(e). So for each map we need the alphabet {1,2,3,4} 
(and in some cases 5).
Firstly we require a new partitioning of P:
Q{i) = {(cK, P,c): P > a > c }  Q(4) =  {(cr, p,c) \ 1 -  p > 1 -  a  > c}
Q{2) = {(«, P,c): P > c >  a}  Q(5) =  {(cr, /3, c) : 1 -  /3 >  c >  1 -  cr}
Q(3) =  {(cr, P,c): c >  p > a }  Q(6) =  {(cr, /3, c) ; c >  1 -  /3 >  1 -  a}
and from this and the P-partitioning we have the %-partitions:
%(w) =  (^-1)
9 h
X(i,i) •H- X(6,6) X (l,l ) 44 X(3,3)
44- X(6,5) X (l,2) 44 X(3,2)
X (l,3) 44 X(6,4) X (l,3) 44 X (3,l)
X (3,l) 44 X(4,6) X(4,4) 44 X(6,6)
X(3,2) 44 X(4,5) X(4,5) 44 X(6,5)
%(3,3) 44 X(4,4) X(4,6) 44 X(6,4)
We can use the above to make connections between properties of different partition 
elements. So now we have to consider the symbolic dynamics the Suzuki induction of 
each partition to every other partition. Firstly we ask the question of whether every 
element maps to every other element. This is not the case. For the cases X(3,3),
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Figure 9.1: The labelling subintervals on X(i,i), X(i,2)? X(i,3) (Ae alphabet
{ 1 ,2 ,3 ,4 }  (or {1 ,2 ,3 ,4 ,5 }  in the case of x{ i , 2)), from left to right. For example X(i,i) 
has subintervals [0, c), [c, 1 — ^), [1 — /5,1 — ^ +  c), and [1 — /? +  c, 1), corresponding to
the labels 1, 2, 3, and 4 respectively
X(4,4), and X(6,6) all map to all the other partitions. However, consider the partition 
element X(i,2) (where c < l  — I 3 < 1  — a  and o; <  c < /5) in this case a < c, hence 
a  <  1 — /5. From the definition of Suzuki induction, (7.1), we know tha t 
Hence X(i,2) cannot map to points where c <  a; thus it cannot map to X(i,i), %(3,i), 
X(4,4)j X(4,5), and X(4,6)- In the case of the partition elements tha t don’t  map to all the 
other partition elements we have:
X (l,2) 1-4 X (l,2) X(1,3)5 X (3,2), X (3,3), X(6,4), X(6,5), ^nd X(6,6)
%(3,2) H4- X(i,i) X(l,2)j X (3 ,l) , X(3,2)5 X(4,4), X(4,5), X(4,6)
X(4,5) 1-4 X (3,l) X(3,2) ) X(3,3); X(4,5)j X(4,6)j X(6,5)j X(6,6)
%(6,5) 1-4 X(i,i) X(l,2)? X(l,3) ; X(4,4)j X(4,5)j X(6,4); %(6,5)
X (l,3) 1-4 X (l,3) and X(3,3)
X (3,l) 1-4 X (l,l ) and X(3,i)
X(4,6) H4 X(4,6) a:id X(6,6)
X(6,4) 1-4 X(4,4) and X(6,4)
For X(i,i) we have the subintervals [0, c), [c, 1 — /3), [1 — /3,1 — /3 +  c), and [1 — ^  +  c, 1), 
labelled 1, 2, 3, and 4 respectively. In the case of X(i,2) the intervals are [0,c — a ), 
[c — a , c), [c, 1 — /9), [1 — /9,1 — /? +  c), and [1 — /5 +  c, 1). W ith X(i,3) we have the intervals 
[0, c — a), [c — a, c), [c, 1 — /3), and [1 — /3,1), see Figure 9.1.
So we consider Suzuki induction on X(i,i)- For X(i,i) X(i,i) the first interval will be 
mapped to [0,1 — ^ ) after a — 1 = 1- / — 1 iterations in the fourth interval. The second
interval splits into three, the left part maps to [0,1 —/3) after 6 — 1 = 1- / — 1 iterations
in the fourth interval. The centre part spends 6 — 1 iterations in the fourth interval and
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then in the third interval before returning. The right part spends h iterations in the 
fourth interval.
For the case X(i,i) -4 X(i,2)j the first interval in this case has a right and a left part. 
The left part spends a — 2 iterations in the fourth interval before going to the third. 
The right part behaves the same as the first interval in the case above. These two cases 
correspond to the substitution shifts below:
1 — 14““  ^ 1 — > 14““ ^3
2 — 24^-^ 2 — >
3 —  ^ 24^-^3 3 —  ^ 24^-1
4 — ). 24^ 4 —  ^ 24^-^3
5 24^
In total there are 84 different cases. The other cases are listed below:
This lists the possible transitions between regions in parameter space P  tha t are 
allowed by the Suzuki induction S. In each of the boxes (there are in total 84 cases), we 
give the symbolic substitution tha t Suzuki induction represents in these regions, so the 
whole table indicates which substitution can be followed by which other substitution. 
Note tha t the exponents a and b stand for the ceiling function oî S a  and SP  respectively.
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X(3,3) X(4,4) X(6,6) X(l,2) X(3,2)
X(1,1) 1 -4  14““ ^
2 -4  24^-1
3 -4  24^ -13 
4 - 4  24^
1 -4  31^-^2
2 -4 41“2 
3 - 4  41“
4 -4  41“-^2
1 - 4  12““ ^
2 -4 42^
3 - 4  42^ -13 
4 -4  42^“ ^
1 -4 13*’-^2 
2 -4 43“-^2
3 -4  43“- i
4 -4 43““ ^2
1 -4  31^-^ 2
2 - 4  42
3 - > 4
4 - 4  5
X(l,2) 1 -4 14“-23
2 -4  14“- i
3 -4  24^-1
4 -4  24^ -13
5 -4  24^
1 -4  31^
2 -4  31^“ ^2
3 -4  41“- i 2
4 -4  41““ ^
5 -4  41“- i 2
1 -4 12“- i 3
2 - 4  12““ i
3 - >42^
4 -4 42^ -13
5 -4  42^-1
1 -4 13^-1
2 -4  13^“ 2^
3 -4  43“-^2
4 -4 43“-^
5 -4  43“-^2
1 ^ 1
2 - > 2
3 -4  35^-1
4 -4 25^ -14 
5 ^ 2 5 ^
1 - 4  31^
2 - 4  31^“ ^2
3 - > 4 2
4 ^ 4  
5 —> 5
X(l,3) 1 -4 14‘^ -23
2 -4  14““ 1
3 -4  24^“ ^
4 -4 24^ -13
1 -4  31^-1
2 -4 31^“ ^2 
3 - 4  41““ ^2 
4 -4 41“- i
1 -4 12“- 13
2 -4 12““ i 
3 - ^42^
4 -4 42^ -13
1 -4 13^-1
2 -4 13^“ 2^
3 -4  43“-^2
4 -4 43“-1
1 - 4  1
2 - 4 2
3 -4  35^-1
4 -4  3 5 ^ -^
X(3,l) 1 -4 14“- i  
2 -4 14“- i 3
3 -4  24^ -13
4 -4 24^“ ^
1 -4 31^-^2
2 -4  31^“ ^
3 -4  41“-1
4 -4  41“-^2
1 -4  12““ 1 
2 -4 12“-^3
3 -4  42^ -13
4 -4 42^“ ^
1 -4  13^“ i2
2 -4  13^
3 -4  43“-^
4 -4  43“-^2
1 -4 31^“ ^2
2 -4 31^-1
3 - > 4
4 - 4  5
X(3,2) 1 -4 14““ ^3
2 - 4  14“- i
3 - 4  14“- i 3
4 -^  24^ -13
5- >24^
1 -4  31^
2 -4  31^-12
3 -4  31^-1
4 -4 41““ ^
5 -4  41“-^2
1 -4 12“- i 3  
2 -4  12“- i  
3 - 4  12“-23
4 -4  42^ -13
5 -4  42^-1
1 -4 13^-^
2 -4  13^-^2 
3 - 4  13^
4 -4  43“- i
5 -4  43““ i2
1 -> 1
2 - 4  2
3 - ^ 2 4
4 -4 35^ -14 
5 ^ 3 5 ^
1 ->41^
2 -4  41^-12
3 -4  31^“ ^
4 - 4 4
5 - 4  5
X(3,3) 1 -4  14““ ^3
2 - 4  14“-1
3 -4  14““ 3^
4 -4 24^ -13
1- ^31^
2 -4 31^“ i2
3 -4  31^“ i
4 -4  41“- i
1 -4 12“- i 3
2 -4  12““ i 
3 - 4  12“-^3
4 -4 42^ -13
1 -4  13^-1
2 -4  13^-^2 
3 ^ 1 3 ^
4 -4  43“-^
1 ^ 1
2 - 4 2
3 - > 2 4
4 -4  35^“ ^4
X(4,4) 1 -4 14““ ^
2 -4 24^-1
3 -4  24^ -13 
4 ->  24^
1 -4 31^“ ^2
2 - }  41“- i 2
3 -4  41“- i  
4 -4 41““ ^2
1 -4 12“- i  
2- >4 2 ^
3 -4  42^ -13
4 -4  42^“ ^
1 -4  13^-^2
2 -4 43“-^2
3 -4  43“- i
4 -4  43“-^2
1 -4 31^-^2
2 - 4  42
3 - ^ 4
4 - >  5
X(4,5) 1 - 4  14““ ^
2 - 4  14“- i 3
3 -4  24^“ ^
4 -4 24^ -13
5 -4  24^
1 -4  31^“ 2^
2 -4 31^-1
3 - 4  41“-^2
4 -4  41“- i
5 -4  41“-^2
1 -4 12“- i  
2 -4  12“-^3  
3- ^42^
4 -> 42^ -13
5 -4  42^-1
1 -4 13^-^2
2 -4  13^
3 -4  43“-^2
4 -4  43“-^
5 -4  43“-^2
1 -4 31^-^2
2 -4 31^-^
3 - > 4 2
4 -> 4 
5 - > 5
X (4,6) 1 -4 14““ ^
2 -4 14“- i 3  
3 -4  24^ -13 
4- >2 4 ^
1 -4 31^-^2
2 -4 31^“ ^
3 -4  41“- i
4 -4 41“-^2
1 -4 12“- i
2 -4 12“-^3
3 -4  42^ -13
4 -4  42^“ ^
1 -4 13^-^ 2
2 -4  13^-1 
3 - 4  43“- i  
4 -4  43“-^2
1 -4 31^-^2
2 - 4  31^“ ^
3 ^ 4
4 - > 5
X(6,4) 1 -4 14““ ^3
2 - 4  14“- i
3 - 4  24^“ ^
4 -4 24^ -13
1 ^ 3 1 ^
2 -4 31^“ ^2
3 - 4  41“- i 2
4 - 4  41““ ^
1 -4 12“- i 3
2 -4- 12“- i
3 -4  42^-1
4 -4 42^ -13
1 -4 13^-1
2 -4 13^-^2
3 -4  43“-^2  
4 -4 43“-1
1 -> 1 
2 -> 2
3 -4  35^-1
4 -4 35^ -14
X(6,5) 1 -4 14“-23
2 -4  14““ i 
3 - 4  14““ i3
4 -4  24^“ ^
5 -4  24^ -13
1- >31^
2 -4 31^-^2
3 -4  31^“ i
4 -4 41“- i 2
5 - 4  41““ i
1 -4 12“- i 3
2 -4 12“- i
3 - 4  12“-^3
4 -4 42^
5 -4  42^ -13
1 -4  13^-1
2 -4 13^-^2
3 -4  13^
4 -4 43“-^2
5 -4  43“-^
1 - 4  1 
2 -> 2 
3 - > 2 4
4 -4  35^-1
5 -> 35^ -14
X(6,6) 1 -4 14““ ^3
2 - 4  14“-1
3 -4  14““ ^3
4 -4 24^ -13
1- ^31^
2 - 4  31^-^2
3 - 4  31^-1
4 -4 41“- i
1 - 4  12“-^3
2 - 4  12“- i  
3 - 4  12“-^3  
4 - 4  42^ -13
1 -4 13^-1
2 -4 13^-^2 
3 ->  13^
4 -4  43“-^
1 ^ 1  
2 ^ 2  
3 ^ 2 4  
4 -4 35^ -14
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X(4 ,5) X(6,5) X(l,3) X(3,l) X(4,6) X(6,4)
X(1,1) 1 - 4  13^-^2
2 - > 4
3 - 4  5
4 - > 5 2
1 ^  21 
2 - 4  31
3 —> 3
4 -> 4
X(l,2) 1 - 4  13^-1
2 -4 13^-^2
3 - > 4
4 - 4  5 
5 —> 52
X(l,3) 1 -4 13^-1
2 -4 13^-^2
3 - 4 4
4 - 4  5
1 -4 1 
2 - >  2
3 - >  3
4 - > 3 4
X(3,l) 1 -> 1 
2 - > 2  
3 -4  53^“ U
4 - 4  53^-1
1 -4 21
2 -> 2 
3 —> 3 
4 ^ 4
X(3,2) 1 -4  14 
2 ->  1 
3 ->  2
4 -4  53^-^4
5 -4  53^-1
X(3,3) 1 -4  14 
2 ^ 1  
3 ->  2
4 -4  53^-^4
1 -4 1 
2 - > 2  
3 - > 2 4
4 ^ 3 4
X(4,4) 1 -4  13^-^2
2 ^ 4
3 - 4  5
4 - 4  52
1 -4  12
2 —> 3 
3 - > 4  
4 ^ 4 2
X(4,5) 1 -> 1 
2 - >  2
3 - >  13^
4 -4  1 3 ^ -^
5 -4  53^-1
1 -4 13^-^2
2 - 4  13^
3 —> 4 
4 ->  5 
5 —> 52
X(4,6) 1-4-1
2 - > 2
3 53^ -14
4 -4 53^-1
1 ^ 1  
2 -> 2 
3 - > 4 3
4 -> 4
X(6,4) 1 -4  13^-^
2 -4  13^-^2
3 - > 4
4 - > 5
1 ^ 1  
2 ^  12 
3 - 4 3  
4 ^ 4
X(6,5) 1 - 4  14
2 - >  1
3 - > 2
4 - >  53^
5 -4 5 3 ^ -^
1 - 4  13^-1
2 -4 53^-^2
3 - 4  53^
4 - 4  4
5 - > 5
X(6,6) 1 - 4  14
2 - >  1 
3 ^ 2
4 - 4- 13^ -14
1 ^  13 
2 - 4  1
3 —> 2
4 —> 43
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Let us look at the behaviour of the % subpartitions under Suzuki induction. In 
there are three elements X{i, i ): X{i,2) a n d , X (i,3 )- Each of these has four extremal points.
They are:
(0, 0, 0) (0, 1, 0) (1, 1, 0) (1 iV2’ 2 ’ 2/
%(i,2): (0, 0, 0) (0, 1, 0) (0, 5 , \) (1 1 i )V2’ 2 ’ 2>
%(i,3): (0, 0, 0) (0, \) ih è’ è) (0, 0, 1)
%(3,l): (1,1,0) (1, 1, 1) (è’ è’ i) (è’i ’ è)
%(3,2): (0, 1, 1) (1, 1, 1) (è’i ’ i) (&) h i)
%(3,3): (0, 0, 1) (0, 1, 1) (1, 1, 1) (è’ h  è)
%(4,4): (0, 0, 0) (1, 0, 0) (1, 1, 0) ih h è)
%(4,5): (1, 0, 0) (1, 1, 0) (1, i, i) ih h  è)
%(4,6): (0, 0, 0) (1, h \) (è, h  è) (1, 1, 1)
%(6,4)' (0, 0, 0) (0, 0, 1) (è,d, è) ih h  è)
%(6,5): (0, 0, 1) (1, 0, 1) (i,o, 4) \2)2’ 2 )
%(6,6)‘ (0, 0, 1) (1, 0, 1) i h  h  i ) (1, 1, 1)
Consider the %-partitions in P(i). The elements %(i,i) and X{ i , 2 ) both have points 
where /3 =  1 and thus map to infinitely many of the boxes shown in Figure 7.5 (in the 
case of %(i,2) subject to the condition discussed above). As such they can have any 
a,b e  N (or just 6 6 N in the case of %(i,2)), whereas for all points in %(i,3) we have 
Id < \  and as such 6 =  1 for all points within it. Thus we can compute the shape of 
Sx{i,3) by looking at Suzuki induction on the extremal points.
(0, 0, 0)
I ’
(0 , 0, 1)
(0, 0 , 0) 
(0 , 1, 1) 
(1, 1, 1) 
(0, 0 , 1)
This covers %(i,3) and 3) as expected from the table above. By the symmetries g 
and h, the above is true (with different extremal points) for all the %-partitions.
Each of the %-partitions has a neutral fixed point for one of its extremal points. This 
corresponds symbolically to the point, p  defined by:
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%(p) =  . . . o J  O t y  O t y  O J  O t y  (a) (9.2)
for some i € {1,3,4,6} and j  6 {1,2,3,4,5,6}.
9.2 Proving Unique Ergodicity
In Chapter 6, Theorem 6.2 it was shown tha t the slice c =  1 — a  of the parameter space 
contains parameters (o:, (3) for which the ITM is of infinite type, but not uniquely ergodic. 
Also some weak conditions were given in Theorem 6.3 tha t imply tha t —> Q
preserves only one probability measure, showing tha t unique ergodicity is the typical 
situation in tha t parameter slice. It would be natural to express typical behaviour on 
the space of infinite type ITMs, in terms of P-invariant measures ji on P. One might 
take fi to be equivalent to the measure of maximal dimension, if available, but in case 
of unique ergodicity, we can express its typical occurrence in a stronger way.
T h e o re m  9.1. For any measure ji, invariant with respect to Suzuki induction S, 
fi{{a,/3,c) G P  \  Abyss: T(^ a,j3,c) *5 not uniquely ergodic} = 0.
The matrices Ak, as defined in Chapter 6 c.f. (6.4), associated to the substitutions tk 
can be used to keep track of the number (and frequency) of symbols appearing in strings. 
Indeed, if Nk{w) is the vector in indicating the number of appearances of the i-th
symbol of A k  in w,  then N k - i { t k { w ) )  =  A k - i N k { w )  is the vector in indicating
the number of appearances of the i-th symbol of A k - i  in tk{w). By normalising these 
vectors, we obtain the frequency of these symbols in w ,  etc. Alternatively, we can use 
the positive cone Ck = and projective (Hilbert) metric H  to investigate whether
the symbol frequencies in itineraries i{x) are independent of the point æ G fl. This is 
im portant to determine if T  : O —> O is uniquely ergodic, and we can easily extend 
Lemma 6.1 to the following:
P ro p o s itio n  9.2. Let (a, /?, c) correspond to an infinite type ITMT(^a,p,c)- Then (T(a,)8,c), 
is uniquely ergodic i f  and only if
Tk — L\jyi>kAk ’ Ak-\-\ ’ • • Ayyi{Crfyij \^) (9.3)
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is a single line (I.e., single point in projective space) for all k e N.
We will use Hilbert Metric on cones C, defined as
inf {a: ax — y E C}
H {x ,y )  = log
sup{6: y — bx E C }'
In fact, H  is only a semi-metric, since H {x,y) = 0 if and only if x  and y  are on the 
same line through the origin, but P  is a proper metric on projective space. In addition 
[Bi], it is a contraction under linear transformations: namely, if A : C2 —> Ci is a linear 
transformation between cones (equipped with Hilbert metric H 2 and H \ respectively), 
then
H i{Ax, Ay) < tanh .{^)H 2 {x, y), where D = diam^-^^ ( ^ 2).
The diameter diam^^ (AC2) is finite if and only ii A{C2 ) is compactly contained in C\ 
{i.e., dC \r\dA {C 2 ) is only the origin of Ci). In our case, the Cm are cones within 
and the linear transformations are those represented by the matrices Am- Only when 
Am is positive (at every entry) we find diamjf^ ) <  00, and for this reason,
we consider compositions Afc • • • Am of blocks of matrices rather than  single matrices. 
Let
Pm = {(cK, /3, c) G P  \  Abyss: Ai • • • Am is a positive matrix}, (9.4)
where the matrices A k ,k  = 1 , . . .  ,m  are uniquely determined by the itinerary of (a, /9, c) 
under Suzuki induction S. We have
L em m a 9.3. P  \  Abyss =
P ro o f. Since T  = T(^ a,/3,c) is of infinite type, P  : O —> O is minimal, see [ST] and [BK, 
Theorem 1]. Due to compactness of O, there is m >  1 such tha t the first return  map 
T'^ to the interval Jm tha t is associated to the m -th Suzuki induction has the following 
properties:
• The first return time r  is bounded;
• For each x  E Jm^\ ft and each interval I j  with label j  E A i,  there is 0 <  A: <  r{x)  
such tha t T^{x) E I j .
This means tha t the matrix composition Ai • • • Am  is positive. □
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P ro o f  o f T h eo re m  9.1. Let [jl be any ^'-invariant measure such tha t /i(Abyss) =  0; 
without loss of generality we can assume tha t is ergodic. By Lemma 9.3, there is m  such 
tha t fi{Pm) > 0. By taking a smaller U C Pm if necessary, but still with /x(?7) > 0, we can 
assume that the sub-labels (a, b) in the addresses of cells Xi,j used for the substitutions tk 
(and hence matrices A^) are all bounded. Thus, for each (a, /3, c) G U, the corresponding 
m  matrices are chosen out of a finite collection, and hence Ai • • • Am is not only positive, 
but also bounded. Therefore
D  =  su p {d iam i7 i (A i  • • • : { a , /3 ,c )  e  U }  <  oo
uniformly on U. By the Ergodic Theorem, /i-a.e. ( o , /?, c) G P  has a sequence { n j ) j> i  
with ri j+ i  > rij 4- m, such tha t (o, /), c) G for all j  G N. At each visit to U,  Hilbert 
distance will decrease by a factor A := tanh(D /4) within the next m  iterates, so we find
d iam % (^i • • •
It follows tha t F\ \= A i " '  is a single line, and the same argument gives
tha t also Fk := Hj -^k ‘ * • is a single line for each k e N .  Therefore Proposi­
tion 9.2 implies tha t Ta,/3,c is uniquely ergodic. □
Chapter 10
Word Com plexity
Now we look at the complexity of double rotations. We defined the complexity (also 
called the word complexity) as the number of words of length n  in the subshift:
P(u-) =  •
It has been shown by Kornfeld and Boshernitzan tha t the complexity of an ITM is 
polynomial. Below we show tha t this gives us tha t the complexity of double rotations 
is p{n) < n (n  +  1). Having established tha t double rotations can have no more than 
quadratic complexity we go on to  show tha t for almost every double rotation there will 
be a subsequence on which it is linear. This is not sufficient to ensure tha t a double 
rotation has linear complexity. It is then shown, using techniques based on those in [Pa] 
and [L], tha t there exist double rotations with superlinear subsequences.
1 0 . 1  Polynomial Com plexity
Let be a partition of the unit interval I  = [0,1]. An interval translation map
(ITM) T  : J  —)■ /  is defined by
T{x) = x  + j i  if X  e li,
where the translation vectors are such tha t A +  C I .  An analogous definition can 
be made for interval translation maps on the circle. The partition can be used
to describe the dynamics of T  symbolically, as a subshift (ET-,cr) of { ! , . . . ,  in
96
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the usual way. In [BK], Boshernitzan & Kornfeld make a brief remark that the word- 
complexity is at most polynomial. We work out this argument, computing the precise 
upper bound tha t this method provides. It should be noted, however, tha t the method 
is not guaranteed to give sharp upper bounds; in some cases of double rotations, we 
expect linear complexity.
The word-complexity p{n) = : w i s a  word of length n  appearing in S r} . Nat­
urally, p{n) is also equal to the number of maximal intervals of continuity of T ” .
T h eo re m  10.1. Let T  he an IT M  with d branches. Then
{d — 1) +  1 if  T  acts on the interval,
p{n) < '
if  T  acts on the circle.
In the case of a double rotation on the circle, we have d = 2, so the complexity is at 
most p(n) < n{n  -1- 1) in this case.
P ro o f. Each branch of emerges from n  translations by vectors 7 .^ The order of these 
translations is immaterial, so there are a priori as many n-fold combined translations 
as there are d-tuples of non-negative integers adding up to n. This number is equal to 
follows tha t for each discontinuity point c of T, there are at most 
points in I  such tha t T'^{x) = c.
For each discontinuity point a: of T ” , there isO < k  < n  such tha t T^{x) = c for some 
discontinuity point c of T. The total number of points tha t maps to c before iterate n 
is therefore at most
f k  d — l \  fn - \-d  — 1
toV r  I d
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where the last expression is a short exercise in induction on Pascal’s triangle: The initial
step for n  =  1 is trivial. For the induction step,
\ fk - \ - d  — l \  f  k d — l \  fn - \ -d  — 1
5 1  r 5 l
by the induction hypothesis, 
n-\- d — l \  f  n  d — 1
d J  V d - 1
(n d — 1)! (n F d — 1)!
d ! ( n - l ) !  ( d - l ) ! n !
Ti(ji d — 1)! +  d{n d — 1)1 
nd(d — l)!(n  — 1)1 
( u  +  d )  (?2 +  d  — 1)1  
nidi
n +  d^  
d
If T  acts on the interval, then T  has d — 1 discontinuity points, and the at most 
(d—1) discontinuity points tha t T ” can therefore have, separate (d—1)
maximal intervals of continuity.
If T  acts on the circle, then T  has d discontinuity points, and the at most d(^"^^"^) 
discontinuity points tha t T ” can therefore have, separate d(”''^^“ )^ maximal intervals of 
continuity. □
An 72-cylinder set can be considered as the maximal interval on which the iterate of 
the ITM T ” is monotone. This set need not intersect the attractor, O. W hen studying 
the dynamics on O symbolically, and particularly, when estimating p in ) , then this refers 
only to those cylinders tha t intersect O. Therefore the number of 72-cylinders for which 
is monotone can be greater than the number of 72-cylinders in CL. However this over­
counting will not affect whether the complexity is linear or quadratic as the former will 
be no larger than C  • p{n) for some (7 >  0.
1 0 . 2  Superlinear Com plexity
Having shown an upper bound for the complexity of an ITM, we now go on to  see whether 
we can refine our understanding of complexity on the subshifts related to ITMs. Firstly
Chapter 10 Word Complexity 99
we must introduce some new terminology.
For an alphabet A  and a sequence of substitutions, let:
s := lim o 2^ o • • • o tn(a)n-^oo
for some a E A . We will write |t’^ (a)| ~  y» if there are constants 0 < C\ < C2 such that 
Cirn < \t^{cL)\ < C2rn for all n e N .  Let (E,cr) be the subshift generated by the orbit 
closure of the sequence, s. Let t: A  ^  A h e  a substitution; we say tha t t  is increasing 
for every letter if, for all a E A ,
lim h” (ci)| =  00.
n->-oo
Further, if there exists a A >  1 such tha t \f^{a) \ ~  A" for all a G M then the substitution 
is called quasi-uniform. Quasi-uniform is a generalisation of a uniform substitution for 
which |t(a)| is exactly the same for every a E A ,  in which case also \f^(a) \ = \f^(b)\ for 
every n G N and a,b E A .  It is called polynomially divergent if there are A > 1 and 
e = 6a such tha t |t” (a)| ~  for all a E A .  Finally, it is called exponentially divergent 
if there are a,b E A  and 1 <  A^  <  A& such tha t \t^(a)\ ~  A" and |t” (&)l ~  A .^ The above 
definitions can be found in [Pa]
This system is called S-adic if the substitutions, ti, are chosen from a finite collection. 
It was shown by F. Durand tha t if a system is primitive^ and S-adic, then it has at most 
linear complexity, see [Du]. However we have for ITMs a potentially infinite number of 
substitutions composing s.
Let Vm = {(a, /3,c) E P \  Abyss : S '^a  < M -\-l  and <  M  + 1  for all m ,n  E N}, 
i.e. all substitutions with strings of characters no longer than M . It follows readily from 
D urand’s result tha t all the elements of such a set have linear complexity. However Vm 
will comprise relatively few of the non Abyss cases in P .
Although we cannot show the linear complexity of ITMs directly from the substi­
tutions, we can at least show tha t there exists a subsequence with linear complexity in 
almost every substitution. Recall from Section 9.2 equation (9.4):
=  {(cK,/?,c) G f  \  Abyss : Ai • • • Am  is a positive matrix}.
c^.f. Section 4.3: A substitution is primitive if 3N  G N, Va, b E A ' ^ n >  N  b E C{a).
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Firstly we begin with a simple lemma.
Lem m a 10.2. For almost every subshift of substitutions of the form  described above
there exists an R  e N and an I e N such that:
Ni := \X i-i(m i)\ > max \X i_r {c)\ ■(*)
where X ^ = ti  o t 2 o - • ■ otk-
P ro o f. By Lemma 9.3 we know there are blocks of substitutions tha t are primitive. For 
an m G N we have a set C/ Ç P  \  Abyss such tha t (cr, I3,c) E U if there exist infinitely 
many integers, n, such tha t j3,c) E P r  ior all k E  {n, n  -h 1 , . . . ,  n  +  m}. Hence 
if the block of substitutions o ti- 2  o . . .  t i-R ^ i contains such a block then all the
alphabet A i- r + i  is contained in Ni. So the condition will hold at this point as the
substitutions of X i- i  must hold for all the letters tha t map to these words. □
P ro p o s itio n  10.3. For a substitution, c); there exists a subsequence ofN , (N i,N 2 , iVs,. . .  ) 
such that the word complexity at each of these integers is of the form,
fo r some K  e N, independent of i.
P ro o f. Let the subshift for a point in the parameter space (a, /3, c) be generated by
V* , V' . 2^ , (32ji i   2j2 <----  Zjg i ----
The subshift E i is made of any strings of one element, we denote these as the
monster-character of the alphabet defined as the charachter repeated arbitrarily many 
times; these will be called monster-blocks. The monster-blocks are occasionally inter­
rupted by either one or two letters; these are called the end-blocks. For example, consider 
the substitution from the partition X(i,i) to itself:
1 — )- I 4G-1
2 —  ^ 24^-1
3 —  ^ 24^-^3
4 —  ^ 24^ .
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So in this case the monster-blocks are repeated 4s. There also exist up to four 
different end-blocks: these are 1, 2, 31 and, 32.
Across all of the substitutions tha t have monster-blocks we will find up to four 
different end-blocks. For a let the monster block be denoted by mi and let the three 
letters composing the end-blocks be denoted by ej, e | and, ef. So from this we get the 
four possible end-blocks:
• ej = eje},
The subshifts, Ej, will be of this form after the arbitrarily many substitutions. 
Ei . . .  e \m i . . .  m iejm i . . .  m * 6^772%.. .  m iefm i . . .
4" t{—\
Ej—i . . . . . . 772i_ie^_277li—1 . . . mi—\ej^ _-^ TÏlî—\ . . . TTT-i— 1 .
• 4" —2
The subshift will have a “nested” pattern caused by each further substitution map­
ping each letter into a word, each word to a “word of words” , each “word of words” to 
a “word of words of words” and so forth from subsequent substitutions.
letter 
i t  
( word ) 
i t
[( word )( word ) . . .  ( word )] 
i t
[( word )( word ) . . .  ( word )][( word )( word ) . . .  ( word )] . . . [ (  word )( word ) . . .  ( word )]
From this we can deduce tha t there exist certain lengths tha t correspond to the size 
of words or “words of words” etc..
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Let N i = 1^ (7722) I; this is the size of words, ti{a), in E i in most cases. We can 
compute an upper bound for words of length iVi, by looking at substitution words in 
E 2. All words of size N i must be contained in:
1. (77227722),
2 . ( 7722627722) ,
3. (7722627722),
4. (77226^ 7722),
5. (7722627722).
Clearly for 1 there will be N i different words, generated by shifting N i across the 
word. For 2 and 3 there are two possible subcases: When 1^ (7722) | >  t(e^) , for j  G {1,2},
then there are up to 1^ (7722) | +  t(e^) <  2 1^ (7722) |. If however 1^ (7722)! <  t(e^) , then the
will be made up of the monsterabove method does not work, but the middle of 
block so we need only count A^ i +  1 shifts across either just the beginning of the word 
t(6g), or the beginning and the end. This gives a total upper bound of 2Ni +  2. For 
cases 4 and 5 the upper bound is as above for 1^ (7722) | >  ^(e^) , with j  G {4,5}. However 
if 1^ (7722)1 <  t{ejf) then in this case we have to consider the end-block in the middle as 
well as those on the end. This gives us an upper bound of 3Ni +  3. See Figure 10.1.
(a) (b )
(1(77*2)
(c)
(1(77*2) (i(ei) ( i ( 4 ) ( 1(77*2)
Figure 10.1: Counting the number of different words of size |ii(7722)|. In (a) we look at 
case (1), in (b) we look at cases (2) and (3). For (c) we consider cases (4) and (5).
Chapter 10 Word Complexity 103
Summing up these subcases gives us that
p{Ni) < 12Ni.
Now we consider further integers, N 2 , N s , , where this technique can be applied. 
We need a “word of words of ...” such tha t either the substitution of the monster- 
character of Ei, 7 > 3 is the longest of all the words composed from the substitutions 
from Ei to E i, or an I such tha t condition (*), from Lemma 10.2, holds.
N 2 is the lowest integer for which one of the following conditions hold: 
a  maxcGSfc |A:z_i(c)| =  \X i-i{m i)\,
b  / E N with an R  e N  such tha t the condition (*) holds.
If a  holds then the argument proceeds as in the case of N \ only with a “word of 
words” , thus giving N 2 for case 1, 2 N 2 for cases 2 and 3 and, 3 N 2 for cases 4 and 5; 
giving a word complexity of
p{N2) < I 2 N 2 .
If on the other hand b  is true then for case 1, for the same reasons as when looking 
at words of length N i, will give N 2 different words. For cases 2 and 3 there will be a 
maximum of 2 ^ X 2 , see Figure 10.2 and for 4 and 5 there will be a maximum of 2^+^A^2- 
In this case the upper bound of complexity will be
p (% ) < (1 +  3 • 2^+1)% .
We can similarly find a sequence of NiS where by the same methods we can find an 
upper bound. Let K  be the maximum of all the co-efficients of all the NiS. □
Unfortunately the existence of a subsequence with linear complexity on a subshift 
(E, (j), is not sufficient for the subshift to have linear complexity. It was shown by J. 
Pansiot in [Pa], that:
T h e o re m  10.4. The word-complexity p{n) of s = lim^, (generated by increasing 
substitution t ) satisfies
• pin) is hounded i f  and only i f  s is eventually periodic"^.
^This is not actually by Pansiot, but is included for completeness’s sake.
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l~ /l+2
t-ii+2
Figure 10.2: Applying Lemma 10.2 and using the required substitutions we get 2^ dif­
ferent blocks to cover
•  p {n )  is linear i f  and only i f t  is quasi-uniform.
•  p{n )  ~  72 log log n i f t  is po lynom ia lly  divergent.
•  p {n )  ~  72 log 72 i f t  is exponentially  divergent.
In addition, i f  t  is non-increasing, e.g. i f  t {a )  =  a f o r  som e a E A ,  then p {n )  ~  72^  is 
possible.
This was improved upon by J. Leroy in [L], where he showed tha t for a subshift 
generated by a pair of substitutions, only one of which is primitive, the resulting subshift 
can have greater than linear word complexity. An example is given of such a pair of 
substitutions by Leroy applied to an alphabet of cardinality 2.
Let t \  be the substitution on alphabet A  =  {1,2}: t i ( l )  =  112 and t \ { 2 )  =  2. Let 
t 2 be a primitive substitution. Then the sequence
s  = lim t \^ t2 t \^ t2 . . .
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has linear complexity if and only if the sequence {ki)neN is bounded. Also for all such 
sequences (bounded or not) there is a sequence (N i,N 2 , . . .  ) such tha t p{Ni) < 4N\ for 
all z E N.
L em m a 10.5. Thus the subshift generated by t \  above:
s = lim t ? ( l )  =  1121122112112221121122112112222112...,
n - > o o
has quadratic complexity.
P ro o f. This sequences contains blocks of 6s of any length, separated by blocks aa and 
blocks of 6s of shorter length. We can show tha t the word-complexity of s satisfies 
p{n) ~  n^, as follows. For any large n, we can see a block of k letters 6 for any 
n /2  < k < n  starting at position 1 <  / <  n — in some window of length n. This gives 
at least J2 k=n/ 2  n  — k >  ^n^ different patterns for windows of length n. □
In the list of substitutions in Section 9.1 there is the substitution t*: x i ,2 -v- X i ,2 
which is of the form:
1 1
2 — > 2
3 —  ^ 35^-1
4 —  ^ 25^-^4
5 25^
Notice that the substitution for letters 2 and 5 are of almost the same form as the 
substitution t \  above with a = 2:
2 -A 2
5->255
Now we can consider a case where there are unbounded blocks of t* separated by 
a primitive substitution, X{. As none of the substitutions by themselves are primitive 
we suppose tha t X i is composed of several substitutions, tajS, tha t combined give us a 
primitive substitution:
Xi :=  tai o ta2 o • • • o ta^
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Thus we have a setup along the following lines:
o f  o . . . f  o X g o f  o X 3  0 . . . X ^ o f  o f  o . . . f  (2).
ki k2 kn
So after ki applications of f  there will exist the A:i-word 2^  ^ in the resultant subshift. 
After the repeated applications of t* we get something similar to tha t in Lemma 10.5. 
However then we apply X i on the subshift, mapping each of these symbols to a word. 
This will give us a word Bi such that:
2 ^  B i.
Thus it is im portant to consider the relation between the sizes of the words generated 
by the primitive substitutions and the repeated substitution of f . Depending on our 
choice of element in the parameter space the relationship between the A:*-length strings of 
f  and the size of the words generated from the element 2 by the subsequent substitutions, 
\Bi\ can vary greatly. We can choose a ki arbitrarily big compared with the \Bi\.
That such a point should exist follows from the fact tha t the parameter space is 
divided into countable partitions tha t map to either the entire space. So i t ’s a case of 
finding a primitive substitution, such as:
. . .  > E l,2  > ^1,1   ^ S i , i   > Ee,6  > ^6,6   ^ S i ,2  > -----
P ro p o s itio n  10.6. For every i  6 (1,2), there is a parameter {a, /3, c) such that the word 
complexity ofToc,p,c satisfies
p{ni) > n\ along some subsequence Ui —> oo.
P ro o f. Using an argument similar to the one used in the statem ent in Theorem 10.4: 
if t{a) = a for some a E A , then p[n) ~  is possible, we can argue th a t for an 
N ' = 2 k i'\B i\, we have that.
8\B i
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Take [a, (3, c) such tha t the corresponding sequence of substitutions tj produces a 
subshift for which we can inductively find
(i) Blocks Bi = Xi(2) as explained in the paragraph before this proposition.
(11) ki so large tha t ki >
Now define rii = 2ki\Bi\ >  Then you find:
This means tha t for all i sufficiently large p{ni) >  n\ as required. □
However it seems this line of reasoning cannot give us quadratic complexity, i.e. 
£ =  2, so it remains open whether such ITMs exist. The question tha t naturally follows 
is to ask how commonly we find linear word complexity, quadratic word complexity 
and, other word complexities in between. This question is not discussed in this thesis, 
however it is mentioned in Chapter 12.
Chapter 11
HausdorfF Dim ension of 
N on-Abyss Cases
We can consider the dimension of the set of non-Abyss points, N A . Noting tha t the set 
P(i) r\{{a, c = 0} is invariant, we can deduce tha t the dimension of the non-Abyss 
set must be at least 2. Let the box-dimension of a set, S, be denoted by d im s S  and 
the Hausdorff dimension be denoted by d im n S . The box-dimension is always greater 
than or equal to the Hausdorff dimension of a set. Hence for an upper bound we 
compute an estimate for the box-dimension. Using an algorithm introduced in [B] we 
can approximate the box dimension of a set. This algorithm gives us the estimate 2.88 
to two decimal places. Thus we conclude tha t the Hausdorff dimension of N A  satisfies 
dimnNA e  [2, 2.88].
Let e =  ^ and
where
Gp,g,r{e) =  [ep, {p + l)e) x [eg, (g -f l)e) x [er, (r -f l)e),
^Gp,q,r{e) ~  1}
I  ^ Gp,q,r{f) f  0
T{Gp,q,r{e)) = _
0 otherwise.
The approximation of the box-dimension comes from approximating
lim
E-,0 log(e)
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using grids, for a finite range of n  G N. Figure 11.2 shows a graph of
log(Acp g r(e)) versus log(e). Our approximation was based upon computing the values 
of g r(e) foi" both the 210th and 420th iterations of Suzuki induction on the param­
eter space, with the parameter space divided up into 30^ =  27000, 31^ =  29791,..., 
300^ =  27000000 cubes, so e =  ^ with 30 < n <  300. For 210 iterations of the Suzuki 
map we got a value of 2.89 (to two decimal places) for the approximation of the box 
dimension, the 420 iterations gave us the approximation 2.88 quoted above. The line 
on the plot was given by the polyfit function in Matlab, which uses the least squares 
method. See e.g. Barnsley [B] for more details on the algorithm.
IS
15
14
c  13
Z
10
9
4 63 3.5 4.5 5 5.5
-log 1/n
Figure 11.1: A plot of\og{NGp  ^ (^e)} versus log(e) for the 210 iterations approximation.
It would seem natural to use the measure of maximal dimension on NA as a reference 
measure to express the typicality of dynamic behaviours of T^a,g,c) • The distortion prop­
erties of the accelerated Suzuki induction, Z, are such that much of the standard theory 
of thermodynamic formalism should apply for the potential — log | de t(J^)|. Hence, it 
can be expected tha t the pressure:
P{t) = sup — t J  log\ det{Jz)\d/i: pL is %-invariant and sup(/r) =  NA j  (11.1)
is an analytic, convexly decreasing function for f > 0, and that for each t there is a 
unique equilibrium measure /at that maximises the right hand side in (11.1). However,
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3 3.5 4 4.5 5 5.5 5
-log 1/n
Figure 11.2: A plot of\og{NGp g (^e)) versus log(e) for the 420 iterations approximation.
since S' is a non-conformal map, it does not follow, even for the minimal value t = to 
where P(to) =  0, that fit is equivalent to the measure of maximal dimension. Hence 
there is no good motivation to single out such an equilibrium measure among all other 
probability measures.
Chapter 12
Conclusion and Outlook
In summing up, there are several areas I wish to address. Firstly we will address com­
plexity and the Hausdorff dimension on the dynamic and parameter space for double 
rotations. Secondly we consider the viability of using an inducing scheme like Suzuki on 
ITMs of d-intervals (for d > 2). Thirdly we consider whether the properties of double 
rotations are likely to hold for d-intervalled ITMs. Finally a generalisation of ITMs, 
Interval Identification Systems are introduced in Section 12.4.
12.1 Com plexity and Hausdorff Dim ension for Double Ro­
tations
In Chapter 10 it was argued tha t there exist double rotations with linear complex­
ity. Then it was demonstrated that there also exist double rotations with superlinear 
complexity, although it is not known whether there exist double rotations of quadratic 
complexity However, as was alluded to at the end of Chapter 10, it is unknown how 
common each of these cases are. Does there exist a typical word complexity?
One thing considered in Bruin and Troubetzkoy’s paper, [BT] was the Hausdorff 
dimension of an attractor, O, on the dynamic space for a map of the form T(^a,p,i-a.)- 
They concluded tha t the upper bound for the Hausdorff dimension was;
dimiî(O) <  0.84955___
1 1 1
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It is unclear what the upper (and lower) bounds of the Hausdorff dimension are in the 
more general case of double rotations on the whole parameter space, and whether there 
is a typical Hausdorff dimension on the attractor. Further for a typical attractor are the 
upper and lower box dimensions the same?
In Chapter 11 we gave very rough upper and lower bounds for the Hausdorff dimen­
sion of the parameter space. Could it be possible to improve on these estimates?
12.2 Inducing on c2-Intervailed ITM s
Suzuki Induction on double rotations was reasonably simple. By finding the cases tha t 
reduce to rotations, and by wisely choosing a subinterval for the four remaining cases we 
were able to induce new double rotations. It was only really necessary to find a suitable 
induction on one of the cases and then use the involutions, g and h from Chapter 9 to 
generalise it to the other three cases.
If a similar partitioning scheme were required for ITMs with more intervals, the 
number of partitions could grow unmanageable very quickly. So for example, consider 
triple rotations:
T -j- CK if a: € [0, ci)
Ta,13,^ ,01,02^  = ^X-\- p if æ e  [ci, C2 )
X + J  if a: E [eg, 1)
In this case there exist the following six divisions a > P > ^ , a > ^ > f f  
/ 3 > j >  a,  ^ > a > / 3  and, j  > j8 > a. In each of these partitions the ordering 
of the CK, yd, 7  (or 1 — ck , 1 — yd and 1 —  7 )  are fixed, as is the order tha t the critical 
points can come in, relative to each other. So each partition subdivides into ^  =  10 
different subpartitions. This gives us 60 cases to find an inducing scheme. By a similar 
computation d-intervalled ITMs have
(d-\-[d— 1])! _  { d + [ d — 1])!
[d - l] !d !  [ d - l ] \
different cases for a Suzuki-style inducing scheme. As in double rotations there will exists 
maps such as g and /i, however these might not be as simple as before, lETs might have 
to be used. The large number of partition cases on which an inducing scheme would 
need to be found suggests that induction might very well be impractical for d-intervalled
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ITMs unless we are considering quite specific forms of ITMs such as those looked at by 
Bruin in [B].
12.3 Questions About d-Intervalled ITM s
In Previous Chapters we have proven tha t almost all double rotations are abyss elements, 
Corollary 8.2 and tha t almost every double rotation is uniquely ergodic. Theorem 9.1. 
The obvious questions tha t can be asked about more general ITMs are do the properties 
described in this thesis hold? Does almost every element on the d-dimensional parameter 
space belong to the Abyss? Is almost every ITM uniquely ergodic?
This first question has been answered for the case d =  3, by D. Volk, [Vo]. In his 
paper, Volk showed tha t all ITMs of three intervals reduce to either a double rotation 
or a rotation. From this he shows tha t almost every triple rotation is of finite type.
Using almost the same argument to  tha t used in Theorem 10.1, it follows tha t for 
an ITM of d intervals the upper bound for word complexity is:
p{n) < yA n  +  [ d -  l])(n  4- [d -  2]) . . .  (n -1- l)n  ~  n^.
[d -  ij!
We have then shown tha t a substitution shit of the for corresponding to double ro­
tations have linear subsequences. Proposition 10.3; and further tha t there exist double 
rotations of quadratic complexity, Proposition 10.6. Do there exist points in the param­
eter space with word complexity between p(n) ~  n, p{n) ~  n*^ ? Further does there, for 
all d >  2, exist a typical word complexity?
12.4 Interval Identification System s
Interval Identification Systems (IIS) can be considered a generalisation of ITMs, tha t 
could produce interesting results. In this case we pick a series of not-necessarily disjoint 
subintervals, tha t don’t necessarily cover the domain, and map them to other parts of 
the interval. The formal definition, from [S], is:
D efin itio n  12.1. An Interval Identification System, of order n, on the unit inter­
val [0,1] is defined by a collection of unordered pairs of subintervals {[ai,6i], [ci,di]}, 
{ [« 2 , h ] ,  [C2 , d 2 ] } , . . . , {[an, bn], [cn, dn]} such tha t b i - a i  = d i ~  Ci for all % E {1, . . . ,  n}.
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For all X E [at, bi] there exists a t  E [0,1] and y E [ci, d j  such tha t
y  =  x - a i - \ - C i +  t {di  -  c*).
For all such x  and y we say tha t x  is identified by y.
A. Skripchenko’s paper [S] considers Rauzy induction for order three IISs. An IIS 
can be considered as a multivalued piecewise isometry on the circle, and the question 
of whether the closure of orbits is finite, contains intervals, or is a Cantor set is of 
importance here.
A ppendix A
List of N otation
• {x}t =  X  mod t  and {æ} =  x  mod 1.
•  l ^ \ t  —  { ^ } t  [ c c j  =  X  —  { æ } .
• M t  =  + 1 and M  =  [xj +  1.
• Leb denotes Lebesgue measure (for all dimensions).
• OgX is the orbit of x  with respect to the map g.
•  N =  {1,2; 3,4, . . . }  and No =  N U {0}.
• /  : [0,1] — > [0,1] is the Gauss map.
• For an interval I ,  8l  is the left-hand endpoint and Or  is the right-hand endpoint, 
i.e. for I  = [a, 6), Ol I  =  a and Ôr I  = b.
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