We prove a conjecture by Diaz-Lopez et al that bounds the roots of descent polynomials. To do so, we prove an algebraic inequality comparing expressions that come from Naruse's hook-length formula for the number of standard Young tableaux of a skew shape.
Introduction
In 2014, Naruse [Nar14] announced a remarkable formula for f λ/µ , the number of standard Young tableaux of skew shape λ/µ. Later known as Naruse's (hook-length) formula in the literature, the formula expresses f λ/µ as a sum over combinatorial objects called excited (Young) diagrams. In the context of equivariant Schubert calculus, Ikeda and Naruse [IN09] introduced these excited diagrams a few years before Naruse's discovery of the skew-shape hook-length formula.
Since the inception of the celebrated hook-length formula by Frame-Robinson-Thrall [FRT54] in 1954, many have studied, re-proved, and generalized the formula. In the same manner, since Naruse's discovery, many combinatorialists have been investigating Naruse's formula in recent years. Notably, Morales, Pak, and Panova have developed a series of papers studying the formula, in which new proofs, q-analogues, and many new properties of Naruse's formula have been presented; see e.g. [MPP18b] . Konvalinka [Kon17] has also given a bijective proof of Naruse's formula. It is worth mentioning that, in addition to the hook-length formula for skew straight shapes, Naruse [Nar14] also announced formulae for skew shifted shapes (types B and D), and for these, Konvalinka [Kon18] gave bijective proofs as well.
For us, one of the main advantageous attributes of Naruse's hook-length formula is that it is cancellation-free. In [MPP18a], Morales, Pak, and Panova have exploited this positive sum property of Naruse's formula to establish intriguing asymptotic bounds on the number of standard Young tableaux of skew shapes. Combining the variational principle and Naruse's formula, Morales, Pak, and Tassy [MPT18] prove fascinatingly precise limiting behaviors of the number of standard Young tableaux of shew shapes, proving and generalizing conjectures in [MPP18a] . From this point of view, Naruse's formula provides an efficient tool to develop algebraic inequalities related to combinatorial objects.
In this note, we present combinatorial objects which we call " -diagrams." These objects are closely related to the excited diagrams in Naruse's hook-length formula. By exploiting the cancellation-free property of Naruse's formula, we introduce and prove the Slice and Push Inequality, which is an algebraic inequality on -diagrams. Using the Slice and Push Inequality, we provide bounds on the roots of descent polynomials, thus proving a conjecture of Diaz-Lopez, Harris, Insko, Omar, and Sagan [DLHI + 17] , which we recall below.
Let S n be the set of permutations of [n] := {1, . . . , n}. For a permutation π = π 1 · · · π n , the descent set of π is the set of positions i ∈ [n − 1] such that π i > π i+1 . Given a finite set of positive integers I ⊆ Z >0 , the descent polynomial d I (z) is the unique polynomial such that d I (n) is the number of elements of S n whose descent set is I (assuming n > max(I ∪ {0})). MacMahon introduced the descent polynomial in [Mac01], where polynomiality of imaginary part real part Figure 1 . A plot of the roots of d {10} (z) this function was proved by an inclusion-exclusion argument. One can also deduce this from Naruse's formula, as we show in Section 2.3.
Using a recurrence for descent polynomials, [DLHI + 17] proved that d I (z) is a degree m = max(I ∪ {0}) polynomial with d I (i) = 0 for all i ∈ I. We let |z|, (z), and (z) denote the complex modulus, the real part, and the imaginary part of z, respectively.
It is known that these bounds are optimal, though our data suggest that the (convex) region bounded by these two inequalities is much larger than necessary for large m. Stronger inequalities in the special case where I = {m} were proved in [DLHI + 17, Theorem 4.7, Corollary 4.8]. A plot of the roots of the descent polynomial d {10} is given in Figure 1 . The shaded region is determined by the inequalities in Theorem 1.1.
Our main result is a proof of Theorem 1.1. Our proof relies on a reinterpretation of descent polynomials as functions enumerating standard Young tableaux of a family of skew shapes known as ribbons. Background on Naruse's formula and the connection to descent polynomials are given in Section 2. Using this translation, we replace the descent polynomial d I (z) with a polynomial E(z) so that if d I (z 0 ) = 0 for some complex number z 0 then either z 0 ∈ I or E(z 0 − m) = 0. The proof of Theorem 1.1 relies on Proposition 2.4, which is an inequality of the coefficients of E(z) in a nonstandard basis for degree ≤ m polynomials. The proof of Proposition 2.4 is given as a consequence of an algebraic inequality on the weights of -diagrams, defined in Section 3. We refer to this inequality as the "Slice and Push Inequality" as it involves dividing and shifting cells of a Young diagram. The proof of Theorem 1.1 is wrapped up in Section 4, which relies on a couple of technical results on roots of polynomials proved in the appendices.
Independently, Bencs [Ben18, Theorem 5.2] discovered a separate proof of Theorem 1.1(1) and proved Theorem 1.1(2) for most choices of I; see [Ben18, Section 6] . His proofs rely on some inequalities satisfied by the coefficients of d I (z) in different bases for polynomials of degree ≤ m than the ones we consider.
We remark that there is a related family of polynomials, the peak polynomials P I (z), defined by the property that 2 n−|I|−1 P I (n) is the number of permutations of S n with peak set I. Here, the peak set of a permutation π = π 1 · · · π n is the set of positive integers i ∈ {2, . . . , n − 1} such that π i−1 < π i > π i+1 . Polynomiality of this function was proved in [BBS13] . It has been observed that peak polynomials and descent polynomials have many similar properties. In particular, [DLHI + 17, Conjecture 4.3] was motivated by a similar conjecture bounding the roots of peak polynomials [BFT16, Conjecture 1.6]. Supporting the connection, Oguz [Ogu18] proved that descent polynomials can be expressed as a sum of peak polynomials, and conversely, each peak polynomial is an alternating sum of descent polynomials. Our approach to bounding the roots of descent polynomials does not seem to have a clear application to peak polynomials, however. In particular, we would be interested in finding a basis for polynomials of small degree for which the coefficients of the peak polynomial P I (z) satisfy the conditions of the Polynomial Perturbation Lemma in Appendix B.
2. Naruse's formula 2.1. Excited diagrams. A partition λ = (λ 1 ≥ λ 2 ≥ · · · ) is a weakly decreasing sequence of nonnegative integers such that lim i→∞ λ i = 0. Its conjugate partition is denoted λ = (λ 1 , λ 2 , . . .). A Young diagram D(λ) for a partition λ is a left-justified array of cells, with λ 1 cells in the first (top) row, λ 2 cells in the next row, and so on. For a diagram D, we let c i,j be the cell in the i-th row and the j-th column. If µ ⊆ λ, we draw the skew Young diagram for λ/µ by shading in the cells contained in µ. When considering a fixed skew shape λ/µ, we typically let n be the size of the shape; i.e., n = |λ| − |µ| = (λ i − µ i ).
A standard Young tableau of shape λ/µ is a bijective filling of the unshaded cells of λ with numbers {1, . . . , n} such that values increase to the right along any row and going down along any column. The six standard tableaux of shape (3, 3, 3)/(2, 2) are shown in Figure 2 (left). Let f λ/µ be the number of standard Young tableaux of shape λ/µ, setting f λ/µ = f λ if µ = 0 := (0, 0, . . .). For a cell c ∈ D(λ), its hook length h(c) = h(c; λ) is the number of cells that lie in the same row, weakly to the right of c, or in the same column, strictly below c.
3
The Frame-Robinson-Thrall "hook length formula" is a remarkable product formula for the number of standard Young tableaux of a (non-skew) shape:
For some skew shapes λ/µ, the number f λ/µ has large prime factors, removing the possibility for such a simple product formula in general. We refer to the recent survey [AR15] for a wide array of formulae for f λ/µ . We use a formula recently discovered by Naruse [Nar14], recalled in Theorem 2.1. Fix a skew shape λ/µ. Divide the cells of D(λ) into collections . . . , X −1 , X 0 , X 1 , . . . according to their contents; that is,
We consider cells to be partially ordered so that c ≤ c if c is weakly northwest of c ; that is,
We let E(λ/µ) be the set of excited diagrams of type λ/µ. The six excited diagrams of shape (3, 3, 3)/(2, 2) are shown in Figure 2 (right).
Theorem 2.1 (Naruse). For a skew shape λ/µ of size n,
Applying this formula to the shape (3, 3, 3)/(2, 2), we get the identity 6 = 5! 5 · 4 2 · 3 3 · 2 2 · 1 5 · 4 2 · 3 + 5 · 4 2 · 1 + 5 · 4 · 2 · 1 + 5 · 4 · 2 · 1 + 5 · 2 2 · 1 + 3 · 2 2 · 1 .
Theorem 2.1 was discovered by Naruse and announced in [Nar14]. For (several) proofs of the formula and pointers to the literature, we recommend [MPP18b].
2.2. Skew shapes with varying first row. For t ∈ Z >0 , we let λ (t) be the partition obtained from λ by replacing the first part λ 1 with λ 1 + t − 1. For a fixed shape λ/µ, we define the size of λ (t) /µ to be n + t − 1 so that n does not depend on t. We consider the function
If the skew shape λ/µ is understood, we simply write p(t) for this function. For the remainder of this section, we will assume that λ 1 = λ 2 . We are free to make this assumption since p(t; λ (u) /µ) = p(t + u − 1; λ/µ) for u ≥ 1. We fix some additional parameters:
We use Theorem 2.1 to give a nice formula for p(t) in Lemma 2.3. Before doing so, we first make a few observations.
The only cells whose hook lengths vary with t are those in the first row. For each excited diagram D ∈ E(λ (t) /µ), let D be the subdiagram of D obtained by removing all cells from the first row of D(λ (t) ).
Observe that the shapes λ (t) /µ and λ/µ have the same set of excited diagrams E(λ/µ). Furthermore, if D is an excited diagram with d cells in the first row, then its first row must be {c 1,1 , . . . , c 1,d }. We let E(t) be the excitation factor of λ (t) /µ; i.e.,
When d = s, the inner sum is nonempty, so E(t) has degree exactly s. Let C 0 , C 1 , . . . , C s be the nonnegative integers for which
is the "contribution" to the excitation factor from those excited diagrams with s − d cells in the first row.
Using inequalities on the coefficients of polynomials with respect to a Newton basis is a common approach to proving bounds on the roots of those polynomials. This approach is taken for bounding the roots of descent polynomials in [Ben18] and [DLHI + 17] using the falling factorial basis.
We now calculate
For convenience, we will assume that D(λ/µ) is connected; i.e., µ i < λ i+1 whenever µ i = 0. In particular, this implies that α 1 ≤ n − 1 holds. By canceling common factors in the expression above, we obtain a useful factorization of the polynomial p(t) in Lemma 2.3. We collect some of the factors that do not depend on t as a constant C. The first, the third, and the fourth factors combine to be a polynomial in t.
Lemma 2.3. If D(λ/µ) is connected, then there exists a positive real number C not depending on t such that
Lemma 2.3 allows us to reduce the problem of bounding the roots of p(t) to bounding the roots of the lower degree polynomial E(t), which we do in Section 4.
Ribbons and descent polynomials.
A ribbon is a (nonempty) connected skew Young diagram D that does not contain a 2 × 2 block of cells. If T is a standard filling of D, then T determines a permutation π(T ) = π 1 · · · π n whose entries appear in order along the ribbon, starting from the bottom left corner to the upper right. The positions of the descents of π(T ) are determined by the shape of D, as illustrated in Figure 3 , where the shape of the ribbon forces the permutation π(T ) to have descent set I = {3, 5, 8, 9, 11}. Namely, there is a descent at i if and only if the i-th cell of the ribbon is below the (i + 1)-st cell. Conversely, if I ⊆ [n − 1] we may construct a ribbon D for which the permutations π with descent set I are of the form π = π(T ) for some standard filling T of D. Recall that when I is a descent set, we let m denote max(I ∪ {0}). Now suppose D(λ/µ) is a ribbon. Combined with the assumption that λ 1 = λ 2 , this implies µ 1 = λ 1 − 1. Hence, s = r − 1, m = n − 1, and the polynomial p(t) has degree m. In this dictionary between standard fillings of a ribbon and permutations with a given descent set, the addition of cells to the first row of D corresponds to taking longer permutations without changing the descent set. So if D(λ/µ) is a ribbon shape corresponding to the descent set I, we have the identity of polynomials p(t − m) = d I (t). Furthermore, one may observe that the ascents in the permutation are either in
Using Lemma 2.3, we see that an integer γ ∈ {−m, . . . , 0} is among the roots of p(t) whenever γ = −α i for any i ∈ [r]. This means γ is a root of p(t) whenever m + γ is in I. These are precisely the roots of the descent polynomials indicated in [DLHI + 17, Theorem 4.1].
To prove suitable bounds on the roots of the excitation factor E(t), we show that the sequence of coefficients (C 0 , C 1 , . . . , C s ) does not "grow too quickly," in the following sense.
Proposition 2.4. For ribbons, with (C 0 , . . . , C s ) defined as above,
The proof of Proposition 2.4 will be given in Section 3. These inequalities are used in Section 4 to prove Theorem 1.1.
The Slice and Push Inequality
To prove Proposition 2.4, we apply an inductive argument to a slightly more general statement. For this, we consider a more general class of subdiagrams of a Young diagram D(λ). Recall that we divide the diagram D(λ) into diagonals . . . , X −1 , X 0 , X 1 , . . . by their contents.
Recall that a multiset is, informally, a set in which each element may appear more than once. We say a multiset D is a multi-subset of a set X if every element of D is in X. For instance, {2, 3, 3} is a multi-subset of {1, 2, 3}. If D and F are multisets, the multiset union D F is the multiset where the multiplicity of each element is the sum of its multiplicities in D and F ; e.g., {2, 3} {3} = {2, 3, 3}. A subdiagram of a diagram D(λ) is a finite subset of cells of D(λ). More generally, if D is a finite multi-subset of cells of D(λ), we call it a multi-subdiagram of D(λ). The weight wt(D) of a multi-subdiagram is the product of the hook lengths of its cells taken with multiplicity. The following formula is easy to verify.
Lemma 3.1. If F is any multi-subdiagram of D(λ), and D(λ) contains the collection of
. A depiction of the Slice and Push Inequality
We consider pairs (D; F ) where D is a subdiagram and F is a multi-subdiagram of D(λ) such that for every cell c i,j ∈ D, the cell c i+1,j+1 exists in D(λ). We refer to this pair as a -diagram, depicted by labeling each cell in D by a circle and each cell in F by a square. The weight of a -diagram (D; F ) is the sum of the weights of the multi-subdiagrams D F , where the sum ranges over diagrams D such that
• there exists a bijection η :
In other words, one is allowed to move a circle up to one step southeast as long as it does not interfere with the cells from neighboring diagonals. We let wt(D; F ) be the weight of the -diagram (D; F ). We will use the following notation for constructing new diagrams from D when D is a subset of cells of D(λ). We let | k D be the subdiagram of D obtained by removing the first k columns of D(λ), while we let D| k be the subdiagram of D contained in the first k columns of D(λ). We think of the bar | k as a "knife" placed between columns k and k + 1 where D| k is the portion of the diagram to the left and | k D is the portion to the right of the knife.
Similarly, we let D i be the subdiagram obtained by removing the first i rows and D i the subdiagram contained in the first i rows of D(λ). These subdiagrams are constructed by placing the knife horizontally instead of vertically. We let D → be the diagram obtained by replacing each cell c i,j in D with c i,j+1 ; that is, we "push" every cell one step to the right. Similarly, D is the diagram with every cell pushed one step down and to the right.
For a diagram D, let i 0 (resp. j 0 ) be the first row (resp. column) occupied by at least one cell in D, and set
Then D • is the diagram obtained by translating D as far north and west as possible while remaining inside D(λ). 
Proof. We first observe that the multi-subdiagram F contributes the same multiplicative factor to each side of the inequality, so we may assume F = ∅. We also assume that | k D only contains cells in a single column, namely the (k + 1)-st column. To deduce the inequality for an arbitrary choice of k, we may iteratively slice off and push the rightmost column several times.
Let µ be the partition for which D • = D(µ). We proceed by induction on |µ|. If Indeed, for any diagram D in the sum on the left, the same diagram appears in one of the two summands on the right depending on whether the cell c i+1,j is in D . Now assume that µ is not a rectangle. This assumption ensures that the slices | k D and D i are disjoint. By induction, we may apply the inequality (1) to each of the summands on the right to obtain:
Lastly, we assume that µ is a rectangle with at least two columns. Let i (resp. i ) be the first (resp. last) row occupied by a cell in D. Then by Lemma 3.1, (first row of Figure 6 )
Applying a similar division as in the non-rectangle case, we have (second row of Figure 6 
In the same manner, (third row of Figure 6 ) 
In the last expression, the difference between the first two terms and the difference between the last two terms are both nonnegative by the inductive hypothesis. This completes the proof of the rectangle case. holds; i.e., if you "slice" but do not "push." In fact, this inequality does not hold in general. For example, consider λ = (4, 3), D = {c 11 , c 12 }, F = ∅, and k = 1. We note that wt(D; F ) = 5 · 4 + 5 · 1 + 2 · 1 = 27, while if k = 1, wt(D| k ; F (| k D)) = 5 · 4 + 2 · 4 = 28.
For the rest of this section, we let D = D(µ) where D(λ/µ) is a ribbon. The weight of (D; ∅) is equal to the excitation factor of f λ/µ . Likewise, the coefficients that appear in the polynomial
are the weights of some -diagrams.
Lemma 3.4.
Proof. The quantity C s−i i j=1 (t + α j ) is the sum of the weights of excited diagrams D with i cells in the first row. Dividing by the weights of the cells in the first row, we have
We may rewrite the weight of the -diagram as follows.
This completes the proof.
The hook length of a cell at the bottom of its column satisfies
Here, we set λ i = 0 if i > λ 1 .
Corollary 3.5. If λ i+1 > λ i+2 for some i ≤ s, then
Proof. Applying the Slice and Push Inequality with Lemma 3.4, it follows that when < k
If λ i+1 > λ i+2 , then h(c λ i+1 ,i+1 ) = 1. By induction, we have for < k ≤ i that
Proposition 2.4 now follows from Corollary 3.5 by taking i = s. We note that by assumption, λ s+2 = 0 and λ s+1 ≥ 2, so the conditions of Corollary 3.5 are satisfied. We will also make use of the case in which (| i D 1 ) is empty.
Corollary 3.6. If λ i+1 = λ s+1 = 2 for some i ≤ s, then
Proof. By Lemma 3.4, if k ∈ {0, 1, . . . , s − i} then
The corollary is proved.
Proof of the Conjecture of Diaz-Lopez, Harris, Insko, Omar, and Sagan
For the remainder of the paper, we fix a ribbon shape λ/µ with λ 1 = s + 1, µ 1 = s. Ribbons are connected diagrams, so we have λ i+1 > µ i whenever µ i = 0. Let α i = h(c 1,i ; λ) − 1 for all i ∈ [s] and set m = α 1 . Let E(t) be the polynomial function for the excitation factor of λ (t) /µ with coefficient sequence (C 0 , . . . , C s ) defined by
We let z be a complex number such that E(z) = 0. Theorem 1.1 is implied by the following two inequalities: |z + m| ≤ m and |z + 1| ≤ m. In Appendices A and B, we will prove a complex analytic lemma and a polynomial perturbation lemma. In this section, we will use the Slice and Push Inequality and the two lemmas to prove the two desired inequalities. 
We argue that
If κ = 0, then ( * ) follows from Proposition 2.4. If κ ≥ 1, then note that λ s−κ > λ s−κ+1 , and therefore, Corollary 3.5 gives
which is a stronger inequality than ( * ). If z = 0 or z = −α i for some i, it is easy to see that the desired inequality holds. Suppose z = 0 and z + α i = 0 for all i. We have
.
By induction, one may show that
1 + 1! z + 2 + · · · + κ! (z + 2) · · · (z + κ + 1) = (z + 1)(z + 2) · · · (z + κ + 1) − (κ + 1)! z(z + 2)(z + 3) · · · (z + κ + 1) .
Inserting this into the previous equation gives:
(z + 1)(z + 2) · · · (z + κ + 1) − (κ + 1)! z
Using C κ+1 /C 0 ≤ (κ + 1)! along with ( * ) and the triangle inequality, we obtain (z + 1)(z + 2) · · · (z + κ + 1) − (κ + 1)! z(κ + 1)!
Suppose instead that |z + m| > m. Then, for i = κ, . . . , s − 1, we have |z
On the other hand, |z + (κ + 2)| ≥ |z + m| − (m − κ − 2) > κ + 2. Thus, Lemma A.2 gives
a contradiction. We have proved that |z + m| ≤ m. Proof. When s = 0, the result holds vacuously. Assume s ≥ 1. This theorem is a consequence of the Polynomial Perturbation Lemma (Lemma B.1). We use the lemma for when
. , Cs
Cs−1 and (a 1 , a 2 , . . . , a k ) is (α s − 1, α s−1 − 1, . . . , α 1 − 1). From Proposition 2.4, we have that for all i, g i ≤ i, and therefore, the lemma applies. We have |z + 1| ≤ m. 
Appendix A. A Complex Analytic Lemma
In this section, we prove a lemma used in the proof of Theorem 4.1. Let k be a fixed positive integer. Consider the meromorphic function
Since the numerator is divisible by z, the function P (z) may be regarded as a polynomial function on the whole complex plane. We hereafter refer to P (z) as a polynomial.
Lemma A.1. If z 0 is a root of P (z), then |z 0 + 1| ≤ k and |z 0 + k| < k.
Proof. This proof is similar to that of [DLHI + 17, Theorem 4.4].
When k = 1, we have P (z) = 1 for all z, so we may assume k > 1. The polynomial P (z) has a nonzero constant term k i=1 k! i , so 0 is not a root of P (z). If |z 0 + 1| > k then |z 0 + i| > k + 1 − i for all i ∈ {1, . . . , k}. This implies
Similarly, if |z 0 +k| > k, then |z 0 +i| > i for all i ∈ {1, . . . , k}. Again, we have P (z 0 ) = 0. Finally, if |z 0 + k| = k and z 0 = 0 then |z 0 + i| > i for i ∈ {1, . . . , k − 1}, and we again deduce that P (z 0 ) is nonzero. It is easy to see that the inequality holds when z = 0. From now on, assume z = 0. Let us suppose k ≥ 8 and deal with small values of k later. As stated above, we can assume |z + (k + 1)| = k + 1.
Without loss of generality, assume (z) ≥ 0 and write z = −a + bi, where a, b ≥ 0. Note that (k + 1) 2 − |z| 2 = (k + 1 − a) 2 − a 2 , so
(2) a = |z| 2 2(k + 1) .
We consider two cases. Case 1. |z| ≥ 2 k .
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We have
Note that 1 − a j 2 + b j 2 > 1 because |z + j| > j. For x 1 , . . . , x k > 0, we have the
x j . Using this inequality with k ≥ 8, |z| ≥ 2 k , and (2), we have
Case 2. |z| < 2 k . We claim that
The last inequality is immediate from the hypothesis on |z|. Note that a = |z| 2 2(k + 1)
Therefore, a + b ≤ |z| 72 + |z| = 73 72 |z|. We also have b = |z| 2 − a 2 = |z| · 1 − |z| 2 4(k + 1) 2 ≥ |z| · 1 − 1 (k(k + 1)) 2 ≥ 9999 10000
|z|, as claimed.
The following useful trigonometric inequalities can be verified by single variable calculus:
• For all x ≥ 0,
For each j = 1, 2, . . . , k, let θ j := arg(z + j) ∈ [0, 2π). Let θ = θ 1 + · · · + θ k . We have that (z + 1) · · · (z + k) = |(z + 1) · · · (z + k)| · e iθ . Now, we claim that
Since k ≥ 8, (3) implies that a + b < 1, from which it follows that b j − a ≤ a + b j whenever j ≥ 1. Then for j = 1, 2, . . . , k,
On the other hand,
Hence,
Since k ≥ 8, we also have
as claimed. We remark that the last inequality does not hold for k = 7.
The function x → x − x 3 3 is increasing on 0, π 4 . Thus,
For the last inequality, we used the fact that k ≥ 8. Therefore,
This finishes the proof of the inequality for k ≥ 8.
Finally, we consider the cases with k ≤ 7. Since the seven cases for k may all be proved in roughly the same manner, we give a proof for k = 7 and leave the other cases to the reader.
Let k = 7 and w = z + 5. We have |w| ≥ 5.
(z + 1)(z + 2)(z + 3)(z + 4)(z + 5)(z + 6)(z + 7) − 7! z = (z + 5) 6 − 2(z + 5) 5 − 3(z + 5) 4 + 20(z + 5) 3 + 44(z + 5) 2 + 192(z + 5) + 1008
In each of the remaining cases, one may use a similar argument where w is defined as in the following table. In this section, we prove a lemma on polynomial perturbation. Starting with a certain polynomial with distinct real roots, we obtain a new polynomial by perturbing it in a certain bounded manner. The lemma gives an upper bound on the moduli of the roots of the resulting polynomial. We also note that our result is sharp.
Lemma B.1. (Polynomial Perturbation) Suppose that k is a positive integer. Let a 1 < a 2 < · · · < a k be a strictly increasing sequence of positive integers. Let g 1 , . . . , g k ≥ 0 satisfy g i ≤ i for all i = 1, . . . , k. Define P (z) := (z + a k )(z + a k−1 ) · · · (z + a 1 ) + g 1 (z + a k )(z + a k−1 ) · · · (z + a 2 ) + g 1 g 2 (z + a k )(z + a k−1 ) · · · (z + a 3 ) + · · · + g 1 g 2 · · · g k−1 (z + a k ) + g 1 g 2 · · · g k .
If z is a complex root of P (z), then |z| ≤ a k + 1.
We think of the first term (z + a k ) · · · (z + a 1 ) as the main term and the rest as the perturbation. The original roots of the main term are −a k , . . . , −a 1 , which all lie inside the closed ball {z : |z| ≤ a k }. The lemma says that the roots of the perturbed polynomial are inside a slightly larger closed ball {z : |z| ≤ a k + 1}.
To show this lemma, we prove the following stronger statement. This strategy is predictable as we have the picture that the main term should dominate the rest.
Claim B.2. Let a 1 , . . . , a k , g 1 , . . . , g k be as in the above lemma. If |z| > a k + 1, then
We will first assume that k ≥ 3, and then work on k = 1, 2 later.
Step I. Reduction of g i 's. In the first step, we will reduce the problem to the case in which g i = i for all i. For this purpose, we consider z and a 1 , . . . , a k fixed within this step. Define
g 1 · · · g i (z + a i+1 ) · · · (z + a k ) .
Note that F is a convex function for each g i ∈ [0, i]. Therefore, F (g 1 , . . . , g i−1 , g i , g i+1 , . . . , g k ) ≤ max {F (g 1 , . . . , g i−1 , 0, g i+1 , . . . , g k ) , F (g 1 , . . . , g i−1 , i, g i+1 , . . . , g k )} .
Using the inequality above for all i ∈ [k], we find that there exist g 1 , . . . , g k ∈ R such that
where g i ∈ {0, i} for each i = 1, 2, . . . , k. If g 1 = 0, then F ( g 1 , . . . , g k ) = 0 and (4) follows immediately. Suppose that g 1 = 1. Let k ∈ [k] be the largest index such that g i = i for all 1 ≤ i ≤ k . By the definition of F , we note that F ( g 1 , . . . , g k ) = F (1, 2, . . . , k , 0, . . . , 0) .
It suffices to show
i!(z + a i+1 ) · · · (z + a k ) .
Since {z : |z| > a k + 1} ⊆ {z : |z| > a k + 1}, it suffices to prove the claim for the case where k is replaced by k and g i = i for all i ∈ [k ]. From now on we assume g i = i for all i = 1, 2, . . . , k.
Step II. Reduction of a i 's. We consider the vector of first differences of a i 's ∆ := (a k − a k−1 , . . . , a 3 − a 2 , a 2 − a 1 ) ∈ (Z >0 ) k−1 .
Here, 1 m denotes m copies of 1's for each m ≥ 0. The goal of this step is to prove the claim when ∆ / ∈ A. Assume ∆ / ∈ A. Let z ∈ C such that |z| > a k + 1. There are two cases. Case 1. Suppose that there is some index j such that 4 ≤ j ≤ k and a j − a j−1 ≥ 2. In particular, we must have k ≥ 4 for this case to happen. By the triangle inequality,
|z + a i | > k + 1 − i holds for i = 1, 2, . . . , k. In this case, we obtain better inequalities for i = 1, 2, 3: |z + a 1 | > k + 1, |z + a 2 | > k, and |z + a 3 | > k − 1.
Recall that we want to show that |(z + a k ) · · · (z + a 1 )| > k i=1 i!(z + a i+1 ) · · · (z + a k ) .
That is,
i! (z + a 1 ) · · · (z + a i ) .
By the triangle inequality, it suffices to prove that k i=1 i! |z + a 1 | · · · |z + a i | < 1.
Using the bounds for |z + a i | in (5), we obtain k i=1 i! |z + a 1 | · · · |z + a i | < 1! k + 1 + 2! (k + 1)k + k − 2 k + 1 3! k(k − 1)(k − 2) + 4! k(k − 1)(k − 2)(k − 3) + · · · + k! k!
as desired. To see why the last inequality holds, one may use the bound
for k ≥ 8, and check the cases where 4 ≤ k ≤ 7 by hand. Case 2. Suppose that a i − a i−1 = 1 for all i ≥ 4. In this case, because ∆ / ∈ A, we have (a 3 − a 2 , a 2 − a 1 ) / ∈ {(1, 1), (1, 2), (1, 3), (1, 4), (2, 1), (2, 2)} .
Note that A := |z + a 1 | > k − 2 + (a 3 − a 1 ) and B := |z + a 2 | > k − 2 + (a 3 − a 2 ). By some easy casework, we obtain the bound (A − 1)B > k 2 + 2k − 3. With the same argument as in the case above, we want to show that k i=1 i! |z + a 1 | · · · |z + a i | < 1.
Observe that
and 1 − w k+2 = 1 − ε , where ε, ε > 0. Now, (9) is equivalent to (10) ε < k + 1 k + 2 · ε 1 + ε .
From |z − 1| > k, we know ε < 2 k+2 . If ε ≥ 2 k−1 , then (10) is clear. Assume ε < 2 k−1 . Thus, ε 1+ε > k−1 k+1 · ε. To show (10), it suffices to show that (11) ε ε ≥ k + 2 k − 1 .
Using a trick similar to one in the proof of Lemma A.2, we find
This shows
On the other hand, since (1 − ε ) 2 = 1 − w k+2 2 = 1 − a k+2 2 + b k+2 2 , we have (13) ε (2 − ε ) = 2a k + 2 − a 2 + b 2 (k + 2) 2 . Therefore, we have ε(2 + ε) − 5ε (2 − ε ) 2a This shows that ε(2 + ε) > 5ε (2 − ε ), and thus ε ε > 5 · 2 − ε 2 + ε > 5 · 2 − 2 k+2 2 + 2 k−1 = 5 · (k + 1)(k − 1) k(k + 2) > k + 2 k − 1 .
It is easy to see that the last inequality 5 · (k+1)(k−1) k(k+2) > k+2 k−1 holds, for k ≥ 3. This proves (11) and we have finished the proof for this case.
Case 2. a 3 − a 2 = 1 and d := a 2 − a 1 ∈ {2, 3, 4}. Write (a k , . . . , a 1 ) = (u + k + 1, u + k, . . . , u + 3, u + 3 − d),
where u ≥ 0 is an integer. The inequality we want to prove becomes
i!(z + u + k + 1)(z + u + k) · · · (z + u + i + 2) .
Note that k i=1 i!(z + u + k + 1)(z + u + k) · · · (z + u + i + 2) = (z + u + k + 1)(z + u + k) · · · (z + u + 2) − (k + 1)! z + u .
Therefore, it suffices to show that (14) |z + u| > 1 + d − 1 z + u + 3 − d − (k + 1)! (z + u + k + 1) · · · (z + u + 3)(z + u + 3 − d)
