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Canonical Quantization of the Electromagnetic Field on the Kerr
Background
Marc Casals∗ and Adrian C. Ottewill†
Department of Mathematical Physics,University College Dublin, Belfield, Dublin 4, Ireland
We investigate the canonical quantization of the electromagnetic field on the Kerr
background. We give new expressions for the expectation value of the electromag-
netic stress-energy tensor in various vacua states and give a physical interpretation
of the separate terms appearing in them. We numerically calculate the luminosity in
these states. We also study the form of the renormalized stress-energy tensor close
to the horizon when the electromagnetic field is in the past Boulware state.
I. INTRODUCTION
The properties of quantum states of physical interest in the Kerr background has been
broadly investigated by studying the scalar field. The study of the quantized electromag-
netic field in this background has been studied much less (notably, in [1], [2] and [3]). In
this paper we perform the canonical quantization of the electromagnetic field in the Kerr
background and calculate the renormalized expectation value of the stress-energy tensor
(abbreviated as RSET) when the electromagnetic field is in various states of physical in-
terest. We analytically calculate new expressions which are symmetric under parity for the
expectation value of the stress-energy tensor in these physical states. These expressions cor-
rect those given in Candelas, Chrzanowski and Howard [1], hereafter referred to as CCH,
which are not symmetric under the parity operation even when the state is and even though
the parity operation is a symmetry of both the Kerr metric and Maxwell’s equations. We
also numerically calculate differences between two states of the RSET. We show that the
difference in the RSET between a Hartle-Hawking-type state and the past Boulware state
is exactly (minus) thermal near the horizon, unlike a result in CCH. We also study the rate
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2of rotation of this difference, for which there is no unanimous consensus in the literature,
and find that it is rigidly rotating with the horizon to at least second order in the distance
from the horizon.
This paper is organized as follows. We outline the classical theory of the electromagnetic
field on the Kerr background in Section II. In Section III we lay out a canonical quantization
of the electromagnetic potential and field on this background. In the following section we give
a description of the main physical quantum states. Section V is split into two subsections.
In the first one we derive expressions for the expectation value of the electromagnetic stress-
energy tensor when the field is in these states. We also show that similar expressions given
by CCH result in RSETs which are not symmetric under the parity operation. In the second
subsection we give a physical interpretation of the various sets of terms appearing in these
expectation values. In Section VI we calculate the luminosity of the Kerr black hole in the
past Boulware and past Unruh states for the spin-1 case. In the last section we study the
behaviour close to the horizon of the difference in the RSET between a Hartle-Hawking-type
state defined in CCH and the past Boulware state.
The method we followed to solve the radial Teukolsky equation is described in Appendix
A, whereas we solved the angular equation as described in [4]. Further details can be found
in [5]. In Appendix B we extend to the spin-1 case an asymptotic analysis in [6] for the
radial solutions close to the horizon in the scalar case.
We use geometrized Planck units: c = G = ~ = 1, and follow the sign conventions of
Misner, Thorne and Wheeler [7]. All figures have been obtained for the values: a = 0.95M
and M = 1; the Boyer-Lindquist radius of the event horizon for such values of the black
hole parameters is r+ ≃ 1.3122.
II. CLASSICAL THEORY
The Kerr metric corresponding to a black hole of mass M and intrinsic angular momen-
tum a per unit mass as viewed from infinity is, in the Boyer-Lindquist co-ordinate system
{t, r, θ, φ}, given by
ds2 = −∆
Σ
(
dt− a sin2 θdφ)2 + sin2 θ
Σ
[
(r2 + a2)dφ− adt]2 + Σ
∆
dr2 + Σdθ2 (2.1)
3where Σ ≡ r2+a2 cos2 θ and ∆ ≡ r2−2Mr+a2. The Kerr metric has co-ordinate singularities
at ∆ = 0, which has for solutions r± = M ±
√
M2 − a2. The hypersurface r = r+ is the
outer event horizon. The surface gravity on the outer[inner] horizon is κ+[κ−], given by
κ± ≡ (r± − r∓)/(2(r2± + a2)).
The Kerr space-time is stationary and axially symmetric; the two Killing vectors asso-
ciated with these two symmetries are kI ≡ ∂/∂t and k	 ≡ ∂/∂φ respectively. We can
construct another Killing vector as kH ≡ kI + Ω+k	 with Ω+ ≡ a/(r2+ + a2). The surface
where the Killing vector kI becomes a null vector is called the stationary limit surface. The
vector kI is timelike outside this surface and is spacelike in the region between the event
horizon and the stationary limit surface. This region is called the ergosphere. The surface
where the Killing vector kH becomes null is called the speed-of-light surface. The vector
kH is timelike between the event horizon and the speed-of-light surface, and it is spacelike
outside it.
An observer who moves along a world line of constant r and θ with an angular velocity
Ω ≡ dφ/dt relative to the asymptotic rest frame has a tetrad {e(t), e(r), e(θ), e(φ)} associated
with him. Such an observer sees no local change in the geometry and is therefore considered
a stationary observer relative to the local geometry. If his angular velocity is zero, and
therefore he moves along a world line of constant r, φ and θ, he is a static observer (SO)
relative to radial infinity. A SO moves along the integral curves of kI . If we require e(r) and
e(θ) to be parallel to ∂/∂r and ∂/∂θ respectively, we then find that the two other vectors in
the tetrad of a stationary observer are given by
e(t) =
1√|gtt + 2Ωgtφ + Ω2gφφ|
(
∂
∂t
+ Ω
∂
∂φ
)
e(φ) =
1√|gtt + 2Ωgtφ + Ω2gφφ|
1√
g2tφ − gttgφφ
[
−(gtφ + Ωgφφ) ∂
∂t
+ (gtt + Ωgtφ)
∂
∂φ
] (2.2)
The quantity pφ ≡ pk	 = pαkα	, where p is the 4-momentum of a certain observer, is the
component of angular momentum of that observer along the black hole’s spin axis. This
quantity is conserved for geodesic observers. The only stationary observers for whom this
quantity is zero are those with an angular velocity ΩZAMO = −gtφ/gφφ. These observers are
called zero angular momentum observers (ZAMO). These observers are the closest analogue
to the static observers in Schwarzschild space-time on the Kerr-Newman space-time in the
sense that their 4-velocity is orthogonal to k	, the hypersurfaces of constant t. The angular
4velocity ΩZAMO of the ZAMOs as they approach the horizon tends to Ω+, which can therefore
be interpreted as the angular velocity of the horizon. The stationary observers whose angular
velocity is constant and equal to Ω+ are observers that follow integral curves of kH and are
called rigidly rotating observers (RRO). The last orthonormal tetrad that is of interest to
us is the Carter orthonormal tetrad [8], which corresponds to a stationary observer (2.2)
with angular velocity ΩCARTER = a/(r
2 + a2).
The Newman-Penrose (NP) formalism ( [9]) is based on four null basis vectors:
{l,n,m,m∗}. In this paper we will use the Kinnersley tetrad:
l =
1
∆
[
(r2 + a2)
∂
∂t
+∆
∂
∂r
+ a
∂
∂φ
]
(2.3a)
n =
1
2Σ
[
(r2 + a2)
∂
∂t
−∆ ∂
∂r
+ a
∂
∂φ
]
(2.3b)
m =
−ρ∗√
2
[
ia sin θ
∂
∂t
+
∂
∂θ
+ i cosec θ
∂
∂φ
]
(2.3c)
where ρ = −1/(r−ia cos θ) is one of the spin coefficients of the Kerr metric in the Kinnersley
tetrad. The other spin coefficients and NP scalars can be found in [10]. Of interest to us
are the NP Maxwell scalars: φ−1 ≡ Flm, φ0 ≡ (Fln + Fm∗m) /2 and φ+1 ≡ Fm∗n, where
Fαβ ≡ Aβ;α − Aα;β is the anti-symmetric Maxwell tensor and Aα is the electromagnetic
potential. From these equations, one can obtain the operator Kµh which maps the potential
onto the NP scalars, i.e.,
φh = K
µ
hAµ (2.4)
The explicit form of the operator Kµh can be found in [11].
It is easy to see that the effect of the parity operator P : (θ, φ) → (π − θ, φ+ π) on the
NP Kinnersley tetrad is
Pl = l, Pn = n, Pm = −m∗ (2.5)
In the limit r → +∞, the Kinnersley tetrad becomes
l→ −eˆt + eˆr, n→ −1
2
(eˆt + eˆr) , m→ + 1√
2
(eˆθ + ieˆφ) (r → +∞)
(2.6)
in terms of the usual unit polar vectors {eˆt, eˆr, eˆθ, eˆφ} in flat space-time.
By making use of the NP formalism, Teukolsky ( [12], [13]) decoupled the equations
describing the spin-0,-1/2,-1 and -2 linear perturbations in a general Type D vacuum back-
5ground. He further showed that, using the Kinnersley tetrad, some of the decoupled equa-
tions are separable in Boyer-Lindquist co-ordinates in the Kerr background. We will refer
to the second order ordinary differential equations for the variables r and θ resulting from
this separation as the radial and angular Teukolsky equations respectively. The terminol-
ogy we will use is the following. A bullet • (and a primed bullet •′) superscript indicates
either ‘in’, ‘up’, ‘down’ or ‘out’ modes, which are standard but, for clarity, are defined in
Appendix A. Correspondingly, the symbol ω• is defined as being equal to ω when it is part
of an expression containing ‘in’ modes and it is equal to ω˜ when the expression contains ‘up’
modes. The separability of the equations describing the spin-1 perturbations implies that
the electromagnetic potential can be expressed as a Fourier mode sum as
A•µ =
∫ +∞
−∞
dω
+∞∑
l=|h|
+l∑
m=−l
∑
P=±1
a•lmωP lmωPA
•
µ (2.7a)
lmωPA
•
µ ≡ lmωA•µ + PP lmωA•µ (2.7b)
where a•lmωP are the coefficients of the Fourier series. The parameter l labels the eigenvalues
of the angular Teukolsky equation. The parameter P is summed in (2.7a) over the values
+1 and −1, corresponding to two linearly independent polarization states for the potential,
as we shall see in Section V. The decomposition of the potential into eigenstates of the
parity operator P is the natural choice because of the invariance of the Kerr metric under
this operation.
Chrzanowski [11] was the first author to give analytic expressions, using Teukolsky’s
results, for the linear electromagnetic and gravitational perturbation potentials in the Kerr
background. He obtained, for the electromagnetic potential modes:
l−m−ωPA
in
µ =
=
{ [
lµ(δ
∗ + 2β∗ + τ ∗)−m∗µ(D + 2ǫ∗ + ρ∗)
]
−1R
in
lmω(r)+1Zlmω(θ, φ)e
−iωt+
+ P [lµ(δ + 2β + τ)−mµ(D + 2ǫ+ ρ)] −1Rinlmω(r)−1Zlmω(θ, φ)e−iωt
} (2.8a)
l−m−ωPA
up
µ =
=
{
ρ∗−2 [−nµ(δ − 2α∗ + π∗) +mµ(∆− 2γ∗ + µ∗)]+1Ruplmω(r)−1Zlmω(θ, φ)e−iωt+
+ Pρ∗−2
[−nµ(δ∗ − 2α+ π) +m∗µ(∆− 2γ + µ)] +1Ruplmω(r)+1Zlmω(θ, φ)e−iωt}
(2.8b)
where
hZlmω(θ, φ) ≡ (−1)
m+1
√
2π
hSlmω(θ)e
+imφ. (2.9)
6The only difference here with Chrzanowski’s original expressions is an overall change in the
sign of m and ω, justified by the sum over m and integration over ω.
It is immediate from the radial and angular Teukolsky equations that their respective
solutions hRlmω(r) and hSlmω(θ) satisfy the following symmetries:
hRlmω(r) = ∆
−h
−hR
∗
lmω(r) (2.10a)
hRlmω(r) = hR
∗
l−m−ω(r) (2.10b)
and
hSlmω(θ) = (−1)l+m−hSlmω(π − θ) (2.11a)
hSlmω(θ) = (−1)l+hhSl−m−ω(π − θ) (2.11b)
hSlmω(θ) = (−1)h+m−hSl−m−ω(θ) (2.11c)
Note the symmetry property
P lmωA•µ = (−1)l+ml−m−ωA•∗µ (2.12)
which is easily obtained from (2.10b), (2.11c) and (2.8). It then follows that the Fourier
sum coefficients must satisfy the following condition so that the potential remains real:
a•∗lmωP = (−1)l+mPa•l−m−ωP (2.13)
The Maxwell scalars φ•h can be decomposed in a Fourier mode sum analogous to that in
(2.7a). Following [14] and [10], the Maxwell scalars modes can be expressed as
l−m−ωφ
in
−1 = −
1
2
+1R
in
lmω+1Zlmωe
−iωt
l−m−ωφ
in
+1 = −1
Blmω
2
ρ2−1R
in
lmω−1Zlmωe
−iωt
l−m−ωφ
up
−1 = −1
Blmω
2
+1R
up
lmω+1Zlmωe
−iωt
l−m−ωφ
up
+1 = −1
B2lmω
2
ρ2−1R
up
lmω−1Zlmωe
−iωt
(2.14)
and
l−m−ωφ
in
0 = −
ρ2
23/21Blmω
[(
ρ−1D†0 + 1
)
L†1 + ia sin θD†0
]
∆+1R
in
lmω−1Zlmωe
−iωt =
=
ρ2√
2
[(
ρ−1D0 + 1
)L1 + ia sin θD0] −1Rinlmω+1Zlmωe−iωt
l−m−ωφ
up
0 = −
ρ2
23/2
[(
ρ−1D†0 + 1
)
L†1 + ia sin θD†0
]
∆+1R
up
lmω−1Zlmωe
−iωt =
=
ρ21Blmω√
2
[(
ρ−1D0 + 1
)L1 + ia sin θD0] −1Ruplmω+1Zlmωe−iωt
(2.15)
7where 1B
2
lmω ≡ −1λ2lmω+4maω−4a2ω2 and hλlmω is the eigenvalue of the angular Teukolsky
equation. We are using the definitions of the operators
L{ †}n ≡ ∂θ ±Q+ n cot θ and D{ †}n ≡ ∂r ∓ iK
∆
+ 2n
r −M
∆
(2.16)
where Q ≡ −aω sin θ +m/ sin θ and K ≡ (r2 + a2)ω − am. We use the convention that the
upper and lower symbols inside braces go with the upper and lower signs in the equation.
The asymptotic behaviour of the NP Maxwell scalars, separately for outgoing and ingoing
waves, in the limit r → +∞ is
lmωφ+1 ∼ r−1e+iωr, r−3e−iωr (r → +∞)
lmωφ0 ∼ r−2e+iωr, r−2e−iωr (r → +∞)
lmωφ−1 ∼ r−3e+iωr, r−1e−iωr (r → +∞)
(2.17)
It is therefore the scalar φ+1[−1] the one with the asymptotically dominant behaviour for the
upgoing[ingoing] waves. The above asymptotic behaviour (2.17) was originally obtained by
Newman and Penrose [9] and is commonly referred to as the peeling theorem.
The Teukolsky-Starobinski˘ı identities relate solutions, radial or angular, of opposite he-
licity h. These identities are ( [15]):
D0D0−1Rlmω = 1
2
+1Rlmω L0L1+1Slmω = 1Blmω−1Slmω (2.18a)
∆D†0D†0∆+1Rlmω = 21B2lmω−1Rlmω L†0L†1−1Slmω = 1Blmω+1Slmω (2.18b)
The angular Teukolsky equation has singular points at x = ±1, where x ≡ cos θ. By using
the Frobenius method it can be found that the solution that is regular at both boundary
points x = +1 and −1 is given by
hSlmω(x) = (1− x)|m+h|/2(1 + x)|m−h|/2hylmω(x) (2.19)
and the function hylmω(x) behaves close to the boundary points as
hylmω(x) =
∞∑
n=0
h
{a
b
}
n,lmω
(1∓ x)n for x→ ±1 (2.20)
The solutions hZlmω are called the spin-weighted spheroidal harmonics (SWSH). In the
spherical limit a = 0, the SWSH reduce to the spin-weighted spherical harmonics hYlm.
8We give here two properties ( [16], [17] and [18]) satisfied by the spin-weighted spherical
harmonics which we will need later on:
l∑
m=−l
−1Ylm(θ, φ)+1Y
∗
lm(θ, φ) = 0 (2.21)
and the “addition theorem”
l∑
m=−l
hYlm(θ, φ)hY
∗
lm(θ
′, φ′) =
2l + 1
4π
Pl(cos γ) (2.22)
where γ is defined by cos γ ≡ cos θ cos θ′ + sin θ sin θ′ cos(φ− φ′).
The classical, electromagnetic stress-energy tensor can be expressed in terms of the NP
Maxwell scalars as
Tµν =
{
φ−1φ
∗
−1nµnν + 2φ0φ
∗
0
[
l(µnν) +m(µm
∗
ν)
]
+ φ+1φ
∗
+1lµlν−
− 4φ0φ∗−1n(µmν) − 4φ+1φ∗0l(µmν) + 2φ+1φ∗−1mµmν
}
+ c.c.
(2.23)
in the case of absence of a charge current. By virtue of the Maxwell field equations, the
stress-energy tensor (2.23) satisfies the conservation equation T µν ;µ = 0.
Note that it follows from (2.5) that all the pairs of null tetrad vectors appearing in the
different terms in (2.23) remain invariant under the parity operation, except for the ones
that have a factor containing φ0 together with either φ−1 or φ+1, which change sign. That
is, a pair of null vectors e(a)e(b) appearing in (2.23) with a factor φhφ
∗
h′ changes under the
parity operation as
P (e(a)e(b)) = (−1)h+h′e(a)e(b) (2.24)
The variable Γ refers to either the potential components Aµ or the NP scalars φh. The
Fourier series expansion for either the potential components or the NP Maxwell scalars may
then be expressed as
Γ• =
∑
lmP
∫ +∞
−∞
dω•a•lmωP lmωPΓ
• (2.25)
which may be re-arranged as
Γ• =
∑
lmP
∫ +∞
0
dω•
(
a•lmωP lmωPΓ
• + (−1)l+mPa•∗lmωP l−m−ωPΓ•
)
(2.26)
We can now use the symmetry relations
P lmωPA•µ = (−1)l+ml−m−ωPA•∗µ = P lmωPA•µ (2.27a)
P lmωφ•h = (−1)l+m+1+hl−m−ωφ•∗h (2.27b)
9The equations above for Γ are equally valid for Aµ and φh. In particular, we only need to
apply the operator Kµh to an equation for Aµ in order to obtain the corresponding equation
for φh. However the last step in (2.27a) has no equivalent for φh in (2.27b). The reason is
that
Kµh P lmωA•µ ∝ Kµh l−m−ωA•∗µ ≡ 0 (2.28)
as can be checked; that is, this term is pure gauge. Hence the fact that lmωφ
•
h = K
µ
h lmωPA
•
µ
does not actually depend on P which is why P is not a subindex of the NP scalar modes.
The potential is real whereas the field components are not, as seen in equations (2.29) and
(2.30) below. From (2.26) and using (2.27a) and (2.27b) for the potential and the field
respectively, we have
A•µ =
∑
lmP
∫ +∞
0
dω•
(
a•lmωP lmωPA
•
µ + Pa
•∗
lmωPP lmωPA•∗µ
)
=
=
∑
lmP
∫ +∞
0
dω•
(
a•lmωP lmωPA
•
µ + a
•∗
lmωP lmωPA
•∗
µ
) (2.29)
and
φ•h =
∑
lmP
∫ +∞
0
dω•
(
a•lmωP lmωφ
•
h + (−1)h+1Pa•∗lmωPP lmωφ•∗h
)
(2.30)
III. QUANTIZATION OF THE ELECTROMAGNETIC POTENTIAL/FIELD
The abundance in the literature of the quantization of the scalar field in a curved back-
ground is in sharp contrast with the scarce treatment of the quantization of the electro-
magnetic -or gravitational- field in such a background. CCH did quantize both the elec-
tromagnetic and the gravitational fields in the Kerr background. They used a canonical
quantization method, which is the one we have chosen to use in this paper.
We quantize the field by promoting a•lmωP and a
•∗
lmωP to operators aˆ
•
lmωP and aˆ
•†
lmωP respec-
tively. Cohen and Kegeles [19] and Wald [20] have shown that the theory may be expressed
in terms of one single NP complex scalar, which represents the two radiative degrees of free-
dom of the electromagnetic perturbations. If we introduce expansion (2.30) for the NP
scalars into T 00 given by (2.23), we then obtain a hamiltonian which is a superposition
of independent harmonic oscillator hamiltonians, one for each mode of the electromagnetic
field. From the standard quantization of the harmonic oscillator, we know that the operators
10
aˆ•lmωP and aˆ
•†
lmωP must satisfy the commutation relations:[
aˆ•lmωP , aˆ
•†
l′m′ω′P ′
]
= δ(ω − ω′)δll′δmm′δPP ′[
aˆ•lmωP , aˆ
•
l′m′ω′P ′
]
=
[
aˆ•†lmωP , aˆ
•†
l′m′ω′P ′
]
= 0
(3.1)
These commutation relations are satisfied provided that the orthonormality conditions〈
lmωPA
•
α, l′m′ω′P ′A
•′
α
〉
S
= δ••′δll′δmm′δ(ω − ω′)δPP ′〈
lmωPA
•∗
α , l′m′ω′P ′A
•′
α
〉
S
= 0
(3.2)
are satisfied, where S is any complete Cauchy hypersurface for the outer region of the
space-time and where the Klein-Gordon inner product is taken as
〈ψα, ϕα〉S = i
∫
S
d3Σµ
(
ψα∗∇µϕα − ϕα∇µψ∗α + ϕµ∇αψα∗ − ψ∗µ∇αϕα
)
(3.3)
The inner product (3.3) has the same form as the one taken by CCH. However, CCH give an
expression for the stress-energy tensor which includes a factor 4π in (2.23), corresponding
to unrationalized units. If unrationalized units are used, then a factor 4π should also be
included in the inner product (3.3).
Constants of normalization are to be included in front of the radial functions so that
the potential modes (2.8) satisfy the orthonormality conditions (3.2) given the asymptotic
behaviour of the radial functions in (A4). We find that the constants of normalization are
given by:
|N in−1|2 =
1
25ω3π
(3.4a)
|Nup+1|2 =
1
23π|N|2ω˜(r2+ + a2)
(3.4b)
|Nup−1|2 = |Nup+1|2
∣∣∣∣∣−1R
up,inc
lmω
+1R
up,inc
lmω
∣∣∣∣∣
2
=
ω˜(r2+ + a
2)
2π1B
4
lmω
(3.4c)
where N ≡ iK+ + (r+ − r−)/2 and K+ ≡ K(r+). We have chosen −1Rin,inclmω = 1 and
+1R
up,inc
lmω = 1 in equations (3.4a) and (3.4b) respectively. The constant of normalization |Nup−1|
is calculated as indicated with the use of (A10). It is therefore the constant of normalization
that corresponds to using the radial function (A4b) when setting −1R
up,inc
lmω = 1, which is the
actual normalization we have used in the numerical calculation of the ‘up’ solutions. The
NP scalars are therefore assumed to include the constants of normalization (3.4). That is,
11
the NP scalar modes lmωφ
•
h are to be calculated from expressions (2.14) and (2.15) with
the inclusion of the appropriate constant of normalization (3.4), while the radial functions
remain unaltered.
It can be checked that the set of modes {lmωPAinµ , lmωPAupµ } forms a complete set of or-
thonormal solutions to the Maxwell equations in the outer region of the Kerr space-time.
Similarly, it can be checked that {lmωPAoutµ , lmωPAdownµ } also form a complete set. We may ex-
pand the electromagnetic potential by using the complete set of solutions {lmωPAinµ , lmωPAupµ }
and then quantize it as:
Aˆµ =
∑
lmP
∫ +∞
0
dω
(
aˆinlmωP lmωPA
in
µ + aˆ
in†
lmωP lmωPA
in∗
µ
)
+
+
∑
lmP
∫ +∞
0
dω˜
(
aˆuplmωP lmωPA
up
µ + aˆ
up†
lmωP lmωPA
up∗
µ
) (3.5)
Alternatively, we could proceed exactly in the same manner but using the complete set
of solutions {lmωPAoutµ , lmωPAdownµ } instead. The result is then:
Aˆµ =
∑
lmP
∫ +∞
0
dω
(
aˆoutlmωP lmωPA
out
µ + aˆ
out†
lmωP lmωPA
out∗
µ
)
+
+
∑
lmP
∫ +∞
0
dω˜
(
aˆdownlmωP lmωPA
down
µ + aˆ
down†
lmωP lmωPA
down∗
µ
) (3.6)
The asymptotic behaviour in terms of the advanced v and retarded u time co-ordinates
of the electromagnetic potential and NP scalars for the ‘in’ and ‘up’ modes is the same as
the one exhibited by the modes (A2). The same applies to the asymptotic behaviour of
the ‘out’ and ‘down’ modes exhibited in (A16). Accordingly, the operators aˆin†lmωP , aˆ
up†
lmωP ,
aˆout†lmωP and aˆ
down†
lmωP are creation operators of particles incident from past null infinity I−, past
horizon H−, future null infinity I+ and future horizon H+ respectively.
Since the ‘in’ and ‘out’ modes are only defined for ω non-negative, they have non-negative
energy as measured by an observer following the integral curve of kI , by virtue of (A3).
Similarly, the ‘up’ and ‘down’ modes, defined for ω˜ non-negative, have non-negative energy
with respect to observers following the integral curve of kH .
We may now construct the stress-energy tensor operator from either the potential op-
erator (3.5) or (3.6). It is well-known that the stress-energy tensor as an operator does
not have a well-defined meaning. It suffers from ultra-violet divergences and its expecta-
tion value when the field is in a certain state |Ψ〉 must be renormalized. There are several
12
techniques for renormalization. The point-splitting technique consists in starting from each
quadratic term in the stress-energy tensor and temporarily displacing one field point, thus
forming the object
〈
Tˆαβ(x, x
′)
〉Ψ
, which is finite. Specific divergent terms, gathered in the
bitensor T divαβ (x, x
′), which are purely geometric and thus independent of the quantum state,
are then subtracted from
〈
Tˆαβ(x, x
′)
〉Ψ
. The end result is obtained by finally bringing the
separated points together:
〈
Tˆαβ(x)
〉Ψ
ren
= lim
x′→x
(〈
Tˆαβ(x, x
′)
〉Ψ
− T divαβ (x, x′)
)
(3.7)
It is this renormalized expectation value of the stress-energy tensor (RSET) that is the source
in Einstein’s field equations in the semiclassical theory. Christensen [21] has explicitly
calculated the divergent terms T divαβ by using covariant geodesic point separation. Jensen,
McLaughlin and Ottewill [22] calculated a linearly divergent term for the spin-1 case, which
was not explicitly given by Christensen. The reason being that this term does not have to
be included when an average is taken over the covariant derivative of the biscalar of geodetic
interval σµ and −σµ, as performed by Christensen.
Before we start a description of the various physical states of the field, we give an im-
portant result found by Unruh [23] and further established by [24] and [25]. The result is
that a ‘particle detector’ will react to states of the field which have positive frequency with
respect to the detector’s proper time. If a certain observer A makes measurements relative
to a certain vacuum state |Ξ〉, then he or she measures a stress tensor
〈
Tˆαβ
〉Ψ
A
=
〈
Tˆαβ
〉Ψ
−
〈
Tˆαβ
〉Ξ
(3.8)
when the field is in a certain state |Ψ〉.
IV. VACUA STATES
The properties of the various states described in this section have been obtained in the
literature for the scalar case, except where explicitly indicated otherwise.
The Boulware vacuum state, denoted by |B 〉, is defined in Schwarzschild space-time as
the vacuum that corresponds to quantizing the field with normal modes that have all positive
frequency with respect to the space-time’s hypersurface-orthogonal timelike killing vector
kI . This state respects the isometries of Schwarzschild space-time. Since it is the static
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observers SO the ones that move along integral curves of kI , from Unruh’s result stated in
the previous section it follows that these observers will make measurements relative to the
Boulware vacuum |B 〉. Candelas [6], based on conjectures made previously by Christensen
and Fulling [26], has found that the RSET when the scalar field is in the Boulware vacuum
is zero at both I− and I+ in the Schwarzschild space-time. Candelas also found that
the RSET, close to the horizon, when the field is in the Boulware vacuum diverges and
corresponds to the absence from the vacuum of black-body radiation at the black hole
temperature appropriately red-shifted. The Boulware vacuum is therefore irregular at H−
and H+.
In Schwarzschild space-time the Boulware vacuum may be associated with the field ex-
pansion in terms of either the ‘in’ and ‘up’ modes or the ‘out’ and ‘down’, both pairs of sets
of complete modes defining the same vacuum |B 〉. We can perform a similar expansion for
the electromagnetic potential in the Kerr space-time. The past Boulware state is defined by
aˆinlmωP
∣∣B− 〉 = 0
aˆuplmωP
∣∣B− 〉 = 0 (4.1)
corresponding to an absence of particles at H− and I−. We can also define the future
Boulware state, as that state which is empty at I+ and H+:
aˆoutlmωP
∣∣B+ 〉 = 0
aˆdownlmωP
∣∣B+ 〉 = 0 (4.2)
The Bogolubov transformation between the pair of operators aˆinlmωP and aˆ
up
lmωP and the pair
aˆdownlmωP and aˆ
out
lmωP is non-trivial: the expression for aˆ
in†
lmωP
[
aˆup†lmωP
]
in terms of ‘out’ and ‘down’
operators contains aˆdown†l,−m,−ω,P
[
aˆout†l,−m,−ω,P
]
for modes in the superradiant regime. This implies
that the past Boulware state contains both outgoing and downgoing superradiant particles,
and is therefore not empty at I+ and H+. This flux of particles out to I+ corresponds
to the Starobinski˘ı-Unruh effect. Similarly, the future Boulware state contains ingoing and
upgoing superradiant particles, and is therefore not empty at I− and H−. As aˆuplmωP , when
expressed in terms of ‘out’ and ‘down’ operators, contains the creator operator aˆout†l,−m,−ω,P , it
is not possible to construct a state which is empty at both I− and I+, unlike the situation
in the Schwarzschild space-time.
From the definitions (4.1) and (4.2) together with the relations (A17), the past and
future Boulware states are obtainable one from the other under the transformation (t, φ)→
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(−t,−φ). Because the two states are not equivalent, it follows that neither is invariant under
this symmetry of the Kerr space-time.
The defining features of a Hartle-Hawking state ( [27]) is that it possesses the symmetries
of the space-time and that it is regular everywhere, including on both the past and the future
event horizons. Kay and Wald [28] have proven that for any globally hyperbolic space-time
which has a Killing field with a bifurcate Killing horizon there can be at most one state
with the above features. Kay and Wald have further shown that for the Kerr space-time
this state does not exist. Rindler and Schwarzschild space-times are covered by Kay and
Wald’s theorem; in Rindler space-time this state is clearly the Minkowski vacuum.
In Schwarzschild space-time the state |H 〉 corresponds to quantizing the field with up-
going normal modes which on H− have positive frequency with respect to the Kruskal
co-ordinate U ≡ −e−κ+u and with ingoing normal modes which on H+ have positive fre-
quency with respect to the Kruskal co-ordinate V ≡ eκ+v. Candelas [6] showed that the
state defined in this manner is regular on both the past and future horizons. He also found
that the RSET at infinity when the field is in the |H 〉 state corresponds to that of a bath
of black body radiation at the black hole temperature TH = κ+/(2π). The Hartle-Hawking
state models a black hole in (unstable) thermal equilibrium with an infinite distribution at
the Hawking temperature.
From the above results and from the previous section we know that
〈
Tˆαβ
〉H−B
is thermal
both for r → r+ and for r → +∞. Christensen and Fulling conjectured that this is the
case everywhere. However, Jensen, McLaughlin and Ottewill [29] numerically showed that〈
Tˆαβ
〉H−B
deviates from isotropic, thermal form as one moves away from the horizon.
Candelas showed that the RSET close to the horizon when the field is in the |B 〉 state
diverges like minus the stress tensor of black body radiation at the black hole temperature,
and that it must tend to −
〈
Tˆαβ
〉H
SO
, due to (3.8) and to the regularity of |H 〉. Analogously,
Unruh [23] showed that in flat space-time and when the field is in the Minkowski vacuum, a
Rindler observer RO will also see a bath of black body radiation at the Hawking temperature
of a black hole with surface gravity κ+ = aα, where a is the RO’s acceleration and α is the
lapse function in Rindler space.
Frolov and Thorne [30] defined a new “Hartle-Hawking” state |FT 〉 invariant under the
symmetries of the Kerr space-time by using a variant of the η formalism (which employs
non-standard commutation relations for the creation and annihilation operators). They
15
proved that the RSET when the field is in the |FT 〉 state is finite at the horizon but
that, at least for arbitrarily slow rotation, it is equal to the stress tensor of a thermal
distribution at the Hawking temperature rigidly rotating with the horizon. This suggests
that it becomes irregular wherever kH is not timelike, that is on and outside the speed-
of-light surface. Ottewill and Winstanley [31], however, proved that although |FT 〉 has
a Feynman propagator with the correct properties for regularity on the horizons, its two-
point function is actually pathological almost everywhere, not just outside the speed-of-light
surface. Only at the axis of symmetry, where all the modes in the two-point function for
the scalar field are evaluated for ω˜ = ω (i.e., m = 0), it does not suffer from this pathology.
Frolov and Thorne claim that close to the horizon ZAMOs make measurements relative to
an unspecified Boulware vacuum. They also claim that, when the field is in the state |FT 〉,
ZAMOs measure close to the horizon a stress tensor equal to that of a thermal distribution
at the Hawking temperature rigidly rotating with the horizon.
Duffy [32] modified the Kerr space-time by introducing a mirror and constructed a state
|HM 〉 for the scalar field that is invariant under the isometries of the modified space-time.
He then showed that |HM 〉 is regular everywhere in the modified space-time if, and only
if, the mirror removes the region outside the speed-of-light surface. He constructed another
state, |BM 〉, invariant under the isometries of the modified space-time and empty on both
the past and future horizons. This is the state that RROs make measurements relative
to in the modified space-time. He also numerically showed that when the field is in the
|HM 〉 state the stress tensor measured by a RRO is, close to the horizon, that of a thermal
distribution at the Hawking temperature rigidly rotating with the horizon.
CCH defined a new Hartle-Hawking-type state, which we will hereafter denote by
|CCH− 〉. This state is obtained by thermalizing the ‘in’ and ‘up’ modes with respect
to their natural energy. Ottewill and Winstanley [31] showed that this state is, however,
not invariant under the symmetry transformation (t, φ)→ (−t,−φ) of the space-time. They
further argued that the RSET when the scalar field is in the |CCH− 〉 state is regular on
the future horizon but irregular on the past horizon. We must note that these results were
derived in [31] based on a stress-energy tensor for which the tθ- and φθ-components are
identically zero. We shall see in Section VI that although this is indeed the case for the scalar
field, which is the case they considered, this is most probably not true for the electromagnetic
field. A similar state could be constructed by applying the transformation (t, φ)→ (−t,−φ)
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to the state |CCH− 〉. This state, suitably named |CCH+ 〉, would then be irregular on the
future horizon and regular on the past horizon. In Section VII we will investigate the form
close to the horizon of
〈
Tˆ µν
〉CCH−−B−
ren
for electromagnetism.
Finally, Unruh [23] constructed a state in the Schwarzschild space-time by expanding the
scalar field in modes that are positive frequency with respect to the proper time t of inertial
observers in I− and modes that are positive frequency with respect to the proper time of
inertial observers close to H−. It is possible to construct a state in the Kerr space-time
with the same positive-frequency mode definitions. We call this state the past Unruh state,
|U− 〉.
V. EXPECTATION VALUE OF THE STRESS TENSOR
A. Analytic expressions
In this subsection we derive new, analytic expressions for the expectation value of the
stress-energy tensor when the electromagnetic field is in quantum states of interest in the
Kerr space-time. It is well-known that there is an operator-ordering ambiguity in the tran-
sition from classical to quantum theory: the classical term φhφ
∗
h′ should be quantized to the
symmetrized form
(
φˆhφˆ
†
h′ + φˆ
†
h′φˆh
)
/2. We will calculate separately the expectation value
of the two quadratic terms in the symmetrized form.
It is straight-forward to check that in the past Boulware state we have
〈 B− | φˆhφˆ†h′
∣∣B− 〉 =∑
lmP
(∫ +∞
0
dω˜ lmωφ
up
h lmωφ
up∗
h′ +
∫ +∞
0
dω lmωφ
in
h lmωφ
in∗
h′
)
=
=(−1)h+h′P
(
〈 B− | φˆ†h′φˆh
∣∣B− 〉)∗
(5.1)
The sign (−1)h+h′ is precisely the same sign appearing in (2.24). This implies that if
the quadratic terms in the expression (2.23) are quantum-mechanically symmetrized when
promoting the NP scalars to operators, then the expectation value in the state |B− 〉 of the
stress-energy tensor will be invariant under parity.
In order to calculate the expectation value of the quadratic terms φˆhφˆ
†
h′ and φˆ
†
h′φˆh in the
past Unruh state we are going to make use of the expression calculated in [30] which gives
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the past Unruh state in terms of the past Boulware state:
∣∣U− 〉 = ∏
lmω˜P
ClmωP exp
(
e−piω˜/κ+ aˆup†lmωP aˆ
up’†
lmωP
) ∣∣B− 〉 (5.2)
where ClmωP are normalization constants and aˆ
up’†
lmωP are creation operators in the left hand
region of the extended Kerr space-time. We will also make use of the following expression
in [33]:
S(r, φ) =
= (cosh r)−1 exp
(
−aˆ†+aˆ†−e2iφ tanh r
)
exp
(
−(aˆ†+aˆ+ + aˆ†−aˆ−) ln(cosh r)
)
exp
(
aˆ+aˆ−e
−2iφ tanh r
)
(5.3)
where S(r, φ) is the two-mode squeeze operator
S(r, φ) = exp
(
r(aˆ+aˆ−e
−2iφ − aˆ†+aˆ†−e2iφ)
)
(5.4)
and the independent operators aˆ+ and aˆ− satisfy the standard commutation relations. By
using (5.3) and (5.4) we can re-express (5.2) as
∣∣U− 〉 = exp
{∑
lmP
∫ ∞
0
dω˜
[
lnClmωP + ln(cosh rω˜)
]}
e−Aˆ
∣∣B− 〉 (5.5)
with
Aˆ ≡
∑
lmP
∫ ∞
0
dω˜ rω˜
(
aˆup†lmωP aˆ
up’†
lmωP − aˆuplmωP aˆup’lmωP
)
and rω˜ ≡ − tanh−1
(
e−piω˜/κ+
)
.
(5.6)
Since
(
eAˆ
)†
= e−Aˆ, the normalization 〈 U− | U− 〉 = 1 implies
exp
{∑
lmP
∫ ∞
0
dω˜
[
lnClmωP + lnC
∗
lmωP + 2 ln(cosh rω˜)
]}
= 1 (5.7)
Using now the Baker-Campbell-Hausdorff equation ( [34]) we find that
eAˆaˆuplmωP e
−Aˆ = aˆuplmωP cosh rω˜ + aˆ
up’†
lmωP sinh rω˜ (5.8)
and finally
〈 U− | aˆup†lmωP aˆupl′m′ω′P ′
∣∣U− 〉 = 1
2
[
coth
(
πω˜
κ+
)
− 1
]
δ(ω − ω′)δll′δmm′δPP ′ (5.9a)
〈 U− | aˆup†lmωP aˆup†l′m′ω′P ′
∣∣U− 〉 = 0 = 〈 U− | aˆuplmωP aˆupl′m′ω′P ′ ∣∣U− 〉 (5.9b)
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It immediately follows that
〈 U− | φˆhφˆ†h′
∣∣U− 〉 =
=
∑
lmP
(
1
2
∫ ∞
0
dω˜
{[
lmωφ
up
h lmωφ
up∗
h′ + (−1)h+h
′P(lmωφup∗h lmωφuph′ )
]
coth
(
πω˜
κ+
)
+
+
[
lmωφ
up
h lmωφ
up∗
h′ − (−1)h+h
′P(lmωφup∗h lmωφuph′ )
]}
+
+
∫ ∞
0
dω lmωφ
in
h lmωφ
in∗
h′
)
=
= (−1)h+h′P
(
〈 U− | φˆ†h′φˆh
∣∣U− 〉)∗
(5.10)
Note the minus sign in the second term in (5.10). Its presence may seem a bit surprising at
first but, as we shall now see, it is precisely this sign that causes the expectation value of the
stress-energy tensor in the past Unruh state to adopt a more familiar form by having all ‘up’
terms multiplied by a coth factor. This is already clear from looking at (5.10) and realizing
that when quantum-symmetrizing the classical expression φuph φ
up∗
h′ the terms without a coth
factor will cancel out.
The following identities are therefore immediately satisfied
〈[
φˆ•h, φˆ
•†
h′
]〉U−
=
〈[
φˆ•h, φˆ
•†
h′
]〉B−
=
=
∑
lmP
∫ ∞
0
dω•
[
lmωφ
•
hlmωφ
•∗
h′ − (−1)h+h
′P (lmωφ•∗h lmωφ•h′)
] (5.11)
and hence 〈[
φˆ•h, φˆ
•†
h′
]〉U−−B−
= 0 (5.12)
as it should be.
When the classical term (φhφ
∗
h′ + c.c.) is quantized to the symmetrized term(
φˆhφˆ
†
h′ + φˆ
†
h′φˆh
)
/2+h.c., where the symbol ‘h.c.′ stands for hermitian conjugate, we obtain
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the following real, parity-invariant expressions in the past Boulware and past Unruh states:
〈
φˆhφˆ
†
h′ + φˆ
†
h′φˆh
2
+ h.c.
〉B−
=
=
1
2
∑
lmP
(∫ ∞
0
dω˜
[
lmωφ
up
h lmωφ
up∗
h′ + (−1)h+h
′P(lmωφuph lmωφup∗h′ )
]
+
+
∫ ∞
0
dω
[
lmωφ
in
h lmωφ
in∗
h′ + (−1)h+h
′P(lmωφinh lmωφin∗h′ )
])
+ c.c.
(5.13a)
〈
φˆhφˆ
†
h′ + φˆ
†
h′φˆh
2
+ h.c.
〉U−
=
=
1
2
∑
lmP
(∫ ∞
0
dω˜
[
lmωφ
up
h lmωφ
up∗
h′ + (−1)h+h
′P(lmωφuph lmωφup∗h′ )
]
coth
(
πω˜
κ
)
+
+
∫ ∞
0
dω
[
lmωφ
in
h lmωφ
in∗
h′ + (−1)h+h
′P(lmωφinh lmωφin∗h′ )
])
+ c.c.
(5.13b)
Note that in the above expressions we have been able to complex conjugate the mode
functions that are operated on by P because of the existence of the +c.c. terms. This
immediately leads to the following real, parity-invariant expressions for the stress-energy
tensor in the past Boulware and past Unruh states:〈
B−
∣∣∣Tˆµν∣∣∣B−〉 =
=
1
2
∑
lmP
(∫ ∞
0
dω˜
{
Tµν [lmωφ
up
h , lmωφ
up∗
h ] + (−1)ϑP (Tµν [lmωφuph , lmωφup∗h ])
}
+
+
∫ ∞
0
dω
{
Tµν
[
lmωφ
in
h , lmωφ
in∗
h
]
+ (−1)ϑP (Tµν [lmωφinh , lmωφin∗h ]) }
) (5.14a)
〈
U−
∣∣∣Tˆµν∣∣∣U−〉 = 1
2
∑
lmP(∫ ∞
0
dω˜ coth
(
πω˜
κ+
){
Tµν [lmωφ
up
h , lmωφ
up∗
h ] + (−1)ϑP (Tµν [lmωφuph , lmωφup∗h ])
}
+
+
∫ ∞
0
dω
{
Tµν
[
lmωφ
in
h , lmωφ
in∗
h
]
+ (−1)ϑP (Tµν [lmωφinh , lmωφin∗h ]) }
) (5.14b)
We use the obvious notation that Tµν [lmωφ
•
h, lmωφ
•∗
h ] denotes the general expression for the
stress-energy tensor (2.23) where the scalars φh have been replaced by the modes lmωφ
•
h. We
will also use the symbol lmωT
•
µν to refer to Tµν [lmωφ
•
h, lmωφ
•∗
h ]. The variable ϑ is defined so
that (−1)ϑ is equal to -1 if one index of the component of the stress tensor is θ and the other
one is not, and it is equal to +1 otherwise. Note that the sign (−1)ϑ appears in the above
expressions instead of (−1)h+h′ by virtue of the change under the parity operation of the
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coefficients of the quadratic field operators that appear in the expression for the stress-energy
tensor, as seen in (2.24).
To our knowledge, these important expressions for the electromagnetic field in the Kerr
space-time have only been given so far by CCH. Their expressions, however, differ from ours
in that they do not include the terms explicitly containing the operator P. As a result, the
expressions for the expectation value of the stress tensor that CCH give are not symmetric
under the parity operation P : (θ, φ) → (π − θ, φ + π), even though this is a symmetry of
both the Kerr metric and the Maxwell field equations.
We initially used CCH’s expressions in our numerical calculations and the numerical
results we obtained were clearly not symmetric under the parity operation. We also showed
analytically that at least for one particular instance the RSET is not symmetric under P.
We outline here the derivation.
From equation (2.20) and the two equivalent expressions for lmωφ0 given in (2.15) it
follows that |lmωφ0|2 is only non-zero at θ = 0, π if m = 0 and its value, for the ‘up’ modes,
in that case is
|l,m=0,ωφup0 (r, θ = 0)|2 − |l,m=0,ωφup0 (r, θ = π)|2 =
=
−4ia|Nup+1|2W [+1R, −1R∗]upl,m=0,ω(−1an=0,l,m=0,ω +1an=0,l,m=0,ω)
(r2 + a2)21B2l,m=0,ω
(5.15)
By virtue of the property (A19a), the corresponding value for the ‘in’ modes is obtained by
merely changing the sign.
Since T divµν is a purely geometrical object and the metric is invariant under P, this divergent
stress tensor must also be invariant under P. From this property together with equations
(2.23) and (5.15) we find that CCH’s expressions for the expectation value of the stress
tensor yield:
〈
Tˆθθ(r, θ = 0)
〉U−
ren
−
〈
Tˆθθ(r, θ = π)
〉U−
ren
=
=
∞∑
l=0
∫ ∞
0
dω
[
coth
(πω
κ
)
− 1
]
×
× 2
3ia|Nup+1|2W [+1R, −1R∗]upl,m=0,ω +1a2n=0,l,m=0,ω
(r2 + a2)21B2l,m=0,ω
√
−1λl,m=0,ω + 2aω
−1λl,m=0,ω − 2aω
(5.16)
where we have made use of the Teukolsky-Starobinski˘ı identities (2.18) to relate the SWSH
for h = +1 with the one for h = −1 in the limit x→ +1.
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It is easy to check that iW [+1R, −1R
∗]upl,m=0,ω = 1B
2
l,m=0,ω
∣∣
−1R
up,tra
l,m=0,ω
∣∣2 /ω ≥ 0 as long as
ω ≥ 0, and therefore the integrand in (5.16) is non-negative for ω ≥ 0. It follows that〈
Tˆθθ
〉U−
ren
is not symmetric under P at the axis when CCH’s expressions are used.
On the Schwarzschild background, CCH’s expressions for the expectation value of the
electromagnetic field are straight-forwardly invariant under parity: when a = 0, the angular
mode function does not depend on ω and the radial mode function does not depend on m.
Therefore, applying the transformation (θ → π − θ) on any mode in their expressions is
equivalent to performing (m → −m) only, by virtue of the relations (2.10b) and (2.11b)
and the reality of the stress tensor. The presence of the sum
∑l
m=−l in their expressions
guarantees their invariance under P. Such a straight-forward reasoning does not follow in
the Kerr background because applying the parity operation on CCH’s expressions implies a
change in the sign of ω as well as in the sign of m. Whereas the sum over m is symmetric
with respect to m = 0, the integration over the frequency is not symmetric with respect to
ω = 0.
CCH’s expressions are, however, valid when applied to the scalar field case in the Kerr
background. By comparing the scalar field’s expectation values and CCH’s expectation
values with the symmetrized versions (5.14) for the states |B− 〉 and |U− 〉, we can give
analogous symmetrized versions for the states |FT 〉 (not included in CCH as this state was
only defined later) and |CCH− 〉:
〈
FT
∣∣∣Tˆµν∣∣∣FT〉 = 1
2
∑
lmP(∫ ∞
0
dω˜ coth
(
πω˜
κ+
){
Tµν [lmωφ
up
h , lmωφ
up∗
h ] + (−1)ϑP (Tµν [lmωφuph , lmωφup∗h ])
}
+
+
∫ ∞
0
dω coth
(
πω˜
κ+
){
Tµν
[
lmωφ
in
h , lmωφ
in∗
h
]
+ (−1)ϑP (Tµν [lmωφinh , lmωφin∗h ])}
) (5.17a)
〈
CCH−
∣∣∣Tˆµν∣∣∣CCH−〉 = 1
2
∑
lmP(∫ ∞
0
dω˜ coth
(
πω˜
κ+
){
Tµν [lmωφ
up
h , lmωφ
up∗
h ] + (−1)ϑP (Tµν [lmωφuph , lmωφup∗h ])
}
+
+
∫ ∞
0
dω coth
(
πω
κ+
){
Tµν
[
lmωφ
in
h , lmωφ
in∗
h
]
+ (−1)ϑP (Tµν [lmωφinh , lmωφin∗h ])}
) (5.17b)
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B. Polarization
In this subsection we will give a physical interpretation of the non-parity term and the
parity term appearing in the expressions (5.14) and (5.17) for the expectation value of the
stress-energy tensor in different states. We denote by parity term in a certain expression a
term that explicitly contains the parity operator P, and by non-parity term one in the same
expression that does not explicitly contain this operator.
It is clear from the classical expression (2.8b) for the ‘upgoing gauge’ potential lmωA
upµ
that this potential only contains the null vectors n and m. The parity term PP lmωAupµ
in (2.7b), because of the transformations (2.5) of the null base under parity, contains the
vectors n and m∗. The potential lmωPA
upµ therefore contains the vectors n, m and m∗.
However, it is well-known ( [35]) that only two of them are physically significant at radial
infinity, where the space-time is flat.
It is in the limit for large r that the physical meaning of the various vectors becomes
clear. We know that in flat space-time an electric field mode of positive frequency with
radial and timelike exponential behaviour e−iω(t−r) (which we shall see is the asymptotic
behaviour in our case) that is proportional to the vector (eˆθ + ieˆφ) [(eˆθ − ieˆφ)] possesses a
negative[positive] angular momentum and we thus say that it is negatively[positively] polar-
ized. If the mode is instead of negative frequency, the sign of the angular momentum changes
and then an electric field mode with radial and timelike exponential behaviour e−iω(t−r) pro-
portional to (eˆθ + ieˆφ) [(eˆθ − ieˆφ)] is said to be positively[negatively] polarized. Therefore,
according to (2.6), an electric and a magnetic field modes of positive frequency that are
proportional to the vector m[m∗] correspond, in the flat space limit, to a negative[positive]
polarization, whereas the vectors l and n correspond both to neutral polarization.
We know from (2.28) that the parity term is pure gauge and therefore the contribution
to the NP scalars from the term with m∗ in the potential is zero. Only the terms with n
and m in the ‘upgoing’ potential contribute to the NP scalars. In particular, it is immediate
from expressions (2.4) for the Maxwell scalars that only the term in the potential lmωPA
up
µ
that contains the vector m contributes to lmωφ
up
+1 whereas only the term with n contributes
to lmωφ
up
−1. Both, terms with n and terms with m, contribute to lmωφ
up
0 . This implies that
the positive-frequency modes lmωφ
up
−1, lmωφ
up
+1 and lmωφ
up
0 are obtained from terms in the
potential that, in the flat space limit, are neutrally-, negatively- and both neutrally- and
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negatively- polarized respectively. The parity term in the potential in (2.7b), which is of the
opposite polarization to that of the non-parity term, does not contribute to any NP scalar
mode because it is pure gauge. The opposite polarization to that of the non-parity term in
the potential contributes to the NP scalars through the negative-frequency modes when the
integration is over all frequencies, as in (2.25). In the expression (2.29) for the potential or
(2.30) for the NP scalars, in which we have rid of the negative-frequency modes, the opposite
polarization appears via the complex-conjugate term or the parity-term respectively.
Even though all three Maxwell scalars appear in the classical expression for the electro-
magnetic stress tensor, due to their different asymptotic behaviour (2.17) for large r, the
terms in the stress tensor (2.23) with lmωφ
up
+1 predominate in this limit. That is, the radiation
field components of the stress tensor T upµν are calculated in the flat space limit from modes in
the potential (2.25) which for positive[negative] frequency correspond to a negative[positive]
polarization. Note that the complex-conjugation of NP scalars in the stress tensor does not
change the polarization of the field since it is merely a consequence of the fact that the null
tetrad contains complex vectors, and does not imply the complex-conjugation of the tensor
field components Fµν .
We give here expressions for the ‘upgoing’ field modes in the limit for large r, where
the space-time is flat. We wish, however, to obtain expressions for the fields that are real
mode by mode. We will therefore not calculate them from the potential modes lmωPA
up
µ in
(2.8), since the transformation (m,ω) → (−m,−ω) has been applied to the parity term in
(2.7b). Even though the potential Aupµ is obviously real, the potential modes lmωPA
up
µ are
not. Instead, we will calculate field modes from the potential modes: lmωA
up
µ + lmωA
up∗
µ . The
result is:
lmωPE
up → ω
2|Nup+1|√
2r
×
× [−1Yl−m−ω +1Rup,tral−m−ωe+iω(t−r) (eˆθ + ieˆφ) + −1Y ∗l−m−ω +1Rup,tra∗l−m−ωe−iω(t−r) (eˆθ − ieˆφ)] ,
lmωPB
up → −ω
2i|Nup+1|√
2r
×
× [−1Yl−m−ω +1Rup,tral−m−ωe+iω(t−r) (eˆθ + ieˆφ)− −1Y ∗l−m−ω +1Rup,tra∗l−m−ωe−iω(t−r) (eˆθ − ieˆφ)] ,
(r → +∞)
(5.18)
where we have used the fact that in flat space we can replace hZlmω by hYlmω. It is worth
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noting that even though the second term in either (lmωA
up
µ + lmωA
up∗
µ ) or (2.7b) does not
contribute to the NP scalars it does contribute to the fields. The reason is that the NP
scalars must be calculated from real fields. It does not make physical sense to consider the
contribution to the NP scalars from a non-real field, such as the second term in the above
expressions for the field. We say that this term is ‘pure gauge’ in the sense that it does not
contribute to the NP scalars even if it does contribute to the physical fields so as to make
them real. The large-r asymptotics for the NP Maxwell scalars in terms of the electric and
magnetic fields are easily obtained:
φ−1 → − 1√
2
(E +Bi) (eˆθ + ieˆφ) (r → +∞)
φ0 → 1
2
(E +Bi) eˆr (r → +∞)
φ+1 → 1
2
√
2
(E +Bi) (eˆθ − ieˆφ) (r → +∞)
(5.19)
It is clear that the parity and non-parity terms correspond to opposite polarizations for the
fields (5.18) (and also for the potential). It is also clear that the only contribution to φup+1
from the ‘upgoing’ electric and magnetic fields comes from the non-parity term. To leading
order in r for the electric and magnetic fields both φup−1 and φ
up
0 vanish, in agreement with
(2.17). To next order in r, expressions (5.18) and (5.19) must be calculated to include lower
order terms and it is therefore not valid to conclude from them that the only contribution
to φup−1 and φ
up
0 comes from positively- and neutrally- polarized terms respectively. We have
indeed seen in the beginning of this subsection that this is not the case.
The reasoning used so far for the ‘upgoing gauge’ potential can be applied in the same
manner to the ‘ingoing gauge’ potential lmωA
in
µ . In this case, the potential contains one
term with the vector l, which is the only one that contributes to lmωφ
in
+1, and one term
with the vector m∗, which is the only one that contributes to lmωφ
in
−1. Like in the ‘upgoing
gauge’ case, both terms contribute to lmωφ
up
0 , and the parity term (containing l and m)
does not contribute to any of the NP scalars. The scalar lmωφ
in
−1 is the one that diminishes
more slowly in the limit for large r. The radiative components of the classical stress tensor
T inµν is thus calculated in the flat space limit from modes in the potential (2.25) that for
positive[negative] frequency correspond to positive[negative] polarization.
So far in this subsection we have looked at the physical meaning of the different terms
in classical expressions only. We are now in a position to understand the physical meaning
of the terms in the quantum field theory expressions. The positive frequency modes in
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(2.25) correspond to the non-parity term in the expression (2.30) for the NP scalar and,
ultimately, give rise to the non-parity term in the expectation value of the stress tensor
(5.14). Similarly, the negative frequency modes in (2.25) give rise to the parity term in the
NP scalars and the parity term in the expectation value of the stress tensor. We therefore
reach the conclusion that the non-parity terms in expressions (5.14) for the expectation value
of the stress tensor correspond in the flat space limit to one specific polarization (negative
in the ‘up’ case and positive in the ‘in’ case) and that the corresponding parity terms in
the same expressions correspond to the opposite polarization. Both the contribution from
the positive-polarization terms and from the negative-polarization terms are separately real,
as it should be. We also know, from the end of Subsection VA, that in the spherically-
symmetrical case a = 0, the contribution to the expectation value of the stress tensor from
the positive-polarization terms is identical to the one from the negative-polarization terms,
as one would expect.
The notable exception to this picture are the ‘up’ superradiant modes. Indeed, these
modes have a sign of ω opposite to the non-superradiant modes in the same term in the
expectation value, whether the parity term or the non-parity term. The polarization of the
‘up’ superradiant modes is therefore the opposite to the non-superradiant modes in the same
term, that is, it is positive if part of the non-parity term and negative if part of the parity
term. Note, however, that the ‘in’ superradiant modes have the same sign of ω (positive),
and therefore the same polarization, as the non-superradiant modes in the same term in the
expectation value.
When CCH only include non-parity terms in their expressions for the expectation value
of the stress tensor they are only including one polarization and leaving out the other one
for the ‘in’ modes. For the ‘up’ modes, they are only including one polarization for the non-
superradiant modes and the opposite polarization for the superradiant modes. In particular,
when subtracting the expectation value of the stress tensor in the past Boulware state from
the one in the past Unruh state, only ‘up’ modes are needed. Neglecting the parity terms is
in this case equivalent to neglecting positive polarization non-superradiant modes as well as
negative polarization superradiant modes. That is the case in the calculation of
〈
Tˆ µν
〉B−
ren
close to the horizon in Section VII but, as explained in that section, in this limit the non-
parity and the parity terms coincide.
It is interesting to group the terms with the same polarization in the expectation value of
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the stress energy tensor. Of course, in the case of the difference between the states |CCH− 〉
and |U− 〉, which only has contribution from the ‘in’ modes, the sum of the positive po-
larization terms coincides with the direct evaluation of CCH’s expressions. The negative
polarization contribution can be obtained by applying the transformation x → −x. We
include the plots of the tensor components corresponding to the fluxes of energy and an-
gular momentum from the positive polarization terms in Figures 1–2. The evaluation of
the positive polarization contribution to the difference in the expectation value of the stress
energy tensor between the states |U− 〉 and |B− 〉 requires carefully adding the contribution
of the superradiant modes to the appropriate polarization. We calculated the positive po-
larization contribution to these differences of expectation values and plot them in Figures
3–4. The corresponding negative polarization contribution is, again, obtained by applying
the transformation x → −x. The interest of these graphs lies in the region far from the
horizon. Close to the horizon the irregularity of the state |B− 〉 dominates and thermality
guarantees symmetry with respect to the equator.
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VI. LUMINOSITY
Let E(inc) and E(ref) denote, respectively, the energy incident and the energy reflected by
the black hole at infinity. Let E(tra) denote the energy going down across the event-horizon
of the black hole. The reflection coefficient Rlmω and the transmission coefficient Tlmω of an
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incoming wave mode are then defined as the following flux ratios:
Rlmω ≡ dE
(ref)
lmω /dt
dE
(inc)
lmω /dt
, Tlmω ≡ dE
(tra)
lmω /dt
dE
(inc)
lmω /dt
(6.1)
The wronskian relations for the solutions of the radial Teukolsky equation correspond to
the conservation of energy law that equates the net flux of energy coming in from infinity
to the net flux of energy going down into the black hole:
1− Rlmω = Tlmω = 1−
∣∣Ainlmω∣∣2 = −i24ω3W [+1R, −1R∗]inlmω (6.2)
where we have made use of the relations (A10) and (A5). For superradiant wave modes the
fractional gain or loss of energy of an incoming wave mode, i.e., Rlmω = |Ainlmω|2, is greater
than one while the transmission coefficient Tlmω is negative.
The conservation equations ∇νTµν = 0 can alternatively be written [36] as
∂ν
(
Tµ
ν√−g) = 1
2
√−g (∂µgαβ) T αβ (6.3)
Assuming that the stress-energy tensor is independent of t and φ, like the Kerr metric, the
µ = t and µ = φ components of equations (6.3) can be integrated over r to yield:
Ttr =
K(θ)
∆
− 1
∆ sin θ
∂θ
(
sin θ
∫ r
r+
dr′Ttθ
)
(6.4a)
Tφr =
L(θ)
∆
− 1
∆ sin θ
∂θ
(
sin θ
∫ r
r+
dr′Tφθ
)
(6.4b)
where K(θ) and L(θ) are arbitrary functions. The luminosity when the field is in the state
|Ψ〉 is given by
dM
dt
∣∣∣∣
Ψ
= ∆
∫
S
dΩ
〈
Tˆtr
〉Ψ
ren
(6.5)
where the surface S can be any surface of constant t and r. In the forthcoming the subindex
A refers to either t or φ and the subindex X to either r or θ.
We will now compare some spin-1 results with the corresponding spin-0 results. The
following results for spin-0 are proven in part by Frolov and Thorne [30] and extended by
Ottewill and Winstanley [31]:
〈
TˆAθ
〉Ψ
ren
= 0, ∆
〈
Tˆtr
〉Ψ
ren
= K(θ), ∆
〈
Tˆφr
〉Ψ
ren
= L(θ) for s = 0 (6.6)
where |Ψ〉 is any state among |B± 〉, |U− 〉, |CCH− 〉 or |FT 〉. The last two equations
in (6.6) are a direct consequence of the first one and of (6.4). It may indeed be calculated
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directly from the expression for the spin-0 stress-energy tensor that all the radial dependence
of ∆lmωTtr can be expressed as a radial wronskian. It can also be checked that lmωT
in
tr =
−lmωT uptr for spin-0 so that the only contribution to the luminosity in the past Boulware
vacuum comes from the superradiant modes:
∆
〈
Tˆtr
〉B−
ren
= −2
∞∑
l=1
l∑
m=1
∫ mΩ+
0
dω∆lmωT
up
tr for s = 0 (6.7)
It is immediately apparent that for the spin-1 case the task of proving analytically whether
∆Ttr is constant in r or not is not as straight-forward as for spin-0. When using expressions
(5.14) for the expectation value of the stress-energy tensor for a spin-1 field, we are interested
in the following calculation:
∆ (lmωT
up
tr + P lmωT uptr ) =
=
Tlmω
4π2Σ
{
− ωΣ (−1S2lmω + +1S2lmω)+ a3 cos θ sin2 θΣ (−1S2lmω − +1S2lmω)+
+ a sin θ (−1Slmω∂θ−1Slmω − +1Slmω∂θ+1Slmω)
} (6.8)
where we have made use of the symmetry (2.11a) in order to relate terms that contain
(−1S
2
lmω + P−1S2lmω) to terms that contain (+1S2lmω + P+1S2lmω). The corresponding result
for the ‘in’ modes is equal to (6.8) with a change of sign, by virtue of (6.2) and the property
(A19a). We can get rid of the derivatives in (6.8) by using the Teukolsky-Starobinski˘ı
identities and the angular Teukolsky equation. But even when doing that, it is not possible
to express the last term in (6.8) in terms of −1S
2
lmω and +1S
2
lmω only. As a matter of fact,
when evaluated at the axis of symmetry θ = 0 or π, only one term containing −1S
2
lmω and one
term containing +1S
2
lmω appear, neither of which is constant in r. It is therefore apparent
that if we wish to prove that ∆ (lmωT
up
tr + P lmωT uptr ) is constant in r, or otherwise, we must
then somehow relate −1S
2
lmω to +1S
2
lmω. It follows from the symmetries (2.11) that we can
only relate at the same point a term whose spherical dependence is −1S
2
lmω to a term whose
spherical dependence is +1S
2
lmω by applying the transformation (m,ω)→ (−m,−ω) to one
of them. The change in sign of m can be overturned due to the symmetric sum in m in
the Fourier sums in (5.14) and (5.17). The change in sign of ω, however, is a problem when
trying to relate a term with −1S
2
lmω to a term with +1S
2
lmω due to the non-symmetric nature
under (m,ω) → (−m,−ω) of the integrals over ω or ω˜ for all states involved in (5.14) and
(5.17). It follows that ∆ (lmωTtr + P lmωTtr) is not constant in r and therefore neither is
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∆
〈
Tˆtr
〉B−
ren
nor ∆
〈
Tˆtr
〉U−
ren
. Similarly, a calculation of (lmωTtθ + P lmωTtθ) shows that it is
not zero and therefore neither
〈
Tˆtθ
〉B−
ren
nor
〈
Tˆtθ
〉U−
ren
are zero.
Indeed, Graphs 5–12 numerically corroborate the above conclusions. Graphs 5 and 6 show
that neither ∆
〈
Tˆtr
〉U−−B−
nor ∆
〈
Tˆtr
〉CCH−−U−
are constant in r. Graphs 9–12 show that
neither
〈
TˆAθ
〉U−−B−
ren
nor
〈
TˆAθ
〉CCH−−U−
ren
are zero. Graphs 7–8, however, seem to indicate
that both ∆
〈
Tˆrφ
〉CCH−−U−
and ∆
〈
Tˆrφ
〉U−−B−
might actually be constant in r.
Note that if instead of using expressions (5.14) we use CCH’s expressions for the ex-
pectation value of the stress tensor, we encounter the same difficulty when trying to prove
whether Ttθ is zero and whether ∆Ttr is constant in r.
In the case a = 0, since the spin-weighted spherical harmonics hYlm do not depend on ω,
we only need a change in the sign ofm to relate terms with |+1Ylm|2 to terms with |−1Ylm|2 in
∆lmωTtr. Indeed, use of (2.22) allows us to prove that
∑
m∆lmωTtr is constant in r and that∑
m lmωT
up
tr = −
∑
m lmωT
in
tr in the Schwarzschild background. A numerical investigation of
the luminosity and components of the RSET for spin-1 in the past Unruh state is presented
in [16].
The solution to this deadlock for the spin-1 case in the Kerr background consists in
integrating over the solid angle. This allows us to relate a term with
∫
dΩ−1S
2
lmω to a term
with
∫
dΩ+1S
2
lmω, when both types of terms appear in
∫
dΩ∆lmωTtr . This is in accord
with the fact that if we integrate the conservation equation (6.4a) over the solid angle we
immediately obtain that ∫
dΩ∆Ttr =
∫
dΩK(θ) = const. (6.9)
Indeed, we found that ∫
dΩ∆lmωT
up
tr = −
∫
dΩ∆lmωT
in
tr =
−1
4π
ωTlmω (6.10)
where we have included the constants of normalization (3.4). We can now give simple
expressions for the luminosity when the electromagnetic field is in the past Boulware state
and in the past Unruh state:
dM
dt
∣∣∣∣
B−
=
1
2π
∞∑
l=1
+l∑
m=1
∑
P=±1
∫ mΩ+
0
dωωTlmω (6.11a)
dM
dt
∣∣∣∣
U−
=
1
2π
∞∑
l=1
+l∑
m=−l
∑
P=±1
∫ ∞
0
dω
ωTlmω
e2piω˜/κ − 1 (6.11b)
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in agreement with Page’s [37]. The former is a manifestation of the Starobinski˘ı-Unruh
radiation and the latter of the Hawking radiation. Since only superradiant modes are being
included in the Starobinski˘ı-Unruh radiation (6.11a) and the transmission coefficient Tlmω
is negative for these modes, there is a constant outflow of energy from the black hole when
the field is in the past Boulware state.
We numerically evaluated (6.11) for the case a = 0.95M . The results, compared against
values in the literature are:
M2
dM
dt
∣∣∣∣
B−
= −4.750 ∗ 10−4 (spin-1) (6.12a)
M2
dM
dt
∣∣∣∣
B−
= −5.01 ∗ 10−5 (spin-0, Duffy) (6.12b)
in the past Boulware state, and
M2
dM
dt
∣∣∣∣
U−
= −1.1714 ∗ 10−3 (spin-1) (6.13a)
M2
dM
dt
∣∣∣∣
U−
= −1.18 ∗ 10−3 (spin-1, Page) (6.13b)
in the past Unruh state. The value (6.12b) for the scalar field is calculated by Duffy [32]
and we have calculated (6.13b) from splining Page’s [37] numerical results. Both of them
have also been calculated for a = 0.95M .
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from that of the previous graphs in order to make more visible the region far from the horizon.
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VII. RSET CLOSE TO THE HORIZON IN THE BOULWARE VACUUM
Candelas and Deutsch [38] consider flat space-time in the presence of an accelerating
barrier with acceleration a−1B . They then calculate the spin-1 RSET in the tetrad of an
accelerating observer RO with local acceleration ξ−1. In the limit ξ/aB → ∞ the vacuum
37
state above the accelerating mirror approximates the Fulling vacuum |F 〉. The result is
〈T µ¯ν¯〉Fren ∼−
1
π2ξ4
∫ ∞
0
dx
x3 + x
e2pix − 1diag
(
−1, 1
3
,
1
3
,
1
3
)
=
=
−11
240π2ξ4
diag
(
−1, 1
3
,
1
3
,
1
3
)
(ξ/aB →∞)
(7.1)
where the bars on the indices indicate RO tetrad. Expression (7.1) is equivalent to minus
the stress-energy tensor for thermal radiation at a temperature of (2πξ)−1. As mentioned
in Section IV, in the Schwarzschild space-time, analogously to (7.1) in flat space, the RSET
close to the horizon when the field is in the Boulware vacuum diverges like minus the stress
tensor of black body radiation at the black hole temperature. It is therefore reasonable to
expect that if there existed a state in Kerr with the defining features that the Boulware
vacuum possesses in Schwarzschild, then the RSET close to the horizon when the field
were in this vacuum, would diverge like minus the stress tensor of black body radiation at
the black hole temperature rotating with the horizon. The past Boulware vacuum is not
invariant under (t, φ) reversal because of the existence of the Starobinski˘ı-Unruh radiation.
However, the stress tensor components tr and rφ, which correspond to the Starobinski˘ı-
Unruh radiation, are expected (from Section VI) to have a divergence of one lower leading
order than that of the diagonal components as the horizon is approached. It is with this
understanding that we say that a state is isotropic at the horizon and that, in particular,
the past Boulware vacuum might be isotropic. It is obvious that to next order in ∆ the past
Boulware vacuum cannot be isotropic, but
〈
Tˆ µν
〉CCH−−B−
ren
might be since |CCH− 〉 is not
invariant under (t, φ) reversal either.
CCH claim that the RSET of the electromagnetic field in the past Boulware vacuum close
to the horizon differs from that of minus the stress-energy tensor of a thermal distribution
rotating at the angular velocity of a Carter observer by a factor which is a function of θ.
In the present section, we will show that CCH’s result is due to a flawed assumption in the
asymptotic behaviour of the SWSH. We will show this by re-calculating their result using
the assumptions we believe they used. The numerical results back up the fact that the
mentioned RSET is (minus) thermal at the horizon.
We also mentioned in Section IV that Frolov and Thorne claim that close to the horizon
ZAMOs measure a thermal stress tensor which is rigidly rotating with the horizon when the
field is in the |FT 〉 state. That is, they argue that
〈
Tˆ µν
〉FT−B
ren
(where |B 〉 is an unspecified
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Boulware-type state) is thermal close to the horizon, and isotropic in the frame of a RRO.
Duffy, in turn, shows that close to the horizon RROs measure a thermal state which is
rigidly rotating with the horizon when the field is in the |HM 〉 state in the Kerr space-time
modified with the introduction of a mirror. That is to say, close to the horizon
〈
Tˆ µν
〉HM−BM
ren
is thermal and isotropic in the frame of a RRO. Finally, as mentioned above, CCH claim
that
〈
Tˆ µν
〉CCH−−B−
ren
at the horizon differs by a factor from a thermal distribution isotropic
in the Carter tetrad. Of course, the angular velocity at the horizon of a Carter observer, a
RRO and a ZAMO is Ω = Ω+ for them all, so that CCH’s result does not actually distinguish
between these observers.
Ottewill and Winstanley [39] have proved that if a certain stress-energy tensor is thermal
and rigidly-rotating with the horizon everywhere, then it is divergent on the speed-of-light
surface in the Boyer-Lindquist co-ordinates, which are regular on this surface. This implies
that if
〈
Tˆ µν
〉CCH−−B−
ren
were thermal and rigidly-rotating with the horizon everywhere then
the state |CCH− 〉 would have to be irregular on the speed-of-light surface. In the present
section we will numerically investigate the rate of rotation of the thermal distribution in
question.
The stress-energy tensor of a spin-1 thermal distribution at the Hawking temperature
rigidly rotating with the horizon is given by
T (th,RR)µν =
11T 4π2
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[
δµν − 4
χµχν
χρχρ
]
(7.2)
where
T ≡ TH√−χρχρ (7.3)
is the local temperature. Note that this stress-energy tensor is obviously isotropic in the
frame of a RRO, but it is not in the rigidly-rotating co-ordinate system {t+, r, θ, φ+}, where
φ+ ≡ φ− Ω+t and t+ ≡ t, which is not adapted to a RRO.
In primed co-ordinates, which are adapted to a RRO, the rigidly-rotating thermal stress
tensor becomes
T (th,RR)µ
′
ν′ =
11(r+ − r−)4
28 · 32 · 5π2
1
∆2Σ2
diag
(
−1, 1
3
,
1
3
,
1
3
)
(7.4)
in the Kerr space-time.
CCH calculate an expression for the RSET close to the horizon when the electromagnetic
field is in the past Boulware state. They make the assumption that the RSET close to the
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horizon when the field is in this state is more irregular than when it is in the |CCH− 〉 state
and therefore approximate〈
Tˆ µν
〉B−
ren
∼
〈
Tˆ µν
〉B−
ren
−
〈
Tˆ µν
〉CCH−
ren
=
〈
Tˆ µν
〉B−
−
〈
Tˆ µν
〉CCH−
(r → r+) (7.5)
One can then use the expressions for the expectation value of the stress tensor, and it is clear
that only the ‘up’ modes are involved in the calculation. Their result, when the components
of the stress tensor are put in the Carter orthonormal tetrad is:〈
Tˆ µˆνˆ
〉B−
ren
∼ −8M
3r+
π2∆2Σ
∫ ∞
0
dω˜
ω˜ (ω˜2 + κ2)
e2piω˜/κ − 1 diag
(
−1, 1
3
,
1
3
,
1
3
)
=
= − 1
r+
11(r+ − r−)4
28 · 32 · 5π2
1
∆2Σ(2Mr+)
diag
(
−1, 1
3
,
1
3
,
1
3
) (7.6)
where the hats on the indices indicate adaptation to the Carter orthonormal tetrad. This
expression and the expected result, minus (7.4), differ in a factor of r+(2Mr+)/Σ. We
proceed to reproduce CCH’s expression to explain this disagreement.
We believe that CCH followed Candelas [6] method for spin-0 to obtain asymptotic
expansions for the radial solutions for spin-1 close to the horizon. This is the method that
we develop for spin-1 in Appendix B. Armed with the asymptotics of that appendix, we
can proceed to calculate the different components of the stress-energy tensor. In order to
do that, we are first going to separately calculate the asymptotic expressions for the various
terms that occur in the classical stress-energy tensor (2.23).
As mentioned in Appendix B, for the asymptotic behaviour we are seeking here we
can replace the spin-weighted spheroidal harmonics hZlmω by the spin-weighted spherical
harmonics hYlm. Note that this implies that the result of this asymptotic analysis is the
same whether it is equations (5.14) and (5.17) or CCH’s expressions for the expectation
value of the stress tensor that are used. We can make use of (2.21), which immediately leads
to
l∑
m=−l
lmωφ
up
h lmωφ
up∗
h′ → 0 (l → +∞, r → r+) when h 6= h′ (7.7)
The asymptotic calculation of the term |lmωφup0 |2 requires a more careful treatment. We
observe in Appendix B that the large-l modes dominate the Fourier series for the ‘up’ radial
solution close to the horizon. We can therefore replace
∑∞
l=0 with
∫∞
0
dl and use the fact
that of the two independent variables ω˜ and m, hR
up
lmω depends only on ω˜ in the limit
(l → +∞, r → r+), whereas hYlm depends only on m. From (2.15) and using equations
40
(B8), (B11), (2.22), (2.21) and other properties of the spin-weighted spheroidal harmonics
that can be found in [18] we then obtain that
∑
l,m,P
|lmωφup0 |2 ∼
1
23πΣ
∫ ∞
0
dll3|Nup+1|2
∣∣∣D†0(∆+1Ruplmω)∣∣∣2 (r → r+) (7.8)
We substitute (B9), (B10), and (B12) in the above equation and approximate 1Blmω ∼ l2,
which is valid in the limit of large l. The next integral, found in [40], is needed:
∫ ∞
0
dll3K2iq(2lx
1/2) =
q2(1 + q2) |Γ(iq)|2
3 · 24x2 (7.9)
We finally obtain ∑
l,m,P
|lmωφup0 |2 ∼
Mr+ω˜ |N|2
6π2Σ∆2
(r → r+) (7.10)
The other terms in the expression for the stress-energy tensor can be obtained in a similar
manner, but they are easier to calculate. We will therefore only give the final results:
∑
l,m,P
∣∣
lmωφ
up
−1
∣∣2 ∼ 2Mr+ω˜ |N|2
3π2∆3
(r → r+) (7.11a)
∑
l,m,P
∣∣
lmωφ
up
+1
∣∣2 ∼ Mr+ω˜ |N|2
6π2Σ2∆
(r → r+) (7.11b)
We can now use equations (7.7), (7.10) and (7.11) together with the quantum expressions
(7.5) and the expectation value of the stress tensor to reproduce equation 3.7 in CCH. We
obtain〈
Tˆ µν
〉B−
ren
∼
〈
Tˆ µν
〉B−−CCH−
∼ −8M
3r3+
3π2∆2Σ2
∫ ∞
0
dω˜ω˜(ω˜2 + κ2)
e2piω˜/κ − 1 ×
×


−3(r2+ + a2)− a2 sin2 θ 0 0 4a sin2 θ(r2+ + a2)
0 Σ 0 0
0 0 Σ 0
−4a 0 0 (r2+ + a2) + 3a2 sin2 θ

 (r → r+)
(7.12)
in Boyer-Lindquist co-ordinates. This is exactly equation 3.7 in CCH except for the fact
that (7.12) contains a factor r3+ instead of a r+ in CCH. We believe that the discrepancy
is due to a typographical error in CCH since otherwise the stress-energy tensor would not
have the correct units. We have also checked that equation (7.12), when the tensor indices
are adapted to the Carter orthonormal tetrad, produces the result (7.6) above. Again,
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the discrepancy with respect to (7.6) is only in the power of r+. It seems that, despite
the dicrepancy in the power of r+, this is the method that CCH used to calculate their
expression (7.6). However, as we point out in Appendix B, this asymptotic analysis is only
valid when both ω and m are kept bounded since otherwise we would not be able to replace
the spin-weighted spheroidal harmonics by the spin-weighted spherical harmonics. In the
analysis we have just carried out ω and m do not both remain bounded in general. The
only points in the Kerr space-time where both remain bounded are the points along the axis
θ = 0 or π since, there, the Newman-Penrose scalars lmωφh are only non-zero for m = ±1, 0
and thus m is bounded. The frequency ω is then also kept bounded because the factor in
the integrand diminishes exponentially with ω˜ and thus the contribution is only important
when ω˜ is bounded. Equations (7.12) and (7.6) are therefore only valid at the axis. An
asymptotic behaviour of the ‘up’ radial solutions uniform both in l and ω˜ is required.
Another issue is the fact that the state |CCH− 〉 has been used in (7.5) as a Hartle-
Hawking state, regular on both the past and future horizons. We know from Kay and Wald’s
work that there exists no such state on the Kerr space-time satisfying its isommetries. Since
|CCH− 〉 is not invariant under (t, φ) reversal it is not covered by Kay and Wald’s result
and thus it might be regular on both H− and H+. We saw that Ottewill and Winstanley
[31] argued that in the scalar case this state is irregular on H− and regular on H+. Even if
that were also the case for spin-1, using |CCH− 〉 in the preceding calculation could still be
acceptable if the divergence of |CCH− 〉 close to r+ is of a smaller order than that of |B− 〉.
In the Schwarzschild background Candelas has shown that the Unruh state is irregular on
H−, regular on H+ and that the order of its divergence close to r+ is smaller than that of
the Boulware state. It is therefore reasonable to expect that the order of the divergence of
|CCH− 〉 close to r+ in the Kerr background is smaller than that of the past Boulware state.
Indeed, our numerical data indicate that the approximation in (7.5) is correct.
Graphs 13–17 show that the RSET when the field is in the past Boulware vacuum ap-
proaches a thermal distribution rotating with the horizon rather than CCH’s result (7.12).
The red lines in the graphs correspond to the thermal stress tensor (7.2) rotating with
the horizon located at r = r+ ≃ 1.3122. The black lines are also located at r = r+
and correspond to CCH’s result (7.12). It can be seen in the graphs that as r becomes
closer to the horizon,
〈
Tˆ µν
〉CCH−−B−
ren
approaches the thermal stress tensor (7.2) (red line)
rather than CCH’s corrected equation (7.12) (black line). At the poles, however, it can
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be straight-forwardly checked analytically that the two coincide, as expected. Only for the
rr-component, which is the only component that diverges like O(∆−3) close to the horizon,
we did not seem to be able to obtain a clear plot, which we do not include.
Within the range of r considered in Graphs 13–17 (except 16) for the difference between
the states |CCH− 〉 and |B− 〉 of the various expectation values, the corresponding plots
for the difference between the states |U− 〉 and |B− 〉 are identical. This is the expected
behaviour since for small radius r the ‘up’ modes dominate in these RSETs. Graph 16
includes the two differences for the θθ-component of the stress-energy tensor up to a value
of r large enough so that the two differences become clearly distinct.
In following with the notation used in (2.2) and the one used so far for tensor components
in Boyer-Lindquist co-ordinates, we use the obvious notation of ‘(αβ)-component’ to refer
to the stress-energy tensor component T µνe(α)
µe(β)
ν in the tetrad of a stationary observer.
Since the angular velocities of a RRO, ZAMO and Carter observer all equal Ω+ at the
horizon, each one of the diagonal components of a stress tensor for a thermal distribution
will be the same in any of the three tetrads adapted to these observers. The (rθ)-component
will also be the same in any of the three tetrads since the tetrad vectors e(r) and e(θ) do
not depend on the rate of rotation. The (tφ)-component, however, vanishes to leading order
for the radial functions as r → r+. To the next leading order for the radial functions this
component does depend on the rate of rotation of the stationary observer that the tetrad
is adapted to. Graphs 18–19 for
〈
Tˆt+φ+
〉CCH−−B−
ren
show that the rate of rotation of the
thermal distribution approaches, to next order in ∆, that of a RRO, rather than that of a
ZAMO or a Carter observer. This result tallies with Duffy [32]’s results for the spin-0 case
in the Kerr space-time modified with a mirror when the field is in the |HM 〉 state. He also
numerically shows that
〈
Tˆ µν
〉U−−B−
ren
is, close to the horizon and for the scalar field, thermal
and rotating at the rate of a RRO to O(∆) in the angular frequency. We calculated and
plotted
〈
Tˆt+φ+
〉U−−B−
ren
and it fully coincided with
〈
Tˆt+φ+
〉CCH−−B−
ren
in the region of Graphs
18–19, which is why we do not include them. We conclude that the rate of rotation close to
the horizon for the difference between the states |U− 〉 and |B− 〉 is also that of a RRO, in
agreement with Duffy’s results.
An alternative technique for investigating what is the rate of rotation of the thermal
distribution at the horizon is as follows. We find what is the frequency Ω = ΩZEFO of
rotation of the tetrad frame (2.2) such that T(tφ) = 0, where the term ZEFO stands for zero
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energy flux observer. The answer is
ΩZEFO =
−2C
B +
√
B2 − 4AC (7.13)
where
A = gφφTtφ − gtφTφφ
B = gφφTtt − gttTφφ
C = gtφTtt − gttTtφ
(7.14)
We then plot ΩZEFO where Tµν is replaced by
〈
Tˆµν
〉CCH−−B−
ren
in (7.14). This plot is compared
against that of the angular velocities of a RRO, ZAMO and Carter observer in Figure 20.
We also plotted ΩZEFO where Tµν is replaced by
〈
Tˆµν
〉U−−B−
ren
and it fully coincided with the
corresponding one for
〈
Tˆµν
〉CCH−−B−
ren
in the region of Figure 20.
Graphs 21 show the behaviour of the various modes as the horizon is approached. The
behaviour of the ‘up’ modes close to the horizon are explained by the horizon asymptotics
developed in Appendix B.
44
1.321.331.341.351.36
r
–1
0
1
x
0
1e–07
2e–07
3e–07
4e–07
5e–07
FIG. 13: 14pi∆
2
〈
Tˆtt
〉CCH−−B−
1.321.341.361.381.41.421.44
r
–1
0
1 x
–2.5e–06
–2e–06
–1.5e–06
–1e–06
–5e–07
0
FIG. 14: 14pi∆
2
〈
Tˆtφ
〉CCH−−B−
45
1.321.341.361.381.41.421.441.461.48
r
–1
0
1 x
6e–07
8e–07
1e–06
1.2e–06
1.4e–06
1.6e–06
1.8e–06
2e–06
2.2e–06
FIG. 15: 14pi∆
2
〈
Tˆθθ
〉CCH−−B−
2
3
4
5
6
r
–1
–0.5
0
0.5
1
x
0
0.0001
0.0002
0.0003
0.0004
0.0005
FIG. 16: 14pi∆
2
〈
Tˆθθ
〉CCH−−B−
and 14pi∆
2
〈
Tˆθθ
〉U−−B−
(orange)
46
1.321.341.361.381.41.421.441.461.48
r
–1
0
1
x
0
2e–06
4e–06
6e–06
8e–06
FIG. 17: 14pi∆
2
〈
Tˆφφ
〉CCH−−B−
47
1.351.41.451.51.551.6
r
–1
0
1 x
–3e–06
–2e–06
–1e–06
0
1e–06
FIG. 18: 14pi∆
〈
Tˆt+φ+
〉CCH−−B−
, 14pi∆T
(th,RR)
t+φ+
(red), 14pi∆T
(th,ZAMO)
t+φ+
(blue) and 14pi∆T
(th,Carter)
t+φ+
(cyan).
1.4
1.6
1.8
2
2.2
r
–1
–0.5
0
0.5
1 x
–3e–06
–2e–06
–1e–06
0
1e–06
FIG. 19: 14pi∆
〈
Tˆt+φ+
〉CCH−−B−
, 14pi∆T
(th,RR)
t+φ+
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(yellow). The light blue and brown surfaces correspond to the speed-of-light and the static limit
surfaces respectively.
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FIG. 21: The sum over l has not been performed. For each value of l the sum
∑l
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〈
Tˆθθ
〉CCH−−U−
the low-l modes clearly dominate close to the horizon.
On the other hand, the high-l modes dominate close to the horizon in the case of
〈
Tˆθθ
〉U−−B−
.
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APPENDIX A: RADIAL FUNCTION
This Appendix is valid in the Kerr-Newman background with the understanding that
the background is considered fixed and the NP Maxwell scalars include the electromagnetic
field associated to the background as well as an electromagnetic perturbation. The quantity
Q represents the charge of the Kerr-Newman black hole as viewed from infinity; in this
Appendix, the quantities ∆ and r± take the following values: ∆ ≡ r2 − 2Mr + a2 +Q2 and
r± =M ±
√
M2 − a2 −Q2. The Kerr background is recovered in the limit Q = 0.
The potential in the radial Teukolsky equation is a long-range potential. Our numerical
calculations followed Detweiler [41], who derived from the radial Teukolsky equation another
differential equation with a real, short-range potential. We numerically solved this equation
and obtained its solution Xlmω and its derivative. We then find from these the radial
functions +1Rlmω, −1Rlmω and its derivative with expressions in [41]. The independent
variable in Detweiler’s differential equation is the tortoise co-ordinate r∗ defined by dr∗/dr =
(r2 + a2)/∆. Detweiler’s potential tends to −ω2 + O(r−2∗ ) at infinity (r∗ → +∞) and to
−ω˜2 at the horizon (r∗ → −∞), where ω˜ ≡ ω −mΩ+. We can therefore define two sets of
solutions with the following asymptotic behaviours:
X inlmω ∼


Binlmωe
−iω˜r∗ (r → r+)
e−iωr∗ + Ainlmωe
+iωr∗ (r → +∞)
(A1a)
Xuplmω ∼


e+iω˜r∗ + Auplmωe
−iω˜r∗ (r → r+)
Buplmωe
+iωr∗ (r → +∞)
(A1b)
When the behaviour of the solution modes in terms of the time t and the angle φ is included,
we can find the asymptotic behaviour of the solution modes in terms of the advanced (v ≡
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t+ r∗) and retarded (u ≡ t− r∗) time co-ordinates:
X inlmωe
+imφ−iωt ∼


e−iωv+imφ at I−
Ainlmωe
−iωu+imφ at I+
0 at H−
Binlmωe
−iω˜v+imφ+ at H+
(A2a)
Xuplmωe
+imφ−iωt ∼


0 at I−
Buplmωe
−iωu+imφ at I+
e−iω˜u+imφ+ at H−
Auplmωe
−iω˜v+imφ+ at H+
(A2b)
Equation (A2a) represents a wave emerging from I−, being partially scattered back to I+
and partially transmitted through to H+. Similarly, (A2b) represents a wave emerging from
H−, being partially scattered back to H+ and partially transmitted through to I+.
Both sets of modes are eigenfunctions of the hamiltonians HˆkI ≡ ikI and HˆkH ≡ ikH
with eigenvalues ω and ω˜ respectively:
HˆkIX
•
lmωe
+imφ−iωt = ωX•lmωe
+imφ−iωt
HˆkH X
•
lmωe
+imφ−iωt = ω˜X•lmωe
+imφ−iωt
(A3)
where the symbol • indicates either ‘in’ or ‘up’. We will restrict the definition of the ‘in’
and ‘up’ modes to those modes with positive ω and positive ω˜ respectively. It then follows
that the ‘in’ and ‘up’ modes are positive frequency with respect to the Killing vectors kI
and kH respectively.
The asymptotic behaviour of solutions hR
in/up
lmω ∀h = 0,±1/2,±1,±3/2,±2 of the radial
Teukolsky equation is:
hR
in
lmω ∼


hR
in,tra
lmω ∆
−he−iω˜r∗ (r → r+)
hR
in,inc
lmω r
−1e−iωr∗ + hR
in,ref
lmω r
−1−2he+iωr∗ (r → +∞)
(A4a)
hR
up
lmω ∼


hR
up,inc
lmω e
+iω˜r∗ + hR
up,ref
lmω ∆
−he−iω˜r∗ (r → r+)
hR
up,tra
lmω r
−1−2he+iωr∗ (r → +∞)
(A4b)
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From (A1) and expressions in [41] we can find the asymptotic coefficients of −1R
•
lmω from
those of X•lmω:
−1R
in,ref
lmω
−1R
in,inc
lmω A
in
lmω
=
4ω2
1Blmω
−1R
in,tra
lmω
−1R
in,inc
lmω B
in
lmω
=
−sgn(ω˜)|ω|i
(r2+ + a
2)1/2N∗
−1R
up,ref
lmω
−1R
up,inc
lmω A
up
lmω
=
−i1Blmω
4K+N∗
−1R
up,tra
lmω
−1R
up,inc
lmω B
up
lmω
=
|ω|(r2+ + a2)1/2
|K+|
−1R
in,inc
lmω =
1
23/2|ω| −1R
up,inc
lmω =
−21/2(r2+ + a2)1/2ω˜
1Blmω
(A5)
In the calculation of −1R
in,tra
lmω /−1R
in,inc
lmω in (A5) we needed an extra term in the asymptotic
expansion of the ingoing part (the outgoing part is simply obtained by complex conjuga-
tion since Detweiler’s potential is real) of Xlmω close to the horizon. By introducing the
asymptotic expansion
X inlmω
Binlmω
=
[
1 + α1(r − r+) +O((r − r+)2)
]
e−iω˜r∗ (A6)
in Detweiler’s differential equation and performing a Taylor series expansion around r+ of
Detweiler’s potential, we find from the second order term that
α1 =
=
−1
2N∗
[
−1λlmω − 4Ma
2r+ −Q2(a2 − r2+)
(r2+ + a
2)2
+
a2 +Q2
r2+ + ν
2
− 4amr+ω˜
r+ − r− −
2(r+ −M)2η
(r2+ + ν
2)2
] (A7)
where ν2 ≡ a2 − am/ω and η ≡ (1Blmω − −1λlmω)/(2ω2). In the calculation of −1Rin,inclmω , an
extra term is also needed in the asymptotic expansion of the ingoing part of Xlmω for large
r:
Xlmω =
[
1 +
β1
r
+O(r−2)
]
e−iωr∗ (A8)
with
β1 = −(−1λlmω + 2aωm)i
2ω
(A9)
After obtaining the asymptotic coefficients of −1R
•
lmω from those of X
•
lmω, we just need
to derive those of +1R
•
lmω to complete the asymptotic picture of the solutions to the radial
Teukolsky equation for spin-1. This is achieved by using the asymptotic behaviour in (A4)
together with a transformation in [41] that relates +1R to −1R; the result is:
+1R
in,inc
lmω
−1Rin,inc
= −23ω2; +1R
in,ref
lmω
−1R
in,ref
lmω
=
+1R
up,tra
lmω
−1R
up,tra
lmω
= −1B
2
lmω
2ω2
+1R
in,tra
lmω
−1R
in,tra
lmω
=
+1R
up,ref
lmω
−1R
up,ref
lmω
= −23K+N∗i; +1R
up,inc
lmω
−1R
up,inc
lmω
=
−i1B2lmω
2K+N
(A10)
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It is clear from their asymptotic behaviour that neither hR
in
lmω nor hR
up
lmω satisfy the
symmetry (2.10a). As a matter of fact, we obtained that, under this symmetry, the functions
hR
•
lmω transform to the radial funcions that are derived from the solution X
•∗
lmω and its
derivative. Indeed, we construct first a new radial function −1R¯
•
lmω derived from X
•∗
lmω in the
same manner that −1R
•
lmω is derived from X
•
lmω, using an expression in [41]. It can then be
checked using equations (A5) and (A10) that the relations
+1R
•
lmω = 21Blmω∆
−1
−1R¯
•∗
lmω
+1R¯
•
lmω = 21Blmω∆
−1
−1R
•∗
lmω
(A11)
are satisfied, where +1R¯
•
lmω is calculated by applying to −1R¯
•
lmω the transformation in [41]
that relates +1R to −1R and its derivative. Renaming ±1R¯
in
lmω and ±1R¯
up
lmω by ±1R
out
lmω and
±1R
down
lmω respectively, we have the following two sets of modes:
±1R
out
lmω ≡ (21Blmω)±1∆∓1∓1Rin∗lmω ∼ (A12a)
∼


±1R
out,tra
lmω e
+iω˜r∗ (r → r+)
±1R
out,inc
lmω r
−1∓2e+iωr∗ + ±1R
out,ref
lmω r
−1e−iωr∗ (r → +∞)
(A12b)
±1R
down
lmω ≡ (21Blmω)±1∆∓1∓1Rup∗lmω ∼ (A12c)
∼


±1R
down,inc
lmω ∆
∓1e−iω˜r∗ + ±1R
down,ref
lmω e
+iω˜r∗ (r → r+)
±1R
down,tra
lmω r
−1e−iωr∗ (r → +∞)
(A12d)
where
±1R
out,inc/ref/tra
lmω ≡ (21Blmω)±1∓1Rin,inc/ref/tra∗lmω , ±1Rdown,inc/ref/tralmω ≡ (21Blmω)±1∓1Rup,inc/ref/tra∗lmω
(A13)
Note that the factor (21Blmω)
±1 is needed so that the Teukolsky-Starobinski˘ı identities are
satisfied. Similarly, since the radial modes ±1R
out
lmω and ±1R
down
lmω are obtained from X
in∗
lmω and
Xup∗lmω respectively, we rename the latter as
Xoutlmω ≡ X in∗lmω ∼


Boutlmωe
+iω˜r∗ (r → r+)
e+iωr∗ + Aoutlmωe
−iωr∗ (r → +∞)
(A14a)
Xdownlmω ≡ Xup∗lmω ∼


e−iω˜r∗ + Adownlmω e
+iω˜r∗ (r → r+)
Bdownlmω e
−iωr∗ (r → +∞)
(A14b)
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with
Aoutlmω ≡ Ain∗lmω, Adownlmω ≡ Aup∗lmω
Boutlmω ≡ Bin∗lmω, Bdownlmω ≡ Bup∗lmω
(A15)
We follow the same positive-frequency convention for the ‘out’ and ‘down’ modes as that
for the ‘in’ and ‘up’ modes respectively, namely, their definition is restricted to modes with
positive ω and positive ω˜ respectively. The asymptotic behaviour in terms of the advanced
and retarded time co-ordinates of these two new sets of functions is
Xoutlmωe
+imφ−iωt ∼


Aoutlmωe
−iωv+imφ at I−
e−iωu+imφ at I+
Boutlmωe
−iω˜u+imφ+ at H−
0 at H+
(A16a)
Xdownlmω e
+imφ−iωt ∼


Bdownlmω e
−iωv+imφ at I−
0 at I+
Adownlmω e
−iω˜u+imφ+ at H−
e−iω˜v+imφ+ at H+
(A16b)
Modes (A16a) describe a wave going out to I+ whereas modes (A16b) describe a wave going
down H+.
It is easy to check that the ‘out’[‘down’] NP scalars are related to the ‘in’[‘up’] NP scalars
under the symmetry transformation (t, φ)→ (−t,−φ) in the manner:
lmωφ
in/up
−1 → (−1)m+1∆−1ρ−2l−m−ωφout/down+1
lmωφ
in/up
0 → −(−1)m+1l−m−ωφout/down0
lmωφ
in/up
+1 → (−1)m+1∆ρ2l−m−ωφout/down−1


under (t, φ)→ (−t,−φ) (A17)
where we have used the radial symmetry (2.10b) and the angular symmetry (2.11c).
Finally, it can be checked that the radial Teukolsky equation admits the following wron-
skian:
W [+1R
•
lmω, −1R
•∗
lmω] = −1R
•∗
lmωD†0 (∆+1R•lmω)−∆+1R•lmωD†0−1R•∗lmω = C•i (A18)
where C• are real constants. It is useful to note the following two relations satisfied by the
wronskians of the ‘in’ and ‘up’ solutions once the normalization constants (3.4) have been
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included:
W [+1R
up
lmω, −1R
up∗
lmω] = −W [+1Rinlmω, −1Rin∗lmω] (A19a)
W [+1R
•
lmω, −1R
•∗
lmω] = +W [+1R
•
l−m−ω, −1R
•∗
l−m−ω] (A19b)
As a short-hand notation we will denote W [+1R
•
lmω, −1R
•∗
lmω] by W [+1R, −1R
∗]•lmω. We give
here two important wronskian relations, obtainable in terms of the coefficients of the solution
to Detweiler equation by using relations (A10) and (A5):
ω
(
1− ∣∣Ainlmω∣∣2) = ω˜ ∣∣Binlmω∣∣2 (A20a)
ω˜
(
1− |Auplmω|2
)
= ω |Buplmω|2 (A20b)
Wronskian relation (A20a) shows that for the modes such that ω˜ω < 0, it must be
∣∣Ainlmω∣∣2 >
1 , and thus the wave mode is reflected back with a gain of energy. This phenomenon is
known as superradiance. Since the ‘in’ modes are only defined for positive ω, superradiance
occurs for these modes for negative ω˜ only. Similarly, from wronskian relation (A20b), when
ω˜ω < 0 it must be |Auplmω|2 > 1. Therefore, the ‘up’ modes, which are defined for positive
ω˜, that experience superradiance are those for which ω < 0. The condition ω˜ω < 0 for
superradiance, which is the same for scalar and gravitational perturbations, clearly shows
that this phenomenon is only possible if a 6= 0 and therefore it only occurs if the black hole
possesses an ergosphere.
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APPENDIX B: ASYMPTOTICS CLOSE TO THE HORIZON
This Appendix is valid in the Kerr-Newman background with the same re-definitions of
quantities as in Appendix A.
In this Appendix we are interested in finding the asymptotic behaviour close to the
horizon of the solution to the radial Teukolsky equation. The main application of this study
is in the calculation in Section VII of the behaviour close to the horizon of the RSET when
the field is in the past Boulware state. We will therefore only consider the ‘up’ modes and,
because of the presence of a factor that decreases exponentially with ω˜, we will not consider
the case of large ω˜.
This study is based on one performed by Candelas [6]. Even though Candelas started
the calculation for general spin, he soon confined it to the scalar case. It is our intention to
complete his asymptotic calculation for general spin and only specialize to the spin-1 case
at the end.
Candelas performs a Taylor series expansion around r = r+ of the coefficients of hRlmω
and its derivatives appearing in the radial Teukolsky equation. By keeping only the first
order terms in the expansion and also terms that involve parameters which might become
very large, the radial Teukolsky equation becomes:
(r − r+)d
2
hRlmω
dr2
+ (h+ 1)
dhRlmω
dr
−
[
hλlmω − 4iωhr
r+ − r− −
q(q − 2ih)
4(r − r+)
]
hRlmω = 0 (B1)
where q ≡ 2K+/(r+ − r−). The parameters in (B1) that might become very large indepen-
dently of the limit r → r+ are hλlmω, ω and ω˜. We keep ω˜ bounded, which means that either
both m and ω are bounded or else that ω → ∞ and m ∼ ω/Ω+. We are going to restrict
ourselves to the first possibility (i.e., m and ω bounded) since it is only for this case that we
are able to find the behaviour of the angular solutions, needed in the calculation in Section
VII. We thus have that the only term in (B1) that might become very large independently
of r → r+ is the one with hλlmω. Since we are keeping m and ω bounded, hλlmω can only
become large if we let l → +∞.
When letting l → +∞ and keeping ω and m bounded in the Teukolsky angular equation,
all the terms in the coefficient of the angular function hSlmω(θ) can be ignored except for
hλlmω and those with a 1/ sin θ in them. This is equivalent to setting aω = 0 in the angular
equation. This means that in the limit l → +∞ (with m and ω bounded) the angular
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solution reduces to the spin-weighted spheroidal harmonics: hZlmω → hYlm and that hλlmω →
(l − h)(l + h + 1) → l2. The latter expression implies that 1Blmω → l2 in the same limit.
After replacing hλlmω by l
2 and neglecting 4iωhr in (B1), Candelas goes on to prove that
the asymptotic behaviour close to the horizon of the ‘up’ radial functions with l → +∞ is
given by
hR
up
lmω → halx−h/2Kh+iq(2lx1/2) + hblx−h/2I−(h+iq)(2lx1/2) (l→ +∞, r→ r+) (B2)
which is uniformly valid in l. The factors hal and hbl are the coefficients of the two indepen-
dent solutions. It is at this point that Candelas’ analysis specializes to the scalar case. We
pursue it here for general spin.
The asymptotic behaviour of the modified Bessel functions Iν(z) and Kν(z) are well
known ( [42]). If we fix r close to the horizon in (B2) and let l → +∞, the value of the
radial potential at that fixed value of r will go to infinity and thus it must be hR
up
lmω → 0.
From the asymptotic behaviour for large argument of the modified Bessel functions, it is
only possible that hR
up
lmω → 0 in the limit l → +∞ with r fixed in (B2) if the coefficient
hbl decreases exponentially with l. It follows from this result together with the asymptotic
behaviour for small argument of the modified Bessel functions that in the limits r → r+
and l → +∞, while keeping lx1/2 finite, the second term in (B2) can be neglected with
respect to the first one. In this last statement we have made the implicit assumption that
if the coefficient hal decreases for large l, then it does slower than the coefficient hbl. This
assumption is proved to be correct in what follows. We have from the above discussion that
hR
up
lmω → halx−h/2Kh+iq
(
2lx1/2
)
(l → +∞, r → r+, lx1/2 finite) (B3)
We can determine the coefficient hal by comparison with the WKB approximation (A4b).
By taking the limit lx1/2 → 0 on the solution (B3) we obtain
hR
up
lmω → h
alπ(r+ − r−)2hl−h−iqI∗ω˜
2 sin[(h+ iq)π]Γ(1− h− iq)∆
−he−iω˜r∗−
− halπl
h+iqIω˜
2 sin[(h+ iq)π]Γ(1 + h+ iq)
e+iω˜r∗ (l →∞, r→ r+, lx1/2 → 0)
(B4)
where
Iω˜ ≡ e−ω˜r+ (4Mκ+)−
iω˜
2κ+ (−4Mκ−)−
−iω˜
2κ− (B5)
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Comparing this asymptotic expression with the WKB approximation (A4b) it follows that
hal = −2 sin[(h+ iq)π]Γ(1 + h+ iq)I
∗
ω˜
π
l−h−iqhR
up,inc
lmω
hR
up,ref
lmω = −
Γ(1 + h+ iq)
Γ(1− h− iq)(r+ − r−)
2hI∗2ω˜ l
−2(h+iq)
hR
up,inc
lmω
(B6)
We now specialize to the spin-1 case. Combining equations (B3) and (B6), and using the
same normalization as the one used in the numerical results (i.e., setting −1R
up,inc
lmω = 1 and
+1R
up,inc
lmω = −iB2/ (2NK+)), we have
+1R
up
lmω →
−2I∗ω˜l3−iq
(r+ − r−)K+Γ(−iq)x
−1/2K1+iq(2lx
1/2)
(l→ +∞, r→ r+, lx1/2 finite)
−1R
up
lmω →
i(r+ − r−)I∗ω˜l+1−iq
K+Γ(−iq) x
1/2K−1+iq(2lx
1/2)
(l→ +∞, r→ r+, lx1/2 finite)
(B7)
It is also useful to give the expressions that the ‘up’ radial functions (B7) adopt in this
limit whenever the constants of normalization (3.4) are included. These expressions are, in
compact form:
|Nup−1|hRuplmω → AhNx−1/2Kh+iq(2lx1/2) (l → +∞, r → r+, lx1/2 finite) (B8)
for h = ±1, where
Ah ≡


−4 , h = +1
2i
l4
, h = −1

 [l(r+ − r−)]−h (B9)
and
N ≡ I
∗
ω˜l
−iq√
23πK+Γ(−iq)
(B10)
We therefore have finally found the asymptotic behaviour of the ‘up’ radial modes with
l → +∞ close to the horizon with ω˜, and both m and ω, bounded. We believe that this is
the method behind the approximation given by CCH in their TableII. Their result, however,
does not exactly coincide with either (B7) or (B8) (as a matter of fact, in their table there
is a quantity ρ that they have not defined and it cannot be the spin coefficient as it cannot
have a θ-dependency).
Note that there is no reason why the ‘up’ radial modes (B7) or (B8) should diverge in the
stated limits. In fact, they clearly do not in the case of helicity −1. It is only when other
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factors (as in (2.14)) are included that the resulting expressions we deal with in Section VII
diverge in this limit.
We are also interested in finding the result of applying the operator D†0∆ on the asymp-
totic solution (B8). It immediately follows from (B8) and (B9) that
|Nup−1|D†0 (∆hRuplmω)→
→ AhN(r+ − r−)x−h/2
[(
−h
2
+ 1 + i
q
2
)
Kh+iq(2lx
1/2) + lx1/2K ′h+iq(2lx
1/2)
]
(l → +∞, r → r+, lx1/2 finite)
(B11)
When using a recurrence relation ( [42]) for the modified Bessel function, expression (B11)
for h = +1 reduces to
|Nup−1|D†0 (∆+1Ruplmω)→ −AhN
(r+ − r−)
2x1/2
Kiq (l→ +∞, r→ r+, lx1/2 finite) (B12)
In graphs 22–23 we compare the numerical solution with the analytic asymptotic approx-
imation (B7) we have found. These graphs show that this approximation indeed tends to
the non-approximated (numerical) solution and that as r → r+ the approximation is better
for the higher values of l, as predicted.
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FIG. 22:
∣∣
−1R
up
lmω
∣∣2, l = 4 . . . 7, m = 0, ω = 0.01. Correspondence between colours and modes is
the same as in Figure 23 (dots are the numerical solution and straight lines are the approximation
from (B7)).
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FIG. 23: Relative error
∣∣∣|−1Rup,numlmω |2−|−1Rup,approxlmω |2
∣∣∣
|−1Rup,numlmω |2
, l = 1 . . . 7, m = 0, ω = 0.01.
61
ACKNOWLEDGEMENTS
We wish to thank Prof. V.P.Frolov for helpful comments and for directing us to [3]. M.C.
wishes to thank Dr. G.Duffy for many useful discussions. This research was partly funded
by Enterprise Ireland.
[1] P. Candelas, P. Chrzanowski, and K. W. Howard, Phys. Rev. D 24, 297 (1981).
[2] V. P. Frolov and A. I. Zel’nikov, Phys. Rev. D 32, 3150 (1985).
[3] P. Bolashenko and V. P. Frolov, J. Math. Phys. (1989).
[4] M. Casals and A. C. Ottewill, gr-qc/0409012 (2004).
[5] M. Casals, Ph.D. thesis, University College Dublin (2004).
[6] P. Candelas, Phys. Rev. D 21, 2185 (1980).
[7] C. W. Misner, K. S. Thorne, and J. A. Wheeler, Gravitation (W.H. Freeman, San Francisco,
1973).
[8] B. Carter, Commun. Math. Phys. 10, 280 (1968).
[9] E. T. Newman and R. Penrose, J. Math. Phys. 3, 566 (1962).
[10] S. Chandrasekhar, The Mathematical Theory of Black Holes (Oxford University Press, Oxford,
UK, 1992), 2nd ed.
[11] P. L. Chrzanowski, Phys. Rev. D 11, 2042 (1975).
[12] S. A. Teukolsky, Phys. Rev. Lett. 29, 1114 (1972).
[13] S. A. Teukolsky, The Astrophysical Journal 185, 635 (1973).
[14] P. L. Chrzanowski, R. A. Matzner, V. D. Sandberg, and M. P. Ryan Jr., Phys. Rev. D 14,
317 (1976).
[15] S. A. Teukolsky and W. H. Press, The Astrophysical Journal 193, 443 (1974).
[16] B. P. Jensen, J. G. McLaughlin, and A. C. Ottewill, Phys. Rev. D 43, 4142 (1991).
[17] J. G. McLaughlin, Ph.D. thesis, University of Oxford (1990).
[18] B. P. Jensen, J. G. McLaughlin, and A. C. Ottewill, Phys. Rev. D 51, 5676 (1995).
[19] J. M. Cohen and L. S. Kegeles, Phys. Rev. D 10, 1070 (1974).
[20] R. M. Wald, Phys. Rev. Letters 41, 203 (1978).
[21] S. M. Christensen, Phys. Rev. D 17, 946 (1978).
62
[22] B. P. Jensen, J. G. McLaughlin, and A. C. Ottewill, Class. Quantum. Grav. 5, L187 (1999).
[23] W. G. Unruh, Phys. Rev. D 14, 870 (1976).
[24] M. Brown and A. C. Ottewill, Proc. R. Soc. Lond. A 389, 379 (1983).
[25] P. Grove and A. C. Ottewill, J. Phys. A 16, 3905 (1983).
[26] S. M. Christensen and S. A. Fulling, Phys. Rev. D 15, 2088 (1977).
[27] J. B. Hartle and S. W. Hawking, Phys. Rev. D 13, 2188 (1976).
[28] B. S. Kay and R. M. Wald, Physics Reports 207, 51 (1991).
[29] B. P. Jensen, J. G. McLaughlin, and A. C. Ottewill, Phys. Rev. D 45, 3002 (1992).
[30] V. P. Frolov and K. S. Thorne, Phys. Rev. D 39, 2125 (1989).
[31] A. C. Ottewill and E. Winstanley, Phys. Rev. D 62, 084018 (2000).
[32] G. Duffy, Ph.D. thesis, University College Dublin (2002).
[33] B. L. Schumaker and C. M. Caves, Phys. Rev. A 31, 3093 (1985).
[34] W. H. Louisell, Quantum Statistical Properties of Radiation (Wiley-Interscience, 1990).
[35] S. Weinberg, Gravitation and Cosmology: Principles and Applications of the General Theory
of Relativity (John Wiley & Sons, Inc., New York, London, Sydney and Toronto, 1972).
[36] P. Dirac, General Theory of Relativity (Wiley, New York, 1975).
[37] D. N. Page, Phys. Rev. D 14, 3260 (1976).
[38] P. Candelas and D. Deutsch, Proc. R. Soc. Lond. A 354, 79 (1977).
[39] A. C. Ottewill and E. Winstanley, Phys. Lett. A 273, 149 (2000).
[40] I. S. Gradshteyn and I. M. Ryzhik, Table of Integrals, Series and Products (Academic Press,
San Diego, 1995), 5th ed.
[41] S. L. Detweiler, Proc. R. Soc. Lond. A 349, 217 (1976).
[42] M. Abramowitz and I. A. Stegun, Handbook of Mathematical Functions (Dover Publica-
tions,Inc., New York, USA, 1965), ninth ed.
