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Resumo. O desenvolvimento de plataformas computacionais heterogêneas tem
tornado mais acessíveis os recursos capazes de aumentar o desempenho de apli-
cações, porém, tais recursos, por vezes, não oferecem a escalabilidade dese-
jada, tornando necessário o uso de soluções distribuídas. No entanto, a imple-
mentação de soluções de computação heterogênea distribuída torna necessária
a combinação de ferramentas de programação específicas, o que aumenta a
complexidade e dificulta a implementação. O presente trabalho apresenta a
utilização de uma arquitetura MultiGPU distribuída utilizando o rCUDA, bem
como, os ganhos de desempenho obtidos por meio da mesma, em uma aplicação
baseada em estênceis computacionais.
Abstract. The development of heterogeneous computing platforms has be-
come resources capable of increasing application performance more accessible.
However, such resources often do not provide the desired scalability in order to
become necessary the use of distributed solutions. Nevertheless, the implemen-
tation of distributed heterogeneous computing solutions has made necessary the
combination of specific programming tools, which increases complexity and ma-
kes implementation difficult. The present work presents the use of a distributed
MultiGPU architecture using rCUDA, as well as the performance gains obtai-
ned through it, in an application based on computational estênceis.
1. Introdução
O aprimoramento das técnicas tradicionais, baseadas na evolução das CPUs (Central Pro-
cessing Units - Unidade Central de Processamento) chegou ao seu limite em termos de
eficiência energética (FLOPs/Watt), demandando, com isso, o desenvolvimento de novas
alternativas computacionais. A computação baseada em sistemas heterogêneos, como as
GPUs (Graphical Processing Unit - Unidade Gráficas de Processamento), popularizou-se
rapidamente, ao oferecer dispositivos de baixo consumo de energia e níveis massivos de
paralelismo [Hwu, 2015].
Porém, o desenvolvimento de aplicações é limitado pela complexidade envolvida
no processo de compreensão dos detalhes das arquiteturas, de modo a adaptar as abor-
dagens originais para seus equivalentes mais eficientes. Essa limitação, torna necessário
o desenvolvimento de técnicas que permitam “habilitar mais usuários a obter vantagens
dessas arquiteturas sem a necessidade de conhecimento detalhado do hardware” [Reyes
et al., 2012].
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O presente trabalho está organizado da seguinte forma: Na seção 2 serão apresen-
tados os trabalhos relacionados. Na seção 3 será apresentado o método de estênceis com-
putacionais. A seção 4 discorrerá sobre as tecnologias utilizadas na implementação: A
arquitetura CUDA e a ferramenta rCUDA. A Proposta da Arquitetura Distribuída aparece
na seção 5. Já os Resultados Experimentais dos testes implementados serão apresentados
na seção 6. Na seção 7 serão expostas as conclusões e os possíveis trabalhos futuros.
2. Trabalhos relacionados
A utilização de processadores gráficos de propósito geral em aplicações científicas tem
sido o alvo de diversos trabalhos. Lorenzoni et al. [2017] apresentam melhorias no de-
sempenho e na eficiência energética de aplicações baseadas em estênceis, pela otimização
do uso do subsistema de memória de placas GPUs.
Experimentos multiGPU utilizando rCUDA são apresentados por Reaño et al.
[2015], desenvolvedores do framework, utilizando uma implementação do algoritmo de
Montecarlo disponibilizada com a instalação do kit de desenvolvimento CUDA.
Wang [2014] apresenta o uso de ferramentas de simulação de dinâmica de fluidos
utilizando GPUs, aplicadas à avaliação das condições da aerodinâmica de aeronaves, com
o objetivo de melhorar a eficiência das mesmas, reduzindo o consumo de combustível
necessário à propulsão, diminuindo consequentemente o impacto ambiental. O uso de
GPUs reduz o tempo de processamento, permitindo que a simulação utilize estênceis
computacionais de alta ordem, melhorando a precisão dos modelos.
Santos et al. [2013] apresenta o uso de GPUs aplicadas ao processamento de trá-
fego em redes de alta velocidade, demonstrando o aumento na vazão de processamento
para o sistema apresentado. O trabalho indica que o uso de GPUs, apesar de alguns pro-
blemas relativos ao overhead de entrada e saída, apresenta ao fim uma capacidade de
gerar uma vazão de dados superior em relação às implementações de análise de tráfego
baseadas em CPU.
O framework rCUDA, e seu uso é apresentado em Duato et al. [2011] e Reaño
et al. [2013] como uma alternativa para aumentar o aproveitamento de GPUs em clusters
de Alto desempenho. Ambos demonstram que o framework pode ser utilizado para dimi-
nuir os custos com a aquisição e o consumo de energia em clusters, ao tornar um conjunto
de GPUs disponível em um nó acessível aos demais por meio da rede.
3. Estênceis Computacionais
Os estênceis computacionais podem ser definidos como operadores aplicados sobre cada
um dos elementos de uma matriz, de modo a atualizar seu valor baseando-se nos valores
dos elementos vizinhos, utilizando um padrão fixo [Yang and Guo, 2005]. A operação é
normalmente repetida em sucessivos instantes de tempo, a partir de uma condição inicial
definida em todos os elementos da matriz, de modo a simular a difusão ou outro processo
físico ao longo do tempo[Rahman, 2013].
A Figura 1 apresenta graficamente três formatos de estênceis comumente utiliza-
dos em aplicações científicas: Um estêncil de 3 pontos, 1(a); o estêncil de Von Neuman,
com 5 pontos, 1(b); e o estêncil de Moore, com 9 pontos, 1(c).
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(a) 3 pontos (b) Von Neu-
man
(c) Moore
Figura 1. Formatos de estênceis comumente utilizados
Operações com estênceis são utilizadas em diversas aplicações da computação ci-
entífica. Exemplos, incluem, algoritmos empregados no processamento de imagens, nos
quais as células são pixels; métodos numéricos utilizados para calcular soluções apro-
ximadas de equações diferenciais parciais sobre um domínio físico, no qual as células
de caso são pequenas regiões contíguas do domínio e simulações de autômatos celulares
complexos, dos quais Jogo da Vida de Conway é um exemplo simples bastante conhecido
[Casanova et al., 2008].
Em algumas das aplicações citadas, podem ocorrer cenários nos quais o domínio
é grande o suficiente para extrapolar os limites de memória compartilhada disponível,
tornando necessária uma implementação em memória distribuída.
Em termos de paralelismo, o loop de iterações de aplicação do estêncil não é para-
lelizável, uma vez que ocorre dependência de valores entre as iterações, porém, o cálculo
de cada elemento é independente dentro da mesma iteração, permitindo um elevado nível
de paralelismo, o que o torna um algoritmo apropriado à execução em GPU. A comple-
xidade computacional de uma operação de estêncil pode ser expressa como O(k · N2),
dado um número k de iterações sobre uma matriz de ordem N [Cecilia et al., 2012].
4. Utilização de GPUs em Ambiente distribuído
A utilização distribuída de GPUs é uma técnica utilizada em diversos sistemas de alto
desempenho e serve para aumentar a escalabilidade das aplicações. Neste trabalho foi
utilizada uma plataforma NVIDIA CUDA e o software rCUDA para obter uma arquitetura
multiGPU em ambiente distribuído.
4.1. CUDA
A Compute Unified Device Architecture (CUDA) fornece uma plataforma de computação
paralela que permite uma programação, em processadores gráficos, menos complexa, por
meio de um conjunto de instruções próprias para a arquitetura GPGPU (General Purpose
Graphics Processing Unit) [Cook, 2013]. Dessa forma, os trechos de código que cor-
respondem ao paradigma SPMD (Single Program Multiple Data) são implementados em
uma função denominada kernel. Durante a execução, os dados a serem processados são
copiados para a memória da GPU e a operação definida no kernel é aplicada em simultâ-
neo a uma quantidade massiva de dados por meio de múltiplas threads, o que permite a
redução do tempo de processamento. Ao final do processamento, os dados referentes aos
resultados são transferidos para a memória principal do sistema host [Rauber and Rünger,
2013].
Em termos lógicos, CUDA apresenta as threads agrupadas em Blocks. Os Blocks,
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por sua vez, são organizados em Grids, desse modo, é necessário, ao executar um kernel
CUDA, estabelecer quantos Blocks de threads irão executar a mesma operação, e quantas
threads comporão cada Block. Apenas threads de um mesmo Block são capazes de tro-
car informações em memória compartilhada entre si. Os limites de tamanho dos Blocks
e Grids são estabelecidos de acordo com as especificações de hardware de cada placa,
conforme ilustrado na Figura 2.
Figura 2. Arquitetura CUDA - Fonte: [NVIDIA, 2013]
Fisicamente, cada GPU é composta por um conjunto de Streaming Multiproces-
sors (SM ou SMX). Cada SM dispõe de um espaço de memória de alta velocidade de
acesso, que pode ser compartilhada dentro dos Blocks da Grid entre as threads que com-
põem o respectivo Block. Uma representação esquemática da arquitetura de um sistema
GPU/CPU é apresentado na Figura 3, na qual são apresentados os SMs, as estruturas de
cache, e a possível conexão de múltiplas GPUs em um mesmo host, por meio de barra-
mento.
Figura 3. Representação de uma GPGPU - Adaptado de [Cook, 2013]
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4.2. rCUDA
Desenvolvido por um grupo de pesquisa da Universitat Politecnica de Valencia, o rCUDA
consiste em um framework para virtualização remota de GPUs [rCUDA Team, 2016]. A
solução permite que o acesso remoto a placas gráficas compatíveis com CUDA seja feito
de forma transparente à aplicação.
A ferramenta funciona por meio de uma arquitetura cliente/servidor. No cliente,
as bibliotecas de execução do CUDA são substituídas pelas versões rCUDA, que recebem
as requisições a recursos da GPU e enviam a um servidor. O servidor correspondente
a cada placa gráfica virtual é definido por meio de variáveis de ambiente. O servidor
rCUDA executa um daemon, que entrega as requisições à GPU e responde ao cliente.
A solução suporta a utilização de redes baseadas nas arquiteturas TCP/IP e
Infiniband R©.
A proposta original da aplicação é disponibilizar GPUs CUDA de forma concor-
rente entre dispositivos, desacoplando-as dos hosts nos quais estão instaladas. Segundo
[rCUDA Team, 2014], o objetivo do framework é prover três tipos de cenários:
• Aumentar a taxa de utilização dos nós dotados de GPUs em Clusters e Datacenters
• Oferecer acesso compartilhado de poucas GPUs de alto desempenho,
disponibilizando-as a equipamentos de baixo custo em laboratórios acadêmicos
• Habilitar o acesso a GPUs a partir de máquinas virtuais
5. Arquitetura MultiGPU Distribuída Proposta
A arquitetura distribuída proposta, foi definida em um ambiente de testes composto por
três computadores desktop de configuração idêntica:
• 1 Processador Intel R© Core i5 3.10GHz
• 8 GB de memória RAM
• 1 Placa Gráfica NVIDIA R© GeForce GT 630
• Sistema Ubuntu Linux 14.04 (x86_64)
As especificações da Placa Gráfica NVIDIA GT630 são apresentadas na Tabela 1:




GPU Clock 1400 MHz
Quantidade de memória Global 4096 MB
CUDA Capability 2.1
Foram feitas as configurações iniciais em uma rede Gigabit Ethernet e o daemon
do rCUDA foi iniciado nos computadores designados a disponibilizar as GPUs. Algumas
variáveis de ambiente foram definidas no computador designado a acessar as GPUs re-
motas, desabilitando o acesso à GPU local. Como resultado, foi obtida uma arquitetura
multiGPU baseada nas GPUs remotas disponibilizadas. Como procedimento de verifi-
cação, foi executado o programa deviceQuery, que detecta GPUs CUDA. O programa
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identificou a disponibilidade dos dispositivos compatíveis. A Figura 4 apresenta um dia-
grama com a representação da arquitetura proposta.
Foi elaborado, também, um algoritmo que aplica um estêncil sobre uma matriz
quadrada de determinada ordem, repetindo-o por 1000 iterações. A ordem da matriz
quadrada variou entre os valores 1024, 2048 e 4096, a fim de observar o comportamento
da aplicação a medida em que é aumentado o tamanho do problema. Com o objetivo
de avaliar a variação do desempenho em função da intensidade computacional, foram
utilizados três formatos de estênceis: Um com 3, outro com 5 e outro com 9 pontos.
Figura 4. Representação do ambiente rCUDA proposto
6. Resultados Experimentais
Os resultados experimentais obtidos são apresentados por meio das Tabelas 2, 3 e 4.
As colunas “M” e “DP”, referenciam, respectivamente o valor médio e o desvio padrão
obtidos para cada conjunto de resultados. As séries de dados identificadas como “Serial
O3” referem-se aos resultados obtidos a partir do código serial compilado utilizando as
otimizações disponíveis para a flag O3 do compilador GCC e para o processador utilizado.
Os tempos de processamento coletados nos testes com estêncil de 3 pontos são
apresentados na Tabela 2.
Tabela 2. Tempos de processamento para o Estêncil de 3 pontos (segundos)
1024 2048 4096
M DP M DP M DP
Serial 5,69 0,02 22,83 0,04 91,54 0,04
Serial O3 2,04 0,01 8,16 0,01 36,54 0,01
CUDA 1,01 0,01 3,89 0,02 15,59 0,02
rCUDA 2GPUs 0,57 0,01 2,15 0,01 8,50 0,02
rCUDA 3GPUs 0,56 0,01 2,16 0,01 8,40 0,04
A Tabela 3 apresenta os tempos de processamento obtidos na execução do Estêncil
de 5 pontos.
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Tabela 3. Tempos de processamento para o Estêncil de 5 pontos (segundos)
1024 2048 4096
M DP M DP M DP
Serial 9,15 0,03 36,83 0,05 146,75 0,05
Serial O3 8,73 0,07 34,63 0,01 138,95 0,02
CUDA 1,33 0,01 5,26 0,02 21,35 0,03
rCUDA 2GPUs 0,77 0,01 2,99 0,01 11,98 0,03
rCUDA 3GPUs 0,67 0,01 2,51 0,01 9,53 0,05
Na Tabela 4 são mostrados os tempos de processamento obtidos na execução do
estêncil de 9 pontos.
Tabela 4. Tempos de processamento para o Estêncil de 9 pontos (segundos)
1024 2048 4096
M DP M DP M DP
Serial 13,85 0,01 55,75 0,07 222,58 0,05
Serial O3 10,55 0,01 42,31 0,03 170,28 0,04
CUDA 2,08 0,01 8,26 0,02 33,25 0,02
rCUDA 2GPUs 1,15 0,01 4,48 0,01 17,94 0,02
rCUDA 3GPUs 0,93 0,01 3,52 0,01 13,53 0,03
O valores de speedup correspondentes, obtidos para os estênceis de 3, 5 e 9 pontos,
em relação às versões seriais otimizadas, são respectivamente apresentados por meio dos
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Figura 5. Valores de speedup CUDA e rCUDA para as aplicações de Estêncil (3
pontos)
A análise das informações permite observar um ganho constante de desempenho
das versões CUDA a medida em que o tamanho do problema é aumentado.
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Figura 7. Valores de speedup CUDA e rCUDA para as aplicações de Estêncil (9
pontos)
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O aumento do formato do estêncil de 3 para 5 pontos implicou na ampliação do
speedup obtido pelas versões CUDA, porém o mesmo não foi observado após o aumento
para 9 pontos, indicando a necessidade de otimizações no kernel CUDA, de modo a pro-
mover o reuso das informações entre as threads.
Observa-se também uma redução entre 54 e 58% do tempo de processamento ao
dobrar a quantidade de placas por meio do rCUDA. Ao utilizar três GPUs foi possível
obter valores de speedup superiores a 12.
Outro fator importante a ser observado foi que a utilização das múltiplas placas re-
quereu, além do particionamento do domínio do problema, apenas a inserção de chamadas
ao método cudaSetDevice() e definição de streams paralelos para a execução simultânea
entre as GPUs.
7. Conclusões
A partir dos resultados obtidos percebe-se que a utilização de um sistema multiGPU per-
mitiu a execução do processamento em menor tempo, indicando, na aplicação utilizada,
a vantagem do uso da técnica.
Foi possível perceber também o aumento relativo da eficiência no uso da GPU ao
aumentar a intensidade computacional do problema: Ao aumentar o estêncil de 3 para 5
pontos, o aumento de desempenho da versão serial otimizada foi proporcionalmente me-
nor, enquanto as versões CUDA apresentaram uma redução constante no tempo de pro-
cessamento, o que resultou em valores de speedup ainda maiores na versão com o estêncil
de 5 pontos, mesmo considerando que a implementação CUDA não utilizou qualquer tipo
de otimização, como o uso de Shared Memory.
Os valores de speedup foram compatíveis com o das versões não otimizadas en-
contradas em outros casos na literatura consultada. Não foram obtidas métricas especí-
ficas sobre a utilização da GPU, pois a utilização de ferramentas de GPU profiling não
foram objeto de estudo deste trabalho.
Com os resultados obtidos no presente trabalho foi possível explorar, por meio do
rCUDA, a possibilidade de executar códigos multiGPU associando as GPUs de múltiplas
máquinas a um único cliente, contornando a limitação de uma única placa, comumente
encontrada em equipamentos de baixo custo.
Ao aumentar a quantidade de GPUs foi possível observar uma redução no tempo
de processamento. O desempenho obtido com a disponibilização das GPUs por meio da
arquitetura de rede viabilizada pelo rCUDA indica um baixo overhead de comunicação,
sugerindo a possibilidade de ganhos de desempenho constantes ao utilizar a técnica para
aumento de escala de aplicações.
Como trabalho futuro, pretende-se analisar o comportamento do desempenho ao
usar um número maior de GPUs, a fim de investigar os limites de escalabilidade da técnica
apresentada.
Um outro trabalho futuro possível consiste em efetuar uma comparação dos resul-
tados obtidos no presente estudo com outras técnicas de computação multiGPU, como o
uso de sistemas com múltiplas placas ou implementações utilizando MPI.
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