Introduction
Return volatility is not only a parameter of return distribution but also a key input in asset pricing, portfolio management and risk management. Volatility is not observable; therefore, unbiased and consistent estimation and accurate forecast of volatility is critical. This study compares the performance of various range based measures of volatility by using tick-by-tick data of crude oil futures contracts traded at multi commodity exchange India Ltd. (MCX).
Various volatility measures based on returns (e.g, absolute returns), using information content in past returns (Generalized auto regressive conditional heteroscedasticity (GARCH) family models, e.g, Bolerslev 1986; exponential GARCH by Nelsen, 1991 among others), range based models (e.g, Parkinson, 1980; Garman and Klass, 1980 ; among others) have been proposed in finance literature. Price range is defined as the difference in the high and low price observed during a time interval. Studies show that range based estimators are more efficient than the return based estimators (e.g., Rogers and Satchell, 1991 : Alizadeh, Brandt and Diebold, 2002 and Bali and Weinbaum 2005 . In the last three decades a number of range based estimators have been proposed, details of these estimators are given in the later part of the paper. However, range based estimators are proposed under the strong assumption that the price generating process is continuous and follow lognormal distribution. Theoretically these estimators may be more efficient and unbiased than the return based estimators but in reality prices are not observed continuously and therefore observed high and low during the trading interval may be different from the true high and low and may induce bias. In real market conditions, in the presence of market microstructure noise such as discretization and bid-ask bounce effect, range based estimators may be biased and inconsistent. Therefore, it is important to test the performance of these estimators in different real market conditions. Studies using high frequency data in recent years has provided enormous insights about the reaction of prices to information and volatility behavior. Martens and Dijk (2007) and Chriestensen and Podolskij (2007) proposed intraday range based estimators with bias correction procedures for the potential distortions caused by the market microstructure noise.
Estimators based on high frequency data are computationally expensive and requires large data set and for some assets, high frequency data is not easily available (e.g, real estate market). Further, in emerging markets, where liquidity in trading and infrequent trading is a common phenomenon, it is interesting to compare the performance of intraday range based estimators with the daily range based estimator.
In this paper, we compare the performance of intraday and daily range based estimators for the crude oil futures contracts traded at MCX for a period from 2005 to 2011. We contribute the extant literature in several ways. First, Commodity markets as an alternative investment class has gained enormous popularity among the investors as it provides diversification benefits and helps in reducing risk in portfolio management. Most of the research in this area are concentrated on the index performance or forex markets, but, given the importance of the commodity markets it has not been explored effectively. For the emerging markets like India, very limited studies has been carried out though such studies are required to understand the characteristics of these markets. Second, This study examines the performance of various intraday and interday range based volatility estimators with the traditional absolute return. This is important to see in the light of newly developed intraday range based estimators whether daily estimators are still relevant, given the fact that infrequent trading is a major concern for the emerging market like Indian crude oil futures market. Also, daily range data are easily available as compared to high frequency data so it is important to see what gains, if any, are there if practitioners use estimators based on daily range . Third, this study have used tick-by-tick data which is most informational. Very few studies has used such data set for Indian crude oil futures market. Lastly, For the benchmark volatility this study uses two scale realized volatility (TSRV) proposed by Zhang et al. (2005) , which make use of both low and high frequency data and it is corrected for the microstructure noise over the realized volatility.
Our findings show that all the range based estimators are better than the traditional absolute return measure of volatility in terms of both unbiasedness and efficiency. Intraday range based estimators are superior than the daily range based estimators. We use MBIAS, MRB to test the bias and MAE, RMSE for the efficiency of the estimators by taking TSRV as benchmark. AR, MA, ARMA, three volatility forecasting filters are used for evaluating forecasting performance of the volatility estimators. ARMA (1,1) filter provides the minimum bias and highest efficiency for both in-sample and out-of-sample forecast. This work has implication in risk management. This study is organized as follows. Section 2 provides relevant literature review. In section 3 we discuss the methodology for the estimation and forecasting of return volatility. Section 4 provides the data description. Section 5 discussed the results and finally section 6 concludes. Parkinson (1980) , Garman and Klass (1980) and Rogers and Satchels(1991) proposed volatility estimators based on daily price range. These estimators are 5 to 14 times more efficient than the historical volatility estimator. Akay et al. (2010) finds that in a market where inter predictable patterns in volatility are expected Parkinson measure is more efficient and reduce the impact of microstructure noise than the absolute return. Despite the fact that these estimators are build with the assumption of continuous trading, studies show the efficiency of these estimators over the volatility estimators based on daily returns (Wiggins, 1991) . However, for the illiquid assets and in the presence of microstructure noise, such as, discrete trading these estimators may be biased (Marsh and Rosenfeld, 1986) . Another issue with these studies is with the choice of benchmark volatility, these papers uses absolute returns as the benchmark for the true volatility which itself a noisy estimator of volatility.
Literature Review
High frequency data provides more information about the price discovery process and has been used extensively to develop more efficient volatility estimators. Andersen et al. (1998) proposed the concept of realized volatility and defined it as a sum of squared returns of intraday returns as a proxy for the true volatility. But, studies show that sum of squared returns are not efficient estimator in the presence of market microstructure noise. Ait-Sahalia, Mykland, and Zhang (2005) proposed two scale realized volatility (TSRV) by using both high and low frequency and find that even in the presence of market microstructure noise TSRV perform better in terms of both bias and efficiency. Both realized volatility estimator and TSRV have been extensively used in finance literature as a benchmark (e.g, Bali and Weinbaum, Vipul and Jacob 2007) . Christensen and Podolskij (2007) ; Martens and van Dijk(2007) proposed volatility estimators by using intraday range and corrected for the microstructure noise. In a study comparing the performance of intraday and interday range based estimators, Jacob and Vipul find that the estimation performance of range based estimators is not affected by the levels of liquidity and volatility (Jacob and Vipul, 2008) . However, in a study of the stocks traded at CAC, Todarova and Husman find that bias and efficiency of the range based estimators depend upon the stocks' liquidity (Todarova and Husman, 2012). Chou et al. (2010) provides an excellent review of range based volatility estimators and their application in the field of finance.
Intraday range based estimator requires more intensive data set and difficult to implement as compared to easily computable daily range based volatility estimators. Correction procedures for microstructure noise in intraday range based volatility estimators depends upon the sampling frequency and vary from asset to asset with liquidity level and other market characteristics. Most of the literature on volatility estimation is focused on forex markets, indices and stocks. Commodities are not supposed to be as liquid as indices or forex market. Therefore, it is required to investigate further in different market settings to test the robustness and to get more insight of the results. Given the importance of the futures market, studies on emerging commodity futures markets using intraday data are rare. Rajvanshi, V. (2013) used tick-by-tick data for testing the role of the trading numbers and order imbalance for explaining volume-volatility relationship for energy and metal futures. In Indian context, studies on crude oil futures contracts volatility are very important as India is the fourth world's largest importer of crude oil and it is used as a hedging tool by several industries. In 2011-12 India imported oil of around $140 billion which accounts a significant percentage of India's total import.
Methodology

Range Based Estimators
Let O t, C t , H t and L t denoting the log of opening, closing, highest and lowest price respectively during the day 't'. Range based estimators are proposed with the assumption that asset price at time 't', S t follows the geometric Brownian motion
Where the Brownian motion assume constant drift µ and constant volatility σ>0. The solution of stochastic equation given in equation (1) is given by ( ) .
The classical estimator (CL) is computed as the absolute returns from open-to-close price of the trading day 't'.
(2)
Parkinson (1980) defined a range based volatility estimator (PK) by using log of high and low price obtained during the trading day and assuming zero drift in prices:
Where, factor 1/4 ln 2 is equal to the reciprocal of the second moment of the range of a standard Brownian motion of a continuous price series. It can be shown that in the absence of drift (i.e. ) Parkinson's measure is five times more efficient than the classical estimator of volatility,. Garman and Klass (1980) proposed a minimum variance unbiased estimator (MVUE) of volatility under the same assumption of the Parkinson (1980) . In addition to Parkinson's measure, Garman and Klass (GK) incorporated the opening and closing prices. GK measure is defined as Jacob and Vipul (2008) pointed out that middle terms in the above expression is much smaller than first and last terms. Therefore, the Garman Klass estimator (GK) is in fact a weighted average of the Parkinson estimator (PK) and the classical estimator (CL). Theoretically, GK estimator is seven times efficient than the classical estimator. Unlike the PK and GK measures, Rogers and Satchell (1991) relaxed the zero drift assumption and developed a new volatility estimator and show that this estimator perform better than PK and GK measures in presence of drift (i.e. )
However, Rogers and Satchell estimator fails to capture the true variation in prices when opening or closing price are also the high or low of the day. Rogers and Satchell (1991) also proposed a correction in RS and GK measures for the continuous price assumption, as in actual trading, prices are observed discontinuously. For a trading day 't' with N documented prices, the Adjusted Rogers and Satchell's (ARS) estimator of volatility is the positive root of the following quadratic equation
and the adjusted GK is the positive root of the following quadratic equation
Christensen and Podolskij (2007) developed realized range based volatility estimator (RR), by replacing each squared intraday returns in Andersen et al. (1998) realized volatility model with the intraday range
Where 'I' is the number of intraday intervals and and denote log price of highest and lowest prices observed in the i-th intraday interval of day 't', respectively. In the presence of microstructure noise this estimators may be upwardly biased as compared to realized variance proposed by Andersen et al. (1998) . In particular, because of the discretization and bid-ask bounce effect, observed highest price during the trading interval is likely to be at the ask and observed lowest price is likely to be at bid price which increases the range by the bid-ask spread as compared to the true range and induces upwardly bias in RR estimators. Also, infrequent trading may induce downward bias in realized range based estimator therefore to avoid the impact of infrequent trading we use 5, 10, 15 and 30 minutes intervals for the computation of RR estimator.
In order to improve the bias and efficiency in RR estimators, Martens and van Dijk (2007) proposed a bias correction procedure by using daily range, as, daily range is much less contaminated by the microstructure noise than the intraday range. They scaled the realized range estimator with the average level of daily range in order to correct for the downward bias. The scaled realized range estimator proposed by Martens and van Dijk(2007) is defined as
Where 'q' is the number of days with which the realized range estimator is scaled. The choice of 'q' depends upon the trading intensity and spread. If spread and trading intensity is changing then 'q' should not set too large. We have calculated the scaled realized range variance estimators using 10 to 120 days period in an increment of 10 days. RR0510 denotes the realized range volatility corrected for bias by using the last 10 days daily range.
Measuring Benchmark Volatility
While judging the performance of volatility estimators in estimation and forecasting, choice of benchmark volatility is important. Andersen et al. (1998) proposed realized volatility as the sum of squared returns but in the presence of microstructure noise and Jumps realized volatility does not provide efficient estimator of true quadratic variation. Ait-Sahalia, Mykland, and Zhang (2005) proposed two scale realized volatility (TSRV) which uses a linear combination of the quadratic variances at the two frequencies. TSRV is consistent and unbiased estimator of true volatility even in the presence of microstructure noise. The intuition behind this estimator is that the realized variance at highest frequency consistently estimates the noise variance that may be used to reduce the bias from the low frequency estimator. TSRV is estimated as:
Where is the average realized variance, obtained by using a certain low frequency (e.g., 5-min, 10-min etc.) which is corrected, by realized variance obtained with the higher available sampling frequency (e.g., 1-seconds, 10-seconds etc, depending upon the liquidity of the trading instruments). M is the number of daily returns and n is average number of returns over the low frequency. TSRV is used as benchmark for realized volatility in number of studies (e.g.; Martens & van Dijk, 2007; Vipul & Jacob, 2007; Jacob & Vipul, 2008; Christensen, Podolskij & Vetter (2009); Todorova and Husmann (2011) ). We have considered 5-minutes returns for low frequency and 10-seconds return for high frequency.
Forecasting Techniques
In this study, to test the forecasting performance of the volatility estimators, we have used autoregressive AR(p), Moving average MA(q), Autoregressive moving average ARMA(p, q) methods.
AR(p) process for a time series can be defined as ∑
Where are the parameters, is a constant and is a white noise process. Autoregressive moving average ARMA(p, q) is presented as,
While simple moving average forecasting method is defined as ∑
Performance Evaluation
Unbiasedness and efficiency both are desirable properties of a good estimator. To evaluate the meaningful comparison for the estimation and forecasting performance of various rangebased estimators we have used both efficiency measures (Root Mean Square Errors (RMSE) and Mean absolute error (MAE)) and bias measures (Mean Relative Bias (MRB) and Mean BIAS). Choice of MAE is important for the robustness of the results as the outliers in time series may have significant impact on RMSE whereas, MRB and MBIAS provide the magnitude of bias.
Where TSRV is the two scale realized volatility proposed by Zhang, Mykland and Ait Sahalia, (2005) and it is used as benchmark volatility and ̂ is the volatility estimated by using different estimators.
Data and Formation of Time Series
We obtained tick-by-tick data from Systrade, RCS Poitiers, France, for crude oil contracts from July 2005 to July 2011 traded at MCX. This data provides the price, quantity traded and time stamp in milliseconds. Crude oil contracts are one of the most liquid contracts among the commodities traded at MCX. Table 1 provides the information about the traded volume, contract expiration months of the top commodities traded at MCX. We form the time series of prices by using nearest month expiration contracts. We formed continuous time series by rolling over contract to the next contract when the daily volume of the last month exceeds the daily volume of the current month. In other words, we formed the time series by using the active contracts only. During the analysis we found that the volume of the last month contracts exceeds the front month contracts on an average four days before the contract expiration. It might be due to the fact that participants in the futures markets rollover their position to the next contracts few days before the expiration of the contracts. This is particularly important in the Indian context as only nearest month contracts are liquid enough to provide the insight about the price discovery and other characteristics of the returns. Time series produces 13,779 average number of tick per day during the study period. Table 2 provides, year-wise daily average number of ticks, median and standard deviations. It is interesting to see that average number of ticks has increased significantly from July 2005 to July 2011. This shows that the trading interest in this market has increased significantly in the last few years.
MCX provides about 13 and a half-hour trading window (from 10:00 AM to 11:30 PM). We have not considered those trading days in which the volume in any 30 minute was not available or was equal to zero. In addition, during some holidays trading in energy and metal futures starts at 5:00PM and continues till 11:30 PM. Liquidity during these days are usually significantly low as compared to normal days, therefore we have not considered those trading days in this study. We have considered data from Monday to Friday only as on Saturdays, trading timing is different from other working days.
Finally, we arrived at 1481 trading days for the analysis. Further for the estimation of the TSRV we converted data into nearest to second time. If price information was not available in the preceding second nearest previous tick information is used. This produces 48 600 price information per day and overall 71 976 600 data points. Figure 2 provides the histogram of raw returns. Histogram show that returns are concentrated around the mean, but at the same time returns exhibits fatter tails and higher peaks. It is also clear from the histogram that the number of extreme losses is higher than the number of extreme gains (as captured by negative skewness). Histogram provides the support of our findings that returns are not normally distribution. Table 3 provides the mean, standard deviation, kurtosis, skewness, minimum and maximum values for all volatility estimators used in this study. The mean volatility is highest for the TSRV estimator followed by the Garman-Klass estimator corrected for the discreteness in the trades. The results are in line with the theoretical expectations due to the fact that TSRV uses all the information available in high frequency data and estimate the true variations in the returns. Classical measure open-to-close return volatility is the lowest among the estimators estimated. Adjusted Garman Klass measure (AGK1) shows an improvement in the mean volatility estimate over simple Garman Klass measure of volatility (GK) as it become more near to our benchmark volatility measure (i.e. TSRV). An improvement in volatility estimation is also noticed after the correction for bias (ARS1) in the Rogers and Satchels estimate of volatility (RS) estimated by using daily range. These findings shows that there is a presence of microstructure noise in the data and adjustment procedures are useful in correcting for that bias.
Results and Discussion
Estimation Performance of Different Volatility Measures
One interesting finding is that the mean volatility estimated by realized range of intraday intervals (RR05 to RR30) for different intervals (05, 10, 15, 30 minutes) increases as we move towards the lower frequency and it is very close to the benchmark volatility estimator (TSRV) when estimated by using 30 minute interval range. This may be due the infrequent trading. Martens and Dijk (2007) mentioned that in the presence of infrequent trading volatility estimators estimated by intraday realized range are likely to be downwardly biased and they proposed the bias correction through scaling. If this is the case then by scaling with daily realized range would improve the volatility estimators. We applied bias correction procedure proposed by Martens and Dijk (2007) . Volatility estimators obtained after bias correction (RRst0510 to RRst05120) through scaling of last 'q' days ('q' vary from 10 to 120 days). Realized range volatility corrected for bias by using past 10 days realized volatility show a close resemblance to TSRV (average RRst0510 is 1.628 as compared to the average TSRV 1.624). However, volatility increases consistently as we scaled the realized range volatility (RR05) with realized volatilities of longer length. This may be because of the fact that trading intensity and bid-ask spread change rapidly during the period of study as it can be seen from the Table 2 that the trading intensity has increased significantly in the past years and first order correlation shows the presence of bid-ask bounce noise. Descriptive statistics shown in Table 3 indicates that volatility distribution is not normal for all the volatility estimators but kurtosis reduces as we move from daily to intraday realized range volatility estimators and improved further when corrected for bias. Estimation performance of the volatility estimators are estimated by using four loss functions viz. MBIAS, MAE, MRB and RMSE. Table-4 reports sample estimates of the loss functions for all volatility estimators.
Mean bias is negative for all volatility estimators except for the realized range estimators scaled for bias-correction. This indicates daily range based estimators (PK, GK and RS) underestimates the true volatility. Realized range estimators estimated by using 10, 15 or 30 minute interval range (RR10, RR20 and RR30) are very close to benchmark TSRV and this difference is narrowed down further when these measures are corrected for bias through daily range (RRst0510 to RRst05120). Results are further confirmed by mean absolute error (MAE) and mean relative bias (MRB). Earlier studies (see e.g., Marsh & Rosenfeld, 1986 : Wiggins, 1991 finds that the daily range based estimators are generally negatively biased as compared to the classical volatility estimator CL. Our findings support the results obtained in earlier studies which uses the realized variance (e.g., Bali and Weinbaum, 2005) . and TSRV as a proxy for the true volatility (e.g., Vipul and Jacob, 2007; Todorova and Husmann, 2011) . Classical estimator CL is inferior to all daily and intraday range based estimators in terms of both bias and efficiency. As far as efficiency is concerned, RMSE shows that intraday realized range volatility estimators estimated from 10, 15, 30 minute intervals (RR10 to RR30) perform best among the volatility estimators under comparison. Among the daily range-based estimators, bias corrected, Adjusted Garman-Klass estimator (AGK1) is less biased to the benchmark followed by the Garman-Klass estimator. Parkinson estimator performs worst among the range-based estimators when both efficiency and biasness are considered.
Scaled realized range based estimators (RRst) of Martens and van Dijk (2007) estimated by using the five minute returns show significant improvement over the realized range based estimator (RR) in terms of bias measured by the MBIAS and MRB and efficiency measured by the MAE and RMSE. Results for RRst reported in Table 4 shows one interesting finding that the mean bias is positive compared to the benchmark volatility (TSRV). The correction procedure for microstructure noise as proposed by the Martens and van Dijk (2007) is successful in improving the efficiency of the realized range estimator. The optimal value of the RRst is obtained when 5 minute realized range volatility estimator is scaled by using 10 days daily range and beyond that there is no improvement till 120 days.
In short, daily range based estimators are less biased and more efficient than the classical estimator CL. Intraday range based estimators corrected for microstructure noise performs better than the daily range based estimator and classical estimator.
Forecasting Performance
Out of sample volatility forecasting of the classical estimator CL, range based estimators PK, GK, AGK, RS, ARS, RR, scaled realized range based estimator RRst and TSRV has been examined by forecasting 1-day ahead volatility for the 481 days. 1000 days rolling window has been used for the estimation of the AR, MA and ARMA process. Results of volatility forecasts are reported in Tables 5 to 7 . Selection of order for AR, MA and ARMA process is chosen on the basis of the Akaike Information Criteria (AIC ) and Baysian Information Criteria (AIC ). We also looked at the correlation structure for the best fitting of the forecasts made by different volatility estimators.
AR(3) process provides the minimum MBIAS and RMSE for all the volatility estimators among the AR process applied from order 1 to 10. Forecasts deteriorate for the higher order of the auto regressive process, for the brevity of space; those results are not reported. Findings show that TSRV and realized range based estimators of Martens and Dijk performs better than the other volatility estimators. Classical estimator CL performs worse among all the estimators compared. Given the expensive tick-by-tick price information required to compute TSRV estimator, intraday realized range based estimators seems more economical and efficient to estimate the 'true' volatility. Five minute realized range based estimator provides most accurate forecast that the lower frequency intervals. It seems that five minute frequency is the optimal interval for the estimation of the realized volatility. These findings support the findings of the Martens and van Dijk (2007) and Christensen and Podolskij (2007) . Results are not conclusive about the choice of volatility forecasting method but in most of the cases ARMA (1,1) process seems to be superior. Results for the forecasting suggest that intraday realized range based estimators performs best followed by the TSRV. Among the daily range based estimators GK estimator perform superior followed by the PK estimator. The realized range sampled at five and ten minutes appear to be more efficient which supports the results drawn for the estimation performance in the previous section. 
Conclusions
Studies comparing the performance of the volatility estimators suggest that the rangebased estimators are more efficient than the return based estimators though these estimators have some limitations. These estimators require adjustment for the market microstructure noise, particularly, bid-ask bounce, presence of drift and discreteness which tend to distort the volatility estimators. This study compares the performance of various daily and intraday range based estimators considering TSRV as the benchmark volatility for the crude oil futures traded at Multi Commodity Exchange India Limited (MCX) for the period from July 2005 to July 2011.
All the daily and realized range based estimators are negatively biased except the realized range estimator proposed by Martens and van Dijk (2007) . These findings support the earlier findings of Todorova and Husmann (2011) for CAC index. Our findings show that the intraday realized range based estimators perform best as compared to the daily range-based and classical estimator in terms of both efficiency and bias. Garman-Klass and Rodgers-Satchell estimators corrected for discreteness reduce the bias in volatility estimation but are not successful in removing the bias completely. Parkinson measure performs the worst among all daily range based estimators. We use AR, MA, ARMA, three volatility forecasting filters for evaluating the estimation and forecasting performance of the volatility estimators. ARMA (1,1) filter provides the minimum bias and highest efficiency for both in-sample and out-of-sample forecast. Estimation and forecasting performance shows that intraday realized range based estimator proposed by Martens and van Dijk (2007) appears to capture the volatility process better than the other volatility estimators. Given the expensive tick-bytick price information required to compute TSRV estimator, realized range based estimators seems to be more economical and efficient to estimate the 'true' volatility.
