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Abstract
In this paper all coordinates in two variables over a Noetherian Q-domain of
Krull dimension one are proved to be projectively tame. In order to do this, some
results concerning projectively-tameness of polynomials in general are shown.
Furthermore, we deduce that all automorphisms in two variables over a Noethe-
rian reduced ring of dimension zero are tame.
1 Introduction
One of the main open problems concerning polynomial automorphisms
over a field is if each such automorphism is tame. The answer is only
known for any field in dimension two : this is the classical Jung -Van der
Kulk Theorem ([11], [12], [9]).
Nagata in [13], 1972, constructed a candidate counterexample in dimen-
sion three which is still not known to be tame or wild in spite of the
many attempts to show this (see for example [2] and [5]). However it
was shown to be stably tame by M. Smith in [14]. Also in [10] and [4]
it is shown that large classes of automorphisms over commutative rings
are stably tame based on the idea used in [14].
More recently, the problem of (stably) tameness has been investigated
by Drensky and Yu in [6] where they considered k[z]-automorphisms of
k[z][x, y]. Their paper was followed by a result of Edo -Ve´ne´reau ([7])
in which they study a special class of Nagata-like automorphisms over
a UFD, which are all shown to be stably tame. In [3] the author ex-
tended the result as follows : for any commutative ring R a class B(R)
of polynomials in R[x, y] is defined (containing the polynomials studied
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in [7]) and it is shown that if a polynomial of this class is a coordinate
then it is projectively tame, which means that it is the image of x under
a tame R-automorphism of R[x, y, z1, . . ., zm], where z1, . . ., zm denote m
new variables for some m ≥ 1.
The main result of this paper uses this result, among others, to show
that in case R is a Noetherian Q-domain of Krull-dimension one then
every coordinate in R[x, y] is projectively tame.
2 Generalities about projectively-tameness
In this section we shall state some general facts about projectively-
tameness that can be found in [3]. Furthermore, some new results will
be proved and together they’ll be used in the proof of our main theo-
rem in the next section. But let us start with the definition of the most
important notion of this paper, namely that of polynomial maps resp.
polynomials which are projectively tame. But before that, we have to
recall some definitions of certain special groups of automorphisms. For
the remainder of this section, let R be a commutative ring.
Definition 2.1. For a commutative ring R let R[X] := R[X1, . . ., Xn]
and Aff(R, n) := {F =(F1, . . ., Fn) ∈ AutRR[X] | deg(Fi) = 1 ∀ i}, the
affine subgroup of the group of all R-automorphisms.
Furthermore, let E(R, n) be the subgroup generated by the elementary
automorphisms, i.e. the automorphisms of the form
(X1, . . ., Xi−1, Xi + a(X1, . . ., Xˆi, . . ., Xn), Xi+1, . . ., Xn)
where a ∈ R[X1, . . ., Xˆi, . . ., Xn].
Finally, the tame subgroup T (R, n) will be the subgroup generated by
all affine and elementary automorphisms.
Let us now turn our attention to the 2-variable case. The following
important Theorem can be found in [11] and [12] (see also [9], Theo-
rem 5.1.11).
Theorem 2.2 (Jung, van der Kulk). IfK is a field, then AutKK[x, y] =
T (K, 2). In other words, every automorphism in two variables is tame.
With all of this in mind, it is natural to come up with the concept of
projectively-tameness, which we will now describe.
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Definition 2.3. Let n, p ∈ N∗. A polynomial map F = (F1, . . ., Fp) ∈
R[X1, . . ., Xn]
p is called projectively tame if there exist new variables
Y1, . . ., Ym and certain G1, . . ., Gn+m−p ∈ R[X1, . . ., Xn, Y1, . . ., Ym] such
that (F1, . . ., Fp, G1, . . ., Gn+m−p) ∈ T (R, n + m). (Note that since this
implies that R[Y1, . . ., Ym] = R[G1|X=0 , . . ., Gn+m−p|X=0 ], it follows that
n+m− p ≥ m, so automatically we have p ≤ n.)
Two polynomial maps F (i) = (F
(i)
1 , . . ., F
(i)
pi ) ∈ R[X1, . . ., Xn]pi (i = 1, 2)
are called projectively tame equivalent if there exist new variables
Y1, . . ., Ym, certain G
(i)
1 , . . ., G
(i)
n+m−pi ∈ R[X1, . . ., Xn, Y1, . . ., Ym] and a
ϕ ∈ T (R, n+m) such that
(F
(2)
1 , . . ., F
(2)
p2
, G
(2)
1 , . . ., G
(2)
n+m−p2) = (F
(1)
1 , . . ., F
(1)
p1
, G
(1)
1 , . . ., G
(1)
n+m−p1)◦ϕ
A polynomial f ∈ R[X1, . . ., Xn] is called a projectively tame coordi-
nate if F := (f) is a projectively tame polynomial map. Furthermore,
two polynomials f, g ∈ R[X1, . . ., Xn] are called projectively tame
equivalent if (f) and (g) are projectively tame equivalent as polyno-
mial maps. In other words, if there exists a ϕ ∈ T (R, n +m) for some
m ∈ N such that ϕ(f) = g.
It is immediately clear that coordinates of a tame automorphism
are projectively tame. Since, by Theorem 2.2, every automorphism of
K[X, Y ] (where K is a field) is tame, it already follows that certainly ev-
ery coordinate f ∈ K[X, Y ] is projectively tame. But if, for example, one
replaces K by an integral domain R, the question whether every coordi-
nate of R[X, Y ] is projectively tame is still open. Even more surprisingly,
not a single non-projectively-tame coordinate over any commutative ring
has yet been found.
In two variables some progress has been made, though. In the paper
[3] a certain class of polynomials defined over any commutative ring R
(denoted B(R) = ⋃n∈N Bn(R)) was introduced which in case R is a field
exactly describes all coordinates in two variables. The main theorem
in that paper stated, that all coordinates in B(R) are projectively tame
(where R is an arbitrary commutative ring), although in that paper the
term ”stably tame” was used instead of ”projectively tame”. Theorem 3.6
in that paper, which was very crucial for the proof of its main theorem,
will prove to be very useful in the next section. It states the following :
Theorem 2.4 (Berson). Suppose f ∈ R[X] := R[X1, . . ., Xr] has the
following property : there exist p1, . . ., pn ∈ R such that f ∈ R/(pi)[X]
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is a projectively tame coordinate for each pi. Then p1· · ·pnZ + f is a
projectively tame coordinate, where Z is a new variable.
Since we shall be using some facts about the class B(R) in the next
section, it may be wise to recall the definition.
Definition 2.5. Let R be a commutative ring and take g0, p1, p2, . . .∈ R,
p0 ∈ R∗ and G1(Y ), G2(Y ), . . . ∈ R[Y ]. Then we define the following
polynomials in R[X, Y ] :
• F0 = p0Y + g0
• F1 = p1X +G1(Y )
• F2 = p2Y +G2(p1X +G1(Y ))
• Fn = pnFn−2 +Gn(Fn−1) (for all n ≥ 3)
Now Bn(R) := {Fn | g0, p1, p2, . . . ∈ R, p0 ∈ R∗, G1(Y ), G2(Y ), . . . ∈
R[Y ] }. Furthermore, let B(R) = ⋃n∈N Bn(R).
The following property of the polynomials of the class just defined
may be worth mentioning, for we shall use it later on.
Lemma 2.6. det J(Fn, Fn−1) = (−1)n+1p1 · · · pn for all n ≥ 2.
Proof. det J(F2, F1) = det J(p2Y + G2(p1X + G1(Y )), p1X + G1(Y )) =
det J(p2Y, p1X +G1(Y )) = p2 det J(Y, p1X) = −p1p2.
Now assume, that the statement is true for all k < n. Then we have :
det J(Fn, Fn−1) = det J(pnFn−2+Gn(Fn−1), Fn−1) = pn det J(Fn−2, Fn−1)
=−pn det J(Fn−1, Fn−2)=−pn((−1)np1 · · · pn−1)=(−1)n+1p1 · · · pn.
As remarked earlier, every coordinate in two variables over a field K
is an element of the class B(K). It is still not certain whether every tame
coordinate in two variables over R is in my class, but at least we can
prove this for all coordinates of a special class of automorphisms, the
so-called strongly tame automorphisms.
Definition 2.7. Let a1, a2, a3, a4 ∈ R, then F=(a1X+a2Y, a3X+a4Y ) ∈
Aff(R, 2) is called simply linear if there is an i such that ai ∈ R∗. Let
SAff(R, 2) be the collection of all simply linear automorphisms. Then
by a strongly tame automorphism we mean an element of the automor-
phism subgroup ST (R, 2) :=< SAff(R, 2) , E(R, 2) > of AutRR[X, Y ].
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Lemma 2.8. Let R be a commutative ring and σ ∈ ST (R, 2). Then
there exist p0 ∈ R∗, p1, . . ., pn+1, g0 ∈ R and G1(Y ), . . ., Gn+1(Y ) ∈ R[Y ]
such that σ(X) = Fn+1 and σ(Y ) = Fn, as in Definition 2.5. We may
even assume, that pi ∈ R∗ for all i.
Proof. Write σ = τnλn · · · τ1λ1τ0, with n ∈ N∗, τi elementary and λi
simply linear for all i. By using automorphisms which are elementary and
simply linear to simplify most of the automorphisms in the composition of
σ, beginning with the leftmost one, and by inserting the identity multiple
times if necessary, we may assume the following :
1. for i ≥ 0 τi is of the form τi = (X+hi(Y ), Y ), where hi(Y ) ∈ R[Y ]
2. for i ≥ 1 λi is of the form λi = (aiX + biY, diX + eiY ), where
ai, bi, ei ∈ R, di ∈ R∗
To prove the statement, we will use induction with respect to n :
• The case n = 0 : by assumption 1. , τ0 can be written as
τ0 = (p1X +G1(Y ), p0Y + g0) (with p1, p0 ∈ R∗, G1(Y ) ∈ R[Y ] and
g0 ∈ R)
• If n ≥ 1, then write τn−1λn−1 · · · τ1λ1τ0 = (Fn, Fn−1).
Then σ = (X + hn(Y ), Y )(anX + bnY, dnX + enY )(Fn, Fn−1), and
writing Fn = pnFn−2 + Gn(Fn−1) (where, in case n ≤ 2, F0 := Y
and F−1 := X) and α := anen − bndn, we get
σ(Y ) = dnFn + enFn−1 = dnpnFn−2 + dnGn(Fn−1) + enFn−1
σ(X) = anFn + bnFn−1 + hn(σ(Y ))
=
1
dn
(andnFn + bndnFn−1) + hn(σ(Y ))
=
1
dn
(andnFn + (anen − α)Fn−1) + hn(σ(Y ))
=
an
dn
σ(Y )− α
dn
Fn−1 + hn(σ(Y ))
So σ(Y ) = F˜n and σ(X) = F˜n+1, where F˜n and F˜n+1 are in our class
of Definition 2.5 defined by p˜1, . . ., p˜n+1 and G˜1(Y ), . . ., G˜n+1(Y ),
with p˜i = pi and G˜i(Y ) = Gi(Y ) if i < n, p˜n = dnpn ∈ R∗, G˜n(Y ) =
dnGn(Y ) + enY, p˜n+1 = − αdn ∈ R∗ and G˜n+1(Y ) = hn(Y ) + andnY.
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The reason why Theorem 2.4 turned out to be very useful in the
proof of the main theorem in [3] may become clear when considering the
following proposition, which can be found as Proposition 3.2 in [3]. Of
course, by the ‘Fn’ in the statement the ‘Fn’ in Definition 2.5 is meant.
Proposition 2.9 (Berson). For every n ≥ 2, Fn is projectively tame
equivalent to p1· · ·pnZ + Fn ∈ R[X, Y, Z].
Remark 2.10. The proof of Proposition 2.9 gives us certain tame ϕn−1 ∈
AutRR[X, Y, Z2, . . ., Zn] and ϕn ∈ AutRR[X, Y, Z2, . . ., Zn+1] (for new
variables Z2, . . ., Zn+1) such that ϕ
−1
n−1ϕn(Fn) = Fn and ϕ
−1
n−1ϕn(Fn−1) =
p1 · · · pnZn+1 + Fn−1 (where ϕn−1 is extended by ϕn−1(Zn+1) := Zn+1).
We shall use these facts in the proof of our main theorem.
In the remainder of this section we shall discuss some new results
concerning projectively-tameness. Apparently, as we shall see, some-
thing can be said about the projectively-tameness of a polynomial when
viewing the coefficients modulo some ideal. A good example of this is
Theorem 2.14 below. But we first need a rather technical proposition.
Proposition 2.11. Suppose F = (X1+H1(X), . . ., Xn+Hn(X)) ∈ R[X]n
(X := (X1, . . ., Xn)) where R is a commutative ring with ideal a and
Hi(X) ∈ a[X] for all i. Write Hi(X) =
∑
j∈Nn c
(i)
j X
j1
1 · · ·Xjnn for certain
c
(i)
j ∈ a. Define J := {j ∈ Nn | ∃ i ∈ {1, . . ., n} | c(i)j 6= 0 }. Let Yj be a
new variable for every j ∈ J . Then F is projectively tame equivalent to
a polynomial map of the form
(X1 + H˜1(X, Y ), . . ., Xn + H˜n(X, Y ), (Yj + Ĥj(X,Y ))(j ∈ J))
where H˜1, . . ., H˜n ∈ a2[X, Y ] and also Ĥj ∈ a2[X, Y ] for every j ∈ J .
Proof. Let m be the number of new variables Yj. Choose for every j ∈ J
a polynomial Pj(X, Y ) ∈ a[X, Y ] (we will specify them later). Then let’s
define F˜ ∈ R[X]n+m by
F˜ = (X1 +H1(X), . . ., Xn +Hn(X), (Pj(X,Y ))(j ∈ J))
Now let R := R/a2. We will show, that the Pj can be chosen in such a
way that F˜ ∈ E(R, n+m) and then we are done.
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Define ϕ1 ∈ E(R, n+m) by ϕ1(Xi) = Xi+
∑
j c
(i)
j Yj for all i and ϕ1(Yj) =
Yj for all j. Then we have (since a
2 = (0))
F˜ ◦ ϕ1 = ((Xi +
∑
j ∈ J
cj
(i)Yj +Hi(X))(i), . . .)
(The other components will be specified later.)
Furthermore, define ϕ2 ∈ E(R, n + m) by ϕ2(Xi) = Xi for all i and
ϕ2(Yj) = Yj − Xj for all j (where Xj := Xj11 · · ·Xjnn ). This gives us
(since Hi(X) =
∑
j c
(i)
j X
j)
F˜ ◦ ϕ1 ◦ ϕ2 = ((Xi +
∑
j ∈ J
cj
(i)Yj)(i), . . .)
Composing this with ϕ1
−1, we get
F˜ ◦ ϕ1 ◦ ϕ2 ◦ ϕ1 −1 = (X1, . . ., Xn, . . .) (1)
Now we will take a look at the effect of the ϕi on the Pj. Since ϕ1 is
the identity modulo a, we have
F˜ ◦ ϕ1 ◦ ϕ2 ◦ ϕ−11 ◦ ϕ−12 ≡ (. . . , (Pj(X, Y ))(j ∈ J)) (mod a)
which implies that we can choose every Pj of the form Pj(X, Y ) = Yj +
Qj(X, Y ) with Qj(X, Y ) ∈ a[X, Y ] and such that
F˜ ◦ ϕ1 ◦ ϕ2 ◦ ϕ−11 ◦ ϕ−12 = (. . . , (Yj)(j ∈ J)) (2)
Equation (1) gives (since ϕ2(Xi) = Xi ∀ i)
F˜ ◦ ϕ1 ◦ ϕ2 ◦ ϕ1 −1 ◦ ϕ2 −1 = (X1, . . ., Xn, . . .)
So together with equation (2) we deduce
F˜ ◦ ϕ1 ◦ ϕ2 ◦ ϕ1 −1 ◦ ϕ2 −1 = (X1, . . ., Xn, (Yj)(j ∈ J))
This implies that F˜ϕ1ϕ2ϕ
−1
1 ϕ
−1
2 − (X, (Yj)(j ∈ J)) ∈ a 2[X,Y ]m+n, which
completes the proof.
Theorem 2.12. Let R be a commutative ring and η its nilradical. Every
map of the form F = (X1+H1(X), . . ., Xn+Hn(X)), where Hi(X) ∈ η[X]
for all i, is projectively tame.
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Proof. First, suppose that the statement is true as soon as the coefficient
ring is Noetherian. Now let R be an arbitrary commutative ring and
F ∈ R[X]n as in the statement of this theorem. Let I be the collection
of all coefficients of F . Then the subring R′ := Z[I] of R generated by
the elements of I is Noetherian and F ∈ R ′[X]n, which implies that F
is projectively tame over R′, so it is certainly projectively tame over R.
So we may assume R to be Noetherian. But then there exists a p ∈ N∗
such that η2
p
= (0). If we now apply Proposition 2.11 several times, by
taking for a consecutively η, η2, . . ., η2
p−1
, we conclude that F is projec-
tively tame.
Corollary 2.13. Let F ∈ R[X]n be a projectively tame polynomial au-
tomorphism and let H ∈ η[X]n. Then F +H is also projectively tame.
Proof. Let G ∈ R[X]n be the inverse of F . Then we have the identity
F + H = (X + H(G)) ◦ F . Since X + H(G) is projectively tame by
Theorem 2.12 and F is projectively tame by assumption, it follows easily
that also F +H is projectively tame.
This result has its consequence in the following theorem which tells us
something about the projectively-tameness of a polynomial when viewing
it modulo the nilradical.
Theorem 2.14. Let R be a commutative ring and f ∈ R[X]=R[X1, . . ., Xn].
Suppose that f ∈ R[X] (where R := R/η) is projectively tame. Then f
is already projectively tame.
Proof. By assumption we can choose new variables Y := (Y1, . . ., Ym)
and G1, . . ., Gm+n−1 ∈ R[X,Y ] such that ψ := (f,G1, . . ., Gm+n−1) ∈
T (R,m+n−1), say ψ = ψ1 ◦ · · · ◦ ψk where the ψi are either affine or
elementary automorphisms. If a given ψi is elementary, then obviously
there exists an elementary Ψi ∈ AutRR[X, Y ] such that Ψi = ψi. If
ψi is af f ine, then there also exists an af f ine Ψi ∈ AutRR[X, Y ] such
that Ψi = ψi. Furthermore, since det JΨi = det Jψi ∈ (R)∗, it follows
that det JΨi ∈ R∗, which means that Ψi is invertible. Now let Ψ =
(f,G1, . . ., Gm+n−1), then we have Ψ1 · · ·Ψk − Ψ ∈ η[X, Y ]n+m, so by
Corollary 2.13 it follows, that Ψ is a projectively tame map. This implies
that f is a projectively tame coordinate.
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So to check if a polynomial is projectively tame one may reduce it
modulo nilpotent elements. From this it already follows that all one-
dimensional coordinates are projectively tame, as is shown in the follow-
ing example.
Example 2.15. Let f ∈ R[X1] be a coordinate in 1 variable. Take a
prime ideal p and consider f ∈ R/p[X1]. Because f is a coordinate in 1
variable and R/p is an integral domain, f must be linear.
So f is linear modulo every prime ideal of R, which means that f is of the
form f = a0+a1X1+ · · ·+anXn1 for some ai ∈ R, where ai ∈ η whenever
i ≥ 2. Consequently, f is a linear coordinate when viewed modulo the
nilradical, so the previous theorem implies that f is projectively tame.
To conclude this section we introduce another criterion for projectively
tameness which will be used in the next section. It is a consequence of
Theorem 2.16 below, which proof gives in fact a method to construct a
decomposition of a tame automorphism modulo the product of 2 comax-
imal ideals, by only using the decompositions modulo each of the two
ideals.
Theorem 2.16. Let R be a commutative ring and a1, a2 ⊆ R two ideals
such that a1 + a2 = (1). If F ∈ R[X]n := R[X1, . . ., Xn]n is a tame
automorphism when viewed modulo a1 as well as when viewed modulo a2,
then it is also tame when viewed modulo a1a2.
Even more generally, if f ∈ R[X] is a tame coordinate when viewed
modulo a1 as well as when viewed modulo a2, then it is also a tame
coordinate when viewed modulo a1a2.
Proof. Since f is a tame coordinate when viewed modulo ai (i = 1, 2),
there exist g
(i)
1 , . . ., g
(i)
n−1 ∈ R[X] with (f, g1(i), . . ., gn−1(i)) ∈ T (R, n)
(where R = R/ai). According to the Chinese Remainder Theorem, there
exist c1 ∈ a2 and c2 ∈ a1 such that c1 ≡ 1 (mod a1) and c2 ≡ 1 (mod a2).
So F := (f, c1g
(1)
1 + c2g
(2)
1 , . . ., c1g
(1)
n−1+ c2g
(2)
n−1) is tame when viewed mod-
ulo a1 as well as when viewed modulo a2. We can write F = φ1 · · ·φm1
(over R/a1), where the φi are either linear or elementary automorphisms
over R/a1. Likewise, we can write F = ψ1 · · ·ψm2 (over R/a2), where the
ψi are either linear or elementary automorphisms over R/a2. Further-
more, we may assume that all mentioned elementary automorphisms are
of the form
(X1 +H(X2, . . ., Xn), X2, . . ., Xn) (3)
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(with H(X2, . . ., Xn) ∈ R/a1[X2, . . ., Xn] resp. R/a2[X2, . . ., Xn]), if nec-
essary by inserting extra linear automorphisms.
Choose Φ1, . . .,Φm1 ,Ψ1, . . .,Ψm2 ∈ R[X]n such that φi = Φi ∈ R/a1[X]n
and ψi = Ψi ∈ R/a2[X]n for all i (choose the Φi and the Ψi elemen-
tary as in equation(3) resp. linear). Let I be the identity automorphism
in AutRR[X]. Define Pi := c1Φi + c2I ∈ R[X]n for i = 1, . . .,m1 and
Pm1+i := c1I + c2Ψi for i = 1, . . .,m2. Let P := P1 · · ·Pm1+m2 .
Observe that we constructed P in such a way, that
P ≡ Φ1 · · ·Φm1Im2 ≡ F ( mod a1)
Similarly, P ≡ F (mod a2). Consequently, P ≡ F (mod a1 ∩ a2 = a1a2).
Let i ∈ {1, . . .,m1}. There are two cases :
1. Φi is linear. Then the same holds for Pi. Furthermore, since over
R/a1, det JPi = det JΦi ∈ (R/a1) ∗ and over R/a2, det JPi =
det JI ∈ (R/a2) ∗, it follows that over R/a1a2, det JPi ∈ (R/a1a2) ∗.
2. Φi is of the form as in equation(3). Then we have
Pi = ( (c1 + c2)X1 + c1H(X2, . . ., Xn) , (c1 + c2)X2 , . . ., (c1 + c2)Xn)
with c1 + c2 ≡ 1 (mod a1 ∩ a2 = a1a2). So in this case Pi ∈
R/a1a2[X]
n is of the form as in equation(3).
A similar argument can be held about Pm1+i for i = 1, . . .,m2.
So we may conclude, that by putting R := R/a1a2, we have
F = P1 · · ·Pm1+m2 ∈ T (R,m1 +m2)
Corollary 2.17. Let R, a1, a2 be as in Theorem 2.16. If f ∈ R[X1, . . ., Xn]
is a projectively tame coordinate both modulo a1 and modulo a2, then it
is also projectively tame modulo a1a2.
Proof. By assumption, there exist new variables Y := (Y1, . . ., Ym) and
G
(i)
1 , . . ., G
(i)
n+m−1 ∈ R[X, Y ] with (f,G1(i), . . ., Gn+m−1(i)) ∈ T (R, n +m)
(where R = R/ai). So f , as an element of R[X, Y ], is a tame coordinate
when viewed modulo a1 as well as when viewed modulo a2. By Theo-
rem 2.16, f ∈ R[X, Y ] is a tame coordinate when viewed modulo a1a2.
Consequently, f ∈ R[X] is projectively tame modulo a1a2.
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3 The Kdim 1 case
Now we can use the projectively-tameness tools which we obtained in the
previous section to our advantage. We will prove the main theorem of
this paper, which is stated below.
Theorem 3.1. Let R be a Noetherian Q-domain with dim(R) = 1. Then
every coordinate F ∈ R[X, Y ] is projectively tame.
A very important ingredient of the proof of this theorem is Theo-
rem 3.3, which tells us something about the leading coefficients of co-
ordinates. In the proof of this theorem we will use the result of the
following lemma. It is an almost direct consequence of the well-known
Abhyankar-Moh Theorem, which can be found in [1].
Lemma 3.2. Let R be a domain with characteristic 0. Suppose (F,G) ∈
AutRR[X, Y ]. Then degX(F ) | degX(G) or degX(G) | degX(F ). (And
then, of course, the same holds with X replaced by Y ).
Proof. Substituting Y := 0 in R[X, Y ] = R[F,G], we see that R[X] =
R[F (Y = 0), G(Y = 0)]. Since the coeff icients of the highest powers
of X in F and G are constants (by Corollary 3.3.7 in [9]), degX(F ) =
degX(F (Y = 0)) and degX(G) = degX(G(Y = 0)). Now let K be the
quotient field of R. Since K[X] = K[F (Y = 0), G(Y = 0)], we can use
the Abhyankar-Moh Theorem in [1] to conclude, that degX(F ) | degX(G)
or degX(G) | degX(F ).
Theorem 3.3. Let R be Q-domain and suppose (F,G) ∈ AutRR[X, Y ]
satisfies degX(F ) > degX(G) ≥ 1 and G(0, 0) = 0. Following Lemma 3.2,
write (F,G) as
(amnX
mn+amn−1(Y )Xmn−1+· · ·+a0(Y ), bnXn+bn−1(Y )Xn−1+· · ·+b0(Y ))
with m,n ∈ N∗, m > 1 and b0(0) = 0.
Then for k = 1, . . ., n we have bn | akmnbn−k(Y ).
Proof. For the case n = 1 we can skip the first and second part of the
proof; so in the first two parts we may assume, that n ≥ 2.
i) (F˜ , G) := (F − amn
(bn)m
Gm, G) ∈ AutKK[X, Y ] (with K := Q(R)),
so again by Lemma 3.2 we may conclude, that degX(F˜ ) | degX(G)
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or degX(G) | degX(F˜ ). In any case, we must have degX(H(X,Y )) =
degX(F˜ ) ≤ (m− 1)n, where H(X, Y ) := bmn F − amnGm.
So we’ll be looking at the coefficients ofXmn−1, . . ., Xmn−(n−1) inH(X, Y ),
all of which must be equal to zero. Take k ∈ {1, . . ., n − 1} and assume
that the statement in the Theorem is true for all positive natural num-
bers smaller than k. We shall prove that the statement is true for k.
After that, the case k = n shall be dealt with.
ii) First, let’s define the following index set :
I := {(x0, . . ., xn) ∈ N n+1|x0+· · ·+xn = m,x1+2x2+· · ·+nxn = mn−k}.
The coefficient of Xmn−k in H(X, Y ) now looks like
bmn amn−k(Y ) − amn
∑
(e0, . . ., en) ∈ I
m!
en! · · · e0!b
en
n bn−1(Y )
en−1 · · · b0(Y )e0
and this expression must equal zero.
Suppose a term appears in the above sum for which ei > 0 for some
i ≤ n−k. Then, if we want to optimize the sum nen+(n−1)en−1+· · ·+e1,
we must choose en equal to m− 1 (as e0 + · · ·+ en = m). So we have
nm− k = nen + (n− 1)en−1 + · · ·+ e1
≤ n(m− 1) + 0 + · · ·+ 0 + i · 1 + 0 + · · ·+ 0
≤ n(m− 1) + (n− k) · 1
= nm− k
So we must have equality at all places. This implies, that ei = 0 for
i < n − k. We may furthermore deduce from the above, that only one
term appears in the sum for which en−k > 0, namely the case en = m−1
and en−k = 1 (and ei = 0 for all other i). So the equation becomes
bmn amn−k(Y ) = mamnb
m−1
n bn−k(Y ) + (4)
amn
∑
(en−(k−1), . . ., en) ∈ Ik
m!
en! · · · en−(k−1)!b
en
n bn−1(Y )
en−1 · · · bn−(k−1)(Y )en−(k−1)
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where the index set Ik is defined by
Ik := {(x1, . . ., xk) ∈ Nk|x1+· · ·+xk = m, (n−(k−1))x1+· · ·+nxk = mn−k}
Note that, for every choice of the ei, we have
k = mn− (mn− k)
= (en + · · ·+ en−(k−1))n− (nen + · · ·+ (n− (k − 1))en−(k−1))
= en−1 + 2en−2 + · · ·+ (k − 1)en−(k−1)
So if we multiply equation (4) by ak−1mn , we get
ak−1mn b
m
n amn−k(Y ) = ma
k
mnb
m−1
n bn−k(Y ) + (5)∑
(en−(k−1), . . ., en) ∈ Ik
m!
en! · · · en−(k−1)!b
en
n (amnbn−1(Y ))
en−1 · · · (ak−1mn bn−(k−1)(Y ))en−(k−1)
By the induction hypothesis, bn | aqmnbn−q(Y ) for all q < k, which implies
that all terms of the above sum are divisible by
benn b
en−1
n · · · ben−(k−1)n = bmn
Since the lefthandside of equation (5) is also divisible by bmn , it follows
that bmn | makmnbm−1n bn−k(Y ), and since bn 6= 0, bn | akmnbn−k(Y ).
So we proved that bn | akmnbn−k(Y ) for k = 1, . . ., n− 1.
iii) But the case k = n still remains. From our last observation it
follows, that bn | akmnbn−k′ (Y ) for k = 1, . . ., n− 1. We can take this into
account while taking a look at
det J(F,G) = (mnamnX
mn−1+ · · ·+ a1(Y ))(bn−1′ (Y )Xn−1+ · · ·+ b0′(Y ))
− (nbnXn−1+ · · ·+ b1(Y ))(amn−1′ (Y )Xmn−1+ · · ·+ a0′(Y )) ∈ R∗
(6)
The coefficient of Xmn−1 in this equation equals zero, so we may conclude
that
mnamnb0
′(Y ) ∈ (b1′(Y ), . . ., bn−1′ (Y ), b1(Y ), . . ., bn−1(Y ), bn) (7)
Since an−1mn bn−k(Y ) = a
n−k−1
mn (a
k
mnbn−k(Y )) ∈ (bn) for k = 1, . . ., n − 1
(and, analogously, an−1mn bn−k
′ (Y ) ∈ (bn) ), we may conclude from equa-
tion (7) (multiplying it by an−1mn ), that mna
n
mnb0
′(Y ) ∈ (bn), and since
b0(0) = 0, a
n
mnb0(Y ) ∈ (bn). So bn | akmnbn−k(Y ) for k = 1, . . ., n.
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Corollary 3.4. In the situation of Theorem 3.3, we have bn | anmn.
Proof. det J(F,G)|X=0 = a1(Y )b0′(Y ) − a0′(Y )b1(Y ) = λ ∈ R∗, which
implies that anmn(a1(Y )b0
′(Y ) − λ) = a0′(Y )anmnb1(Y ) ∈ (bn) (according
to Theorem 3.3), and since also anmnb0
′(Y ) ∈ (bn) (according to Theo-
rem 3.3), we may conclude that anmnλ ∈ (bn). Thus, bn | anmn.
Corollary 3.5. Look again at the situation of Theorem 3.3. Assume
that amn ∈ R∗. Then also bn ∈ R∗.
Consequently, (F˜ , G) ∈ AutRR[X, Y ] (using notations as in the first part
of the proof of Theorem 3.3).
Proof. Since bn | anmn by Corollary 3.4, we must have bn ∈ R∗.
Corollary 3.6. In the situation of Corollary 3.5 : (F,G) ∈ ST (R, 2) !
Also : there exist certain k ∈ N∗, p0, p1, . . ., pk+1 ∈ R∗, g0 ∈ R and
G1(Y ), . . ., Gk+1(Y ) ∈ R[Y ] such that F = Fk+1 and G = Fk, as in
Definition 2.5.
Proof. By applying Corollary 3.5 repeatedly, we see that (F,G) is of the
form (F,G) = τ1 · · · τkpiελ, where τ1, . . ., τk are elementary, pi := (Y,X),
ε ∈ {0, 1} and λ = (aX, bY ) for some a, b ∈ R∗. So obviously (F,G) is
strongly tame. The second statement then follows from Lemma 2.8.
Remark 3.7. If R is not a domain, then in general Theorem 3.3 is false.
Even Corollary 3.5 doesn’t hold anymore in this case, as can be seen from
the following example. Let K be a field, R := K[T ]/(T 3 + T ), a := T
and b := a2 + 1. Then F in (F,G) := ((X2 + bY )2 + X + aY, b(X2 +
bY ) + aX) ∈ AutRR[X, Y ] is monic in X, but nevertheless b 6∈ R∗ (b is
even a zerodivisor : ab = 0).
The following lemma will be very useful for the proof of our main
theorem. It gives an explicit description of polynomials in our special
class of Definition 2.5 over a localization of a domain.
Lemma 3.8. Let R be a domain and S ⊆ R a multiplicatively closed
subset. Then for every F ∈ Bn(S−1R) there exists an s ∈ S such that
F˜ := sF ∈ Bn(R).
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Proof. We will prove by induction on n, that for every F1, . . ., Fn ∈
B(S−1R) such that Fk = pkFk−2 + Gk(Fk−1) (for 2 ≤ k ≤ n, F0 := Y ),
there exist F˜1, . . ., F˜n ∈ B(R) such that F˜k = p˜kF˜k−2 + G˜k(F˜k−1) (for
2 ≤ k ≤ n, F˜0 := y) and s1, . . ., sn ∈ S satisfying F˜k = skFk for
k = 1, . . ., n. The case n = 1 is easy. So assume n ≥ 2 and that
the statement is true for positive integers smaller than n.
Now let F1, . . ., Fn ∈ B(S−1R) such that Fk = pkFk−2+Gk(Fk−1) (for
2 ≤ k ≤ n, F0 := y). The induction hypothesis gives s1, . . ., sn−1 ∈ S
and F˜1, . . ., F˜n−1 ∈ B(R) such that F˜k = p˜kF˜k−2 + G˜k(F˜k−1) (for 2 ≤
k ≤ n − 1, F˜0 := y)), satisfying F˜k = skFk for k = 1, . . ., n − 1. This
implies, that Fn = pn(
1
sn−2
F˜n−2) + Gn( 1sn−1 F˜n−1) = p̂nF˜n−2 + Ĝn(F˜n−1),
where p̂n :=
pn
sn−2
and Ĝn(Y ) := Gn(
1
sn−1
Y ). Let sn ∈ S such that
sn(p̂nX+ Ĝn(Y )) = p˜nX+ G˜n(Y ) for certain p˜n ∈ R and G˜n(Y ) ∈ R[Y ].
Then we have F˜n := snFn = p˜nF˜n−2 + G˜n(F˜n−1), as desired.
Proof of Theorem 3.1
Let F ∈ R[X, Y ] be a coordinate. Let G ∈ R[X, Y ] be a mate for F with
det J(F,G) = 1. We may assume, that degX(G) > 0 (if G ∈ R[Y ] then
one can deduce from det J(F,G) = 1 that F is a tame coordinate).
By Corollary 3.3.7 in [9], the leading coef f icient of F with respect to
X is a constant a ∈ R\{0}. So there exists an h(T ) ∈ Ra[T ] such that
g := G−h(F ) ∈ Ra[X, Y ] satisfies degX(g) < degX(F ) (in the remainder
of this proof we will use the letters F,G,H, . . . for polynomials over R and
f, g, h, . . . for polynomials over Ra). But then Lemma 3.2 tells us that
degX(g) | degX(F ). By Corollary 3.6, (F, g) ∈ ST (Ra, 2). But then also
(F,G) = (X, Y + h(X)) ◦ (F, g) ∈ ST (Ra, 2). By Lemma 2.8 there exist
certain n ∈ N∗, p0, p1, . . ., pn+1 ∈ Ra∗, g0 ∈ Ra and g1(Y ), . . ., gn+1(Y ) ∈
Ra[Y ] such that F = fn+1 and G = fn, as in Definition 2.5. From
Lemma 3.8 it follows (taking S := {1, a, a2, . . .}), that Fn := akG ∈
Bn(R) for some k ∈ N. By definition this gives an Fn−1 ∈ Bn−1(R)
satisfying det J(Fn−1, Fn) = (−1)np1 · · · pn (by Lemma 2.6).
So now we have det J( (−1)
nak
p1···pn Fn−1, G) = 1 and also det J(F,G) = 1,
which implies, that by putting D := det J(−, G) : Ra[X,Y ]→ Ra[X, Y ],
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we have F − (−1)nak
p1···pn Fn−1 ∈ Ra[X, Y ]D = Ra[Fn] (since Ra[Fn] = Ra[G]),
say F = (−1)
nak
p1···pn Fn−1 + h˜(Fn) with h˜(T ) ∈ Ra[T ].
From the proof of Proposition 3.2 in [3] (which we stated earlier as
Proposition 2.9) we get (for some new variables Z2, . . ., Zn+1) certain
tame ϕn−1, ϕn ∈ AutRR[X, Y, Z2, . . ., Zn+1] satisfying ϕ−1n−1ϕn(Fn) = Fn
and ϕ−1n−1ϕn(Fn−1) = p1 · · · pnZn+1 + Fn−1. This implies that
ϕ−1n−1ϕn(F ) =
(−1)nak
p1 · · · pn (p1 · · · pnZn+1+Fn−1)+ h˜(Fn) = (−1)
nakZn+1+F
So F is projectively tame when (−1)nakZn+1+F is, and by Theorem 2.4,
(−1)nakZn+1+F ∈ R[X, Y ] is projectively tame as soon as F ∈ R[X, Y ]
is projectively tame, where R := R/(ak). Since ak 6= 0 and dim(R) = 1,
we have dim(R) = 0. So F is projectively tame by Proposition 3.9 and
we are done.
Proposition 3.9. Let R be a Noetherian ring with dim(R) = 0 and let
F ∈ R[X, Y ] be a coordinate. Then F is projectively tame.
Proof. Since R is Noetherian, there exist p1, . . ., pn ∈ Spec(R) such that
η = p1 ∩ · · · ∩ pn. We may of course assume, that pi 6= pj if i 6= j. Since
dim(R) = 0, every pi is maximal, so we certainly have pi + pj = (1)
whenever i 6= j.
Furthermore, R/pi is a field, so by Theorem 2.2, F ∈ R/pi[X,Y ] is
a tame coordinate, so F is certainly projectively tame. By applying
Corollary 2.17 repeatedly, we deduce that F is projectively tame modulo
p1 · · · pn. This implies, that also F ∈ R/η[X, Y ] = R/p1 ∩ · · · ∩ pn[X, Y ]
is projectively tame. By Theorem 2.14, F ∈ R[X, Y ] is projectively
tame.
The perceptive reader may have noticed in the proof of the proposi-
tion above that the information we have regarding F modulo a prime
ideal (being a tame coordinate) is much stronger than the result which
we extract from it (the projectively-tameness). Indeed, if we make the
additional assumption that R is reduced, then we get a quick proof of
the following result, which can also be found as Corollary 0.6 in [13].
Proposition 3.10. Let R be a Noetherian reduced ring with dim(R) = 0.
Let ϕ ∈ AutRR[X, Y ]. Then ϕ is tame.
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Proof. Since R is Noetherian, there exist p1, . . ., pn ∈ Spec(R) such that
(0) = η = p1 ∩ · · · ∩ pn. We may assume, that pi 6= pj if i 6= j. Since
dim(R) = 0, every pi is maximal, so we have pi + pj = (1) when i 6= j.
Furthermore, R/pi is a field, so by Theorem 2.2, ϕ ∈ R/pi[X, Y ]2 is a
tame automorphism. By applying Theorem 2.16 repeatedly, we deduce,
that ϕ ∈ R/p1 · · · pn[X, Y ]2 is tame. But then we also have, that ϕ ∈
R/p1∩· · ·∩pn[X,Y ]2 = R/η[X,Y ]2 is tame. Since R is reduced, we may
conclude, that ϕ is tame.
Remark 3.11. The assumption in the previous proposition that R is re-
duced is necessary, as can be seen from the following. Let R = C[X]/(X2)
and ε := X. Then R is a Noetherian ring (being a finitely generated
C-algebra) with only one prime ideal, namely (ε). So dim(R) = 0
and if we take ϕ := X + εX2, then ϕ is not tame since det Jϕ =
1 + 2εX ∈ R[X]∗\R∗ (whereas det Jψ ∈ R∗ for all automorphisms
ψ which are tame). For the same reason we may conclude, that also
(X + εX2, Y ) ∈ AutRR[X, Y ] is not tame.
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