INTRODUCTION
Many queueing situations have the feature that customers who find all servers busy upon arrival leave the service area immediately and repeat their requests for service after a random time. Between requests customers are assumed to be in a retrial orbit. Retrial queueing systems are presented as alternatives to clasical waiting lines and loss systems in the monograph by Falin and Templeton [1] . The practical applications of retrial models are wide including telephone systems, call centers, local area networks, communication protocols and queues arising in daily life where retrials occur due to blocking or impatience. In fact, the retrial nature of many queueing systems has been noted since the beginning of queueing theory, and its importance was expressed by Kosten [2] who writes that "any theoretical result does not take into consideration this repetition effect should be considered suspect" (p. 33).
The interest and the study of retrial queues is thus justified, however, we have to note that the majority of retrial systems, even the Markovian models, are not analytically tractable without imposing additional restrictions. The reason lies in the spatial heterogeneity of the underlying process obtained as a result of superimposed flow of repeated attempts coming from the orbit with the stream of primary arrivals. Moreover, most retrial queues operate in random order which makes the waiting time analysis difficult.
In the last few decades there has been an increasing interest in the application of matrix-analytic methods to a variety of retrial systems. In particular, many authors have combined matrix-analytic techniques and approximating methods (i.e., truncation and generalized truncation) to investigate the queue length characteristics of multi-server retrial queues. Among others we mention the work by Neuts and Rao [3] , Choi and Chang [4] , Diamond and Alfa [5] , Breuer et al. [6] , and Chakravarthy et al. [7] . For a detailed bibliography see Gomez-Corral [8] .
In contrast, the study of the busy period and the waiting time in multi-server retrial queues is relatively new. Recently, a number of papers study these descriptors for the M/M/c retrial queue (see Artalejo et al. [9] , Artalejo and Gomez-Corral [10] , Artalejo et al. [11] , and Artalejo and Lopez-Herrero [12] ). To the best of our knowledge, there is no literature available on the study of the busy period and the waiting time analysis for multi-server retrial queues with MAP arrivals. The main objective of this paper is to study these descriptors in the context of MAP/M/c retrial queue. We remark again that the existing literature emphasizes the necessity of approximating the performance characteristics of multiserver retrial queues. Thus, in this article, we assume the most natural Downloaded by [Biblioteca Universidad Complutense de Madrid] at 02: 17 14 March 2012 and traditional approach of restricting the orbit capacity to be of finite size, say K.
The busy period is probably the most important first-passage descriptor of any queueing model. It gives an interesting measure from the service provider's point of view. Performance characteristics of the busy period and the number of customers served are employed to define the cost structure of control queueing problems. Our analysis of the busy period includes the following contributions:
(a) We obtain the Laplace-Stieltjes transforms and the generating functions governing the length of the busy period and the number of customers served, respectively. The numerical inversion of the underlying density and the computation of the probability mass function are carried out for some selected scenarios.
(b) We develop recursive equations for the computation of any arbitrary moment of the busy period and the number of customers served.
On the other hand, the waiting time is the most significant queueing descriptor from the customer's point of view. We will deal with a random order policy among the customers in orbit. Our contributions include the following:
(c) We obtain the Laplace-Stieltjes transform of the waiting time of a tagged customer and perform the subsequent numerical inversion. We also investigate the discrete counterpart of the waiting time consisting in the number of retrials made by the marked customer before getting a free server.
(d) The development of recursive schemes for the computation of arbitrary moments of both the waiting time and the number of retrials made by a customer.
As related work, we mention Artalejo and Chakravarthy [13] who investigated the computation of the maximum number of customers in orbit in the MAP/M/c with an infinite retrial group. The computation of the stationary distribution of the system state for the MAP/M/c retrial queue can be obtained as a particular case of the model considered by Chakravarthy et al. [7] , where primary arrivals follow a Markovian arrival process and the servers with a certain probability search for customers.
The rest of the paper is organized as follows. In Section 2, we describe the mathematical model and give a brief presentation of the stationary distribution of the system state. In Section 3, we develop the computational analysis for the length of a busy period. by a customer before getting service. A brief review of the Markovian arrival process is given in the appendix. We present some illustrative numerical results.
For use in sequel, let e r , e j r , and I r denote, respectively, the (column) vector of dimension r consisting of 1's, column vector of dimension r with 1 in the jth position and 0 elsewhere, and an identity matrix of dimension r. When there is no need to emphasize the dimension of these vectors we will suppress the suffix. Thus, e will denote a column vector of 1's of appropriate dimension. The notation " " appearing in a matrix will stand for the matrix transpose. The notation ⊗ will stand for the Kronecker product of two matrices. Thus, if A is a matrix of order m × n and if B is a matrix of order p × q, then A ⊗ B will denote a matrix of order mp × nq whose i j th block matrix is given by a ij B. For more details on Kronecker products, we refer the reader to Marcus and Minc [14] .
DESCRIPTION OF THE MATHEMATICAL MODEL AND STATIONARY DISTRIBUTION
We deal with a multi-server model with c identical servers. The primary customers arrive according to a Markovian arrival process (MAP) with representation (D 0 D 1 ) of order m. The service times are exponentially distributed with rate . Any arriving customer finding all servers busy enters an orbit of capacity K from where the retrial customers compete for service. The interretrial times of each customer in orbit are assumed to be exponentially distributed with rate . The Markovian arrival process, the service times, and the retrial times are assumed to be mutually independent. Let N t , C t , and M t denote, respectively, the number of customers in the retrial orbit, the number of busy servers, and the phase of the arrival process at time t. The process N t C t M t t ≥ 0 is a continuous-time Markov chain with state space given by
We partition S as follows Then, the infinitesimal generator of the Markov chain N t C t M t t ≥ 0 has the form
where the coefficient matrices appearing in (1) are given by
A 00 is a rectangular matrix of dimensions cm × c + 1 m whose elements are all zero except the c c + 1 th block entry which is given by D 1 ,
1K is defined as A 1K except for the c + 1 c + 1 th block entry that is replaced by Q * − c I,
and A 0 is a square matrix of dimension c + 1 m whose elements are all zero except for the c + 1 c + 1 th block entry which is given by D 1 . Let x, partitioned as x = x * x 0 x K , denote the stationary probability vector of Q K . That is, x satisfies The computation of the stationary distribution is reduced to solving a finite block tridiagonal system. At this point we refer to Chakravarthy et al. [7] from where the details for the computation of the vector x for our model can be obtained by taking p = 0 in their model. In fact, the existence of finite block tridiagonal matrix structures will be a common feature in the sequel, but a comparison among different methods of solution is not our aim in this article. Here, we simply mention that a number of well-known methods can be used such as block forwardelimination-backward substitution, aggregate/disaggregate techniques, block Gaussian-Seidel iteration, etc.
THE LENGTH OF THE BUSY PERIOD
The busy period of the MAP/M/c/K retrial queue is the duration commencing when an arriving customer finds the system empty (i.e., the arriving customer sees the state 0 * ) and ends when the system visits state 0 * again at a service completion. First, we introduce some notation: T K i j k = the first-passage time to the level 0 * given that the initial state is i j k ,
The following vectors comprise the above Laplace-Stieltjes transforms partitioned according to the orbit levels:
Moreover, we have
Theorem 1. The Laplace-Stieltjes transforms
where Proof. We employ first-step analysis to get
where
By expressing Equations (3)- (5) in matrix form we obtain the expression (2).
Since the busy period starts by visting a state of the sub-level 0 1 = 0 1 k 1 ≤ k ≤ m , we next consider the unconditional version with Laplace-Stieljes transform defined as
where K is the row vector of dimension cm + K c + 1 m given by
Let f L x denote the unconditional density associated with K s . Its value at point x = 0 follows from the Tauberian result:
We now turn our attention to the nth moment of T Let m K n denote the vector containing the moments partitioned in accordance with the orbit levels, i.e., we have
We also notice that the unconditional moments are given by
We next present numerical results involving the first two moments and the numerical inversion of the unconditional transform K s . In the following examples, we fix c = 5 and = 1 0. In addition, we denote the traffic intensity by = /c = 5 −1 . We increase successively the truncation level until the first four decimal digits of two successive values of E L match. Table 1 summarizes the resulting values of K, for several choices of the traffic intensity, , and the retrial rate, . Each block gives the truncation levels corresponding, from left to right, to the arrival processes ERL, EXP, HEX, and MMPP (see the appendix).
In Table 2 , we consider the three renewal inputs and display the mean, E L , and the standard deviation, L , for different values of and . As is to be expected, both the measures are increasing functions of and decreasing functions of .
Using Euler and Post-Widder algorithms, we can numerically invert the expression given in (6) , and obtain the density function f L x . In Figures 1 and 2 we illustrate the influence of and for the arrival process MMPP. First, in Figure 1 , we fix = 1 0 and display three curves corresponding to = 0 25 0 5, and 0 75. We notice that f L 0 = = 5 −1 , in agreement with the Tauberian result. All curves exhibit decreasing shapes with heavier tails for higher values of .
In Figure 2 , we plot the density f L x for = 0 5 and = 0 05 1 0, and 5 0. We notice that the three densities are graphically indistinguishable in the displayed domain. However, when decreases the tail of the distribution becomes heavier. In fact, E L = 124 42, for the model with = 0 05, whereas E L = 9 95 when = 5 0. 
THE NUMBER OF CUSTOMERS SERVED
In this section we study the number of customers served during a busy period. The study of this descriptor complements the busy period analysis providing a discrete counterpart of the length of the busy period. The methodology is similar to that employed in Section 3, and hence in the sequel we omit the repetitive details.
We next introduce some definitions and notations. We have
Once again we may use the first-step analysis to get the system of equations governing the dynamic of the generating functions 
By differentiating the expresion in (8) in Theorem 2, we find that
we get an appropriate formula for computing any arbitrary vectorm K n in terms of the vector containing moments of one less order:
We also observe that the unconditional factorial moment is given by
Our numerical experience indicates the two measures, the mean and standard deviation of the number of customers served during a busy period, behave very similar to the ones reported in Table 2 for L, i.e., both descriptors decrease with increasing retrial rates and increase with increasing values of .
Because the spatial heterogeneity caused by the retrial rates, it seems impossible to deal with the model with infinite orbit capacity (i.e., the case K = ) and solve the system (8), for the generating functions K i j k z , or the system (9), for the momentsm K i j k n . The same occurs for the corresponding systems (2) and (7) in Section 3. In contrast, we next show how the probability mass function of the number of customers served, given any initial state i j k , can be recursively computed without truncating the orbit capacity. We note that the definition can be extended to cover the boundary cases n = 0 and i j = 0 0 as follows
For every fixed n ≥ 1, we observe that x n i j k = 0, for i + j > n. As a result, the systems given in (10) and (11) involve only a finite number of unknowns corresponding to the orbit levels i = 0 n. The matrix formulation of Equations (10) and (11), for 0 ≤ i ≤ n, leads to the following block tridiagonal system:
where x n n = x n 0 x n n and x n−1 n = x n−1 0 x n−1 n−1 0 , and Q n is the square matrix of order cm + n c + 1 m obtained from Q n by replacing the n + 1 n + 1 th block entry by A 1n .
If we take into account the distribution of the first state visited when the busy period starts, we get the unconditional distribution given by (12) and (13) gives the desired unconditional distribution of the number of customers served. In Figure 3 we fix = 1 0 and c = 5. Then, we analyze the effect of the traffic intensity in the model with MMPP arrivals. We notice that the lowest value at the point n = 1 corresponds to the case = 0 75 and, consequently, the heaviest tail also is associated with this traffic intensity.
Finally, in Table 3 we compare the probability mass function of a model with renewal input of type EXP versus the nonrenewal arrival process described by MMPP. To this end, we fix = 0 5 and display P N = n , for 1 ≤ n ≤ 10. Since the repeated attempts occur only when all servers are busy, the probabilities P N = n , for 1 ≤ n ≤ 5, do not depend on the retrial rate. For all choices of , we observe that the queue with MMPP has a larger mass at the origin, for 1 ≤ n ≤ 5, whereas the model with EXP arrivals exhibits a heavier tail.
THE WAITING TIME
In this section we turn our attention to the waiting time which is defined as the sojourn time of a tagged customer in the retrial orbit. In retrial queues it is typically assumed that customers in the retrial orbit behave independently of each other. It means that the retrial group operates under a random order policy. This assumption makes the analysis difficult because we need to consider not only the system state at the arrival time of the tagged customer, but also the possibility that the customers arriving at later time will compete for free servers.
Define W K i j k = the residual waiting time of the tagged customer given that the system state is i j k ,
Re s ≥ 0, for any i j k ∈ S with i > 0.
We partition the above Laplace-Stieltjes transforms according to the orbit levels in a similar manner as follows:
The following theorem gives a system of linear equations for the Laplace-Stieltjes transforms W K i j k s . 
Proof. Using again the first principles, we find that
The contribution due to repeated attempts is explained as follows. The last term on the right-hand side of formula (15) is associated with the case where the first event corresponds to an attempt for service made by the tagged customer. In contrast, if another retrial customer applies for service, we obtain the term i − 1 k + j + i + s −1 W K i−1 j+1 k s . Now, after routine (block) identification, we may express the system in (15)- (17) as given in (14) .
The marked customer must wait in orbit if upon arrival he finds the system at any state in the subset S W = i c k 0
Thus, we define the unconditional version of the waiting time, W , as follows 
We notice that formula (18) includes two contributions: a) P W = 0 = 1 − K e K c + 1 m representing the probability of no-waiting, which occur either when the tagged customer finds a free server or when he sees the sub-level K c and becomes a lost customer, and b) the transform of the continuous contribution with density f W c x on 0 . We notice that
Combining (19) and (20), we have
We also define the nth moment of W K i j k which is denoted bȳ m K i j k n = E W K i j k n , for n ≥ 0. Now we introduce some notation:
By differentiating the expression in (14), we get
Finally, the moments of the unconditional version satisfy that Our numerical experience indicates that E W and W increase with increasing values of and, in contrast, they decrease with increasing values of .
We next present numerical results regarding the inversion of the distribution function F W c x . Once again the displayed curves correspond to those orbit levels that guarantee at least four decimal places of E W corresponding to two successive orbit levels are matched.
In Figure 4 , we apply the numerical inversion algorithms to get the distribution function for the case of MMPP arrivals by fixing = 1 0, c = 5, and = 1, and varying = 0 25, 0 5, and 0 75. The jump at the point x = 0 equals the probability P W = 0 , and it becomes higher as long as takes smaller values. Obviously, for = 0 75 we observe that the distribution function exhibits a heavier tail.
The effect of the retrial rate is illustrated in Figure 5 . We keep the same arrival process and c = 5. Then, we fix = 0 5 and plot the distribution, F W c x for = 0 05, 1 0, and 5 0. It should be noticed that when decreases the distribution becomes sparser. Moreover, when increases, an arriving customer will have more competition (from the retrial customers) to occupy a free server. As a result, P W = 0 decreases when increases. 
THE NUMBER OF RETRIALS MADE BY A CUSTOMER
In this section we deal with R, the number of repeated attempts made by a tagged customer until he reaches a free server. This descriptor provides a discrete counterpart of the waiting time W studied in Section 5.
First of all, we define R K i j k = the number of retrials that a tagged customer will make, given that the system state is i j k ,
z ≤ 1, for any i j k ∈ S with i > 0. The partition according to the orbit levels gives: 
Proof. From the first principles we see To derive formulas (22)- (24), we avoid the consideration of vain retrial attempts made by nontagged customers which neither affect the event under study nor modify the current system state. The incidence of a retrial made by the tagged customers depends on the number of free servers. In (22) we have free servers, so the existence of a retrial means that the tagged customer gets service. On the other hand, if j = c and the tagged customer retries, then the system state does not change but we do count that repeated attempt.
Comparing these with the system given in (15)- (17) for the waiting time analysis, we observe some similarities. Putting s = 0, formula (15) agrees with (22). Moreover, when j = c we must add the contribution − 1 − z at the main diagonal of the matrix of coefficients. This yields the matrix form expression (21).
We also define the unconditional version of the number of retrials made by a customer as
and the nth factorial moment of R K i j k which is denoted bym
By differentiating the expression in (21), we get
Then, the moments of the unconditional random variable satisfies Table 4 gives the values of E R and R for the queueing model with c = 5 and for the three renewal arrival processes with = 1. Firstly, we determine the values of K for which the first four decimal digits of E R agree. functions of and . It should be noticed that a rapid reattempt for service has a significant chance of being blocked, so E R and R increase for increasing values of .
The numerical inversion of the expression in (21) can be performed with the help of a Fast Fourier transform algorithm. An alternative approach may be attained introducing the probabilities z r l i j k K = the probability that the tagged customer produces r retrials before entering service, given that he has accumulated l retrials and the current system state is i j k , for i j k ∈ S, i > 0.
We note that the probability mass function of R is given by
where z r l K is the column vector of dimension K c + l m containing the unknowns z r l i j k K . A generalization of the arguments given by Artalejo and LopezHerrero [12] for the M/M/c retrial queue gives
where For any fixed r ≥ 1, Equations (27) and (28) can be recursively solved to get z r l K , from l = r − 1 to l = 0. We next present numerical examples on R. In Figure 6 we consider the MMPP/M/5 retrial queue with = 1 0 and display P R = r as a function of . The probability P R = 0 decreases as increases. This behavior is as expected since an increase in causes more congestion and consequently more retrials. Heaviest tail corresponds to the case when = 0 75. Finally, in Table 5 we compare the EXP and MMPP arrival processes. We consider c = 5, = 0 5, and display P R = r , for 0 ≤ r ≤ 10. The mass functions are decreasing, but the queue with EXP arrivals has a larger mass at r = 0. However, MMPP arrivals have a heavier tails as compared to EXP arrivals.
APPENDIX
We next give a brief description of the MAP and introduce some notation. The MAP is a tractable class of Markov renewal processes that includes many well-known processes such as Poisson, Markov modulated Poisson process, and PH-renewal processes. For appropriate particularizations of the MAP parameters, the underlying arrival process becomes a renewal process. The idea of the MAP is to generalize the Poisson processes and still keep the tractability for stochastic modelling purposes. Since in many practical applications the arrival input do not form a renewal process, the MAP is a versatile tool to model both renewal and non-renewal input streams.
In this paper, we need only the MAP in continuous time which is described as follows. Let the underlying Markov chain be irreducible and let Q * be the corresponding infinitesimal generator. At the end of a sojourn time in state i, that is exponentially distributed with parameter i , one of the following two events could occur: i) with probability p ij 1 the transition corresponds to an arrival and the underlying Markov chain is in state j with 1 ≤ i j ≤ m, and ii) with probability p ij (0) the transition corresponds to no arrival and the state of the Markov chain is j j = i. Note that the Markov chain can go from state i to state i only through an arrival. Also, we have to be a non-singular matrix, the interarrival times will be finite with probability one and the arrival process does not terminate. Hence, we see that D 0 is a stable matrix. The generator Q * is then given by Q * = D 0 + D 1 . Thus, D 0 governs the transitions corresponding to no arrival and D 1 governs those corresponding to an arrival.
Let be the stationary probability vector of the Markov process with generator Q * . That is, is the unique positive probability vector satisfying. Let be the initial probability vector of the underlying Markov chain governing the MAP. Then, by choosing appropriately we can model the time origin to be: a) an arbitrary arrival point, b) the end of an interval during which there are at least k arrivals, and c) the point at which the system is in specific state such as the busy period ends or busy period begins. The most interesting case is the one where we get the stationary version of the MAP by = . The constant = D 1 e m , referred to as the fundamental rate, gives the expected number of arrivals per unit of time in the stationary version of the MAP.
Often, in model comparisons, it is convenient to select the time scale of the MAP so that has a certain value. That is accomplished, in the continuous MAP case, by multiplying the coefficient matrices D 0 and D 1 , by the appropriate common constant. For further details on MAP and their usefulness in stochastic modelling, we refer to Lucantoni [15] and Neuts [16] , and for a review and recent work on MAP we refer the reader to Chakravarthy [17] .
For the numerical examples along the article, we consider the following set of values for D 0 and D 1 . 
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