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RESUM O
Sistemas eletricos de potencia tem se tornado cada vez mais complexos e interligados, gerando 
mais desafios aos engenheiros que projetam equipamentos e estudam fenômenos relacionados 
a esse sistema. Neste trabalho, destacam-se dois problemas. O primeiro deles e a estimaçao 
de modos eletromecanicos visando uma analise de estabilidade. Outro problema abordado 
e a necessidade da criacao de modelos que reproduzam o funcionamento de tais sistemas 
e/ou equipamentos em larga faixa de frequencias. Ambos remetem a solucões via tecnicas de 
identificação de sistemas. O metodo de identificacao de interesse para este trabalho e o Matrix 
Pencil (MP), este metodo, em sua base, representa um sinal de amostra como uma soma 
de exponenciais. Para isso, a partir do sinal inicial, duas matrizes sao criadas e submetidas a 
um processo de filtragem. O par de matrizes resultante e entao utilizado em um problema de 
autovalores generalizado, a partir do qual são obtidos os parâmetros da soma de exponenciais. 
Este algoritmo possui aplicacoes em ambos os problemas destacados inicialmente, sofrendo 
algumas adaptações para cada caso em específico. Neste trabalho, propõe-se o estudo e a 
avaliacão de desempenho do algoritmo da classe Matrix Pencil. O objetivo foi aplicar estes 
algoritmos a estudos de caso tanto no domínio do tempo quanto no domínio da frequencia, 
sendo o primeiro para avaliaçao de estabilidade do sistema e o segundo em sistemas de ordem 
reduzida. Para a primeira aplicaçao, foram feitos três estudos de caso, sendo um deles sintetico, 
onde foi feita uma analise estatística e dois deles utilizando dados reais do sistema interligado 
norte americano (NAEI) e tambem do sistema interligado brasileiro (BIP). O algoritmo MP se 
mostrou preciso e eficiente, especialmente quando comparado a outro algoritmo já conceituado 
na area de identificaçao, o Vector Fitting. No segundo caso de aplicaçao do Matrix Pencil 
foram reproduzidos três estudos de modelagem, um sintetico e os demais utilizando dados reais. 
Nesse estudo, quatro variacões do algoritmo MP foram avaliadas e comparadas. Em sequencia, 
para validacao dos modelos encontrados, foi realizado um teste dieletrico onde uma resposta ao 
impulso dos modelos foi comparada a resposta do sistema real. Concluiu-se que a tecnica MP 
que utiliza o algoritmo IFFT apresentou o modelo mais fiel ao sistema original do transformador. 
Por fim, realizou-se um estudo de caso utilizando dados reais de um Transformador de Potencial 
Indutivo presente na Hidreletrica Jirau. Para a modelagem, utilizou-se uma das curvas de 
magnitude da matriz de admitância obtida nas medicões e submeteu-se tais dados ao algoritmo 
de idetificaçao MP para uma nova avaliacao. Neste caso, interpretou-se que o algoritmo MP 
com duas escalas temporais obteve a modelagem mais satisfatoria.
Palavras-chave: M atrix Pencil. Identificaçao de Sistemas. Sinais de Transientes. Analise de 
Estabilidade. Modelagem de sistemas
A B S T R A C T
Electrical power systems have become increasingly complex and interconnected, generating 
more challenges for engineers who design equipment and study phenomena related to this 
system. In this work, two problems stand out. The first is the estimation of electromechanical 
modes in order to allow future stability analysis. Another problem addressed is the need to create 
models that reproduce the operation o f such systems and/or equipment over a wide range 
of frequencies. Both refer to solutions via system identification techniques. The identification 
method of interest for this work is the Matrix Pencil (MP), this method, at its base, represents 
a sampled signal as a sum of exponentials. For this, from the initial signal, two matrices 
are created and submitted to a filtering process. The resulting matrix pair is then used in 
a generalized eigenvalue problem, from which the parameters of the sum of exponentials are 
obtained. This algorithm has applications in both problems highlighted initially, undergoing 
some adaptations for each specific case. In this work, it is proposed to study and evaluate the 
performance of the Matrix Pencil class algorithm. The objective was to apply these algorithms 
to case studies in both time domain and frequency domain, the first to evaluate system stability 
and the second in low order systems. For the first application, three case studies were carried 
out, one of them being synthetic, where statistical analysis was done and two of them using 
real data from the North American interconnected system (NAEI) and also from the Brazilian 
interconnected system (BIP). The MP algorithm proved to be accurate and efficient, especially 
when compared to another algorithm already well established in the identification field, the 
Vector Fitting. In the second case of M atrix Pencil application, three modeling studies were 
reproduced, one synthetic and the others using real data. In this study, four variations of the MP 
algorithm were evaluated and compared. Furthermore, for the validation of the found models, a 
dielectric test was carried out where an impulse response of the models was compared to the real 
system response. It was concluded that the MP technic that uses the algorithm IFFT presented 
the most coherent model to the original transformer system. Finally, a case study was carried 
out using real data o f an Inductive Potential Transformer present in the Jirau Hydroelectric 
Plant. For the modeling, one of the measured magnitude curves of the admittance matrix was 
used and the data was submitted to the algorithm for a new comparison. In this case, it was 
interpreted that the MP algorithm with two-time scales obtained the most satisfactory modeling.
Keywords: Matrix Pencil. System Identification. Ringdown Signals. Stability Analysis. System 
Modeling
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11.1 Sistemas de Energia Elétrica
A Eletricidade e a principal fonte de energia do mundo moderno. Todas as atividades 
que exercemos, sendo elas cotidianas, profissionais ou de lazer, quase sempre dependem dela. 
No Brasil, a principal forma de geraçao de energia eletrica são as usinas hidreletricas, seguida 
pelas termeletricas ( ELETROBRAS, 2018), como aponta o grafico da matriz eletrica brasileira 
na figura 1.
1 INTRODUÇÃO
Figura 1 -  Matriz Eletrica Brasileira (Fonte: EPE, 2018).
Em pa íses com grande quantidade de rios com desn íveis, como e o caso do Brasil, as 
hidreletricas são soluçoes economicamente vantajosas, em função do aproveitamento da queda 
das aguas para girar as pas das turbinas e, atraves de geradores, transformar energia mecanica 
em energia eletrica.
Para um pa ís com dimensoes continentais, diferentes potenciais hidrograficos e re­
levos variados, busca-se soluçoes para o fornecimento de energia eletrica a todo o territorio. 
A interligaçao das usinas hidroeletricas concilia os regimes hidrologicos de diversas bacias 
hidrográficas, regularizando o atendimentõ da demanda na area de abrangencia. Do ponto de 
vista da eçõnõmiá de espaço físico, a interligaçao permite otimizar o aproveitamento da energia 
potencial estocada nos reservatórios das usinas; em contrapartida, as perdas relativas de energia 
no sistema interligado são maiores do que nos sistemas regionais devido a transferencia de 
cargas a longas distancias ( REIS, 2000).
Na decada de 1950, no Brasil, existiam sistemas e empresas de energia isolados, sendo 
que a transmissão a longa distancia era feita ponto a ponto, ou seja, da usina para o centro de
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consumo. Com o passar do tempo, esses sistemas isolados foram se interligando, resultando 
em uma rede unica, como um circuito elétrico com milhares de quilômetros de extensao. Foi 
desenvolvido um mapa da evoluçao das linhas de transmissao no território brasileiro, desde a 
decada de 1960 contemplando empreendimentos existentes e planejados pela Eletrobras atá 
2026. Este mapa encontra-se na figura 2 e mostra as principais linhas de transmissao do país, 
ilustrando a crescente complexidade do sistema.
E V O LU CÃ G  DA T R A N SM ISSÃ O
Figura 2 -  Evolução da Transmissao do Sistema Elétrico Brasileiro (Fonte: ELETROBRAS, 2018).
Alem do tamanho físico, a analise de um sistema de energia eletrica apresenta alta 
complexidade dado o numero de variáveis necessárias para a sua representação adequada. Por 
exemplo, mesmo para estudos simplificados, considerando operaçao em regime estacionario, 
podem ser necessarias milhares de equacões algebricas não-lineares. Em estudos dinamicos, 
trabalha-se com um numero equivalente de equacões diferenciais ( MONTICELLI; GARCIA, 
1999).
Atualmente, o Brasil e o terceiro maior produtor de energia eletrica a partir de recursos 
hídricos do mundo, totalizando, em 2015, 9% da produçao mundial ( INTERNATIONAL 
ENERGY AGENCY, 2017). Essa alta porcentagem de geracao hidreletrica no territorio leva a 
necessidade de maior planejamento, uma vez que muitas usinas partilham um mesmo rio ou 
uma mesma bacia hidrografica. Os gerenciamentos dos reservatórios sao independentes e a 
utilizaçao mais racional da agua deve ser feita de maneira coordenada visando um resultado 
otimo, ou quase otimo. Alem disso, existem usos multiplos dos recursos hídricos: irrigaçao, 
saneamento, navegacao, etc ( MONTICELLI; GARCIA, 1999).
Embora seja a maior parte, a geraçao a partir da forca da agua não e a unica utilizada 
no Brasil, alem da ja citada queima de combustíveis fosseis e das usinas nucleares, ha tambem 
a crescente presenca de fontes renovaveis no processo de geracao de energia eletrica, como a 
energia solar fotovoltaica, eolica e biomassa (CCEE, 2018). A geraçao de fontes alternativas
Capítulo 1. INTRODUÇÃO 3
e as diferentes tecnologias que envolvem esse processo tem sua integraçao a rede facilitada 
devido ao crescente uso de smart grids. As tambem chamadas redes inteligentes sao sistemas 
de distribuiçao e transmissao de energia elétrica que usam recursos digitais para fazer com que 
o sistema opere de forma mais eficiente e sustentavel ( FALCAO, 2009).
Outro aspecto que se tornou importante recentemente sao as micro e minigeracões 
distribu Idas. Desde 2012, quando entrou em vigor a Resoluçao Normativa ANEEL no 482/2012, 
o consumidor brasileiro pode gerar sua própria energia eletrica a partir de fontes renovaveis 
ou cogeracõo qualificada e inclusive fornecer o excedente para a rede de distribuiçao de sua 
localidade (ANEEL, 2018). Estas novas formas de geraçao sao outras variaveis a se adicionar 
no complexo sistema que e o sistema eletrico brasileiro.
O caso brasileiro, assim como outros pa íses no mundo que possuem grandes extensões 
territoriais e grande fluxo de transmissao de cargas, mostra como os sistemas eletricos de potên­
cia, com o passar dos anos, foram se tornando redes cada vez mais extensas e in te^ne^adas, 
gerando diversos desafios aos engenheiros que projetam equipamentos para esse sistema ou 
estudam fenômenos relacionados ao seu funcionamento. Entre estes desafios, destacam-se dois 
pontos de particular interesse para este trabalho. O primeiro e a necessidade do desenvolvimento 
de modelos que reproduzam de forma fiel, e em uma larga faixa de frequencias, as caracter ísticas 
de equipamento ou subsistemas do sistema eletrico de potencia. Estes modelos subsidiam o 
estudo de fenomenos élétromécanicos e/ou eletromagneticos. O segundo contempla as questoes 
de monitoramento das condicoes de estabilidade eletromecânica atraves da determinaçao de 
modos de resposta do sistema eletrico. Estes dois problemas nos remetem a solucoes via 
tecnicas de identificacão de sistemas, cujos fundamentos estão descritos a seguir.
1.2 Identificação de Sistemas
O comportamento temporal de sistemas, sejam estes de áreas mais tecnicas como os 
aplicados a engenharia eletrica, engenharia mecânica e a engenharia de processos ou sistemas 
não-tecnicos tais como referentes a biologia, medicina, qu ímica, física, economia e etc, podem 
ser descritos por modelos matematicos. Isso e afirmado pela teoria de sistemas. No entanto, a 
aplicacão da teoria de sistemas requer que os modelos matematicos para o comportamento 
estatico e dinâmico do sistema e de seus elementos sejam conhecidos. O processo de desenvolver 
um modelo adequado e chamado de modelagem (AGUIRRE, 2004) (LJUNG, 1999) (PINTELON; 
SCHOUKENS, 2004).
Um sistema e entendido como um confinamento de combinacães de entidades que 
se afetam mutuamente. Essas combinacães são chamadas de processos, que nada mais sao 
que o transporte de material, de energia e/ou informacoes. Multiplos processos formam um 
sistema, como por exemplo uma planta de energia, uma fabrica, um sistema de aquecimento 
ou uma planta de produçao de plastico. O comportamento do sistema e, portanto, definido 
pelo comportamento dos diversos processos que o formam. A derivacao matematica de um 
sistema e a modelagem de seus processos, bem como a representaçao de seu comportamento
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baseando-se em medicões de sinal e chamado de analise de sistemas e/ou analise de processos 
( ISERMANN; MUNCHHOF, 2010). Portanto, pode-se falar de identificaçao de sistemas quando 
aplica-se tecnicas de analise e modelagem a sistemas experimentais, a fim de reproduzir o mais 
proximo possível seu comportamento original.
O processo de identificaçao de sistemas pode ser divido em três categorias: caixa 
branca, caixa cinza e caixa preta, tambem muito conhecidos por seus nomes em ingles: white- 
box, gray-box e black-box, respectivamente. Os modelos caixa branca e caixa cinza, tentam 
imitar características da topologia física de um sistema conhecido sendo que, no modelo caixa 
branca, todas as características físicas e parâmetros do sistema são conhecidos. Ja no modelo 
caixa cinza, apenas uma parte destas características e conhecida e acaba-se fazendo uma 
modelagem que mistura características de um modelo caixa branca com analise de dados 
experimentais (CORRÊA; AGUIRRE, 2004). Esse processo de modelagem, no entanto, torna-se 
cada vez mais difícil conforme a complexidade do sistema estudado aumenta, ou ainda, quando 
poucas características da topologia desse sistema sao conhecidas.
Nestes casos, utiliza-se a tecnica caixa preta, que busca criar modelos que reproduzam 
o comportamento de estruturas físicas existentes, baseando-se nas suas variaveis de entrada e 
saída, obtidas por instrumentos de medicão e observaçao. Nenhuma característica interna do 
sistema e utilizada na construcao do modelo ( LJUNG, 1999).
A Macromodelagem possibilita a divisão de um sistema em partes menores, que 
possam ser mais facilmente trabalhadas, como grandes circuitos, redes ou sistemas. Mesmo 
que a simulacao de um sistema inteiro seja possível, e mais pratico identificar subsistemas 
e substitu í-los por seus modelos correspondentes. Essa subdivisao e a chave para garantir a 
escala^^ade dos sistemas (GRIVET-TALOCIA; GUSTAVSEN, 2016).
O estudo de macromodelos e um aliado da engenharia de controle, de maneira a 
estudar estruturas consideradas complexas, mas que se divididas em partes menores, podem 
ser controladas almejando, portanto, reduzir custos e aumentar o desempenho ( ISERMANN; 
MÜNCHHOF, 2010).
1.2.1 Identificaçao de Modelos em Sistemas Eletricos de Potencia
No âmbito da engenharia eletrica, mais particularmente na área de sistemas eletricos 
de potencia, criam-se modelos que estimam o comportamento de um equipamento ou um 
sistema de potencia a fim de que estes modelos contemplem os efeitos parasitas dependentes 
da frequencia, ou ainda, que estimem o comportamento deste equipamento ou sistema em 
situaçoes de sinais transientes.
Ao aplicar as tecnicas de identificacao a sistemas eletricos de potencia, temos duas 
abordagens que serão o alvo deste trabalho:
(a) estimaçao de modos eletromecânicos do sistema interligado visando anílise de estabilidade 
e,
(b) estimaçao de (macro)modelos dinamicos de equipamentos do sistema visando ana­
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lise/realizaçao de simulacoes de transitórios eletromagneticos.
A primeira abordagem para a modelagem de sistemas eletricos de potencia e estimaçao 
de modos élétromécânicos de sistemas afetados por sinais transientes. Para melhor compreensao 
do problema, faz-se necessaria uma curta explicação do que sao sinais ambiente e sinais 
transiente, assim como um apanhado das principais nomenclaturas para esses sinais com base 
na literatura.
O sinal de resposta ambiente corresponde as m e d re s  realizadas durante o período de 
operacão ambiente, tambem chamado de período normal de operacão ou regime permanente. 
Nesse período, o sistema pode ser considerado como um sistema linear (em torno do ponto de 
operacao) e as excitacoes (variacoes de carga) podem ser aproximadas como sendo randomicas 
(ru ído gaussiano). A sa ida do sistema e, portanto, de natureza estocastica.
O sinal de resposta transiente corresponde as medicães do sistema durante um período 
de operacão transiente, tambem chamado de período pos-falha ou período transitorio, o qual 
e iniciado apos uma perturbaçao ter sido aplicada ao sistema ou a ocorrência de uma falha. 
Esta resposta e normalmente caracterizada por um grande desvio na frequencia ou em outras 
medicães, como, por exemplo, o fluxo de porência em uma linha de transmissao. A esse sinal 
transiente tambem e dado o nome de sinal ringdown, devido ao seu comportamento oscilatorio 
apos a ocorrência do disturbio. Por sua vez, muitos autores tambem denominam esse período 
transitorio como período ringdown (THAMBIRAJAH; BAROCIO; THORNHILL, 2010). Neste 
trabalho, os termos "sinal transiente” e "sinal ringdown" serêo utilizados como sinônimos.
Como primeiro foco de estudo, sera abordada a identificacao de modos êlêtromêcônicos 
aplicada a sinais do tipo ringdown. Entre os metodos utilizados nesta aplicaçao, pode-se citar, 
por exemplo, o Metodo de Prony, o qual foi um dos primeiros a ser aplicado a sinais transientes 
(SARKAR T.K. ; PEREIRA, 1995), ha tambem aplicacães com o algor ítimo Vector Fitting (VF) 
( PAPADOPOULOS et al., 2016) (SCHUMACHER; OLIVEIRA; KUIAVA, 2018) e o metodo 
Subspace (SARMADI; VENKATASUBRAMANIAN, 2014).
Outro metodo tambem frequentemente usado na identificaçao de modos para sinais 
transientes e o metodo Matrix Pencil (MP), o qual foi introduzido por HUA; SARKAR (1990b) 
como sendo um novo metodo de estimaçao de polos e res íduos a partir de sequencias senoidais 
exponencialmente amortecidas ou não amortecidas. Seu uso a partir da í se tornou constante. 
O metodo MP apresenta resultados satisfatórios de filtragem, colaborando para a reducao 
do custo computacional (JEREMIAS et a l., 2012). O metodo consiste num processo direto, 
sem etapas iterativas ou definiçao de polos iniciais, como e o caso do metodo VF. Atraves 
do MP, esses polos sao definidos por um problema de autovalor generalizado (SARKAR T.K. 
; PEREIRA, 1995).
No entanto, a analise de eficiencia do MP ainda não esta completa, principalmente 
no que se refere a comparacão de seu desempenho com outros algor ítimos de identificaçao 
que atuam em problemas similares. Nesta categoria, destaca-se o VF, ja amplamente usado 
e consolidado em problemas de modelagem como os citados no in ício desta seçao. Mais
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informações sobre essa abordagem, encontra-se no cap ítulo 3.
A segunda abordagem deste trabalho consiste na criaçao de um modelo de um 
equipamento e/ou de uma rede equivalente no dom ínio da frequência, denominado Frequency- 
Dependent Network Equivalent (FDNE), com o objetivo de estudar oscilacões eletromagneticas. 
Tal modelo visa estudar a interaçao entre equipamentos de um sistema eletrico e os transitórios 
gerados por esta interaçao, transitorios estes que podem ser a causa de falhas em equipamentos 
(CIGRE; JWG; A2/C4.52, 2019a).
O estudo dessa interacao, tanto do ponto de vista de sobretensões nos terminais dos 
equipamentos como também internamente aos mesmos, requer a realizaçao de simulacoes de 
transitorios cuja confiabilidade dos resultados depende diretamente da modelagem adequada 
do equipamento ou do sistema estudado em uma grande gama de frequencias (SCHUMACHER 
et al., 2018). Uma tecnica ja amplamente utilizada nesta aplicaçao e o algoritmo Vector Fitting 
(GUSTAVSEN; SEMLYEN, 1999).
Outra tecnica que pode ser utilizada neste problema e o algoritmo Matrix Pencil. 
Este foi adaptado para trabalhar com modelos FDNE por SHESHYEKANI et al. (2012), 
sendo que os autores utilizaram uma transformada inversa de fourier para converter o sinal 
do dom ínio da frequencia para o dom ínio do tempo. No entanto, este algoritmo so se mostra 
eficaz para sinais de alta frequencia, com amostras espacadas linearmente. Em CHAVARIN; 
NAREDO, 2017 sao apresentadas duas alternativas ao metodo de SHESHYEKANI et al., de 
modo a contornar algumas das limitacoes que ele apresentava. Porem, fora os dois trabalhos 
citados, não encontra-se, ate o momento atual, fontes bibliograficas mais detalhadas sobre o 
algoritmo Matrix Pencil aplicado em problemas no dom ínio da frequencia. No desenvolvimento 
deste trabalho, foram enfrentadas muitas dificuldades ao tentar aplicar o algoritmo a dados 
experimentais, devido a falta de detalhes no material dispon ível na literatura. Apos varias 
tentativas foi poss ível fazer o algoritmo funcionar para os casos de sinais medidos em frequencias 
linearmente espaçadas. Propoe-se, portanto, uma comparacao entre os algoritmos Matrix Pencil 
desenvolvidos nos artigos citados atraves de estudos de caso com dados reais. Esta aplicaçao 
sera mais amplamente discutida no cap ítulo 4 .
1.3 OBJETIVOS
1.3.1 OBJETIVO GERAL
Analisar solucoes para os problemas de modelagem e simulaçao de sistemas em 
problemas envolvendo sistemas eletricos de potencia. Entre as solucoes existentes, da-se 
enfoque ao metodo Matrix Pencil.
1.3.2 OBJETIVOS ESPECÍFICOS
•  Abordar o desenvolvimento teorico da tecnica Matrix Pencil e suas adequacoes aos 
problemas determinados pelo trabalho;
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•  Aplicar o Matrix Pencil na identificaçao de modos eletromecanicos de sinais transien­
tes/ ringdown.
•  Aplicar o Matrix Pencil na identificaçao de modelos do tipo FDNE.
•  Avaliar o desempenho e a precisao do metodo Matrix Pencil a partir de estudos de caso 
utilizando dados de sistemas reais.
1.4 ESTRUTURA DO TRABALHO
O presente documento esta estruturado da seguinte forma:
Capítu lo  2 Resumo para recapitular as bases matematicas necessarias para a melhor com­
preensão do algoritmo Matrix Pencil, como classificacao de matrizes, problema do valor 
singular e autovalor, transformadas, dentre outros.
Capítu lo  3 Revisao da tecnica Matrix Pencil de sua maneira geral, elucidando o desenvolvi­
mento do algoritmo, bem como sua aplicacao a problemas no dom ínio do tempo, com 
tres estudos de caso para a validacao do algoritmo, comparando-o com a tecnica Vector 
Fitting.
Capítu lo  4 Adaptacao do raciocínio utilizado no cap ítulo 3 para aplicar a mesma tecnica 
no dom ínio da frequencia, junto a três estudos de caso para a validaçao. Faz-se, neste 
cap ítulo, uma comparaçao de desempenho entre quatro variantes do algoritmo Matrix  
Pencil.
Capítu lo  5 Conclusões do trabalho.
82 f u n d a m e n t o s  m a t e m A t i c o s
2.1 in t r o d u c Ao
A proposta da revisao de literatura deste cap ítulo e fornecer as bases necessarias para 
a melhor compreensao dos calculos envolvidos no metodo Matrix Pencil aplicado em problemas 
de identificaçao de sistemas. Neste trabalho, abordou-se duas aplicaçoes diferentes introduzidas 
no cap ítulo 1 e que semo mais amplamente discutidas nos cap ítulos 3 e 4 .
Como o nome sugere, o metodo Matrix Pencil utiliza propriedades matriciais, bem 
como alguns conceitos de algebra linear como o calculo de autovalores e valores singulares. 
Os autovalores sao uteis na analise de metodos de identificacao, tambem na convergencia de 
metodos iterativos na soluçao de sistemas de equacães algebricas e na analise de éstabilidadé e 
de tecnicas de resoluçao de sistemas de equacoes diferenciais (NASCIMENTO, 2012). Outro 
conceito, muito importante para o desenvolvimento do algoritmo e revisado neste cap ítulo, e a 
definiçao do problema de autovalor generalizado.
Ja a tecnica matematica de decomposiçao em valores singulares possui varias aplicacães 
como em analises estat ísticas (GREENACRE, 1984) ou tambem em criptografia ou compressao 
de imagens (YAO et al., 2017). No caso específico do Matrix Pencil, utiliza-se esta tecnica 
para a realizacao de uma filtragem dos dados da amostra a fim de amenizar a interferência do 
ru ído presente.
No caso de aplicaçao do Matrix Pencil que envolve a modelagem de sistemas no 
dom ínio da frequencia, abordado no cap ítulo 4 , e necessaria a retomada de conceitos de 
transformadas de Fourier e de Laplace que serêo aplicados aos dados amostrais utilizados nos 
estudos de caso.
2.2 TIPOS DE MATRIZES
Tendo em vista o cont ínuo uso de calculos matriciais e suas propriedades nos metodos 
a serem estudados, julgou-se necessario destacar a nomenclatura, bem como a representacao de 
algumas classes de matrizes muito utilizadas nas deduçães subsequentes (HOWARD; RORRES, 
2001).
1. Matriz Ortogonal
Quando o produto de uma matriz A  por sua transposta resulta na matriz identidade,
isto e, A A  =  I , esta e chamada de matriz ortogonal;
2. Matriz Simetrica
Se a Matriz A  for simetrica, entao ela sera igual a sua transposta: A  =  A';
3. Matriz Hermitiana
A Matriz Hermitiana, denotada por A H, e a matriz transposta conjugada da matriz A;
4. Matriz Toeplitz
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Também chamada de matriz de diagonais constantes, e uma matriz em que cada diagonal 
descendente da esquerda para a direita tem valor constante. Um exemplo e:
A
a b c d e
f a b c d
g f a b c
h g f a b
h g f a
(2.1)
2.3 AUTOVALORES E AUTOVETORES
Nesta seçao, serão discutidas as definicões e algumas propriedades envolvendo autova­
lores e autovetores. Inicialmente sera considerado um problema de autovalor padrão do tipo 
Ax =  Xx . Em seguida será introduzido o conceito de problema de autovalor generalizado da 
forma Ax =  XBx  , que e o caso específico do metodo Matrix Pencil.
Sendo uma matriz A  e Cnxn e um vetor nao nulo x e Cn , de forma que Ax  seja um 
multiplo de x, entao define-se um escalar X e C de forma que:
Ax =  Xx. (2.2)
em que o vetor x é chamado de autovetor da matriz A  pertencente ao autovalor X.
Algumas definicoes e teoremas importantes a respeito de autovalores e autovalores 
(NASCIMENTO, 2012) ,(HOWARD; RORRES, 2001):
1. Considerando a equaçao ((2.2)) satisfeita, o escalar X e chamado de autovalor associado 
ao autovetor x;
2. O par (X, x) e chamado de autopar de A;
3. Seja uma matriz A  e Cnxn hermitiana, então todos os autovalores de A  serão numeros
reais;
4. Considerando a equacão ((2.2)) satisfeita, o vetor não nulo x e Cn e chamado de 
autovetor a direita da matriz A  e Cnxn;
5. Similarmente ao item anterior, o vetor não nulo y e Cn e denominado autovetor a
esquerda de A  correspondente a um autovalor j  se:
yH A  =  j y H (2.3)
2.4 PROBLEMA DO AUTOVALOR GENERALIZADO
Uma Matriz Pencil e caracterizada como A  — X B , com A  e Cnxn e B  e Cnxn 
parametrizadas por um escalar X e C. Quando A  for uma matriz quadrada de ordem n  x n  e 
B  =  I , em que I  e a matriz identidade de ordem n, as raízes da equaçao det(A — XB) =  0
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serão os autovalores de A, como o caso padrao mostrado na seçao anterior. Entao, o problema 
de encontrar soluçoes não triviais da equacao
A x =  XBx, (2.4)
e chamado de problema de autovalor generalizado (SAMPAIO; LECKAR, 2015). Importante
destacar algumas definicoes para que o problema do autovalor generalizado seja corretamente
apresentado:
1. Um vetor não nulo x e  Cn e denominado autovetor generalizado do par (A ,B),  em que 
A  e B  sao matrizes quadradas de ordem n x  n, se existir um escalar X e  C, de modo 
que a equaçao (2.4) seja verdadeira. Entao, X e denominado autovalor do par (A,B). De 
forma analoga, um vetor nao nulo y e  Cn sera um autovetor generalizado a esquerda 
correspondente ao autovalor j  se:
yH A  =  j y H B  (2.5)
os pares (X,x) e ( j , y )  sao chamados de autopar a direita e autopar a esquerda de (A,B), 
respectivamente.
2. A matriz A  — XB  e denominada Matriz Pencil ou pencil das matrizes A  e B .
3. O polinâmio p(X) =  det(A — X B ) e denominado polinâmio característico do par de 
matrizes (A,B). As raízes deste polinomio sao os autovalores associados ao problema de 
autovalor generalizado dado na equaçao (2.4).
Para B  =  I  ou se B  for uma matriz nao singular, entao p(X) sera um polinâmio de grau 
n. Desta forma, havera n autovalores associados a Matriz Pencil A  — X B . Por outro lado, 
se B  =  I  ou se B  for singular, o numero de autovalores podera ser zero ou inifinito.
4. Se p(X) nao for identicamente nulo (todos os coeficientes iguais a zero) para pelo menos 
um valor de X, então a Matriz Pencil A  — XB  sera denominada regular. Caso contrario, 
sera denominada singular.
Uma matriz regular sempre te rí um nímero fin ito  de autovalores (STEW ART, 2001). 
Para melhor compreensão, observa-se que A x  =  X B x, com x =  0, se e somente se, 
det(A — X B ) =  0. Agora p(X) =  det(A — X B ) sera um polinomio de grau m <  n. Desta 
forma, se a Matriz Pencil for regular, o polinomio p(X) nao serí identicamente zero e 
assim tera como soluçao m  raízes correspondendes aos autovalores do par (A ,B).  Caso 
a matriz B  não seja singular, a Matriz Pencil tera exatamente n  autovalores. Assim, um 
problema de autovalor generalizado pode se tornar um problema de autovalor padmo da 
forma
(2.6)
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2.5 DECOMPOSIÇÃO EM VALORES SINGULARES
A decomposição em valores singulares é utilizada no algoritmo Matrix Pencil como um 
artifício de filtragem de dados. Nesta seçao, apresenta-se a definiçao desta tecnica matemática 
(NASCIMENTO, 2012).
Seja A  uma matriz m  x  n  com valores singulares a 1 >  a2 >  ••• >  ar >  0. Entao, 
existe uma matriz ortogonal U , m  x m, uma matriz ortogonal V , n x  n, e uma matriz E , 
m  x n, tal que:
A  =  U E V '  (2.7)
em que:
1.
D 0 a i 0
E =
0 0
e D  =
0 a r
2. V  =  [vi, v2, ••• , vn] diagonaliza ortogonalmente A'A;
3. Os vetores coluna de V  são ordenados tal que o 1 >  o2 >  . . .  >  ar >  0;
4.
A v i 1 t . .
=  . . .  || = — A v i , i  = 1, 2, ••• , r ; (2.9)||Avi|| ai
5. U  =  [u1, u2, ••• , ur ] e uma base ortonormal do espaço coluna de A;
A fatoracao descrita acima e chamada de decomposiçao em valores singulares de A. 
As colunas da matriz U  sao chamadas de vetores singulares a esquerda de A  e as colunas da 
matriz V  sao chamadas de vetores singulares a direita da matriz A. (NASCIMENTO, 2012)
2.6 TRANSFORMADA DE FOURIER
Ao trabalhar com o Matrix Pencil na definiçao de um modelo FDNE, chega-se a 
necessidade de transfomar dados do dom ínio da frequencia para o dom ínio do tempo, para isso, 
utiliza-se as tecnicas de transformadas de Fourier, que serao revisadas nessa secão.
2.6.1 Transformada Cont ínua de Fourier
A transformada de Fourier para um sinal cont ínuo e definida por (OPPENHEIM; 
SCHAFER, 2014):
Y  j )  =  y ( t)e - ’ “ ‘dt (2.10)
J 0
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e sua inversa e dada por:
1 r  ™
y (t) =  2 ^ J  Y(jw)e3Mtdw (2 .11)
em que y(t)  e o sinal no tempo cont ínuo, t  e R, e Y ( jw )  e sua representacao no dom ínio da 
frequencia, sendo f  a frequencia em Hertz e w =  2 n f  a frequencia angular em rad/s.
2.6.2 Transformada Discreta de Fourier (DFT)
Em computaçao numerica, trabalha-se com dados finitos. O numero de amostras no 
tempo discreto y[n] e seu espectro na frequencia Y[k] devem ser limitados (OPPENHEIM; 
SCHAFER, 2014). Portanto, a transformada discreta de fourier (DFT) de um sinal limitado 
no dom ínio do tempo resulta em um sinal de mesmo numero de amostras no dom ínio da 
frequencia.
A DFT de um sinal discreto com N  amostras e dado por:
N-1
Y  [k] =  J ]  y[n]e- j  N nk (2.12)
n=0
e a inversa e dada por:
1 N- i
y [ n ]=  n Y ,  Y[k]ejNnk  (2.13)
k=0
em que y[n] e o sinal no tempo discreto (n e Z ) e Y (k )  o sinal na frequencia (k e Z).
As equacães (2.12) e (2.13) podem ser calculadas, respectivamente, pelos algoritmos
FFT e IFFT, desenvolvidos para diminuir a complexidade computacional envolvida no problema 
em questão e, desta forma, resolve-lo mais rapidamente. (OPPENHEIM; SCHAFER, 2014)
2.7 TRANSFORMADA NUMERICA DE LAPLACE
Nas manipulacoes matemáticas de sinais eletricos de potencia, utiliza-se, normalmente, 
o dom ínio da frequencia. Em geral, as expressões neste dom ínio, resultantes de estudos praticos, 
sao muito difíceis, se nao impossíveis de serem resolvidas analiticamente. Esta dificuldade, no 
entanto, e superada atraves de metodos numericos ( MORENO; RAMIREZ, 2008). Inicialmente, 
a transformada inversa de fourier (IFT) era aplicada para converter dados do dom ínio da 
frequencia para o dom ínio do tempo. Como esse metodo trazia certos erros de discretizaçao e 
truncamento, modificacoes foram feitas ate chegar a transformada numerica de Laplace (NLT) 
(W ILCOX, 1978). Nessa seção, elenca-se os principais aspectos desse artifício matematico, 
bem como as tecnicas utilizadas na literatura para a reducão de erros numericos no calculo da 
transformada.
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Dado um sinal temporal causal y(t)  e sendo Y(s)  sua imagem no dom ínio da frequen- 
cia., define-se a variavel de Laplace como s =  c +  j u  e a transformada de Laplace:
Y  (c +  j u )  =  y (t)e {-c+jM)tdt (2.14)
0
sua inversa e dada por:
ect r <x
y (t) =  ^ J  Y  (c +  j u ) e j “ tdu  (2 .15)
em que u  representa a frequencia angular e c e uma constante real positiva ( MORENO; 
RAMIREZ, 2008).
E poss ível notar que, quando c =  0, as equacões (2.14) e (2.15) correspondem as 
equações referentes as transformadas direta e inversa de Fourier, respectivamente, apresentadas 
na secao 2.6.1. Comparando as equaçoes (2.10) e (2.14) conclui-se que a transformada de 
Laplace pode ser obtida aplicando a integral de Fourier a y(t)e-c t , isto e, uma versao amortecida 
de y(t). Portanto, c e conhecida como constante de amortecimento, como sera visto a seguir, 
sua correta definicao e fundamental para reduzir erros de aliasing (GOMEZ; URIBE, 2009).
O calculo da transformada inversa de Laplace gera oscilacoes em alta frequencia 
denominadas oscilações de Gibbs, devido ao truncamento do range de integração, resultando 
em erros de amplitude do sinal transformado. A magnitude deste sinal pode ser corrigida pela 
sua multiplicacao por uma janela de dados a(u)  (GOMEZ; URIBE, 2009). Dentre a variedade 
de funcoes de janela de dados existente, alguns exemplos podem ser encontrados na Tabela 1. 
Nas equacoes da tabela, Q representa a frequencia maxima do sinal.
Tabela 1 -  Definindo equações de janela de dados
Janela Equacao
Blackman a (u )  =  0.42 +  0.5cos(n ^ ) +  0.08cos(2n ^ )
Hanning a(u )  =  1+cos^ /n)
I /  \  l+sinínw/Q)
Lanczos a(u )  =  J / n
Riez a(u ) =  1 — | J 2
Para os erros de aliasing, provocados pela discretizaçao da variavel cont ínua u , a 
compensacão utilizada da-se atraves da constante c, seu valor e baseado em regras emp íricas. 
Uma relaçao bastante utilizada atualmente e a proposta por Wedepohl (WEDEPOHL, 1983), o 
qual mostrou que o erro de aliasing pode ser reduzido ao aumentar o numero de amostras ( N ):
c =  l n T  2) (2 .16 )
em que T  e o per íodo de observaçao no tempo e e dado por T  =  2 n /A u ,  sendo A u  o intervalo 
de amostragem na frequencia.
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Portanto, como apresentado por MORENO; RAMIREZ, 2008, a transformada numerica 
de Laplace e dada por:
N -1r -i . X  ^ r -i —cTn
Y  [k] =  A t J 2 y [ n ]e~N- e ~ ^  (2.17)
n=0
em que k,n  =  0 ,1, 2, • • • , N  — 1 e A t  o intervalo de amostragem no tempo. Sua inversa e 
dada por:
ecnAt f  i N-1 , )
y[n\ =  - 7 T T N  J 2  Y [ k ] a [ k \ e ^  \  (2 .18 )
l  k=0 J
em que a e a funçao janela de dados.
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3 M É T O D O  M A T R IX  PEN C IL NO D O M ÍN IO  DO T E M P O
3.1 in t r o d u c Ao
A estabilidade de um sistema eletrico de potencia e a habilidade deste, dadas condiçoes 
iniciais, de retornar ao estado de equilibrio de operaçao (regime estacionario) após ser submetido 
a uma perturbaçao física, com a maioria de suas variaveis limitadas, de tal maneira que 
praticamente todo o sistema permaneca intacto ( KUNDUR et a l., 2004). Esta definicao 
aplica-se ao sistema como um todo, mas, frequentemente, a estabilidade de um determinado 
equipamento tambem e objeto de estudo.
Na analise de estabilidade, propoe-se, na literatura ( KUNDUR et al., 2004), algumas 
classificaçoes conforme o tipo de abordagem do problema. Essas subdivisões dependem de fatores 
como, por exemplo, a grandeza física na qual se observa o fenomeno de estabilidade; tamanho 
da perturbacao considerada; e tambem o tempo de observaçao que deve ser considerado para 
chegar a estabilidade. Problemas locais sao associados com a oscilacão de uma unica central 
eletrica com o restante do sistema, ja problemas globais, tambem chamados de oscilaçoes 
inter-área, sao causados pela interação de grandes grupos de geradores e tem efeitos muito 
mais difundidos pelo sistema ( KUNDUR et al., 2004).
Em particular interesse para este trabalho esta a estabilidade de sistemas de potencia 
que, apos perturbacães, deveriam manter o sincronismo entre si, ou seja, possuem a habilidade 
de manter o equil íbrio do torque eletromagnetico e mecanico. Tal problema de estabilidade 
envolve o estudo de oscilaçoes eletromecânicas inerentes do sistema eletrico de potencia. A 
instabilidade pode ocorrer na forma de oscilaçoes angulares crescentes de alguns geradores 
levando a perda de sincronismo com outros geradores ( KUNDUR et al., 2004).
As oscilacoes eletromecanicas fazem parte do funcionamento dos sistemas eletricos de 
potencia. Conforme as redes eletricas vem operando cada vez mais proximas a seus limites, 
monitorar a estabilidade se torna de extrema importancia. Oscilaçoes pouco amortecidas podem 
causar diversos problemas, como por exemplo na distribuição de energia ou comprometendo o 
funcionamento de equipamentos. Para prevenir tais acidentes, a analise dos modos e^ram e- 
canicos e feita a partir de dados de mediçao e tecnicas de identificaçao (SANCHEZ-GASCA, 
2010).
Devido a larga escala dos sistemas eletricos de potencia e a baixa frequencia de oscila- 
çoes inter-area, sistemas de monitoramento de grandes areas (W AM -W ide Area Monitoring) 
sao necessarios para detectar instabilidades na rede. As medicoes sao feitas por unidades de 
mediçao fasorial (PMU -Phasor Measurement Units), as quais extraem os fasores (magnitude 
e angulo de fase) dos sinais de corrente e diferença de potencial de um sistema eletrico de 
potencia.Todos os ângulos de fase utilizam uma mesma referencia de instante de tempo, com 
o aux ílio de um sistema GPS. Os dados sao coletados, sincronizados com a mesma referencia
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de tempo e armazenados por concentradores de dados fasoriais ( PCU -Phasor Concentrators 
Units) (ANNAKAGE et al., 2017) ( RAY, 2017). A Figura 3 ilustra o processo de captacão 
e processamento de dados descrito nesta secao. A Figura 4 mostra a imagem de um PMU 
utilizado para aquisicão de dados de rede no laboratório de geracao distribu Ida da Universidade 
Federal do Parana (UFPR).
Figura 3 -  Típica arquitetura de uma rede WAM (Fonte: ANNAKAGE et al.,2017).
Os dados de resposta do sistema de potencia, obtidos pelos PMUs, podem ser 
classificados como dados de resposta ambiente ou transiente. Dados de resposta ambiente são 
aqueles correspondentes a operacao em regime permanente do sistema, em que este pode ser 
aproximado a um sistema linear e as excitacães por curvas aleatórias e gaussianas. A sa ída 
do sistema, portanto, e de natureza estocastica. Dados de resposta transiente são aqueles 
medidos apos uma perturbacao ou falha. Esta resposta e caracterizada por uma mudanca nas 
características o que gera um desvio na frequencia. O sinal de resposta transiente tambem 
e chamado na literatura de sinal ringdown. A Figura 5 exemplifica os dois tipos de sinais de 
operação. E possível observar o sinal durante o período de operaçao ambiente, com frequencia 
variando em torno de 60 Hertz. A partir do instante em que ha uma interferência, o desvio na 
frequencia aumenta substancialmente e o sinal comeca seu período de operaçao transiente.
Os metodos aplicados a estes diferentes tipos de operacao são chamados de mode­
meter e ringdown, respectivamente. Os metodos mode-meter sao chamados desta maneira, pois 
eles estimam mais facilmente as frequencias dos modos do que os índices de amortecimento, 
enquanto os metodos ringdown possuem este nome pois, trabalham com sinais caracterizados 
pelo comportamento oscilatorio amortecido (THAMBIRAJAH; BAROCIO; THORNHILL, 2010). 
No caso de estimaçao de modos e^trem ecam ^s de interesse a este trabalho, utilizou-se um 
metodo de estimaçao aplicado a sinais ringdown, o Matrix Pencil. Na Figura 6 os principais 
metodos de estimaçao aplicados a sinais transiéntés/ringdown estão organizados em uma arvore
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Figura 4 -  PMU utilizado no laboratório de medições da UFPR (Fonte: Autor).
Figura 5 -  Operação ambiente e transiente em um sistema elétrico de potência (Fonte: THAMBIRA-
JAH; BAROCIO; THORNHILL, 2010)
hierarquica conforme o tipo de aplicaçao adequado. O metodo MP e um metodo aplicado a 
sinais de resposta transientes, adquiridos de sistemas lineares e operantes do domínio do tempo.
Capítulo 3. MÉTODO MATRIX PENCIL NO DOMÍNIO DO TEMPO 18
Figura 6 -  /Árvore hierárquica de algorítimos de identificação para sistemas elétricos de potência com 
foco na operaçao transiente (Adaptado de: THAMBIRAJAH; BAROCIO; THORNHILL,
2010)
3.2 DEFINIÇÃO DO PROBLEMA
Quando um sistema elétrico de potência entra em uma condição transitória (modo de 
operação transiente),gerando dados de resposta transiente, a representaçao deste fenômeno 
e similar a representaçao de um impulso aplicado a um sistema linearizado (KENNÃUGH; 
MOFFÃTT, 1965). Para um melhor estudo do comportamento do sistema em questao em 
uma situaçao de presenca de sinal transiente, esses sinais, são modelados como uma soma 
de exponenciais ( PIERRE et al., 2012). Portanto, representa-se um sinal transiente para um 
sistema SISO conforme seguinte formulacao:
M
y (t) =  x  (t) +  n  (t ) ~  Riesit +  n(t) ,  0 <  t  <  T, (3.1)
i=1
em que:
y (t) : resposta no tempo observada; 
n (t) : ruído no sistema; 
x  (t) : sinal;
Ri : resíduo complexa, sendo Ri =  A í ô ;
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A i : amplitude;
É>i : fase;
si a i +  jU í ;
a i : fator de amortecimento;
Ui : frequência angular (u  =  2 n f i ).
O algorítimo de identificaçao Matrix Pencil usa, neste trabalho, a representaçao geral 
de um sinal transiente, como mostrado na equação (3.1), para estimar os modos eletromecanicos 
do sistema, representados por zi como na equacão (3.3) abaixo. A estimaçao dos fatores de 
amortecimento e as frequencias angulares do sinal ringdown e essencial para a analise de 
estabilidade descrita na secao 3.1
Entao, para o sinal amostrado da equacão (3.1), substituiremos t  por A tk , em que 
A t  e o tempo de amostragem e k e um numero natural:
M
y (A tk )  =  x  (A tk )  +  n (A tk )  ~  Rizk +  n (A tk )  , k =  0 , . . . , N  — 1 (3.2)
i=1
Zi =  e (3.3)
3.3 FUNDAMENTACAO DO METODO
O principal objetivo do algoritimo Matrix Pencil e encontrar a melhor estimativa para 
Ri e zi (equacoes 3.2 e 3.3). Portanto, uma vez que tem-se as N  amostras (k =  0, • • • ,N  — 1) 
do sinal, e montada uma matriz Hermitiana, conforme a seguir (SARKAR T.K. ; PEREIRA, 
1995):
Y
y (ko) 
y (k i)
y (k i) 
y (k 2 )
y (kN - l - i ) y (kN - l )
y (kL) 
y (kL+i)
y (kN- i )
(3.4)
(N-L)x(L+1)
em que L  e chamado de parâmetro pencil. Este parâmetro e escolhido entre N /2  e N /3 .  Em 
seguida, criam-se novas submatrizes definidas por:
Y1
y (ko)
y (k i )
y (k i ) 
y (k 2 )
y (kN - l - i ) y (kN - l )
y (kL - i )
y (kL)
y (kN - 2 )
(3.5)
(N-L)x(L)
e
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Y2
y (k i) 
y (k 2 )
y (k2 ) 
y ih ')
y (kL) 
y (kL+ i)
y (kN - l ) y (kN -L+ i)  ■■■ y (kN- i )
(3.6)
(N-L)x(L)
E possível observar que Y\ é obtida pela matriz Y  ao descartar a última coluna. Por 
sua vez, a matriz Y2 e obtida pela matriz Y  após descartar a primeira coluna.
Pode-se escrever ainda:
Y2 — Z i R0Z0Z 2, (3.7)
em que
Z i —
1
Zi
Yi — Z 1 R 0 Z 2 ,
1
Z2
(N-L-1) (N-L-1)
Z 2 —
Zl
Z2
Zn
Ro
1 Zm
zl 0
0 Z2
0 0
R i 0 
0 R 2
1
zm
(N -L-l)
(N-L)xM
Z(L- 1)Zi„(L-l)
Z(L- 1)ZM
■ 0 
■ 0
■ ZM
MxL
MxM
0
0
MxM
ou seja
0 0 • • • R m
Considerando agora a Matriz Pencil da forma:
Y2 =  ÀY i,
Y2 — ÀYi — Z 1R0Z0Z 2 — À (Z i R0 Z 2 ) — ZiRo(Zo — X I ) Z 2,
(3.8)
(3.9)
(3.10)
(3.11)
(3.12)
(313)
(3.14)
i 2
2
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em que I  e a matriz identidade M  x  M  e X e a raiz do polinomio característico 
p(X) =  det(Y2 — XYi) discutido na seçao 2.4. Todas as raízes deste polinomio representam os 
autovalores associados a equaçao (3.13)
E demonstrado ( HUÃ; SÃRKÃR, 1990b) que o posto (rank) de Y2 — XY1 sera, em 
geral, igual a M , desde que M  <  L  <  N  — M . Entretanto, se X =  Zi, i  =  1,2, ■■■ , M , o posto 
da Matriz Pencil sera reduzido para M  — 1. Ãssim, como proposto por Sarkar (SÃRKÃR T.K. 
; PEREIRÃ, 1995), os parametros zi da equação ((3.3)) podem ser obtidos atraves da soluçao 
de um problema de autovalores generalizado do par de matrizes Y1 e Y2, representado pela 
equacao (3.15):
Y +Y 2 — X I =  0, (3.15)
em que Y +  e a pseudoinversa da matriz Y1 (SÃRKÃR T.K. ; PEREIRÃ, 1995):
Y +  =  {Y H  Y i } - 1Y H . (3.16)
Devido a presença de ru Ido na captura de sinais em sistemas eletricos de potencia, o 
problema de autovalor generalizado mostrado na equação (3.15) nao encontra os verdadeiros 
modos do sistema. Portanto, a sa ída encontrada e a realizaçao de uma filtragem anterior a
resolucao do problema de autovalor. Ã chamada pre-filtragem sera abordada na secao 3.3.2,
porem, para sua realizacão, e necessario primeiramente o calculo da ordem estimada M .
3.3.1 Ordem Estimada
O proximo passo do metodo consiste na seguinte decomposiçao, tambem chamada de 
decomposiçao em valores singulares visto na seçao 2.5:
Y  =  U E V h  , (3.17)
em que:
U ^  Matriz composta pelos autovetores de Y Y H 
V  ^  Matriz composta pelos autovetores de Y HY
E  ^  Matriz diagonal contendo os valores singulares de Y , ordenados na diagonal 
principal de forma decrescente.
Com a matriz de valores singulares E  calculada, e possível obter o parâmetro M , 
tambem chamado de estimaçao da ordem do sistema. Tal parâmetro e igual ao numero de 
valores singulares significativos da matriz principal, definido por
>  10-p (3.18)
&max
em que p e a ordem de d ígitos decimais significativos, definida pelo usuario; oc representa um
valor singular avaliado e amax corresponde ao maximo valor singular presente na matriz E . O
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numero de valores singulares que obedece a razão representada na inequacao (3.18) e igual a 
M .
3.3.2 Pre-Filtragem
Com a finalidade de estimar os parâmetros do sinal avaliado, e proposta uma filtragem 
a fim de eliminar os efeitos do ru ído (SÃRKÃR T.K. ; PEREIRÃ, 1995). Neste procedimento, 
um parâmetro importante e o parâmetro M . Ã partir dele, e poss ível eliminar os elementos que 
estao acima da ordem do sinal em questao, ou seja, os elementos nao significativos.
Esse procedimento e feito a partir das matrizes V  e E , criando novas submatrizes V' 
e E '  da seguinte forma:
V ' =  [v 1  ,V2, • • ,VM] ,  (3.19)
E ' =  [e 1 ^ , • • • ,eM] , (3 .20)
em que v e e representam os vetores coluna das matrizes V  e E , réspéctivaménté. Os vetores 
das colunas M  +  1 a L, correspondentes aos menores valores singulares, sao descartados. Em 
outras palavras, V '  e formada pelas M  primeiras colunas de V , correspondentes aos valores 
singulares significativos e E '  e a matriz diagonal que contem estes valores singulares.
Ãlem disso, a seguinte relaçao e verdadeira (SÃRKÃR T.K. ; PEREIRÃ, 1995):
Y1 =  U E '[V ']h  , (3.21)
Y 2 =  UE'[V2,]h  , (3.22)
em que V '  e obtida eliminando a ultima linha de V '  e V2 e obtida eliminando a primeira linha 
de V '.
Ãpos estas reducões, foi então provado ( (HUÃ; SÃRKÃR, 1990a) e ( HUÃ; SÃRKÃR,
1990c)) que a Matriz Pencil mostrada na equacao (3.13) pode ser escrita novamente atraves
das novas matrizes V '  e V2:
[V2]H =  X [V{]h  . (3.23)
De forma analoga ao que foi deduzido anteriormente, a equacao (3.23) pode ser reescrita na 
forma de um problema de autovalor generalizado como na equaçao (3.15) da seguinte forma:
{ [V {]H }+  [V2]H — X I =  0. (3.24)
Ãtraves deste metodo de filtragem, encontrando as solucoes da equaçao (3.24), a 
estimaçao dos modos zi na presenca de ru ído se torna mais precisa.
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Uma vez que esses modos e o valor de M  são conhecidos, os Resíduos Ri são 
encontrados atraves da solução de um problema de mínimos quadrados:
y (0) 1 1 ••• 1 R l
y (1) = Zl Z2 ••• Zm R 2
_ y  (N  - 1) _ i TT
i
TT to
1
TT
i
i R m
(3.25)
Após estimar os valores de zi e Ri , pode-se entao calcular os parâmetros mostrados 
na equaçao (3.1), como mostrado na Tabela 2 .
Tabela 2 -  Parâmetros Soma de Exponenciais.
Parâmetro Equação
Amortecimento (ai) 
Frequencia (u i ) 
Amplitude (A i )
Fase (fa)
Re(zi)
+ n - l (  Im(zi) ) lg  ( Re(zi) )
\R \
angle(Ri)
3.3.3 Algoritmo
Apos a fundamentacao do metodo, traz-se nessa seçao um resumo passo-a-passo do 
algoritmo Matrix Pencil aplicado a sinais de resposta no domínio do tempo:
1. Construcao de uma matriz Hermitiana Y  a partir do sinal de amostra y(t), como na 
equação (3.4);
2. Decomposiçao desta matriz em duas submatrizes Yi e Y2;
3. Decomposicao da matriz Hermitiana Y  em valores singulares;
4. Calculo da ordem estimada M ;
5. Filtragem das matrizes Y1 e Y2 a partir das matrizes V  e E .
6. Resoluçao do problema de valores singulares do par de matrizes filtradas para determinar 
os valores de zi (equaçao (3.24)), identificando, consequentemente, os valores de s  
(equacão (3.3));
7. Calculo dos valores de Ri a partir do problema de mínimos quadrados, como mostrado 
na equaçao (3.25)
8. Identificaçao dos parâmetros desejados a partir das relacões matematicas presentes na 
Tabela 2.
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3.4 ESTUDOS DE CÃSO
Para o problema de identificaçao de modos eletromecãnicos utilizando dados no 
dom ínio do tempo, exposto na seçao 3.2, foram realizados tres estudos de caso. Estes estudos 
estao presentes em DORIGHELLO; OLIVEIRÃ, 2018.
O primeiro deles aplica o algoritmo de identificaçao Matrix Pencil a um sinal sintetico, 
com o objetivo de verificar a capacidade do algoritmo de identificar parâmetros ja conhecidos e 
tambem de realizar um teste de repetibilidade. Os dois outros estudos de caso são aplicados a 
dados reais, um caso contendo dados de um evento ocorrido no Brasil e outro nos Estados 
Unidos, com o intuito de verificar a precisão do algoritmo. Para isso, este foi comparado com o 
algoritmo Vector Fitting, mais especificamente com a tecnica chamada Ringdown Time-Domain 
Vector Fitting (RTD-VF) desenvolvida em SCHUMÃCHER; OLIVEIRÃ; KUIÃVÃ,2018. Para 
comparar o desempenho de ambos algorítimos, utilizou-se um coeficiente de determinaçao 
chamado R 2 e definido por:
í  N- 1 \
-  y [n ])2
R 1 - n=0N -1
V ^  ; (ym[n] Um)
x 100% (3.26)
n=0 /
em que ym[n] é o sinal transiente medido com valor médio ym e y[n] corresponde ao valor 
estimado de ym[n]. Este coeficiente indica a taxa de correspondência entre os dados medidos e 
estimados, com R2 =  100% representando uma equivalencia perfeita entre ambos.
3.4.1 Sinal Sintetico
No primeiro estudo de caso, um sinal sintetico com parâmetros ja conhecidos foi 
avaliado pelo algoritmo. O sinal e representado pela equaçao (3.27) abaixo.
x ( t)  =  le -0 ’1697t cos(1,4351t -  2,5122) +  
1,32e-0’8150t cos(3,9270t -  1,8850) +  
1,13e-1’8230t cos(6,4654t -  0,3142).
(3.27)
O sinal representado na equaçao (3.27) possui 3 modos, representados por 6 polos, 
como pode-se ver mais claramente a seguir:
modüi =  A ieaitcos(ui t  +  & ) ,  
ao aplicar a formula de Euler para a representaçao do cosseno, tem-se:
ej (ÍVit+,Pi) +  e-j(íVi t+<^i)
modoi =  A ieait 1 
ordenando a expressao, tem-se:
2
A Amodo■ =  - eait+j(uit+^i) +  - eait-j(uit+^i)
- 2 2 '
(3.28)
(3.29)
(3.30)
Capítulo 3. METODO MATRIX PENCIL NO DOMÍNIO DO TEMPO 25
Portando, para cada modo, teremos dois polos conjugados e, para o algoritmo, o 
numero de polos e que e utilizado no processo de identificação (ordem).
Para este estudo de caso, fazendo referencia a equaçao (3.2), foi utilizado um período 
de amostragem de A t  =  0,01s e uma janela de tempo de 30s. Antes de aplicar o algoritmo 
de identificaçao, um ruído branco n[n] com media zero e variancia 0.052 foi adicionado 
ao dado gerado x[n]. Portanto, os dados trabalhados sao representados na verdade por 
ym[n] =  x[n] +  n[n].
O sinal acima descrito foi aplicado ao algoritmo Matrix Pencil seguindo os procedimen­
tos descritos na secao 3.3 e utilizando a ordem M  =  6 (ja conhecida). Chega-se a um modelo 
cuja aproximacão aos dados reais e apresentada na Figura 7. Nota-se que a aproximaçao e boa, 
com índice R 2 de 99,9963%, apesar da presenca do ruído.
1.5
-2
- 2.5  --------------------------------------1--------------------------------------1--------------------------------------1--------------------------------------1--------------------------------------1--------------------------------------
0  5 10 15 20  25  30
tempo (s)
Figura 7 -  Reconstrucao do Sinal Sintetico
Com a motivaçao de testar a ordem estimada pelo algoritmo MP e compara-la com 
a ordem do sinal ja conhecida, a Figura 8 mostra a evoluçao da relaçao entre os valores 
singulares ocl o max exposta na seçao 3.3.1 conforme o valor de M  (ordem estimada) aumenta. 
Na Tabela 3 pode-se observar que o valor dessa relaçao sofre alteracoes na segunda casa 
decimal (p =  10_2) ate a ordem 6, apos esta ordem, o valor da relaçao altera-se apenas na 
terceira casa decimal (p =  10_3) e se mantem com valores muito proximos. Pode-se concluir 
portanto, que o algoritmo estima a ordem 6 para este sinal, com uma tolerância de casas 
decimais significativas de 10_2, o que confere com a ordem real ja conhecida do sinal sintético 
observada na equaçao (3.27).
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Figura 8 -  Estimativa do parâmetro M  para o sinal sintético com base na relação ac/a. 
Tabela 3 -  Estimativa do parametro M  para o sinal sintético.
 umax
M Vc/ v  max
1 1
2 0,9403
3 0,3137
4 0,2354
5 0,0547
6 0,03716
7 0,03137
8 0,03136
Conjuntamente, foi realizado um teste de variancia da estimaçao de parâmetros. Neste 
caso, o procedimento foi repetido 1000 vezes para analises estatísticas, a cada estimaçao o 
ruído aplicado era modificado aleatoriamente. O histograma resultante, comparado com o 
valor real do sinal, e mostrado na Figura 9. Nota-se que a variaçao da estimativa apresenta 
semelhanca com a distribuiçao gaussiana e a media da distribuição observada e bem proxima 
ao valor real do sinal que esta sendo modelado. Na Tabela 4, a media dos valores estimados 
para cada parâmetro e mostrada, bem como os resultados do mesmo problema obtidos pelo
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metodo RTD-VF (SCHUMÃCHER; OLIVEIRÃ; KUIÃVÃ, 2018) para comparacao entre ambos. 
Observa-se que, tambem neste caso, ambas as estimacoes são similares e conseguiram estimar 
valores muito proximos aos reais de cada parâmetro em todos os casos.
Figura 9 -  Função densidade de probabilidade dos valores estimados para: (a) amplitude, (b) fator de 
amortecimento, (c) frequencia angular e (d) fase. Os valores reais dos parâmetros estao 
representados pelas constantes destacadas no grafico.
3.4.2 Sistema NÃEI
Em 27 de Ãbril de 2017, condicoes climaticas austeras levaram a uma falha na geraçao 
de energia na area de interconexao leste (E I - Easter Intérconéction) na Ãmerica do Norte e, 
como consequencia, oscilacoes em baixa frequencia ocorreram entre as areas ao norte e ao sul 
do sistema, durante um evento transiente ( HWÃNG; LIU, 2017).
Dois conjuntos de dados obtidos por gravadores de perturbacoes em frequencia (F DR 
- Frequencv Disturbance Recorders) foram escolhidos, um de Maine e o outro da Florida com 
tempo de amostragem igual a A t  =  0,1s. Esses dois conjuntos de dados foram reunidos como 
uma sequencia de diferencas "Maine-Florida” (sinal Maine menos sinal Florida) para formar um 
sinal do tipo ringdown como mostrado na Figura 10(a).
Ão fazer a juncão dos sinais, o fenomeno ringdown so e observado apos 5,6s do sinal 
de amostra, portando, para a identificacao, a plotagem e feita considerando esse instante
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Tabela 4 -  Parâmetros do Sinal Sintético.
Método modos (i)
1 2 3
A, MP 1 1,14 1,32
RTD-VF 1 1,13 1,32
a i MP -0,1697 -0,8150 -1,827
RTD-VF -0,1697 -0,8150 -1,823
Ui MP 1,435 3,927 6,465
RTD-VF 1,4351 3,927 6,4654
[rad]
MP 2,513 1,885 0,3142
RTD-VF 2,513 1,885 0,3142
de tempo como o ponto inicial da curva, descartando então os primeiros 5,6s em que não 
observa-se o comportamento transiente. O sinal foi então aplicado ao algorítimo MP e os 
resultados da estimaçao de parâmetros e a reconstrucao do sinal sao mostrados na Tabela 5 e 
na Figura 10(b), respectivamente.
Tabela 5 -  Parametros do Sinal NAEI.
Método modos (i)
1 2
A, MP 0,0341 0,0301
RTD-VF 0,0345 0,0311
a i MP -0,2024 -0,2207
RTD-VF -0,2028 -0,2279
Ui MP 1,2475 2,1982
RTD-VF 1,2522 2,1819
[rad] MP -1,4898 -1,4246
RTD-VF -1,4612 -1,4448
R2 MP
RTD-VF
94,4422%
94,5728%
Na Tabela 5, os valores obtidos pelo algorítimo MP sao comparados a aqueles obtidos 
pelo metodo RTD-VF, os quais são muito próximos e apresentam taxas R 2 altas. Uma vez que
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Figura 10 -  Sinal (a) Transiente e (b) ringdown do sistema NAEI
os parâmetros originais do sistema sao desconhecidos e a reconstrucão do sinal, a partir dos 
parâmetros identificados, foi bem sucedida, o algorítimo cumpriu seu objetivo.
3.4.3 Sistema BIP
Como apresentado por (CANIZARES et al., 2017), apos uma explosao de buchas de 
isolamento no dia 2 de setembro de 2011 as 19h43m UTC (Tempo Universal Coordenado), a 
hidrelétrica de Itaipu foi desconectada do resto do sistema brasileiro interligado de energia (BIP) 
e reconectada as 19h49m7s. Os eventos de desconexao e reconexão causaram oscilações entre 
as regioes sul, norte, sudoeste e nordeste do sistema com componentes dc variantes. Oscilaçoes 
foram medidas por um FDR (localizado na Universidade Federal de Santa Catarina), com 
tempo de amostragem de A t  =  (1/60)s. O sinal amostrado e avaliado (a partir do instante
1,5s) e aplicado ao algorítimo de identificaçao MP. A Tabela 6 apresenta os valores estimados 
dos parametros para ambos algoritmos: MP e RDT-VF. A Figura 11 mostra a reconstrucão 
do sinal BIP atraves dos modos estimados pelo algorítimo MP. Neste terceiro estudo de caso, 
o MP valida mais uma vez sua precisao e, ao comparar seu desempenho com a do RTD-VF, 
apresenta resultados satisfatórios.
Observando os resultados obtidos nos três estudos de caso, observa-se que ambos os 
algoritmos apresentam estimativas muito proximas para os parêmetros dos sinais estudados,
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Figura 11 -  Sistema BIP
sendo o MP ligeiramente inferior ao VF no que diz respeito a precisao, como mostra o coeficiente 
R2 calculado.
No entanto, e importante lembrar que o MP trata-se de um algoritmo de identificaçao 
direto, diferente do VF que e um algoritmo iterativo, o qual demanda um maior esforco 
computacional. O algoritmo VF tambem necessita de uma estimação de polos iniciais, etapa 
nao existente na identificaçao realizada pelo MP.
Portanto, o MP mostra-se um algoritmo eficiente e preciso, levando em consideracao 
suas características de identificaçao e os resultados quando comparados a um algoritmo ja 
conceituado como o VF.
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Tabela 6 -  Parâmetros do Sinal BIP. 
Metd. modos
(i)
1 2 3 4
A, MP 0,0184 0,0099 0,0091 -0,0415
VF 0,0145 0,0129 0,0091 -0,0603
a i MP -0,4146 -0,1311 -0,1954 -0,0227
VF -0,3837 -0,1729 -0,1862 -0,0993
Ui MP 4,1932 3,5908 2,3239 0
VF 4,3713 3,6016 2,3578 0
(pi MP -2,0558 -1,7211 0,6195 0
VF -2,2833 -1,6350 0,4951 0
R 2 MP
VF
99,1408%
99,2988%
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4 M A T R IX  PEN C IL PARA O D O M ÍN IO  DA FR EQ UÊN CIA
4.1 INTRODUCÃO
Ão modelar equipamentos ou sistemas eletricos de potencia, deve-se levar em conside- 
raçao que muitos dispositivos sao caracterizados por efeitos fortes e muitas vezes complexos 
relacionados a frequencia. Ãs impedâncias em serie de uma linha de transmissão são um exemplo 
em que a resistencia eletrica aparente induzida pelos efeitos pelicular e de proximidade resultam 
em uma funçao complexa no dom ínio da frequencia. Com a excecao de alguns casos idealizados, 
e muito difícil, se nao imposs ível, capturar tais efeitos em uma simulaçao no dom ínio do tempo 
(GRIVET-TÃLOCIÃ; GUSTÃVSEN, 2016).
Desde o comeco dos anos 70, algumas aplicacoes no dom ínio do tempo foram 
desenvolvidas para tentar contornar este problema (WEDEPOHL; MOHÃMED, 1970). Porem, 
ate os modelos mais avancados de cabos ou linhas de transmissao consideram aproximações 
sujeitas a erros, tratando-se de sistemas de alta frequencia. Por outro lado, ao usar metodos 
no dom ínio da frequencia, tais como os baseados nas transformadas de Fourier e Laplace 
(SHI, 2008) e (GOMEZ; URIBE, 2009), os elementos dependentes da frequencia sao inclu idos 
de modo direto. Portanto, um metodo baseado no dom ínio da frequencia oferece a soluçao 
transiente mais exata em aspectos teoricos (GOMEZ; URIBE, 2009).
Ã criaçao de modelos dinâmicos de sistemas e/ou equipamentos e realizada com 
o objetivo de avaliar danos aos sistemas eletricos causados por raios, troca de cargas, e 
curto-circuitos, ou seja, avaliar transitorios eletromagneticos nestes sistemas. Para o estudo 
destes transitorios, diferentemente do estudo dos transitorios e^trem ecam ^s, a dinâmica da 
rede tambem e considerada. Deste modo, faz-se necessario que a rede seja modelada com o 
maximo rigor possível, para tal, utiliza-se, portanto, metodos de modelagem que trabalham no 
dom ínio da frequencia. Entre esses metodos, os mais utilizados sao os baseados em aproximar as 
respostas em frequencia em modelos racionais (MRs). Estes MRs utilizam os polos dominantes 
e resíduos associados das funcães de transferencias, que podem ser calculados de forma 
exata (VÃRRICCHIO et al., 2015)(VÃRRICCHIO, 2015) ou aproximada (GRIVET-TÃLOCIÃ; 
GUSTÃVSEN, 2016) (SHESHYEKÃNI et al., 2012).
Ã necessidade de tais modelos e devido a evoluçao do sistema eletrico em extensao e 
em potencia que gera novas demandas aos equipamentos eletricos conectados ao sistema. Ou 
seja, ha a necessidade do desenvolvimento de novos testes para avaliar o comportamento dos 
equipamentos na ocasião dessas novas contingencias (CIGRE; JWG; Ã2/C4.39, 2014). Estes 
testes são realizados utilizando softwares de simulacao de oscilaçoes eletromagneticas como 
o PSCÃD/EMTDC, EMTP-RV ou ÃTP-EMTP. Para tais simulaçoes, deve-se obter modelos 
bem precisos para alcançar valores reais de sa ída do sistema, bem como trabalhar nas mesmas 
margens de frequencia que o sistema estudado e levar em consideraçao suas condicoes iniciais.
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Na identificação de sistemas, os modelos caixa-preta mostram-se adequados para esse tipo de 
modelagem, sobretudo quando as características topologicas do sistema ou equipamento nao 
sao totalmente conhecidas. (CIGRE; JWG; A2/C4.52, 2019a)
Neste capítulo, o algorítimo M atrix  Pencil e utilizado na obtençao de modelos de 
resposta em frequencia (FDNE), modelos estes que estao sujeitos a requerimentos físicos. 
O processo de modelagem da-se a partir de dados coletados por medicoes no dom Inio da 
frequencia e que, atraves da identificaçao de polos dominantes e resíduos associados pelo 
algoritmo, encontra-se um MR equivalente ao sistema original.
Para melhor compreensao do problema, explica-se algumas características do sistema 
a ser modelado, bem como do processo de aquisiçao de dados. O algoritmo tradicional Matrix 
Pencil proposto por SARKAR T.K. ; PEREIRA,1995 e modificado por SHESHYEKANI et 
al., 2012 e apresentado, assim como três adaptaçoes propostas na literatura para contornar 
problemas encontrados na execuçao do mesmo. Três estudos de caso serão abordados de modo 
a comparar o desempenho destes quatro algoritmos. Um estudo de caso envolvendo um sinal 
sintetico, o segundo estudo de caso envolvendo dados de um sistema real, no qual, alem da 
modelagem, tambem foi realizado um teste dieletrico aplicado aos modelos desenvolvidos e, 
por fim, um estudo de modelagem aplicado a dados reais de um Transformador de Potencial 
Indutivo da Hidreletrica Jirau.
4.2 CARACTER ÉTICAS DO SISTEMA
Ao considerar modelos caixa-preta, a maneira com que o conjunto de dados experi­
mentais e apresentada define como se dara o processo de modelagem. Como ja discutido na 
seçao anterior, os conjuntos de dados a serem trabalhos neste cap ítulo são representados no 
dom ínio da frequencia.
Assumindo que a Transformada de Laplace e usada para descrever um dado sistema 
linear cont ínuo invariante no tempo (CT-LIT), sua funcão de transferencia H (s) e, por definicao 
(CHEN, 1998) ( CHUA; DESOER; KUH, 1987), uma funcao algebrica de s (a frequencia 
complexa ou de Laplace), relacionando a Transformada de Laplace da entrada do sistema com 
a da sa ída, considerando-se um estado inicial nulo (sistema inicialmente inerte). Em um cenário 
mais geral, um sistema linear e, do ponto de vista matematico, aquele cujo comportamento e 
definido por equaçoes lineares. Esta descricão geral dos sistemas lineares abre espaco para uma 
definicao de funçao de transferencia, separadamente da Transformada de Laplace: a funçao 
de transferencia e uma relacao entre entrada (excitaçao) e sa ída (resposta) atraves de uma 
equaçao diferencial linear ( IHLENFELD, 2015).
De acordo com CHUA; DESOER; KUH 1987, as amplitudes e fases relativas de uma 
dada entrada e sa ída senoidal sao quantidades facilmente mensuráveis e estão relacionadas a 
funçao de transferencia via resposta em frequencia, uma vez que esta nada mais e do que a 
funcao H (s) avaliada em s =  ju .
E assim, portanto, que e possível determinar a funcão de transferencia de um sistema
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a partir de dados experimentais e sem qualquer conhecimento de sua topologia, isto e, uma 
descricao de caixa preta.
Para fins de modelagem, um equipamento eletrico e visto como um circuito eletrico 
complexo que se conecta a rede atraves de nos eletricos. Estes nos sao denominados terminais 
externos. Para algumas aplicacoes, e interessante acessar nos internos ao equipamento e, da-se 
a estes nos o nome de terminais internos. Um conjunto de dois terminais e denominado de 
porta, em que a corrente que entra por um terminal e igual a aquela que sai pelo outro e e 
totalmente especificada quando a relacão tensao-corrente e fornecida ( KUO, 1966).
Grande parte dos equipamentos utilizados na pratica sao equipamentos com mais de 
dois terminais, ou seja, equipamentos multi-portas. Portanto, a relaçao entre dois terminais e 
generalizada para um sistema multi-portas, sendo que cada porta sempre respeitara a regra 
de conservacao de corrente. Por definiçao, qualquer sistema contendo n  portas pode ser 
caracterizado por um conjunto de vetores de corrente e vetores de tensao correspondentes as 
suas portas (ÃLLEN, 2012).
Na Literatura, os sistemas com multi-portas e suas variaveis associadas são descritas 
de maneira matricial. Ã representacao de um sistema LIT com n  portas e feita por uma 
funcao f  (x) =  Ax, em que f  : Cn ^  Cn, A  e uma matriz n  x  n  e x um vetor avaliado. 
Essa estrutura generalizada pode assumir varias formas que possuem nomes especiais como 
admitancia, impedância, parâmetros S (Scattering) e h íbridos ( BOYD; CHUÃ, 1982).
Nas proximas subsecães, são discutidas as formas especificas das funcoes de represen- 
taçao de um sistema, refletindo as diferentes escolhas de variaveis de entrada e sa ída (CIGRE; 
JWG; Ã2/C4.52, 2019a).
4.2.1 Ãdmitaância (Y)
Ã matriz de admitância Y  define a relacao entre a corrente nos terminais externos do 
equipamento a uma tensao aplicada no mesmo terminal. Essa relaçao e expressa por:
i(w) =  Y  (w)v(w), (4.1)
em que w e a frequencia angular (radianos/segundo). Para um equipamento com n  terminais 
externos, v e i sao vetores e  Cnx1 e Y  uma matriz e  Cnxn.
4.2.2 Impedância (Z)
Çorréspondé a relaçao entre a tensao nos terminais externos do équipaménto a uma 
corrente aplicada a estes mesmos terminais. Essa relacão e expressa por:
v(w) =  Z  (w)i(w). (4.2)
Ã matriz de impedâncias e tambem dada pelo inverso da matriz de admitancias:
Z  =  Y -1 . (4.3)
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4.2.3 Parâmetros S
O comportamento nos terminais do equipamento tambem pode ser caracterizado a 
partir das ondas incidentes e refletidas. Parâmetros-S utilizam esta relaçao:
b (u ) =  S (u )a (u ), (4.4)
em que S e uma matriz, tambem chamada de matriz de espalhamento (Scattering), a e b 
representam as ondas incidentes e refletidas, respectivamente. Tais ondas são relacionadas 
com as diferenças de potencial e correntes dos terminais atraves das relacões lineares 4.5 e 4.6 
(GUSTAVSEN; SILVA, 2013).
1 V +  \Rref
2 \ /R (4.5)ref
1 v -  \Rref
b = 2  R  ’ (4 .6)2 Y  Rref
em que Rref  e um resistor de referencia, normalmente escolhido de acordo com o valor da 
impedancia dos cabos de mediçao.
4.2.4 H íbridos
Caso o equipamento não seja conectado a uma rede externa, e possível utilizar 
parametros h íbridos. Neste caso, estabelece-se uma relacão entre valores de tensao/corrente 
entre terminais:
a
Vint(u) =  H  (u)Vext(u), (4.7)
em que H (u) pode ser medido ou então calculado a partir de parâmetros Y , Z  ou S já 
conhecidos. O uso de parâmetros H (u ) e vantajoso quando não se deseja interconectar 
equipamentos. (GUSTAVSEN; SILVA, 2013).
Tendo definido os tipos de conjuntos de parâmetros que podemos ter a disposiçao nos 
dados de amostra, é coerente discorrer sobre a aquisiçao destes dados.
4.3 AQUISIÇAO DE DADOS
Na macromodelagem de sistemas e recorrentemente necessario a determinacao de 
parâmetros do modelo no dom ínio da frequencia, de modo a combinar a resposta do modelo 
com um conjunto de amostras no dom ínio da frequencia obtidas atraves de medicoes ou 
simulacões numericas. No caso das medicoes, utiliza-se a captacão de dados de resposta em 
frequencia atraves de analisadores vetorias de rede. O VNA (Vector Network Analyzer) e um 
instrumento para caracterizaçao de varredura em frequencia de componentes de dispositivos, 
normalmente usados na industria eletrônica. Tais instrumentos possuem tipicamente duas
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capacidades de medidas: Medidas de ganho e fase ou medidas de parâmetros S. Um exemplo 
de dispositivo VNA e mostrado na Figura 12.
Figura 12 -  Exemplo de aparelho VNA Keysight E5061B (Fonte: CIGRE; JWG; A2/C4.52,2019a)
Os dados medidos são nUmeros complexos e, dependendo do equipamento sendo 
medido, pode-se escolher entre uma varredura com base de frequência linear ou logarítmica. As 
respostas em frequencias de alguns componentes, como por exemplo transformadores, podem 
ser medidas usando a base logarítmica, mas ao analisar dados em alta frequencia, amostras 
espacadas linearmente são mais interessantes devido ao maior numero de picos de ressonância 
na resposta (GUSTAVSEN, 2004).
4.4 DEFINIÇAO DO PROBLEMA
A partir de medicoes realizadas por um VNA, obtem-se a resposta em frequencia Y(w) 
de um equipamento e/ou sistema. Estes dados com N  amostras, representado por Y (kA w ), 
em que k =  0, ••• ,N  — 1, estão dispostos em um espectro discreto de frequencias w, com 
intervalo de amostragem Aw. Uma vez tendo o sinal medido, o objetivo e criar um modelo 
na forma de fracoes parciais, ou em espaco de estados. Para o algoritmo M atrix  Pencil, no 
entanto, o modelo mais comumente adotado e obtido atraves da decomposicao em fracoes 
parciais, resultado em um modelo no formato polo-resíduo. (SHESHYEKANI et al., 2012). Sua 
representaçao no domínio de Laplace (s) encontra-se na equacão (4.8) a seguir:
em que M  í  a ordem estimada do sistema, am e Rm seus polos e resíduos, respectivamente.
4.4.1 Requerimentos Físicos
Os modelos de equipamentos e/ou sistemas de potencia devem obedecer a algumas 
propriedades físicas, uma vez que serao aplicados a casos do mundo físico real. Adotando-se 
Y (s) como o modelo do sistema a ser avaliado, tem-se, portanto, as seguintes premissas para 
que o mesmo seja considerado valido (GRIVET-TALOCIA; GUSTAVSEN, 2016):
(4.8)
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1. Real e Causal: No dom ínio do tempo, uma entrada de valor real produz uma sa ida 
também real. Isso implica que os elementos de Y (s) devem satisfazer o criterio que a parte 
real e uma funcão par e a parte imaginaria e uma funçao ímpar. Portanto, o modelo deve ser 
tal que seus polos e resíduos sejam reais ou complexos conjugados.
2 . Simetria: No caso de Y (s) representar uma matriz de transferencia do sistema, esta 
deve ser igual a sua transposta conjugada: Y (s) =  Y (s )H
3. Estabilidade: Um sistema estavel deve oferecer uma resposta limitada a um sinal de 
entrada limitado. Para tal, o modelo do sistema deve conter polos estaveis, ou seja, todos os 
polos devem possuir parte real negativa.
4. Passividade: E preciso garantir que o modelo não gere energia em nenhuma condicao. 
A passividade e necessária para garantir a geracao de simulações estáveis no dom ínio do tempo.
4.5 FUNDAMENTACAO DO METODO
Ao aplicar o algorítimo M atrix Pencil em dados de resposta em frequência, algumas 
adaptacões na formulacao do problema sao necessarias. Como desenvolvido em SHESHYEKANI 
et al., 2012 utiliza-se o MP para obter o modelo do sistema no formato polo-res íduo como na 
equacão (4.8).
O metodo consiste em três etapas. A primeira e a transformaçao dos dados de resposta 
em frequencia em uma soma de exponencias (SoE) atraves do algor ítimo MP. Na segunda 
etapa, transforma-se a SoE em dados no dom ínio do tempo, atraves da transformada inversa 
de Fourier. Finalmente, o metodo MP e novamente utilizado para extrair os res íduos e polos da 
funcão no dom ínio do tempo, para entao ser possível a representação no formato polo-resíduo 
(SHESHYEKANI; TABEI, 2014) (SHESHYEKANI et al., 2012).
4.5.1 Primeira Etapa
Para os dados obtidos na amostra, aplica-se o metodo MP de forma analoga a descrita 
no cap ítulo 3 . Portanto, a partir de uma resposta em frequencia, assume-se que esta pode ser 
escrita na forma de uma soma de exponenciais da seguinte forma:
em que Y (u) e a resposta em frequencia do sistema, X (u) representa o sinal de resposta puro 
e n (u ) e o ru ído.
Os parâmetros sm e r m sao valores complexos e M 1 e a ordem de aproximaçao desta 
primeira etapa.
frequencia igualmente espacados e reescrito em funçao de parâmetros zm. O sinal medido e
(4.9)
E necessario que o sinal de resposta em frequencia seja discretizado em valores de
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representado entao por:
Mi
Y (k A u )  =  X (k A u )  +  n (k A u )  ~  r mzlm +  n (k A u )  (4.10)
m=1
e
zm =  eSmA“ , k =  0,1,2...N -  1 (4.11)
em que Am denota o intervalo de frequencia do vetor w  =  [ Mo,Mi, • • • — 1 ], que contem
todas as frequencias do sinal amostrado. O numero de amostras e representado por N . O 
algorítimo MP visa obter as melhores estimativas de M 1, r m e sm .
Portanto, uma vez que tem-se as N  amostras do sinal, é estabelecida uma matriz YH 
da seguinte forma:
Y,H
Y  M
Y  (Mi)
Y  (m i)
Y  (M2)
Y  (M2)
Y  (ms)
Y  (m l )
y (ml + i )
Y  (m n - l - i )  Y  (m n - l ) Y  (m n - l+ i )  • • • Y  (m n - i )
(4.12)
(N—L)x(L+1)
em que L  e chamado de parâmetro pencil, este e escolhido entre N /2  e N /3 . Em seguida, 
criam-se novas submatrizes definidas por:
Y  (mo) Y  (mi) Y  (M2) • Y  (m l—1)
Yi =
Y  (m i) y  (M2) Y ( ms) • Y  (m l )
_ Y  (mn —l —1) Y  (mn —l ) Y  (mN—L+1) • • Y  (mN—2)
Y  (mi) y  (M2) Y  (ms) • Y  (m l )
Y2 = y  (M2) Y  (ms) Y  (M4) • Y  (m l+1)
Y  (mn —L) Y  (mN—L+1) Y  (mN—L+2) • • Y  (mn —1)
(N—L)x(L)
(4.13)
(4.14)
J (N-L)x(L)
Como exposto na secao 3.3, os parâmetros zm da equaçao ((4.11)) sao iguais (no caso da 
ausencia de ru ido) aos autovalores X do par de matrizes Y1 e Y2. Estas matrizes sao relacionadas 
na forma de uma Matriz Pencil como mostrado na equaçao a seguir:
Y2 =  XYi, (4.15)
Com o objetivo de solucionar o problema e encontrar os parâmetros desejados, portanto,
assim como na seção 3.3, propoe-se a solucão de um problema de autovalores generalizado:
Y +Y 2 -  X I =  0 (4.16)
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em que Y +  e a pseudoinversa da matriz Yx.
No entanto, ao trabalhar com um sinal de resposta em frequencia na presenca de ruído, 
a soluçao do problema de autovalor generalizado da equacão (4.16) nao resultara nos valores 
desejados de zm. Portanto, e necessaria uma pré-filtragem, como proposto na seção 3.3.2, para 
eliminar o efeito do ru ído e entao realizar uma estimaçao de parâmetros mais precisa.
Um fator decisivo na filtragem e a ordem de aproximaçao M i.  Seu calculo e definido 
pela equacao (3.18) e provêniêntê da decom posto  em valores singulares da matriz YH . Uma 
vez calculado o fator M 1, novas submatrizes serâo criadas a partir da matriz V , que contem os 
autovetores a direita da matriz YH , e da matriz E , que contem os valores singulares da matriz 
Yh , dispostos na diagonal principal em ordem decrescente. (mesmo procedimento exposto nas 
secões 3.3.1 e 3.3.2).
As novas matrizes filtradas V ' e E  sao definidas por:
V ' =  [vi,V2, ••• ,VMi ] (4.17)
E  =  [e i,e2, ••• ,eMi ] (4.18)
em que v e e rêprêsêntam os vetores coluna das matrizes V  e E , rêspêctivamêntê. Os vetores 
das colunas M 1 +  1 a L, correspondentes aos menores valores singulares, sao descartados. Em 
outras palavras, V ' e formada pelas M 1 primeiras colunas de V , correspondentes aos valores 
singulares significativos e E  e a matriz diagonal que contem estes valores singulares.
A partir da matriz V ' define-se duas novas matrizes: V[ e V ', em que V/ e obtida 
eliminando a ultima linha de V ' e V2, e obtida eliminando a primeira linha de V '. Entao, como 
proposto por HUA; SARKAR, 1990a, a equação (4.15) pode ser reescrita, de forma equivalente 
e sem a interferencia de ru ído, a partir das matrizes V/ e V ;:
[V2]H =  A [V/']H . (4.19)
De forma analoga ao que foi deduzido anteriormente, a equaçao (4.19) pode ser 
reescrita na forma de um problema de autovalor generalizado como na equaçao (4.16) da 
seguinte forma:
{[V i']H }+  [V;']H — A I =  0. (4.20)
Atraves deste metodo de filtragem, encontrando as solucoes da equaçao (4.20), a 
estimaçao dos modos zm na presença de ru ído se torna mais precisa. Uma vez que esses 
modos e o valor de M 1 sao conhecidos, obtem-se os parâmetros sm pela equaçao (4.11) e os 
parâmetros r m sao encontrados atraves da soluçao de um problema de m ínimos quadrados 
como mostrado na equaçao (3.25).
Ressumindo esta etapa do processo de modelagem, tem-se o algoritmo ”1a Etapa”:
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1. Construçao de uma matriz YH a partir do sinal de resposta em frequencia Y (u), como 
na equaçao (4.12);
2. Decomposiçao desta matriz em duas submatrizes Y1 e Y2;
3. Decomposicao da matriz YH em valores singulares;
4. Calculo da ordem estimada M 1;
5. Filtragem das matrizes Y1 e Y2 a partir das matrizes V  e E .
6 . Resoluçao do problema de valores singulares do par de matrizes filtradas para determinar 
os valores de zm (equaçao 4.20), identificando, consequentemente, os valores de sm 
(equação 4.11);
7. Calculo dos valores de r m a partir do problema de m ínimos quadrados, como mostrado 
na equaçao (3.25).
4.5.2 Segunda Etapa
A segunda etapa consiste em uma transformada inversa discreta de Fourier (IDFT) 
aplicado ao sinal reescrito em forma de soma de exponenciais Y (k A u ),  obtido na etapa anterior. 
O objetivo desta etapa e fazer a transformacão entre o dom ínio da frequencia e o dom ínio do 
tempo. Esta transformada, como visto na seçao 2.6 e dada por:
1 N -1
y[n] =  Y  [k]ej  S ( * 2 1 )
k=0
A equacao (4.21) pode ser resolvida utilizando o algoritmo IFFT, de modo a minimizar 
os gastos computacionais. Importante ressaltar que no caso de ausencia de ru ído, a primeira 
etapa do metodo e desnecessaria, podendo-se iniciar o algoritmo pela IDFT.
4.5.3 Terceira Etapa
Uma vez obtido o vetor de amostras no dom ínio do tempo y, o algor ítimo MP e 
aplicado a este vetor, podendo entaão ser representado como uma nova SoE:
M2
y (A tn ) =  Y ^  Rje SjnAt n  =  0, ••• N  — 1 (4.22)
j=1
em que Sj e R j sao os polos e res íduos do sistema, respectivamente, A t  o intervalo de 
amostragem no tempo (A t  =  1 /(2 n u max)) e M 2 a nova ordem de estimaçao desta terceira 
etapa do algoritmo. Portanto, aplica-se novamente o algoritmo MP, como ja explanado 
anteriormente, seguindo a mesma sequencia do algoritmo da 1a etapa, porem utilizando dados 
no dom ínio do tempo (seçao 3.3.3).
Algoritmo 3a Etapa:
1. Construçao de uma matriz Hermitiana YH a partir do conjunto de amostras y (t), como 
na equaçao (4.12);
2. Decomposiçao desta matriz em duas submatrizes Y1 e Y2;
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3. D ecom posto  da matriz Hermitiana em valores singulares;
4. Calculo da ordem estimada M 2;
5. Filtragem das matrizes Y1 e Y2 a partir da matriz de autovetores V .
6 . Resolucao do problema de valores singulares do par de matrizes filtradas, identificando 
assim os valores de S j;
7. Calculo dos valores de R j a partir do problema de m ínimos quadrados.
Tendo todos os parametros necessarios identificados, a representaçao em soma de 
exponenciais da equaçao (4.22) pode ser, finalmente, expressa na sua forma racional como:
Nesta etapa, é importante atentar-se aos polos encontrados. Estes devem possuir a 
parte real negativa para garantir estabilidade. No caso de algum polo apresentar uma parte real 
positiva, deve ser feito seu deslocamento para o eixo negativo (SHESHYEKANI et al., 2012). 
Este deslocamento e feito rebatendo o polo para o plano real esquerdo, isto e, o sinal da parte 
real do polo e invertido e a parte imaginaria permanece igual.
O metodo descrito na seçao 4.5. desenvolvido por SHESHYEKANI et al. apresenta 
um bom desempenho na identificacao de polos e res íduos do sistema, principalmente por 
tratar-se de um metodo direto e não iterativo, o que diminui o esforço computacional. No 
entanto, a passagem do dom ínio da frequencia para o dom ínio do tempo leva a uma perda de 
precisao, especialmente para baixas frequencias. Este fato da-se pela necessidade, em baixas 
frequencias, de um grande período de observação no dom ínio do tempo. Alem disso, um 
pequeno espacamento no tempo possibilita maior precisao em alta frequencia, logo, um grande 
numero de amostras e necessario para obter-se uma boa resoluçao tanto em baixa quanto em 
alta frequencia. Visto isso, encontra-se na literatura três propostas de melhorias ao algoritmo, 
de modo a contornar as dificuldades citadas.
A primeira encontra-se no próprio trabalho dos autores de SHESHYEKANI et al.,2012. 
Eles utilizam uma alternativa para a transformada inversa de Fourier baseada nos parâmetros de 
uma soma de exponenciais (SHI, 2008). A segunda e a terceira alternativas foram recentemente 
propostas por CHAVARIN; NAREDO, 2017 e se complementam. Uma delas consiste em utilizar 
a transformada numerica de Laplace (NLT) ao inves da transformada de Fourier do metodo 
tradicional. Alem disso, tambem e proposta uma divisao do algoritmo de identificaçao em duas 
escalas de tempo diferentes. As tres melhorias citadas serao melhor descritas nesta seçao.
(4.23)
4.6 MELHORIAS PARA O METODO MP NO DOM ÍNIO DA FREQUÊNCIA
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4.6.1 Transformada de Fourier Closed-Form
Uma alternativa a transformada inversa de Fourier tradicional e proposta por Shi 
(SHI, 2008). O objetivo e fazer com que a restriçao de espaçamento no tempo em relaçao a 
frequencia maxima do sinal, A t  =  (1 /2nw max), nao seja necessaria. Nesse novo metodo, o 
sinal no dom ínio do tempo e obtido atraves do sinal no dom ínio da frequencia representado 
por uma soma de exponenciais e novas constantes estabelecidas.
y «  =  '  - í y  r n » ±  -  w  (4" 4)
em que m  =  1,2, • • • ,M , t  é o instante de tempo e os parâmetros Tm, Qm, cm e dm são 
calculados a partir dos parâmetros obtidos pelo algoritmo MP na seção 4.5.1 e suas formulas 
sao mostradas na Tabela 7. O sinal y[n] e gerado a partir de y (t)  utilizando um A t  definido 
pelo usuario e que e independente de Aw.
Este metodo e denominado Closed-Form Inverse Fourier Transform (CFIFT). Ao optar 
por esta tecnica, a segunda etapa do processo de modelagem, descrita na seçao 4.5.2, e 
implementada utilizando a equaçao (4.24) no lugar da equaçao (4.21).
Tabela 7 -  Parâmetros para o Calculo da Transformada de Fourier Closed-form
Parâmetro Equação
T - ( l/2 n )R e {s m }
Qm - ( l /2 n ) Im { s m }
cm R e{rm }
du-m Im {rm }
4.6.2 Transformada Inversa Numerica de Laplace
Outra alternativa que, assim como a da seçao anterior, substitui a segunda etapa do 
processo de modelagem (secao 4.5.2), e apresentada nesta secao. Para solucionar o problema 
de precisão ao transformar um conjunto de dados do dom ínio da frequencia para o dom ínio do 
tempo, CHAVARIN; NAREDO propuseram o uso da transformada inversa numerica de Laplace, 
uma vez que esta oferece maior exatidao na transformaçao (GOMEZ; URIBE, 2009). Sua 
formula, como foi detalhado na seçao 2.7, e dada por:
pcnAt f  1 N 1
y[n] =  N  £  Y M ^ - “  í  (4.25)
l  k=0 J
que difere da transformada inversa de Fourier devido a constante de amortecimento c.
Utilizando esta tecnica, o intervalo A t  depende da relaçao A t  =  (1/2nwmax) assim 
como na transformada inversa de Fourier.
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4.6.3 M atrix Pencil com Duas Escalas de Tempo
Quando trabalha-se com o algoritmo MP no domínio do tempo, tem-se maior liberdade 
de definiçao do tempo de observaçao, pois ele depende unicamente do tempo de aquisiçao 
de amostras. Ja quando falamos do MP no dom ínio da frequencia, o tempo de observacao e 
uma consequencia da transformada inversa aplicada (seja ela de Fourier ou Laplace), ou seja, 
o tempo de observaçao e limitado pela minha resposta em frequencia (dados experimentais 
adquiridos). Portanto, torna-se uma variavel difícil de ser trabalhada. A seleção de um grande 
numero amostras no tempo, a fim de obter uma boa resolucao do modelo identificado no 
dom ínio da frequencia e, em muitos casos, impraticavel. O metodo proposto por CHAVARIN; 
NAREDO, 2017, chamado de metodo de duas escalas, busca contornar o problema acima 
descrito atraves da seleçao de dois per íodos de tempo diferentes para aplicar o metodo MP, 
de modo que o algoritmo e aplicado duas vezes, uma complementando a outra. A divisao de 
escalas e ilustrada na Figura 13. Nesta, observa-se um sinal temporal y (t)  dividido em dois 
intervalos de tempo denominados ’’escala 1” (variando do instante de tempo 0 até TS1) e ’’escala 
2” (variando do instante de tempo 0 ate TS2).
M
y(t)
TS2
<  >
Escala 2
Figura 13 -  Ilustração da divisão de um sinal em duas escalas de tempo (Fonte: CHAVARIN; NA-
REDO,2017)
Esta melhoria proposta e utilizada como um complemento a terceira etapa do metodo 
MP para o dom ínio da frequencia, descrita na secao 4.5.3, e consiste nas seguintes etapas:
(a) O MP e usado para encontrar a curva correspondente ao sinal na escala 2, ou seja, todos 
os dados da amostra.
(b) A curva criada no item a e entao truncada ate o tempo de escala 1.
(c) Os sinal de entrada (utilizado no item a) tambem e truncado ate o tempo de escala 1.
(d) E feita a diferenca da curva do item c e b, obtendo uma curva de pequena amplitude no
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tempo de escala 1. Esta curva representa o erro da primeira reconstruçao do sinal de 
entrada, feita no item a .
(e) O MP e usado mais uma vez para aproximar a diferenca entre a curva original e a curva
res íduos que correspondem a essa curva de diferenca.
(f) O numero total de polos e resíduos sera a junçao das aproximacoes feitas no item a 
(que representa a primeira estimaçao) e no item e (que representa os erros, ou seja, um 
ajuste). Obtendo-se, portanto, uma aproximaçao mais precisa da curva completa (escala
A escolha de TS1 e TS2 e dada tal que TS1 seja o instante de tempo em que y (t) 
decaia a um valor entre 0,01 e 0,001 de seu valor maximo. Ja TS2 pode ser selecionado como 
o tempo de observacao desejado (CHAVARIN; NAREDO, 2017).
4.7 ESTUDOS DE CASO
Para confirmar a eficiencia do algor ítimo, serao mostrados três estudos de caso de 
modelagem, um baseado em um sistema sintetico e os demais em sistemas reais.
O objetivo da avaliação e aplicar os diferentes algorítimos de identificacao MP descritos 
neste cap ítulo, comparando-os entre si atraves do calculo de erro medio quadratico, erro relativo 
ponto a ponto e tambem a determinação do coeficiente R 2, apresentado na equação 3.26.
O calculo do erro medio quadratico e dado pela equaçao (4.26).
resposta dado pelo modelo Y (s) (calculado na equação (4.23) para s =  j u k), N  o numero de 
amostras e |.| representa o calculo da norma euclidiana.
Quando avaliamos a evolucao do erro quadratico ponto a ponto, utilizamos a expressao
a seguir:
Outro parâmetro utilizado para comparar a eficiencia dos diferentes algoritmos MP 
utilizados e a soma do erro relativo. Este e dado pela equaçao (4.28)
auxiliar usada no item b, diferenca essa citada no item d. Obtem-se então novos polos e
2).
k=1
em que Y [k] representa o valor de resposta em frequencia real do sistema, Y [k ] o valor de
E r ro qUad =  IY [k] -  Y [k ]|2 (4.27)
(4.28)
Ja quando avaliado ponto a ponto, o erro relativo e dado pela equaçao (4.29)
(4.29)
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4.7.1 Estimaçao de Modelo de Um Sistema de Ordem Reduzida
No primeiro estudo de caso, utilizou-se uma função de transferencia de terceira ordem, 
com valores conhecidos, conforme equaçao (4.30), gerada com a ferramenta Control and 
Estimantion Tools do software M a tlab© . A resposta em frequencia usada no algor ítimo 
obedece a equaçao (4.30).
Uma vez obtida a funcão, foram selecionadas 1000 amostras de resposta em frequencia, 
espacadas linearmente, e entao, submeteu-se o modelo ao algoritmo MP.
Assim como feito para o estudo de caso sintetico no tempo, na seçao 3.4.1, desejou-se 
testar a ordem estimada pelo algoritmo MP e compara-la com a ordem do sinal ja conhecida. 
O calculo de estimaçao de ordem e o mesmo para todas as variacoes do algoritmo, neste 
exemplo, utilizamos o metodo MP com IFFT para fazer a modelagem e demonstrar a precisao 
de estimaçao de ordem.
A Figura 14 mostra a evolucao da relaçao entre os valores singulares oclo max exposta 
na seçao 3.3.1 conforme o valor de M  (ordem estimada) aumenta. Na Tabela 8 pode-se observar 
que o valor dessa relaçao sofre alterações na primeira (p =  10_1) e na segunda casa decimal 
(p =  10“ 2) ate a ordem M  =  3, após esta ordem, o valor da relaçao decai significantemente 
e sofre alterações apenas na terceira casa decimal (p =  10_3) ate chegar a valores muito 
pequenos. Pode-se concluir, portanto, que o algoritmo estima a ordem 3 para este sinal, com 
uma tolerância de casas decimais significativas de 10_2, o que confere com a ordem real ja 
conhecida do sinal sintetico observada na equaçao (4.30).
Com o objetivo de comparar o desempenho das diferentes abordagens do MP para 
o problema descritas na secão 4.4, três algoritmos foram utilizados nesse primeiro caso: MP 
utilizando o algoritmo de calculo da inversa de fourier (IFFT), MP com a inversa de Fourier pelo 
metodo Closed-form e por fim o metodo MP utilizando a transformada inversa numerica de 
Laplace (NLT). Os diagramas de bode correspondentes aos dados originais e aos três modelos 
estimados, encontram-se nas Figuras 15a e 15b. Na Tabela 9 observa-se os parâmetros do sinal 
sintetico (ja conhecidos) e suas respectivas estimativas para cada algoritmo utilizado.
aplicaçao para este caso, ja que ele trabalha com polos extras e e melhor aplicado a sistemas
(4.30)
em que foram adotadas as seguintes constantes:
C  =  47,416 x 10“ 4, 
b = 1 ,
w i =  5,4 x IO“ 4, 
w 2 =  1,7 x 10“ 5, 
w 3 =  3,8 x 10“ 6, 
W4 =  2,7 x 10“ 6.
(4.31)
Como a ordem do sistema já e conhecida, o algoritmo ”MP com duas escalas” nao teve
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Figura 14 -  Estimativa do parâmetro M  para o sinal sintético com base na relação ac/a. 
Tabela 8 -  Estimativa do parametro M  para o sinal sintético.
 umax
M Vc/ v  max
1 1
2 0,6978
3 0,2842
4 0,0034
5 0,0010
6 0,0010
7 0,0004
8 0,0003
de ordem elevada.
Com o objetivo de melhor interpretar os resultados, os erros calculados foram plotados 
ponto a ponto. Para os três casos, foram calculados o erro quadratico (equação 4.27) e o erro 
relativo (equaçao 4.29), os graficos encontram-se nas Figuras 16 e 17, respectivamente.
Na Tabela 10 ha um comparativo do somatório dos erros calculados (dados pelas 
equações 4.26 e 4.28), bem como o coeficiente R 2, para averiguar a compatibilidade da resposta 
em frequência do modelo original em comparacõo com o modelo obtido pelo algoritmo.
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Tabela 9 -  Parâmetros do Sinal Sintético e suas Estimativas.
Polos (Sm) escala: 1 x 105
Si S2 S3
Valor
real
-0,5882 -2 ,6 0 7 0 +  j  2,6314 -2,6070-- j  2,6314
IFFT -0,5784 -2 ,5 5 3 8 +  j  2,6477 -2,5540--  J2.6477
Closed­
Form
-0,5827 -2 ,5 7 9 1 +  j  2,6396 -2,5791-- j  2,6396
NLT -0,6016 -2 .5 7 6 4 + j  2,6494 -2,5765-- j 2,6495
Resíduos (Rm) escala: 1 x 107
R i R2 R 3
Valor
real
-2,2574 1,1287 -  j 9,1474 1,1287 +  j'9,1474
IFFT -2,1891 1,1666 -  j 8,8037 1,1657 +  j8,8040
Closed­
Form
-2,2199 1,1493 -  j 8,9645 1,1493 +  j8,9645
NLT -2,1836 1,1642 -  j 8,7907 1,1635 +  j  8 , 7910
(a) Magnitude (dB)
Frquência [Hz]
(b) Angulo de fase (graus Celsius)
Figura 15 -  Resposta em frequência do modelo representado pela equação (4.30) e dos modelo
determinados pelos algoritmos MP
Neste estudo de caso, observando o acúmulo de erros e os parâmetros identificados 
por cada algoritmo, quando comparados com os parâmetros do sinal original, podemos concluir 
que o algoritmo MP que utiliza a transformada de Fourier Closed-Form apresentou o melhor 
desempenho, ja o algoritimo que utiliza a transformada numerica de Laplace (NLT) foi o 
que obteve a pior estimativa. O algoritmo ”MP com IFFT” apresenta boas estimativas, muito 
próximas ao do algoritmo ”MP Closed-Form". Para os tres modelos, o acumulo de erros e baixo.
Er
ro 
Er
ro
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Figura 16 -  Erro quadratico ponto a ponto para o primeiro estudo de caso.
Erro Relativo Avaliado Ponto a Ponto
Frequência [Hz]
Figura 17 -  Erro relativo ponto a ponto para o primeiro estudo de caso.
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Tabela 10 -  Parâmetros e erros calculados para o primeiro estudo de caso 
Algoritmo MP MSE Erro Relativo R 2
IFFT
Closed-Form
NLP
0,3960
0,1197
2,5429
11,7765
6,4680
12,6327
99,9921%
99,9976%
99,9496%
4.7.2 Benchmark para modelagem de transformadores monofásicos do grupo Cigre A2/C4.52.
Neste exemplo, trata-se de um estudo de caso baseado no benchmark para modelagem 
de transformadores monofasicos do grupo Cigre A2/C4.52. Detalhes deste benchmark estão 
descritos em "High-frequency Transformer and Reactor Models for Network Studies - Part 
5: Measurements and Design" (CIGRE; JWG; A2/C4.52, 2019b). Alguns estudos baseados 
neste benchmark podem ser vistos em GUSTAVSEN et al., 2017, GUSTAVSEN et al., 2018, 
SCHUMACHER et al.,2018, RODRIGUES et al., 2019 e CIGRE; JWG; A2/C4.52, 2019b.
O equipamento do benchmark para modelagem de transformadores monofasicos é 
uma unidade real de 40 MVA, 230Y/132,8 kV -  69Y/39,8 kV -  13,8 A  kV, 3 enrolamentos. Os 
Taps (OLTC, On-Load Tap Changer) possuem 11  posições com polaridade revers ível. A Figura 
18 apresenta o diagrama de conexoes deste transformador (CIGRE; JWG; A2/C4.52, 2019b). 
Nesta figura, pode-se observar os terminais de alta tensão H  (conexão Y ), de baixa tensao A  
(conexão Y ) e terminal terciario Y  (conexão A ), assim como as medicões nas posicoes do 
OLTC denominadas de R1 a R11.
As medicães dos parâmetros Admitância e Transferencia de tensão da unidade foram 
realizadas no Mexico em 2016 como parte das atividades do grupo de trabalho internacional do 
Cigre, o JWG A2/C4.52 "High-frequency Transformer and Reactor Models for Network Studies" 
As medicoes foram realizadas no transformador com as partes ativas dentro do tanque, porem 
sem óleo e buchas. Detalhes de todas as medicoes do benchmark podem ser encontrados 
em CIGRE; JWG; A2/C4.52,2019b. A Figura 19 contem uma ilustraçao do procedimento de 
medicães sendo realizado.
As medicães de transferencia de tensao foram realizadas partindo do quatro terminais 
externos, a saber, os terminais H0, H1, X0 e X1, para três terminais internos (OLTC), os 
terminais, R1, R5 e R11, formando, portanto, uma matriz de medicães de dimensao 3 x 4 dada 
pela equacao (4.32):
VH1 (j%)
VH 0 ( jw)
VX l M  
VX 0 (j%)
(4.32)
As curvas da resposta em frequência de cada um dos terminais externos, em relaçao
VRi M
VR5 M =
_ VR ii M  _
H r ih  o(j%)
H R5Hi(j% ) H R5H o(j%)
H n iiH i( j ^ )  H riiho  (j% )
H r ix  i (j%) 
H r5X i (j%) 
H r iix  i(j% )
H rixo (j%)
H R5X0 (j%)
H r iix  o(j%)
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Figura 18 -  Conexões e terminais do transformador benchmark (Fonte: CIGRE; JWG; A2/C4.52,
2019b).
aos terminais internos, sao representadas nas Figuras 20a, 20b, 21a e 21b. Para o estudo de 
caso em questão, utilizou-se a medida entre o terminal externo H1, e o terminal interno R1, 
representada nas Figuras 22a e 22b. A escolha desta curva foi feita de maneira arbitraria, 
podendo ter sido escolhida outra curva para a realização da modelagem.
De forma a se adequar as restricões do algoritmo MP, foi necessário utilizar um 
modelo do transformador, realizado em estudos anteriores (SCHUMACHER et al., 2018), 
que reproduzisse os dados de tais medidas. Uma vez com o modelo, aplicou-se um sinal de 
frequência, igualmente espacado de 104 a 107 Hz e entao, com a resposta em frequência obtida, 
aplicou-se este sinal como sinal de entrada para os algoritmos de identificaçao MP.
Nesta estimação de modelo, foram aplicados quatro variacoes do algoritmo MP. Alem 
dos tres utilizados na seçao 4.7.1, aplicou-se tambem o metodo MP com 2 escalas de tempo, 
uma vez que, diferente do caso anterior, a ordem do sistema nao e conhecida. Para estimacão 
de parâmetros, adotou-se a ordem 20 para o modelo, no caso do algoritmo de duas escalas, 
utilizou-se 16 polos na primeira etapa da identificacao e entao 4 polos extras para o ajuste 
de aproximaçao de curvas. A escolha de polos e feita de acordo com a estimativa feita pelo 
próprio algoritmo e tambem por testes de tentativa e erro com outras ordens superiores, ate
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Figura 19 -  Ilustraçao das mediçoes sendo realizadas (Fonte: GUSTAVSEN et al., 2017).
(a) (b)
Figura 20 -  Resposta em frequencia entre os terminais H0 e H1 e os terminais internos do transfor­
mador. (Fonte: SCHUMACHER et al.,2018).
chegar em uma modelagem mais satisfatoria. As Figuras 23a e 23b apresentam a resposta em 
frequencia da medida escolhida para avaliação junto com as respostas referentes aos modelos 
criados por cada variaçao do algoritmo.
No total foram avaliadas 2000 amostras. Os graficos com a representaçao dos erros 
quadraticos e relativos encontram-se nas figuras 24 e 25, respectivamente.
O comparativo do somatorio dos erros calculados, bem como os coeficientes R 2
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Frequency 
(a)
Frequency (Hz)
(b)
Figura 2 l -  Resposta em frequencia entre os terminais XO e X l e os terminais internos do transfor­
mador. (Fonte: SCHUMACHER et al.,20l8).
(a) Magnitude (dB) (b) /Angulo de fase (graus)
Figura 22 -  Resposta em frequencia entre os terminais H1 e R1 do transformador
obtidos, estao relacionados na Tabela 11.
Tabela 11 -  Parametros e erros calculados para o segundo estudo de caso
Algoritmo MP MSE Erro Relativo R 2
IFFT 0,0023 174,93 98,4421%
Closed-Form 0,0041 306,00 97,1960%
NLP 0,0012 176,54 99,2059%
2 escalas 0,0020 257,34 98,6168%
No caso específico de cada metodo de estimaçao, pode-se observar que o algorítimo 
utilizado por (SHESHYEKANI et a l., 2012) (Closed-form) originalmente, apresenta boas 
aproximacoes a curva em que e aplicado, principalmente no caso mais simples, como a primeira
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(a) Magnitude (dB) (b) /Angulo de fase (graus)
Figura 23 -  Reconstruções realizadas pelos algoritmos MP da resposta em frequencia entre os terminais
H1 e R1 do transformador
Figura 24 -  Erro quadrâtico ponto a ponto para o segundo estudo de caso.
aplicação. No entanto, ao elaborar-se mais o modelo pretendido, o MP que utiliza método 
Closed-form apresenta um acumulo maior de erros ao final da estimação. O metodo MP 
utilizando o algoritmo IFFT apresentou menor acumulo de erros, ao ser comparado com os 
demais.
Na Tabela 12 uma comparacão entre o tempo de execucão de cada algoritmo e 
apresentada. A maquina utilizada para as simulacoes trata-se de um PC Dell, com processador 
In te l®  Core i5, memoria RAM de 8 Gb e sistema operacional Windows 7.
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Erro Relativo Avaliado Ponto a Ponto
io    — -— .............. .......... ■— ■— .............. .......... ■—
Numerical Laplace Transform 
MR 2 escalas
10'6  *— *—   ‘— ‘—   ‘— ‘— .............
IO 4 105 106 1 0 7
Frequência [HzJ
Figura 25 -  Erro relativo ponto a ponto para o segundo estudo de caso. 
Tabela 12 -  Tempo de simulacao para cada algoritmo no segundo estudo de caso
Algoritmo MP Tempo (s)
IFFT 20,15
Closed-Form 5,53
NLP 18,20
2 escalas 14,28
Observa-se que os método MP Closed-form e o método MP com duas escalas temporais, 
apesar de serem aqueles com maiores acumulos de erro, apresentam os menores tempos de 
simulacao. Com destaque para o MP Closed-form que necessita menos da metade do tempo 
de simulaçao dos demais.
4.7.2.1 Teste BIL
Com o objetivo de avaliar os modelos obtidos para cada variaçao do algoritmo Matrix 
Pelcil, foi reproduzido o teste BIL (Basic Insulation Level) aplicado a transformadores, de modo 
a comparar a resposta ao impulso do sistema original com os modelos identificados na secao 
4.7.2.
O teste de impulso, ou BIL, e um teste dieletrico que consiste na aplicaçao de uma 
onda de alta frequencia entre os enrolamentos, e entre os enrolamentos e o aterramento do
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transformador. Este teste e um metodo utilizado para especificar a magnititude da tensão que 
um transfomador pode tolerar sem trazer danos ao equipamento, em outras palavras, seu nível 
de isolamento.
Quando um impulso gerado por uma descarga elétrica atinge o sistema, este é 
descarregado atraves de dispositivos de proteçao, antes que o transformador seja danificado. 
Para isso, tais dispositivos precisam operar abaixo do nível de isolamento do equipamento. A 
classificaçao BIL especifica esse n ível, ou seja, a tensao m ínima que o transformador pode 
suportar sob essa condicao. O metodo de teste BIL de um transformador foi definido por 
padrães IEEE (Institute o f  Electrical and Electronics Engineers) e ANSI (American National 
Standards Institute) (CRIOLLO-TACURI; TAPIA-CARDENAS; QUIZHPI-PALOMEQUE, 2018). 
O sinal de impulso utilizado no teste e mostrado na Figura 26. Este sinal representa um pico 
de tensao aplicado ao equipamento por um curto período de tempo (50^s).
Impulso Padrão
 1 1 1 1 1 1 1 1 1--------------------
12
O 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
tempo(s) x 10"5
Figura 26 -  Sinal Impulso aplicado no teste BIL do transformador
Neste estudo de caso, o sinal impulso foi aplicado ao sistema original e comparado com 
os quatro modelos identificados na seçao 4.7.2. As curvas resultantes podem ser observadas na 
figura 27.
Para uma avaliacao mais detalhada da resposta dos modelos no intervalo de tempo 
referente ao teste BIL, e mostrado na Figura 28 a mesma plotagem da figura anterior, porem 
com o tempo de observacao delimitado de acordo com o tempo de subida da curva do impulso. 
Este intervalo e de grande importância para a validaçao do teste BIL, no entanto, como estamos 
analisando a modelagem do transformador, precisamos tambem analisar o resto do período de
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tem po(s)
Figura 27 -  Curvas de resposta dos modelos criados pelo algoritmo MP ao teste BIL
observacao, nao somente o tempo de subida.
Figura 28 -  Curvas de resposta dos modelos criados pelo algoritmo MP ao teste BIL com escala de
tempo reduzida
Observa-se pela Figura 28 que a curva que mais se aproximou do comportamento do 
sistema original, neste intervalo de tempo de subida, foi a curva do algoritmo Closed-Form. 
Por outro lado, quando observamos o comportamento do sinal durante todo seu período de 
avaliacao (Figura 27), a curva que mais afasta e a do modelo "Closed-Form IFT”, o que era
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esperado, uma vez que este foi o algoritmo que apresentou maior erro acumulado no estudo de 
caso anterior.
Portanto, considerando o acumulo de erros em relacao a curva de resposta em 
frequencia do equipamento estudado, como apresentado na Tabela 11, e a aproximaçao da 
curva de resposta ao ensaio BIL, ao reproduzir um ensaio nos modelos criados por estes 
algoritmos, aquele que mais se aproximou da resposta do sistema original foi o modelo criado a 
partir do algoritmo ”MP com IFFT”.
Pode-se interpretar, a partir destes resultados, que, caso o modelo obtido fosse apenas 
usado para uma simulação de teste BIL, o modelo "Closed-Form IFT” seria o mais indicado. No 
entanto, caso o objetivo fosse reproduzir mais fielmente o comportamento do transformador, a 
melhor opçao seria o modelo ”MP com IFFT”.
4.7.3 Estudo de Caso Hidreletrica Jirau
A usina hidreletrica Jirau esta localizada no rio Madeira, a 120 km de Porto Velho, em 
Rondonia. Foi oficialmente inaugurada em 2016, seu projeto possui 50 unidades geradoras em 
operaçao comercial com potencia instalada de 3750 megawatts, capaz de atender a cerca de 
40 milhões de pessoas (G1, 2016) ( ESBR, 2015). Em 2015, a UHE Jirau foi a terceira maior 
geradora de energia do país. Uma visao aerea da Usina pode ser observada na Figura 29.
Figura 29 -  Usina Hidreletrica de Jirau (RO) (Fonte: (ENERCONS, 2017))
Este estudo de caso trata da determinação de um modelo de larga-faixa de frequencia 
de transformadores de potencial indutivos (TPI) presentes na subestaçao isolada a gas (GIS)
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de 525 kV da Usina Hidreletrica Jirau.
A necessidade de modelagem de transformadores de potencial indutivos de 525kV 
instalados na subestacao da hidreletrica deu-se a partir de falhas de origem desconhecida, falhas 
estas que motivaram uma serie de ações para analisar sua causa. Uma das acões e o projeto de 
P&D (ANEEL/ESBR, 2019). Constatou-se que a origem das falhas foi de natureza dieletrica, 
ocorrendo de maneira nao-linearmente distribuída ao longo do enrolamento. Diante disso, 
considerou-se como causa provavel sobretensões em alta frequencia decorrentes de manobras 
internas e/ou externas a GIS.
Assim, simulações com o objetivo de determinar os níveis de sobrêtênsóês transitorias 
rapidas impostas aos TPIs sao necessarias e modelos capazes de reproduzir o comportamento 
específico desses equipamentos em amplas faixas de frequencia constituem elemento essencial 
nesse tipo de investigaçao (ANEEL/ESBR, 2019).
Neste contexto, nesta seçao analisam-se resultados de aplicacao do algoritmo Matrix 
Pencil como ferramenta de modelagem do TPI da UHE Jirau.
Na Figura 30a observa-se o TPI instalado na hidreletrica Jirau e na Figura 30b tem-se 
o TPI com conexoes de aterramento dos terminais para serem realizadas as medicoes do 
equipamento. A caracterizaçao atraves de terminais constitui uma alternativa pratica e nao 
invasiva de se estudar o comportamento de um dado equipamento. Para transformadores, 
destaca-se, como forma de caracterizacao, os parâmetros de admitância, como exposto na 
seçao 4.2.1.
(a) (b)
Figura 30 -  (a) TPI instalado na hidrelétrica de Jirau (RO); (b) TPI objeto de analise com conexões 
de aterramento dos terminais (Fonte: IHLENFELD et al., 2019 e OLIVEIRA; IHLENFELD,
2019).
Na Figura 31a, a nomenclatura dos terminais e fixada conforme se segue: terminal de
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alta tensao ou primário denominado H e os terminas de baixa tensão ou secundário denominados 
1a2 e 2a2 , respectivamente . Na Figura 31b, vista em corte do TPI da Figura 30b, tendo o 
terminal de alta tensao no topo e os de baixa tensao ao centro.
(a) (b)
Figura 31 -  (a) Representação dos terminais do TPI ; (b) Vista em corte do TPI (Fonte: IHLENFELD
et al., 2019 e OLIVEIRA; IHLENFELD, 2019).
Conforme Figura 30b, foram feitas medições dos parâmetros da matriz de admitancia 
Y do TPI. Obtendo-se uma matriz de admitancias Y (w) de dimensão 3 x 3 como representado 
na equaçao (4.33) A mediçao dos parâmetros Y  esta na Figura 32 ( IHLENFELD et al., 2019) 
(OLIVEIRA; IHLENFELD, 2019).
I h  (w) Y\1(u ) Y12(w) Y13(w) '  Vh  '
I\a2 (w) = Y21M  Y22M  Y23(w) V1a2
I 2a2 (w) _ Y31M  Y32M  Y33M  _ V2a2
Para a escolha da curva a ser usada na modelagem, foi feita a avaliaçao de alguns 
aspectos do sinal. O primeiro deles foi o range de frequencias (10*Hz a 107Hz), pois, por 
abranger uma larga faixa de frequencia, foi utilizado o espaçamento logarítmico entre amostras 
na aquisiçao de dados. No entanto, pelas limitacões do algoritmo MP, as amostras precisam ser 
espaçadas linearmente e essa adaptaçao de escalas e feita a partir de um modelo previamente 
calculado.
Alem disso, um segundo aspecto a ser observado são as variacões de magnitude que o 
sinal possui. Um sinal que apresenta muitas variações de magnitude no range de frequencias 
utilizado, precisaria, ao ser representado por uma escala de frequencias linearmente espacadas, 
conter um numero muito grande de amostras, numero este que inviabiliza a manipulaçao de 
dados pelo algoritmo. Ao realizar alguns testes de programacao com muitas amostras no sinal 
de entrada, a capacidade de memória do computador utilizado era excedida e não era possível 
proceder com a modelagem. Portanto, levando em consideraçao tais aspectos, foi escolhida 
para a modelagem, a curva representada por Y22(u) na matriz Y (u ).  Esta curva apresenta
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Medição Matriz Admitâncía Completa
4 0  I ................  ■ ' . . " 'Tl-------r - n -TTTTT]-------r-^r.T-rn------------l-T T T-nrr
1 6 0 l— .........................— ..............................— ........................... — ........................... 1— ..........................— ............................. — ....... ....................
101 102 103 104 105 10® 107 10s
Frequency (Hz)
Figura 32 -  Medição Matriz de admitancia completa do TPI (Fonte: IHLENFELD et al., 2019 e
OLIVEIRA; IHLENFELD, 2019).
variações de magnitude concentrada numa menor faixa de frequências, possibilitando, portanto, 
uma melhor conversao da escala logarítmica para a escala linear.
Assim como feito no estudo de caso anterior, de forma a se adequar as restricoes do 
algoritmo MP, foi necessario utilizar um modelo do transformador OLIVEIRA; IHLENFELD; 
RODRIGUES, 2019 que reproduzisse os dados de tais medidas. Uma vez com o modelo, aplicou- 
se um sinal de frequencia, igualmente espaçado de 104 a 107 Hz e entõo, com a resposta em 
frequencia obtida, aplicou-se este sinal como sinal de entrada para o algoritmo de identificaçao 
MP. Na Figura 33 apresenta-se o diagrama de bode da curva Y22(u) do modelo presente em 
OLIVEIRA; IHLENFELD; RODRIGUES, 2019 utilizando o novo vetor de frequencias, agora 
linearmente espacadas.
Ao proceder com os testes de modelagem, encontrou-se dificuldade em utilizar os 
algoritmos ”MP IFFT”, ”MP Closed-Form” e ”MP NLT”. Os algoritmos nao eram capazes 
de identificar polos para a realizaçao do modelo devido a erro na identificacao dos valores 
singulares. O unico algoritmo que conseguiu apresentar um modelo completo para o sinal de 
entrada utilizado foi o ”MP 2 escalas”. Portanto, neste estudo de caso, apenas este algoritmo 
foi avaliado.
Nas Figuras 34a e 34b, observa-se o diagrama de bode da curva escolhida, bem como 
o diagrama da resposta em frequencia do modelo obtidos pelo algoritmo MP.
Realizou-se a modelagem utilizando 1000 amostras com espaçamento de frequencia 
uniforme entre 104H z  e 107H z. O modelo utilizou um total de 20 polos e mais 8 polos extras.
A escolha do numero de polos, neste caso, foi feita a partir de tentativa e erro. Variou-
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Dados frequência igualmente espaçada
20
F r e q u e n c y  ( H z )
Figura 33 -  Diagrama de bode da resposta Y22 da matriz de admitancias para a frequência igualmente
espacada
se tanto o numero de polos originais quanto o numero de polos extras, ate encontrar uma 
combinaçao que produzisse um modelo mais satisfatorio. Foi necessario tambem variar o tempo 
de escala representado por Ts\ na Figura 13, referente a secao 4.6.3. O Ts\ e normalmente 
definido como o instante de tempo em que o sinal decai a 0,01 do seu valor maximo. Para este 
caso, no entanto, essa constante foi alterada para 0,1 do valor maximo.
(a) Magnitude (dB) (b) Angulo de fase (graus)
Figura 34 -  Resposta em frequencia da curva de admitancia do TPI e dos modelos determinados
pelos algoritmos MP
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Nas Figuras 35 e 36 estão representados os erros quadraticos e relativos ponto a ponto 
das curvas identificadas pelo algoritmo. A relaçao contendo os somatorio dos erros calculados, 
bem como o coeficiente R 2 obtido, esta disposta na Tabela 13.
Erro Quadrático Avaliado Ponto a Ponto10Q  ,------,— .............  ■---- ■— ..............    ■
10'6 -*— *—   *— *— ............................... „--------*— *— ..............
1Õ4 105 106 107
Frequência [Hz]
Figura 35 -  Erro quadrático ponto a ponto para o estudo de caso envolvendo o TPI.
Tabela 13 -  Parametros e erros calculados para o estudo de caso do TPI
Algoritmo MP MSE Erro Relativo R 2
2 escalas 7,977 x 10“ 4 156,34 74,8239%
Neste estudo de caso, pode-se averiguar que o modelo ”MP 2 escalas” possui um 
refinamento melhor na modelagem. Uma vez que ele foi o unico capaz de produzir um modelo 
satisfatorio para o sinal em questao. As razoes pelas quais os outros modelos não tiveram 
performances tão interessantes, assim como exposto no início da seçao 4.6, deve-se as limitaçoes 
do algoritmo MP. Um sinal que possui um amplo espectro de frequencias necessita de muitas 
amostras para ser trabalhado na escala linear. Como o algoritmo ”MP 2 escalas” propoe contornar 
essa limitacao fazendo uma divisão de escalas no tempo, ele foi capaz de desempenhar a 
modelagem.
Er
ro
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Erro Relativo Avaliado Ponto a Ponto
Frequência [Hz]
Figura 36 -  Erro relativo ponto a ponto para o estudo de caso envolvendo o TPI.
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5 CONCLUSÕES
O presente trabalho tem como objetivo aplicar o algoritmo de identificaçao M atrix  
Pencil a dois problemas distintos: A estimaçao de modos eletromecânicos de sistemas elétricos 
de potencia visando analise de estabilidade e a estimacõo de (macro)modelos dinâmicos de 
equipamentos do sistema visando analise/realizaçao de simulacões de transitórios eletromagne- 
ticos. Sendo o primeiro aplicavel a dados no dom ínio do tempo e o segundo, no dom ínio da 
frequencia. Desta forma, foi avaliada a eficiencia do algoritmo em ambos os dom ínios. Apos 
uma introducao das premissas de cada problema a ser estudado, foram aplicados três estudos 
de caso a cada um deles.
Na identificaçao de modos eletromecânicos, foram utilizados dados sintéticos e dados 
reais do NAEI e BIP para validaçao. Uma comparaçao com o algoritmo Vector F itting  foi 
realizada. Este e um algoritmo ja muito utilizado e conceituado na area de identificacao em 
questao. O M atrix Pencil se mostrou, portanto, uma alternativa ao metodo Vector Fitting, 
uma vez que apresentou resultados satisfatórios e equivalentes aos do VF.
No caso da identificaçao de modelos, apos o estudo teorico do algoritmo adaptado ao 
dom ínio da frequencia e das especificacoes do equipamento a ser modelado, foram desenvolvidos 
dois estudos de modelagem: um sintético e dois estudos aplicados a dados de transformadores 
reais. No primeiro deles, que refere-se ao transformador monofasico (grupo de trabalho JWG 
A2/C4.52), apos a modelagem , foi realizado um teste BIL com os modelos produzidos, visando 
a validacao dos mesmos. Neste estudo, foram comparados quatro diferentes algoritmos MP, 3 
deles utilizando tócnicas diferentes para fazer a conversõo do dom ínio da frequencia para o 
dom ínio do tempo e um deles utilizando polos extras para melhorar a aproximaçao das curvas 
estimadas. Neste caso, o metodo que mostrou um modelo mais fiel ao comportamento do 
sistema original foi aquele que utilizou o MP com o algoritmo IFFT.
No caso específico de modelagem do TPI da Usina Hidreletrica de Jirau, o algoritmo 
que se mostrou adequado para o estudo foi o "MP 2 escalas” pois, neste caso espec ífico, a 
problematica do espectro de frequencias muito grande foi evidenciada e o algoritmo que melhor 
contornou essa limitaçõo foi o ”MP com 2 escalas”.
5.1 TRABALHOS FUTUROS
Como continuaçao do trabalho, propoe-se a busca por uma solucõo as restricões do 
algoritmo M atrix Pencil. Como o algoritmo trabalha melhor com altas frequencias e exige que 
as amostras estejam linearmente espacadas, ele não e indicado para problemas de identificaçao 
envolvendo baixas frequencias ou amostras com espacamento logar ítmico.
Alem disso, o estudo de caso envolvendo o TPI evidenciou que para o caso de um 
grande espectro de frequencias no sinal de entrada, o algoritmo nao apresenta sua melhor
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performance de modelagem, necessitando, portanto, a busca de alternativas para melhorar seu 
desempenho.
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ANEXO A -  ALGORÍTIMO VECTOR FITTING
Neste anexo, e exposto o algorítimo Vector Fitting, utilizado como comparativo para 
a validacão do Matrix Pencil neste trabalho. O algorítimo Vector Fitting  calcula sua soluçao a 
partir de um processo iterativo e baseado em uma sequencia de problemas com propriedades 
numéricas robustas. Este metodo chega em uma representaçao de polos e resíduos do modelo, 
a qual pode ser convertida para a representaçao em espaco de estados. Antes de explicar o 
metodo propriamente dito, algumas elucidaçães matematicas sao necessarias.
A.1 Iteraçao de Sanathanan-Koerner
Dada uma sequencia de amostras no dom ínio da frequencia (sk,H k) tal que k =  
1, ••• ,K ,  deseja-se montar um modelo representado por uma razão na seguinte forma:
N  (s; x) ao +  a is  +---------+ amsm
H  (s; x) =  —    =  -r------ ------------------     (A.1)
D  (s; x) bo +  bi s +  ••• +  bn- is n - i  +  sn
em que N  (s; x) e D  (s; x) sao o numerador e o denominador polinomiais de grau m  e n, 
respectivamente, e os seus coeficientes desconhecidos sao rearranjados de forma mais compacta 
como mostrado a seguir:
x  (a0,a1 , • • • ,am,b0,b1, • • • ,bn-1) (A .2)
O objetivo e determinar esses coeficientes minimizando a norma do vetor residual
r  (x):
rk ( x ) = Hk -  D  l i x ) (A .3)
Para formar um sistema linear que possa ser resolvido a partir de m ínimos quadrados, 
a aproximaçao de Levy’s define um modelo residual e(x) (GRIVET-TALOCIA; GUSTAVSEN, 
2016):
ek (x) =  D  (sk; x) rk (x) =  D (sk ; x) -  N (sk ; x) (A.4)
Ao multiplicar cada componente de r k(x) pelo denominador do modelo com o intuito 
de minimizar ||e(x)|| ao resolver o seguinte problema de m ínimos quadrados:
^ x  ~  b (A.5)
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em que
tf
1 Si
1 S2
1 sk
i
2
- H i  - H is i
—H 2  —H 2 S2
-  Hk -  Hk s k
n— 1H i sn
H 2  sn- i
Hk snn -  i
e bk H k sk (A.6)
Esse processo induz a um resultado tendencioso, devido a um compensador de frequên­
cia indesejado D (sk,x) comprometendo a precisão do calculo. Para compensar esse desequil íbrio, 
divide-se cada componente de ek(x) mais uma vez pelo denominador D (s k,x)
Tk (x)
D  (sk; x) Hk -  N (sk ; x)
(A.7)
D(sk ,x)
Uma vez que a resolução deste problema por m ínimos quadrados e muito custosa, a 
exigencia de um equil íbrio perfeito e entao relaxada e feita, portanto, uma aproximaçao que 
sera refinada pelo processo iterativo. Denomina-se a iteraçao de v, define-se entao a soluçao 
estimada na v-esima iteraçao como x v. Logo, o res íduo calculado em (A.7) torna-se:
Tk (xv )
D  (sk; x v) H k N (s k; x v) (A.8)
D (s k ,xv—1)
Com o resultado compensado, resolve-se então o problema de m ínimos quadrados 
(GRIVET-TALOCIA; GUSTAVSEN, 2016):
(M v - i t f ) x v ~  M v - ib (A.9)
em que t f  e b foram definidos em (A.7) e
M v - i =  diag  [m v i ,m K ^  m vK i
1
D (s k ,xv - i )
A.2 Iteraçao de Sanathanan-Koerner Generalizada
(A.10)
Para poder entender o algoritmo Vector F itting  e necessario a introduçao de mais 
algumas funcoes base. Na secão anterior, vimos como representar o modelo em termo de 
polinomios (A.1), tal representaçao e condicionada e mal escalonada. A ideia e escrever o 
polinomio dado anteriormente a partir de polinomios ortogonais. Em suma, procura-se um 
conjunto de funçoes
H  (sk; x)
N  (sk; x) E ”=0 Cj)<Pj(s)
D (s k; x) E n=o dj  T j (s)
(A.11)
msk
i
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em que x  contém os coeficientes desconhecidos Cj e dj com o intuito de melhorar o condi­
cionamento numérico e diminuir a faixa dinamica de D (s k ; x v - 1) durante as iterações. Em
sequência, o desenvolvimento se restringira para o caso m  =  n. Para eliminar a indeterminacão
devido a uma possível normalizaçao do numerador e denominador, extrai-se o termo j  =  0 do 
denominador e fixa-se o coeficiente d0 =  1. Portanto, a representaçao do modelo torna-se:
H  (sk. x ) =  N  s ; x ) =  j  cj  y j (s)____  (A 12)
(Sk' x ) D (sk ; x) PoW  +  j  d j y (s) ( ' )
em que as variaveis de decisao sao:
x  ( c0, ,cn ,d 1j ' ' ' jdn ) (A 13)
Pode-se entao formular a iteracao GSK (Sanathanan-Koerner Generalizada), a qual 
depende do resíduo r vk(xv):
v ( . =  D (s k; Xv)Hk -  N (sk ; x v) =  [Po(sk) +  E n=i dk P j(sk)}H k - Y jnj= o ck P j(sk) 
rk(Xk) =  D (sk ; x v - i)  =  yo(sk) +  E n = i dk-1 Pj(sk)
(A.14)
e a estimativa dos modelos do coeficiente se torna:
x  =  ( coj ••• j c i d j • •• jdn y  (A 1 5 )
ao minimizar a norma euclidiana de (A.14). Isso e possível ao resolver o problema de m ínimos 
quadrados (A.9), em que:
b =  (H i^o (s i),H 2T o(s2 ), • • • ,HkPo(Sk) )
e H  e definido como H  =  d iag [H 1, ••• ,H k},
$ o =
t f  = O s o
,  • • •  , k ] ,
Po (s i )
P0(S2)
P l (Sl ) • • •  
P l ( s2) • • •
P« (sl )
Pn(S2)
Po(sR ) P l(sK ) ••• Pn(sK )
P l ( S0 
P l ( s2)
P2(Sl) •••
P2(S2) •••
Pn(Sl)
Pn(S2)
P l (sK ) P2(SK) ••• Pn(SK )
(A.16)
(A.17)
(A.18)
e
Uma escolha de funçao base P j(s) mais comum na estrutura GSK e em forma de 
fracão parcial P j(s) =  — p. para p 0(s) =  1 e j  =  1 , ••• ,n.
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A.3 Iteraçao Vector Fitting
Finalmente pode-se então apresentar o esquema basico do metodo Vector F itting  
(VF) para identificar um modelo de funcão racional para um conjunto de amostras no dom ínio 
da frequencia. (sk,H k) Começa-se com um conjunto arbitrario de numeros complexos distintos 
[qi E C , j  =  1, ••• ,n] os quais serao denominados polos iniciais. Este conjunto de polos sera 
redefinido atraves das iteracoes, denotadas com o índice v, tal que o conjunto [qv E C , j  =  
1 , ••• ,n] sera referido como os polos iniciais da iteracao v. Como na secao anterior, definiremos 
a base de fraçoes parciais como:
T0 (s) =  1 e T j (s) =  — ^  para j  =  1, ••• ,n 
3 s — qj
Usando essa funçao base, tambem construimos a chamada funcao de ponderaçao VF, 
definida por:
n n dj
e  (s) =  1 +  £  d j T j (Sk) =  1 +  £  - j :  (A.20)
3 = 1 3 = 1 qj
^  1 para s
A funçao Çv (s) e usada para configurar a seguinte aproximaçao:
( n dv \  n cv1 +  E  S r  H k «  cS +  £  (A.21)p í  sk — qvv) sk — qj
Ao coletar todas as amostras como linhas da matriz, o seguinte sistema sobredetermi-
nado e obtido:
( ^ j  — )xv «  b (A.22)
como ja definido em (A.15) e (A.17)
Agora com os polos definidos, pode-se formar a funçao de ponderacao (A.20) e 
converte-la para a representacão de polos e zeros
f  (s) =  1 +  Ê  j  = [ | H S 1 )  (A.23)
j= 1 s -  q] n i= i (s -  q ])
no qual z]  sao os zeros de (s) e sao usados para definir:
q]+1 =  z ] , j  =  1, ••• ,n  (A.24)
que sera o conjunto de polos para a próxima iteraçao. Essa etapa e denominada relocaçao de 
polos. O processo q]  ^  q]+1 sera repetido até a convergência, isso é, quando o conjunto de 
polos [q] ] estabilizar. Os polos estaveis [p j] sao chamados de polos dominantes do sistema 
em questao. Quando os polos estabilizam, tal que [q]+1] ~  [q] ] nao muda significamente
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ao aumentar o numero de iteracoes, a funçao de ponderaçao aproxima-se a 1 em todas as 
frequencias.
r  ( s ) = ' l i  1 ; 4  )  “ 1 ( a .25)
Isso implica que o lado esquerdo de (A.21) e igual ao conjunto de amostras H s tal
que os coeficientes c0 e cv do lado direito sao interpretados como os res íduos e parâmetros
diretos associados aos polos dominantes p j do modelo. Alem disso, quando (A.25) é verificado
na convergencia, os resíduos da funçao de ponderaçao desaparecem pois dv &  0 e a soluçao x v 
(A.15)proporciona um teste efetivo de convergencia e tambem fornece todos os coeficientes do 
modelo racional.
