We present word2word, a publicly available dataset and an open-source Python package for cross-lingual word translations extracted from sentence-level parallel corpora. Our dataset provides top-k word translations in 3,564 (directed) language pairs across 62 languages in OpenSubtitles2018 (Lison et al., 2018). To obtain this dataset, we use a count-based bilingual lexicon extraction model based on the observation that not only source and target words but also source words themselves can be highly correlated. We illustrate that the resulting bilingual lexicons have high coverage and attain competitive translation quality for several language pairs. We wrap our dataset and model in an easy-to-use Python library, which supports downloading and retrieving top-k word translations in any of the supported language pairs as well as computing top-k word translations for custom parallel corpora.
Introduction
Bilingual lexicons (Fung, 1998) are valuable resources for cross-lingual tasks, including low-resource machine translation (Ramesh and Sankaranarayanan, 2018; Gū et al., 2019) and cross-lingual word embeddings (Ruder et al., 2017) . However, it is often difficult to find a large enough set of bilingual lexicons that is freely and readily available across various language pairs (Levy et al., 2017) . For example, standard bilingual dictionaries like Wiktionary 1 often do not explicitly provide word correspondences but refers or redirects to the query word's dictionary form:
• Query: travaillé (French for 'worked')
Result: (verb) past principle of travailler 'work'
• Query: ᄆ ᅥ ᆨᄋ ᅥ ᆻᄃ ᅡ (Korean for 'ate') Result: redirects to ᄆ ᅥ ᆨᄃ ᅡ 'eat' Not only does this make it tedious to find word-level correspondences across many query words, this is particularly problematic when we try to find word correspondences for languages where some dictionary forms are rarely used in ordinary discourse, such as the case of ᄆ ᅥ ᆨᄃ ᅡ in the Korean language. While the task of bilingual lexicon extraction (BLE) has been popular in both early and recent literature, spanning from count-based approaches (Fung, 1998; Vulić and Moens, 2013; Liu et al., 2013) to using cross-lingual word embeddings (Ruder et al., 2017; Mikolov et al., 2013a; Gouws et al., 2015; Conneau et al., 2017; Levy et al., 2017; Artetxe et al., 2018; Artetxe et al., 2019) , few were focused on building high-coverage bilingual lexicons across many language pairs, possibly including non-Indo-European languages. In fact, many of the recent studies and their accompanying packages (Conneau et al., 2017; Artetxe et al., 2018; Glavaš et al., 2019 ) aim at evaluating cross-lingual word embeddings, so that they involve at most 10-100s of language pairs and 1-5K words for each pair. * Motivated by the lack of publicly available and highcoverage bilingual lexicons across diverse languages, we present word2word, a large collection of bilingual lexicons for 3,564 language pairs across 62 languages that is wrapped around an open-source and easy-to-use Python interface. We extract top-k bilingual word correspondences from all parallel corpora provided by OpenSubti-tles2018 2 (Lison et al., 2018) , using a count-based model that takes into account both monolingual and cross-lingual co-occurrences. The package also provides interface for obtaining bilingual lexicons for custom parallel corpora in any other language pairs and domains not covered by Open-Subtitles2018.
2. The word2word Dataset
Data Statistics
The word2word dataset spans across 3,564 directed language pairs between 62 languages in the OpenSubti-tles2018 dataset, a collection of translated movie subtitles extracted from OpenSubtitles.org 3 . By design, our methodology covers 100% of words present in the source sentences, making the lexicon size much larger than existing bilingual dictionaries. The lexicon also contains up to top-10 word translations in the target language. We provide an overview of the entire dataset in Table 1 .
In Table 2 , we provide summary statistics for bilingual lexicons between English and some of the major languages (both European and non-European). For each pair, the lexicon size ranges from 76.2K (English-Russian) to 335.5K (Arabic-English), demonstrating the broad coverage of words in the dataset. For each of these words, the dataset includes an average of 9 or more highest-scored translations according to our extraction approach described in Section 3.1. Lexicon size for all language pairs can be found in Appendix B.
Examples
In Table 3 , we present samples of top-5 word translations in the English↔French and English↔Korean bilingual lexicons. For each language pair, we randomly sample five words from the top-10,000 frequent words in the source lexicon and provide their top-5 word translations. This is to show translations for words that are relatively more likely used than others in typical discourse.
Methodology

Bilingual Lexicon Extraction
Bilingual lexicon extraction (BLE) is a classical natural language task where the goal is to find word-level correspondences from a (parallel) corpus. There are many different approaches to BLE, such as word alignment methods (Brown et al., 1993; Vogel et al., 1996; Koehn et al., 2007) and cross-lingual word representations (Ruder et al., 2017; Mikolov et al., 2013a; Liu et al., 2013; Gouws et al., 2015; Conneau et al., 2017) . Among them, we focus on simple approaches that can work well with various sizes of parallel corpora that are present in OpenSubtitles2018, which ranges from 129 sentence pairs in Armenian-Indonesian to 61M sentence pairs in English-Spanish. In particular, we avoid methods that require high-resource parallel corpora (e.g., neural machine translation) or external corpora (e.g., unsupervised or semisupervised cross-lingual word embeddings). Also, since bilingual word-to-word mappings are hardly one-to-one (Fung, 1998; Somers, 2001; Levy et al., 2017) , we consider methods that yield relevance scores between every sourcetarget word pair, such that we can extract not just one but the top-k correspondences. For these reasons, we consider approaches based on (monolingual and cross-lingual) cooccurrence counts: co-occurrences, pointwise mutual information (PMI), and co-occurrences with controlled predictive effects (CPE).
Co-occurrences
The simplest baseline for our goal is to compute the cooccurrences between each source word x and target word y. For each source word x, we can score any target word y based on the conditional probability p(y|x) ∝ p(x, y):
where #(·) denotes the number of (co-)occurrence counts of the word or word pair across the parallel corpus. The topk translations of source word x can be computed as the topk target words with respect to their co-occurrence counts with x. 
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Pointwise Mutual Information
Another simple baseline is pointwise mutual information (PMI), which further accounts for the monolingual frequency of a candidate target word y:
Compared to the co-occurrence model in (1), PMI can help prevent stop words from obtaining high scores.
The use of PMI has been connected to the skip-gram with negative sampling (SGNS) (Levy and Goldberg, 2014) model of word2vec (Mikolov et al., 2013b) . PMI can also be interpreted as a conditional version of TF-IDF (Fung, 1998) .
Controlled Predictive Effects
While conditional probability and PMI are proportional to cross-lingual co-occurrence counts, they can fail to distinguish exactly which source word in the sentence is the most predictive of the corresponding target word in the translated sentence. For example, given a English-French pair (the apple juice, la jus de pomme), these baseline methods cannot isolate the effect of apple, as opposed to the and juice, on pomme.
To deal with this issue, we add a correction term that averages the probability of seeing y given a confounder x in the source language, i.e. p(y|x ). This probability is then weighted by the probability of actually seeing that confounder, i.e. p(x |x). This correction can be explained intuitively by the dashed arrows in the schematic graphical model in Figure 1 -it reflects the conditional independence
Metric (%)
Method en-es es-en en-fr fr-en en-de de-en en-ru ru-en en-zh zh-en en-it it-en # Sentence relationships between words that the baseline models do not. We call the resulting approach as the method of controlled predictive effects (CPE). Formally, we define the corrected CPE score as follows:
where X is the source vocabulary and CPE y|x (x ) denotes the CPE term of any other source word x when predicting y from x. Formally, this term is defined as
This CPE term measures the effect of additionally seeing x (apple) when predicting y (pomme), after controlling for the effect of any other x (the), which the model views as a confounder. If CPE y|x (x ) = 0, then x |= y | x , meaning that after observing a confounder x , x is no longer related to y. The CPE term for each confounder x is then marginalized over all possible confounders to give a final score, weighted by the probability of seeing that confounder in a sentence with x. Note that CPE y|x (x) = 0, meaning that, after seeing x when predicting y, there is no additional effect by seeing x (again). In practice, summing the CPE scores over all words in the source vocabulary can be inefficient. Because many of the (unrelated) words in the vocabulary do not play a role in the confounding, we select the top-m source words with the highest co-occurrence counts and correct for their effects only. We used m = 5, 000 in our experiments and found that using a larger m did not make a meaningful difference on the quality of top-1 and top-5 correspondences.
Evaluation on MUSE Bilingual Dictionaries
We first evaluate the methods on the same ground-truth bilingual dictionaries as MUSE 4 , a cross-lingual neural embedding model. Each dictionary contains 1,500 words and their translations obtained using an internal translation tool from the authors. Although we consider MUSE's performance as a reference, we do note that it is difficult to make 4 https://github.com/facebookresearch/MUSE a fair comparison against MUSE: the count-based methods use parallel corpora from OpenSubtitles2018, while MUSE embeddings are instead learned from monolingual Wikipedia data (for its unsupervised version) and an additional 5,000-word bilingual lexicon (for its supervised version).
In Table 4 , we report the top-1 and top-5 precision scores (P@1 and P@5, respectively) of the count-based methods and MUSE embeddings across twelve 5 directed language pairs that were used to evaluate MUSE in its paper (Conneau et al., 2017) : English-Spanish, English-French, German-English, English-Russian, English-Chinese (traditional), and English-Italian, all in both directions. For MUSE, we report its best reported performance (only top-1 precision is reported, except for en-it and it-en) among its supervised and unsupervised variants. Our main finding is that the CPE method consistently and significantly outperforms the co-occurrence and PMI baselines at top-1 precision score. We also find that CPE outperforms MUSE on most of the reported language pairs, especially when the number of sentence pairs is comparatively small (e.g., 13-21% improvement between English and Chinese, for which there are about 6% as many sentence pairs as those between English and Spanish). In terms of the top-5 precision score, the CPE method performs comparatively well with the PMI method, which performs better on some of the selected language pairs. Compared to the CPE method, we suspect that the PMI method overly favors rare words because it directly penalizes word counts, so that the most likely correspondence (which isn't necessarily the least common) is pushed back to later ranks. More examples can be found in Appendix A
Evaluation on Non-European Languages
Next, we compare the performance of co-occurrence, PMI, and CPE methods on language pairs between English and some of the major non-European languages: Arabic, simplified Chinese, Japanese, Korean, Thai, and Vietnamese. As we detail in Section 3.2., these languages commonly require special word segmentation techniques. Also, they typically have relatively smaller amounts of sentences paired with English, making it more challenging for the models to achieve high precision.
Unfortunately, we learned in our early experiments that the MUSE test set translations are far from being perfect for these non-European languages. For example, in English-Vietnamese, we found that 80% of the 1,500 word pairs in the test set had the same word twice as a pair (e.g. crimsoncrimson, Suzuki-Suzuki, Randall-Randall). Thus, for the non-European languages, we instead evaluate on translations using Google Translate 6 , a proprietary 7 web software for machine translation. To construct this test set, we first sample 2,000 words from the monolingual word distribution of that language pair's OpenSubtitles2018 parallel corpus. We use temperature-based smoothing (T = 1.25) for the distribution to include more low-frequency words in the test set and also filter out words that include characters not from its alphabet (e.g., Charles in Korean). Then, for each of the 2,000 sampled words, we retrieve "common" and "uncommon" translations 8 from Google Translate and treat them as ground truth labels.
The results are summarized in Table 5 . Here, we see more evidence that the CPE method performs significantly better than both the co-occurrence and the PMI methods in top-
Implementation
The word2word package is built entirely using Python 3. The package includes scripts for downloading and preprocessing parallel corpora from OpenSubtitles2018, including word segmentation, and for computing the CPE scores for all available word tokens within each parallel corpus. After processing, the package stores the bilingual lexicon as a Python pickle file, typically sized a few megabytes per language pair. The pickle file contains a Python dictionary that maps each source word to a list of top-10 word correspondences in O(1) time. This allows bilingual lexicons to be portable and accessible.
Usage
The Python interface provides a simple API to download and access the word2word dataset. As demonstrated in Fig 
Building a Custom Bilingual Lexicon
The word2word package also allows training a custom bilingual lexicon using a different parallel corpus. This can be useful in cases where there are larger and/or higherquality parallel corpora available for the language pair of interest or when utilizing word translations for a particular domain (e.g., government, law, and medical). This process can also be done using a few lines of Python code, as demonstrated in Figure 3 . For an OpenSubtitles2018 corpus of a million parallel sentences, building a bilingual lexicon takes approximately 10 minutes using 8 CPUs.
from word2word import Word2word my_en2fr = Word2word.make( 'en', 'fr', 'data/pubmed.en-fr' ) # ...building...done! print(my_en2fr('mitochondrial')) # ['mitochondriale', 'mitochondriales', # 'mitochondrial', 'cytopathies', # 'mitochondriaux'] 
Conclusion
In this paper, we present the word2word dataset, a publicly available collection of bilingual lexicons for 3,564 language pairs that are extracted from OpenSubtitles2018. The bilingual lexicons have high coverage (up to hundreds of thousands words) for many language pairs and provide word translations of similar or better quality compared to those from a state-of-the-art embedding model. We also release the word2word Python package, with which the user can easily access the dataset or build a custom lexicon for different parallel corpora. We hope that the dataset and its Python interface can facilitate research on improving cross-lingual models, including machine translation models (Ramesh and Sankaranarayanan, 2018; Gū et al., 2019) and cross-lingual word embeddings (Conneau et al., 2017; Ruder et al., 2017 
A Sample Translations from Different Extraction Methods
In Table 7 , we compare the BLE methods described in Section 3.1. from illustrative examples of their extracted bilingual lexicons for English to Spanish and English to Simplified Chinese. These examples show that the CPE approach provides the correct correspondence as its top-1 translation in both languages, while the PMI approach seems to excessively favor rarer words among the co-occurrences. As illustrated in the English-Chinese example, this can be particularly problematic with languages such as Chinese, where word segmentation is highly nontrivial. The cooccurrence method prefers stop words that are frequent over the entire document, rather than the corresponding words.
A1. Co-occurrences
The baseline co-occurrence model performs poorly in both experiments (Tables 4 and 5 ). As exemplified in Table 7 , we find that the top-5 predictions in many cases are primarily stop words, such as la (the), de (of), and que (that) in Spanish and 的 (of), 你 (you), and 我 (I, me) in Chinese, because they frequently occur in any sentence, regardless of context.
A2. Comparing PMI and CPE
Comparing translations using PMI and CPE, we find in Table 7 that PMI favors less frequent words excessively. This results in two kinds of error cases: (a) when PMI overemphasizes rare words in the target vocabulary, e.g. solarización for library in en-es, and (b) when PMI misses correct words in the target language that are relatively frequently used, e.g. bien for good in en-es. Another consequence is that PMI prefers less common variants of the same word, in particular conjugations and past/future tenses as well as typos, when two forms of the same word have comparable counts (e.g. obligados preferred over obligado in Spanish for the English obliged).
Because of the second reason, we also find that word2word tends to be more robust to tokenization issues, which are common in non-whitespace-separated languages like Chinese. For example, since the tokenizer failed to separate 张 开嘴 (open mouth), which in general occurs far less frequently than 嘴 (mouth), PMI favors 张开嘴 over the more frequent 嘴 as its first choice.
B Full Dataset Statistics
In 
