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Abstract—Optical network infrastructures can be partitioned
into multiple parallel, dedicated virtual networks for a physical
infrastructure sharing purpose. However, different transport tech-
nologies may impact in both the amount and the characteristics
of the different virtual instances that can be built on top of
a single physical infrastructure. To analyse the impact of the
transport technology in this regard, we present exact Integer
Linear Programming (ILP) formulations that address the off-line
problem of optimally allocate a set of virtual networks in two
kind of substrates: wavelength switching and spectrum switching.
Both formulations serve the purpose to provide opaque transport
services from the virtual network point of view, where electronic
terminations are assumed in the virtual network nodes. We carry
out a series of experiments to validate the presented formulations
and determine which is the impact of both substrates in the
number of virtual networks that can be optimally allocated in
the transport network.
Index Terms—Optical Network Virtualisation, Integer Linear
Programming.
I. INTRODUCTION
Current service providers are focused on offering services on
top of the infrastructures they own and manage. The end user
has no control over these services and the provider-consumer
relationship is far from being automated [1]. However, many
emerging applications have increasing requirements in terms
of bandwidth, Quality of Service (QoS), and manageability.
Moreover, applications or even new paradigms such as Cloud
computing o 3D-Video streaming require optimization and
combined provisioning of different infrastructure resources
and services that include both computational and network-
ing realms [2]. As time goes by, demands are more and
more variable and sporadic, driven by user behaviours and
greedy applications. These new requirements are difficult
to accommodate with the existing, rigid telecommunication
operational models. However, through virtualisation, there
exists the chance to allocate isolated instances from a given
resource to different users or applications and manipulate it
logically, before inferring changes to the real resource.
The concept of virtualisation in the IT realm was introduced
by IBM in 1960s [3]. They introduced the virtual machine, as a
result of introducing a virtual layer between hardware and soft-
ware layers. Virtualisation technology can provide an isolated
execution environment to applications, shield the dynamics
and heterogeneous of hardware platform, and enable share and
reuse of hardware resources. In order to create this virtual
layer there exists the need for mapping the virtual elements
on top of determined slices of the physical layer or substrate.
Nowadays, several forms of virtualisation already exist, such as
computational resources virtualisation (e.g. Cloud computing)
or network link virtualisation basing on control services (e.g.
Multi-Protocol Label Switching (MPLS) technology); or even
router virtualisation using Virtual Router Forwardings (VRFs).
Network virtualisation is a concept that precisely extends the
idea of virtualisation from individual nodes or resources to
entire networks [4]. The main idea consists of creating several
co-existing logical network instances over a shared physical
substrate.
The problem of how to map the requested resources along
with a virtual network into a physical network substrate is
referred in the literature as the virtual network embedding
problem (cf. [5], [6]). Studies involving this problem seek
finding the optimal mapping of the virtual network demands
over a shared physical substrate with scarce network resources.
Most of these studies are focused on layer-2/3 networks, such
as Ethernet and IP networks, where virtualisation techniques
are quite mature and well spread. In the optical realm, main
challenges towards virtualising such kind of networks are
derived from the hybrid nature of the optical substrate in
comparison to the electrical one, and, as a consequence, the
new constraints appearing on the arena. When an optical
network resource or element is virtualised, for example by
partitioning, due to the Physical Layer Impairments (PLIs),
different instances of virtualised optical resources sharing the
same physical optical resource may interfere with each other.
Therefore, any virtualisation paradigm must take into account
the physical characteristics of optical network resources [7].
The current manuscript addresses the off-line planning
problem of optimally allocating a set of Virtual Optical
Networks (VONs) over an all-optical network substrate, while
accounting for the particularities of the optical transmission
medium. We denote this problem as the Virtual Optical Network
Allocation (VONA) problem. To the best of our knowledge,
very few work in the literature has addressed this problem in
the context of VONs.
We formulate the VONA problem as an ILP problem,
studying the particularities that would entail the utilisation of
diverse transport technologies for the optical network substrate.
Furthermore, a series of experiments are carried out in order to
demonstrate the validity of the ILP formulations proposed while
giving an insight about the impact of the technology used in the
transport plane in the number of VONs that can be successfully
accommodated in a given optical network substrate.
The remainder of this paper is structured as follows:
Section II gives an insight about the framework in which the
work presented in this paper has been carried out, Section III
explains the main assumptions taken about the working
scenario, Section IV formally details the VONA problem
and the solutions proposed to address it, Section V presents
experimental results that validate the proposed solutions and
discusses about them, and finally, Section VI states the main
conclusions that can be extracted regarding the presented work.
II. BACKGROUND
The VONA problem addressed in the manuscript is contextu-
alised within the Generalised Architecture for Dynamic Infras-
tructure Services (GEYSERS)1 EC-funded project. GEYSERS’
vision is to qualify optical infrastructure providers and network
operators with a new architecture, in order to enhance their tradi-
tional business operations by allowing a flexible role decoupling.
Optical network infrastructure providers will compose virtual
infrastructures and rent them out to network operators, who will
run cost-efficient, dynamic and mission-specific networks by
means of integrated control and management techniques. The
GEYSERS solution is based on partitioning the physical optical
network infrastructure in order to create VONs integrated with
the IT resources connected to the edges of the network. This
logical composition overcomes the limitations of networks and
administrative domains segmentation [8].
Fig. 1 depicts the generalised architecture defined and
designed within the GEYSERS project. The layered archi-
tecture is composed of the following elements: (i) the Service
Middleware Layer (SML), which is a convergence layer in order
to coordinate the management of IT resources that belong to an
aggregate service; (ii) the Network Control Plane+ (NCP+) that
is based on the Generalized Multi-Protocol Label Switching
(GMPLS) and Path Computation Element (PCE) architecture
and includes a set of extensions both in terms of architectural
elements and protocol procedures in order to meet the emerging
requirements; and (iii) the Logical Infrastructure Composition
Layer (LICL) that is the layer responsible of abstracting and
partitioning the underlying physical substrate and compose
virtual infrastructures that are offered as a service.
In the GEYSERS architecture, the LICL acts as a middleware
on top of the physical substrate and offers a set of tools
that enable IT and optical network resource abstraction and
virtualisation. Such an intermediate layer aims at decoupling
infrastructure resource management from the actual service pro-
visioning. LICL deals with the virtual infrastructure and virtual
resource creation, management and handling. The business roles
using the LICL (physical and virtual infrastructure providers)
aim at maximising their revenues by means of efficiently
improving the infrastructure performance and usage. As an
1http://www.geysers.eu
Fig. 1. EC FP7 GEYSERS project generic architecture
example of reference use case for multiple virtual infrastructure
creation, one can consider the case that a company hosts an
Enterprise Information System (EIS) externally on a Cloud
rented from a provider. It relies on the resources provided by
one or more IT and network infrastructure providers. It also
connects data resources in an isolated virtual infrastructure.
Considering the role of the virtual infrastructure provider, the
business revenue behind the use case is to provide the maximum
number of virtual infrastructures on top of the same physical
infrastructure. In order to host the maximum number of distinct
EIS, the virtual infrastructure provider aims at maximising
the number of virtual networks used to interconnect the data
resources of the corresponding EIS. The technological details
of the underlying infrastructure will limit the number of virtual
instances that can be built. Assuming the optical substrate, we
provide an study and analysis of the influence of the physical
substrate and the diverse transport technologies in the number
of VONs that can be allocated on top of it.
III. ASSUMPTIONS
Two alternatives enabling optical transport technologies have
been considered as cases of study for determining the impact
of the underlying optical network substrate technology on
the number of VONs that can be allocated by means of the
LICL planning system: (i) wavelength switching following the
fixed-size spectrum grid defined by the International Telecom-
munication Union (ITU)2, where the minimum granularity
for allocating a connection is a full wavelength [9]; and
(ii) spectrum switching, following a flexible spectrum grid
as proposed in the Spectrm-slice Elastic Optical Path Network
(SLICE) architecture [10]. In such a case, demands request a
portion of spectrum, equivalent to a number of Frequency Slots
(FSs) that can be efficiently allocated and switched thanks to
the use of optical Orthogonal Frequency Division Multiplexing
2http://www.itu.int
(OFDM) [11] and Bandwidth Variable Wavelength Cross
Connects (BV-WXC) [12], [13].
In both scenarios we assume that opaque transport services
are being provisioned from the VONs point of view, that
is, assuming that every node in the VON has electronic
termination capabilities (e.g., is equipped with IP routers).
Moreover, we assume an all-optical network substrate without
wavelength/spectrum conversion capabilities, so that every
virtual link of the VON must ensure the wavelength/spectrum
continuity constraint. Note, however, that thanks to the
Optical-Electrical-Optical (OEO) conversion stages, such a
wavelength/spectrum continuity constraint can be relaxed
among the virtual links composing the VON. Lastly, it shall be
pointed out that the effects of the PLIs introduced in the optical
network substrate have not been considered in this work to
assess the feasibility of the provisioned virtual links. Provided
that the proposed models would have to be applied to very
large network scenarios, where the PLI could be a concern, the
set of candidate paths connecting VON neighbouring nodes
should have to be restricted, including only those paths whose
physical distance would enable the desired bit-rate.
IV. PROBLEM FORMULATION
Let the optical network substrate be characterized by a
graph 𝐺 = (𝑁,𝐸), where 𝑁 denotes the set of nodes
and 𝐸 = {(𝑖, 𝑗), (𝑗, 𝑖) : 𝑖, 𝑗 ∈ 𝑁, 𝑖 ̸= 𝑗} the set of
physical links. Consider 𝐷 as the set of VON demands to
be allocated over the optical network. Each demand 𝑑 ∈ 𝐷,
is characterized by a graph 𝐺′𝑑 = (𝑁
′
𝑑, 𝐸
′
𝑑), 𝑁
′
𝑑 ⊆ 𝑁 ,
𝐸′𝑑 = {(𝑖, 𝑗), (𝑗, 𝑖) : 𝑖, 𝑗 ∈ 𝑁 ′𝑑, 𝑖 ̸= 𝑗}. The VONA problem
consists in accommodating all or the maximum number of
VONs from the demand set, given the limited capacity of the
underlying optical network. VONs are treated as entities instead
of a composition of lightpaths, which makes VONA differ from
classical route and assignment problems with the objective
to maximize the number of lightpaths established. Indeed, a
specific demand 𝑑 ∈ 𝐷 is accommodated if and only if all its
virtual links in 𝐸′𝑑 can be mapped over available resources.
The rest of this section presents optimal ILP formulations for
both fixed-size and flexible grid cases.
A. Fixed-VONA
This subsection presents an ILP model of the fixed-size grid
VONA problem, hereafter referred as Fixed-VONA. For this,
let 𝑊 denote the set of available wavelengths per physical
link and 𝑊𝑑 denote the number of wavelengths per virtual
link desired by demand 𝑑 ∈ 𝐷. Also, we define 𝑃 as the set
of paths in the physical network, 𝑃{𝑒′,𝑒} as the set of 𝑝 ∈ 𝑃
associated with virtual link 𝑒′ that traverse edge 𝑒 ∈ 𝐸, and
𝑃{𝑒′,𝑑} as the set of 𝑝 ∈ 𝑃 associated with virtual link 𝑒′ in
demand 𝑑. The problem variables of Fixed-VONA are:
𝑥(𝑑, 𝑒′, 𝑝, 𝑤) = {1 if for demand 𝑑 the virtual link 𝑒′ is
supported through path 𝑝 and wavelength 𝑤, 0 otherwise}
𝑦(𝑑, 𝑒′, 𝑝) = {1 if in demand 𝑑 all the wavelengths requested
by virtual link 𝑒′ use the same path 𝑝, 0 otherwise}
𝑧(𝑑) = {1 if demand 𝑑 can be satisfied, 0 otherwise}
The ILP formulation is stated below:
max
∑︁
𝑑∈𝐷
𝛼𝑑𝑧(𝑑), s.t. (1)
∑︁
𝑑∈𝐷
∑︁
𝑒′∈𝐸′
𝑑
∑︁
𝑝∈𝑃{𝑒′,𝑒}
𝑥(𝑑, 𝑒′, 𝑝, 𝑤) ≤ 1, ∀𝑒 ∈ 𝐸,𝑤 ∈𝑊 (2)
∑︁
𝑝∈𝑃{𝑒′,𝑑}
∑︁
𝑤∈𝑊
𝑥(𝑑, 𝑒′, 𝑝, 𝑤) ≤𝑊𝑑, ∀𝑑 ∈ 𝐷, 𝑒′ ∈ 𝐸′𝑑 (3)
𝑦(𝑑, 𝑒′, 𝑝) ≤ 1
𝑊𝑑
∑︁
𝑤∈𝑊
𝑥(𝑑, 𝑒′, 𝑝, 𝑤), ∀𝑑 ∈ 𝐷, 𝑒′ ∈ 𝐸′𝑑, 𝑝 ∈ 𝑃{𝑒′,𝑑}
(4)
𝑧(𝑑) ≤ 1|𝐸′𝑑|
∑︁
𝑒′∈𝐸′
𝑑
∑︁
𝑝∈𝑃{𝑒′,𝑑}
𝑦(𝑑, 𝑒′, 𝑝),∀𝑑 ∈ 𝐷 (5)
Objective function (1) aims at maximizing the number of
VONs to be allocated in the underlying optical network, where
factors 𝛼𝑑 are pondering factors used to put more or less
weight in specific demands according to the network operator
policies. Constraints (2) are the wavelength clashing constraints,
avoiding that two virtual links are supported over the same
wavelength in the same physical link. Constraints (3) ensure
that at most 𝑊𝑑 different wavelengths are assigned to every
virtual link belonging to demand 𝑑. Constraints (4) ensure
that every wavelength requested by virtual link 𝑒′ is routed
through the same path. Such constraints are adopted to avoid
packet reordering problems that might appear at destination
when sending data over different paths with different physical
lengths and, thus, different end-to-end delays. Constraints (5)
discriminate whether demand 𝑑 is satisfied or not.
B. Flex-VONA
The flexible grid architecture allows to efficiently serve low
data-rate sub-wavelength transmissions and ultra-high capacity
super-wavelength transmissions onto the available network
spectral resources, but poses new challenges compared to the
classical Routing and Wavelength Assignment (RWA) problem
applicable to Wavelength Switched Optical Networks (WSONs).
Instead of wavelengths, a contiguous spectrum portion has to
be allocated in flexible optical networks. Moreover, given a
lack of spectrum conversion capabilities in the network, the
assigned spectrum portion must show a continuity between
the remote endpoints of the incoming connection requests
(i.e., VON neighbouring nodes in this work). Both constraints,
namely, spectrum contiguity and continuity constraints, must
be ensured by the Routing and Spectrum Assignment (RSA)
algorithm in the network.
In most works related to RSA, such as in [14], [15], it is
assumed that the usable bandwidth of an optical fiber can be
discretized into multiple FSs and so, the bandwidth requested by
a demand can be converted into a number of FSs. Specifically,
the authors in [15] proposed an ILP formulation for flexible
optical networks targeting at the minimization of the number of
FSs that must be provisioned per fiber link in order to serve the
entire set of demands offered to the network. In contrast to this,
we also depart, as in Fixed-VONA, from a capacitated optical
network substrate, with a number of FSs per link instead of
wavelengths, where we aim at maximizing the number of VONs
that can be allocated. Hence, the ILP model for the flexible
grid problem, called Flex-VONA, becomes a modification of
the formulation presented in [15]. The definitions for the paths
sets presented in Fixed-VONA are the same here. Besides, we
define 𝐹 = {𝑓1, 𝑓2, ..., 𝑓|𝐹 |} as the ordered set of available
FSs per physical link and 𝐹𝑑 as the number of FSs per virtual
link desired by demand 𝑑 ∈ 𝐷. The problem variables of
Flex-VONA are:
𝑥(𝑑, 𝑒′, 𝑝, 𝑓) = {1 if FS 𝑓 in path 𝑝 is selected to be the
lowest indexed slot assigned to virtual link 𝑒′ in demand 𝑑, 0
otherwise}
𝑦(𝑑, 𝑒′, 𝑝, 𝑓) = {1 if FS 𝑓 in path 𝑝 is assigned to virtual
link 𝑒′ in demand 𝑑, 0 otherwise}
𝑧(𝑑) = {1 if demand 𝑑 can be satisfied, 0 otherwise}
The ILP formulation is stated below:
max
∑︁
𝑑∈𝐷
𝛼𝑑𝑧(𝑑), s.t. (6)
∑︁
𝑝∈𝑃{𝑒′,𝑑}
∑︁
𝑓∈𝐹
𝑥(𝑑, 𝑒′, 𝑝, 𝑓) ≤ 1, ∀𝑑 ∈ 𝐷, 𝑒′ ∈ 𝐸′𝑑 (7)
𝑥(𝑑, 𝑒′, 𝑝, 𝑓𝑖) ≤ 𝑦(𝑑, 𝑒′, 𝑝, 𝑓𝑗), ∀𝑑 ∈ 𝐷, 𝑒′ ∈ 𝐸′𝑑, 𝑝 ∈ 𝑃{𝑒′,𝑑},
𝑓𝑖, 𝑓𝑗 ∈ 𝐹, 𝑖 = 1, ..., |𝐹 | − 𝐹𝑑 + 1,
𝑗 = 𝑖, ..., 𝑖+ 𝐹𝑑 − 1
(8)
𝑥(𝑑, 𝑒′, 𝑝, 𝑓𝑖) = 0, ∀𝑑 ∈ 𝐷, 𝑒′ ∈ 𝐸′𝑑, 𝑝 ∈ 𝑃{𝑒′,𝑑},
𝑓𝑖 ∈ 𝐹, 𝑖 = |𝐹 | − 𝐹𝑑 + 2, ..., |𝐹 | (9)∑︁
𝑑∈𝐷
∑︁
𝑒′∈𝐸′
𝑑
∑︁
𝑝∈𝑃{𝑒′,𝑒}
𝑦(𝑑, 𝑒′, 𝑝, 𝑓) ≤ 1, ∀𝑒 ∈ 𝐸, 𝑓 ∈ 𝐹 (10)
∑︁
𝑝∈𝑃{𝑒′,𝑑}
∑︁
𝑓∈𝐹
𝑦(𝑑, 𝑒′, 𝑝, 𝑓) ≤ 𝐹𝑑, ∀𝑑 ∈ 𝐷, 𝑒′ ∈ 𝐸′𝑑 (11)
𝑧(𝑑) ≤ 1|𝐸′𝑑|
∑︁
𝑒′∈𝐸′
𝑑
∑︁
𝑝∈𝑃{𝑒′,𝑑}
∑︁
𝑓∈𝐹
𝑥(𝑑, 𝑒′, 𝑝, 𝑓),∀𝑑 ∈ 𝐷 (12)
Objective function (6) seeks to maximize the number of
VONs to be allocated in the underlying optical network. Factors
𝛼𝑑 have the same role as before. Constraints (7) serve the
purpose of selecting for every virtual link 𝑒′ ∈ 𝐸′𝑑 a unique
path from the candidate paths set and a FS to be the lowest
indexed slot assigned to the virtual link. Constraints (8) are
the contiguous FS assignment constraints. If slot 𝑓𝑖 is selected
as the lowest indexed slot for virtual link 𝑒′, the consecutive
𝐹𝑑− 1 slots should be assigned to this virtual link. Constraints
(9) ensure that any FS selection option will have enough space
in the frequency spectrum, if chosen. Constraints (10) are
the spectrum clashing constraints, avoiding that two virtual
links are supported over the same FS in the same physical
link. Constraints (11) ensure that at most 𝐹𝑑 different FSs are
assigned to every virtual link of demand 𝑑. Constraints (12)
discriminate whether demand 𝑑 is satisfied or not.
V. RESULTS AND DISCUSSION
To analyse the impact of the underlying physical technology
used by the substrate network on the number of VONs that
can be allocated, we have executed series of experiments
using both Fixed-VONA and Flex-VONA formulations. The
experiments have been executed on the 16-Node EON core
network topology [16], assuming that every physical link
has a usable bandwidth of 400 GHz. In the fixed-size grid
scenario, following a grid with a 50 GHz channel spacing, it
results in 8 wavelengths per link; in the flexible grid scenario,
considering a FS width of 6.25 GHz, it results in 64 FSs per
link. In particular, |𝐷| sizes from 5 to 25, in steps of 5, has
been considered, assuming for both models that all factors
𝛼𝑑 = 1, that is, regardless of its size or the spectral resources
demanded, all VONs are treated equally. Moreover, we have
fixed the number of candidate paths per virtual link to the first
6 shortest paths using the distance in hops as the metric, so as
to avoid excessive execution times for the models. Although
the presented results may not match the optimal ones in some
occasions, the presented formulations are still valid and the
absolute optimal could be obtained if the whole set of candidate
paths per virtual link is considered.
The generation of the demand sets for all experiments
throughout this section follows a 3-step process. Firstly, 3 or
4 physical network nodes (with equiprobability) are randomly
selected as virtual nodes for each demand. In this way, we
obtain reasonable medium-sized virtual networks compared to
the underlying physical network size. Next, the selected virtual
nodes are then randomly connected using the Erdo˝s-Rényi
algorithm [17], here slightly modified to prevent the generation
of non connected graphs (any connected connectivity matrix
is generated with equiprobability). Finally, the bandwidth
requested by the demand in GHz is selected from the set {25,
50, 100} with probabilities of 0.4, 0.4 and 0.2, respectively.
In the fixed-size grid scenario such bandwidth requests are
translated to 1, 1 and 2 wavelengths. In the flexible grid scenario
they are equivalent to 4, 8 and 16 FSs. We assume that any
guard band needed by the physical equipment to perform
correctly the switching between demands is included in the
bandwidth requested by them.
From the assumptions above, one can conclude that the
complexity of both models is closely related to the size of
the set of candidate paths for the virtual links. In more detail,
in the Fixed-VONA model, the number of decision variables
is in the order of 𝒪(|𝐷||?¯?′𝑑||𝑃{𝑒′,𝑑}||𝑊 |) and the number of
constraints is in the order of 𝒪(|𝐸||𝑊 | + |𝐷||?¯?′𝑑||𝑃{𝑒′,𝑑}|),
being |?¯?′𝑑| the average number of virtual links per demand,
and |𝑃{𝑒′,𝑑}| the average number of candidate paths per virtual
link. We can see that the main contributions to the complexity
of Fixed-VONA are the wavelength clashing constraints (2)
and the unique path constraints (4). In the Flex-VONA
model, the number of decision variables is in the order of
𝒪(2|𝐷||?¯?′𝑑||𝑃{𝑒′,𝑑}||𝐹 |) and the number of constraints is in
the order of 𝒪(|𝐷||?¯?′𝑑||𝑃{𝑒′,𝑑}||𝐹 ||𝐹𝑑|), being |𝐹𝑑| the average
number of FSs requested by the demands. Therefore, the main
Tab. I
COMPLEXITY OF THE MODELS
Fixed-VONA Flex-VONA
Variables Constraints Time (s.) Variables Constraints Time (s.)
|𝐷| = 5 840 289 0.272 13440 53760 2.37
|𝐷| = 15 2520 499 3.28 40320 161280 1.25× 104
|𝐷| = 25 4200 709 18.03 67200 268800 7.29× 104
contributions to the complexity of Flex-VONA is the large
number of FSs in some network scenarios, resulting in a huge
number of contiguity constraints (8).
To exemplify the complexity of both formulations, table I
displays the value of these expressions for the scenario
considered in the executions plus the average execution time of
both models. The results shown throughout this section have
been averaged over 100 executions, randomly generating a
new set of demands at the beginning of each execution. The
experiments have been launched on Intel Core2 Quad at 2.66
GHz PCs with 4 GB RAM memory. The optimization software
used for all executions is IBM ILOG CPLEX Optimizer
v.12.2 [18].
Table I shows that the complexity of Flex-VONA, in terms
of number of variables and constraints, is substantially greater
than the one of Fixed-VONA. This comes from the fact that
the number of FSs in the flexible grid scenario is substantially
larger than the number of wavelengths in the fixed-size grid
scenario. Besides this, the spectrum contiguity constraints add
a considerable complexity to the problem. Focusing on the
execution times of Flex-VONA, they notoriously increase with
the size of 𝐷. Hence, an heuristic for the flexible grid scenario
might be necessary when dealing with large scenarios as the
the execution of the exact ILP formulation becomes impractical.
The study and development of an heuristic for the flexible grid
scenario is out of the scope of this paper and left for future
work.
As for the results obtained through the executions of both
models, Fig. 2 shows the Blocking Probability (BP) of the
demands as a function of the size of the demand set. We
can observe that the flexible grid scenario provides a lower
BP figure (i.e. allocates a larger number of VONs) than the
fixed-size grid scenario, being the difference more notorious
as |𝐷| increases(e.g., we can observe a difference in BP of
around 1.1% for |𝐷| = 10 while a difference of around 8% is
observed for |𝐷| = 20).
This capacity of being able of allocating a larger number
of VONs in the flexible grid scenario is due the fact that
its granularity is more finner than the fixed-grid scenario’s
granularity, making it possible to adjust more to the bandwidth
needs of the demands. Focusing on the traffic profile considered
for the experiments, for the demands requesting 25 GHz, the
flexible grid scenario allocates exactly 25 GHz of spectrum to
these demands, while in the fixed-size grid scenario, due its
coarser granularity, it allocates 50 GHz of spectrum to these
demands, adding an overhead of 100%.
The capacity of the flexible grid scenario to allocate more
Fig. 2. Blocking probability as a function of the size of the demand set.
VONs than the fixed-size grid could be potentially greater
for traffic profiles where the disparity between the requested
bandwidth by the demands and the channel spacing in the
fixed-size grid scenario is big, either for sub-wavelength or
super-wavelength traffic demands.
VI. CONCLUSION
Optical network virtualisation is seen as a solution for the
new emerging applications. GEYSERS project proposes a new
architecture stack in order to qualify optical infrastructure
providers and network operators with tools that enhance their
traditional business operations. In detail, we have presented
how the LICL layer is the corresponding element of the
GEYSERS stack which is responsible to compose virtual
infrastructures. The VONA problem has been introduced as
a mean to describe formally the problem of how to map a
set of VONs into a given optical network substrate with finite
resources, while accounting for the particularities imposed by
the optical medium. Depending on the technology used by the
physical substrate, more or less VONs can be accommodated
into the transport network.
To analyse the impact of this issue, we have considered two
transport technologies as cases of study, wavelength switching
and spectrum switching respectively. Exact ILP formulations
for both scenarios have been proposed in aims to optimally
allocate a set of VONs into a substrate using these technologies.
We have validated the proposed formulations through a series
of experiments, reaching the conclusion that for demands that
require a fine granularity in terms of bandwidth, the spectrum
switching alternative could be the more appropriate technology.
As for future work, the study and developing of an heuristic
for the flexible grid scenario could be done, as the execution
times for the exact ILP formulation become impractical.
Moreover, we could extend the presented models to also
incorporate IT nodes and the related information to the network
models in aims to provide a joint virtualisation model for
both network + IT resources, analysing how this new scenario
impacts in the number of VONs that can be optimally allocated.
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