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Featured Application: The method that is described in this work can be used to assess the gas
turbine engine performance under different control modes when the engine experiences transient
operation. During this phase of operation, the engine needs to meet all the predefined constraints
while it delivers the required performance efficiently and within its operating envelope.
Abstract: Motivated by the growing technology of control and data processing as well as the
increasingly complex designs of the new generation of gas turbine engines, a fully automatic control
strategy that is capable of dealing with different aspects of operational and safety considerations is
required to be implemented on gas turbine engines. An advanced practical control mode satisfaction
method for the entire operating envelope of gas turbine engines is proposed in this paper to achieve
the optimal transient performance for the engine. A constraint management strategy is developed to
generate different controller settings for short-range fighters as well as long-range intercontinental
aircraft engines at different operating conditions by utilizing a model predictive control approach.
Then, the designed controller is tuned and modified with respect to different realistic considerations
including the practicality, physical limitations, system dynamics, and computational efforts. The
simulation results from a verified two-spool turbofan engine model and controller show that the
proposed method is capable of maneuverability and/or fuel economy optimization indices while
satisfying all the predefined constraints successfully. Based on the parameters, natural frequencies,
and dynamic behavior of the system, a set of optimized weighting factors for different engine
parameters is also proposed to achieve the optimal and safe operation for the engine at different flight
conditions. The paper demonstrates the effects of the prediction length and control horizon; adding
new constraints on the computational effort and the controller performance are also discussed in
detail to confirm the effectiveness and practicality of the proposed approach in developing a fully
automatic optimized real-time controller for gas turbine engines.
Keywords: gas turbine engine; transient performance optimization; model predictive control;
constraints management; control modes satisfaction; real-time optimization
1. Introduction
New designs and operations of gas turbine engines (GTEs) are increasingly complex where
several constraints and control modes should be satisfied simultaneously to achieve a safe and optimal
performance for the engine. To satisfy these requirements, current engine control systems are still
mainly working with a min–max control philosophy. This strategy is known as a practical algorithm to
satisfy all engine control modes simultaneously without any error and malfunction [1,2]. Results of
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the design and implementation of the min–max controller were presented within the Basic Research
in Industrial Technologies for Europe-Europe/America (BRITE-EURAM) project OBIDICOTE (On
Board Identification, Diagnosis and Control of gas Turbine Engines) and confirmed by all OBIDICOTE
partners [3,4]. Therefore, this strategy is the most practical control method for gas turbine engines [5–7].
However, given the ambitious targets and severe limitations set by governments and organizations
(e.g., the advisory council for aviation research and innovation in Europe has a target of a 75% reduction
in CO2 emissions and a 90% reduction of NOx emissions by 2050 [8,9]), more robustness and flexibility
is required for the next generation of GTEs control systems to adapt GTEs and aircraft performance to
these standards and regulations.
So, the application of optimal control strategies for GTEs control modes satisfaction has been
investigated extensively in recent years. Generally, the main feature of the optimal control theory is to
use quadratic functions to solve the optimal control problems in complex systems. The linear quadratic
regulator (LQR) is a typical case for solving general nonlinear optimal control problems that indicates
the prospective design for the task of performance optimization [10]. This approach is used extensively
for gas turbine engines controller design and optimization [11,12]. So, its basics and methodology
are well understood, straightforward, and easy to implement. However, the shortcomings would be
the iterative process required to deal with the problem, tuning the weighting matrix, and parameters
handling [13–15]. An LQR is based on the receding horizon concept such that future outputs are
predicted at every time step in order to minimize a global criterion/cost function. By estimating
future outputs based on past outputs, the user is able to better regulate offset in tracking. Usually, the
output horizon is infinite; otherwise, the user ends up with a model predictive controller. H_∞ and
neural networks (NN) are also used for GTEs optimal control problems [16,17]. However, the main
shortcomings of these approaches are the level of mathematical understanding needed to apply them
successfully and the need for a reasonably good model of the system to be controlled.
Another optimal control theory is model predictive control (MPC). The main advantage of MPC
is that it allows the current timeslot to be optimized while keeping future timeslots into account.
MPC is working based on the idea of optimizing a finite time horizon, but only implementing
the current timeslot and then optimizing again, repeatedly, thus differing from LQR [18]. This
approach has also the ability to anticipate future events and can take control actions accordingly (PID
(Proportional-Integral-Derivative) controllers do not have this predictive ability) [19]. On one hand,
the prediction of future dynamic response in the MPC eliminates the iterative process as well as tuning
the weighting matrix of LQR [20,21]. On the other hand, constraints to the engine parameters can be
easily implemented to the MPC, which overcomes the problem of handling the parameters in LQR [22].
In comparison with H_∞ and NN, the MPC is simpler, which does not require an accurate dynamic
model to initialize transient operation, and the engine constraints can be directly embedded in the
control process [23,24]. Therefore, the constrained MPC method is the most suitable one for gas turbine
transient process control and performance optimization, as it is fully capable of determining the control
inputs and seeking the optimal route based on the prediction of engine dynamics to optimally satisfy
all the engine constraints [25].
Consequently, it could be concluded that the next generation of GTE controllers must have:
• Higher flexibility to deal with control requirements and constraints at different flight and weather
conditions. So, a lower coupling between the control channels has become a developing trend to
improve the performance of classic scheduling technique (e.g., the min–max algorithm) [26].
• More robustness to cope with system uncertainties in order to adapt dynamics of the GTEs to the
wide operating range requirements as well as varying working conditions.
This study contributes to the advanced constraint-based optimal control strategy development for
the new generation of GTEs in the following ways:
• Practicality considerations: the control strategy and laws are designed based on realistic assumptions
with respect to the implementation considerations, engine, and aircraft flight range, and designer
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requirements such as the maneuverability (to satisfy the control requirements of short-range aircraft
engines) and fuel economy (to satisfy the long-range civil aero engines control requirements).
• System dynamics considerations: the dynamic behavior and frequency responses of different
parameters such as the pressure, rotational speed, and thrust are considered in controller structure
design, and a weighting factors regulation procedure is proposed to achieve a realistic optimal
performance for the engine at different flight conditions.
• Implementation considerations: the implementation considerations are considered in two ways:
from the simplicity of the controller structure to implement, and from the computational effort
point of view to achieve the capability of real-time simulation and optimization.
• Constraints definition: a modular form of constraints definition and implementation will be
considered in the control structure as well. The effects of adding more constraints to the system
on performance behavior of the engine will be analyzed in detail.
• Controller characteristics: the effects of different controller parameters will be considered on the
engine transient performance:
# Effects of weighting factor on maneuverability and fuel economy.
# Effects of system dynamics and parameters frequencies on the controller weighting
factors selection.
# Effects of prediction length and control horizon on the controller performance.
# Effects of adding constraints on the system performance and computational efforts.
For this purpose, a thermodynamic model for a twin-spool turbofan engine, as a case study, is
developed by using the inter-component volume (ICV) method to simulate the engine’s transient
performance. In order to use the model in a real-time mode, a model identification approach is
implemented to develop a recursive least square with varying stabilizing factor (RLS-SV) model for
the engine. Then, a model predictive controller (MPC) is designed to deal with engine control modes,
where the Lagrangian multipliers and Hildreth’s quadratic programming methods are utilized to deal
with constraint inequalities and selecting the controller weighting values, respectively. The designed
controller is tested in several operating conditions, and different criteria are discussed comprehensively
followed by the conclusions.
2. The Engine Model
A twin-spool turbofan engine is used as a case study in this paper. The schematic sketch of the
engine is shown in Figure 1 and the design point characteristics are shown in Table 1. A volume is
added downstream of each turbomachinery component in order to simulate the flow propagation
through the gas path (Figure 1), and the ICV method [27] is used to simulate the engine’s transient
performance. The volume dynamics eliminate the discontinuity of engine parameters produced by the
iterative and matching process in the components, and it simulates the flow propagation, especially on
the pressure, temperature, and quantity change, from the inlet to the outlet of each component [28].
Appl. Sci. 2019, 9, x FOR PEER REVIEW 3 of 27 
and designer requirements such as the maneuverability (to satisfy the control requirements of 
short-range aircraft engines) and fuel economy (to satisfy the long-range civil aero engines 
control r quirements). 
• System dynamics siderations: the dynamic behavior and frequ n y responses of different 
parameters such as the pressure, rotational speed, and thrust are considered in controller 
structure design, and a weighting factors regulation procedure is proposed to achieve a realistic 
optimal performance for the engine at different flight conditions.  
• Imple entation considerations: the implementation considerations are considered in two ways: 
from the simplicity of the controller structure to implement, and from the computational effort 
point of view to achieve the capability of real-time simulation and optimization.  
• Constraints definition: a modular form of constraints definition and implementation will be 
considered in the control structure as well. The effects of adding more constraints to the system 
on performance behavior of the engine will be analyzed in detail.  
• Controller characteristics: the effects of different controller parameters will be considered on the 
engine transient performance:  
o Effects of weighting factor on maneuverability and fuel economy. 
o Effects of system dynamics and parameters frequencies on the controller weighting factors 
selection. 
o Effects of prediction length and control horizon on the controller performance. 
o Effects of adding constraints on the system performance and computational efforts. 
For this purpose, a thermodynamic model for a twin-spool turbofan engine, as a case study, is 
developed by using the inter-component volume (ICV) method to simulate the engine’s transient 
performance. In order to use the model in a real-time ode, a model identification approach is 
imple ented to develop a recursive least square with varying stabilizing factor (RLS-SV) model for 
the engine. Then, a model predictive controller (MPC) is designed to deal with engine control modes, 
where the Lagrangian multipliers and Hildreth’s quadratic programming methods are utilized to 
deal with constraint inequalities and selecting the controller weighting values, respectively. The 
designed controller is tested in several operating conditions, and different criteria are discussed 
comprehensively followed by the conclusions. 
2. The Engine Model 
A twin-spool turbofan engine is used as a case study in this paper. The schematic sketch of the 
engine is shown in Figure 1 and the design point characteristics are shown in Table 1. A volume is 
added downstream of each turbomachinery component in order to simulate the flow propagation 
through the gas path (Figure 1), and the ICV method [27] is used to simulate the engine’s transient 
performance. The volume dynamics eliminate the discontinuity of engine parameters produced by 
the iterative and matching process in the components, and it simulates the flow propagation, 
especially on the pressure, temperature, and quantity change, from the inlet to the outlet of each 
component [28].  
 
Figure 1. Schematic of the twin-spool turbofan engine.
Appl. Sci. 2019, 9, 5333 4 of 26
For the interest of overall performance, all turbomachinery components (compressors and
turbines), as well as the combustor, are modeled individually considering the thermodynamic models.
The estimation of the aerodynamic and thermodynamic parameters of these components has been
conducted through energy conservation equations by the iterative process and matching the values
from component maps [29,30]. The gas properties are estimated from the engine intake to exhaust
by predicting the moisture calories [31]. The off-design performance has also been validated against
Turbomatch code (a computing simulation platform developed by Cranfield University for performance
predictions of gas turbine engines [32]).
Table 1. Design point of the twin-spool turbofan engine.
Ambient condition ISA SLS [-]
Intake Mach number 0 [-]
Intake mass flow 44.8 kg/s
Low-pressure compressor pressure ratio (LPC-PR) 1.70 [-]
Low-pressure compressor isentropic efficiency 88 %
High-pressure compressor pressure ratio (HPC-PR) 5.60 [-]
High-pressure compressor isentropic efficiency 88 %
Bypass ratio 0.69 [-]
Fuel flow 0.2466 kg/s
High-pressure turbine isentropic efficiency 89 %
Low-pressure turbine isentropic efficiency 89 %
Moment of inertia for low-pressure shaft 10 Nm2
Moment of inertia for high-pressure shaft 8.4 Nm2
Percentage of low-pressure shaft corrected rotational speed at 170 RPS 100 %
Percentage of high-pressure shaft corrected rotational speed at 177 RPS 100 %
Volume 1 1.50 m3
Volume 2 0.50 m3
Volume 3 0.38 m3
Volume 4 0.50 m3
The ICV method is realistic, since it includes an allowance for air/gas mass storage; thus, its
predictions must be the more valid ones in comparison with other well-known methods such as
constant mass flow (CMF) [27]. The ICV modeling technique brings the engine nonlinear transient
performance closest to reality. However, to work with the MPC, a much simpler model is required to
interpret the dynamics of the required engine parameters respective to the control input. Consequently,
a discrete state-space model is identified in order to represent the engine dynamics in this paper.
3. Identification of the Engine Dynamics
The recursive least squares (RLS) algorithm is well known for tracking dynamic systems. Torres
et al. [33] attempted to identify the dynamics of the gas turbine engine oﬄine, mainly at steady states
with stochastic signals. Arkov et al. [34] focused on real-time identification for transient operations and
concluded that an engine system could be averaged to a time-invariant first- or second-order transfer
function by the extended RLS. The tracking speed and accuracy for the RLS could be improved with a
different design of forgetting factors. The effect of using a forgetting factor is to shift the estimating
average toward the most recent data, such as that in the work by Paleologu et al. [35]. In this paper, a
modified RLS algorithm (RLS with a varying stabilizing factor (RLS-SV)) is investigated for the online
dynamic identification of gas turbine engines. The method is capable of updating itself to adapt to the
change of engine dynamics due to the variation of engine transient levels and operating conditions.
The main structure of the model and controller is shown in Figure 2. The modified RLS model
is developed to track the detailed gas turbine engine model, and the ICV method is used to predict
the transient behavior. The output of the model is imported to the MPC controller, where reference
inputs and constraints are analyzed as well. The MPC controller calculates the optimized fuel flow at
any instantaneous time for the engine. This control input will satisfy all engine control modes and
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constraints simultaneously while guaranteeing the optimized operation for the engine based on a
predefined objective function.
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A general format of the discrete state-space model is shown in Equation (1). The state matrix (X)
contains state variables that are from engine parameters relative to the output variable including shaft
speed, compressor pressure ratio, and thrust. The output matrix (Y) is a subset of the state matrix.
T e input matrix (U) contains the control i puts and fuel flow, which controls the engin t fulfill th
desired output. Moreover, A, B, and C ar the system, input, and output matrices, respectiv ly.
X(k + 1) = AX(k) + BU(k)
Ym(k) = CX(k)
(1)
The coefficient matrices (A, B) in the state-space model are being identified and updated at each
time step for adapting the nonlinear engine dynamics. If there are “m” number of engine state variables,
and “n” number of engine input parameters, “A” is a square matrix with the dimensions of m×m,
and “B” has the dimensions of m× n. The coefficient “C” is fixed because of the recursive requirement,
and the output must be a subset of the states. The parametric matrix and the objective matrix become:
ϕ =
[
XT UT
]T
; θ(t) =
[
AT BT
] T
. (2)
The error between the output measurement and the estimation is defined as:
e = Y− Yˆ = Y−ϕT · θ. (3)
Using the matrix inversion lemma (MIL), the reversion of the covariance matrix in RLS has been
eliminated, and the determination of the covariance only requires the engine data from the previous
time step as shown in Equation (4).
P(k + 1) = P(k)
[
I− ϕ ·ϕ
TP(k)
1 +ϕTP(k)ϕ
]
(4)
As mentioned earlier, a factor multiplies the covariance matrix of Equation (4) in order to shift the
estimation average to the recent engine outputs. The state-space model can be more adaptive to the
rapid change in engine performance, with an introduction of an adjustable term to the covariance, as
shown in Equation (5):
P˜(k + 1) = µ · P(k + 1) + χ
ϕTϕ
· I. (5)
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The normalized factor µ (0 ≤ µ ≤ 1) acts as a forgetting factor for the reduction of recursive power.
A new term added to the end of Equation (5) is an adjustable weight, which limits the growth of
eigenvalues to the matrix within an acceptable range relative to the change in gradient of engine
parameter values so that the sensitivity based on the gradient can be automatically adjusted between
the engine steady and transient states [36]. The coefficients in Equation (1) are updated continuously
in the objective matrix (θ(t + 1)) as follows:
θ(k + 1) = θ(k) +
P(k)ϕ
ϕTϕ+ϕTP(k)ϕ
· e(k). (6)
The process is repeated, and the estimated state-space model is being updated at each time step
for the supplement to the controller.
4. Model Predictive Controller Design for Gas Turbine Engine
In general, the MPC algorithm predicts the change in the dependent variables of the modelled
system that will be caused by changes in the independent variables. So, the MPC would operate on top
of the discrete engine model as shown in Figure 2 [37]. The control decisions from the MPC are based on
the linear predictions from the linear state-space model (Equation (1)), and the predictions are amended
due to the updates of the state-space model by RLS-SV at each time interval. The prediction by the
MPC is produced by the incremental state-space model, as shown in Equation (7). The incremental
model uses discrete differences (∆U, ∆X) input and state parameters (U, X) from the state-space model.
∆X(k + 1) = X(k + 1) −X(k)
∆U(k) = U(k) −U(k− 1) (7)
where k is the time step. Replacing U and X by (∆U, ∆X), the state-space model shown in Equation (1)
can be written in the following matrix form, as shown in Equation (8).[
∆X(k + 1)
Y(k + 1)
]
︸            ︷︷            ︸
X(k+1)
=
[
A 0
CA 1
]
︸       ︷︷       ︸
A
[
∆X(k)
Y(k)
]
︸      ︷︷      ︸
X(k)
+
[
B
CB
]
︸  ︷︷  ︸
B
∆U(k)
Y(k) =
[
0 C
]
︸    ︷︷    ︸
C
[
∆X(k)
Y(k)
]
︸      ︷︷      ︸
X(k)
(8)
Due to the principle of the receding horizon utilized by the MPC, the output parameter must be a
subset of the state matrix. The performance prediction is possible when the output of the state-space
model, Equation (8), only involves the receded control inputs. The new coefficient and variable
matrices in Equation (8) have replaced the original matrices in Equation (1). Nc and Np define a finite
length of the control and prediction horizons of MPC, and the length (Np ≥Nc) can be customized
according to the engine configuration, parameters’ natural frequencies, and sampling time. The linear
predictions based on Equation (8) can be expressed as:
X(k + 1) = AX(k) + B∆U(k)
X(k + 2) = A2X(k) + AB∆U(k) + B∆U(k + 1)
X(k + 3) = A3X(k) + A2B∆U(k) + AB∆U(k + 1) + B∆U(k + 2)
...
X(k + Np) = ANp X(k) +
Nc∑
i=1
ANp−iB∆U(k + i− 1)
. (9)
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The linear prediction for the outputs can be written as:
Y(k + 1) = CAX(k) + CB∆U(k)
Y(k + 2) = CA2X(k) + CAB∆U(k) + CB∆U(k + 1)
Y(k + 3) = CA3X(k) + CA2B∆U(k) + CAB∆U(k + 1) + CB∆U(k + 2)
...
Y(k + Np) = CANp X(k) +
Nc∑
i=1
CANp−iB∆U(k + i− 1)
. (10)
The predictions in Equation (10) can be re-written as matrix form:
Y =

CA
CA2
...
CANp
X(k) +

CB 0 · · · · · · · · · 0
CAB CB 0 · · · · · · 0
CA2B CAB CB 0 · · · 0
...
...
...
. . . . . .
...
CANp−1B CANp−2B CANp−3B · · · · · · CANp−NcB

∆U(k). (11)
To simplify the constants in Equation (11):
Y = E ·X(k) + F · ∆U(k). (12)
To optimize the engine transient performance, optimal control inputs should be achieved by
minimizing the objective function, as shown in Equation (13), so that the predicted outputs (Y) can
accurately reach the final control target (W) in the cost function:
J = (W− (F∆U + EX(k)))T(W− (F∆U + EX(k))) + ∆UTW∆U. (13)
The minimization of the cost function is obtained from the derivation of Equation (13) for the
optimal control solution as follows:
∂J
∂∆U
= 2(FTF + W)∆U− 2FT(W− EX(k)) = 0. (14)
That results in Equation (15):
∆U = (FTF + W)
−1
FT(W− EX(k)). (15)
“W” is a weighting factor matrix to the future control inputs, which is used to restrict the amount
of change in the control inputs to the plant. This matrix has the length of the prediction horizon
(Np), and all of its parameters are chosen between 0 and 1. Each value in the matrix can be different
depending on the system dynamics, the natural frequencies of the state and output parameters, and
the control task. When the value is close to 0, the input is more responsive to the change of output.
While for values closer to 1, more control weight is added, and a slower change of fuel flow rate is
being supplied to the engine’s combustor, which is suitable for obtaining a smooth power transition.
The constraints required for the safe and optimal operation of the engine are defined in the form
of Equation (16). These constraints are to limit the change rate of fuel flow, the shaft rotational speed,
the compressor surge, and the turbine entry temperature.
Umin ≤ U ≤ Umax
∆Umin ≤ ∆U ≤ ∆Umax
Xmin ≤ X ≤ Xmax
Ymin ≤ Y ≤ Ymax
(16)
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For the convenience of computation, the constraint values are moved to the right-hand side of
Equation (16), and the left side of the inequality becomes a unity. The result for the input parameters
is shown by Equation (17), in which the constraints can be added to monitor the magnitudes and
the rate of change. However, monitoring the output parameters (output (Y) parameters) requires
substituting the prediction functions, as shown in Equation (12), to Equation (16), which gives Equation
(18) followed by the same rearranging process as the input parameters.
1
−1
1
−1
∆U(k) ≤

UmaxU(k− 1)
−Umin + U(k− 1)
∆Umax
∆Umin
 (17)

I ·

∆U(k)
...
∆U(k + Nc)
 ≤ F−1 · (I ·Ymax − E ·X(k))
−I ·

∆U(k)
...
∆U(k + Nc)
 ≤ F−1 · (−I ·Ymin − (−E) ·X(k))
(18)
Other engine parameters, such as the compressor pressure ratio, shaft speed, turbine entry
temperature (TET), and Specific Fuel Consumption (SFC) to monitor the engine performance or engine
health, can also be included in the Equation (18). The dynamics of the constrained parameters are also
predicted linearly in the same way as the outputs, as shown in Equation (12). The right-hand side of
Equation (18) is the difference between the outputs/constraints’ limits and the predicted values. Then,
all the inequality equations for the input, output, and other engine parameters can be combined, as
shown in Equation (19). For simplification, “M” is the identity matrix on the left-hand side of ∆U, and
everything on the right-hand side of inequality can be simplified as “γ”:
M · ∆U ≤ γ
M ∆U − γ ≤ 0. (19)
Taking the derivative from Equation (13), plus the inequality term of Equation (19), the objective
function could be rewritten in the form of Equation (20). This is a well-known form of the objective
function that could be dealt with by Lagrange multipliers, which is a strategy for finding the local
maxima and minima of a function. This function is subjected to equality constraints, (i.e., subject to the
condition that one or more equations have to be satisfied exactly by the chosen values of the variables),
to solve challenging constrained optimization problems [37]. The ranking factor “λ” is calculated
according to the impact of engine constraints to their corresponding parameters. In Equation (20), the
minimization process predicts the optimal control values to achieve the objective output in the shortest
time, and the maximization process is to compensate the control values by the constraints from the
most severe limit.
max
λ≥0 min∆U
[
∆UT(FTF + W)∆U− 2∆UTFT(W− EX(k)) + λT(M∆U− γ)
]
(20)
The optimal control solution of Equation (21) is taken from the derivative of Equation (20).
∆U = −
(
FTF + W
)−1[
FT(EX(k) −W) + λTM
]
(21)
The maximum value of “λ” is selected through the Hildreth’s quadratic programming method,
which ranks the constraints based on a level of urgency. Higher urgency produces a higher value of
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“λ” parameters. The optimal future control inputs are predicted through Equation (21). Only the first
sample input from the sequence is used by the controller, although the optimal control plan has been
predicted throughout the entire control horizon. The process is repeated for each sampling time step.
When new data is available, the prediction by the constrained MPC will be updated.
Putting everything into a nutshell, it can be concluded that the numerical procedure and solution
for the problem includes four main phases: modeling, control, constraints definition, and solution, as
described in Table 2.
Table 2. Numerical procedure and solution for the modeling, control, and constraints definition
procedures.
1 Step 1: Modeling Phase Mathematical model generation and updates Equations (1)–(6)
2 Step 2: Control Phase MPC design and tuning Equations (7)–(15)
3 Step 3: ConstraintsDefinition Phase Constraints definition Equations (16)–(19)
4 Step 4: Solution Phase Optimal control solution definition Equations (20)–(21)
5. Implementation and Results
As discussed earlier, the combination of nonlinear characteristics from the components i.e.,
compressor, turbine and combustor, and variable gas properties contributes to the nonlinear engine
performance. This nonlinearity can be noticed in Figure 3 from the frequency distribution through
the parameters operating range. The frequency of the compressor pressure ratio changes due to the
increment of shaft speed at different shaft inertias. Consequently, the conventional control design
requires a control schedule at each operating point, and the control values are interpolated between
the scheduled points. However, implementing the modified RLS, (Figure 2), allows the estimation
of engine dynamics to adapt to the change of the nonlinear behavior of the modeled engine; then,
the optimal transient performance can be obtained through the dynamic prediction according to the
identified dynamic models by the MPC so that no control schedule is required.
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and shaft inertias.
A small sampling time (0.05 s) (20 Hz data) has be n selected for the simulations to ensure the
sustainable stimation of engi e dynamics in the ICV method. In addition, with such a small sampling
time, the control system does not require a nonlinear MPC design for operating the engin to its
optimal performance. The dynamics of the selected engine parameters, such as compressor pressure
ratio and relative rotational speed, are approximated as second-order functions due to the coupling
between high- and low-pressure components and mechanical linkage. Therefore, estimating the speed
of one shaft requires the inclusion of speed from the other shaft as a state variable to the state-space
model. However, there is no definite technique for determining the order of dynamic functions. The
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selection of the model order is referred to the experimental results and the equations used in the ICV
model [38,39].
In the designed control structure, the engine fuel flow (Wff) is the control input. The total gross
thrust ratio (GTR), which is the ratio of the sum between the bypass gross thrust (GTbypass) and core
gross thrust (GTcore) to 100% gross thrust at the design point (DP) is the output. However, as the
thrust is not measurable in real-world applications, the engine rotational speed or engine pressure
ratio could be used as the output as well. During transient operations, the high-pressure components
are more likely to exceed their performance boundaries due to the relatively higher frequencies. As the
example of high-pressure compressor pressure ratio (HPC-PR) in Figure 3b, the HP shaft speed has
approximately a 25 times higher frequency than the LP shaft. The over-speed to the high-pressure
shaft speed (CNH) and surge protection to the high-pressure compressor (HPC) are included for
compressor protection. The turbine entry temperature (TET) is required to be monitored to prevent
turbine overheating. Since the HP turbine is directly downstream of the combustor in Figure 2, the TET
relates to the combustor outlet temperature (COT). According to the conservation of energy, Equation
(22) calculates the value of COT involving the airflow as well as the fuel flow or fuel–air ratio (FAR),
which simplifies the two parameters to one. Therefore, the FAR is also included in the estimated engine
model as an additional state variable for the estimation of TET.
T =
WairH + WfuelηLHV
(Wair + Wfuel)Cp
=
H
Cp
Wair
Wair + Wfuel
+
η · LHV
Cp
Wfuel
Wair + Wfuel
(22)
As an additional performance specification, the SFC value can be included to improve the engine
fuel economy or to limit the emission. So, the final state-space model of Equation (1) can be rewritten
in the form of Equation (23), with nine state variables, one control variable, and one output variable.

CNL
CNH
PRL
PRH
GTRBypass
GTRCore
TRTET
FAR
SFC

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
k+1
=

a11 a12 0 0 0 0 0 0 0
a21 a22 0 0 0 0 0 0 0
0 0 a33 a34 0 0 0 0 0
0 0 a43 a44 0 0 0 0 0
0 0 0 0 a55 a56 0 0 0
0 0 0 0 a65 a66 0 0 0
0 0 0 0 0 0 a77 a78 0
0 0 0 0 0 0 a87 a88 0
0 0 0 0 0 0 0 0 a99


CNL
CNH
PRL
PRH
GTRBypass
GTRCore
TRTET
FAR
SFC

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
k
+

b1
b2
b3
b4
b5
b6
b7
b8
b9

Wff|k
GTRtotal|k =
[
0 0 0 0 GTRBypass_DP GTRCore_DP 0 0 0
]

CNL
CNH
PRL
PRH
GTRBypass
GTRCore
TRTET
FAR
SFC

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
k
(23)
Table 2 shows the constraints boundaries, which have been implemented to this engine. The
first seven constraints are designed for safety protection, and the last two constraints are designed for
performance optimization. To set up the engine constraints, the constraint inequality equation can
be written as Equation (24). The surge margin on a high-pressure compressor is approximated from
a linear function from the high-pressure shaft speed. According to Table 3, “aHPC_max” is 9.5625,
“bHPC_min” is −2.1096, “aHPC_min” is 3.0198, and “bHPC_min” is 0.0180, which are the constants
for the surge margin.
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
CNmin
aHPC_min ·CNH + bHPC_min
0.95 ·GTRMin_Target
TETmin
N/A
︸                                    ︷︷                                    ︸
Mcon_MIN
≤

CNH
PRHPC
GTRoverall
TET
SFC
︸            ︷︷            ︸
Ycon
≤

CNmax
aHPC_max ·CNH + bHPC_max
1.05 ·GTRMax_Target
TETmax
SFCmax
︸                                     ︷︷                                     ︸
Mcon_MAX
(24)
The constraints in Equation (24) can be separated into factor and constant terms, as shown in
Equation (25).

CNH
PRHPC
TRoverall
TET
SFC
︸         ︷︷         ︸
Ycon
≤

0 0 · · · · · · 0
0 aHPC_max 0 · · · 0
0 0 0 · · · 0
0 0 · · · · · · 0
0 0 · · · · · · 0
︸                                 ︷︷                                 ︸
Amax

CNL
CNH
PRLPC
PRHPC
TRBypass
TRCore
FAR
TET
SFC

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
k︸            ︷︷            ︸
Xcon(k)
+

CNmax
bHPC_max
1.05 · TRMax_Target
TETmax
SFCmax
︸                      ︷︷                      ︸
Mcon_MAX
−1 ·

CNH
PRHPC
TRoverall
TET
SFC
︸         ︷︷         ︸
Ycon
≤ −1 ·

0 0 · · · · · · 0
0 aHPC_min 0 · · · 0
0 0 0 · · · 0
0 0 · · · · · · 0
0 0 · · · · · · 0
︸                                 ︷︷                                 ︸
Amin

CNL
CNH
PRLPC
PRHPC
TRBypass
TRCore
FAR
TET
SFC

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
k︸            ︷︷            ︸
Xcon(k)
−

CNmin
bHPC_min
0.95 · TRMin_Target
TETmin
0
︸                      ︷︷                      ︸
Mcon_MIN
(25)
According to Equation (18), the constraint inequality function from Equation (25) can be written
as Equation (26).
Fcon_in︸ ︷︷ ︸
M
· ∆U ≤ AmaxXcon(k) − Econ_inXcon_in(k) + Mcon_Max︸                                                      ︷︷                                                      ︸
γ
−1 · Fcon_in︸       ︷︷       ︸
M
· ∆U ≤ −AminXcon(k) − Econ_inXcon_in(k) −Mcon_Min︸                                                      ︷︷                                                      ︸
γ
(26)
The simulation results of the designed controller are presented and discussed in detail in the
following section.
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Table 3. The constraints to the engine parameters.
0.002 kg/s ≤Wff ≤ 1.20 kg/s
−0.80 kg/s ≤ ∆Wff ≤ 0.80 kg/s
55% ≤ CNL ≤ 105%
71% ≤ CNH ≤ 112%
PRHPC|surge = f(CNH) = 9.5625·CNH − 2.1096
PRHPC|idle = f(CNH) = 3.0198·CNH + 0.0180
680K ≤ TET ≤ 2100K or 1792K
−5% ≤ GTRovershoot or EPR or CNL ≤ 5%
SFC ≤ 0.03 or 0.02 kg/kN·s
5.1. Maneuverability and Fuel Economy
Different values for weighting factor “W” in Equation (21) control the change of control input
at each time step. The obtained results show as this value becomes closer to 0, a faster transient
response can be obtained (Figure 4) with a larger amount of over-fueling (Figure 5). In other words, the
smaller values for the weighting factor provide more violent control actions to the change of engine
performance. In a close-up view, a slower transient response and a smaller amount of over-fueling are
achieved by selecting larger values for the weighting factor (Figure 6). Too small values can reduce the
control stability and increase the difficulty of limiting engine parameters within their constraints as
well. However, the weighting factor value must be kept sufficiently small for the satisfaction of the
time requirement (maximum 5 s) for the transient operations over the entire operating range according
to the regulations [40]. In this case, a slightly smaller weighting factor (0.2) is selected for ensuring fast
transient operations, and such a value still allows the MPC to constrain the engine parameters within
their limits.
Consequently, smaller values for weighting factors enhance the maneuverability of the engine,
which is suitable for short-range fighters’ control. However, the larger values for the weighting
factor are associated with better fuel economy, which could be a priority in a civil-engine controller
design procedure.
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factor ca  be a lie  by t e  for t e ara eters, ic  ave a i er c t-off freq e cy. I  t is 
case, as s o  i  Fig re 7, t e or er fro  t e ig est to t e lo est freq e cy is - , , , 
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a ig er erce tage of overs oot i  or er to to a lo  t e  o le to be q ickly stabilize  to t e 
fi al stea y state.  
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5.2. Effects of System Dynamics on the Controller Weighting Factor Selection
The selection of the weighting factor is also affected by different output parameters due to their
different frequencies. Figure 7 shows the closed loop frequency response for the engine output
parameters: gross thrust ratio (GTR), engine pressure ratio (EPR), percentage of relative rotational
speed for a low-speed shaft (PCNL), percentage of relative rotational speed for high-speed shaft
(PCNH), and HPC-PR during transient operation between 60% and 100% of PCNL. From this figure,
all of these parameters have infinitive gain and phase margins. So, a relatively smaller weighting
factor can be applied by the MPC for the parameters, which have a wider cut-off frequency. In this
case, as shown in Figure 7, the order from the highest to the lowest frequency is HPC-PR, GTR,
EPR, PCNL, and PCNH. In terms of the overall thrust delivery during transient operations, although
HPC-PR has the fastest response, the time to the final steady state is determined by the low-pressure
modules. This happens because the low-pressure modules deliver the biggest proportion of thrust,
and in order to drive LPC, the high-pressure module was deliberately allowed to overspeed and have
a higher percentage of overshoot in order to to allow the LP module to be quickly stabilized to the final
steady state.
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Longer prediction and control horizon allow the MPC to have a longer vision to anticipate the 
future of engine states. In accordance with the performance prediction, a fuel schedule can be planned 
so that the control action is applied in advance for the satisfaction of the transient time and 
constraints. Figure 11 shows the transient results controlled by MPC with different lengths of 
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output variables due to the lag of response. In addition, at certain operating circumstances, the 
control solution may not exist or is not feasible to satisfy all constraints simultaneously. Therefore, 
the constraints applied to the state and output variables in the state-space model are often 
implemented as “soft” conditions. The results given by MPC with 30 and 50 steps of prediction length 
are almost overlapped (Figure 11). Any horizon is set below 50 steps; the constraints, such as on the 
output (gross thrust ratio), cannot be kept within their limits (within 5% overshoot). Due to the input 
constraints in Table 2, the input of the fuel rate is limited, and the output cannot react and be 
penalized on time when the operating points are close to 105% of the final steady state during 
acceleration. In this contradictive situation, the MPC chooses to satisfy the input limit and 
compromise the output limit. As per the illustration, a longer horizon allows the MPC to detect the 
boundary conditions and prepare the penalized fuel flow earlier so that the running line can be kept 
within the threshold. However, a longer horizon also brings the consequence of the increase of rise- 
or fall-time. The increase of horizon length also increases the dimension of all the coefficient matrices 
in Equation (21) as well as the required computational effort. In the case demonstrated in Figure 11, 
one of the horizons is 90 steps with six constraints, (Table 2; ignoring the constraints of TET and SFC), 
and one output variable according to Equation (23). The dimension of matrix “F” in Equation (12) 
can be as large as 540 × 540 at each sampling time. If a moderate horizon length (70 steps) is chosen, 
the controller is not only capable of allowing the transient operation to be completed within 5 s and 
within the limit the 5% overshoot, but also saves the computing memory by reducing 120 columns 
and rows (total elements) of matrix “F” (420 × 420). 
Fig re . o parison of transient acc leration for diff rent operation ranges controlled by MPC
and PID.
5.3. Effects of Prediction Length and Control Horizon
Longer prediction and control horizon allow the MPC to have a longer vision to anticipate the
future of engine states. In accordance with the performance prediction, a fuel schedule can be planned
so that the control action is applied in advance for the satisfaction of the transient time and constraints.
Figure 11 shows the transient results controlled by MPC with different lengths of prediction and control
horizon. Unlike the input constraints where the input parameter can be restricted directly, the control
efforts cannot immediately result in the performance of state and output variables due to the lag of
response. In addition, at certain operating circumstances, the control solution may not exist or is not
feasible to satisfy all constraints simultaneously. Therefore, the constraints applied to the state and
output variables in the state-space model are often implemented as “soft” conditions. The results given
by MPC with 30 and 50 steps of prediction length are almost overlapped (Figure 11). Any horizon is
set below 50 steps; the constraints, such as on the output (gross thrust ratio), cannot be kept within
their limits (within 5% overshoot). Due to the input constraints in Table 2, the input of the fuel rate is
limited, and the output cannot react and be penalized on time when the operating points are close to
105% of the final steady state during acceleration. In this contradictive situation, the MPC chooses to
satisfy the input limit and compromise the output limit. As per the illustration, a longer horizon allows
the MPC to detect the boundary conditions and prepare the penalized fuel flow earlier so that the
running line can be kept within the threshold. However, a longer horizon also brings the consequence
of the increase of rise- or fall-time. The increase of horizon length also increases the dimension of
all the coefficient matrices in Equation (21) as well as the required computational effort. In the case
demonstrated in Figure 11, one of the horizons is 90 steps with six constraints, (Table 2; ignoring the
constraints of TET and SFC), and one output variable according to Equation (23). The dimension of
matrix “F” in Equation (12) can be as large as 540× 540 at each sampling time. If a moderate horizon
length (70 steps) is chosen, the controller is not only capable of allowing the transient operation to be
completed within 5 s and within the limit the 5% overshoot, but also saves the computing memory by
reducing 120 columns and rows (total elements) of matrix “F” (420× 420).
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It is also important to consider the effects of adding an additional constraint on the engine 
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directly to the boundary lines. As it is demonstrated in Figure 12, the upper limit prevents the 
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5.4. Effects of Defined Constraints on the Engine Behavior
It is also important to consider t e effects of adding an additional constraint on the engine transient
response and the computational efficiency. An additional engine constraint adds Np rows with Nc
columns to the constraint matrix (F) in Equation (18). For example, according to Equation (22), the
change of COT is mainly affected by two variables: the air–gas ratio and the fuel–gas ratio. Since
the gas in Equation (22) is the sum of air and fuel flow, FAR is sufficient to replace the two variables
with a slightly compromised accuracy of the estimated model, as shown in Equation (23), in order
to save computing memory. Furthermore, adding more constraints also increases the possibility of
having less control freedom (more active constraints) or a higher chance of contradiction among the
constraints. The loss of control freedom can be caused by the conflict between limits of overshoot and
the fuel rate at the peak where the overshoot of the gross thrust percentage exceeded the 5% limit, but
at the same time, the fuel rate was limited to 0.80 kg/s when the Np and Nc were 30 steps (Figure 11).
Since the input limit has higher priority than the output and is easier to be maintained, as the result,
the overshoot limit was breached. Therefore, although the increase of the prediction/control horizon
can reduce the computational efficiency, it allows the controller to have more time to plan the control
inputs, and a slightly slower transient response was produced as a consequence.
Figure 12 shows the comparison of HPC dynamics with and without the implementation of the
surge margin constraint. The penalized transient line includes the constraints shown in Table 2, except
for the limits of the HPC-PR, TET, and SFC (Figure 12). The compressor surge exceeding the minimum
pressure limit and maximum speed limit occurs when the constraints are removed from the MPC.
Preventing compressor surge and combustor flameout requires implementation of the constraints to
the HPC-PR. The HPC-PR limits were estimated from the compressor map and implemented as a
constraint, which is a linear function of the corrected relative rotational speed of the high-pressure
shaft (CNH), as shown in Table 2, so that the limits can evolve together with the variation of the
operating points. A rapid transient operation is capable of driving the pressure ratio directly to the
boundary lines. As it is demonstrated in Figure 12, the upper limit prevents the compressor from being
surged during acceleration. The lower limit prevents engine shutdown due to the lack of compressor
exit pressure.
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Figure 12. The comparison of HPC transient performance with and without limits of engine parameters.
Figure 13 shows the results of transient operations on both compressors, and Figure 14 shows
the same operations on the time series. The limit of the gross thrust ratio (Table 2) was designed to
maintain the output parameter within the 5% overshoot of the control reference. By removing this
limit from the controller, both low and high-pressure shafts were directly driven to their maximum
speed li its (Figure 13). The maximum value of the gross thrust ratio (GTR) can reach nearly 130%
(30% overshoot) by the acceleration from idle (30%) to 100% of the thrust output, and the maximum
speed limits eventually became active on both shafts to stop the further increase of the shaft speed
(Figure 14). For a rapid transient operation, the approaching time is normally optimized to 3–5 s,
and the percentage of overshoot is required to be controlled to no more than 5% of the target output
with a smooth power transition. Therefore, a smaller value of the weighting factor for the MPC (0.2)
ensures the satisfaction of the transient time for the entire operating range (Figure 14). As a result,
implementing the overshoot limit provides the impact to the shaft speed response, as shown in the
solid transient line in Figure 13, retaining a large safety margin to the compressor limits and producing
a smoother transient response by reducing the final steady-state oscillations.
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Including the TET limit from Table 2, the MPC monitors the values of TET to prevent the turbine
from over-heating. wo different upper limits (1792 K a d 2100 K) nd one lower limit (679 K) of TET
have been included in the test. From Figure 15a, it can be seen that the temp ratures can be successfully
constrained within their limits throughout the entire operating range. However, longer acceleration
and deceleratio is pro uced, as shown in Figure 16. A longer transient time m ans that a strict r
temp ture limit has been applied (Figure 16) as well as a larg r surge margin, as shown in Figure 15b.
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limited TET compared to the results from the control of MPC without TET constraint.
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With all the control weights, predictions, and horizon length as well as constraints set-up, the 
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measured fuel flow and the estimated thrust from the engine. The maximum SFC value can be 
reduced by more than half to the highest peak value given by the transient operation without the 
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and different fuel supplies can be determined according to the value given to the engine constraints 
(Figure 19). 
Figure 16. (a) The transient perfor ance of output gross thrust ratio (GTR) with the limitation of TET;
(b) the close-up view.
6. Discussion
With all the control weights, predictions, and horizon length as well as constraints set-up, the MPC
can operate the engine under variable environmental conditions (Figure 17). The MPC accelerated the
engine from EPR 1.18 to 1.83 (corresponding from PCNL from 60% to 100% at sea level) within five
seconds and maintained the EPR output as close to the final steady-state level as possible while the
environmental and the flight condition keeps changing.Appl. Sci. 2019, 9, x FOR PEER REVIEW 21 of 27 
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In addition to the transient time optimization, fuel economy can be optimized by constraining the
maximum fuel flow, the fuel rate, or increasing the control weight to the MPC. However, all of these
methods attempt to introduce the actions, which directly influence the input of the fuel value.
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It was found that the value of SFC could be controlled (below 0.03 kg/N·s) by only limiting the
maximum value of fuel flow (Wff ≤ 0.32 kg/s; Figures 18 and 19). Instead, the SFC can be directly
added to the constraint, as listed in Table 2. The SFC value was taken as the ratio between the measured
fuel flow and the estimated thrust from the engine. The maximum SFC value can be reduced by
more than half to the highest peak value given by the transient operation without the limit of SFC.
Figure 18 shows that the SFC is successfully kept below the threshold (SFC ≤ 0.03 kg/N·s and SFC ≤
0.02 kg/N·s). The inclusion of an SFC constraint is an example of allowing the controller to monitor
engine parameters. By giving a higher control authority to the controller, the more appropriate fuel
command can be produced through more specific engine performance restrictions, and different fuel
supplies can be determined according to the value given to the engine constraints (Figure 19).
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Finally, Table 4 shows the total fuel consumption after the 130 s engine operation test. When the 
SFC is limited below 0.03 kg/N∙s, the fuel consumption reduces by 2.63%. This value becomes 8.47% 
when the SFC is limited by a further 0.01 kg/N∙s (SFC ≤0.02 kg/Ns). Alternatively, limiting the 
maximum value of the fuel input means reducing a similar percentage of fuel consumption as well 
(similar to the results from the constraint of the maximum SFC (0.03 kg/N∙s)). 
The total fuel consumption has been increased by 7.57% if a higher value of the weighting factor 
(ω = 0.8) is used in MPC, due to a longer time in transient states (Table 5). However, if only the first 
two transient cycles are considered (Figure 19), 0.55% of fuel can be saved by increasing the weighting 
factor to 0.8. 
Table 5. Total fuel consumption (kg) for 130 s simulation. 
ω = 0.2 18.04 
ω = 0.8 19.40 (+7.57%) 
ω = 0.2, no overshoot limit 18.40 (+1.99%) 
ω = 0.2, Wff ≤0.32 kg/s 17.50 (−2.99%) 
ω = 0.2, SFC ≤0.03 kg/Ns 17.56 (−2.63%) 
ω = 0.2, SFC ≤0.02 kg/Ns 16.51 (−8.47%) 
Consequently, the above results and analyses state that:  
The maneuverability of the engine could be achieved by decreasing the weight factor in the 
designed controller (e.g., 0.2). It will reduce the response time of the engine with the penalty of higher 
fuel consumption. 
The fuel economy will be enhanced by increasing the weighting factor. In this case, the engine 
response time will be increased as well. 
A relatively smaller weighting factor can be applied by the MPC for the parameters, which have 
a wider cut-off frequency (e.g., GTR and EPR). 
In contradictive situations, the designed MPC chooses to satisfy the input limit and compromises 
the output limit. In other words, the input limits have a higher priority than the output limits. 
With a moderate horizon length (70 steps), the controller is capable of allowing the transient 
operation to be completed within 5 s (≤5% overshoot) as well as saving the computing memory by 
reducing the columns and rows of constraints in matrix “F”. 
Adding more constraints increases the possibility of having less control freedom or a higher 
chance of contradiction among the constraints. Therefore, it should be taken into account that the 
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Finally, Table 4 shows the total fuel consumption after the 130 s engine operation test. When
the SFC is limited below 0.03 kg/N·s, the fuel consumption reduces by 2.63%. This value becomes
8.47% when the SFC is limited by a further 0.01 kg/N·s (SFC ≤ 0.02 kg/Ns). Alternatively, limiting the
maximum value of the fuel input means reducing a similar percentage of fuel consumption as well
(similar to the results from the constraint of the maximum SFC (0.03 kg/N·s)).
The total fuel consumption has been increased by 7.57% if a higher value of the weighting factor
(ω = 0.8) is used in MPC, due to a longer time in transient states (Table 5). However, if only the first
two transient cycles are considered (Figure 19), 0.55% of fuel can be saved by increasing the weighting
factor to 0.8.
Table 5. Total fuel consumption (kg) for 130 s simulation.
ω = 0.2 18.04
ω = 0.8 19.40 (+7.57%)
ω = 0.2, no overshoot limit 18.40 (+1.99%)
ω = 0.2, Wff ≤ 0.32 kg/s 17.50 (−2.99%)
ω = 0.2, SFC ≤ 0.03 kg/Ns 17.56 (−2.63%)
ω = 0.2, SFC ≤ 0.02 kg/Ns 16.51 (−8.47%)
Consequently, the above results and analyses state that:
The maneuverability of the engine could be achieved by decreasing the weight factor in the
designed controller (e.g., 0.2). It will reduce the response time of the engine with the penalty of higher
fuel consumption.
The fuel economy will be enhanced by increasing the weighting factor. In this case, the engine
response time will be increased as well.
A relatively smaller weighting factor can be applied by the MPC for the parameters, which have a
wider cut-off frequency (e.g., GTR and EPR).
In contradictive situations, the designed MPC chooses to satisfy the input limit and compromises
the output limit. In other words, the input limits have a higher priority than the output limits.
With a moderate horizon length (70 steps), the controller is capable of allowing the transient
operation to be completed within 5 s (≤5% overshoot) as well as saving the computing memory by
reducing the columns and rows of constraints in matrix “F”.
Adding more constraints increases the possibility of having less control freedom or a higher
chance of contradiction among the constraints. Therefore, it should be taken into account that the
definition of a huge number of constraints is not necessarily a positive point in the engine control. The
minimum number of required constraints should be defined and formulated.
By utilizing the methodology and results presented in this paper, future studies could be focused on:
• Defining and exploring other constraints, and investigating the effects of ambient temperature
and weather conditions.
• Analyzing the fuel consumption for different entry temperatures, and consequently the gas
turbine performance.
• Studying the overall vibration of the gas turbine and its effects on the controller and
engine performance.
7. Conclusions
A practical constrained model predictive control (MPC) approach is proposed to optimize the
real-time transient performance of gas turbine engines for efficient and safe operations. The effectiveness
of the algorithm is validated from different points of view by transient simulations of a twin-spool
turbofan engine, which is developed by the inter-component volume (ICV) method and validated
against Turbomatch, which is an in-house verified gas turbine performance simulation software.
Different settings, parameters tuning, and constraints defined for the MPC provide a significant impact
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on the optimization result of transient performance. However, choosing an appropriate weighting
factor value, prediction and control horizons, and implementing a sufficient number of constraints to
the engine parameters enables the MPC to control the engine to its best transient performance within
the operating and safety requirements.
• The weighting factor is used to adjust the efficiency of the optimization process from the application
point of view. A slightly smaller value for the weighting factor ensures that the transient operations
can be completed within the specified time for the entire operating range and guarantees the
required maneuverability for the engine. However, larger weighting factor values will result in
better fuel economy.
• The larger prediction and control length allow the controller to estimate the engine future dynamics
with a longer vision. However, the larger the prediction length, the more computational burden
to the algorithm. So, a sufficient horizon length should be selected to provide the controller with
enough time to plan and realize the control efforts to engine parameters for the satisfaction of the
transient time and the performance limitation within the available computing memory.
• Adding constraints to the engine parameters restricts the controller to operate the engine within
the operating envelope. The constraints can also be added to improve the performance quality,
such as to obtain a fast-transient operation with a limited steady-state overshoot, and to achieve
a specific target for fuel consumption (e.g., better fuel economy). However, having more than
enough constraints may result in infeasible solutions or huge computational effort.
This research has shown that the constrained MPC can provide the optimal control inputs with no
need for the classic scheduling techniques. The MPC is capable of adjusting the fuel flow to adapt the
change of the engine performance to the performance requirements and producing the optimal control
solution to obtain the optimal transient performance for the entire operating range.
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Nomenclature
a,b constant
A,B,C,E,F coefficient matrix
CN corrected relative shaft rotational speed
Cp heat capacity at constant pressure (J/kg·K)
CW compressor work (N)
COT combustor outlet temperature
CMF constant mass flow
∆H enthalpy change (J)
∆Q differential torque (N·m)
DP design point
e error
EPR engine pressure ratio
f generic functions
FAR fuel–air ratio
GTE gas turbine engine
GTR gross thrust ratio; ratio of gross thrust from engine output to its design point
H enthalpy (J)
HP high-pressure shaft
HPC-PR high-pressure compressor pressure ratio
I moment of inertia for engine model (kg·m2); identity matrix for MPC
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ICV inter-component volume
ISA international standard atmosphere
J objective function
k sampling time, time step
LHV lower heating value (kJ/kg)
LP low pressure shaft
LQR linear–quadratic regulator
LPC-PR low-pressure compressor pressure ratio
MIL matrix inversion lemma
MPC model predictive control
m mass (kg)
NDMF non-dimensional mass flow
Np,Nc prediction, control horizon length
NN neural networks
P pressure for engine model (kPa); covariance matrix for identification process
PR pressure ratio
PCNH percentage of relative rotational speed for high-speed shaft
PCNL percentage of relative rotational speed for low-speed shaft
R gas constant (J/mol·K)
RLS recursive least squares
RLS-SV recursive least square with varying stabilizing factor
SLS sea level standard
SFC specific fuel consumption
T temperature (K)
TET turbine entry temperature
TR temperature ratio
TW turbine work (N)
V volume (m3)
X, U state, input matrix
W mass flow (kg/s) in engine model; control reference matrix in MPC
W weighting factor
Wff engine fuel flow
γ gas constant; constraint matrix for MPC
η efficiency
θ objective parameter
ϕ parameter matrix
µ forgetting factor
Subscripts
L low-pressure shaft
H high-pressure shaft
f fuel
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