By analysing the explanation of the classical heapsort algorithm via the method of levels of abstraction mainly due to Floridi, we give a concrete and precise example of how to deal with algorithmic knowledge. To do so, we introduce a concept already implicit in the method, the 'gradient of explanations'. Analogously to the gradient of abstractions, a gradient of explanations is a sequence of discrete levels of explanation each one refining the previous, varying formalisation, and thus providing progressive evidence for hidden information. Because of this sequential and coherent uncovering of the information that explains a level of abstraction-the heapsort algorithm in our guiding examplethe notion of gradient of explanations allows to precisely classify purposes in writing software according to the informal criterion of 'depth', and to give a precise meaning to the notion of 'concreteness'.
Introduction
We are currently living in the age of the zettabyte (10 21 bytes), a quantity of information "expected to grow fourfold approximately every three years. . . every day, enough new data is being generated to fill all US libraries eight times over" Floridi [9] , page 5. This quantity of information is mostly produced through digital computers, and therefore it is algorithmic in nature, at least in part. Even from a syntactic point of view, algorithmic information is of a very different character than ordinary information: while the latter relies on the classic theory by Shannon and Weaver, the fundamentals of algorithmic information are in the theory of computation as initiated by Turing-see Chapter 14 in Allo et al [2] .
Furthermore, we need semantics to upgrade information (the agent in the state of being informed) to knowledge (the agent in the state of being able to perform a conscious informational analysis). Chapter 10 of Floridi [8] solves this problem by giving two different logics at the basis of the states above (see also Allo [3,1]) while Primiero [15] analyses the special case of information locally valid, i.e., when functional information is in charge. Functional information, commonly used in information sciences, particularly in software engineering, entails realisable instructions to obtain reliable data not yet available. The aim of this paper is to analyse knowledge, in the sense above, in the case of algorithms inside this line of research known as Philosophy of Information, see Allo et al [2] . To do so, we will analyse the heapsort algorithm. The heapsort algorithm has been chosen as the guiding example for two reasons: in the first place, heapsort is a classical algorithm, deeply studied and used, and non elementary; in the second place, heapsort exhibits in a nutshell all the features that appears in larger and more complex software, so it provides an ideal case study to test and to explain ideas about the epistemology of computing and programming.
The paper is organised as follows: in the next section, the terminology and the basic concepts of the method of levels of abstraction are introduced, tailored to our purposes. Section 3 is devoted to illustrate the heapsort algorithm from three different points of view: the ones of a programmer, of a software designer, and of an algorithm designer. Section 4 introduces the notion of gradient of explanations, showing how the analysis conducted in Sect. 3 generates one, and some consequences are drawn. The paper concludes with a brief summary and discussion of possible future developments.
The Method of Levels of Abstraction
The method of levels of abstraction comes from modelling, a common practice in science: in its standard presentation, variables model observations of reality, where only necessary details are retained. The method is flexible, as it can be used in qualitative terms without technicalities, as in Floridi [9] , where ethical issues are analysed, as well as in the advanced educational settings presented in Gobbo and Benini [10] . Oppositely, the method can be used in a technical sense, as for instance in the case of algorithmic information analysed in this paper.
In fact, algorithmic information presupposes that the informational organisms in charge are computational in nature. In other words, computational informational organisms (c-inforgs), are formed by (at least) a human being and by some kind of computing machine-typically a modern digital computer. As Gobbo and Benini [13] argued information can be hidden to the eyes of the observers according to the growth of complexity of the c-inforg itself, even if it can be revealed if the agent holds the necessary knowledge to cope with the complexity at the given level of abstraction. In fact, the key feature of a c-inforg is being programmable, and not every variable in the given level of abstraction is granted to be completely observable -instead it could be hidden, exactly because of the nature of algorithmic information.
The method distinguishes three kinds of levels: proper Levels of Abstraction (LoAs); the Levels of Organisation (LoO), the machinery part of the c-inforg, and Levels of Explanation (LoE). In general, the LoAs and the LoOs are always strictly connected in every kind of informational organisms. In particular, in the case of c-inforgs, this connection is particularly clear. In fact, each software abstraction (LoA) is run over a correspondent hardware abstraction (LoO): the history of modern computing shows a continuous drift from hardware to software; in our terms, more LoAs are introduced so to abstract over the hardware, see Gobbo and Benini [12] for details. Moreover, for each pair of LoA/LoO it is possible to identify more than one LoE because c-inforgs are programmable,
