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Questa è cultura: l’introduzione della persona nella totalità del reale
come senso nel quale ogni particolare acquista il suo valore. Tale
introduzione alla totalità del reale avviene continuamente tramite un
giudizio che l’affettività rende operativo, poiché l’affettività fa aderire alle
cose, per cui esse vengono come plasmate alla luce del significato totale.
La cultura è dunque questa introduzione alla totalità del reale.
(Giussani L., (1995), Alla ricerca del volto umano, p. 75)

Introduzione
Le immagini medicali digitalizzate contengono un’enorme quantità di dati che la sola
analisi visiva non riesce ad elaborare in quanto, tra tutte le informazioni presenti, è in
grado di estrarne solo una piccola parte.
Per far fronte a questo problema è sorta la necessità di sviluppare metodi ed algoritmi
matematici con l’obiettivo di ottenere dati quantitativi oggettivi e di fornire informazioni
inaccessibili alla semplice osservazione visiva.
In questa tesi vengono esaminati, tra i tanti metodi elaborati, quelli che si basano sul-
l’omologia persistente, branca della topologia algebrica di recente sviluppo ampliamente
utilizzata nei lavori di ricerca svolti presso le Università del North Carolina, di Taiwan,
di Osaka, di Hiroshima, di Warwick e di Stanford.
In particolare, nel capitolo I vengono affrontate alcune problematiche relative al rico-
noscimento dei tumori che non permettono di elaborare una soddisfacente diagnosi, sia
in termini di tempi che di accuratezza e precisione.
Nel capitolo II, riguardante le premesse matematiche, vengono introdotte le nozioni di
complesso simpliciale e complesso di catena, utilizzate successivamente per definire i con-
cetti centrali di gruppo di omologia e di persistenza.
Nel capitolo III gli strumenti matematici precedentemente introdotti vengono applicati
all’ambito medico con l’obiettivo di fornire nuovi metodi ed algoritmi matematici in gra-
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La diagnostica per immagini, processo attraverso il quale è possibile osservare un’area
di un organismo non visibile dall’esterno, permette ai medici di accedere a porzioni del
corpo che sono visivamente inaccessibili all’occhio umano.
Spesso però ispezionare queste immagini medicali digitalizzate, compito affidato ai ra-
diologi diagnostici, risulta essere un processo impegnativo in quanto, nonostante pratica
ed esperienza, vi sono divergenze in interpretazioni ed accuratezza.
L’elaborazione digitale delle immagini permette di automatizzare parte del processo di
esaminazione e fornisce ai radiologi strumenti standard da utilizzare durante la lettura
delle immagini. Inoltre, la natura qualitativa di molte osservazioni radiologiche sug-
gerisce l’utilizzo di proprietà topologiche nella classificazione e nell’interpretazione di
immagini mediche [6].
In questo capitolo vengono presentate quattro diverse tipologie di tumori mettendo in
luce, caso per caso, la loro incidenza su scala mondiale, le tecniche attualmente più utiliz-
zate per riconoscerli e classificarli e le principali problematiche riscontrate in tali processi.
1
1. Problematiche relative al riconoscimento dei tumori
1.1 Lesioni epatiche
I contenuti di questo paragrafo sono tratti dagli articoli [6, 7].
Il fegato è una comune sede sia per tumori primari che metastatici e ogni anno più
di un milione di nuovi pazienti in tutto il mondo sviluppa il carcinoma epatocellulare,
forma più comune tra i tumori che si originano nelle cellule epatiche.
La resezione chirurgica è attualmente il trattamento prescelto per contrastare tumori
epatici primari e metastatici circoscritti, sebbene la maggior parte dei pazienti non vi
sia candidata a causa di alcuni criteri adottati per poterlo applicare, quali dimensione e
localizzazione del tumore. Pertanto, vi è una grande richiesta di nuove tecniche minima-
mente invasive per poter curare tumori epatici.
Nonostante sia difficile trovare metodi quantitativi in grado di definire le struttura delle
lesioni del fegato, le caratteristiche semantiche sono risultate essere indispensabili per la
loro classificazione e ciò indica che all’interno delle lesioni esistono strutture visivamente
identificabili.
Questo ha portato ad elaborare studi preliminari con l’obiettivo di utilizzare caratteri-
stiche quantitative per predire caratteristiche semantiche che possano essere utilizzate
per classificare le lesioni.
1.2 Cancro alla prostata
Il cancro alla prostata è il secondo cancro più comune e corrisponde alla quinta
principale causa di morte negli uomini al mondo.
Per poter fare una diagnosi, un esperto patologo inizialmente valuta le microstrutture di
una biopsia della prostata e successivamente le classifica basandosi su modelli maligni
ghiandolari.
Il più utilizzato è il sistema di classificazione Gleason: esso divide la morfologia del
cancro in cinque distinti schemi strutturali etichettati da 1 a 5 in base al livello di
aggressione del cancro e genera un punteggio sommando le etichette dei due schemi
strutturali dominanti.
Tale sistema però soffre di problemi di riproducibilità e consistenza a causa dell’alta
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variabilità tra i patologi dovuta alla natura soggettiva della classificazione compiuta in
seguito alla comparazione con schemi di classificazione Gleason.
Inoltre, vi sono diverse strutture di cui il sistema di classificazione Gleason non tiene
conto.
A causa di queste problematiche è sorta la necessità di elaborare un metodo quantitativo
e riproducibile per la classificazione istologica del tumore alla prostata [4].
1.3 Tumori della pelle
I contenuti di questo paragrafo sono tratti dagli articoli [1, 5, 8, 9].
L’incidenza di melanomi maligni in pazienti dalla carnagione chiara è aumentata sen-
sibilmente negli ultimi decenni in tutto il mondo e il cancro alla pelle è diventato uno
tra i cancri più comuni negli Stati Uniti.
Siccome la prognosi del melanoma dipende quasi interamente dallo spessore del tumore,
individuare il melanoma primitivo è cruciale per la sopravvivenza dei pazienti.
Tuttavia, è difficile identificare ad occhio nudo la fase iniziale del melanoma maligno
cutaneo in quanto esso può avere in comune molte caratteristiche cliniche con un neo
atipico.
Molti studi hanno mostrato che i gradi di accuratezza diagnostica oscillano tra il 50% e
il 75%; questo è dovuto principalmente ad una mancanza di adeguate terapie e modelli
per melanomi metastatici ed è indice della necessità di sviluppare nuovi strumenti dia-
gnostici.
È stato osservato che una parte molto importante dell’analisi delle forme, basata sulla
asimmetria dei contorni, delle masse e delle distribuzioni dei colori delle lesioni, può es-
sere utile al rilevamento di cellule maligne, orientando cos̀ı la ricerca di nuovi strumenti
diagnostici in questo ambito.
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1.4 Cancro colorettale
Il cancro colorettale è il terzo cancro più comune diagnosticato negli uomini e il se-
condo più comune nelle donne.
Esso si origina nel colon o nel retto a causa di una eccessiva crescita delle cellule maligne
i cui nuclei, in seguito ad una incontrollata divisione cellulare, formano dei cluster che
riempiono le regioni intercellulari.
La più comune forma di cancro colorettale è l’adenocarcinoma, il quale si sviluppa nelle
cellule delle ghiandole epiteliali che hanno il compito di secernere muco per lubrificare la
regione colon-rettale.
Le regioni con tumore possono essere distinte dalle regioni normali utilizzando l’aspetto
dei nuclei cellulari. Infatti, nelle regioni con tumore, i nuclei epiteliali hanno caratteristi-
che atipiche quali eccessiva larghezza, eterogenea struttura della cromatina e irregolarità
in forma e dimensione.
In un processo diagnostico, il patologo analizza sezioni di tessuto attraverso un micro-
scopio per osservare le caratteristiche morfologiche e la variabilità nella morfologia dei
nuclei. Tuttavia, un’attenta esaminazione visiva dei tessuti è difficile quando il carico di
lavoro è elevato e la natura soggettiva dell’incarico porta inevitabilmente a interosservare
e intraosservare variabilità.
Al contrario, algoritmi automatizzati possono analizzare dati con risultati riproducibili
la cui affidabilità può essere oggettivamente misurata e quindi migliorata per poter rag-
giungere uno standard oggettivo.
In vista del numero sempre maggiore di casi di cancro colorettale è necessario sviluppare





La topologia “persistente” è una branca della matematica che ha sorprendenti appli-
cazioni all’analisi delle forme e ai problemi di classificazione e recupero dei dati.
Il termine “persistente” serve per sottolineare il fatto che l’informazione più rilevante è
quella insita nei cicli di “vita” più lunghi, mentre i cicli poco “persistenti” rappresentano
rumore.
In questo capitolo vengono introdotti alcuni concetti di base relativi all’omologia per-
sistente, strumento della topologia persistente utilizzato per misurare le caratteristiche
topologiche di figure e funzioni [11].
I contenuti dei paragrafi successivi sono tratti da [10].
2.1 Complessi simpliciali
I complessi simpliciali sono la più importante struttura dati per rappresentare gli
spazi topologici d’interesse applicativo.
2.1.1 Simplessi
Definizione 2.1.1. Siano u0, u1, ..., uk punti in Rd.
Un punto x =
∑k
i=0 λiui è una combinazione affine degli ui se la somma dei coefficienti
5
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λi è 1. Si definisce guscio affine l’insieme delle combinazioni affini.
Una combinazione affine x =
∑k
i=0 λiui si dice combinazione convessa se tutti i λi sono
non negativi. Il guscio convesso è l’insieme delle combinazioni convesse.
I k+1 punti u0, u1, ..., uk sono affinemente indipendenti se e solo se i k vettori ui−u0
sono linearmente indipendenti per 1 ≤ i ≤ k.
Definizione 2.1.2. Un k-simplesso è il guscio convesso di k + 1 punti affinemente indi-
pendenti e si indica con σ = conv{u0, u1, ..., uk}.
La sua dimensione è dim σ = k.
In basse dimensioni si attribuiscono nomi specifici ai k-simplessi, in particolare
• vertice per uno 0-simplesso
• lato per un 1-simplesso
• triangolo per un 2-simplesso
• tetraedro per un 3-simplesso
Figura 2.1: Da sinistra a destra: un vertice, un lato, un triangolo e un tetraedro.
Ogni sottoinsieme di punti affinemente indipendenti è a sua volta affinemente indi-
pendente e pertanto definisce un simplesso.
Definizione 2.1.3. Una faccia di σ è il guscio convesso di un sottoinsieme non vuoto
degli ui ed è propria se il sottoinsieme non è l’intero insieme.
Solitamente si scrive τ ≤ σ se τ è una faccia e τ < σ se è una faccia propria di σ.
Definizione 2.1.4. Si definisce bordo di σ, denotato come bd σ, l’unione di tutte le




Di particolare interesse sono gli insiemi di simplessi che si intersecano tra loro solo su
facce comuni.
Definizione 2.1.5. Un complesso simpliciale è una collezione finita K di simplessi tali
che
1. σ ∈ K e τ ≤ σ ⇒ τ ∈ K
2. σ, σ0 ∈ K ⇒ σ ∩ σ0 è vuota oppure è una faccia di entrambi
La dimensione di K è la massima dimensione di ciascuno dei suoi simplessi.
(a) Questo è un complesso simpliciale. (b) Questo non è un complesso sim-
pliciale: i simplessi non si intersecano
correttamente.
Figura 2.2: Esempi di complessi simpliciali
Definizione 2.1.6. Si definisce sottocomplesso di K un complesso simpliciale L ⊆ K.
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2.2 Gruppi di omologia
L’omologia è un formalismo matematico utilizzato per parlare in modo quantitativo
e non ambiguo di come una spazio sia connesso.
Intuitivamente, essa assegna a un certo oggetto matematico, quale spazio topologico,
gruppo o complesso simpliciale, una successione di gruppi abeliani che corrisponde alla
“misura” della forma dell’oggetto. Questi gruppi, chiamati gruppi di omologia, codificano
il numero ed il tipo di “buchi” presenti nell’oggetto.
2.2.1 Complessi di catene
Definizione 2.2.1. Sia K un complesso simpliciale e p una dimensione.
Una p-catena è una somma formale di p-simplessi in K. La notazione standard con cui
indicarla è c =
∑
aiσi dove i σi sono i p-simplessi e gli ai sono i coefficienti.
In ambito applicativo si lavora principalmente con coefficienti ai nel campo Z2. Per
questo motivo si può pensare ad una catena come ad un insieme di p-simplessi σi, quelli
con ai = 1.





biσi, si ottiene c+ c
′ =
∑
(ai + bi)σi in cui i coefficienti soddisfano 1+1 = 0.
Le p-catene con l’operazione di addizione formano il gruppo di p-catene (Cp, +).
Infatti, l’associatività segue dall’associatività dell’addizione modulo 2, l’elemento neutro
è 0 =
∑
0σi, l’inverso di c è −c = c in quanto c+ c = 0 ed infine Cp è abeliano in quanto
l’addizione modulo 2 è abeliana.
Per ogni numero intero p si ottiene un gruppo di p-catene.
Per p minore di 0 e maggiore della dimensione di K questo gruppo è banale ed è costituito
solo dall’elemento neutro.
Definizione 2.2.2. Si definisce bordo di un p-simplesso la somma delle sue facce (p−1)-
dimensionali. Denotando con σ = [u0, u1, ..., up] il simplesso generato dai vertici elencati,
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[u0, ..., ûj, ..., up]
dove [u0, ..., ûj, ..., up] indica la faccia di σ generata da tutti i vertici eccetto uj con j =
0, ..., k.
Data una p-catena c =
∑
aiσi, il suo bordo è definito come la somma dei bordi dei
suoi simplessi, ossia ∂pc =
∑
ai∂pσi.
Calcolando il bordo si associa quindi una p-catena ad una (p−1)-catena e ciò è possibile
esprimerlo mediante l’applicazione ∂p : Cp → Cp−1.
Essa commuta con l’addizione, ∂p(c + c
′) = ∂p(c) + ∂p(c
′), ed è perciò un omomorfismo,
ossia una mappa tra gruppi che commuta con l’operazione definita su di essi.
Solitamente ci si riferisce a ∂p con il termine di omomorfismo di bordo o, più brevemente,
con mappa di bordo per le catene.
Qualora non vi sia ambiguità, è possibile utilizzare il simbolo di bordo omettendo il
pedice, ossia indicandolo semplicemente con ∂.
Definizione 2.2.3. Si definisce complesso di catene la sequenza di gruppi di catene






2.2.2 Cicli e bordi
È possibile distinguere due tipi diversi di catene che successivamente serviranno per
definire i gruppi di omologia.
Definizione 2.2.4. Un p-ciclo è una p-catena con bordo vuoto, ossia ∂c = 0.
Siccome ∂ commuta con l’addizione, si ottiene un gruppo di p-cicli denotato con
Zp = Zp(K) che è sottogruppo del gruppo delle p-catene.
Più precisamente, il gruppo dei p-cicli è il nucleo del p-esimo omomorfismo di bordo,
ossia Zp = Ker∂p.
Definizione 2.2.5. Un p-bordo è una p-catena che è il bordo di una (p+1)-catena, ossia
c = ∂d con d ∈ Cp+1.
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Siccome ∂ commuta con l’addizione, si ottiene un gruppo di p-bordi denotato con
Bp = Bp(K) che è sottogruppo del gruppo delle p-catene.
Più precisamente, il gruppo dei p-bordi è l’immagine del (p + 1)-esimo omomorfismo di
bordo, ossia Bp = Im∂p+1.
Si può osservare che ∂p∂p+1d = 0 per ogni intero p e per ogni (p+ 1)-catena d.
Da ciò segue che ogni p-bordo è anche un p-ciclo o, equivalentemente, che Bp è un
sottogruppo di Zp.
Figura 2.3: Complesso di catene costituito da una sequenza lineare di gruppi di catene,
di ciclo e di bordo connessi da omomorfismi.
2.2.3 Gruppi di omologia
Dal momento che i gruppi di bordi sono sottogruppi dei gruppi di cicli, è possibile
passare ai quozienti, ossia partizionare ciascun gruppo di cicli in classi di cicli che diffe-
riscono l’uno dall’altro solo per i bordi.
Questo permette di definire le nozioni di gruppi di omologia e dei loro ranghi.
Definizione 2.2.6. Il p-esimo gruppo di omologia è il p-esimo gruppo di cicli modulo il
p-esimo gruppo di bordi, ossia Hp = Zp/Bp.
Il p-esimo numero di Betti è il rango di questo gruppo, ossia βp = rankHp.
Ciascun elemento di Hp = Hp(K) è della forma c+Bp con c ∈ Zp, ossia è ottenuto
sommando tutti i p-bordi di un dato p-ciclo.
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La classe cos̀ı ottenuta è una classe laterale di Hp chiamata classe di omologia.
Due cicli c, c′ appartenenti alla stessa classe di omologia sono detti omologhi e vengono
denotati con c ∼ c′. Si può considerare c come il rappresentante della classe, cos̀ı come
si può scegliere un qualunque altro ciclo nella stessa classe.
L’addizione tra due classi, (c + Bp) + (c0 + Bp) = (c + c0) + Bp, è indipendente dai
rappresentanti ed è quindi ben definita.
Da ciò segue che Hp è un gruppo e, siccome Zp è abeliano, lo è anche Hp.
2.3 Omologia persistente
L’omologia persistente può essere utilizzata per misurare la scala o la risoluzione di
una caratteristica topologica. Per fare ciò sono necessarie due componenti: una geome-
trica, che definisce una funzione su uno spazio topologico, e una algebrica, che converte
la funzione in misure.
Inizialmente i concetti di persistenza vengono introdotti per funzioni in un’unica va-
riabile e in seguito vengono estesi a funzioni definite su complessi simpliciali.
I contenuti del seguente paragrafo sono tratti da [11].
2.3.1 Funzioni di un’unica variabile
Definizione 2.3.1. Sia f : R→ R una funzione liscia.
x ∈ R si definisce punto critico di f e f(x) ∈ R valore critico di f se f ′(x) = 0.
Un punto critico x è non degenere se f ′′(x) 6= 0.
Sia f una funzione che abbia solo punti critici non degeneri con distinti valori critici
affinché ciascun punto critico sia un punto di massimo locale o minimo locale.
Per ogni t ∈ R si consideri l’insieme di sottolivello Rt = f−1(−∞, t].
Aumentando il valore di t rispetto a −∞, la connessione di Rt rimane invariata a meno
che non si superi un valore critico: in corrispondenza di un punto di minimo locale
11
2. Strumenti matematici
l’insieme di sottolivello aggiunge una componente mentre in corrispondenza di un punto
di massimo locale due componenti connesse si uniscono in una unica.
I punti critici di f vengono appaiati nel modo seguente:
• quando una nuova componente viene introdotta, si dice che il punto di minimo
locale che la crea rappresenta tale componente
• quando viene superato un punto di massimo locale e due componenti si uniscono, il
massimo viene appaiato con il maggiore tra i due minimi locali che rappresentano
le due componenti e l’altro minimo diventa il rappresentante della componente
risultate dall’unione.
È necessario che i punti critici che vengono appaiati non siano adiacenti.
Quando due punti x e y vengono appaiati seguendo il criterio appena introdotto si può
definire la persistenza della coppia come la differenza f(y)− f(x).
La persistenza è rappresentata nel diagramma di persistenza ottenuto associando ciascu-
na coppia al punto (f(x), f(y)).
In tale diagramma tutti i punti sono situati nella metà superiore oltre la diagonale e la
persistenza è visualizzabile come la distanza verticale dalla linea diagonale.
Solitamente si unisce anche la diagonale al diagramma di persistenza.
Figura 2.4: Funzione in un’unica variabile con tre punti di minimo locale e tre di massimo
locale. I punti critici vengono appaiati e ciascuna coppia è raffigurata come un punto nel
diagramma di persistenza sulla destra.
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D’ora in poi si considerano funzioni definite su complessi simpliciali.
I contenuti dei seguenti paragrafi sono tratti da [10].
2.3.2 Filtrazioni
Sia K un complesso simpliciale e sia f : K → R una funzione monotona.
Con il termine monotona si intende che f sia non decrescente su catene crescenti di facce,
in particolare f(σ) ≤ f(τ) con σ faccia di τ .
La monotonia implica che l’insieme di sottolivello K(a) = f−1(−∞, a] sia un sottocom-
plesso di K per ogni a ∈ R.
Ponendo m il numero di simplessi in K, si hanno n+ 1 ≤ m+ 1 differenti sottocomplessi
che si ordinano come una sequenza crescente
∅ = K0 ⊆ K1 ⊆ ... ⊆ Kn = K.
In altre parole, se a1 < a2 < ... < an sono i valori della funzione calcolata sui simplessi
in K e a0 = −∞, allora Ki = K(ai) per ogni i.
Questa sequenza di complessi è chiamata filtrazione e K complesso filtrato [6].
Per ogni i ≤ j si ha quindi una inclusione dallo spazio Ki allo spazio Kj che induce un
omomorfismo f i,jp : Hp(Ki)→ Hp(Kj) per ogni dimensione p.
La filtrazione corrisponde pertanto ad una sequenza di gruppi di omologia collegati
tramite omomorfismi,
0 = Hp(K0)→ Hp(K1)→ ...→ Hp(Kn)
Spostandosi da Ki−1 a Ki si ottengono nuove classi di omologia cos̀ı come se ne
perdono alcune quando diventano banali o si uniscono con altre.
Definizione 2.3.2. I p-esimi gruppi di omologia persistenti sono le immagini degli omo-
morfismi indotti delle inclusioni, ossia H i,jp = Imf
i,j
p per 0 ≤ i ≤ j ≤ n.






I gruppi di omologia persistenti sono costituiti dalle classi di omologia di Ki che con-
tinuano a sopravvivere in Kj o, più formalmente, H
i,j
p = Zp(Ki)/(Bp(Kj) ∩ Zp(Ki)) per
ogni dimensione p e per ogni coppia di indici i ≤ j.
Sia γ una classe in Hp(Ki). Si dice che γ nasce in Ki se γ /∈ H i−1,ip .
Inoltre, se γ è nata in Ki, si dice che muore in Kj se si unisce ad una classe maggiore
andando da Kj−1 a Kj, ossia se f
i,j−1
p (γ) /∈ H i−1,j−1p ma f i,jp (γ) ∈ H i−1,jp .
Figura 2.5: La classe γ nasce in Ki in quanto non compare nell’immagine di H
i−1
p , e muore
in Kj in quanto questa è l’ultima volta che la sua immagine si unisce all’immagine di
H i−1p .
Se γ nasce in Ki e muore in Kj, si definisce persistenza di γ la differenza tra i valori
della funzione, pers(γ) = aj − ai, e indice di persistenza la differenza tra gli indici, j− i.
Se γ nasce in Ki ma non muore mai, si pone la sua persistenza e il suo indice di persistenza
uguale ad infinito.
2.3.3 Diagrammi di persistenza
È possibile visualizzare l’insieme dei numeri di Betti persistenti disegnando i punti
in due dimensioni.
Sia µi,jp il numero di classi p-dimensionali che nascono in Ki e muoiono in Kj dato da
µi,jp = (β
i,j−1
p − βi,jp )− (βi−1,j−1p − βi−1,jp )
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per ogni i < j e per ogni p.
La prima differenza sulla sinistra conta le classi che nascono prima o in Ki e che muoiono
in Kj, mentre la seconda differenza sulla destra conta le classi che nascono prima o in
Ki−1 e che muoiono in Kj.
Disegnando ciascun punto (ai, aj) per cui sia µ
i,j
p > 0 (valore che sarà chiamato moltepli-
cità del punto) si ottiene il p-esimo diagramma di persistenza della filtrazione. Siccome
le molteplicità sono definite solo per i < j, tutti i punti si trovano sopra la diagonale.
Si osserva che vengono aggiunti al diagramma anche tutti i punti della diagonale, ciascu-
no con molteplicità infinita. Più precisamente, βk,lp è il numero di punti nel quadrante in
alto a sinistra con punto d’angolo (ak, al).
Dai diagrammi di persistenza è possibile estrarre informazioni topologiche chiamate
curve di persistenza e dati statistici di persistenza.
Dato un diagramma di persistenza, i dati statistici di persistenza sono misure statistiche
relative alle coordinate di nascita e morte del diagramma mentre le curve di persistenza
sono vettori contenenti le informazioni presenti nel diagramma che vengono utilizzati
come input per una grande quantità di algoritmi [5].
Un calcolo efficiente dell’omologia persistente è in grado anche di fornire i profili di
omologia persistente, strumento concepito per distinguere regioni con tumore dalle loro
controparti normali mediante il riconoscimento di caratteristiche atipiche proprie dei
nuclei con tumore [2].
2.4 Distanze tra diagrammi di persistenza
Una importante proprietà della persistenza è la sua stabilità rispetto alle perturba-
zioni.
In questo paragrafo vengono analizzare due nozioni di somiglianza tra diagrammi di
persistenza: la distanza bottleneck, che è la più comune tra le due ma porta a risultati
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più generali, e la distanza Wasserstein, che è più sensibile ai dettagli nei diagrammi ma
richiede maggiori proprietà per essere stabile.
2.4.1 Distanza bottleneck
Siano X e Y due diagrammi di persistenza.
Per definire la distanza tra essi si considerano tutte le biezioni η : X → Y e si registra il
sup delle distanze tra i punti corrispondenti di ciascuna.
Misurando la distanza tra i punti x = (x1, x2) e y = (y1, y2) come
‖x− y‖∞ = max{|x1 − y1|, |x2 − y2|}
e prendendo l’inf tra tutte le biiezioni, si ottiene la distanza bottleneck tra i diagrammi





Figura 2.6: Sovrapposizione di due diagrammi di persistenza costituiti rispettivamente
da punti bianchi e neri. La distanza bottleneck è metà della lunghezza dei quadrati
rappresentati in figura.
Come illustrato in figura 2.6, è possibile disegnare quadrati con lati lunghi il doppio
rispetto alla distanza bottleneck e centrati nei punti di X affinché ciascun quadrato con-
tenga il punto corrispondente di Y .
Si può facilmente osservare che W∞(X, Y ) = 0 se e solo se X = Y , W∞(X, Y ) =
W∞(Y,X) e W∞(X,Z) ≤ W∞(X, Y ) +W∞(Y, Z).
W∞ soddisfa quindi tutti gli assiomi di una metrica e può perciò essere chiamata distanza.
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Figura 2.7: A sinistra: due funzioni con una piccola distanza L∞. A destra: i corrispettivi
diagrammi di persistenza con la distanza bottleneck.
2.4.2 Distanza Wasserstein
Un lato negativo della distanza bottleneck è la sua insensibilità ai dettagli della
biezione oltre la più lontana coppia di punti corrispondenti.
Per rimediare a questo è stata introdotta la distanza Wasserstein di grado q tra X e Y
per ogni numero reale positivo q.
Tale distanza considera la somma della q-esima potenza della distanza L∞ tra punti
corrispondenti, sempre minimizzata su tutte le biezioni,









Come suggerito dalla notazione, la distanza bottleneck è il limite della distanza Was-
serstein per q che va ad infinito.
Similmente alla distanza bottleneck, anche la distanza Wq soddisfa tutti i requisiti di
una metrica e può quindi essere chiamata distanza.
La distanza Wasserstein ha problemi di stabilità. Infatti, se si sostituisce un funzione
f : R → R con una funzione g con un numero arbitrario di increspature, ma che non si




2.5 Omologia persistente applicata alle immagini
I contenuti di questo paragrafo sono tratti da [2, 5, 6].
Data un’immagine I in scala di grigi, l’intensità I(x, y) di ciascun pixel (x, y) viene
indicata con un numero intero compreso tra 0 e 255.
Quando il valore I(x, y) si sposta in tale intervallo, il pixel (x, y) transita dal colore
nero, corrispondente al valore 0, a sfumature di grigio sempre più chiare, fino al bianco,
corrispondente al valore 255.
Per ottenere un’immagine binaria a partire da I, ossia un’immagine digitale con due
possibili valori per ogni pixel, si sceglie un valore di soglia t da cui si ricava un’immagine
binaria T (I, t) definita come
T (x, y, t) =
1 se I(x, y) ≤ t0 altrimenti
L’omologia persistente permette di considerare tutti i possibili valori di soglia in una sola
volta.
2.5.1 Complesso simpliciale di un’immagine
Per costruire un complesso simpliciale a partire da un’immagine I, si considera ini-
zialmente un complesso vuoto K e si assegna a ciascun pixel in I un vertice (0-simplesso)
che viene aggiunto a K.
In seguito, se i pixel associati sono tra loro adiacenti in I (i pixel diagonali vengono
considerati come adiacenti) si formano 1-simplessi a partire da questi vertici mentre, nel
caso in cui vi siano 3 pixel reciprocamente adiacenti in I, si formano 2-simplessi.
In questo modo è possibile costruire un complesso simpliciale molto regolare che varia
da immagine ad immagine solo per la forma del bordo di I.
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2.5.2 Filtrazione di un’immagine
Per generare una filtrazione di un’immagine I in scala di grigi è necessario scegliere
innanzitutto una sequenza di numeri interi 0 = t0 < t1 < ... < tk−1 < tk = 255 che
corrispondono a diversi valori di soglia in corrispondenza dei quali l’immagine viene bi-
narizzata. Una scelta attenta di tali valori permette di ottenere tutte le informazioni
necessarie riguardanti l’immagine di partenza I.
La filtrazione X0 ⊆ X1 ⊆ X2 ⊆ ... ⊆ Xk generata deve essere tale che X0 = ∅ e Xk
corrisponda all’intera immagine I.
Affinché ciò accada, si definisce Xi come l’unione di tutti i pixel (x, y) che hanno intensità
I(x, y) < ti.
La filtrazione cos̀ı ottenuta viene anche indicata con {T (I, t)}255t=0 e a partire da questa è
possibile calcolare i diagrammi di persistenza relativi all’immagine I.
Figura 2.8: L’immagine in cima raffigura un campione di tessuto lesionato. Nella fascia
centrale si osserva la filtrazione dell’immagine precedente. In basso vi sono i diagrammi
di persistenza 0 e 1-dimensionali corrispondenti alla filtrazione.
Questo procedimento può essere esteso anche alle immagini a colori, considerando
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ciascun canale individualmente nello spazio dei colori.
Se I(x, y) = [R(x, y), G(x, y), B(x, y)], dove 0 ≤ R(x, y), G(x, y), B(x, y) ≤ 255 sono
tutte le possibili intensità di rosso, verde e blu relative al pixel (x, y), 0 rappresenta
l’intensità più bassa mentre 255 l’intensità più alta del colore.
In particolare, per ottenere una filtrazione si procede nel modo seguente.
Costruito il complesso simpliciale K sull’immagine I, si definisce una filtrazione su K
assegnando un valore a ciascun vertice mediante una funzione f : V → R, dove V è
l’insieme dei vertici di K.
Siano fmin e fmax il minimo e il massimo valore ottenuti da f su V .
Ki si costruisce includendo ciascun complesso S ∈ K che soddisfi la proprietà
∀v ∈ S f(v) ≤ i, ossia
Ki = {S ∈ K : ∀v ∈ S f(v) ≤ i}. (2.1)
Intuitivamente, f(v) rappresenta il punto in cui v entra all’interno della filtrazione e
max
v∈S
f(v) determina il punto in cui un simplesso S ∈ K entra all’interno della filtrazione.
Data una sequenza crescente di valori positivi i1 < i2 < ... , si ottiene il complesso filtrato
Kfmin ⊆ Kfmin+i1 ⊆ Kfmin+i2 ... ⊆ Kfmax = K.
Invertendo la disuguaglianza in 2.1, si ottiene una filtrazione ugualmente valida
Kfmax ⊆ Kfmax−i1 ⊆ Kfmax−i2 ... ⊆ Kfmin = K.
Tali filtrazioni vengono denotate rispettivamente con i nomi di filtrazione crescente e
filtrazione decrescente.
Siccome ciascun vertice è associato ad un pixel nell’immagine originaria, è naturale usa-
re l’intensità dei pixel per assegnare un valore a ciascun vertice, dando cos̀ı origine alla
filtrazione di intensità.
È possibile definire un’ulteriore filtrazione, chiamata filtrazione di bordo, ottenuta asso-
ciando la distanza di ciascun pixel dal bordo della lesione.
La combinazione delle due filtrazioni appena definite permette di ottenere migliori risul-




matematici nel riconoscimento dei
tumori
In questo capitolo vengono presentati alcuni metodi basati sull’omologia persistente
volti a classificare le quattro tipologie di tumori precedentemente descritte.
L’omologia persistente ha come obiettivo quello di estendere la nozione di forma
a insiemi di punti caratterizzati dalla loro posizione in un sistema di coordinate e da
eventuali valori di intensità, quali colore e profondità, ad essi associati.
Essa si applica a insiemi di dati che hanno una struttura complessa, come un database di
immagini, in quanto è in grado di fornire una comprensione della struttura complessiva
di tali insiemi [6].
3.1 Lesioni epatiche
I contenuti di questo paragrafo sono tratti da [6, 3].
In questo paragrafo vengono elaborati due diversi metodi di classificazione automati-
ca di lesioni epatiche provenienti da due diversi database di immagini: il primo analizza
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immagini di tomografia computerizzata mentre il secondo analizza immagini ottenute
mediante risonanza magnetica e pesate in T1.
Per quanto riguarda il primo metodo, le immagini di tomografia computerizzata si
presentano come un insieme di pixel bidimensionali disposti su una griglia assieme ad
una serie di pixel contigui marcati come tessuto lesionato.
Partendo da una raccolta di 132 immagini di lesioni epatiche con le rispettive diagnosi
fornite da un radiologo, si vuole elaborare un metodo per calcolare l’omologia persistente
su ciascuna immagine. In questo modo si è in grado di classificare le lesioni epatiche
comparando i relativi diagrammi di persistenza utilizzando la distanza bottleneck.
Figura 3.1: Tomografia computerizzata ottenuta in un paziente affetto da tumore epatico.
Le frecce indicano metastasi epatiche.
Per poter utilizzare l’omologia persistente per analizzare ciascuna immagina I, è ne-
cessario costruire un complesso filtrato a partire da I da cui è possibile ottenere un
diagramma di persistenza legato all’immagine.
Tale diagramma è utile sia per conservare i dati relativi al calcolo dell’omologia persi-
stente del complesso filtrato, sia come rappresentazione visiva dell’omologia persistente.
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Siccome si è interessati a studiare le lesioni epatiche, si considera come immagine I solo
la regione di pixel contenente la lesione, a cui si aggiunge un bordo di tessuto sano at-
torno al margine della lesione in quanto utile all’interno del complesso filtrato per essere
comparato con il tessuto lesionato.
Figura 3.2: Immagine raffigurante diversi tipi di lesioni epatiche.
Dopo aver costruito il complesso simpliciale K legato all’immagine I, si definisce una
filtrazione su K.
Per semplicità, vengono utilizzate filtrazioni 1-dimensionali che approssimano le filtra-
zioni 2-dimensionali.
Nel capitolo II è stato trattato solo il caso di filtrazioni monodimensionali da cui si
ottengono diagrammi di persistenza in R2.
Per quanto riguarda il caso bidimensionale, l’analogo di diagrammi di persistenza in R2
corrisponde a diagrammi in R4 che sono difficili da visualizzare quindi poco trattabili.
Per questo motivo occorre attuare una riduzione monodimensionale che è possibile otte-
nere attraverso opportune fogliazioni che sezionano i sottospazi bidimensionali in modo
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trasversale utilizzando opportuni semipiani chiamati foglie [16, 17].
Siano Kbi la filtrazione di bordo e K
p
j la filtrazione di intensità.
L’immagine della filtrazione di bordo viene suddivisa in 20 foglie equamente distan-
ziate e per ciascuna foglia i si utilizza la filtrazione di intensità per calcolare l’omologia
persistente del sottocomplesso Kbi .










È possibile considerare ciascuno di questi diagrammi di persistenza 1-dimensionali come
differenti misurazioni della lesione.
Per poter utilizzare tecniche di machine learning, è necessario costruire un vettore di
misurazioni per ciascuna lesione. Questo è possibile farlo calcolando la distanza bottle-
neck tra i diagrammi di persistenza ottenuti per ogni immagine I.
In particolare, l’insieme delle 132 immagini viene utilizzato per generare una matrice
quadrata D di dimensione 132x132 relativa ad ogni diagramma di persistenza in cui l’e-
lemento Dij rappresenta la distanza tra il diagramma di persistenza della lesione i e il
corrispondente diagramma della lesione j.
Siccome si hanno molti diagrammi per ciascuna lesione, è possibile calcolare la distanza
tra tutti i diagrammi corrispondenti.
Questo produce diverse matrici quadrate che vengono sommate per creare un’unica ma-
trice, le cui colonne possono essere utilizzate come vettori da inserire in tradizionali
algoritmi di machine learning [13].
Tali algoritmi sono in grado di produrre visualizzazioni 2D e 3D delle lesioni per
l’interfaccia umana in cui vengono rispettati gli ordini tra le distanze.
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(a) Visualizzazione 2D delle 132 lesioni
epatiche
(b) Visualizzazione 3D delle 132 lesioni
epatiche
Figura 3.3: Caratteristiche topologiche delle lesioni epatiche.
Per quanto riguarda il secondo metodo, esso valuta l’accuratezza della classificazione
dei tumori epatici mediante una caratterizzazione di 150 immagini di lesioni epatiche
ottenute con risonanza magnetica e pesate in T1.
La realizzazione di immagini mediante risonanza magnetica permette di differenziare
le diagnosi di tumori epatici in quanto è possibile comparare immagini chiare e detta-
gliate ottenute utilizzando diversi tipi di mezzi di contrasto.
Alla base della generazione del contrasto tra i diversi tessuti vi sono tre principali pa-
rametri: la densità dei protoni, i tempi di rilassamento longitudinali (T1) e i tempi di
rilassamento trasversali (T2) [18, 19].
È possibile individuare i tumori epatici basandosi sulle differenze riscontrate in questi
tre parametri tra tessuto con tumore e senza tumore.
Infatti, tali differenze sono dovute alle diverse caratteristiche istologiche dei tessuti nei
quali i protoni sono contenuti, quali tipo e densità delle cellule e delle strutture intersti-
ziali.
Le immagini ottenute con risonanza magnetica sono costituite da numerosi voxel
raffiguranti le lesioni e il tessuto circostante del fegato.
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A ciascun voxel è associato un valore della scala di grigi in base alla sua intensità di
segnale.
Figura 3.4: Immagini in scala di grigi di tre diverse tipologie di lesioni epatiche.
Siccome l’intensità di segnale è influenzata dai fattori istopatologici descritti prece-
dentemente, array tridimensionali di questi valori possono presentare specifiche strutture
geometriche che contraddistinguono i diversi tipi di tumore.
I diagrammi di persistenza hanno la capacità di trattenere questi array di valori che
vengono estratti ed analizzati mediante algoritmi basati sul machine learning, fornendo
utili informazioni per poter classificare i tumori.
Le immagini di lesioni epatiche vengono inizialmente rese anonime e per ciascuna di
esse viene isolata la regione d’interesse che racchiude la parte lesionata.
Successivamente, i valori della scala di grigi relativi ai voxel contenuti nella regione iso-
lata vengono normalizzati in modo continuo da 0 a 255, ottenendo cos̀ı un’immagine
digitale X in scala di grigi.
Per ogni valore di soglia h della scala di grigi, l’immagine X viene binarizzata in un’im-
magine Xh e si ottiene cos̀ı una sequenza di immagini binarie che differiscono per il valore
di soglia h scelto nell’intervallo [0, 255].
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In questa sequenza di immagini, ciascuna componente connessa creata dai voxel neri è
caratterizzata dai valori b e d che corrispondono rispettivamente agli istanti di nascita e
morte della componente.
È importante osservare che una coppia (b, d) con un breve intervallo di vita (differenza
tra il valore di nascita e di morte) è meno significativa in quanto è indice del fatto che
la componente corrispondente muore poco dopo essere stata generata.
Figura 3.5: A sinistra si osserva un’immagine in scala di grigi, a destra una filtrazione
di tale immagine. L’area circondata di verde rappresenta la nascita di una componente
connessa mentre l’area circondata di rosso la morte della componente connessa.
I diagrammi di persistenza devono essere infine vettorizzati per poter essere applicati
a modelli basati sul machine learning.
Gli autori organizzano la ricerca delle distanze tra tali diagrammi di persistenza utiliz-
zando kernel gaussiani attorno ai loro punti [14, 15].
Infine, si costruisce un istogramma sul piano con un appropriato mesh da cui è pos-
sibile ricavare un vettore disponendo gli elementi su griglie con un ordine fissato. La
dimensione del vettore ottenuto è uguale al numero di griglie usate per l’istogramma.
Per poter classificare le tipologie di lesioni epatiche, i vettori ottenuti dai diagrammi di
persistenza vengono inseriti in macchine basate sul machine learning [13].
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Figura 3.6: Diagramma di persistenza di una porzione di tessuto lesionata. I numerosi
punti situati sopra la retta y = x rappresentano le coppie nascita-morte e il loro colore
riflette il numero di coppie create in corrispondenza di tali punti.
3.2 Cancro alla prostata
I contenuti di questo paragrafo sono tratti da [4].
L’omologia persistente è in grado di raggruppare l’istologia del cancro alla prosta-
ta in gruppi strutturali grazie alla sua capacità di individuare caratteristiche relative
all’organizzazione individuale di una cellula, alla forma ghiandolare e alle disposizioni
inter-ghiandolari.
In particolare, le immagini istologiche del cancro alla prostata vengono suddivise in grup-
pi caratterizzati da modelli strutturali dominanti che non solo sono coerenti con il sistema
di classificazione Gleason ma permettono una maggiore comprensione della struttura in
termini di granularità. Infatti, l’omologia persistente permette di identificare specifici
gruppi sotto-strutturali all’interno di singoli schemi di Gleason, fornendo cos̀ı un solido
metodo di quantificazione della struttura “architettonica” del cancro alla prostata.
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Figura 3.7: Sistema di classificazione Gleason.
La struttura del cancro alla prostata è costituita da ghiandole tridimensionali e da
acini circondati da stroma fibromuscolare che, in una slice istologica bidimensionale, ap-
paiono come anelli di nuclei circondati da spazio intraluminale e circoscritti da stroma.
La dimensione, la disposizione, il numero e l’integrità di queste ghiandole corrisponde al
livello di aggressione del cancro individuato dal punteggio di Gleason.
La naturale struttura “architettonica” del cancro alla prostata lo rende particolar-
mente adatto ad essere descritto dall’omologia persistente.
Partendo da 77 sezioni istologiche del cancro alla prostata colorate con ematossilina
ed eosina, si applica a ciascuna di esse una selezione volta a circoscrivere l’area tumorale
e i campioni ottenuti vengono digitalizzati.
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Figura 3.8: Sezioni istologiche del cancro alla prostata in cui è possibile osservare
differenti modelli strutturali dominanti tipici delle ghiandole della prostata.
Successivamente, si attua una standardizzazione di colore per minimizzare le varia-
zioni causate da differenze nelle preparazioni dei due colori e per assicurarsi che questo
non influenzi l’abilità dell’omologia persistente nell’identificare differenze nella struttura
dei tessuti [20, 21].
L’ematossilina impartisce un colore blu-viola ed è specifica dei nuclei cellulari, mentre
l’eosina impartisce un colore rosa e si unisce alle proteine, formando ampie macchie
colorate nel citoplasma e nella matrice extracellulare.
Dal momento che sono di particolare interesse la distribuzione spaziale e le caratteristiche
morfologiche delle ghiandole e delle cellule, solo i nuclei sono necessari in quanto una
ghiandola corrisponde allo spazio intraluminale circoscritto dal nucleo.
Per questo motivo occorre estrarre da ciascun campione il canale relativo all’ematossilina
e ciò avviene sotto forma di un array di pixel bidimensionale mediante un processo di
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deconvoluzione. Il calcolo che permette di rappresentare il canale di colore relativo
all’ematossilina in scala di grigi può essere considerato come insieme di livello di una
funzione su cui si può generare una filtrazione e calcolare la persistenza.
Figura 3.9: Processo di deconvoluzione per isolare il canale relativo all’ematossilina.
In particolare, ciascun pixel dell’array corrisponde ad un valore di intensità della colo-
razione di ematossilina nell’intervallo [0, 255]. Tali valori vengono trasformati, mediante
un riscalamento lineare, dall’intervallo [0, 255] all’intervallo [0, 1] in cui 0 rappresenta il
nero e 1 il bianco. L’immagine cos̀ı ottenuta viene utilizzata come input per il calcolo
dell’omologia persistente.
Ciascuna immagine può essere considerata come una funzione f : I → [0, 1] che associa
il pixel relativo alla coordinata (x, y) al valore f(x, y) nella scala di grigi corrispondente
all’intervallo [0, 1].
A partire dall’insieme di sottolivello Lτ = {x : f(x) ≤ τ} viene calcolata una filtrazione
e si ottengono due gruppi: H0(Lτ ), gruppo di omologia 0-dimensionale generato dalle
componenti connesse, e H1(Lτ ), gruppo di omologia 1-dimensionale generato dagli 1-cicli
interni all’insieme di sottolivello.
Le caratteristiche di persistenza di ciascun gruppo di omologia vengono ordinate in
modo discendente in base alla persistenza (nascita e morte) in due vettori.
Successivamente, per ciascun campione, questi due vettori vengono concatenati per
formare un unico vettore di persistenza.
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3.3 Tumori della pelle
I contenuti di questo paragrafo sono tratti da [5].
In questo paragrafo si elaborano algoritmi volti a segmentare aree malate della pelle
per classificare i diversi tipi di lesioni presenti in immagini provenienti da un database
contenente 13000 immagini dermatoscopiche di tumori della pelle.
Questi algoritmi si basano sull’omologia persistente, in quanto in grado di cogliere la
robustezza delle regioni segmentate, e fanno uso dei concetti di curve di persistenza e di
dati statistici di persistenza.
Figura 3.10: Immagini raffiguranti diversi tipi di lesioni della pelle.
L’algoritmo di segmentazione prende in input un’immagine I contenente una porzione
contigua di pelle lesionata e isola la componente connessa di pixel corrispondente alla re-
gione con tumore. L’output che si ottiene è un’immagine binaria M in cui M(x, y) = 255
(o bianco) se il pixel (x, y) fa parte della lesione e M(x, y) = 0 (o nero) se il pixel (x, y)
fa parte della porzione sana della pelle in I.
Per verificare il corretto funzionamento dell’algoritmo è possibile paragonare l’immagine
binaria M con l’immagine M ′ ottenuta dal dermatologo.
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In particolare, l’algoritmo di segmentazione funziona nel modo seguente.
Inizialmente esso trasforma un’immagine RGB I in un’immagine I∗ in scala di grigi




(R(x, y) +G(x, y) +B(x, y)).
Siccome la regione di pelle contenente la lesione è solitamente più scura rispetto alla
regione sana, si calcola il valore medio a di I∗ e, se il valore del pixel in I∗ è minore di
a, si considera tale pixel come appartenente alla lesione.
Per ogni valore t tale che 0 ≤ t ≤ T si definisce l’immagine binaria I∗t come
I∗t (x, y) =
0 se I∗(i, j) > a(1− tT )255 se I∗(i, j) ≤ a(1− t
T
)
e l’insieme St dei relativi pixel bianchi, ottenendo la seguente filtrazione
S0 ⊇ S1 ⊇ S2 ⊇ S3 ⊇ ... ⊇ ST .
Figura 3.11: Le immagini riquadrate di rosso e blu sono rispettivamente l’immagine
originale contenente la lesione e l’output dell’algoritmo di segmentazione.
Le immagine successive corrispondono alla filtrazione S1 ⊇ ... ⊇ S38.
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Per ogni pixel bianco in S1 viene misurato il suo intervallo di vita: i pixel con in-
tervalli di vita lunghi hanno proprietà più solide ed è quindi più probabile che facciano
parte della lesione.
Se (x, y) ∈ St per 1 ≤ t ≤ t0 e (x, y) /∈ St per t > t0, si definisce periodo di vita di (x, y)
L(x, y) = t0. Se (x, y) /∈ S1 si pone L(x, y) = 0.
Successivamente, per ogni immagine si calcola un valore di soglia T ′ con 1 < T ′ < T
per mettere in rilievo tratti biologicamente significativi e l’output della segmentazione è
determinato dalle componenti connesse in ST ′ .
Solitamente, al crescere di t il numero di componenti connesse diminuisce in quanto
le parti rumorose tendono a scomparire più velocemente. Nonostante ciò, se t diventa
molto alto, le componenti più grandi si separano da quelle più piccole.
Un’immagine binaria ST ′ con T
′ piccolo contiene generalmente molte componenti
bianche rumorose che quindi vengono rimosse e successivamente si definiscono i valori di
vita relativi alle componenti connesse rimanenti.
Se ad una componente è associato un valore alto, ciò implica che la regione corrispon-
dente è particolarmente significativa all’interno dell’immagine.
Per questo motivo si sceglie il guscio convesso costituito dalle componenti connesse che
hanno valori di vita maggiori rispetto al valore di vita medio calcolato tra tutte le com-
ponenti connesse ottenute.
Infine, a partire dai diagrammi di persistenza, è possibile estrarre informazioni to-
pologiche, quali curve di persistenza e dati statistici di persistenza, ed utilizzarle per
costruire modelli di macchine a vettori di supporto [13].
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Figura 3.12: Curve di persistenza relative a diverse lesioni della pelle.
3.4 Cancro colorettale
I contenuti di questo paragrafo sono tratti da [2].
In questo paragrafo viene proposto un algoritmo di segmentazione basato sull’omo-
logia persistente in grado di segmentare i tumori colorettali.
Esso distingue le regioni con tumore dalle controparti normali individuando e misurando
le caratteristiche morfologiche atipiche proprie dei nuclei con tumore.
Partendo da un database contenente gigapixel ad alta risoluzione conservati in una
struttura a piramide e ottenuti mediante la scansione di convenzionali vetrini con risolu-
zione microscopica, l’algoritmo di segmentazione è in grado di trasformare un frammento
di immagine preso in input in una distribuzione 1-dimensionale che cattura il grado di
connettività dei nuclei presenti in tale frammento.
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Figura 3.13: Porzione di tessuto affetto da cancro colorettale in cui è possibile osservare
le caratteristiche morfologiche tipiche dei nuclei con tumore. Le immagini riquadrate di
verde mostrano regioni sane mentre quelle riquadrate di rosso aree tumorali.
Inizialmente, immagini bidimensionali in scala di grigi raffiguranti casi di cancro colo-
rettale vengono suddivise in frammenti di dimensioni predefinite che vengono analizzati.
L’obiettivo è quello di classificare ciascun frammento per poter distinguere le regioni con
tumore da quelle senza tumore.
Per ciascuno di essi viene generata una filtrazione X0 = ∅ ⊆ X1 ⊆ X2 ⊆ ... ⊆ Xk e
vengono calcolati i gruppi di omologia H0(Xi) e H1(Xi) per 1 ≤ i ≤ k.
Le caratteristiche atipiche proprie dei nuclei con tumore possono essere individuate
attraverso il calcolo del rango dei gruppi di omologia (H0(Xi), H1(Xi)), ossia dei numeri
di Betti β0 e β1, che permette di ricavare due distribuzioni statistiche che corrispondono
ai profili di omologia persistente.
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Figura 3.14: Spazio filtrato associato ad un’immagine. Si osserva l’immagine di partenza
presa in input seguita da 4 immagini che mostrano sequenze crescenti di sottospazi
ottenute con diversi valori di soglia. β0 (stelle gialle) rappresenta il numero di componenti
connesse e, similmente, β1 (punti rossi) rappresenta il numero di buchi 1-dimensionali.
Per limitare la variabilità dei campioni istologici, dovuta a protocolli non standard
seguiti per colorare le immagini, si attua una deconvoluzione del colore che separa un
frammento di immagine RGB in tre differenti canali: ematossilina, eosina e sfondo [12].
Per migliorare la consistenza delle immagini in termini di intensità si sceglie di utilizzare
il canale relativo all’ematossilina che viene quindi binarizzato per poter registrare i nu-
meri di Betti corrispondenti (β0, β1) ed estrarre le caratteristiche topologiche.
Questo procedimento viene ripetuto per differenti valori di soglia
0 = t0 < t1 < ... < tk−1 = 256.
Successivamente, ciascuna curva di persistenza ottenuta viene convertita in una di-
stribuzione di probabilità che corrisponde ai profili di omologia persistente.
Le differenze tra regioni con tumore e senza tumore vengono riflesse nei loro invarianti
di omologia.
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Figura 3.15: Profili di omologia persistente relativi a regioni con e senza tumore.
Questo può essere osservato in Figura 3.15 in cui sono presenti curve che rappresenta-
no la mediana dei profili di omologia persistente relativi a campioni di tessuto colorettale
con tumore e senza tumore. La linea verde tratteggiata mostra i profili di omologia per-
sistente (β0, β1) relativi ai campioni di immagini.
Incrementando il valore di soglia t dal limite inferiore t0 al limite superiore tk−1, il sot-
tospazio filtrato si propaga dall’insieme vuoto all’intero spazio topologico.
Dal momento che le regioni lesionate sono caratterizzate da una maggiore irregolarità
in forma e dimensione e i nuclei con tumore sono situati relativamente vicini tra loro, i va-
lori dei ranghi di omologia (β0, β1) relativi a tali regioni non mostrano rapidi cambiamenti
nei processi di unione e creazione di nuove componenti rispetto alle regioni senza tumore.
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Conclusioni
In questa tesi l’omologia persistente è stata presentata come strumento di supporto
all’analisi di immagini medicali digitalizzate in quanto in grado di individuare aree lesio-
nate e classificare diverse tipologie di tumore.
Dopo aver riassunto le problematiche relative al riconoscimento dei tumori ed intro-
dotto gli strumenti matematici della persistenza, in questo elaborato sono stati analizzati
i differenti modi attraverso cui l’omologia persistente viene coordinata con metodi di clas-
sificazione per fornire strumenti diagnostici più efficienti.
È stato osservato che la sua analisi si basa principalmente sul riconoscimento di asimme-
trie di bordi, masse e distribuzioni di colore di porzioni di tessuto esaminate che vengono
riportate su diagrammi di persistenza da cui è possibile estrarre informazioni topologiche
da inserire in algoritmi basati sul machine learning.
L’abilità dell’omologia persistente nell’individuare informazioni qualitative rende que-
sta tecnica una potente e valida alternativa ad approcci classici intrapresi abitualmente
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