Brooks' Theorem states that if a graph has ∆ ≥ 3 and ω ≤ ∆, then χ ≤ ∆. Borodin and Kostochka conjectured that if ∆ ≥ 9 and ω ≤ ∆ − 1, then χ ≤ ∆ − 1. We show that if ∆ ≥ 13 and ω ≤ ∆ − 4, then χ ≤ ∆ − 1. For a graph G, let H(G) denote the subgraph of G induced by vertices of degree ∆. We also show that if ω ≤ ∆ − 1 and ω(H(G)) ≤ ∆ − 6, then χ ≤ ∆ − 1.
Introduction
Our goal in this paper is to prove the following two main results. For a graph G, we write ∆(G), ω(G), and χ(G) to denote the maximum degree, clique number, and chromatic number of G. When the context is clear, we simply write ∆, ω, and χ. Theorem 1. If G is a graph with χ ≥ ∆ ≥ 13, then ω ≥ ∆ − 3.
Theorem 2. Let G be a graph and let H(G) denote the subgraph of G induced by ∆-vertices. If χ ≥ ∆, then ω ≥ ∆ or ω(H(G)) ≥ ∆ − 5.
The proofs of Theorems 1 and 2, are both somewhat detailed, so we first prove Theorem 3, which is a simpler result that plays a central role in proving our two main theorems. (Recall from Brooks' Theorem, that if χ > ∆ ≥ 3, then G contains K ∆+1 , so the interesting case of these theorems is when χ = ∆.) Theorem 3. If G is a graph with χ ≥ ∆ = 13, then G contains K 10 .
Borodin and Kostochka conjectured in 1977 that if G is a graph with ∆ ≥ 9 and ω ≤ ∆ − 1, then χ ≤ ∆ − 1. The hypothesis ∆ ≥ 9 is needed, as witnessed by the following example. Form G from five disjoint copies of K 3 , say D 1 , . . . , D 5 , by adding edges between u and v if u ∈ D i , v ∈ D j , and i − j ≡ 1 mod 5. This graph is 8-regular with ω = 6 and χ = ⌈15/2⌉, since each color is used on at most 2 of the 15 vertices. Various other examples with χ = ∆ and ω < ∆ are known for ∆ ≤ 8 (see for example [4] ). The Borodin-Kostochka Conjecture has been proved for various families of graphs. Reed [14] used probabilistic arguments to prove it for graphs with ∆ ≥ 10 14 . The present authors [4] proved it for claw-free graphs (those with no induced K 1,3 ).
The contrapositive of the conjecture states that if ∆ ≥ 9 and χ ≥ ∆, then ω ≥ ∆. The first result in this direction was due to Borodin and Kostochka [1] , who proved that ω ≥ ⌊ ∆+1 2 ⌋. Subsequently, Mozhan [11] proved that ω ≥ ⌊ 2∆+1 3 ⌋ and Kostochka [9] proved that ω ≥ ∆ − 28. Finally, Mozhan proved that ω ≥ ∆ − 3 when ∆ ≥ 31 (this result was in his Ph.D. thesis, which unfortunately is not readily accessible). Theorem 1 strengthens Mozhan's result, by weakening the condition to ∆ ≥ 13. Work in the direction of Theorem 2 began in [6] , where Kierstead and Kostochka proved that if χ ≥ ∆ ≥ 7 and ω ≤ ∆ − 1, then ω(H(G)) ≥ 2. This was strengthened in [10] to the conclusion ω(H(G)) ≥ ⌊ ∆−1 2 ⌋. We further strengthen the conclusion to ω(H(G)) ≥ ∆ − 5. We give more background in the introduction to Section 3.
Most of our notation is standard, as in [16] . We write K t and E t to denote the complete and empty graphs on t vertices, respectively. We write [n] to denote {1, . . . , n}. The join of disjoint graphs G and H, denoted G ∨ H, is formed from G + H by adding all edges with one endpoint in each of G and H. For a vertex v and a set S (containing v or not) we write d S (v) to denote |S ∩ N (v)|. When vertices x and y are adjacent, we write x ↔ y; otherwise x ↔ y. Note that in a ∆-critical graph, every vertex has degree ∆ or ∆ − 1. A vertex v is high if d(v) = ∆ and low otherwise.
Mozhan Partitions
All of our proofs rely heavily on the concept of Mozhan Partitions. Informally, for a ∆-critical graph G, such a partition is a (∆ − 1)-coloring (with useful properties) of all but one vertex of G. These ideas were implicit in [13] and [10] , and much earlier in [11] . We find that making them explicit makes the proofs easier. Proof. To form a Mozhan (3, 3, 3, 3) -partition of G, choose v, a 12-coloring of G − v, and a partition of the set of 12 color classes into 4 parts each of size 3 so as to minimize the total number of edges within parts; finally, add v to some part V j where it has 3 neighbors. (Note that edges incident to v don't count toward the total within parts.) We show that this partition satisfies the four properties required by Defintion 1.
By construction, (1) holds. Let R be the component of G[V j ] containing v. To prove (2) , it suffices to show that R is K 4 . By Brooks' Theorem, it is enough to show that ∆(R) ≤ 3. Suppose instead that there exists u ∈ V (R) with d R (u) > 3; choose u to minimize the distance in R from u to v. Uncolor the vertices on a shortest path P in R from u to v; move u to some V k where it has at most 3 neighbors (and make u's new club active). Color the vertices of P , starting at v and working along P ; this is possible since each vertex of P has at most 2 colored neighbors in R when we color it. The resulting new partition has fewer edges within color classes, since we lost at least 4 edges incident to u and gained at most 3 incident to v. This contradiction implies that ∆(R) ≤ 3, so R must be K 4 by Brooks' Theorem. Thus (2) holds. Now we prove (3). Choose a vertex u ∈ V (R) and i ∈ [4] − j. Delete u from V j and add it to V i (making u's new club active); this maintains the total number of edges within parts, so this gives another Mozhan 3-partition. By the above proof of (2) Given a Mozhan (3, 3, 3, 3)-partition, we call the V i clubhouses, we call each component of G[V i ] a club meeting in that clubhouse, and we call the vertices members. Roughly speaking, we choose a member v of the active club and send it to some clubhouse where it has 3 neighbors. This creates a new Mozhan (3, 3, 3, 3)-partition, and so v must form a K 4 with its neighbors in the new clubhouse. We repeat this "sending out" process many times. If a club R sends two members to another club S (either in succession or with one other member sent out between them), and after this R again becomes active, then (4) implies that R must be complete to S. By repeating this process, we find lots of edges, and eventually show that G must contain a large clique. Proof. It suffices to consider when G is ∆-critical. We begin with a Mozhan (3, 3, 3, 3)-partition. By (2) in the definiton of Mozhan partition, let R be the active K 4 . By symmetry, assume that R ∈ A. We move some member v ∈ R into some other clubhouse E ∈ {A, B, C, D} for which d E (v) = 3. We move each vertex to a new club at most once. We never move a member v ∈ R to a club S if R is complete to S. Note that d E (v) ≥ 3 for every clubhouse E, since otherwise we move v to E and get a 12-coloring of G. Since d G (v) ≤ 13, we have d E (v) > 3 for at most one clubhouse E; thus, we can move each unmoved v ∈ R to at least 2 of the 3 other clubhouses unless R is complete to a copy of K 3 in that clubhouse. Subject to these constraints, if R can send an unmoved member to a club where it's already sent one member, then it does so; otherwise R chooses arbitrarily a (valid) clubhouse to send a member to. We repeat this process until either we find a K 10 or the active K 4 has no valid club to which to send a member. (Clearly, the process terminates, since each vertex is moved at most once.) We show that when the process terminates, the active component is contained in a K 10 . We prove the theorem via four claims. Claim 1. Each pair of clubs R and S are either (i) always complete to each other or (ii) never complete to each other, i.e., the set of pairs of clubs that are complete to each other does not change.
Proof of Claim 1. By symmetry, assume that R ∈ V 1 and S ∈ V 2 . Suppose that either R and S were complete to each other and have just become non-complete or they are non-complete to each other and when the next vertex moves they will become complete to each other. By symmetry R is active, we have u ∈ R and v ∈ S with u ↔ v, and R − u is complete to S. To get a good 12-coloring of G, move some w ∈ R to S, then move v ∈ S to R. Now since u ↔ v, we get a 12-coloring of G. This point is somewhat subtle, for the resulting partition may fail to be a Mozhan partition. In particular, moving w to S or v to R may increase the total number of edges within parts. However w has at most one neighbor in V 2 other than vertices originally in S and u has at most one neighbor in V 1 other than vertices originally in R; this allows the 12-coloring. This contradiction completes the claim.
Claim 2. If G contains a K 4 in one clubhouse joined to disjoint copies of K 3 in two other clubhouses, then the K 3 's are joined to each other, i.e., G contains K 10 .
Proof of Claim 2. Let R ∈ V 1 be the K 4 and let S ∈ V 2 and T ∈ V 3 be copies of K 3 joined to R. Let V (R) = {w 1 , . . . , w 4 }. Suppose u ∈ S and v ∈ T and u ↔ v. As in Claim 1, the partition we now construct may fail to be a Mozhan partition; however, we will conclude that G has a 12-coloring. (Recall that d V 2 (v) ≥ 3, for otherwise we can move w 1 to T and v to V 2 and get a good 12-coloring.) Move w 1 to S and u back to R. Clearly u has at most one neighbor in Proof of Claim 3. Suppose the contrary. We continue until the first time some club R has sent two members to the same club S and R is again active (this happens no later than the fourth time R becomes active). By symmetry, assume that R ∈ A has sent two members to S ∈ B; either two in a row or else with one other member between them (these are the only possibilities). We show that R is complete to S. This yields a contradiction, since R never sends members to a club which is complete to R.
We have two cases: (i) R sent two successive members to S and (ii) R sent a member to C or D between the members it sent to S. By possibly assuming that we started at the second time that R became active (rather than the first), in Case (i) we can assume that R sent its first and second members to S.
Case (i) We consider 5 key steps in the process; these are each just after R becomes active or just after R sends a member to S. We write (a 1 , a 2 , a 3 , a 4 ;
to denote the members of R and S at step 1 (the first time R is active). For steps 2-5, write (a 2 , a 3 , a 4 ;
From step 4, a 1 ↔ a 5 (otherwise we move a 1 to R and get a good coloring). From step 5, a 6 ↔ {a 1 , a 2 }, since otherwise we move a 3 to S, then move a 1 (or a 2 ) to R and get a good coloring. Similarly, from step 5, {a 3 , a 4 , a 5 , a 6 } ↔ b ′′ 3 ; otherwise we move, say, a 6 to S and get a good coloring. Thus {a 1 , a 2 , a 3 , a 4 , a 5 , a 6 , b ′′ 3 } induces K 7 , as desired. However, now R is complete to S, and by Claim 1, it always has been. This contradicts our rule for sending vertices out from the active club. Thus Case (i) can never happen.
Case (ii) This case is similar to Case (i), but now we consider 7 key steps. Even though at one point R sends a member to clubhouse C, we only consider the members of R and S (no club in C). Now at steps 1-7 we have (a 1 , a 2 , a 3 , a 4 ;
This implies that R and S are complete to each other, and yields a contradiction as above. Recall that in each of the steps above, each of the clubs is a K 3 or K 4 , so we get a lot of edges that way. We can assume that b 2 doesn't change until it gets replaced by a 3 , since each club has at most 3 members replaced (by the extremality of R). In fact, at least two of b 3 , b ′ 3 , b ′′ 3 are the same (but we don't use this fact).
By step 3, a 3 ↔ b ′ 3 , since a 3 ↔ {a 1 , b 2 } by step 6. Also, a 1 ↔ a 5 by step 3; otherwise we send a 3 to S, then send a 1 to R and get a good coloring. By step 6, we have a 1 ↔ a 6 ; otherwise, we send a 1 to R. Also by step 5, we have a 3 ↔ {a 4 , a 5 , a 6 }. Now by step 7, we have {a 1 , a 3 } ↔ a 7 ; otherwise, send a 4 to S and (say) a 3 to R. Now by step 7, we have {a 4 , a 5 , a 6 , a 7 } ↔ b ′′′ 3 ; otherwise, send (say) a 4 to S and get a good coloring. This implies that {a 1 , a 3 , a 4 , a 5 , a 6 , a 7 , b ′′′ 3 } is a clique. Now R and S are complete to each other, which implies that Case (ii) never happens. Thus, before any club becomes active four times, the process must terminate. This proves Claim 3.
Proof of Claim 4. Let R be the active K 4 . The process continues if there exists an unmoved vertex u ∈ R and a vertex v ∈ S, where S is a club in some clubhouse E, with u ↔ v such that d E (u) ≤ 3 and R is not complete to S. For each u ∈ R, we have d E (u) > 3 for at most one clubhouse E. So if some unmoved vertex u ∈ R has no clubhouse available to move to, then at least two of the other three clubhouses are forbidden for u because R is complete to some K 3 within them. (Furthermore, u must be high. We won't use this fact now, but will need it in a later proof.) By Claim 3, no clubhouse becomes active four times, so each club E will contain an unmoved vertex. Thus, the active K 4 is joined to K 3 's in two other clubhouses. By Claim 2, G contains K 10 . This completes the proof.
Remark 5. The proof of Lemma 2 gives much more. First, it works equally well with any number k of clubhouses. So for any G with ∆ = 3k + 1, if G has no (∆ − 1)-coloring, then G contains a clique of size ∆−3. In fact, the proof works for any number of clubhouses, when each consists of at least 3 color classes. However, now we get the weaker conclusion that G contains a clique of size at least ∆ − t, where t is the largest number of color classes in a single clubhouse. Using at most two clubhouses of size 4, we see that every graph G with no (∆ − 1)-coloring contains a clique of size ∆ − 4. Furthermore, if the process terminates, then the active club (and all the clubs joined to it) must contain no unmoved low vertex. These observations yield the following two results.
Corollary
In the remainder of the paper, we improve the lower bound in Corollary 6 by 1 (when ∆ ≥ 13) and we improve the lower bound in Corollary 7 by 2.
The First Main Theorem
A hitting set is an independent set that intersects every maximum clique. If I is a hitting set and also a maximal independent set, then ∆(G − I) ≤ ∆(G) − 1 and
(In our applications, we can typically assume that ∆(G − I) = ∆(G)− 1, since otherwise we get a good coloring or a big clique from Brooks' Theorem. We give more details in the proof of Theorem 1.) So if G − I has a clique of size ∆(G − I) − t, for some constant t, then also G has a clique of size ∆(G) − t. We repeatedly remove hitting sets to reduce a graph with ∆ ≥ 13 to one with ∆ = 13. Since we proved that every graph with χ ≥ ∆ = 13 contains K 10 , this proves that every G with χ ≥ ∆ ≥ 13 contains K ∆−3 .
This idea is not new. Kostochka [9] proved that every graph with
has a hitting set. Rabern [12] extended this result to the case ω ≥ 3 4 (∆+1), and King [7] strengthened his argument to prove that G has a hitting set if ω > 2 3 (∆ + 1). This condition is optimal, as illustrated by the lexicographic product of an odd cycle and a clique. Finally, King's argument was refined by Christofides, Edwards, and King [2] to show that these lexicographic products of odd cycles and cliques are the only tightness examples; that is, G has a hitting set if ω ≥ 2 3 (∆ + 1) and G is not the lexicographic product of an odd cycle and a clique. Hitting set reductions have application to other vertex coloring problems. Using this idea (and others), King and Reed [8] gave a short proof that there exists ǫ > 0 such that χ ≤ ⌈(1 − ǫ)(∆ + 1) + ǫω⌉.
To keep this paper largely self-contained, we prove our own hitting set lemma. In the present context, it suffices to find a hitting set when G is a minimal counterexample to the Borodin-Kostochka conjecture with ∆ ≥ 14. Such a G is ∆-critical, which facilitates a shorter proof. In [3] , we proved a number of results about so called d 1 -choosable graphs (defined below), which are certain graphs that cannot appear as induced subgraphs in a ∆-critical graph. We leverage these d 1 -choosability results to prove our hitting set lemma, then use the hitting set lemma to reduce to the case ∆ = 13, which we proved in Lemma 2. Since the proofs of the d 1 -choosability results in [3] are lengthy, we give a short proof of the special case that we need here.
A list assignment L is an assignment L(v) of a set of allowable colors to each vertex v ∈ V (G). An L-coloring is a proper coloring such that each vertex v is colored from L(v).
The following lemma is central in proving each of our d 1 -choosability results.
Lemma 8 (Small Pot Lemma, [5, 15] ). For a list size function f :
Hall's Theorem, we can extend the L-coloring of U to all of V .
and B is E 3 or K 1,3 ; or t = 5 and B is E 3 .
Proof. If ω(B) ≥ |B|−1, then assign each v ∈ V (K t ∨ B) a subset of {1, . . . , t+|B|−2}; since ω(K t ∨ B) ≥ t + |B| − 1, clearly G is not colorable from this list assignment. This proves one direction of the lemma; now we consider the other.
Suppose the lemma is false, and let G be a counterexample. If ω(B) ≤ |B| − 2, then B contains either (i) an independent set S = {x 1 , x 2 , x 3 } or (ii) a set S = {x 1 , x 2 , x 3 , x 4 } with x 1 x 2 , x 3 x 4 / ∈ E(B). If B contains only (i), then S = E 3 and t ≥ 6 (by moving any dominating vertices from B to K t ). Let T = V (K t ) and denote T by {y 1 , . . . , y t }. In Cases (i) and (ii) we assume that t = 6 and t = 4, respectively. Color G \ (S ∪ T ) from its lists (this is possible since each vertex has at least two neighbors in S ∪ T ).
Let
for all x i ∈ S and y j ∈ T . We assume these inequalities hold with equality. When we have i, j, k with x i ↔ x j and |L(x i )| + |L(x j )| > |L(y k )|, we often use the following technique, called saving a color on y k via x i and x j . If there exists c ∈ L(x i ) ∩ L(x j ), then use c on x i and x j . Otherwise, color just one of x i and x j with some c ∈ (
Case (i) By the Small Pot Lemma, assume that |L(G)| ≤ 8. This implies |L(x i ) ∩ L(x j )| ≥ 2 for all i, j ∈ [3] . If there exist x i and y k with L(x i ) ⊆ L(y k ), then color x i to save a color on y k . Color the remaining x's with a common color; this saves an additional color on each y. Now finish greedily, ending with y k . Thus, we have
. Use c on every x i and finish greedily.
Case (ii) By the Small Pot Lemma, assume that |L(G)| ≤ 7. If S induces at least two edges, then |L(
Color x 1 and x 2 with a common color c. If |L(y 1 ) − c| ≤ 5, then save a color on y 1 via x 3 and x 4 . Now finish greedily, ending with y 1 .
Suppose S induces exactly one edge x 1 x 3 . Similar to the previous argument, L(x 1 )∩ L(x 2 ) = ∅; otherwise, use a common color on x 1 and x 2 , possibly save on y 1 via x 3 and x 4 , then finish greedily. By symmetry, L(x 1 ) = L(x 3 ) = {a, b, c, d} and L(x 2 ) = L(x 4 ) = {e, f, g}. Also by symmetry, a or e is missing from L(y 1 ). So color x 1 with a and x 2 and x 4 with e and x 3 arbitrarily; now finish greedily, ending with y 1 . So instead G[S] = E 4 . If a common color appears on 3 vertices of S, use it there, then finish greedily. If not, then by pigeonhole, at least 5 colors appear on pairs of vertices. Color two disjoint pairs, each with a common color. Now finish the coloring greedily.
The following lemma of King enables us to find an independent transversal. Lemma 10 (Lopsided Transversal Lemma [7] ). Let H be a graph and
Now we have all the tools to prove our hitting set lemma.
Lemma 11. Every ∆-critical graph with χ ≥ ∆ ≥ 14 and ω = ∆ − 4 has a hitting set.
Proof. Suppose the lemma is false, and let G be a counterexample minimizing |G|. Hence, by Lemma 9 we must have |J| < 6 and |U | = |J| + 3. But now 6 > |J| = 2∆ − 9 − |U | > 28 − 18, a contradiction. Thus, every maximum clique intersects at most one other maximum clique. Hence we can partition the union of the maximum cliques into sets
. Consider the subgraph F of G formed by taking the subgraph induced on the union of the K i and then making each K i independent. We apply Lemma 10 to F with s = ∆ 2 −2. We have two cases to check, when K i = C i and when
In the latter case, we have |K i | = ∆ − 5 and since every v ∈ K i is adjacent to x i and to the vertex in C i \ K i , neither of which is in F , we have d Proof. Let G be a counterexample minimizing |G|; note that G is vertex critical. By Theorem 3, we have ∆ ≥ 14. If ω < ∆ − 4, let I be any maximal independent set; otherwise let I be a hitting set given by Lemma 11 expanded to a maximal independent set. Now ω(G − I) < ∆(G) − 4, ∆(G − I) ≤ ∆(G) − 1 and χ(G − I) = χ(G) − 1. In fact, we have ∆(G − I) = ∆(G) − 1 for otherwise applying Brooks' theorem to G − I yields ω(G) ≥ χ(G − I) ≥ ∆(G) − 1, a contradiction. Hence χ(G − I) ≥ ∆(G − I) ≥ 13 and ω(G − I) < ∆(G − I) − 3 contradicting minimality of |G|.
As we note (and generalize) in the following section, the proof of Theorem 3 works equally well when ∆ = 10. In that case, G contains a K 7 , which extends Theorem 1 to the case ∆ = 10. We suspect that this theorem holds also for ∆ ∈ {11, 12}.
The Second Main Theorem
In this section, we prove our second main theorem. First, we prove two lemmas that follow from [3] about list coloring (which we use to forbid certain subgraphs in a ∆-critical graph). We also extend the definition of Mozhan partitions to a broader setting. Lemma 14. Let k ≥ 2 and G be a (t + 1)-vertex-critical graph with ∆ < t + k. If r is a length k vector of positive integers with i∈[k] r i = t, then G has a Mozhan r-partition.
The proof is the same as for Lemma 4, so we omit it. More details are in [13] and [10] . Now we prove our second main result.
Theorem 2. Let G be a graph and let H(G) denote the subgraph of G induced by
Proof. The proof is similar to what we outlined to prove Corollary 6, but now we refine the process and analyze it more carefully to get a stronger result. Essentially we run the process we used to prove Theorem 3, and show that it works equally well in the more general context of a Mozhan r-partition. For ∆ ≤ 6, the Theorem is trivial. For ∆ ≥ 7, we write ∆ − 1 as a sum of 3's and 4's. Let r be a vector consisting of these 3's and 4's (in arbitrary order); by Lemma 14, we get a Mozhan r-partition.
Running the same process as before implies that G contains K ∆−4 . If ω(H(G)) ≥ ∆ − 5, then we are done; otherwise, this K ∆−4 contains at least two low vertices. If any of them has not yet moved, then we move some vertex of the active club to the club containing this low vertex and send the low vertex out. This continues the process. So the process can terminate only when the active club is active for a second or third time, it lies in a K ∆−4 , and all low vertices in this K ∆−4 have already moved. We now slightly refine the process and show that we can avoid this problem.
The proof is akin to that of Theorem 3. Because the proofs of Claims 1, 2, and 3 here are the same as in that theorem, we do not reprove them, but only state them in their more general form. The main difference here is the proof of Claim 4.
Consider a club that is a clique and all of the clubs to which it is joined that are also cliques. By Claim 2 these clubs are also joined to each other. We call such a maximal group of clubs a clubgroup. In effect we treat the vertices of a clubgroup like one big club. If any club in the clubgroup is active and another club in the clubgroup has an unmoved vertex v with d V i (v) = r i for some club V i not in the clubgroup, then we can make v's club active and send v out to club V i . We call such a vertex v available.
If a clubgroup spans all clubhouses, then ω ≥ ∆, so we are done. If a clubgroup spans all but one clubhouse, then ω ≥ ∆ − 4. We call such a clubgroup big; otherwise a clubgroup is small. Each big clubgroup becomes active at most twice. Suppose otherwise. Each of the first two times it becomes active, it sends out a member to the same club. Now if it becomes active a third time, it must be joined to that club. By Claim 2, G contains a K ∆ . So to prove the theorem, it suffices to show that if a big clubgroup becomes active a second time, and induces no clique on ∆ − 5 high vertices, then it has an unmoved low vertex that it can send out.
We refine the process as follows. When a club becomes active and is choosing among available members to send out, it gives preference to high vertices over low vertices. This refinement allows us to prove the theorem. Claim 1. Each pair of clubs R and S are either (i) always complete to each other or (ii) never complete to each other, i.e., the set of pairs of clubs that are complete to each other does not change. Claim 2. If G contains K r i +1 in the active clubhouse V i joined to K r j and K r k in clubhouses V j and V k , then the cliques in V j and V k are also joined to each other.
Claim 3.
No club becomes active four times.
Proof of Claim 4. The process must terminate by the finiteness of the graph. By Claim 3, it must terminate at a big clubgroup, since each small clubgroup that has become active at most three times will have an available vertex to send out.
When a big clubgroup becomes active for the first time, it induces a clique K on at least ∆ − 4 vertices. If ω(H(G)) ≤ ∆ − 6, then K contains two low vertices; at most one has been moved, so K has an available low vertex. So suppose the process terminates at a big clubgroup the second time it becomes active. Let A denote the big clubgroup and let v denote the first vertex moved into A. If v is high, then A contained two unmoved low vertices (since ω(H(G)) ≤ ∆ − 6), so when A became active a second time, it still had an available (low) vertex to send out; hence the process did not terminate. So v must be low. Let B denote the clubgroup which sent v to A. We conclude that B had at most one high vertex. If B had an unmoved high vertex, then B would have sent it out (rather than v); if B had more than one moved vertex, then B was previously active, so it would have sent v to the same club that it first sent a member to.
Let u denote the first member sent out from A and let C denote the club to which u was sent. Finally, let w denote the second member sent into A. If w is high, then again A has an available low vertex; hence w is low. Similarly, if u is high, then A now still has an available low vertex; hence u is low. Since v is low, v is adjacent to all of C; otherwise we could move v to C and get a (∆ − 1)-coloring. Now since v has only ∆ − 1 neighbors, C = B. Since B is in the only clubhouse not spanned by A, we get that |A ∪ B| = ∆. Also, u, v, w are all low and all adjacent to each vertex in A ∪ B \ {u, v, w}. Now by Lemma 13, each low vertex in B is joined to A. Recall that B contains at most one high vertex, and let x be some low vertex in B. Now since {u, v, w, x} are all adjacent to all of A, Lemma 12 implies that the final vertex of B is also adjacent to all of A. Thus A ∪ B induces K ∆ , which completes the proof.
If G is a graph with ∆ = 3k + 1 for some k ≥ 2 and χ ≥ ∆, then the above proof needs only clubhouses of size 3. Now an active big clubgroup induces a clique K of size ∆ − 3 (rather than only size at least ∆ − 4, as above). So if ω(H(G)) ≤ ∆ − 5, then K contains at least two low vertices and all of the arguments above still apply. This yields the following corollary.
Corollary 15. Let G be a graph with ∆ = 3k + 1 for some k ≥ 3. If χ ≥ ∆, then ω ≥ ∆ or ω(H(G)) ≥ ∆ − 4.
We conjecture that the previous theorem actually holds with ω(H(G)) ≥ ∆ − 5 replaced by ω(H(G)) ≥ ∆ − 4. The case ∆ = 3k + 1 (and k ≥ 3) is Corollary 15. In [13] , the second author proved this result for ∆ = 6; later in [10] it was proved for ∆ = 7. The condition ω(H(G)) ≥ ∆ − 4 would be tight since the graph O 5 in FigureConjecture 
