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Directed By: Ray Mendel, Sam McFarland and Reagan Brown 
Department of Psychology Western Kentucky University 
Tinto (1975) theorized that for a student to complete his/her education, he/she must 
integrate socially as well as academically at the institution. Freshman seminars are 
designed to ease students into college life and provide them with skills to cope socially 
and academically, thereby paving the way for institutional integration and, ultimately, 
degree completion. Researchers at a number of institutions have evaluated the 
effectiveness of the freshman seminar at reducing freshman to sophomore year attrition. 
They have reported mixed results. Here, the literature addressing the efficacy of freshman 
seminars for reducing attrition is reviewed using meta-analysis. The number of weekly 
contact hours between instructors of the freshman seminar and students significantly 
moderates the effect size. The results also suggest selection bias may have distorted the 
results of many studies. Suggestions for future research are also discussed. 
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Introduction 
Degree completion rates for a normal four-year college career have remained 
relatively constant over the years. Of all the students entering higher education for the 
first time each fall, over half leave their first institution without receiving a degree and 
approximately 40% never earn a college degree (Beal & Noel, 1980; Tinto, 1987). 
The return rate for freshman at four-year institutions is considerably higher than at 
two-year institutions. Cope and Hannah (1975) estimated that only 20% of entering 
freshmen at two-year institutions stayed to complete an associate's degree, and only 10% 
went on to complete the requirements for a baccalaureate degree. More recently, the 
American College Testing Program survey of institutions for the 1990 school year reveal 
that first year to second year attrition rate for two-year and four-year institutions was 44.0 
and 26.8 percent respectively (as cited in Tinto, 1993). 
Students who leave an institution are not all classified as dropouts. Many students 
transfer to other schools. Many more are stopouts; they leave college for a period of time 
and then come back. These individuals are not classified as dropouts. Dropouts are those 
who leave higher education and never earn a degree. The dropouts, those who leave 
higher education and never earn a degree, represent 40% of all incoming freshman 
(Tinto, 1987). For these individuals, the cost is high. A four-year degree is often a 
prerequisite for well paying jobs. For example, men ages twenty-five and older with one 
to three years of college report a median annual income in 1989 of $31,308. College 
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graduates of the same age report a median income of $38,565, a difference of slightly 
more than 23% (U.S. Department of Education, 1993). On average, a bachelor's degree 
provides between a 20% and 40% advantage in earnings over a high school diploma 
(Jencks et al., 1991). 
There are also non-monetary advantages to having a degree. Withey (1971) noted 
that graduates have more job security, better working conditions and higher job 
satisfaction. A relationship has also been demonstrated between the amount of formal 
education attained and individual and family health (Haveman & Wolfe, 1984). 
Dropouts also affect the institution. Considerable sums of money are devoted to 
recruiting students. There are investments of time and energy in teaching, counseling, 
record maintenance, and housing. There are also scholarships, loans, work-study 
programs, tuition and dorm rentals - all of which involve financial loss. Not only do 
dropouts incur financial loss, high attrition rates also erode the academic reputation of an 
institution (Cope & Hannah, 1975). 
In an investigation of state funding for institutions of higher learning, Marklein 
(1998) reports that 26 states require public colleges and universities to show results for 
the money they get and that nine more are expected to do so within the next five years. 
This policy, called performance funding, is based on whether an institution meets certain 
goals which include student retention and graduation rates. This growing trend of 
awarding state funds based on performance is yet another reason why improving 
retention is critical for colleges and universities competing for state funding. 
Research has consistently shown that the highest rate of attrition occurs during the 
freshman year. Approximately 27% of students enrolled in four-year schools do not 
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persist into their second year. To address this problem, many colleges and universities 
have adopted some type of intervention strategy. In recent years, one that has been 
gaining in popularity is the freshman seminar or freshman orientation course. 
The first freshman orientation course began at Boston University in 1888 (Upcraft 
& Gardner, 1990). The first known orientation course for credit was established in 1911 
at Reed College in Portland, Oregon. By 1928, there were over 100 institutions offering 
orientation courses. In a recent survey of 2460 institutions, 52% of those responding 
offered an extended freshman seminar that lasted at least one semester (Barefoot & 
Fidler, 1996). The purpose of this research is to meta-analytically examine the impact of 
freshman seminars on student attrition. 
Literature Review 
Tinto's Theory of Student Departure 
The model developed by Tinto (1975) is the most widely recognized and most 
widely tested model of student retention. The model is based on Durkheim's theory of 
suicide (1951) and the theoretical model introduced by Spady (1971). Though colleges 
and universities can be thought of as small societies unto themselves, they are more 
bipolar in structure than society in general, made up of distinct academic and social 
components (Tinto, 1993). The academic component concerns itself with the formal 
education of students. Its activities center around the classroom and involve various 
faculty and staff whose primary responsibility is to educate the students. The social 
component centers about the daily life of individuals at the institution, especially the 
students. 
According to the theory, integration into the academic and social domains of 
college leads to increased institutional commitment. The greater a student's commitment 
to an institution, the less likely it will be that he/she will drop out. It also follows that 
integration in one system need not imply integration in the other. However, extreme 
integration in one area may adversely affect integration in the other and inhibit degree 
completion. For example, a student may integrate academically and obtain good grades, 
but drop out because he/she did not integrate socially and thus felt a sense of alienation. 
Conversely, a student could integrate socially to a great extent, but not academically. As 
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a result, a student in this category may not voluntarily withdraw, but is dismissed by the 
university for poor academic performance. 
Though Tinto's theory of departure takes into account distinct academic and 
social systems, they are to an extent interwoven. Events in one may influence events in 
the other. For example, contact with faculty in an informal setting outside of class may be 
a reflection of what has taken place within the classroom. Acquaintances made during 
classes may develop into friendships that endure throughout a college career and beyond. 
Both play an important part in the process of departure. Though it is conceivable that 
persistence can occur when only one is present, evidence suggests that that persistence is 
greatly enhanced when both forms of integration occur (Stage, 1989). 
The influence of social and academic integration on retention of students has been 
supported in a number of studies ( Nelson, Scott, & Bryan, 1984; Pascarella & Terenzini, 
1980). At two and four-year commuter institutions, academic integration appears to have 
a greater indirect effect on dropout proneness, while social integration appears to have a 
greater indirect effect at residential institutions (Pascarella & Chapman, 1983) 
The Freshman Seminar 
Gordon and Grites (1984) note that the primary purpose of a freshman seminar 
should be defined by the needs of the students attending the institution, but three general 
areas are considered. They are as follows: 
1. Academic Concerns. Addresses areas such as the value of a college degree; 
academic major information and planning; learning skills (study skills, test taking skills, 
time management, etc.); university or college policies and procedures; and knowledge of 
university or college resources 
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2. Personal-Social Concerns. Addresses areas such as communication skills; 
leadership skills; personal problem solving skills; decision-making skills; and general 
health concerns. 
3. Career Information and Planning. Addresses areas such as occupational and 
educational interests; goal setting; job search skills; understanding the value of a college 
degree; academic major information and planning; learning skills (study skills, test taking 
skills, etc.); understanding of university or college policies and procedures; knowledge of 
university or college resources; personal-social concerns; and career information and 
planning. 
Through information exchanges, class discussion, and a diversity of assignments, 
students are helped to identify and understand the academic, personal and social growth 
they are about to experience (Gordon & Grites, 1984). It is theorized that a student who is 
socially and academically integrated into a university will be more positive in attitude, 
participate more in university activities and will more likely persist in college (Tinto, 
1975). 
Retention and the Freshman Seminar 
Forrest (1985) examined persistence rates for forty-four institutions. These 
institutions differed widely on two key areas: (a) The number of formal orientation 
contact hours required of all freshmen and (b) the degree to which academic advising is 
administered as a distinct function. Forrest divided the forty-four institutions into three 
groups based on the comprehensiveness of the orientation and found that 
comprehensiveness of orientation was positively associated with graduation rates. It 
should be pointed out that no test of significance was applied to these findings. 
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In recent years, research addressing the efficacy of freshman seminars has become 
more abundant. Many researchers have noted that seminars significantly enhanced 
retention, (Fidler& Moore 1993; Glass & Garrett, 1995; Reis, 1989, Starke, 1994; Stupka, 
1993), while others have found no effect for freshman seminars (Duke, 1991; Junkins, 
1972; Mark & Romano, 1982; Mclntyre, 1993; Robinson, 1986; Schulze, 1992). 
Unfortunately, in most of these studies, the student could choose whether or not to 
participate in orientation. The reasons why students elected to attend a freshman seminar 
could have obscured the true relationship between participation in freshman seminars and 
retention. For example, it would seem plausible that a student who is highly committed to 
education and/or the institution would be more likely to enroll in a freshman seminar than 
a student who is not as committed. A situation such as this would distort the results of 
any research examining the effectiveness of a freshman seminar at reducing student 
attrition. 
Pascarella, Terenzini and Wolfe (1986) found that when they controlled for such 
factors as educational aspirations, commitment to the institution, academic aptitude, high 
school grade point average and socioeconomic status, exposure to a summer freshman 
orientation had a nonsignificant effect on retention. Also, a number of studies that have 
controlled for selection bias through random assignment did not detect a significant effect 
for freshman seminars (Junkins, 1972; Mark & Romano, 1982; Walsh, 1985; Warren, 
1971; Wilkie & Kuchuk, 1989). 
Rationale for Meta-Analysis of Freshman Seminar Studies 
As discussed above, in recent years a substantial number of studies have been 
conducted to examine the effectiveness of freshman seminars at reducing the attrition rate 
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of incoming freshmen. The findings have been mixed. Some have found a significant 
effect while others have not. Meta-analysis, by employing statistical methods for 
organizing and extracting information from large masses of data, can help clarify the 
results and come to a more meaningful conclusion regarding the impact of freshman 
seminars on retention. 
The accumulation of studies permits a more accurate estimate of the population 
effect size of freshman seminars on retention. Individual studies cannot provide a 
conclusive statement in this respect. Based on the fact that freshman seminars attempt to 
address needs of students as indicated by Tinto's theory of student departure, it is 
predicted that freshman seminars will reduce student attrition. 
Also, questions have arisen about possible moderators of the relationship 
between freshman seminars and retention. One moderator of interest is selection bias. 
Since the participants in the majority of studies were not randomly assigned to groups, 
individuals who were more likely to persist may have disproportionately elected to enroll 
in the freshman seminar course, thereby distorting the assessment of the seminar's impact 
on retention. Pascarella, Terenzini and Wolfe (1986) suggested the presence of selection 
bias in studies where there was no random assignment of students to conditions. The 
implication of this is that an inverse relationship exists between the freshman seminar 
effect size and the amount of experimental control exercised in each individual study. 
Meta-analysis makes it possible to empirically examine this question. 
A second potential moderator is the number of contact hours each week between 
instructors and students enrolled in the seminar. Forrest (1985) examined the orientation 
programs of 44 colleges and universities. His results suggest that institutions with more 
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comprehensive orientation programs had higher graduation rates. Accordingly, it is 
predicted that seminars meeting twice a week will be more effective at reducing attrition 
than those that meet only once a week. Offered below are four hypotheses that should be 
testable from the accumulated research on freshman seminars: 
Hypothesis 1: Students enrolled in freshman seminars will be retained at higher 
rates than students not enrolled. 
Hypothesis 2: The degree of experimental control will be inversely related to the 
effect size for the freshman seminar. 
Hypothesis 3: Participation in a freshman seminar will be associated with a 
reduction in student attrition after controlling for selection bias. 
Hypothesis 4: The number of freshman seminar contact hours will moderate the 
relationship between enrollment in freshman seminars and retention. 
Method 
Literature Search 
The studies included for analysis consisted of published articles, doctoral 
dissertations and unpublished manuscripts that examined the impact of freshman 
seminars on retention. Relevant published articles were identified primarily through 
computer based searches on First Search using the key search terms "freshman seminar" 
and "freshman orientation course." Additional citations were obtained by working 
backward from these sources. A manual search was also conducted on the Journal of the 
Freshman Year Experience and the Journal of College Student Personnel. Doctoral 
dissertations were identified using the Dissertations Abstract International (1975-1996) 
computer database. 
Another source for studies was the Center for the Freshman Year Experience and 
Students in Transition at the University of South Carolina. The Center was established in 
1986 and has as its purpose the collection and dissemination of information about the 
first college year and other student transitions. The Center solicits information from 
colleges and universities across the country about research on freshman seminars. A 
senior official at the Center provided the name and phone number of several researchers 
at colleges and universities across the United States who have shared their work with the 
center. These researchers were contacted by phone and asked if they would provide a 
copy of the work conducted at their respective institution. The majority of them were 
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willing to share their work. 
Coded variables 
From the studies collected, two raters independently coded the studies on the 
following characteristics: (a) year study was conducted, (b) publication form (published 
or unpublished), (c) type of school (two year or four year), (d) number of times a week 
the course met or number of credits the course was worth (0-3), (e) quality of the research 
design (random assignment v. matched pair v. no random assignment or matching), and 
(f) sample size. When all of the above information was not available in the study, an 
attempt was made to obtain it by contacting the primary author. In a few instances, it 
could not be determined from the report whether a school was a two-year or four-year 
institution. In these cases, the necessary information was retrieved through the internet by 
searching the home page of the schools in question. A copy of the coding form is in 
Appendix A. Each rater coded all of the studies except for data on the freshman seminar 
at East Tennessee State University because that information was obtained via telephone 
(C.S. Burnley, personal communication, January 1998). A total of 144 decisions were 
made with 85% agreement between the two raters. The two areas where disagreement 
was highest were quality of research design (13 disagreements) and sample size (4 
disagreements). All disagreements were resolved through discussion. 
Criteria for Inclusioa The following rules were employed to select studies for the 
meta-analysis: (a) the orientation course must cover at least two of the three basic areas 
outlined previously; (b) the study must have been conducted at a four-year institution, (c) 
the freshman seminar must be the only reported intervention aimed at reducing attrition 
that the experimental group receives, but the control group does not; (d) the comparison 
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group must be of students in the same cohort — studies where comparisons were made 
across years were excluded because factors other than the freshman seminar could have 
contributed to different retention rates (i.e., economic factors or the presence of a more 
comprehensive retention effort as opposed to just a freshman seminar); (e) an effect size 
or information that would enable the computation of an effect size must be reported. 
Reports from 22 separate institutions met these inclusion criteria, yielding 41 effect 
sizes. 
A sizeable number of studies were excluded because they were conducted at two-
year institutions. Seven were excluded because they compared consecutive incoming 
freshman classes, where one entire class did not enroll while the entire class the 
following year did. Others examined only graduation rates, grade point average and/or 
attitudinal data as outcome variables. Several studies were excluded because they 
included intervention measures in addition to the freshman seminar. 
Computation and Analysis of Effect Sizes 
The outcome measure of interest is the retention rates of students enrolled in the 
seminar vs. students not so enrolled. The data are categorical in nature (i.e., retained vs. 
attrited), so a phi coefficient was calculated from chi-square data using a procedure 
outlined by Cohen (1977), Friedman (1968), and Rosenthal (1991). An effect size was 
obtained from the correlation using a formula provided by Rosenthal (1991). To preserve 
the independence of samples, only one effect size was calculated for each sample. 
Weighted effect sizes (d+) and homogeneity of effect sizes were computed using the 
formulas set forth by Hedges and Olkin (1985). These formulas are listed in appendices 
B -D. 
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In addition to overall effect sizes, a homogeneity statistic (Qw) was calculated for 
each set of data. A homogeneity statistic is essentially a chi-square test, and a significant 
QW indicates that the weighted mean effect size does not adequately describe all of the 
effect sizes and further moderator analyses are warranted. To conduct a moderator 
analysis, the complete set of studies is broken down into subsets based on predetermined 
moderators (i.e., one-hour courses vs. two-hour courses). While QW describes 
homogeneity within each subset, QB indicates the degree of homogeneity between sets of 
subclasses. A significant Qb indicates that the subclasses have different population 
means. In the case of contact hours, a significant QB would indicate that the number of 
contact hours moderates the rate of retention. 
It is frequently the case that the distribution of effect sizes are heterogeneous 
(Hedges, 1987). Heterogeneity may result from factors such as true moderator variables 
and outliers. Moderator variables are addressed through a moderator analysis. Hedges 
and Olkin (1985) suggest that outliers should be addressed to obtain a more accurate 
assessment of the population effect size and within class homogeneity. Outliers should be 
systematically removed until homogeneity is achieved or 20% (top ten percent and 
bottom ten percent) of the data has been removed. 
Moderator Analysis: Quality of Research Design 
The quality of research design as a potential moderator was tested by grouping 
studies according to their rating of design quality. The three ratings of design quality are 
high quality, moderate quality and low quality. To be classified as a high quality study, 
students must have been randomly assigned to the seminar and control group. 
Researchers must not have allowed students to self-select into the course. To be classified 
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as a study of moderate quality, students who have self-selected into the freshman seminar 
must have been matched with a person not enrolled on at least one variable predictive of 
persistence in college (i.e., ACT scores, SAT scores or high school grade point average ). 
To be classified as a study of poor quality, students must have self-selected into the 
course and the researcher reported no effort to match students enrolled with those not 
enrolled on relevant characteristics. 
Moderator Analysis: Number of Contact Hours 
To test the hypothesis that number of contact hours moderates the effect size, the 
studies were broken into two groups. Studies were differentiated based on whether they 
met once a week or twice a week. If the number of times a week a course met was not 
explicitly stated, the reported number of credit hours was used as a proxy for contact 
hours. Those that were worth zero or one credit were placed in the subclass that met once 
a week and those that were worth two or more credits were assigned to the subclass that 
met twice a week. The reason for this differentiation is that courses worth zero or one 
credit generally only meet once a week, while courses worth two or more credits 
generally meet twice a week. 
File Drawer Analysis 
Since the poor quality design where no extraneous variables are controlled is the 
most common design for examining the effect of seminars on student attrition, a file 
drawer analysis was performed on this subset of data. A file drawer analysis determines 
how many null results would be needed to bring the weighted effect size to a just 
significant value of p = .05 (Rosenthal, 1991). The formula for a file drawer analysis is 
given in Appendix E. 
Results 
A summary of the number of samples and their respective sizes by design quality 
and number of contact hours is given in Table 1. Overall effect sizes along with 
confidence intervals are summarized in Table 2. Moderator and outlier analyses are 
summarized in Table 3. The results are organized into the following subsections: (a) 
overall freshman seminar effect; (b) the impact of the quality of the research design; (c) 
the impact for number of credit hours; (d) the interaction of design quality and number of 
credit hours, (e) and the file drawer analysis of poor quality studies. 
Table 1. 
Number of Samples and Aggregate Sample Sizes 
for Each Category 
Variable and class 
Samples 
(k) 
Aggregate Sample Size 
(N) 
Design quality 41 35143 
Poor quality 24 30212 
Moderate Quality 10 4022 
High Quality 7 909 
Number of contact hours 37 34740 
Once a week 10 7230 
Twice a week 27 27510 
Note: k = Number of studies included in each category and N = total number of 
Individuals across the k samples. 
Overall effect 
When all available effect sizes were meta-analyzed, Table 2 shows a significant 
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effect of. 14 for freshman seminars with p < .00000 . However Q w (40, 35143) = 86.91, 
p< .00003, indicating that all of the effect sizes do not share a common population effect 
size. As a result, moderator analyses were conducted. 
Table 2. 
Summary of Effect Sizes for Freshman to Sophomore 
Retention at Four Year Institutions Only 
95% CI for d+ 
Variable and class d+ Lower Upper p-value 
Design quality 0.14 0.11 0.16 .00000 
Poor quality 0.14 0.11 0.16 .00000 
Moderate Quality 0.16 0.10 0.22 .00000 
High Quality 0.06 -0.07 0.19 .18 
Number of contact hours 0.14 0.12 0.16 .00000 
Once a week 0.08 0.03 0.13 .001 
Twice a week 0.15 0.13 0.18 .00000 
Note: Significance effect sizes are indicated by confidence intervals that do not 
include 0. d+ = mean sample weighted effect size; CI = confidence interval 
Moderator Analysis: Design Quality 
The estimated effect sizes for poor quality (. 14) and moderate quality (. 16 ) 
studies were over twice as large as the estimated effect size for high quality studies (.06), 
but QB (2, 35764) = 1.69, p >.05 indicated that the effect sizes were not significantly 
different. Since the subset of poor quality studies was heterogeneous, four effect sizes 
were removed from that subset leaving 20. The weighted effect size decreased from . 14 
to . 12. Qw for the poor quality studies decreased to a nonsignificant level with Qw (19, 
24440) = 23.51, p < .22, while QB was raised to a significant level (p<05). Also, the 
confidence interval for high quality studies was the only one to encompass zero with a 
17 
lower bound of -.07. 
Table 3. 
Categorical Moderators for Freshman to Sophomore 
Retention for Four Year Institutions Only 
Results with outliers removed 
Variable and class 
Qb k d+ Qw 
removed 
Q b d+ Qw 
Design quality 1.69 41 0.14 6.98* 
Poor quality 24 0.14 67.28 " 4 0.12 23.51 
Moderate Quality 10 0.16 14.08 0 0.16 14.08 
High Quality 7 0.06 3.86 0 0.06 3.86 
Number of contact hours 6.08* 37 0.14 5.21* 
Once a week 10 0.08 15.30 0 0.08 15.30 
Twice a week 27 0.15 60.40 ~ 4 0.15 22.65 
Note: Significance of Q statistic indicates rejection of the hypothesis of homogeneity for a 
one-tailed test, k = number of studies in each analysis; Qb = between class goodness-of-fit 
statistics; Qw = homogeneity of effect sizes within each class; * p< .05. **p < .01. 
Moderator Analysis: Number of Contact Hours 
Table 2 reveals two-hour courses had a significantly larger weighted effect size 
(.15) than one hour courses (.08) with QB (1, 34740) = 6.08, p<05. The sample of one 
hour studies was homogeneous while the sample of two hour courses was not. After the 
removal of four outliers, Qw for two-hour classes became nonsignifcant with Qw ( 22, 
19454) = 22.65, p< .42, indicating the effect sizes for two-hour courses are 
homogeneous. Qb (1, 28842) = 5.21, p<05 once outliers were removed. 
Interaction of Design Quality and Number of Contact Hours 
Since it was possible that the moderator of design quality could have biased the 
moderator analysis of number of contact hours or vice versa, the effect sizes were broken 
down into groups based on the number of number of contact hours for the seminar and 
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the rating of design quality. The results are reported in Table 4. The weighted effect size 
for poor quality studies that met once a week is .04, and the weighted effect sizes for 
studies that met twice a week is . 15. The weighted effect size for moderate quality studies 
that met once a week is . 12, and the weighted effect size for moderate quality studies that 
met twice a week is .22. Finally, the weighted effect size for high quality studies that met 
once a week is . 12, and the weighted effect size for high quality studies that met twice a 
week is . 11. 
Table 4. 
Summary of Effect Sizes by 
Design Quality and Number of Contact Hours 
Variable and class d+ 
95% CI f o r d 























































Note: Significance effect sizes are indicated by confidence intervals that do not include 0. 
d+ = mean sample weighted effect size; CI = confidence interval 
File Drawer Analysis of Poor Quality Studies 
A file drawer analysis determines how many null results would be needed to 
bring the weighted effect size to a just significant value of p = .05 (Rosenthal, 1991). The 
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file drawer analysis on the subset of poor quality studies indicated that 1328 effect sizes 
with a null result would be needed to bring the significance level to p = .05. 
Discussion 
When all of the effect sizes for freshman seminars were meta-analyzed 
collectively, the weighted effect size of .14 was significant (p < .00000), which supports 
the first hypothesis: students enrolled in a freshman seminar are retained at higher rates 
than students not so enrolled. However, QW was significant, indicating the presence of 
moderators. As a result, a moderator analysis was conducted. Specifically, the number of 
contact hours and design quality were tested as potential moderators. 
Moderator Analysis: Design Quality 
The first moderator of interest was design quality. The weighted effect size for 
low quality studies (.14) and moderate quality studies (.16), where students could self-
select into the course, was over twice as large as the weighted effect size for high quality 
studies (.06), where students were randomly assigned. That the effect size for high quality 
studies is smaller than the effect size for moderate and poor quality studies is consistent 
with our second hypothesis: the degree of experimental control will be inversely related 
to the effect size for freshman seminars. When outliers are removed from the subgroup of 
poor quality studies, QB became significant, suggesting that at least some of the effect 
attributed to freshman seminars is actually due to selection bias. In fact, the confidence 
interval for high quality studies was the only one to encompass zero, with a lower bound 
of -.07. This finding fails to support our hypothesis that freshman seminars have a 
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significant effect on retention after controlling for selection bias. When more rigorous 
experimental design procedures were utilized, the freshman seminar failed to show a 
significant increase in retention rates. 
The remaining question is what can this selection bias be attributed to? Pascarella 
and Chapman (1983) collected data from 11 post-secondary institutions and found that 
social integration had a greater influence on persistence than did academic integration at 
residential universities. The majority of institutions included in the present research are 
residential institutions; and therefore it would be expected that social integration would 
prove to be significant indicator of persistence. 
Freshmen entering the University of South Carolina in 1990 were administered 
the Cooperative Institutional Research Program (CIRP) annual survey in the summer 
prior to enrollment. Fidler (1993) compared the responses of students who elected to 
enroll in the freshman seminar to the responses of those students not enrolled. He found 
that students enrolled reported themselves as (a) being more likely to join a fraternity or 
sorority, (b)more likely to rate themselves as popular in high school, (c) having a greater 
desire to influence political structure and social values, (d) more likely to seek out 
administrative responsibility, and (e) more likely to participate in community actions. 
Given the characteristics of students who seek out the freshman seminar, it is 
possible that they are more willing and/or able to become involved with the university, 
thereby increasing the likelihood of social integration. The present research suggests that 
conditions where students could self select into the course yield larger weighted effect 
sizes than conditions where students are randomly assigned due to the fact that students 
who seek the course out are more inclined to integrate socially at the institution. As a 
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result, they are more likely to persist even without attending the freshman seminar. 
One unexpected finding was that studies using a matching design had a larger 
weighted effect size than the set of studies where no experimental control was exercised. 
One possible explanation is that these differences are due to second order sampling error 
and do not reflect the true differences due to varying levels of experimental control. 
Second order sampling error is a condition in which the distribution of study effect sizes 
for the sample is not representative of the population distribution of effect sizes. The 
alternative explanation is that studies in which students are matched result in larger effect 
sizes than studies where no control is exercised. 
SAT scores and high school grade point average are well known predictors of 
student persistence. Tying this back to Tinto's Theory of Departure, it is reasonable to 
assume that an individual who is intelligent and motivated to earn good grades will 
integrate academically more easily than someone who is not as intelligent and not as 
motivated. Shanley (1996) compared students enrolled in the freshman seminar at the 
University of South Carolina to those not enrolled on various criteria for the years 1979 
to 1986. He found that participants in the freshman seminar had SAT scores that were 
significantly lower than those of students not enrolled. The mean SAT for those enrolled 
was 876, while the mean SAT for those not enrolled was 948. Schulze (1992) also found 
that students enrolled in the freshman seminar at the University of Texas at Arlington 
tended to have lower SAT scores than students not enrolled. Fidler (1996) also found that 
students enrolled in the freshman seminar at the University of South Carolina reported 
their average high school grades to be lower than students who were not so enrolled. 
If the results of these researchers generalize to all institutions that allow students 
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to self-select into the freshman seminar, it would be expected that students not enrolled in 
the seminar would more easily integrate academically at the institution than students 
enrolled in the seminar. Acccordingly, it would be expected that the matched control 
condition would yield a larger weighted effect size than the condition where no control 
was exercised. 
Although the subset of high quality studies did not have a weighted effect size 
that was significantly different from zero, there is still not conclusive evidence to 
discount the effectiveness of freshman seminars at reducing student attrition. The number 
of studies (7) and the overall sample size (963) are quite small by meta-analytic 
standards. As result, the test lacked substantial statistical power, as evidenced by the large 
confidence interval surrounding the weighted mean for this sub-group. Accordingly, the 
present research does not conclusively rule out the possibility that freshman seminars 
have a positive effect on retention. 
On a more practical level, the weighted effect size for high quality studies is not 
significantly different from zero, but it is positive. Assuming that .06 is the true 
population effect size for freshman seminars, an examination of the economic impact of a 
seminar at an institution that enrolls approximately four thousand freshmen each year and 
has an annual tuition of $5,000 would show that instituting a freshman seminar would 
still generate a substantial amount of revenue. An effect size of .06 would equate to a 
difference between the groups of approximately 3%. Though this difference might not 
appear to be substantial, it would generate an extra $600,000 in revenue from tuition 
alone if 3% more freshmen persisted to and completed their second year. If this 
difference remained through graduation, the amount of revenue generated per incoming 
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class would be approximately 1.8 million dollars. This figure represents revenue from 
tuition payments only and does not reflect any of the other benefits associated with 
having students persist in school, such as revenue from housing, dining and bookstore 
sale. In states that practice performance budgeting, a small increase in retention could 
result in more state funding. There is the non-monetary benefit of an improved academic 
reputation. Also, the freshman seminar benefits the student who might otherwise have 
dropped out. 
The majority of research addressing the effect of freshman seminars on student 
retention has made no attempt to control for selection bias or potential differences in 
ability of students enrolled and not enrolled. To determine how many additional effect 
sizes with null results would be needed to render the effect size for this subgroup to a just 
significant level, a file drawer analysis was conducted (Rosenthal, 1991). The file drawer 
analysis revealed that 1328 effect sizes with a null effect would need to exist to render the 
weighted effect size to a just significant level. The odds of this being the case are remote. 
So we can say with considerable confidence that when no attempt is made to control for 
selection bias, students enrolled in seminars will be retained at higher rates than students 
not enrolled. The critical question that remains is exactly how much of this effect can be 
attributed to selection bias and the freshman seminar respectively. 
Theoretical arguments support the premise that freshman seminars instill 
necessary knowledge for persisting in school and encourage relationships with other 
students. It is possible that these two elements result in greater freshman to sophomore 
persistence. On the other hand, it is possible that students who are more motivated and/or 
able to integrate socially enroll in the freshman seminar at higher rates than do students 
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who are not as inclined to integrate socially. As a result, when they are compared to 
students who were not enrolled in freshman seminars, they are shown as being retained at 
higher rates and this difference is erroneously attributed to the seminar when in fact it 
was the qualities of the students enrolled that caused the difference. A third alternative is 
that both of the above mentioned factors are operating. Students who are motivated to 
integrate socially seek out the course and the course supplies those enrolled with 
K.S.A.O.'s that enhance persistence in school. The present research does not answer the 
above question unequivocally. It does suggest that selection bias may have distorted the 
results of much of the research conducted to date in this area. 
Moderator Analysis: Number of Contact Hours 
Once a college or university decides to implement a freshman seminar, it must 
then decide how the course is to be structured. One important issue is the number of 
credit or contact hours associated with the course. There are those who argue that a 
freshman seminar is not an "academic" course; therefore, more than one academic credit 
is not justifiable. Conversely, others assert that the freshman seminar teaches skills a 
student can utilize in all of his/her classes and also outside of the classroom. 
Consequently, they feel the freshman seminar is at least as important as a traditional 
course for the development of the student and should be worth more than one credit. The 
present research suggests that colleges and universities that have instituted a freshman 
seminar for the purpose of reducing student attrition would achieve more favorable 
results from a course that met twice a week as opposed to a course that met only once a 
week. When the effect sizes were broken down into two groups based on number of 
contact hours, courses that met two or more times a week had a greater impact on 
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retention than courses that only met once a week. This finding is consistent with that of 
Forrest (1985) and supports the hypothesis that the number of contact hours moderates 
the degree of effect. 
Although freshman seminars that met twice a week had a significantly larger 
effect size than freshman seminars that met once a week, it must be pointed out that this 
result could be due to factors other than an incremental effect for contact hours. It is 
possible that courses requiring students to meet twice a week attract only highly 
motivated students, while seminars that require students to meet only once a week attract 
students who are highly motivated along with students who are less motivated. As a 
result, it is possible that the difference in effect size between freshman seminars meeting 
once a week and twice a week is not due to an incremental effect for contact hours, but 
rather to an increased effect for selection bias. 
When studies were broken down by design quality and number of contact hours, 
the weighted effect sizes for poor quality studies and moderate quality studies yield 
results consistent with the previous analysis. Within the subset of poor quality studies and 
moderate quality studies, courses that met twice a week had a larger weighted effect size 
than courses that met once a week. However, in the subset of high quality studies, courses 
that met once a week had a slightly higher weighted effect size than courses that met 
twice a week. This finding lends a small degree of credibility to the alternative hypothesis 
that students who seek out courses that meet twice a week are more motivated to persist 
than students who are willing to attend a course that meets once a week. It should be 
noted that these results are based on a very small number of studies per cell and do not 
definitively answer the question. 
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Qualifying Statement 
It should be pointed out that that of the 41 effect sizes, eight of them were 
obtained from research conducted at the University of South Carolina (USC) and seven 
of them were obtained from the University of Prince Edward Island (UPEI). If there is an 
aspect of the freshman seminar at USC or UPEI that is not reflective of freshman 
seminars in general, but which affects the obtained effect size, there is the potential that 
the results of the present meta-analysis are less generalizable. However, it should be 
noted that the freshman seminar at USC is used as a model by many institutions 
introducing seminars, including many of the institutions whose reports are included in the 
present study. The seminar at UPEI is one of those patterned after the USC course. As a 
result, it is unlikely that the freshman seminar at USC or UPEI differs markedly from the 
freshman seminar at the majority of institutions included in the present research. 
Though the present meta-analysis of 41 effect sizes is more resistant to the 
distorting effects of sampling error than any individual study, the reader should not infer 
that sampling error has been eliminated. This is especially true of the subgroups of 
studies where very little data are available (such as studies where students were randomly 
assigned to conditions). Hunter and Schmidt (1990) noted that when the number of effect 
sizes are small "there will be second order sampling error." As a result, as more primary 
studies become available, they should be included in the meta-analytic database. 
Suggestions for Future Research 
To accurately measure the impact of freshman seminars on retention, more 
research must be done. Specifically, research where students are randomly assigned to 
conditions and selection bias is controlled for. This requirement is a difficult one to hold 
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institutions to. To require half of an incoming class to take a seminar while not allowing 
the other half access to the course is something most administrators are unwilling to do. 
One possible solution to this problem is the one taken by Mark and Romano 
(1982) and Strumpf and Hunt (1993). These researchers randomly assigned a group of 
incoming students who had expressed interest in the course beforehand. Strumpf and 
Hunt reported a significant effect while Mark and Romano did not. Although this design 
is not as informative as randomly assigning an entire freshman class, it is more feasible 
and eliminates selection bias. One drawback of this approach is that results can only be 
generalized to students who are interested in taking the course. 
Second, assuming that the significant effect for contact hours is not due to 
selection bias, it would be beneficial to know whether freshman seminars lasting one year 
resulted in greater retention rates than courses that were only one semester long. This 
question could be addressed meta-analytically. 
Third, the present research addresses the effect of freshman seminars at four-year 
institutions only. The composition of students at two-year schools tends to be different 
and the attrition problem even more severe than at four-year schools. As a result, the 
effects of freshman seminars at two-year schools could be examined meta-analytically. 
These results could then be compared to those obtained at four-year schools. 
To summarize, there is evidence to indicate that seminars that meet twice a week 
will be more effective than seminars that meet only once a week, supporting the findings 
of Forrest (1985). Also there is some evidence to suggest selection bias may have 
distorted the results of many studies. To address the effect of freshman seminars on 
student persistence, more research where students can self-select into the seminar will 
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provide little new information. What is necessary is more high quality research where 
selection bias is controlled. 
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Appendix A: Coding form for retention studies. 
Coding Form for Retention Studies 
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Study # Name of Rater 
Name of author 
Year Conducted 
Name of Institution where study was conducted 
Was this study published in an academic journal? • • 
(i.e. Review of Educational Research, Journal of Yes No 
the Freshman Year Experience, NACADA, etc.)? 
Was it a two-year or four-year institution? • • 
two year four year 
How much academic credit was the course worth? 
• • • • 
no credit one credit two or more info not available 
Once a Week Twice a Week 
Rate the quality of the research design. 
1. Subjects were not randomly assigned to groups and • 
were not matched on any variables predictive of 
persistence in college. 
2. Subjects were not randomly assigned to groups, but • 
were matched on at least one variable predictive of 
performance in college. 
3. Subjects were randomly assigned to groups • 
Outcomes: Fill out following information on freshman to sophomore retention and/or graduation 
rates. 
Freshman to sophomore retention 






Appendix B: Formulas used to calculate a phi coefficient from chi-square results and an 
effect size from phi 
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Calculation of a phi coefficient from chi-square results (Cohen, 1977) (Friedman, 1968) 
(Rosenthal, 1991) 
Formula for transformation of a correlation to an effect size (Rosenthal, 1991) 
2r 
d = yr: 
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Appendix C: Formulas for weighted effect size and variance for each individual effect 
size 
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Formula for weighted effect size (Hedges & Olkin, 1985) 
K K 
d+ = 2 . " IA \ / 2 7 
Where a2(d;) is given by 





 njC + 2 (n j E +nj C ) 
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Appendix D: Formulas for within-class and between class tests of homogeneity 
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Formula for within-class test of homogeneity (Hedges & Olkin, 1985) 
" ° (d.) 
Where 
dij = effect size for the j111 element in the i"1 class 
di+ = weighted effect size for the class 
Formula for between-class test of homogeneity (Hedges & Olkin, 1985): 
P Mi
 2 
•y (di+ - d++) 
Q B = Z L 
Where 
CT (dy) 1=1 J=l v J / 
th d;+ = weighted effect size for the i class 
d++ = Total weighted effect size for all i classes 
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Appendix E: Formulas for file drawer analysis (Rosenthal, 1991). 
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Formula to bring the overall p to any desired level, say p = .05 (Z = 1.645) (Rosenthal, 
1991) X=K\K*Zr -2.706] 
2.706 
Where 
K = number of effect sizes 
