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1. Introduction
Let G = (V, E) be a simple graph with vertex set V and edge set E. Its order is denoted by ν (= |V |),
and its size by  (= |E|). We write u ∼ vwhenever vertices u and v are adjacent, and A for the (0, 1)-
adjacency matrix of G. The largest eigenvalue of A, denoted by ρ (= ρ(G)), is also called the index (or
spectral radius) of G. The degree of a vertex v is denoted by deg(v). For further details see [7] (or [8]).
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Recall first that a split graph is a graphwhose vertex set canbedivided into two subsets, one forming
a co-clique, the other forming a clique, and all other edges (cross edges) join two vertices belonging to
different subsets. A nested split graph (or NSG for short) is a split graphwith a nesting property imposed
on the cross edges; namely, the vertices of the co-clique can be ordered so that their neighbors in the
clique are nested subsets. Equivalently, a graph is an NSG, if its vertices can be ordered so that j ∈ E
implies ik ∈ E whenever i  j and k  . They are also recognized to be {2K2, P4, C4}-free graphs,
and thus are threshold graphs according to Chvátal and Hammer [6], who introduced them in 1977
(for more details see also [10]). In the context of spectral graph theory this class of graphs is important
because any graph with maximal index in the set of connected graphs of fixed order and size must
be an NSG. The problem of finding the graph(s) with maximal index in certain classes of graphs was
proposed by Brualdi and Hoffman (see [4]). So far, the connected graphs of fixed order and size, with
maximum index have not been identified in the general case.
If we restrict ourselves to connected bipartite graphs, then the analogous question can be posed.
Some results relevant to the latter problem can be found in [3,5]. The structure of graphs which now
arises is considered in [1,2] and, independently, in [3]. According to [2], any such graph must be a
double nested graph (or DNG for short) or, according to [3], a chain graph (more details will be given in
the next section). We note here that DNGs appear in [1,2] in studying graphs whose least eigenvalue
is minimal among the connected graphs of fixed order and size.
There are not too many papers dealing with bounds for the index of bipartite graphs. Besides [3,5],
see, for example, [9]. If we restrict ourselves to DNGs, then the only relevant reference is [3]. In this
paper, we exploit the eigenvector technique for obtaining lower and upper bounds for the index of
DNGs. This paper is prepared in the same spirit as [11].
The rest of the paper is organized as follows. In Section 2, tomake the papermore self-contained,we
include some basic details on the structure of DNGs. In Section 3, we investigate the relation between
the parameters of a DNG and the components of an eigenvector corresponding to the index. In Section
4, we deduce ourmain results, the lower and upper bounds for the index of DNGs. In Section 5, we give
some applications in bounding the index of NSGs. Finally, in Section 6, we give some computational
results for attesting the quality of the new bounds.
2. Double nested graphs
In this section, we describe the structure of connected DNGs (so isolated vertices are ignored). The
vertex set of any such graph G consists of two colour classes (or co-cliques). To specify the nesting,
both of them are partitioned into h non-empty cells
⋃h
i=1 Ui and
⋃h
i=1 Vi, respectively; all vertices inUs
are joined (by cross edges) to all vertices in
⋃h+1−s
k=1 Vk , for s = 1, 2, . . . , h. Denote by (w) the set of
neighbors of a vertex w. Hence, if u′ ∈ Us+1 and u′′ ∈ Us, v′ ∈ Vt+1 and v′′ ∈ Vt then (u′) ⊂ (u′′)
and (v′) ⊂ (v′′) , and this makes precise the double nesting property (here 1  s, t  h).
Ifms = |Us| and ns = |Vs| (s = 1, 2, . . . , h), then G is denoted by
DNG(m1,m2, . . . ,mh; n1, n2, . . . , nh) .
We also writem = (m1,m2, . . . ,mh) and n = (n1, n2, . . . , nh), and then, for short, G = DNG(m; n).
We now introduce some notation to be used later on. Let
Ms =
s∑
i=1
mi and Nt =
t∑
j=1
nj , for 1  s, t  h.
Thus G is of order ν = Mh + Nh, and size  = ∑hs=1 msNh+1−s. Observe that Nh+1−s is the degree of
a vertex u ∈ Us; the degree of a vertex v ∈ Vt is equal to Mh+1−t . We will denote them by d′s and d′′t ,
respectively.
We next define the following three quantities:
eˆs = msNh+1−s,
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the number of cross edges with one end in Us;
es =
s∑
i=1
eˆi =
s∑
i=1
miNh+1−i,
the total number of cross edges with one end in U1,s := ⋃sk=1 Uk;
e¯s = MsNh − es =
s∑
j=1
mj(Nh − Nh+1−j),
the total number of cross non-edges with one end in U1,s.
More generally, we define
Ms,t =
t∑
i=s
mi = Mt − Ms−1 , Ns,t =
t∑
j=s
nj = Nt − Ns−1 ;
on the other hand, not quite analogously, we define es,t as follows:
es,t =
t∑
i=s+1
miNh+1−i = et − es.
Similarly,we can introduce further parameters ifweexchange the roles of sets of∪hi=1Ui and∪hj=1Vj .
The parameters that arise in this way will be named by the letter f .
The following invariants for DNGs will be of interest in Section 4. If G is a DNG then
σ(G) =
h∑
s=1
ms
h+1−s∑
j=1
njeh+1−j,h,
and analogously
τ(G) =
h∑
t=1
nt
h+1−t∑
i=1
mifh+1−i,h.
We next prove:
Proposition 2.1. If G is a DNG, then
σ(G) = τ(G) = 2 − ∑
(s,t)∈Th
eˆsfˆt,
where Th = {(s, t) : 1  s  h, 1  t  h, s + t  h + 1}.
Proof. Since es,h = eh − es, we have
h∑
s=1
ms
h+1−s∑
j=1
njeh+1−j,h = 2 −
h∑
s=1
ms
h+1−s∑
j=1
njeh+1−j.
Exchanging the order of summation, we obtain
h∑
s=1
ms
h+1−s∑
j=1
njeh+1−j =
∑
(s,j)∈Th
msnjeh+1−j =
h∑
j=1
h+1−j∑
s=1
msnjeh+1−j.
Next, we have
h∑
j=1
njMh+1−jeh+1−j =
h∑
j=1
⎛
⎝fˆj
h+1−j∑
s=1
eˆs
⎞
⎠ = ∑
(s,j)∈Th
eˆsfˆj.
Therefore σ(G) = 2 −∑(s,t)∈Th eˆsfˆt . The rest follows by symmetry. 
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We nowmention some general observations about the above parameters. First, we claim
1  h  min
{
ν
2
,
−1 + √1 + 8
2
}
.
The lower bound is attained whenever G is a complete bipartite graph. In this case, h = 1 and M1 =
(ν + √ν2 − 4)/2, and so a complete bipartite graph does not exist for every ν and .
To obtain the upper bound, note that h is largest if allmi’s and ni’s are equal to one. Thus in general
we have that h+ (h−1)+· · ·+1  , and consequently h2+h
2
 . On the other hand h  ν
2
, which
establishes our claim.
Next, for fixed ν and , we first note that when h  2, we have
 + [(h − 1) + (h − 2) + · · · + 1]  MhNh,
where the second sum estimates the number of cross non-edges at each level. The equality holds if
and only if m1 = Mh − (h − 1), m2 = · · · = mh = 1, or equivalently, n1 = Nh − (h − 1), n2 =· · · = nh = 1. Therefore, it follows easily that
1
2
⎡
⎣ν −
√√√√ν2 − 4
(
 +
(
h
2
))⎤⎦  Mh,Nh  1
2
⎡
⎣ν +
√√√√ν2 − 4
(
 +
(
h
2
))⎤⎦ .
Note that the argument of the square root is always positive.
Next we observe that
 
(
h + 1
2
)
+ max{Mh − h,Nh − h},
where the expression to the right counts guaranteed edges in the subgraph with allmi’s and nj ’s equal
to 1, and some of the remaining edges. Clearly, equality holds if and only if mh = Mh − (h − 1),
nh = Nh − (h − 1), andm1 = · · · = mh−1 = n1 = · · · = nh−1 = 1. Therefore
max{Mh,Nh}   −
(
h
2
)
.
We remark that the above bounds can be useful in generating DNGs of a given order and size.
In the remainder of this section we point out one interesting feature of DNGs. Let α, β be natural
numbers, and let αm, βn be new h-tuples obtained by multiplying entries by α, β respectively.
Proposition 2.2. If G = DNG(m; n) and G′ = DNG(m′; n′), where m′ = αm and n′ = βn, then
ρ(G′) =
√
αβ ρ(G).
Proof. Clearly, U1 ∪ · · ·∪Uh ∪V1 ∪ · · ·∪Vh is an equitable partition in G, and analogously, U′1 ∪ · · ·∪
U′h ∪ V ′1 ∪ · · · ∪ V ′h in G′ (see, for example, [8, p. 83]). Then the adjacency matrices of divisors have the
following form
⎡
⎣ O B
C O
⎤
⎦ ,
⎡
⎣ O B′
C′ O
⎤
⎦ ,
where B′ = βB and C′ = αC. Considering the squares of thesematrices, we easily get ρ(G)2 = ρ(BC)
and ρ(G′)2 = ρ(B′C′), and the proof immediately follows. 
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3. ρ-Eigenvectors of DNGs
For a connected DNG G, of order ν and size , let ρ = ρ(G) be its index. Since A is a non-negative
and irreducible matrix, an eigenvector corresponding to the index can be taken to be positive. Unless
stated otherwise, we will denote it by
x = (x1, x2, . . . , xν)T ;
also we will usually take
∑ν
i=1 xi = 1. We will refer to xi as the weight of a vertex vi.
We first observe that all vertices within the sets Us and Vt , for fixed s and t (1  s, t  h), have
the same weight, since they belong to the same orbit of the automorphism group of G. Let xu = as if
u ∈ Us, while xv = bt if v ∈ Vt .
In the rest of the section, due to symmetry, we will put focus mainly on relations involving ai’s
(similar relations for bi’s are obtained by interchanging the roles ofmi’s and ni’s).
From the eigenvalue equations for ρ , applied to any vertex of Us, we obtain
as = 1
ρ
h+1−s∑
j=1
njbj , for s = 1, . . . , h . (3.1)
Similarly, we have
bt = 1
ρ
h+1−t∑
i=1
miai , for t = 1, . . . , h . (3.2)
By normalization we have
h∑
i=1
miai +
h∑
j=1
njbj = 1. (3.3)
Therefore we easily obtain
as = 1
ρ
⎛
⎝1 − h∑
i=1
miai −
h∑
j=h+2−s
njbj
⎞
⎠ , for s = 1, . . . , h . (3.4)
Next, using (3.2) for t = 1, we obtain
as = 1
ρ
⎛
⎝1 − ρb1 − h∑
j=h+2−s
njbj
⎞
⎠ , for s = 1, . . . , h . (3.5)
Similarly, we have
bt = 1
ρ
⎛
⎝1 − ρa1 − h∑
i=h+2−t
miai
⎞
⎠ , for t = 1, . . . , h . (3.6)
Setting ah+1 = bh+1 = 0, we next obtain
ρ(as − as+1) = nh+1−sbh+1−s , for s = 1, . . . , h − 1, (3.7)
and
ρ(ah − ah+1) = n1b1 , for s = h . (3.8)
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Since all components of x are positive, we conclude that
as+1 < as , for s = 1, . . . , h − 1, (3.9)
and similarly, that
bt+1 < bt , for t = 1, . . . , h − 1. (3.10)
Note that from (3.8) we also have
ah = n1
ρ
b1 and bh = m1
ρ
a1. (3.11)
In addition, putting s = 1 in (3.1) and t = 1 in (3.2), and using (3.3), we obtain
ρ(a1 + b1) = 1 . (3.12)
Therefore, from (3.5) and (3.6) we also have
as = a1 − 1
ρ
h∑
j=h+2−s
njbj , for s = 1, . . . , h (3.13)
and
bt = b1 − 1
ρ
h∑
i=h+2−t
miai , for t = 1, . . . , h . (3.14)
In the next seven lemmas we focus our attention on bounding ai’s (and so also bj ’s in parallel).
Lemma 3.1. For any s = 1, . . . , h, we have
Nh+1−s
ρ
bh+1−s  as 
Nh+1−s
ρ
b1. (3.15)
Proof. From (3.1) we have
as = 1
ρ
h+1−s∑
j=1
njbj .
Therefore (3.15) follows immediately, since bj ’s are strictly decreasing – see (3.10). 
Similarly we can prove: if 1  j  i − 1 then for any i  hwe have
Nh+2−i,h+1−j
ρ
bh+1−j  aj − ai  Nh+2−i,h+1−j
ρ
bh+2−i. (3.16)
In addition, we have:
Lemma 3.2. For any s = 1, . . . , h we have
a1 − bh+2−s
ρ
Nh+2−s,h  as  a1
(
1 − m1
ρ2
Nh+2−s,h
)
. (3.17)
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Proof. From (3.13) we have
as = a1 − 1
ρ
h∑
j=h+2−s
njbj.
Therefore (3.17) follows, since bi’s are strictly decreasing. For the upper bound we have used the fact
that bh = m1a1ρ ; cf. (3.11). 
Lemma 3.3. For any s = 1, . . . , h, we have
as  a1
(
1 − 1
ρ2
fh+1−s,h
)
. (3.18)
Proof. We use induction on s. For s = 1, the inequality is reduced to a1  a1. Next, let us assume that
as  a1
(
1 − 1
ρ2
fh+1−s,h
)
, for some s  1. From (3.7), using first (3.2), we obtain successively
as+1 = as − 1
ρ
nh+1−sbh+1−s
= as − nh+1−s
ρ2
s∑
i=1
miai
 a1
(
1 − 1
ρ2
fh+1−s,h
)
− nh+1−s
ρ2
Msa1
= a1
(
1 − 1
ρ2
fh−s,h
)
and the proof is completed. 
Lemma 3.4. For any s = 1, . . . , h, we have
as 
b1
ρ
(
Nh+1−s − n1
ρ2
f¯h+1−s
)
. (3.19)
Proof. From (3.1), and the second inequality in (3.17) applied to bj ’s, we have
as = 1
ρ
h+1−s∑
j=1
njbj
 1
ρ
h+1−s∑
j=1
njb1
(
1 − n1
ρ2
(
Mh − Mh+1−j)
)
= b1
ρ
(
Nh+1−s − n1
ρ2
f¯h+1−s
)
and the proof follows. 
Clearly, (3.19) is an improvement of the right hand side of (3.15). Yet another improvement is given
later (see (3.24)).
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Lemma 3.5. For any s = 1, . . . , h, we have
as 
b1Nh+1−s
ρ
⎛
⎝1 − 1
ρ2
h+1−s∑
j=1
njeh+1−j,h
Nh+1−s
⎞
⎠ . (3.20)
Proof. From (3.1) and (3.18) applied to bj ’s we obtain
as = 1
ρ
h+1−s∑
j=1
njbj
 1
ρ
h+1−s∑
j=1
njb1
(
1 − 1
ρ2
eh+1−j,h
)
= b1Nh+1−s
ρ
⎛
⎝1 − 1
ρ2
h+1−s∑
j=1
nj
Nh+1−s
eh+1−j,h
⎞
⎠ . 
Note that from (3.20) we can deduce that
as 
b1Nh+1−s
ρ
(
1 − es,h
ρ2
)
. (3.21)
Lemma 3.6. For any s = 1, . . . , h, we have
as  a1
⎛
⎝1 − 1
ρ2
fh+1−s,h + 1
ρ4
h∑
i=h+2−s
ni
h+1−i∑
j=1
mjfh+1−j,h
⎞
⎠ . (3.22)
Proof. From (3.13) and (3.20) we have
as = 1
ρ
⎛
⎝ρa1 − h∑
i=h+2−s
nibi
⎞
⎠
 a1 − 1
ρ
h∑
i=h+2−s
ni
a1Mh+1−i
ρ
⎛
⎝1 − 1
ρ2
h+1−i∑
j=1
mjfh+1−j,h
Mh+1−i
⎞
⎠
= a1
⎛
⎝1 − 1
ρ2
fh+1−s,h + 1
ρ4
h∑
i=h+2−s
ni
h+1−i∑
j=1
mjfh+1−j,h
⎞
⎠
and the proof follows. 
From (3.22), having in mind that fh+1−j,h  fi,h  fh+1−s,h if h+ 1− s  i  h+ 1− j, we easily
obtain
as  a1
⎛
⎝1 − fh+1−s,h
ρ2
+
(
fh+1−s,h
ρ2
)2⎞⎠ . (3.23)
We shall now refine the upper bound for as in (3.15).
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Lemma 3.7. For any s = 1, . . . , h, we have
as 
b1Nh+1−s
ρ
⎛
⎝1 − 1
ρ2
h+1−s∑
j=1
njeh+1−j,h
Nh+1−s
(3.24)
+ 1
ρ4
h+1−s∑
j=1
nj
Nh+1−s
h∑
k=h+2−j
mk
h+1−k∑
=1
neh+1−,h
⎞
⎠ .
Proof. The proof is almost the same as the proof of Lemma 3.5. It differs only in better estimations for
bj ’s, now taken from Lemma 3.6. 
The results from the above lemmas can be summarized as follows:
Theorem 3.8. For any s, with 1  s  h, let
αs = a1
(
1 − 1
ρ2
fh+1−s,h
)
and βs = b1Nh+1−s
ρ
⎛
⎝1 − 1
ρ2
h+1−s∑
j=1
njeh+1−j,h
Nh+1−s
⎞
⎠ .
Then we have
αs  as  αs + a1
ρ4
h∑
i=h+2−s
ni
h+1−i∑
j=1
mjfh+1−j,h (3.25)
and
βs  as  βs + b1
ρ5
h+1−s∑
j=1
nj
h∑
k=h+2−j
mk
h+1−k∑
=1
neh+1−,h. (3.26)
It is worth mentioning that the bounds in (3.25) and (3.26), for s = 1 and s = h respectively, are
reduced to the exact values. For other values of s, both of these bounds can be very tight, but there are
also graphs for which if s > 1 (or s < h) the bounds in (3.25) (respectively, (3.26)) are poor. These
phenomena are then reflected in the bounds for the index (for more details, see Remark 6.2).
4. Some bounds on the index of a DNG
In this section we will make use of the results from Section 3 in order to establish some (lower and
upper) bounds on the spectral radius of DNGs. For this purpose we will not exploit all the results
from the previous section, only those which give rise to simpler forms of bounds, obtained by solving
quadratic or biquadratic equations.
Proposition 4.1. If G is a connected DNG, then
ρ  max
1kh
√
d′kd′′h+1−k. (4.1)
Proof. From (3.2) we obtain
bk = 1
ρ
h+1−k∑
i=1
miai 
Mh+1−kah+1−k
ρ
,
since ai’s are decreasing (by (3.9)). On the other hand, from (3.1) we obtain
ah+1−k = 1
ρ
k∑
j=1
njbj 
Nkbk
ρ
,
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since bj ’s are decreasing (by (3.10)). From the last two inequalities we find that ρ
2  Mh+1−kNk , and
the proof follows easily. 
Proposition 4.2. If G is a connected DNG, then
ρ  max
⎧⎪⎨
⎪⎩
√√√√√ h∑
k=1
mk
Nh
(d′k)2,
√√√√√ h∑
k=1
nk
Mh
(d′′k )2
⎫⎪⎬
⎪⎭ . (4.2)
Proof. Let y = (y1, y2, . . . , yν) be a vector (whose components are indexed by the vertices of G), and
let yu = d′s if u ∈ Us for each s (1  s  h), or otherwise, if v ∈ Vt then yv = ρ for all t (1  t  h). If
we now use Rayleigh’s principle and substitute in the Rayleigh quotient the vector y as defined above,
we arrive easily at the required inequality. 
Remark 4.1. The above proposition can be adapted to hold more generally, for any (connected) bipar-
tite graph.
Let φ = ∑
(s,t)∈Th
eˆsfˆt (see Section 2).
Proposition 4.3. If G is a connected DNG for which φ  3
4
2, then
either ρ 
√
1
2
( −
√
4φ − 32), or ρ 
√
1
2
( +
√
4φ − 32). (4.3)
Proof. From (3.2), with t = 1, we have ρb1 = ∑hs=1 msas. Next, by using (3.20), we obtain
ρb1 
h∑
s=1
ms
b1
ρ
⎛
⎝Nh+1−s − 1
ρ2
h+1−s∑
j=1
njeh+1−j,h
⎞
⎠ .
Therefore
ρ4 − ρ2 +
h∑
s=1
ms
h+1−s∑
j=1
njeh+1−j,h  0,
or equivalently ρ4 − ρ2 + σ  0. The rest of the proof follows easily from Proposition 2.1. 
Remark 4.2. By a computer search we have found graphs for which φ < 3
4
2. These graphs are less
frequent, and deserve to be studied in more details.
We first give a short proof of a well-known upper bound from the literature (see, for example, [3]).
Proposition 4.4. If G is a connected DNG, then
ρ 
√
 . (4.4)
Proof. As in the previous proposition we have ρb1 = ∑hs=1 msas. Using (3.15) we deduce that ρb1 ∑h
s=1 ms
Nh+1−sb1
ρ . Therefore ρ
2  ∑hs=1 msNh+1−s = eh (= ), as required. 
The following two bounds improve the bound from (4.4).
Proposition 4.5. If G is a connected DNG, then
ρ  min
⎧⎨
⎩
√
 − n1
∑h
s=1 msf¯h+1−s

,
√
 − m1
∑h
s=1 nse¯h+1−s

⎫⎬
⎭ .
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Proof. Again, as in the previous propositions, we have ρb1 = ∑hs=1 msas. Using (3.19) we obtain
ρb1 
h∑
s=1
msb1
ρ
(
Nh+1−s − n1 f¯h+1−s
ρ2
)
and therefore
ρ2 
h∑
s=1
ms
(
Nh+1−s − n1 f¯h+1−s
ρ2
)
.
Taking (4.4) into consideration, we have
n1
ρ2
 n1 , and we arrive easily at the result. 
Proposition 4.6. If G is a connected DNG, then√
1
2
( −
√
2 − 4ψ)  ρ 
√
1
2
( +
√
2 − 4ψ).
where ψ = max{m1∑hs=1(nse¯h+1−s), n1∑hs=1(msf¯h+1−s)}.
Proof. As in the proof of the previous proposition, we have
ρ2 
h∑
s=1
ms
(
Nh+1−s − n1 f¯h+1−s
ρ2
)
or, equivalently,
ρ4 − ehρ2 + n1
h∑
s=1
msf¯h+1−s  0.
Now the proof follows easily. 
5. Some new bounds on the index of NSGs
In this section we give some bounds on the index of an NSG deduced from the bounds of an DNG.
For this purpose, we will need more notation. Let G be an NSG. Then its vertex set consists of a co-
clique and a clique whose vertex sets are partitioned into h cells ∪hi=1Ui and ∪hj=1Vj , respectively.
The remaining edges (cross edges) are obtained by joining each vertex from Ui to each vertex from∪it=1Vt (i = 1, . . . , h). Assuming that |Ui| = mi and |Vj| = nj , let m = (m1,m2, . . . ,mh) and
n = (n1, n2, . . . , nh). Then we write G = NSG(m1,m2, . . . ,mh; n1, n2 . . . , nh) (or NSG(m; n) for
short). We also denote bym−1 and n−1 the reverse h-tuples ofm and n, respectively.
We will now consider two possibilities for transforming an NSG G into a bipartite graph. For this
purpose we will make use of NEPS (non-complete extended p-sum; for more details see [8, p. 43]). In
both cases we will consider an NEPS between G and a copy of K2. Then the vertex set of the resulting
graph consists of the following two sets:⎛
⎝ h⋃
i=1
Ui
′
⎞
⎠⋃
⎛
⎝ h⋃
j=1
V ′j
⎞
⎠ and
⎛
⎝ h⋃
i=1
Ui
′′
⎞
⎠⋃
⎛
⎝ h⋃
j=1
V ′′j
⎞
⎠ ,
where Ui
′ = Ui × {0}, Vi′ = Vi × {0}, Ui′′ = Ui × {1}, Vi′′ = Vi × {1}.
In the first case we take the basis for the NEPS to contain only one 2-tuple, namely (1, 1). Then the
resulting graph is also called the product of G and K2, and denoted by G ⊗ K2. Let H = G ⊗ K2, where
G = NSG(m; n). Now it is easy to see that H, together with edges joining vertices (v, 0) and (v, 1) for
v ∈ ∪hj=1Vj , becomes equal to
BG = DNG(n · m−1; n · m−1), (5.1)
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where · denotes the concatenation of the corresponding h-tuples. Thus
BG = (G ⊗ K2) + pK2,
where + signifies here that p (= | ∪hj=1 Vj|) independent edges are being added to the latter graph;
more precisely, by adding these edgeswemake the latter graph to be aDNG.Now, by the Courant–Weyl
inequalities [8, Theorem 1.3.15], with i = j = 1 we have
ρ(H) − 1  ρ(BG)  ρ(H) + 1.
Since ρ(H) = ρ(G), we obtain
ρ(BG) − 1  ρ(G)  ρ(BG) + 1.
In the second casewe take the basis for the NEPS to contain two 2-tuples, namely (1, 1) and (0, 1). The
corresponding bipartite graph operation will be denoted by 	. Then the resulting graph obtained with
this basis consists of H as above and a perfect matching added to it. Thus it is equal to H′ = H + νK2,
where ν is the order of G. Therefore, we have
BG = (G 	 K2) − qK2;
here the meaning of− is clear from the context (notice also that q = |∪hi=1 Ui|). Using again as above
the Courant–Weyl inequalities, we obtain
ρ(BG) − 2  ρ(G)  ρ(BG).
Therefore we arrive at the following result:
Theorem 5.1. Let G = NSG(m; n), and BG be the DNG defined in (5.1). Then
ρ(BG) − 1  ρ(G)  ρ(BG).
Needless to say, good (lower or upper) bounds for BG give us good bounds for G. In the next section
we shall confirm this fact by providing some computational results.
6. Some computational results
We will follow a strategy from [11] for presenting the computational results obtained by using
Mathematica. For this aim we take a small DNG, say G = DNG(1, 2, 3, 2; 2, 1, 3, 1) (“ad hoc” chosen)
with 15 vertices, 32 edges and of height h = 4. In the following tablewe summarize our computational
results on bounds from Section 4 (in the bottom row we have relative errors):
Prop. 4.1 Prop. 4.2 Prop. 4.3 ρ Prop. 4.4 Prop. 4.5 Prop. 4.6
4.2426 4.8989 5.0484 5.0884 5.6568 5.2915 5.2262
−16.6% −3.72% −0.79% 0 11.2% 3.99% 2.71%
Example 6.1. Wewill now consider graphs obtained from G by multiplying exactly one parameter by
10 and 1000.
(a) a DNG withm = (10, 2, 3, 2), n = (2, 1, 3, 1)
Prop. 4.1 Prop. 4.2 Prop. 4.3 ρ Prop. 4.4 Prop. 4.5 Prop. 4.6
8.48528 9.23503 9.2708 9.2822 9.74679 9.37241 9.3382
−8.59% −0.508% −0.12% 0 5.01% 0.972% 0.603%
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(b) a DNG withm = (1, 20, 3, 2), n = (2, 1, 3, 1)
Prop. 4.1 Prop. 4.2 Prop. 4.3 ρ Prop. 4.4 Prop. 4.5 Prop. 4.6
11.225 11.1838 11.4919 11.4962 11.8322 11.5956 11.5853
−2.36% −2.72% −0.037% 0 2.92% 0.864% 0.774%
(c) a DNG withm = (1, 2, 30, 2), n = (2, 1, 3, 1)
Prop. 4.1 Prop. 4.2 Prop. 4.3 ρ Prop. 4.4 Prop. 4.5 Prop. 4.6
9.94987 10.0953 10.1201 10.1293 10.6301 10.3021 10.2789
−1.77% −0.336% −0.091% 0 4.94% 1.71% 1.48%
(d) a DNG withm = (1, 2, 3, 20), n = (2, 1, 3, 1)
Prop. 4.1 Prop. 4.2 Prop. 4.3 ρ Prop. 4.4 Prop. 4.5 Prop. 4.6
7.2111 7.37981 7.37204 7.41839 8.24621 7.59257 7.43373
−2.79% −0.52% −0.62% 0 11.2% 2.35% 0.207%
(e) a DNG withm = (1, 2, 3, 2), n = (20, 1, 3, 1)
Prop. 4.1 Prop. 4.2 Prop. 4.3 ρ Prop. 4.4 Prop. 4.4 Prop. 4.6
12.6491 12.9615 12.9677 12.9704 13.2665 12.9895 12.9769
−2.48% −0.0691% −0.021% 0 2.28% 0.147% 0.0495%
(f) a DNG withm = (1, 2, 3, 2), n = (2, 10, 3, 1)
Prop. 4.1 Prop. 4.2 Prop. 4.3 ρ Prop. 4.4 Prop. 4.5 Prop. 4.6
8.48528 8.46316 8.79412 8.81015 9.27362 9.05539 9.04402
−3.69% −3.94% −0.18% 0 5.26% 2.78% 2.65%
(g) a DNG withm = (1, 2, 3, 2), n = (2, 1, 30, 1)
Prop. 4.1 Prop. 4.2 Prop. 4.3 ρ Prop. 4.4 Prop. 4.5 Prop. 4.6
9.94987 9.95431 10.0155 10.026 10.6301 10.2323 10.197
−0.76% −0.715% −0.11% 0 6.03% 2.06% 1.71%
(h) a DNG withm = (1, 2, 3, 2), n = (2, 1, 3, 10)
Prop. 4.1 Prop. 4.2 Prop. 4.3 ρ Prop. 4.4 Prop. 4.5 Prop. 4.6
4.24264 5.01248 5.0900 5.35218 6.40312 5.81839 5.63742
−20.7% −6.35% −4.9% 0 19.6% 8.71% 5.33%
(a) a DNG withm = (1000, 2, 3, 2), n = (2, 1, 3, 1)
Prop. 4.1 Prop. 4.2 Prop. 4.3 ρ Prop. 4.4 Prop. 4.5 Prop. 4.6
83.666 83.7573 83.7573 83.7574 83.8153 83.7575 83.7574
−0.109% −7.08 · 10−5% −1.9 · 10−5% 0 0.0691% 1.76 · 10−4% 8.03 · 10−5%
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(b) a DNG withm = (1, 2000, 3, 2), n = (2, 1, 3, 1)
Prop. 4.1 Prop. 4.2 Prop. 4.3 ρ Prop. 4.4 Prop. 4.5 Prop. 4.6
109.572 109.554 109.599 109.599 109.636 109.608 109.608
−0.0243% −0.0408% −4.6 · 10−6% 0 0.034% 9.03 · 10−3% 9.01 · 10−3%
(c) a DNG withm = (1, 2, 3000, 2), n = (2, 1, 3, 1)
Prop. 4.1 Prop. 4.2 Prop. 4.3 ρ Prop. 4.4 Prop. 4.5 Prop. 4.6
94.9158 94.9263 94.9298 94.9298 94.9895 94.9474 94.9474
−0.0149% −3.69 · 10−3% −1.2 · 10−5% 0 0.0628% 0.0185% 0.0185%
(d) a DNG withm = (1, 2, 3, 2000), n = (2, 1, 3, 1)
Prop. 4.1 Prop. 4.2 Prop. 4.3 ρ Prop. 4.4 Prop. 4.5 Prop. 4.6
63.3404 63.3406 63.34.05 63.3406 63.4665 63.3411 63.3406
−3.99 · 10−4% −1.26 · 10−6% −1.2 · 10−4% 0 0.199% 7.89 · 10−4% 3.27 · 10−7%
(e) a DNG withm = (1, 2, 3, 2), n = (2000, 1, 3, 1)
Prop. 4.1 Prop. 4.2 Prop. 4.3 ρ Prop. 4.4 Prop. 4.5 Prop. 4.6
126.491 126.523 126.523 126.523 126.554 126.523 126.523
−0.025% −7.37 · 10−6% −2.3 · 10−6% 0 0.025% 1.76 · 10−5% 5.13 · 10−6%
(f) a DNG withm = (1, 2, 3, 2), n = (2, 1000, 3, 1)
Prop. 4.1 Prop. 4.2 Prop. 4.3 ρ Prop. 4.4 Prop. 4.5 Prop. 4.6
77.5371 77.5117 77.5672 77.5673 77.6273 77.6015 77.6015
−0.0389% −0.0717% −3.4 · 10−5% 0 0.0774% 0.0442% 0.0442%
(g) a DNG withm = (1, 2, 3, 2), n = (2, 1, 3000, 1)
Prop. 4.1 Prop. 4.2 Prop. 4.3 ρ Prop. 4.4 Prop. 4.5 Prop. 4.6
94.9158 94.9105 94.9176 94.9176 94.9895 94.9369 94.9369
−1.91 · 10−3% −7.4 · 10−3% −1.3 · 10−5% 0 0.0758% 0.0204% 0.0203%
(h) a DNG withm = (1, 2, 3, 2), n = (2, 1, 3, 1000)
Prop. 4.1 Prop. 4.2 Prop 4.3 ρ Prop. 4.4 Prop. 4.5 Prop. 4.6
31.7175 31.7192 31.7176 31.7192 32.1092 31.7287 31.7192
−5.39 · 10−3% −1.06 · 10−4% −4.9 · 10−3% 0 1.23% 0.0299% 2.83 · 10−5%
The lower bound from Proposition 4.6 is not included in the above table because it gives rise to the
biggest errors (in the above sample of DNGs).
Remark 6.1. In [11] we have generated further instances by multiplying each entry from m and n by
10, 100 and 1000, respectively. We will not do this here in view of Proposition 2.2 since ρ , and each
lower and upper bound from Section 4, is homogeneous with respect tom and/or n.
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Remark 6.2. We have also compared our bounds with some general bounds from the literature.
It turns that our bounds are better; this is not surprising since in general the other ones were not
tailored for DNGs. In particular, it is also noteworthy that the upper bound from [9, Theorem 3] does
not apply to DNGs, and so our upper bounds become more important. On the other hand, the only
interesting bound from the literature concerning DNGs comes from [3, Theorem 4.1]. In our notation,
if G = DNG(m1, . . . ,mh, n1, . . . , nh), then:
ρ(G) 
√
1
2
( +
√
2 − 4ϕ), (6.1)
where
ϕ = max
{∑
1s<th msmtN
2
h+1−tN2h+2−t,h+1−s∑
1sh−1 nh+1−sNh−s
,
∑
1s<th nsntM
2
h+1−tM2h+2−t,h+1−s∑
1sh−1 mh+1−sMh−s
}
.
Taking the graphs fromExample 6.1we found that bounds fromPropositions 4.5 and 4.6 are usually
slightly better than that from (6.1). For example, for the graph G of Example 6.1 the upper bound is
equal to 5.3828 (our bounds from Propositions 4.5 and 4.6 are 5.2915 and 5.2226, respectively).
Next let us add that we have also found (by an extensive search) some examples inwhich the errors
are not as small as those encountered with the graphs from Example 6.1. The strange thing was that
all bounds in those cases do not perform as expected (including the one from (6.1)), as follows from
Monte Carlo simulations. The most important observation is that this situation occurs very rarely. On
the other hand, if it does occur then themain reason is the poor quality of our estimates for eigenvector
components. For example, because of this, it can happen that the bound from Proposition 4.3, can be
not only extremely poor, but also empty, since the corresponding biquadratic equation (see the proof)
has only complex roots. All these phenomena will be studied in our forthcoming papers.
Finally we place some emphasis on the results from Section 5. In fact we show by an example that
some bounds from [11] for NSGs can now be improved by making use of bounds for DNGs.
Example 6.2. Let G = NSG(m, n), where m = (40000, 2, 1, 1) and n = (2, 1, 5, 4). This is a graph
already considered in [11] (see Example 5.2). The exact value for the index of G is 283.394. Let G′ =
DNG(n · m−1; n · m−1). The best upper bound for ρ(G) (from [11]) is equal to 285.891. On the other
hand the best upper bound for ρ(G′) based on Theorem 5.1 is given by Proposition 4.5, and is equal
to 284.027. Thus we have some slight improvement, and this shows that we can have some benefits
from the approach described in Section 5.
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