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ABSTRACT
A MULTI-SCALE APPROACH TO FED-BATCH BIOREACTOR CONTROL
Abhishek Soni , M.S.
University of Pittsburgh
The rising energy costs, increased global competition in terms of both price and quality, and
the need to make products in an environmentally benign manner have paved the way for the
biological route towards manufacturing. Many of the products obtained by the biological route
either cannot be produced, or are very difficult to obtain, by conventional manufacturing methods.
Most of these products fall in the low volume/high value bracket, and it is estimated that the
production of therapeutic proteins alone generated sales exceeding $25 billion in 2001 [1]∗. By
increasing our understanding of these systems it may be possible to avoid some of the empiricism
associated with the operation of (fed-)batch bioreactors. Considerable benefit, in terms of reduced
product variability and optimal resource utilization could be achieved, and this work is a step in
that direction.
Biological reactors typically are governed by highly nonlinear behavior occuring on both a
macroscopic reactor scale and a microscopic cellular scale. Reactions taking place at these scales also
occur at different rates so that the bioreactor system is multi-scale both spatially and temporally.
Since achievable controller performance in a model-based control scheme is dependent on the quality
of the process model [2], a controller based on a model that captures events occuring at both the
∗Bracketed references placed superior to the line of text refer to the bibliography.
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reactor and cellular scales should provide superior performance when compared to a controller that
employs a uniscale model. In the model considered for this work [3], µ, the specific growth rate
is used as a coupling parameter integrating the behavior of both scales. On the cellular level,
flux distributions are used to describe cellular growth and product formation whereas a lumped-
parameter reactor model provides the macroscopic process representation.
The control scheme for the fed-batch bioreactor is implemented in two stages, and the substrate
feed rate serves as the manipulated variable. Initially, a constrained optimal control problem is
solved off-line, in order to determine the manipulated variable profile that maximizes the end of
batch product concentration for the product of interest, while maintaining a pre-specified, fixed
final volume. The next step involves tracking of the optimal control trajectory, in closed-loop
operation. The Shrinking Horizon Model Predictive Control (SHMPC)[4] framework is used to
minimize the projected deviations of the controlled variable from the specified trajectories. At every
time step, the original nonlinear model is linearized and the optimization problem is formulated as
a quadratic program [5], that includes constraints on the manipulated input and the final volume.
Finally, the performance of the controller is evaluated, and strategies for disturbance compensation
are presented. The results of this approach are presented for ethanol production in a baker’s yeast
fermentation case study [3].
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1.0 INTRODUCTION
The chemical industry has undergone significant changes in the past two decades. Faced with
rising energy costs and increased global competition in terms of price and quality, the trend is
shifting towards manufacturing in multi-product batch plants from the conventional continuous
manufacturing plants [6]. There is also an increased awareness about environmental issues, and in
many cases they dictate the process operation. The need to make products in an environmentally
benign manner has paved the way for the biological route towards manufacturing. Biological reac-
tors (or bioreactors) can be operated at ambient pressures and temperatures and in most cases the
operation is free of organic solvents.
Research efforts in this direction have been further supported by the vastly increased under-
standing of the genome of bacteria such as Escherichia coli and fungi such as Saccharomyces
cerevisiae (commonly known as baker’s yeast) among many others. The genetic makeup of these
organisms can be manipulated, and through a series of such manipulations, organisms can be made
to overproduce valuable products. The applications of these genetic manipulations were first en-
visioned in the early 1990’s by Bailey [7] and Stephanopoulos [8] who recognized that these were
problems at the interface of biology and chemical engineering; they were the first to apply engineer-
ing principles to develop the nascent field of metabolic engineering. In fact, many of the products
obtained by the biological route, such as monoclonal antibodies, proteins, and other therapeutic
drugs, either cannot be produced, or are very difficult to obtain, by conventional manufactur-
ing methods. Most of these products fall in the low volume/high value bracket, and there is a
tremendous economic potential in this sector of the market. It is estimated that the production of
therapeutic proteins alone generated sales exceeding $25 billion in 2001 [1].
However, the trend in these processes is to operate in a so called (fed-)batch mode to maintain
sterile conditions and for operational flexibility. This operation follows a set pattern akin to a
recipe and is repeated from one batch to the next. These recipes are usually obtained by a trial
and error procedure with significant experimental effort involved in their determination [9]. By
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increasing our understanding of these systems it may be possible to avoid some of the empiricism
associated with the operation of (fed-)batch bioreactors. Considerable benefit, in terms of reduced
product variability and optimal resource utilization could be achieved, by integrating the existing
biological knowledge within a dynamic mathematical framework.
1.1 Bioreactor Characteristics
Some of the key issues in bioreactor modeling, control and operation must be understood before
a control scheme can be constructed. The bioreactor system can be decomposed into different scales,
temporally and spatially. Features pertaining to each of these scales are first examined and the
section concludes by examining the modes in which bioreactors can be operated.
1.1.1 Macroscopic Reactor Scale
Utilizing the biological route to manufacturing involves an organism that can express the desired
product, where the product is a part of the metabolic cycle of the cell. The operation begins with
addition of an inoculum, i.e. a small amount of actual living cells, to the liquid medium containing
the essential nutrients required for growth of the organism. The carbon source which serves as the
primary nutrient for the cell is called the substrate. In addition to the nutrients, a catalyst may be
present in the medium and often it is an immobilized enzyme in solid form [10]. The growth process
for unicellular organisms is accompanied by an increase in the number of cells which is commonly
known as the biomass. Associated with this growth are the uptake of nutrients and generation
of products, which if excreted may alter the pH and other conditions of the surrounding medium.
Many of the cellular reactions are mildly exothermic, so that the operation is not isothermal. Gas
is also sparged into the reactor to supply oxygen and remove carbon dioxide which is a product
of the metabolic cycle of the cell. Owing to the bulk movement of cells, the gas sparging, and
properties of the extra-cellular products, the rheological behavior of the medium may vary during
the course of the reactor operation. Since the cells are grown in, and utilize substrate and nutrients
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from, the surrounding medium, any change in the medium properties can alter the reactions taking
place within the cell; this results in the bioreactor operation being a highly interacting system [11].
1.1.2 Microscopic Cellular Scale
Each individual cell is also a reactor in its own sense, where a complicated series of reactions are
taking place. These reactions occur simultaneously but are regulated by internal cellular controls.
These controls empower the cell to modify the rates of reactions within its reaction network and
production capabilities based on the environment and the nutritional availability. Furthermore, a
growing cell population also exhibits cell to cell heterogeneity. Individual cells can be in various
stages of growth ranging from daughter cells to fully grown cells, i.e. after cell division has taken
place. In certain cell types, a budding cell prior to cell division, may also be part of the growth
cycle. The metabolic activity of the cells in each of these phases is different. An additional concern
is that long term cultivation of a cell population can lead to spontaneous mutations that may cause
genetic alterations in the strain [11] and the loss of product generation capability.
Thus bioreactor operation is relatively complex, occurring at a macro (reactor) scale and a
micro (cellular) scale with each of the scales having their own complex set of reactions, influenced
by each other and also the properties of the surrounding medium. A schematic is shown in Figure
1.1.
1.1.3 Modes of Bioreactor Operation
Based on the environment, type of cell, and cellular product, the mode of reactor operation is
selected. The reactor can be operated in a continuous, batch, or fed-batch mode. In the continuous
mode of operation substrate is continuously added into the system and products removed simulta-
neously from the system. In a batch mode, all of the substrate is added at the beginning of the
batch but no product is withdrawn until the end of the batch. Fed-batch operation is one where
the substrate is added at, or over, particular intervals of time during the course of the batch, and,
as in batch reactors, the product is withdrawn only at the end of the batch. Although continuous
3
Figure 1.1: Multi-scale schematic for a continuous bioreactor system. Top: macroscopic reactor
scale with cells growing in the medium; Bottom: microscopic cellular scale with a single cell reaction
network schematic
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processes offer advantages such as higher productivity and ease of operation compared to batch
processes, they have certain disadvantages associated with them such as equipment failures, infec-
tion by other microorganisms, and spontaneous mutations in the strain [12]. On the other hand,
batch and fed-batch modes are preferred as they have the advantage of avoiding excessive substrate
feed which can inhibit microorganism growth. Since product is also withdrawn at the end of the
batch, sterilized conditions can be maintained during process operation. The (fed-)batch modes of
operation suffer from certain disadvantages as they are personnel intensive due to the need to ster-
ilize the equipment after every batch. Furthermore, there are difficulties in operation and control
such as maintaining the specific growth conditions for the microorganism in the face of variations in
medium properties, the batch-to-batch system variability [13], and the inherent nonlinear dynamic
nature of fed-batch bioreactors. In spite of these limitations, the important benefit of operating in
a sterile atmosphere offsets some of the shortcomings. Also, many bio-pharmaceutical companies
are multi-product; the unit operations and equipment in which manufacturing is carried out are
common for a number of products [9]. In this setting the fed-batch mode offers operational flexi-
bility and is preferred over the continuous mode of operation. Owing to its practical importance,
this thesis focuses on fed-batch mode of bioreactor operation.
1.2 Modeling of Bioreactors
Models are the key components of many advanced control algorithms. Process operation,
scheduling, optimization, and control all include a model in explicit or implicit form [14]. This
section begins with a brief introduction to various types of mathematical models, then presents a
motivation for modeling bioreactors. The focus then shifts to biological models used to describe
fed-batch bioreactor operation, and it concludes with a brief literature survey of previous work in
this field.
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1.2.1 Types of Models
A model is a mathematical representation of a physical process, and it attempts to capture the
relationship between the inputs and outputs for the system under study. In general, models do not
fall into distinct categories but there exists a continuum for models, varying from fundamentally
derived models based on process physics, to purely empirical models developed from input-output
data.
Fundamental Models: Fundamental models, (also called first-principles models) are based on
the underlying physics occuring in the system and are generally the preferred model structure for
developing process representations for model based control systems [15]. These models are devel-
oped by applying mass and energy balances over the components or states and may also include a
description of the fluid flow and transport processes that occur in the system. A number of funda-
mental models have been developed to model processes ranging from a single cell [16],[17],[18] to a
complex two phase pulp digester [19]. Fundamental models offer several potential benefits. Since
they include details about the physics of the system, they can better represent the nonlinear behav-
ior and system dynamics; this allows the model to be used beyond the operating range in which the
model was constructed. Another benefit of utilizing the first-principles approach is that the states
are generally physical variables such as temperature or concentrations of the system components
that can be measured. However these models are time consuming to develop and they often have
a high state dimension. The involved mathematical description may result in a model with a large
number of equations with many parameters that need to be estimated. Many of these parameters
can be obtained experimentally or from previously reported data available in literature. In some
cases, regression analysis is used or adjustable parameters are employed to adequately represent
the system behavior. The considerable effort required in order to develop a first-principles model
often leads to the utilization of a simpler model structure for control applications.
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Empirical Models: In many cases the actual system may be complex and the underlying phe-
nomena are not well enough understood to develop a first-principles model. Empirical models
are useful in this scenario and actual plant data are used to capture the relationship between the
process inputs and process outputs using a mathematical framework such as Artificial Neural Net-
works (ANN) [20],[21], polynomial models such as the Volterra-Laguerre models [22],[23],[24] etc.
The parameters describing the model are then identified by a regression analysis of the process
data [25]. As an example of the empirical modeling framework, Parker et al. utilize a second order
Volterra series model framework to capture the dynamic behavior exhibited by continuous cultures
of Klebsiella pneumoniae [22]. Although the time requirement to obtain these models is often signif-
icantly reduced, these models generally can be used with confidence only for the operating range in
which they are constructed. Since these models do not account for the underlying physics, practical
insight into the problem may be lost as physical variables of the system such as temperature and
concentration are generally not the states of the empirical model [26].
Mixed Models: Mixed models are developed, as the name suggests, by combining the funda-
mental and empirical models, thus utilizing the benefits of both. As an example, mixed models
have been used to model polymerization reactors in which the known mass balances for the reac-
tants are modeled using fundamental models, whereas, the unknown rates of the reactions taking
place are modeled using empirical models [27],[28]. In some cases mixed models have also been used
to determine time-varying parameters that model the nonlinear process behavior [29]. Another
approach as suggested by Henson [30], is to use a fundamental model to capture the key process
dynamics and then utilize an empirical model to capture the modeling error between the model
and the actual plant.
1.2.2 Motivation for Modeling of Bioreactors
Most industrial processes are operated in non-stationary conditions in a batch or fed-batch
mode of operation [12]. This requires knowledge of the substrate profile that should be followed in
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order to achieve the (fed-)batch target. There are many candidate profiles, and testing these exper-
imentally is an economically expensive exercise as each batch run is followed by product removal
and reactor sterilization, which is time and personnel intensive and adds to the process downtime.
In such a scenario, a mathematical model describing the system could prove useful. Tools from
control theory can be used in conjunction with a mathematical model to obtain profiles that the
system variables must follow to satisfy a pre-defined objective. This reduces the experimental effort
as well as the time required to optimize the system, translating into economic savings.
As is seen in Sections 1.1.1 and 1.1.2, bioreactor operation involves both a macroscopic reactor
scale and a microscopic cellular scale, and an accurate description of the system must include in-
formation at both of these scales. The reactor level description may involve macroscopic balance
equations for substrate, biomass, product, and medium volume. The cellular events are mathe-
matically represented by a biological model. These macroscopic and microscopic scales are linked
together by the rates of substrate consumption, biomass growth and product formation which occur
at the cellular level but are affected by the macro-scale concentrations. The complete process model
is thus a combination of a reactor and a biological model. A discussion on the various categories
of biological models and assumptions involved in their description follows.
1.2.3 Classification of Biological Models
In the literature, biological models have been classified based on the level of detail in the
description of the cell and its intra-cellular processes. Considering biomass, Tsuchiya et al. [31]
describe the model as segregated if all cells are treated differently i.e. they may be in different
stages of growth. If the cells are all treated alike then the model is a non-segregated model[32].
Further if the intra-cellular processes are explicitly accounted for the model is a structured model,
whereas if the model relies only on lumped cellular input-output behavior it is an unstructured
model. A compact representation is presented in Table 1.1.
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Table 1.1: Classification of biological growth models
MODELS Unstructured Structured
Unsegregated cells indistinguishable cells indistinguishable
lumped metabolic and physiolog-
ical processes
distinct physiological and metabolic
processes
Segregated cells may be in different states cells may be in different states
lumped metabolic and physiolog-
ical processes
distinct physiological and metabolic
processes
1.2.4 Bioreactor Modeling Literature Review
An overview of these model categories and a brief literature review on the specific modeling
framework is now presented.
Unstructured Models: Unstructured models are the simplest of all modeling philosophies used
to describe the biological model. They consider the cell mass as a single chemical species and do
not consider any intracellular reactions occuring within the cell. Unstructured models typically
describe the growth phenomena based on a single limiting substrate and consider only substrate
uptake, biomass growth, and product formation in the modeling framework. Thus the biological
component of the system depends directly on the macroscopic reactor variables. These models give
an adequate representation of the biological growth phenomena in relatively simple cases, when
the cell response time to environmental changes is either negligibly small or much longer than the
batch time [12].
The most commonly used unstructured model in the literature is the Monod model [33]. and
it is one of the earliest attempts at modeling biological systems. In this model the growth kinetics
are expressed in terms of the specific growth rate, µ. This equation is of the form,
µ = µmax
S
Ks + S
(1-1)
where µmax is the maximum achievable specific growth rate for S  Ks and Ks is the value of the
limiting substrate for which µ = µmax2 . These parameters are obtained experimentally and they do
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not have a direct physical interpretation [11]. The Monod model is used to express growth based on
a single limiting substrate S and can qualitatively describe growth phenomena for relatively simple
systems.
A drawback of this model is that it does not capture the initial lag phase of growth which is
observed in most batch cultures and also fails to capture the sequential consumption of glucose
and ethanol as multiple substrates, as observed in cultures of Saccharomyces cerevisiae . There
are variants to the Monod model that have also been used, such as the models by Messier, Contois
etc. reported in [11]. These models differ in their substrate dependence and some include terms
to account for saturation due to high substrate concentration and inhibition due to product or a
competing inhibitor. However these models do not differ significantly from the Monod model in the
fact that they are empirical and represent all of the cellular processes with just a single equation for
the specific growth rate. As an example, Yang et al.[34] show that for yeast cultures with phenol as
the limiting substrate, five different equations with inhibition terms represented the data equally
well. Monod type models are a helpful tool for a preliminary analysis of the system, but they fail
in more complex cases owing to the simplified description of the cell’s biochemical machinery.
Structured Models: In contrast to the unstructured models, structured models include a greater
level of detail about the biochemical phenomena occuring within the cell. The biological detail is
no longer lumped into a single biomass variable. In structured models, the biomass is structured
into several components or functional groups that are interconnected with each other and with the
macroscopic reactor environment by material balances [12]. The functional groups that represent
the biomass can themselves vary based on the level of detail included in their description. These
functional groups could be reaction networks including details about known intracellular reactions,
as is employed in the single cell models [16],[17],[18], or they could have a lumped representation of
the actual detailed networks as in the case of the two-compartment model of Williams [35].
Single cell models have been successful in describing cellular events in a mathematical format.
Generally, these models have been developed with a specific purpose. Jeong and Ataai [16] have
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captured the lag phase of growth for Bacillus subtilis and have included a detailed representation
of various metabolic pathways in the cell, most notably, purine metabolism. This is a good model
structure for understanding cellular regulation and also gives valuable insight into the mechanism
by which sporulation occurs. Similarly, the model by Domach et al.[17] can predict changes in cell
size, cell shape and the time at which chromosome synthesis initiates as a function of the limiting
external glucose concentration for Escherichia coli. In an extension of this work, Perretti and Bailey
[36] formulated a model that can describe the kinetics and control of transcription and translation.
Steinmeyer and Shuler [18] also utilized a single cell model to capture the dynamic growth behav-
ior of yeast cultures in batch mode. This model structures the biomass into twelve distinct pools
and has over a hundred parameters. Determination of these parameters is not a trivial task and
although many of these parameters can be obtained experimentally, there also exists an element of
empiricism in the choice of the parameter value.
Segregated Models: Segregated models take into account the fact that a culture can have cells
in different stages of growth, and they account for these stages using population balances. These
models can be broadly grouped into two main types, age structured or mass structured. If the intra-
cellular chemical structure is described in terms of a mass conservation then the population balance
is mass-structured, whereas if age is used to differentiate cells in a population, then the model is
referred to as an age structured model. Mantzaris et al.[37] utilize a mass structured segregated
model in a continuous bioreactor. Cell cycle is assumed to occur in two stages and the product
formation is considered only in the second stage of the cell cycle. Substrate concentration is used
as the manipulated input to control the productivity of a desired product. A mass-structured cell
population balance model has also been used by Zamamiri et al.[38] to capture the experimentally
observed oscillatory dynamics exhibited by continuous cultures of yeast, using an unstructured
biological model. The key variable that characterizes the cell cycle is the critical cell mass mc.
Cells with a mass greater than mc are mother cells whereas those with a mass lower are known as
daughter cells. The origin of the cell cycle known as “Start” is the point when the cell attains the
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critical mass mc. Bud formation takes place once the cell has grown for a particular time and the
budding cells continue to grow until the cell division stage is reached. At this division stage, the
bud separates forming a new daughter cell of smaller mass than the mother cell which is returned
to the “Start” point and has its age set to zero. Daughter cells become mother cells once they
reach mc and continue their growth until the budding stage is reached at which point they become
mother cells.
With the use of population balances for model formulation, segregated models can no longer
be described by ordinary differential equations. The constitutive equations are now described by
partial differential equations in age-structured, and integral-partial differential equations in mass
structured segregated models. In most cases analytical solutions of these equations are difficult to
obtain and solution has to be accomplished numerically. This makes the computations associated
with these models significantly more challenging. Additionally, identifying and mathematically
expressing the intrinsic physiological state functions such as the growth rates, the stage-to-stage
transition rates, that are parameters in these models is in itself a difficult exercise.
Material Balance Models: Wang and Cooney [39] have reported the control of bioreactors using
a model based on material balances. They treat the biomass as a compound with a fixed elemental
composition consisting of Carbon, Hydrogen, Oxygen, and Nitrogen. Based on a stoichiometric
balance of these elements and the uptake and evolution of Oxygen and Carbon Dioxide gases, the
state of the fermenter is obtained. This state information is somehow related to the physiological
state of the growing cells and this relationship is usually determined empirically. Material balance
models, (also known as stoichiometric models) were very popular in the 1970’s and 1980’s when
computational resources were expensive and sensor technology was not well developed. However,
these models do not account for the biomass as an actual living species and are thus only a chemical
approximation to the biology. Although these models have been successfully used, they suffer from
most of the disadvantages of empirical and unstructured models.
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Cybernetic Models: Another framework that has been used in literature to describe biologi-
cal growth is the cybernetic modeling framework first proposed by Ramkrishna and co-workers
[40],[41]. The main principle of the cybernetic modeling approach can be summarized as[42] : “The
metabolic processes within cells are regulated in an optimal manner by the cell (developed through
evolution), and an accurate description of the overall system can be formed if the net outcome of
the process is captured, without knowing the full reaction mechanism ”. Thus, in cybernetic mod-
eling, no mechanistic framework for the utilization of substrates is assumed, but it is believed that
whatever the underlying framework may be, it leads to optimal regulation of the cells. Cellular
controls are established by adjusting the level of enzyme activity for a particular substrate uptake
system based on some criterion which is typically to maximize the cellular growth. It empowers
microorganisms to allocate cellular machinery and resources for the uptake of those substrates that
best fit the cellular requirements. However there are certain drawbacks to cybernetic models; in
most bio-pharmaceutical applications the intent is the overproduction of a particular cellular prod-
uct and this is not what the undisturbed cell would produce. Furthermore, the hypothesis that the
cells are trying to maximize their own well-being cannot be directly tested whereas metabolic reac-
tion networks (which cybernetic models do not recognize) can be tested by a number of techniques
[43]. Finally, by ignoring cellular reaction networks, and relying on the net outcome of the process
to capture the cellular behavior, cybernetic models possess some of the drawbacks of unstructured
and empirical models. However, cybernetic models have had considerable success in modeling of
yeast cultures and this framework has been shown to capture the growth on mixed substrates [44]
and the oscillatory dynamics exhibited by continuous cultures of yeast [45].
Neural Network Models: Artificial Neural Network (ANN) models have also been used for
describing the growth of yeast cultures [27],[28], and the general approach to using ANN’s is to
combine them with material balance models. Azevedo et al.[28] utilize a neural network structure
to estimate the unknown rate equations for fed-batch yeast cultures. The inputs to the neural
network are the feed glucose, ethanol, and the biomass and the calculation of the unknown rates is
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carried out at every time step utilizing available information from the mass balance equations. A
similar approach is used by Tholudur and Ramirez [27] who utilize the neural network to capture
the functional form of various metabolic parameters such as the specific growth rate, rate of product
formation, and yield factors in conjunction with a mass balance model for the macroscopic variables
namely the biomass, substrate and medium volume. Neural networks have been used because the
time required for model-building is much less as compared to fundamental models, but there is a
lot of empiricism associated with the training of the neural network. In addition, neural networks
are generally not reliable beyond the region in which they are trained and extrapolation may lead
to unpredictable results.
1.2.5 Control Relevant Modeling
Before moving on to the section on the control of fed-batch fermentors, model properties and
usability, from a control perspective are discussed. For process control applications it may not
be necessary for a model to describe the complete set of dynamic process behavior. This leads
to the philosophy of control relevant modeling, whereby only those aspects affecting the ability to
control the process are included in the model [26]. As an example, Skogestad and Morari consider
a linear two time constant model for a distillation column where the two time constants that
capture the dynamic behavior are motivated by the internal and external flows in the column.
The main focus of their work was to develop a model, which included the factors that were most
important for feedback control, rather than an accurate physical model for feed-back control [46].
Balasubramhanya and Doyle III [47] use traveling wave phenomena to develop a low order nonlinear
model that can capture the nonlinear dynamic behavior of a high purity distillation column, and
utilize the low order model to develop model-based control strategies. Thus, the main idea behind
control relevant modeling is the recognition of the inherent trade-off between modeling the process
completely, and modeling only the relevant process dynamics with a simple model, thereby leading
to a less complex controller design.
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1.3 Bioreactor Control
1.3.1 Motivation for Control
One of the prominent benefits of having a bioreactor model is the ability to use it for control.
For fed-batch systems, a practically relevant goal is to follow a pre-determined trajectory for the
controlled variable which maximizes (or minimizes) a particular performance objective. Examples
could be maximizing cell production or target protein concentration at the end of the batch. Proper
control could ensure high yield of pure product at reduced manufacturing costs. However, industrial
implementation of advanced control strategies for fermentation reactors has not kept pace with those
in conventional chemical and petroleum industries. In addition, the fed-batch mode, one of the most
commonly used modes of operation, is also one of the most challenging for control[48]. The system
behavior is essentially nonlinear and is further complicated by the fact that fed-batch systems are
dynamic in nature, i.e. they do not operate about any single steady state. A classic example
is the trajectory tracking for nonlinear, fed-batch systems where classical transfer-function based
control methods break down as a single transfer function cannot capture the system behavior over
the entire trajectory. From this discussion it is clear that there exist limitations for conventional
automatic control techniques and the probability of their successful implementation is low [6]. To
alleviate some of these problems modern control theory offers methods of adaptive, nonlinear, and
multi-variable control which are often directly based on mathematical models.
1.3.2 Review of Controller Design Literature
As discussed before, control strategies for fed-batch systems may focus on maximizing the cell
or product concentration or any other cost function at the end of the batch. Historically, con-
trol approaches for the fed-batch control problem have been classified into one of two categories,
physiological model based and dynamic optimization [49]. Physiological control is a methodology,
that is not strictly based on a mathematical model per se but is concerned with maintaining the
fed-batch bioreactor operation about a particular set point. Possible choices for the set point that
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are considered include substrate concentration control, specific growth rate control, ethanol con-
centration control, and respiratory quotient control, i.e. controlling the ratio of the carbon dioxide
evolution rate to the oxygen uptake rate. Emphasis is laid more on what state variable should be
chosen as a set point rather than how the system would be regulated about a set point value. Since
this is a problem that involves regulating the system about a set-point, the resulting controller is
termed a regulatory controller. In the other approach termed as dynamic optimization, the goal is
to minimize an appropriate cost function subject to the dynamic behavior constraint represented
by the process model. This involves designing a controller to track pre-specified trajectories and is
accomplished by a servomechanism or a servo controller.
The problem of fed-batch bioreactor control has been tackled by a variety of authors using
different approaches that can be broadly classified into open-loop or closed-loop control strategies.
Open-loop operation involves off-line calculation of the substrate feeding strategy that attains the
(fed-)batch targets whereas closed-loop control involves on-line tracking of reference trajectories in
the presence of disturbances by controller-induced changes in the input signals.
Open-loop Control: Open-loop control involves calculating the feed rate that provide an op-
timal state or controlled variable trajectory off-line using a process model and then implementing
the resulting feed profile in an open-loop manner i.e. with no measurement feedback during process
operation. The goal of the control strategy is to drive the controlled or state variable towards a
desired final objective, and the solution involves determination of the time-varying substrate feed
profile that minimizes the cost function subject to the dynamics of the process model. Traditionally,
optimal control problems have been solved using Pontryagin’s minimum principle [50], discussed in
Chapter 3. However, for fermentations with substrate feed as the controlled variable the problem
is singular in nature as the Hamiltonian of the system is linear with respect to the feed rate. The
solution to the problem is then either bang-bang, i.e. is in the form of an on-off controller with a
dead-band, or it follows a singular profile so that the optimal profile can be discontinuous [51]. A
variety of different optimization techniques have been used to solve the singular control problem.
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Banga and co-workers [52] use a control vector parametrization technique and transform the
original Optimal Control Problem (OCP) into a Nonlinear Programming (NLP) problem. They
present an algorithm for the solution of the NLP problem, in which deterministic elements of the
solution such as Hessians and gradients for the objective function are calculated using second order
sensitivities. The authors claim that their method solves the dynamic optimization problem even
for high levels of control discretization.
Considerable work has been done by Luus and co-workers in the development of optimization
techniques for optimal control problems [53],[54],[55]. As an alternative to Iterative Dynamic Pro-
gramming (IDP), Luus and Hennessy [53] suggest a direct search optimization scheme where the
optimal control is obtained by optimizing simultaneously over all the time stages into which the
batch time is divided. The technique used in [53] is thus different from IDP in which the solution
is obtained stage by stage.
Pushpavanam et al.[56] consider optimization of a fed-batch process for alcohol fermentation
constrained by a fixed final volume using a Sequential Quadratic Programming (SQP) approach.
They divide the entire batch into a series of equally spaced intervals and feed is assumed to be
introduced in discrete pulses at the beginning of each interval. The effect of number of stages on
the optimum performance for both free and fixed time cases is reported and finally comparisons
with the minimum principle are presented.
Hong[57] has considered the problem of maximizing the ethanol concentration for product and
substrate inhibited fed-batch fermentations. Kelley’s transformations are used to reduce the num-
ber of system equations by two and an analytical expression for the conjunction point between the
singular and non-singular arcs for the singular control problem is also presented. For the same
system, Chen and Hwang [58] report on-off control to obtain the optimal substrate policy. The
Differential Algebraic Equation (DAE) system that represents the process model is first simplified
using Kelley’s transformations and the input is parametrized over the batch period. SQP is used
to solve the resulting NLP problem.
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Closed-loop Control: Much of the pioneering work on bioreactor control has been done by
Lim and co-workers [59],[60], and they are amongst the first to analyze the problem of feedback
optimization for the singular control problem of fed-batch fermentors. They consider a general
system composed of four differential equations that represent mass balances for the state variables
i.e. substrate, biomass, product, and fermentor volume, and they formulate the problem based on
singular control theory. A nonlinear relationship is obtained between the feed rate and the system
state variables in a feedback form, and conditions such as fermentation kinetics, objective function,
and initial conditions under which the feedback results hold are reported. Finally, the optimum
feed profile in feedback form for ethanol fermentation is presented [59].
Palanki et al. [61] have also considered the problem of determining the optimal profile in feed-
back form. The authors analyze the optimal control problem from a geometric perspective and
introduce the concept of degree of singularity that allows a better characterization of the necessary
conditions for optimality. Optimal feedback laws are then derived for the singular region of op-
eration and results are presented for time-invariant systems and extended to include time-varying
systems as well. Finally, as an example, they consider the applicability of their analysis to yeast
fermentation.
Hodge and Karim have studied the problem of maximizing ethanol production from fed-batch
cultures of Zymomonas mobilis. The authors utilize a Model Predictive Control (MPC) framework
for their analysis and utilize the square of the one step ahead error prediction as the objective
function for control [62].
1.4 Thesis Overview
The structure for the remainder of this work is as follows. Chapter 2, concentrates on the
process model. Motivation for the model selection is presented, followed by a description of the
model structure. Open-loop behavior of the model concludes the chapter. Chapter 3 focuses on
the controller development. An overview of optimal control theory is presented and the optimal
reference trajectory for the process model is obtained. The remainder of the chapter is concerned
18
with the development of the model predictive control formulation to track the optimal trajectory
in a closed-loop implementation. The thesis concludes with Chapter 4 which presents the summary
and recommendations for future work.
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2.0 MODEL DEVELOPMENT
For the design of a model-based control scheme, the actual process model, plays a very impor-
tant role. Process operation, optimization, and scheduling all require a suitable process model [14].
The fed-batch bioreactor operation considered in this work is dynamic in nature. As a result, the
substrate profile that is fed into the reactor plays a very important role in the batch progression
as well as the final product concentration that is obtained at the end of the batch. Since each
reactor run is followed by a personnel intensive, cleaning and sterilization operation, determination
of the best possible profile may be economically expensive. A process model in such a scenario,
could prove very useful. Using tools from control theory, optimum substrate profiles could be
determined in much less time compared to experimental determination, thereby translating into
economic savings. Besides, a suitable model helps in understanding the system as well as the rela-
tive importance of parameters that affect the process behavior. In this chapter, reasons motivating
the model selection are first presented, followed by a detailed description of the model structure.
Finally, open-loop behavior of the process model is presented.
An adequate representation of the bioreactor operation must include description of events oc-
curing at both the reactor and cellular scales. In this regard, one of the key variables that describes
microorganism growth in a bioreactor model, is the specific growth rate, µ. The manner in which
the specific growth rate is represented is different in each of the models. The specific growth rate
typically ranges from a relatively simple and empirical representation in the case of unstructured
models to a fairly detailed and complex function in the case of structured models. In a multi-scale
model, µ serves as the coupling parameter between events occurring at the macroscopic and micro-
scopic scales and a general schematic of a multi-scale model coupling is elucidated in Figure 2.1.
At the macroscopic level, the system is described by mass balances for the biomass, substrate, re-
actor volume, and the product whereas the biological component is a combination of the metabolic
pathway and the kinetic information. The specific growth rate, and product formation rate are
dependent on the rate of substrate uptake from the bulk medium surrounding the cell, and on the
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Figure 2.1: Combination of microscopic and macroscopic models
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rates of reaction in the cellular metabolic pathway. Thus, at any given instant, the specific growth
rate is dynamically calculated, and serves as an accurate descriptor of events occurring at the
cellular level. This information can therefore be integrated with mass balances for the substrate,
biomass, system volume, and the product to obtain the complete process model.
The uniqueness of this work is the application of a distinct model structure, that recognizes
the inherent multi-scale nature of the bioreactor operation. The multi-scale model is more complex
than the commonly used unstructured reactor models so that it captures more biological detail,
but is simple enough as compared to the single cell models, so that it is computationally tractable
for controller design.
2.1 Bioreactor Model Description
The process under consideration in this work was a fed-batch bioreactor growing Saccharomyces
cerevisiae on glucose. The model was described by Enfors and co-workers [3] and is explained here
for completeness. The notation used here is the same as that used in the original manuscript.
The process model includes a description of the metabolism in Saccharomyces cerevisiae in an
aerobic fed-batch culture and this is used for the simulation of concentrations of the state variables,
biomass (X), glucose (S), ethanol (E), medium volume (V), and dissolved oxygen tension (DOT).
The rate equations for the metabolic fluxes are expressed as specific rates q (g/g ·h). An algorithm
for the central glucose flux distribution is shown in Figure 2.1. The first step in the flux pathway is
the substrate uptake, qS , that is assumed to follow Monod kinetics and includes an experimentally
observed lag-phase term.
qS = qSmax
S
S + Ks
(1− e−t/tL) (2-1)
In this equation, qSmax, is the maximum specific glucose uptake rate, tL is the lag phase, and Ks
is the saturation constant for glucose uptake. Initially, the sugar is assumed to be channeled into
the oxidative metabolic pathway, qSox, which is divided into fluxes of sugar used for anabolism,
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Figure 2.2: Schematic for the distribution of the central glucose flux
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qSoxan, and for energy metabolism, qSoxen.
qSox = qSoxan + qSoxen (2-2)
By setting the specific rate of carbon flux to anabolism equal to the specific rate of carbon accu-
mulation, an expression for flux of sugar used for anabolism can be obtained.
qSoxan = (qSox − qm)YXSox
CX
CS
(2-3)
The maintenance flux, qm, is assumed to be constant. In this equation CX and CS are the carbon
content in biomass and in glucose respectively (both in molC/g), and YXSox is the oxidative biomass
yield on glucose (g/g).
The flux of glucose used for oxidative energy production, qSoxen is obtained from Equation 2-2.
Using the stoichiometry of respiration, and the flux of sugar used for aerobic energy metabolism,
qSoxen, the rate of oxygen needed for sugar oxidation, qOS is obtained,
qOS = qSoxenYOS (2-4)
where YOS , is the coefficient of respiration on glucose (g/g).
However, qOS is limited by the maximum respiration capacity, qOmax and qOS causes a proportional
reduction in the fluxes of qSoxan and qSoxen, when qOS > qOmax. The expression for qOmax is
given as,
qOmax = qOˆ
1
1 + E/Ki
DOT
DOT + Ko
(2-5)
Here, Ki is the inhibition constant for ethanol, and Ko is the saturation constant for the dissolved
oxygen tension. Thus, the maximum respiratory capacity is not a constant but at any given time
it is a function of the dissolved oxygen tension and the ethanol concentration at that time.
The flux of fermentative metabolism, qSf , is obtained from the difference between the flux for
substrate uptake and the oxidative flux,
qSf = qS − qSox (2-6)
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As with aerobic metabolism, qSf is divided into fluxes for anabolism, qSfan and for energy
metabolism qSfen, so that,
qSf = qSfan + qSfen (2-7)
The flux for ethanol production, qEp is then obtained from the stoichiometry of the reactions from
glucose to ethanol,
qEp = qSfenYES (2-8)
Here, YES is the stoichiometric ethanol yield on glucose (g/g). The equations described thus far
capture biomass growth and product formation on glucose which is the primary substrate.
The consumption of ethanol as a substrate by the cells occurs only during aerobic cultivations
when the glucose flux is low such that, qOS < qOmax. The rate of consumption of ethanol, qEc, is
in turn utilized for anabolism, qEan and for energy utilization, qEen.
qEc = qEan + qEen (2-9)
The maximal rate of ethanol consumption for energy is given as,
qEen =
qOmax − qOS
YOE
E
E + Ke
(2-10)
where, YOE is the coefficient of respiration on ethanol (g/g), Ke is the saturation constant for
ethanol uptake (g/L). A similar equation for anabolism is expressed in terms of biomass equivalents
as,
qEan = qEcYXE
CX
CE
(2-11)
and in this equation YXE is the biomass yield on ethanol (g/g), while CE is the carbon content in
ethanol (molC/g). Equations 2-9 through 2-11 describe the mechanism by which ethanol can be
used as a substrate for biomass growth.
The rate of oxygen uptake, qO, is given as,
qO = qOS + qEenYOE (2-12)
Finally, the specific growth rate as a function of the metabolic rates is given as,
µ = (qSox − qm)YXSox + qSfYXSf + qEcYXE (2-13)
25
where, YXSf is the fermentative biomass yield on glucose(g/g).
Using these rates, mass balance equations for the state variables are given as,
dX
dt
= µX −
F
V
X (2-14)
dS
dt
=
F
V
(Si − S)−XqS (2-15)
dV
dt
= F (2-16)
dDOT
dt
= KLa(100−DOT )− 14000XqO (2-17)
dE
dt
= X(qEp − qEc)−
F
V
E (2-18)
The equations for biomass, substrate, and ethanol consist of two terms. A positive, growth or
accumulation term whereas the second term containing the the factor F/V , is due to the dilution
of these components as feed is added during the reactor operation. The concentration of substrate
in the feed is Si, and it is assumed that the feed is sterile, i.e. it does not contain any biomass.
KLa is the liquid side mass transfer coefficient in the balance equation for dissolved oxygen. The
parameters used in the model are described in Table 2.1
Table 2.1: Parameters used for the growth model
Parameter Value Units
Biomass composition CH1.82O0.58N0.16 -
CE 0.0435 molC g
−1
CS 0.0333 molC g
−1
CX 0.0384 molC g
−1
Ke 0.1 g L
−1
Ki 10.0 g L
−1
Ks 0.12 g L
−1
qm 0.01 g g
−1 h−1
qOmax 0.3 g g
−1 h−1
qSmax 2.4 g g
−1 h−1
tL 0.75 h
Vm 24.04 L mol
−1
YES 0.510 g g
−1
YOE 2.087 g g
−1
YOS 1.067 g g
−1
YXE 0.72 g g
−1
YXSf 0.10 g g
−1
YXSox 0.50 g g
−1
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A MATLAB ( c© 2002, The MathWorks, Natick, MA) MEX-file of the bioreactor model is
located in Appendix A . In order to obtain the concentration profiles, the differential equations
are integrated forward in time for the duration of the batch which is 20 hrs. The initial conditions
are the same for all model simulations in this chapter: 0.2 g/L biomass, 100 g/L of glucose, 0 g/L
ethanol, 1 L of reactor volume and 100 % dissolved oxygen tension. The feed into the reactor
is sterile and has a substrate concentration Si = 100 g/L. The fed-batch process has a single
controlled output, the ethanol concentration (g/L) at the end of the batch, which was manipulated
using the feed flow rate F (L). The model can capture diauxic growth observed in Saccharomyces
cerevisiae, i.e. sequential growth on glucose and ethanol as substrates. This is shown in Figure
2.3, a model simulation of batch growth. Once glucose is consumed completely, biomass growth
continues by consuming ethanol as the substrate. Model simulation results for a step change in
the input are as shown in Figure 2.4, and this figure demonstrates the integrating nature of the
system volume. The specific growth rate for biomass growth on ethanol is also much less than
that on glucose. This is observed from the variation of the specific growth rate, in relation to the
substrate, biomass, and ethanol concentration profiles in Figure 2.5 and it represents both batch
and fed-batch growth on glucose. The final volume of the reactor at the end of both the batch
and the fed-batch operation is 20 L. The initial conditions used for both the simulations are also
identical and are the same as those previously used to generate Figure 2.3.
The series of plots on the left, show the concentration profiles for the biomass, glucose,
specific growth rate, and ethanol for a pure batch growth with initial concentration of substrate as
100 g/L. It is observed that, during the initial part of the fermentation, the substrate, glucose, is
utilized for both biomass growth, and ethanol production. The specific growth rate, during glucose
consumption is fairly high. However, as the batch proceeds the glucose consumption increases, thus
reducing the specific growth. This continues until all of the initial glucose is completely consumed,
and from this point on-wards biomass growth continues on ethanol as a substrate. As a result, the
concentration of ethanol decreases and the specific growth with ethanol as a substrate is much less
than that on glucose.
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Figure 2.3: Plot showing sequential growth of biomass on glucose and ethanol under batch growth
conditions. (X0 = 0.2 g/L, S0 = 100 g/L, E0 = 0 g/L)
28
0 5 10 15 20
0
5
10
15
20
25
Bi
om
as
s 
(g/
L)
Time (hrs)
0 5 10 15 20
0
5
10
15
20
25
Vo
lu
m
e 
(L)
Time (hrs)
0 5 10 15 20
0
10
20
30
40
50
60
70
80
90
100
G
lu
co
se
 (g
/L)
Time (hrs)
0 5 10 15 20
0
5
10
15
20
25
30
35
40
Et
ha
no
l (g
/L)
Time (hrs)
Figure 2.4: Plot of the state variable profiles(− · −) for a unit step change in input(—) applied at
the start of the batch. (X0 = 0.2 g/L, S0 = 100 g/L, E0 = 0 g/L, V0 = 1 L, Si = 100 g/L)
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Figure 2.5: The plots show the state and specific growth rate profiles(—) in batch growth conditions
(left) and when an input(- - -) is applied for the fed-batch case (right).
(X0 = 0.2 g/L, S0 = 100 g/L, E0 = 0 g/L, Vf = 20 L, Si = 100 g/L)
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The series of plots on the right, describe the concentration profiles for the same variables but
with the fermentation proceeding in a fed-batch mode with a certain input profile as the feed with
substrate concentration in the feed as 100 g/L. In this case, the specific growth follows a trend
similar to that observed during the batch growth in the initial part of the fermentation. However,
once feed is introduced during the course of the fed-batch the specific growth increases due to the
glucose concentration in the feed. As the glucose from the feed is utilized, the specific growth
rate reduces. The added feed also ensures that ethanol is not consumed as a substrate and this
is reflected in the increase in ethanol concentration during the course of feed addition. Thus the
model is able to capture the dynamics of sequential growth on glucose and ethanol in both batch,
as well as fed-batch mode.
Unlike the model considered above, models that have been previously used to describe fed-batch
baker’s yeast fermentation [56],[59] do not include a detailed representation of the cellular level
growth process. The growth processes in these models are described using a lumped, unstructured
representation in which the biological components are described by a single variable, the specific
growth rate, µ. The representative equations, as reported in [56] are,
dX
dt
= µX −
F
V
X (2-19)
dS
dt
= −σX +
F
V
(Si − S) (2-20)
dP
dt
= piX −
F
V
P (2-21)
dV
dt
= F (2-22)
µ =
0.408S
0.22 + S
e−0.028P (2-23)
pi =
S
0.44 + S
e−0.015P (2-24)
σ = µ/0.1 (2-25)
Here, µ, pi and, σ are empirical relations describing the specific growth rate, substrate (S) con-
sumption rate and, the product (P) formation rate respectively. The model simulation results for
batch growth with the same initial conditions as used in the simulation for Figure 2.3 are shown
in Figure 2.6. It is observed that the initial part of the batch fermentation proceeds in a similar
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Figure 2.6: Plot showing growth behavior described using a lumped parameter approach for the
biological model. (X0 = 0.2 g/L, S0 = 100 g/L, E0 = 0 g/L)
32
manner, with both the biomass and ethanol growing in an exponential manner. However, once the
initial amount of glucose is completely consumed, the ethanol concentration remains constant and
the model does not capture the biomass growth on ethanol. Thus biomass concentration remains
constant, once the glucose is completely consumed. The comparison of the specific growth rates
for the two models is shown in Figure 2.7. It can be seen that the lumped parameter model fails to
account for the biomass growth on ethanol as the specific growth rate falls to zero as the glucose
is completely consumed. This is due to the fact that the model structure is unable to capture
the growth on ethanol and this drawback is a result of the simplified description of the cellular
physiology.
2.2 Results from Modeling
In this chapter, some of the benefits of having a mathematical model for fed-batch bioreactor
operation were presented. The uniqueness of the multi-scale modeling philosophy, and its appli-
cability to the fed-batch bioreactor problem at hand, was discussed. The bioreactor model was
presented in detail and its open-loop behavior was discussed. It was found that the model can
capture the sequential growth of biomass on glucose and ethanol respectively. The characteristics
of the specific growth were also analyzed for growth on both glucose as well as ethanol. Compar-
ison between the multi-scale model and a lumped model were also presented. It was found that
the conventional four state macroscopic reactor model with lumped biological representation, was
unable to capture the sequential growth dynamics.
In order to satisfy a performance objective, one needs to determine the optimal substrate policy.
Tools from optimal control theory are utilized in conjunction with the dynamic model described
in this chapter to obtain the input profile that will maximize the performance objective, the end
of batch ethanol concentration. The next chapter addresses the design of a controller to track the
optimal ethanol trajectory in presence of unmodeled disturbances.
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Figure 2.7: Comparison of the specific growth rate obtained from a lumped model (- - -) and the
multi-scale model (—) considered in this work [3]
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3.0 CONTROL
This chapter focuses on optimization and controller synthesis for the multi-scale, fed-batch
bioreactor considered in this work and described by the model in Section 2.1. First, the open-
loop optimal control problem is discussed and the off-line optimal substrate feeding policy for the
system is determined. Next, the design of a controller to track the optimal profile on-line in a
closed-loop is considered, and a discussion of the disturbance compensation strategies employed for
the constrained optimization problem concludes the chapter.
3.1 Optimal Control
3.1.1 Motivation for optimal control
In the case of a fed-batch bioreactor, one goal is to maximize an appropriate performance
objective. Towards achieving this goal, it is important to note that decisions made regarding the
input during the course of the batch play an important role on the objective function. As an
example, consider a hypothetical case study with two simulated runs for a fed-batch bioreactor
starting with the same initial conditions and with the same total amount of feed. The bioreactor
model used for the simulations was the same as that described in Section 2.1. Maximization of
the ethanol concentration E, at the end of the batch was used as the performance measure. The
only difference between the two case-studies is the time at which the feed is introduced in each
of the simulations. The input substrate feed and the state variable profiles obtained for both of
the simulated runs are shown in Figure 3.1. The plots on the left are generated with the glucose
feed sent into the reactor during the latter part of the batch run, whereas those on the right, show
the effect of the feed supplied during the earlier stages of the fed-batch operation. The ethanol
concentration at the end of the batch is 31 g/L and 25 g/L respectively, thus demonstrating the
importance of the feeding strategy for fed-batch fermentations. Hence it is required to determine
the input profile that would maximize the end of batch ethanol concentration. This forms the
conceptual basis for the optimal control problem.
35
0 5 10 15 20
0
5
10
15
20
Bi
om
as
s 
(g/
L)
0 5 10 15 20
0
5
10
15
20
25
Bi
om
as
s 
(g/
L)
0 5 10 15 20
0
20
40
60
80
100
G
lu
co
se
 (g
/L)
0 5 10 15 20
0
20
40
60
80
100
G
lu
co
se
 (g
/L)
0 5 10 15 20
0
5
10
15
20
25
Vo
lu
m
e 
(L)
0 5 10 15 20
0
5
10
15
20
25
Vo
lu
m
e 
(L)
0 5 10 15 20
0
10
20
30
40
Time (hrs)
Et
ha
no
l (g
/L)
0 5 10 15 20
0
10
20
30
40
Et
ha
no
l (g
/L)
Time (hrs)
Time (hrs) Time (hrs)
Time (hrs)
Time (hrs)
Time (hrs)Time (hrs)
Figure 3.1: Fed-Batch simulation comparison of identical feed profiles (—) added late (left) and
early (right). State variable profiles (−−−) are shown.
(X0 = 0.2 g/L, S0 = 100 g/L, V0 = 1 L, E0 = 0 g/L and Si = 100 g/L)
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3.1.2 Brief theory on optimal control
The general formulation of the optimal control problem is now presented. Let us consider that
the system dynamics are described by,
x˙ = f(x,u, t) for t ≥ t0 and t0 is fixed (3-1)
In this equation, x(t) and u(t) are vector valued state and input respectively and, t0 is the initial
time. Associated with the process operation is an objective function that needs to be maximized
and the general formulation for the objective function is given as,
J(t0) = φ(x(tf ), tf ) +
∫ tf
t0
L(x,u, t) dt (3-2)
The function φ accounts for the contribution of the final state, whereas L, accounts for the path
dependence in the objective function with tf as the final time of operation. In its simplest form,
the optimal control problem concerns with the maximization of the objective function J, subject
to the the system dynamics described by f . However, due to physical limitations, additional
constraint equations need to be included in the control problem. Constraints are usually present
in the form of bounds on the state and/or manipulated variables. The detailed solution technique
can be found in [51], and the main steps in the solution procedure are presented here. Initially,
the necessary condition for u to be optimal is that it should maximize the Hamiltonian, which is
obtained by appending the system dynamics to the objective function using a co-state variable.
This is mathematically described as,
H(x,u, t) = L(x,u, t) + λT f(x,u, t) (3-3)
In this equation, λ is the co-state variable and is used to incorporate the system dynamics into
the objective function. The original optimal control problem is then transformed into a two-point
boundary value problem, as the differential equations for the state and the new co-state variables
have boundary conditions defined at t0 and at tf , respectively.
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Different approaches have been used for the solution of optimal control problems for fed-batch
fermentors and these can be broadly divided into two distinct categories, one based on the Pon-
tryagin’s maximum principle [57], [59] and the other based on nonlinear optimization techniques
[52], [53], [56]. A brief literature review on the application of these techniques for the control of
fed-batch ethanol fermentation has been presented in Section 1.3.2 and for completeness, the two
techniques are discussed briefly, below.
Pontryagin’s Maximum Principle: Pontryagin and co-workers [50] showed that if the input
profile u(t), for the optimal control problem is constrained, then the necessary condition for u(t)
to be optimal, i.e. ∂H/∂u = 0, is replaced by the more general relation,
H(x?,u?, λ?, t) ≤ H(x?,u? + δu, λ?, t), for all admissible δu (3-4)
In this equation ? denotes optimal quantities. The essence of the maximum principle is that the,
“Hamiltonian must be minimized over all admissible u for optimal values of the state and co-state”
[63]. On applying Pontryagin’s Maximum Principle to the fed-batch fermentation problem, for
optimizing the amount of ethanol at the end of the batch, the Hamiltonian simplifies to,
H = λT f(x,u, t) (3-5)
The system equations describing the macroscopic reactor (equations 2-14 through 2-18) are given
by f . Since the control input, i.e. feed rate F , appears linearly in the system equations, the
Hamiltonian is linear in the control variable and is therefore given as,
H = l(x, λ)u (3-6)
In this equation, l is a linear function. Now, if at some point during the process operation, l < 0,
then in order to maximize the Hamiltonian, u will be given by its lower bound, umin. In a similar
manner, in regions where l > 0, u will have the value umax. This shifting of the control input
between its upper and lower bounds is known as a bang-bang control problem. On the other hand,
the singular control problem arises when l = 0 in some region. In this case, both the Hamilto-
nian and its first and higher derivatives are zero. The maximum principle then does not give any
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information about finding the optimal control input. As a result, part of the optimal trajectory
may be singular, and switching times between the singular and non-singular regions need to be
determined. Differential equations for both the state and co-state variables then need to be solved
in the different regions, and the solution has been reported to be highly sensitive to the choice of
initial conditions and the initial guess values used for the solution of the optimization problem [56].
In addition, when constraints are present on the control variable and/or the system state variables,
the resulting problem poses sufficient numerical and computational challenges. The applicability
of the maximum principle is therefore limited to low order problems, or problems with fairly low
complexity in the process model.
Nonlinear Optimization Techniques: As an alternative to Pontryagin’s maximum principle,
the original optimal control problem can be converted into a Nonlinear Programming (NLP) prob-
lem. The mathematical basis for this method of solution is to make the original problem compu-
tationally tractable by using a discrete approximation to the original continuous input profile. In
this method, the fed-batch interval (t0, tf ) is partitioned into sub-intervals and the control variable
is approximated by suitable functions, such as, piecewise constant functions, within each inter-
val. The resulting problem is thus reduced to a mathematical programming problem that can be
solved using standard optimization algorithms. Figure 3.2, adapted from [64], shows the controls
discretized using piecewise constant functions. The switching times on the X axis are pre-assigned
whereas, the heights of the piecewise constant functions on the Y axis are decision variables for the
optimization algorithm.
3.2 Optimal Control Results
For the optimal control of the fed-batch ethanol fermentation considered in this work, the state
variable, x and the system equations f , are described by the multi-scale model represented by
equations 2-14 through 2-18, so that,
x = [X S V DOT E]T (3-7)
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where, X is the biomass, S is the substrate, V is the reactor volume, DOT is the dissolved oxy-
gen tension, and E represents the ethanol concentration. The feed-rate F , serves as the control
input u and the objective function for the optimal control problem is the maximization of ethanol
concentration at the end of the batch given as,
min
u(t)
J[u(t),x(t)]
J = E(tf ) (3-8)
In addition it is assumed that the system is constrained so that the reactor volume at the end of
the batch is restricted to 20 L, which is an end-point constraint. Further, the feed-rate cannot be
negative and the feed rate over any interval cannot exceed the free reactor volume at the start of
the interval, so that,
0 ≤ u(k) ≤ 20− V (k)
0 ≤
∑tf
k=t0
u(k) ≤ 20− V0
(3-9)
In these equations, V (k) is the volume at the time k, and V0 is the initial volume. Due to the
system nonlinearities and constraints on the state and input, a nonlinear optimization technique
was used to obtain the optimal input sequence. The final batch time was chosen as 20 hours (for
comparison with [52],[56]). The entire batch was split into equal intervals of one hour duration.
The optimal control was then discretized into 20 piece-wise constant segments, with values ui(k)
for k = 0, 1, 2, ....19. Here, i is the iteration value during the course of the optimization, whereas
k represents the time instant at which the input is applied. Thus the value of i increases as the
optimization proceeds and the objective function is calculated for each iteration until it converges
to its maximum or minimum value. The goal of the optimization procedure is to find the values
of u(k) for all k, which give an optimal value of the performance index, J. The general algorithm
for the solution procedure is described in Figure 3.3 adapted from [65]. The solution is composed
of two distinct blocks, an optimization block and an integrator block. At the beginning, a starting
guess value for the input is provided. Based on this input, the system differential equations are
integrated and the value of the objective function is determined. The optimization algorithm
uses a convergence criterion to determine the optimal value, failing which, new input values are
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Figure 3.3: Algorithm for the solution of the optimal control problem
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selected based on the gradient of the objective function at that point, and the sequence continues.
The input profile for which the objective function converges to a maximum value, is the optimum
profile. For the numerical integration of the state equations, the ode45 routine in MATLAB ( c©
2002, The Mathworks, Natick, MA) was used, and the optimization was carried out using the
MATLAB routine fmincon. The results of the optimization strategy are shown in Figure 3.4. The
optimal control policy for the fed-batch fermentation shows two distinct regions. Initially, it is
seen that the fermentation proceeds in a batch mode as the value of the substrate feed rate is
zero; substrate addition then follows the batch period. The batch growth continues until all of
the initial substrate, with which the fermentation process starts, is completely utilized. At this
point, if the batch growth were to continue, i.e. if additional substrate was not fed in the reactor,
biomass growth would continue on ethanol as a substrate, which is undesirable. Thus, in order to
prevent this consumption of ethanol, glucose feed is sent into the reactor, and this is utilized for
the production of ethanol, in preference to biomass.
This approach leads to the optimal glucose feeding profile for maximizing the end of batch
ethanol concentration. For the initial conditions considered in this work, the profile is composed of
an initial batch growth i.e. no feed addition and then the fed-batch growth. This is qualitatively
similar to the optimal profile obtained by Pushpavanam et al. [56], and by Modak and Lim [59].
The off-line optimum profile provides the reference trajectory that the fed-batch operation must
follow, in order to maximize the end of batch ethanol concentration in the absence of disturbances.
The optimal control policy represents the best performance that can be obtained from the system
for the given set of initial and feed conditions.
3.3 Model Predictive Control
As is seen from Section 1.3.2, most of the control literature for yeast cultures focuses on an
open-loop operation owing to their highly nonlinear and inherently difficult dynamic behavior [6].
Optimization is carried out off-line, and the reactor is fed with the determined optimal feed profile.
Once the batch proceeds there is no provision to account for disturbances occuring during the batch.
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Figure 3.4: Plot showing the state variable profiles(- - -) obtained when the optimal input(–) is
used for the fed-batch operation.
(X0 = 0.2 g/L, S0 = 100 g/L, V0 = 1 L, E0 = 0 g/L and Si = 100 g/L)
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This problem of implementing the optimal policy on-line and ensuring that the system follows the
optimal trajectory in the presence of disturbances has received limited prior consideration [52].
Attention is thus focused on designing a controller to track the optimal policy, and on approaches
for disturbance compensation for the closed-loop control problem.
The control of fed-batch fermentors and polymerization reactor systems is similar in that both of
these systems are operated in a dynamic, fed-batch mode and are highly nonlinear. As an example,
Peterson and Arkun consider free radical polymerization of methyl methacrylate in fed-batch mode
for the control of the reactor temperature and the number averaged molecular weight (NAMW)
of the polymer [66]. They employ a nonlinear Dynamic Matrix Control (DMC) algorithm and the
time-varying disturbances are calculated such that the output of the extended linear model matches
the output from the nonlinear model at all future sampling times. Constraints were not included
in their formulation, and for controller design, the prediction and control horizons were both set a
value of one. In this work, the control formulation is treated in a slightly different manner.
Conventional Model Predictive Control (MPC), [67],[68],[69],[70],[71] which employs a receding
horizon framework, is geared more towards continuous processes [72]. In contrast to continuous
MPC, the control horizon in batch processes shrinks as the batch nears completion. Thus, the
Shrinking Horizon Model Predictive Control (SHMPC) formulation is utilized in this study as
it is more suited to batch processes where the available window for control shrinks as the end
of batch nears. The SHMPC approach has been utilized by Liotta et.al. [73] for the control of
particle size in a semi-batch emulsion polymerization reactor and by Thomas and co-workers for
the quality control of composite laminates [74]. It was hypothesized that these concepts which
have proved successful for control of polymerization reactors could be applied for the fed-batch
bioreactor problem considered in this work.
An added advantage of using a predictive controller is the fact that, for fed-batch fermentors,
decisions made during the course of the process operation have a significant impact on the final
product quality, as demonstrated in Figure 3.1. In such a scenario, the model predictive control
algorithm proves beneficial, as it can predict the effect of past input moves on the future system
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behavior. Since process feedback is incorporated into the algorithm at every time step, predicted
future constraint violations can be accounted for, and subsequent input moves can be chosen so
as to prevent these violations from taking place. The model predictive control algorithm is also
well known for its explicit on-line handling of manipulated variable constraints. On the other
hand, constraint handling is not easily incorporated with classical feedback techniques; furthermore
classical feedback controllers respond only after the disturbance manifests itself in the process
output, thereby limiting their applicability for constrained fed-batch control problems.
3.3.1 Model Predictive Control: The Basic Algorithm
In order to understand the Model Predictive Control (MPC) algorithm, consider Figure 3.5.
The figure and the notation used in the description are adapted from [75]. The first part of the
MPC algorithm is the specification of the reference trajectory, which may be as simple as a step
change to a new setpoint or, as is common in batch processes, a trajectory that the system must
follow. At the present time, k, the reference trajectory has a value r(k).
Also at k, consider the predicted process output over a future prediction horizon, p. A suit-
able controller model of the process is used to obtain the projected behavior of the output over
the prediction horizon by simulating the effects of past inputs applied to the actual process (value
y∗(k) at the current time).
The same controller model is used to calculate a sequence of m current and future manipulated
variable moves, in order to satisfy some specified objective function. Here, m is the move horizon.
A common objective function is to minimize the sum of squared deviations of the predicted con-
trolled variable values from a time-varying reference trajectory, over the prediction horizon, based
on system information available at the current time k. The minimization also takes into account
constraints that may be present on the state, output, or the manipulated variable. Conceptually,
the problem is similar to constructing and utilizing the inverse of the controller model to determine
the sequence of m moves that most closely achieve the specified output behavior over the predicted
horizon [75].
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However, due to unmodeled disturbances and modeling errors, there may be deviations between
the actual observed output, ym(k) and the predicted output behavior. Due to this deviation, the
computed future manipulated variable moves may no longer be appropriate and hence, only the
first of the computed manipulated variable moves, ∆u(k), is implemented on the actual process.
The error d(k) = ym(k) − yˆ(k), is calculated and is used to update the future measurements. At
the next time instant, k + 1, the process measurement is again taken and the horizon is shifted
forward by one step. Based on this new horizon and using the updated system information, the
optimization is carried out again, and the process continues. Since, the horizon recedes, at the next
time step, this is also known as a receding horizon control problem. However, in the case of batch
systems where the final time of the process operation is specified, the available prediction horizon,
and the window of opportunity for control, shrinks as the batch nears completion. Consequently,
the value of the prediction horizon in the control algorithm, successively decreases as the end of
batch nears. This is known as the SHMPC problem [4].
3.3.2 Linear and Nonlinear Model Predictive Control
Since its inception, Model Predictive Control has had considerable success in industry. In a
recent survey, Qin and Badgwell report that MPC has found applications in diverse areas such
as chemicals, food processing, aerospace, pulp and paper, and the automotive industries [76]. A
number of comprehensive reviews on MPC have also appeared in literature [30], [71], [77]. MPC
algorithms have been classified most generally on the basis of the type of controller model used.
In the most general implementation of MPC, the model is a nonlinear function of the system
states, manipulated inputs and outputs. The objective function and system constraints could
be nonlinear as well, and this particular implementation is known as Nonlinear Model Predictive
Control (NLMPC). Linear Model Predictive Control (LMPC) refers to the particular case when
the controller model is linear. A quadratic objective function is commonly used, which is one of
the most convenient forms for the on-line optimization problem; the input and output constraints,
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if present, are generally linear in the decision variables. However, as pointed out by Biegler and
Rawlings, the constrained LMPC problem is no longer linear [78].
In the case of LMPC, the most commonly used model form is the finite convolution model. This
convolution model is based on either step or impulse response models in which case the output is
represented as:
y(k) =
M∑
i=0
h(i)u(k − i) Impulse Response Model,
y(k) =
M∑
i=0
s(i)∆u(k − i) Step Response Model, where,
∆u(k) = u(k)− u(k − 1)
Here the parameters h(i) and s(i) are the impulse and step response coefficients, which are usually
obtained from plant data. The model memory, M, denotes the window over which past inputs
affect the output significantly. Other model forms that have been used are the state-space format
and the discrete transfer function format, and a description of these model forms can be found in
[75].
3.4 Model Predictive Control: Bioreactor Case Study
In this section, the application of the Model Predictive Control for the fed-batch fermentation
problem considered in this work is discussed. Considering NLMPC, a nonlinear optimization prob-
lem needs to be solved at every time step. The general methodology is to convert the objective
function and the constraints into a nonlinear programming problem, and this approach has been
used for the control of a CSTR by Eaton and Rawlings [79]. However, NLMPC is computationally
demanding and the optimization problem may not be strictly convex, so that the solution may
converge to local minima, or if it does converge to the global minima, may take a long time to do so
[71]. This makes the on-line implementation of NLMPC a non-trivial task. Instead of NLMPC, the
Nonlinear Quadratic Dynamic Matrix Control (NLQDMC) algorithm [5] is considered in this work
and the notation used in this section is adapted from [80]. In NLQDMC the optimization (shown
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later in this section) is reduced to solving a quadratic program (QP) at every time step. A quadratic
program is inherently convex and is thus mathematically more tractable as compared to general
nonlinear optimization problems. Consequently, a global solution to the optimization problem can
be assured within a specified tolerance at every time-step and this makes on-line implementation
for fed-batch fermentation control possible.
3.4.1 Model Construction
The original bioreactor model, discussed in Section 2.1 is a continuous time, nonlinear model.
In order to design a suitable controller for this process, a controller model is required to predict
the process behavior. This prediction of the process output is composed of three parts:
Effect of Past Manipulated Variables on the Predicted Outputs: The effect of past
manipulated variables on the predicted output, y∗(k + 1), y∗(k + 2), ..., y∗(k + p), is defined as the
value of the output, assuming no manipulated variable changes occur in the future. In the context
of the bioreactor case study, it amounts to determining the ethanol trajectory over the prediction
horizon, assuming no further changes in the substrate feed rate take place. This contribution was
calculated as follows: the original process model in the form of continuous time nonlinear differential
equations can be represented as:
x˙ = f(x,u)
y = h(x) (3-10)
At the current time k, the plant measurement, ym(k), the state vector at time k based on infor-
mation at time k − 1, x(k|k − 1), and the past manipulated variable, u(k − 1), are known.
For i = 1, 2, ...p, where p is the prediction horizon, the nonlinear model is numerically integrated,
with the input constant, i.e. u(k + i − 1) = u(k − 1), to obtain values of the state variables, and
hence the output variable. Since this is a fed-batch system with a fixed final time, the value of p is
the number of time steps from the current time to the end of the batch.
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Effects of Future Manipulated Variables on the Predicted Outputs: In order to cal-
culate the effect of future manipulated moves on the predicted outputs, a step response model
was used. The original nonlinear model in equation 3-10 was linearized at every time step of the
controller calculation. Thus, based on x(k|k − 1) and u(k − 1), the linear model is given as,
˙ˆx = Akxˆ + Bku
yˆ = Ckxˆ (3-11)
where,
Ak =
(
∂f
∂x
) ∣∣∣
x=xˆ(k|k−1),u=u(k−1)
Bk =
(
∂f
∂u
) ∣∣∣
x=xˆ(k|k−1),u=u(k−1)
Ck =
(
∂h
∂x
) ∣∣∣
x=xˆ(k|k−1)
This is in contrast to approaches where linearization is carried out at only one point and the
resulting linear model is used for further calculations. Due to the dynamic nature of the fed-batch
operation, there is no steady state, and hence the process behavior cannot be represented accurately
by linearizing around a single operating point. Another factor that contributed towards linearizing
the model at every time-step was the fact that the system is subject to abrupt changes, such as
when the original amount of substrate is completely consumed, or when feed is introduced into the
reactor. Thus the system nonlinearities and dynamics necessitated linearization at every time step.
Analytical linearization of the original nonlinear model was carried out off-line to obtain a function
that enabled the calculation of the linear model on-line based on the values of the estimated state
and past input variables. A comparison between the nonlinear and linear models for the optimal
input is shown in Figure 3.6. It is found that the linear model, based on a dynamic linearization,
adequately represents the process. The next step is to discretize the linear model to obtain the
discrete-time model in state-space format,
xˆj+1 = Φkxˆj + Γkuj
yj = Ckxˆj (3-12)
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Figure 3.6: The difference between the nonlinear (- - -) and dynamically linearized (− · −) model
is shown for the optimal input (–). (X0 = 0.2 g/L, S0 = 100 g/L, V0 = 1 L, E0 = 0 g/L and Si =
100 g/L)
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In this equation, Φk and Γk are the discrete time equivalents of matrices Ak and Bk respectively.
Once the discretized model was obtained, step response coefficients for the system were calculated.
The calculations for discretization and the step response coefficients were performed using the
functions c2dmp and ss2step, in MATLAB ( c© 2002, The Mathworks, Natick, MA). Since the step
response coefficients are used to calculate the effect of the future manipulated variable moves, only
p coefficients are required. These step responses were calculated from,
Si,k =
i∑
j=1
CkΦ
j−1
k Γk (i = 1, 2, ...p) (3-13)
In this equation, Si,k represents the step response coefficient i time steps in the future, calculated
from the current time k. Using the step response coefficients, the dynamic system matrix was
obtained. This matrix is known as the step response matrix and at a particular time instant k, it
is of the form,
Suk =


Su1 0 0 · · · 0
Su2 S
u
1 0 · · · 0
· · · · · · ·
· · · · · · ·
Sum S
u
m−1 S
u
m−2 · · · S
u
1
· · · · · · ·
· · · · · · ·
Sup S
u
p−1 S
u
p−2 · · · S
u
p−m+1


(3-14)
The step response matrix has p rows and m columns. The first column represents the step re-
sponse co-efficients extending until the prediction horizon, and hence p rows in the step response
matrix. The second column represents the next instant and it has the coefficients shifted down by
one element. Thus the m columns extend until the control horizon with the system step response
coefficients appropriately shifted down in order.
Since the model linearization was carried out at every time step, the discretization, step-
responses, and the dynamic matrix, were calculated at every time step as well. In MPC m ≤ p
always, so that the controller determines the next m moves only. Thus the vector of current and
future manipulated variables is given as,
∆U(k|k) = [ ∆u(k|k) ∆u(k + 1|k) .... ∆u(k + m− 1|k) ]T (3-15)
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All subsequent input changes are set to zero, so that,
∆u(k + m|k) = ∆u(k + m + 1|k) = .... = ∆u(k + p− 1|k) = 0 (3-16)
Effects of Future Disturbances on the Predicted Outputs: The unmodeled effects at the
current sampling time are computed as the difference between the plant measurement obtained
from the actual nonlinear model, ym(k), and the model prediction, yˆ(k). In the absence of any
further information about these disturbances at future times, it is assumed that the predicted values
of the disturbances are equal to the current values.
d(k + 1) = d(k + 2) = .... = d(k + p− 1) = d(k) = ym(k)− yˆ(k) (3-17)
With these three contributions, the p step ahead, predicted output Yˆ, is given as,
Yˆ(k + 1|k) = Y∗(k|k) +D(k|k) + Suk ∆U(k|k) (3-18)
where, Y∗ represents the contribution of past inputs, Suk ∆U(k|k) represents the effect of future
manipulated variables on the output, and D represents the unmodeled disturbance vector, of length
p. In matrix form, the predicted output is given as,


yˆ(k + 1|k)
yˆ(k + 2|k)
·
·
yˆ(k + m|k)
·
·
yˆ(k + p|k)


=


y∗(k + 1|k)
y∗(k + 2|k)
·
·
y∗(k + m|k)
·
·
y∗(k + p|k)


+


d(k)
d(k)
·
·
d(k)
·
·
d(k)


+


Su1 0 0 · · · 0
Su2 S
u
1 0 · · · 0
· · · · · · ·
· · · · · · ·
Sum S
u
m−1 S
u
m−2 · · · S
u
1
· · · · · · ·
· · · · · · ·
Sup S
u
p−1 S
u
p−2 · · · S
u
p−m+1




∆u(k + 1|k)
∆u(k + 2|k)
·
·
∆u(k + m|k)
·
·
∆u(k + p|k)


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3.4.2 Controller Synthesis
After formulating the controller model, the essential components of the closed-loop control al-
gorithm are considered. These are the reference trajectory that needs to be tracked, the objective
function for the on-line optimization, and its associated constraints.
Specification of the Reference Trajectory: The optimal input that was generated in Sec-
tion 3.2 was used to generate the reference trajectory for ethanol that has to be followed in the
closed-loop format. The reference trajectory was also specified with the same step size as was used
in the discretization of the controller model. This reference trajectory, R(k|k) for ethanol, with the
optimal input is shown in Figure 3.7.
Objective Function: The 2-norm squared objective function was used in this work and
is of the following form,
min
∆U(k|k)
{
||Γy
[
Yˆ(k + 1|k)−R(k + 1|k)
]
||22 + ||Γu∆U(k|k)||
2
2
}
(3-19)
In this equation, the first term denotes the projected deviations of the controlled variable, the
ethanol trajectory (Y) from the time-varying, ethanol reference trajectory (R) whereas, the second
term penalizes the manipulated variable moves (∆U). The quadratic criterion penalizes large devi-
ations more than smaller ones, so that the output remains close to its reference trajectory. It may
so happen that the manipulated variable moves that make the output follow the reference trajec-
tory may be too severe and may not be physically realizable due to actuator saturation or system
constraints. Thus, weights are included in the objective function so that the relative importance of
the trajectory tracking and the control effort can be decided by the values of the (usually) diagonal
weights, Γy and Γu, respectively. Larger values of Γu relative to Γy penalize changes in the input.
This results in lower values of ∆U , and as a result the reference trajectory is not followed as closely.
On the other hand, larger relative values of Γy result in good tracking characteristics at the cost of
potentially large changes in the input.
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Figure 3.7: Plot showing the ethanol reference trajectory (− · −) and the optimal input profile
(−−−). (X0 = 0.2 g/L, S0 = 100 g/L, V0 = 1 L, E0 = 0 g/L and Si = 100 g/L)
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Constraints: Constraints play a very important role in the quadratic programming problem
solved at every time step of the controller calculation. Since the reactor is constrained to a fixed
final volume, the sum of the manipulated variables i.e. the total substrate feed cannot exceed the
final reactor volume bound of 20 L. Consider any point k during the reactor operation. The reactor
volume at k is known to be V (k), so that (20 − V (k)) represents the free volume available in the
reactor. Since m future control intervals are considered in the MPC algorithm, this free volume
represents the upper bound for the feed addition over the control horizon. This manipulated vari-
able constraint for future time intervals can be formulated as m linear inequalities [80] resulting in,
umin(l|k) ≤ u(k − 1) +
l∑
j=0
∆u(k + j|k) ≤ umax(l|k) for l = 0, 1, ..., m− 1 (3-20)
In this equation, ∆u(k + j|k) is a scalar and represents a series of future manipulated variable
moves for l, u(k − 1) is the past value of the manipulated variable. The lower bound on the input
umin is the flow rate at the previous time step; this guarantees a non-decreasing volume. The upper
bound on the input, umax, is given as:
umax(l|k) =
20− V (k + l|k)
(p− l)∆t
for l = 0, 1, ..., m− 1
V (k + l|k) = V (k) +
l∑
j=0
∆u(k + j|k) (3-21)
Similarly, constraints on the manipulated variable rate can be formulated as m inequalities resulting
in,
∆umin(l|k) ≤
l∑
j=0
∆u(k + j|k) ≤ ∆umax(l|k) for l = 0, 1, ..., m− 1 (3-22)
Here ∆umin ensures a non-negative feed rate into the reactor whereas ∆umax ensures that a single
input or the sum of all input additions do not lead to overflow of the reactor.
The manipulated variable magnitude and rate constraints can be then combined into a single
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convenient expression given as,
Cu∆U(k|k) ≥ C(k + 1|k) where, (3-23)
Cu =


−IL
IL
−I
I


IL =


I 0 · · · 0
I I · · · 0
· · · · · ·
· · · · · ·
I I · · · I

 and,
C(k + 1|k) =


u(k − 1)− umax(k|k)
·
·
u(k − 1)− umax(k + m− 1|k)
umin(k|k)− u(k − 1)
·
·
umin(k + m− 1|k)− u(k − 1)
−∆umax(k|k)
·
·
−∆umax(k + m− 1|k)
∆umin(k|k)
·
·
∆umin(k + m− 1|k)


In this equation, C represents all the error vectors on the constraints i.e. deviations of u and ∆u
from their upper and lower bounds and is a function of the time instant k. IL is a lower triangular
matrix, whereas Cu contains all the matrices on the Left Hand Side of the inequalities.
Control Problem as a Quadratic Program: Attention is now focused on formulating the
optimization problem as a QP problem to be solved at every time step. The generalized optimiza-
tion problem and its associated constraints are,
min
∆U(k|k)
{
||Γy
[
Yˆ(k + 1|k)−R(k + 1|k)
]
||22 + ||Γu∆U(k|k)||
2
2
}
s.t. Yˆ(k + 1|k) = Y∗(k|k) + Suk ∆U(k|k) +D(k|k) (3-24)
Cu∆U(k|k) ≥ C(k + 1|k)
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where,
R(k + 1|k) =


r(k + 1|k)
r(k + 2|k)
·
·
r(k + p|k)

 (3-25)
is the vector of reference trajectories.
By substituting the prediction equation into the objective function and writing the problem in the
standard QP formulation, the optimization problem becomes,
min
∆U(k|k)
∆U(k|k)THuk∆U(k|k)− G(k + 1|k)
T ∆U(k|k) (3-26)
s.t. Cu∆U(k|k) ≥ C(k + 1|k)
where, the Hessian for the QP is,
Huk = S
uT
k Γ
T
y ΓyS
u
k + Γ
T
u Γu (3-27)
and the gradient vector is,
G(k + 1|k) = 2SuTk Γ
T
y ΓyEp(k + 1|k) (3-28)
where,
Ep(k + 1|k) =


e(k + 1)
e(k + 2)
·
·
e(k + p)

 (3-29)
= R(k + 1|k)− [Y∗(k|k) +D(k|k)] (3-30)
3.4.3 Simulation Results
The NLQDMC algorithm was implemented in MATLAB ( c© 2002, The Mathworks, Natick, MA)
and the QP was solved on-line, at every controller time step using the function quadprog. The
results of the closed-loop control are as shown in Figure 3.8. The parameters that were used in the
controller design were: a control horizon m of unity; a sample time of 1 hr; a manipulated variable
move weight Γu = 2; and a setpoint tracking weight Γy = 3. The objective value from the open-loop
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Figure 3.8: Plot of the state trajectories obtained using closed loop NLQDMC(− · −) compared
with the open-loop, optimal trajectory (−−−), and the closed-loop input profile(—) under nominal
conditions. (m = 1, Γu = 2 Γy = 3)
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optimal control policy is 39.17 g/L, whereas that from the closed-loop NLQDMC scheme is 37.6 g/L.
The objective function value obtained is thus considerably less (4%) than that obtained from the
open-loop optimization. Although the volume constraint is satisfied, the controller does not track
the reference trajectory satisfactorily. Further, it was observed from a number of simulations, that
the controller performance was highly sensitive to the tuning parameters, Γu and Γy. However,
improvement in tracking performance was obtained for different tuning parameters. Since the
volume constraint was formulated as an inequality constraint, the closed-loop solution occasionally
led to a volume which was less than the final volume constraint of 20 L, so that the total amount
of ethanol at the end of the batch, Ef × Vf , was reduced.
Consequently, in order to attain a final volume as close to 20 L as possible, the objective function
for the optimization problem was modified to include a term that penalized deviations from the
final reactor volume. The modified objective function is given as,
min
∆U(k|k)
{
||Γy
[
Yˆ(k + 1|k)−R(k + 1|k)
]
||22 + ||Γu∆U(k|k)||
2
2 + ||Γf [Vf − 20.0] ||
2
2
}
(3-31)
In this equation, Γf is the weighting factor that penalizes deviations from the final volume, whereas
Vf is the projected final volume at the end of the batch. Inclusion of this additional term in the
objective function led to a considerable increase in performance and this can be seen in Figure
3.9. The sampling time was 1 hr, and the weighting factors used were, Γy = 3, Γu = 10, and
Γf = 3. The control horizon was set equal to the prediction horizon, i.e. m = p. The ethanol
concentration at the end of the batch was 38.91 g/L, which is very close to (within 0.6% of) the
open-loop objective function value of 39.17 g/L. The reactor volume constraint was also satisfied.
A comparison of the input profiles obtained from the closed-loop SHMPC and the off-line open-loop
optimization is shown in Figure 3.10. It is observed that the closed-loop SHMPC profile differs
from the open-loop input profile at the beginning of, and at the very end of the batch. There is
an initial feed addition of 0.25 L in SHMPC, and at the end of the batch the changes in the feed
rate are not as abrupt as those observed in the open-loop input profile. The reason for the initial
addition could be attributed to the fact that, at the start of the batch when no feed addition has
taken place, there is a considerable difference between the reference trajectory and the projected
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output trajectory. In order to account for this difference, the controller introduces the glucose feed.
But as the batch proceeds, better predictions become available and the controller balances out the
initial feed addition and does an admirable job of tracking the reference trajectory.
Another interesting feature observed in the simulations was the role played by the control
horizon on the final performance. For a value of m = 1, in Figure 3.11, the control horizon is
limited to the next step. Consequently, the controller calculates an input profile valid only for
the next step, and this myopic view results in continuous feed addition. As a result, the final
concentration of ethanol at the end of the batch is limited to 33.6 g/L. As the control horizon
length increases, the controller generates input moves that are valid over a larger time horizon
in the future as compared to m = 1. As a result, there is better control over the feed addition,
the initial feed addition is reduced, and the amount of ethanol obtained at the end of the batch
progressively increases. In Figure 3.12, with m = 5, 36.534 g/L of ethanol is obtained at the end
of the batch, whereas in Figure 3.13, for m = 9 the amount of feed added initially is considerably
reduced and results in a final ethanol concentration of 38.81 g/L which is very close to 38.91 g/L
obtained when m = p.
Controller Performance for Disturbance Rejection: In order to test the performance of the
controller for disturbance rejection, a +10% change in the glucose feed concentration was made.
The sample time, and the weighting factors for the objective function, were the same as those used
in the nominal case, and the results are shown in Figure 3.14. It is observed that the controller
performance deteriorates, and attains a final ethanol concentration of only 25.6 g/L. Due to the
increase in glucose concentration in the feed, the controller initially sends a reduced volume of
feed into the reactor. However, as the batch nears completion, the controller adds an increased
amount of feed in order to avoid violating the final volume constraint. As a result of this delayed
feed addition, the concentration of ethanol is significantly reduced due to the dilution effect of the
added volume. At the same time, considerable amount of glucose remains unutilized at the end of
the batch which is not an efficient utilization of the available substrate.
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Figure 3.9: Plot of the state trajectories obtained using closed loop NLQDMC(− · −) compared
with the open-loop, optimal trajectory (−−−), and the closed-loop input profile(—) under nominal
conditions for prediction horizon. (m = p, Γy = 3, Γu = 10, Γf = 3)
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Figure 3.10: Plot of the input profiles obtained using closed loop NLQDMC(− · −) and the open-
loop input profile(—) under nominal conditions for prediction horizon. (m = p, Γy = 3, Γu =
10, Γf = 3)
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Figure 3.11: Plot of the state trajectories obtained using closed loop NLQDMC(− · −) compared
with the open-loop, optimal trajectory (−−−), and the closed-loop input profile(—) under nominal
conditions for prediction horizon. (m = 1, Γy = 3, Γu = 10, Γf = 3)
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Figure 3.12: Plot of the state trajectories obtained using closed loop NLQDMC(− · −) compared
with the open-loop, optimal trajectory (−−−), and the closed-loop input profile(—) under nominal
conditions using prediction horizon. (m = 5, Γy = 3, Γu = 10, Γf = 3)
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Figure 3.13: Plot of the state trajectories obtained using closed loop NLQDMC(− · −) compared
with the open-loop, optimal trajectory (−−−), and the closed-loop input profile(—) under nominal
conditions using prediction horizon.(m = 9, Γy = 3, Γu = 10, Γf = 3)
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Due to the feed disturbance, the original reference trajectory is no longer optimal, and this
results in the decreased ethanol concentration at the end of the batch. In order to correct this, re-
optimization can be carried out, to generate a new reference trajectory, thereby taking into account
the increased amount of glucose within the feed. Generally, disturbances occuring in the plant are
not known. With the knowledge of the initial pulse of the added feed at the start of the batch,
and the system measurement at a certain point during the course of the batch, the initial feed
concentration that causes the system to diverge from the reference trajectory can be calculated.
Since this back-calculation of the feed concentration involves only the numerical integration of
the system model, the new (disturbance) feed concentration can be readily obtained. In order to
generate the new reference trajectory, optimization is carried out for the remainder of the batch,
keeping the initial trajectory the same as the one calculated up to the measurement time point in
the batch, where deviation of the system from the reference trajectory is detected. For the +10%
disturbance considered in this work, the system information until 4 hrs was utilized. With the
knowledge of the volume of feed added until 4 hrs, the glucose concentration in the feed (which
in this case is 110 g/L) was back-calculated. Based on this increased feed glucose concentration,
the optimal control policy was recalculated for the remainder of the batch i.e. from 4 hrs to
20 hrs. This new optimal input was used to obtain the modified ethanol reference trajectory which
showed that the new final ethanol concentration was 42.19 g/L. For the SHMPC controller, the
new ethanol reference trajectory was utilized for time 4 hrs onward. The results of this apprach
are shown in Figure 3.15. The controller tracks the new reference trajectory and returns a final
ethanol concentration of (40.17 g/L) which is within 5% of the re-optimized value of 42.19 g/L.
Further, this closed-loop value is significantly (36%) better than the value of 25.6 g/L obtained
with no re-optimization. It also out-performs the open-loop optimal value of 39.17 g/L and the
closed-loop value of 38.91 g/L for the nominal case with feed glucose concentration of 100 g/L.
Limitations of the current approach: It was observed that the system performance was highly
sensitive to controller tuning i.e. selection of the weights Γy, Γu, and Γf . In the current case,
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Figure 3.14: Plot of the state trajectories obtained using closed loop NLQDMC(− · −) compared
with the open-loop, optimal trajectory (−−−), and the closed-loop input profile(—) for a +10 %
change in feed concentration. (Si = 110 g/L, m = p, Γy = 3, Γu = 10, Γf = 3)
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Figure 3.15: Plot of the state trajectories obtained using closed loop NLQDMC(− · −) compared
with the open-loop, optimal trajectory (− − −), and the closed-loop input profile(—) for a +10
% change in feed concentration and re-optimization of reference trajectory. (Si = 110 g/L, m =
p, Γy = 3, Γu = 10, Γf = 3)
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the controller tuned for the nominal case returned a final ethanol concentration of 40.17 g/L
which is good but is slightly off when compared to 42.19 g/L which is the value from the re-
optimized trajectory. However, with controller re-tuning, the closed-loop ethanol concentration
with re-optimization increased to 41.82 g/L. This led to the conclusion that the controller tuning is
disturbance specific, i.e. one needs to know a priori the nature of the disturbance before tuning the
controller. However, accurate information about expected disturbances is not commonly available
in an industrial setting.
Due to the final volume constraint of 20 L and the presence of the feed concentration disturbance,
a large amount of feed is added to the system at the end of the batch when the sampling time is
as large as 1 hour. Thus it was hypothesized that if the sampling time was reduced, the controller
could eliminate large feed additions at the end of the batch, and this could lead to a more efficient
utilization of available glucose. With this objective, the SHMPC scheme was now applied with a
sampling time of 0.5 hours. Figure 3.16 shows the nominal controller performance. The weights
used were, Γy = 3, Γu = 10, and Γf = 2. The tracking performance shows improvement, and
the amount of ethanol obtained at the end of the batch is 38.98 g/L, which is very close to the
open-loop optimal value of 39.17 g/L. This controller also shows excellent disturbance rejection
without the need for re-optimization as shown in Figure 3.17. The final volume constraint of 20 L is
satisfied, and ethanol obtained is 42.5 g/L, which is reasonably close to the open-loop optimal value
of 43.17 g/L when the feed concentration is 110 g/L. Thus, reducing the sample time considerably
improves tracking and disturbance compensation characteristics of the controller.
This performance improvement was attributed to the improved output trajectory prediction
due to the reduced sampling time. In Figure 3.18, the actual process behavior with input profile
for the first 10 hours of operation is compared with the predicted profiles from the two different
sampling times evaluated at time t = 10 hr, which was selected because it is the time when feed is
first introduced into the reactor and the operation changes from the batch to the fed-batch mode.
Another comparison at 15 hours is also shown in Figure 3.19. The predicted output behavior with
0.5 hr sampling time matches the actual ethanol profile more closely than the predicted output
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behavior for the 1 hr sampling time at both 10 and 15 hours. Thus, better future projections for
the ethanol profile lead to an improvement in the closed-loop controller performance.
In this section, the design and performance of a controller was evaluated for reference tracking
and disturbance rejection in a closed-loop. It was found that the tuning parameters played a
significant role in controller design, and the final volume constraint was not satisfied when deviations
from the final volume were not penalized. Once the objective function was modified to account
for final volume constraint violations, admirable nominal performance was achieved. However, in
the presence of a +10% feed concentration disturbance, re-optimization of the reference trajectory
needed to be carried out to attain the fed-batch target. Finally, it was observed that more rapid
sampling considerably improved both the nominal and disturbance compensation performance of
the controller. The reduced sampling time also eliminated the need for on-line re-optimization and
de-sensitized the system performance from controller tuning effects.
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Figure 3.16: Plot of the state trajectories obtained using closed loop NLQDMC(− · −) compared
with the open-loop, optimal trajectory (−−−), and the closed-loop input profile(—) under nominal
conditions and a sampling time of 0.5 hours.
(m = p, Γy = 3, Γu = 10, Γf = 2)
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Figure 3.17: Plot of the state trajectories obtained using closed loop NLQDMC(− · −) compared
with the open-loop, optimal trajectory (− − −), and the closed-loop input profile(—) for a +10
% change in feed cncentration and a sampling time of 0.5 hours. (Si = 110 g/L, m = p, Γy =
3, Γu = 10, Γf = 2)
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Figure 3.18: Plot of the ethanol trajectories obtained using closed loop NLQDMC for the first
10 hrs at sampling times of 1 hr (−−−), and 0.5 hrs (−·−) compared with the optimal trajectory
(—) for the first 10 hrs. (Si = 100 g/L, m = p, Γy = 3, Γu = 10, Γf = 2)
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Figure 3.19: Plot of the ethanol trajectories obtained using closed loop NLQDMC for the first
15 hrs at sampling times of 1 hr (−−−), and 0.5 hrs (−·−) compared with the optimal trajectory
(—) for the first 15 hrs. (Si = 100 g/L, m = p, Γy = 3, Γu = 10, Γf = 2)
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4.0 SUMMARY AND FUTURE WORK
4.1 Summary
In this work, the problem of fed-batch fermentation control has been addressed. The bioreactor
operation is highly nonlinear at both a microscopic cellular scale and a macroscopic reactor scale;
with reactions at these scales occuring at different times, the bioreactor system is multi-scale both
temporally and spatially. A model structure that recognizes the multi-scale nature of the system,
was utilized to describe the fermentation of Saccharomyces cerevisiae on glucose to produce ethanol
as a product. It was shown that the model can capture the sequential utilization of glucose and
ethanol as substrates, and it can represent the dynamics of the system in both batch and fed-batch
mode of operation.
The fed-batch mode of operation is also complex due to its dynamic nature. The set-points
change continually over the batch, so that there is no single steady state operating point about
which the process can be controlled. The controller design philosophy recognizes this dynamic
nature and both the open-loop and the closed-loop control strategies are considered in this work,
thus presenting a complete treatment of the controller design for the fed-batch fermentation control
problem. An open loop optimal control policy was first determined in order to maximize the ethanol
concentration at the end of the batch, with the substrate feed rate as the manipulated variable.
In the next step, a nominal controller based on the NLQDMC strategy was designed to track the
reference trajectory determined from the open-loop control. The controller design also included
explicit constraints on both the state and manipulated variables and performed an excellent job
of tracking the reference trajectory, while attaining the end of batch ethanol concentration. The
SHMPC framework was also used in the closed-loop controller design and its utility for the fed-
batch fermentation control problem was demonstrated. The performance of the controller was
also evaluated in the presence of a +10% disturbance in the feed concentration. The effect of the
volume constraint on the final ethanol concentration is best demonstrated with the concentration
disturbance. It was found that re-optimization to obtain a new reference trajectory significantly
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improved the disturbance rejection performance of the controller. As an alternative to the re-
optimization strategy, the use of a reduced sampling time of 0.5 hrs. improved both the nominal
and the disturbance rejection performance of the controller without controller retuning.
4.2 Recommendations for Future Work
There are a number of directions in which future research on this work can proceed. The first
direction relates to the open-loop optimization problem that is carried out off-line to generate the
reference trajectory for the objective of maximizing the end of batch ethanol concentration. At
this point, this calculation takes about 3 hrs on an AMD-Athlon 1-Ghz processor. By discretizing
both the state and the manipulated variables using the technique of orthogonal collocation on finite
elements [79],[81], the time required for the off-line optimization could be reduced. As a result faster
analysis of the effect of initial conditions and nature of the objective function, on the open-loop
optimal profile could be carried out.
The other direction for future work relates to the simultaneous on-line re-optimization of the
reference trajectory. In the closed-loop operation it was observed that disturbances can have a se-
vere impact on system performance. The utility of the re-optimization approach was demonstrated
at one time-point. The goal is to make this on-line re-optimization a part of the closed-loop control
algorithm, so that the closed-loop reference trajectory could be recalculated in the face of distur-
bances. This could significantly improve the disturbance rejection characteristics of the controller.
A faster calculation of the open-loop optimization profile and hence the reference trajectory could
also have an important role on the success of the re-optimization problem.
Another important direction that needs to be explored is the estimation problem. Currently,
the closed-loop controller design is based only on an ethanol measurement. With the help of an
online estimator such as the Extended Kalman Filter (EKF) [82] a current estimate of the complete
system state could be obtained, based on measurements as and when they become available. Design
of such an estimator in parallel with the closed-loop controller design could then be carried out,
and the results of using a full state for the closed-loop controller design could be evaluated.
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Finally, it would be interesting to test the controller design experimentally on a lab-scale bioreac-
tor, and evaluate the controller performance. Controller performance in the presence of model/plant
mismatch is also an important problem that needs to be addressed.
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APPENDIX A
APPENDIX A BIOREACTOR MODEL SIMULATION CODE
MATLAB ( c©2002, The MathWorks) MEX-file
#def ine S FUNCTION NAME a
/∗
∗ Need to i n c l u d e s im s t r u c . h f o r the d e f i n i t i o n o f the S imSt ruc t and
∗ i t s a s s o c i a t e d macro d e f i n i t i o n s .
∗/
#inc lude ” s im s t r u c . h”
#inc lude ” s t d i o . h”
#inc lude ”math . h”
/∗
∗ m d l I n i t i a l i z e S i z e s − i n i t i a l i z e the s i z e s a r r a y
∗
∗ The s i z e s a r r a y i s used by SIMULINK to de t e rm ine the S−f u n c t i o n b l o ck ’ s
∗ c h a r a c t e r i s t i c s ( number o f i n p u t s , ou tpu t s , s t a t e s , e t c . ) .
∗
∗ The d i r e c t f e ed th r ough f l a g can be e i t h e r 1= ye s or 0=no . I t s hou l d be
∗ s e t to 1 i f the i n pu t , ”u ” , i s used i s the mdlOutput f u n c t i o n . S e t t i n g t h i s
∗ to 0 i s a k i n to making a promi se tha t ”u ” w i l l not be used i n the mdlOutput
∗ f u n c t i o n . I f you break the promi se , then u n p r e d i c t a b l e r e s u l t s w i l l o ccu r .
∗/
s t a t i c vo id m d l I n i t i a l i z e S i z e s ( S imSt ruc t ∗S )
{
ssSetNumContStates ( S , 5 ) ; /∗ number o f con t i nuou s s t a t e s ∗/
s sSetNumDiscStates ( S , 0 ) ; /∗ number o f d i s c r e t e s t a t e s ∗/
ssSetNumInputs ( S , 1 ) ; /∗ number o f i n p u t s ∗/
ssSetNumOutputs ( S , 5 ) ; /∗ number o f ou tpu t s ∗/
s sSe tD i r e c tFeedThrough (S , 0 ) ; /∗ d i r e c t f e ed th r ough f l a g ∗/
ssSetNumSampleTimes ( S , 1 ) ; /∗ number o f sample t imes ∗/
ssSetNumSFcnParams ( S , 0 ) ; /∗ number o f i n pu t arguments ∗/
ssSetNumRWork ( S , 0 ) ; /∗ number o f r e a l work v e c t o r e l ement s ∗/
ssSetNumIWork ( S , 0 ) ; /∗ number o f i n t e g e r work v e c t o r e l ement s ∗/
ssSetNumPWork ( S , 0 ) ; /∗ number o f p o i n t e r work v e c t o r e l ement s ∗/
}
/∗
∗ md l I n i t i a l i z e S amp l eT ime s − i n i t i a l i z e the sample t imes a r r a y
∗
∗ This f u n c t i o n i s used to s p e c i f y the sample t ime ( s ) f o r your S−f u n c t i o n .
∗ You must r e g i s t e r the same number o f sample t imes as s p e c i f i e d i n
∗ ssSetNumSampleTimes . I f you s p e c i f y t ha t you have no sample t imes , then
∗ the S−f u n c t i o n i s assumed to have one i n h e r i t e d sample t ime .
∗
∗ The sample t imes a r e s p e c i f i e d p e r i o d , o f f s e t p a i r s . The v a l i d p a i r s a r e :
∗
∗ [CONTINUOUS SAMPLE TIME 0 ] : Cont inuous sample t ime .
∗ [ p e r i o d o f f s e t ] : D i s c r e t e sample t ime where
∗ p e r i o d > 0 . 0 and o f f s e t < p e r i o d or
∗ equa l to 0 . 0 .
∗ [ VARIABLE SAMPLE TIME 0 ] : Va r i a b l e s t ep d i s c r e t e sample t ime
∗ where mdlGetTimeOfNextVarHit i s
∗ c a l l e d to ge t the t ime o f the next
∗ sample h i t .
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∗
∗ or you can s p e c i f y t ha t the sample t ime i s i n h e r i t e d from the d r i v i n g
∗ b l o ck i n which ca se the S−f u n c t i o n can have on l y one sample t ime :
∗ [ INHERITED SAMPLE TIME 0 ]
∗/
s t a t i c vo id md l I n i t i a l i z e S amp l eT ime s ( S imSt ruc t ∗S )
{
ssSetSampleTime (S , 0 , CONTINUOUS SAMPLE TIME ) ;
s sSe tO f f s e tT ime (S , 0 , 0 . 0 ) ;
}
/∗
∗ m d l I n i t i a l i z e C o n d i t i o n s − i n i t i a l i z e the s t a t e s
∗
∗ I n t h i s f u n c t i o n , you shou l d i n i t i a l i z e the con t i nuou s and d i s c r e t e
∗ s t a t e s f o r your S−f u n c t i o n b l o ck . The i n i t i a l s t a t e s a r e p l a c ed
∗ i n the x0 v a r i a b l e . You can a l s o per fo rm any o th e r i n i t i a l i z a t i o n
∗ a c t i v i t i e s t ha t your S−f u n c t i o n may r e q u i r e .
∗/
s t a t i c vo id m d l I n i t i a l i z e C o n d i t i o n s ( double ∗ x0 , S imSt ruc t ∗S )
{
x0 [ 0 ] = 0 . 2 ; /∗ Biomass c o n c e n t r a t i o n i n g/L ∗/
x0 [ 1 ] = 1 0 0 . 0 ; /∗ Sub s t r a t e c o n c e n t r a t i o n i n g/L ∗/
x0 [ 2 ] = 1 . 0 0 ; /∗ Reacto r Volume i n L ∗/
x0 [ 3 ] = 1 0 0 . 0 ; /∗ D i s s o l v e d Oxygen Tens ion i n % ∗/
x0 [ 4 ] = 0 . 0 ; /∗ Ethano l c o n c e n t r a t i o n i n g/L ∗/
}
/∗
∗ mdlOutputs − compute the ou tpu t s
∗
∗ I n t h i s f u n c t i o n , you compute the ou tpu t s o f your S−f u n c t i o n
∗ b l o ck . The outpu t s a r e p l a c ed i n the y v a r i a b l e .
∗/
s t a t i c vo id mdlOutputs ( double ∗ y , double ∗ x , double ∗ u , S imSt ruc t ∗S , i n t t i d )
{
y [ 0 ] = x [ 0 ] ; /∗ Biomass c o n c e n t r a t i o n i n g/L ∗/
y [ 1 ] = x [ 1 ] ; /∗ Sub s t r a t e c o n c e n t r a t i o n i n g/L ∗/
y [ 2 ] = x [ 2 ] ; /∗ Reacto r Volume i n L ∗/
y [ 3 ] = x [ 3 ] ; /∗ D i s s o l v e d Oxygen Tens ion i n % ∗/
y [ 4 ] = x [ 4 ] ; /∗ Ethano l c o n c e n t r a t i o n i n g/L ∗/
}
/∗
∗ mdlUpdate − per fo rm a c t i o n at major i n t e g r a t i o n t ime s t ep
∗
∗ This f u n c t i o n i s c a l l e d once f o r e v e r y major i n t e g r a t i o n t ime s t ep .
∗ D i s c r e t e s t a t e s a r e t y p i c a l l y updated he r e , but t h i s f u n c t i o n i s u s e f u l
∗ f o r p e r f o rm ing any t a s k s tha t shou l d on l y take p l a c e once pe r i n t e g r a t i o n
∗ s t e p .
∗/
s t a t i c vo id mdlUpdate ( double ∗ x , double ∗ u , S imSt ruc t ∗S , i n t t i d )
{
}
/∗
∗ md lDe r i v a t i v e s − compute the d e r i v a t i v e s
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∗
∗ I n t h i s f u n c t i o n , you compute the S−f u n c t i o n b l o ck ’ s d e r i v a t i v e s .
∗ The d e r i v a t i v e s a r e p l a c ed i n the dx v a r i a b l e .
∗/
s t a t i c vo id md lDe r i v a t i v e s ( double ∗ dx , double ∗ x , double ∗ u , S imSt ruc t ∗S , i n t t i d )
{
/∗ Cons tant s used i n the program ∗/
double qOcap = 0 . 3 ;
double k i = 10.00 ;
double qSmax = 2 . 4 ;
double Ks = 0.12 ;
double qm = 0.01 ;
double Ke = 0.1 ;
double Cx = 0.0384 ;
double Cs = 0.0333 ;
double Ce = 0.0435 ;
double Yxsox = 0 . 5 ;
double Yxsf = 0.15 ;
double Yxe = 0.72 ;
double Yos = 1.067 ;
double Yoe = 2.087 ;
double Yes = 0.51 ;
double F0 = 0.08 ;
double SFR = 0.25 ;
double Fmax = 0.21 ;
double S i = 100 .00 ;
double KLa = 600 .00 ;
double Ko = 1.0 ;
double tL = 0.75 ;
/∗ D e f i n i t i o n o f o t h e r v a r i a b l e s ∗/
double qOmax ;
double F ;
double qS ;
double qSox ;
double qSoxan ;
double qSoxen ;
double qOs ;
double r ed ;
double qSfan ;
double qSfen ;
double qEp ;
double qEen ;
double qO ;
double My ;
double qo2 ;
double qSf ;
double qEan ;
double qEc ;
double qcomp ;
i n t i ;
/∗ Cur r en t s imu l a t i o n t ime ∗/
double t t = ssGetT (S ) ;
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/∗ Ca l c u l a t i o n A lgo r i thm ∗/
qOmax = qOcap/(1.00+ x [ 4 ] / k i )∗ x [ 3 ] / ( x [3 ]+Ko ) ;
qS = qSmax∗x [ 1 ] / ( x [1 ]+Ks )∗(1.00− exp(− t t / tL ) ) ;
qSox = qS ;
qSoxan = ( qSox − qm)∗Yxsox∗Cx/Cs ;
qSoxen = qSox − qSoxan ;
qOs = qSoxen∗Yos ;
r ed = 1 . 00 ;
/∗mexPr in t f ( ”qOs i s % l f : qOmax i s % l f : ” , qOs , qOmax ) ;∗/
i f ( qOs > qOmax)
{
r ed = qOmax/qOs ;
qOs = qOmax ;
}
/∗mexPr in t f ( ” t = % l f : r ed i s % l f : \ n ” , t t , r ed ) ;∗/
qSoxen = r ed ∗qSoxen ;
qSoxan = r ed ∗qSoxan ;
qSox = qSoxan + qSoxen ;
qSf = qS − qSox ;
qSfan = qSf ∗Yxsf ∗Cx/Cs ;
qSfen = qSf − qSfan ;
qEp = qSfen ∗Yes ;
qEen = (qOmax − qOs )/Yoe∗x [ 4 ] / ( x [4 ]+Ke ) ;
f o r ( i =1; i <=35; i++)
{
qEan = qEc∗Yxe∗Cx/Ce∗x [ 4 ] / ( x [4 ]+Ke ) ;
qEc = qEen + qEan ;
}
qO = qOs + qEen∗Yoe ;
My = (qSox − qm)∗Yxsox + qSf ∗Yxsf + qEc∗Yxe ;
/∗F = F0∗( exp (SFR∗ t t ) ) ;
i f ( F > Fmax )
F = Fmax ;∗/
F = u [ 0 ] ;
dx [ 0 ] = x [ 0 ]∗ (−F/x [ 2 ] + My ) ;
dx [ 1 ] = F/x [ 2 ] ∗ ( S i − x [ 1 ] ) − qS∗x [ 0 ] ;
dx [ 2 ] = F ;
dx [ 3 ] = KLa∗(100−x [ 3 ] )−qO∗x [ 0 ] ∗ 1 4 0 0 0 . 0 0 ;
dx [ 4 ] = x [ 0 ] ∗ ( qEp − qEc ) − F/x [ 2 ] ∗ x [ 4 ] ;
qo2 = qO/32∗1000 .00 ;
}
#i f 0 /∗ Change to a 1 i f VARIABLE SAMPLE TIME has been s p e c i f i e d ∗/
/∗
∗ mdlGetTimeOfNextVarHit − Get the t ime o f the next v a r i a b l e sample t ime h i t
∗
∗ This f u n c t i o n i s c a l l e d one f o r e v e r y major i n t e g r a t i o n t ime s t ep .
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∗ I t must r e t u r n t ime o f nex t h i t by u s i n g ssSetTNext . The t ime o f the
∗ next h i t must be g r e a t e r than ssGetT (S ) .
∗/
#def ine MDL GET TIME OF NEXT VAR HIT
s t a t i c vo id mdlGetTimeOfNextVarHit ( S imSt ruc t ∗S )
{
/∗ ssSetTNext (S , < t imeOfNextHi t > ) ; ∗/
}
#end i f
/∗
∗ mdlTerminate − c a l l e d when the s imu l a t i o n i s t e rm ina t ed .
∗
∗ I n t h i s f u n c t i o n , you shou l d per fo rm any a c t i o n s tha t a r e n e c e s s a r y
∗ at the t e rm i n a t i o n o f a s imu l a t i o n . For example , i f memory was a l l o c a t e d
∗ i n m d l I n i t i a l i z e C o n d i t i o n s , t h i s i s the p l a c e to f r e e i t .
∗/
s t a t i c vo id mdlTerminate ( S imSt ruc t ∗S )
{
}
#i f d e f MATLAB MEX FILE /∗ I s t h i s f i l e be i ng comp i l ed as a MEX− f i l e ? ∗/
#inc lude ” s imu l i n k . c” /∗ MEX− f i l e i n t e r f a c e mechanism ∗/
#e l s e
#inc lude ” c g s f u n . h” /∗ Code g e n e r a t i o n r e g i s t r a t i o n f u n c t i o n ∗/
#end i f
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