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COMPLETENESS AND SPECTRAL SYNTHESIS
OF NONSELFADJOINT ONE-DIMENSIONAL PERTURBATIONS
OF SELFADJOINT OPERATORS
ANTON D. BARANOV AND DMITRY V. YAKUBOVICH
Abstract. We study spectral properties of nonselfadjoint rank one perturbations of com-
pact selfadjoint operators. The problems under consideration include completeness of eigen-
vectors, relations between completeness of the perturbed operator and its adjoint, and the
spectral synthesis problem. We obtain new criteria for completeness and spectral synthesis
in this class as well as a series of counterexamples which show that the spectral structure of
rank one perturbations is, in general, unexpectedly rich and complicated.
A parallel spectral theory is developed for one-dimensional singular perturbations of
unbounded selfadjoint operators. Our approach is based on a functional model for this
class which translates the properties of operators to completeness problems for systems of
reproducing kernels and their biorthogonals in some spaces of analytic (entire) functions.
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Keywords: selfadjoint operator, rank one perturbation, inner function, spectral synthesis,
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1. Introduction and main results
A Banach or Hilbert space linear operator will be called complete if it has a complete set
of eigenvectors and root vectors. Despite a large effort devoted to the study of criteria of
completeness of operators, our understanding still is far from perfect, even for the case of
ordinary differential operators.
1.1. Theorems of Keldysˇ and Macaev. Most general abstract completeness results are
due to Keldysˇ [46], [47] and Macaev [60] (see, also, [33, Chapter V]). We recall that an
operator S on a Hilbert space belongs to the Macaev ideal Sω if it is compact and its
singular numbers sk satisfy the relation
∑
k≥1 k
−1sk <∞.
Theorem (Keldysˇ, 1951). Suppose A is a selfadjoint Hilbert space operator that belongs to
a Schatten ideal Sp, 0 < p < ∞ and satisfies kerA = 0. Let L = A(I + S), where S is
compact and ker(I + S) = 0. Then the operators L and L∗ are complete.
Theorem (Macaev, 1961). If L = A(I+S), where A, S are compact operators on a Hilbert
space, A is selfadjoint, S ∈ Sω and kerA = ker(I + S) = 0, then L and L∗ are complete.
A proof of this theorem and its generalizations to operator pencils can be found in [62].
As Macaev proved in [61, Theorem 3], in the above result Sω can be replaced by a wider
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class, depending on A. Perturbations of a selfadjoint compact operator A that have the form
A(I + S) or (I + S)A, where S is compact, are called weak perturbations. In [64], Macaev
and Mogul’skii give an explicit condition on the spectrum of A, equivalent to the property
that all weak perturbations of A are complete; see also [63].
1.2. Statement of the problems. In this article, we consider rank n perturbations of
compact selfadjoint operators, which are neither weak nor dissipative. Our main results are
concerned with rank one (nondissipative) perturbations of compact selfadjoint operators.
We study the following spectral properties of the operators from this class:
• Completeness of eigenvectors or root vectors;
• Relations between completeness of the operator and its adjoint;
• Spectral synthesis problem for rank one perturbations.
We obtain new criteria for completeness of rank one perturbations, for joint completeness
of the operator and its adjoint and for the spectral synthesis. At the same time we construct
a series of subtle (counter)examples which show that the spectral structure of rank one
perturbations becomes unexpectedly rich and complicated as soon as we leave the classes
covered by classical theories (i.e., weak perturbations or dissipative operators). In particular,
we will show the sharpness of the conditions of Macaev’s theorem even for this class.
We also introduce what we call finite rank singular perturbations of unbounded selfadjoint
operators with discrete spectrum. These are essentially unbounded inverses to finite rank
perturbations of compact selfadjoint operators with trivial kernels. Ordinary differential
operators with nonselfadjoint boundary conditions belong to this class. We obtain parallel
completeness results for the case of rank one singular perturbations. The spectral theory of
these operators is the second subject of this paper.
1.3. Our methods: Functional model. Our main tool for the study of rank one perturba-
tions is a functional model which translates each singular rank one perturbation of a singular
selfadjoint operator to some ”model” operator on a de Branges space of entire functions or,
more generally, on some model (backward shift invariant) subspace of the Hardy space in the
upper half-plane. The model operator is essentially a rank one perturbation of the operator
of multiplication by the independent variable in the corresponding space of analytic func-
tions. This model relates completeness problems for rank one perturbations to completeness
of systems of reproducing kernels in de Branges spaces and of their biorthogonal systems.
New approaches to the study of such problems were recently introduced by Makarov and
Poltoratski in [65], [66] and by Baranov, Belov and Borichev in [8], [9], [11], [10]; the results
of the present paper both rely on and complement the results of these papers.
1.4. Main results. If f, g are vectors in a Hilbert space H , we denote by g∗ the linear
functional g∗x
def
= 〈x, g〉 on H and by fg∗ the rank one linear operator on H , given by
(fg∗)x
def
= 〈x, g〉f .
Let A be a compact selfadjoint operator in a Hilbert space (throughout the paper all
Hilbert spaces are supposed to be separable) with simple spectrum (i.e., A is cyclic) and
trivial kernel. Thus, we may assume that A is the operator of multiplication by the inde-
pendent variable (Af)(x) = xf(x) in some space L2(µ), where µ = ∑n µnδsn, sn 6= 0 and
sn → 0, |n| → ∞. In what follows we identify the elements of L2(µ) and sequences: a = (an),
where an = a(sn).
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For a = (an), b = (bn) ∈ L2(µ), consider the corresponding rank one perturbation of A,
(1.1) L = A+ ab∗, Lf = Af + 〈f, b〉a.
Now we formulate the main results of the paper.
1.4.1. Results on completeness. We start with a (slight) extension of the Macaev theorem
for the case of rank one perturbations (for a similar result for finite rank perturbations see
Proposition 3.1).
Theorem 1.1. Under the above conditions on A and L, assume that
(1.2)
∑
n
|anbn|µn
|sn| <∞ and
∑
n
anb¯nµn
sn
6= −1.
Then both L and L∗ are complete.
First condition in (1.2) means that ab ∈ xL1(µ) and so the functions a and b have ad-
ditional ”smoothness” near 0. If a ∈ xL2(µ) or b ∈ xL2(µ), we are in the case of weak
perturbations, while, for a ∈ xL2(µ), the second condition in (1.2) coincides with the nonde-
generacy condition ker(I+(A−1a)b∗) = 0. A more general situation when the first condition
in (1.2)) is satisfied is when there is α ∈ [0, 1] such that
(1.3) |x|−αa ∈ L2(µ), |x|−1+αb ∈ L2(µ),
which means that ∑
n
|an|2|sn|−2αµn <∞,
∑
n
|bn|2|sn|2α−2µn <∞.
Our second result shows that the property of being a generalized weak perturbation may
be replaced by a positivity condition.
Theorem 1.2. Suppose that anbn ≥ 0 for all but possibly a finite number of values of n,
bn 6= 0 for any n, and
∑
n |sn|−1|anbn|µn =∞. Then L and L∗ are complete.
In Theorem 6.3, conditions sufficient for the joint completeness of L and L∗ are given in
terms of the generating function ϕ, the parameter of the functional model.
1.4.2. Relations between completeness of L and L∗. Note that if a compact bounded operator
T is complete, a trivial obstacle for completeness of T ∗ is that T may have a nontrivial kernel,
while ker T ∗ = 0. The first (highly nontrivial) examples of the situation where T is complete
and ker T = 0, while T ∗ is not complete, were constructed by Hamburger [38]. In [23]
Deckard, Foias¸ and Pearcy gave a simpler construction. However, in these examples one
cannot conclude that the corresponding operator is a small (in some sense) perturbation of a
selfadjoint operator. Surprisingly, one can find such examples among rank one perturbations
of a compact selfadjoint operator with an arbitrary spectrum.
Theorem 1.3. For any compact selfadjoint operator A with simple point spectrum and
trivial kernel there exists a rank one perturbation L of A with real spectrum such that
kerL = kerL∗ = 0 and L is complete, but L∗ is not complete and, moreover, the orthogonal
complement to the span of root vectors of L∗ is infinite-dimensional.
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It was pointed out to the authors by Mark Malamud that a concrete example of a rank
one perturbation L of a compact normal operator such that kerL = kerL∗ = 0, L is
complete, but L∗ is not, can be extracted from the results by Lunyov and Malamud [57,
Section 4] combined with [68]. The operator in this example is realized as the inverse to a
two-dimensional first order differential operator with specially chosen boundary conditions.
A version of this example is presented in Appendix 1 with kind permission of M. Malamud.
Note however that for this construction is is essential that the unperturbed normal operator
is nonselfadjoint. It would be interesting to find realizations of the examples from Theorem
1.3 as differential operators.
The following theorem shows that for sufficiently ”large” or ”regular” rank one perturba-
tions the completeness of L implies the completeness of its adjoint.
Theorem 1.4. Let the perturbation L = A + ab∗ of A be complete and let a, b /∈ xL2(µ).
Then its adjoint L∗ is also complete if any of the following conditions is fulfilled:
(i) |an|2µn ≥ C|sn|N > 0 for some N > 0;
(ii) |bna−1n | ≤ C|sn|−N for some N > 0.
1.4.3. Spectral synthesis for rank one perturbations. Recall that a bounded linear operator T
in a Hilbert space is said to admit spectral synthesis if any T -invariant subspaceM coincides
with the closed linear span of the eigenvectors and root vectors which belong to M (we
denote this ”spectral” part ofM by E(M)). Equivalently, this means that the restriction of
T to any its invariant subspace M is complete. This notion goes back to Wermer [89] who
showed, in particular, that the spectral synthesis holds for all normal compact operators.
The first example of a compact operator which does not admit spectral synthesis also goes
back (implicitly) to Hamburger’s paper [38]. Further examples and generalizations were
obtained by Nikolski [75] and Markus [70], who showed also that any weak perturbation L
of a compact selfadjoint operator with kerL = 0 admits the spectral synthesis. Recently,
Lunyov and Malamud [56] showed that for a class of dissipative realizations of Dirac-type
differential operators, completeness property is equivalent to the spectral synthesis property.
It turns out however that the spectral synthesis may fail even for rank one perturbations
of compact selfadjoint operators. Making use of the recent results from [10] we are able to
prove the following theorem.
Theorem 1.5. For any compact selfadjoint operator A with simple point spectrum and
trivial kernel there exists a bounded rank one perturbation L of A with real spectrum such
that kerL = kerL∗ = 0 and both L and L∗ have complete sets of eigenvectors, but L does
not admit spectral synthesis.
Moreover, L can be chosen in such way that the spectral synthesis will fail with an infinite
defect, that is, dim
(M⊖E(M)) =∞ for some L-invariant subspace M.
The proof of Theorem 1.5 combines a spectral synthesis criterion due to Markus with
recent results on completeness of systems of reproducing kernels [10]. Let T be a compact
operator in a Hilbert space H with a trivial kernel and simple spectrum such that the
sequence of its eigenvectors {xn}n∈I is complete in H and minimal. Denote by {x′n}n∈I the
system biorthogonal to {xn} (i.e., 〈xk, x′n〉 = δkn). By a theorem of Markus [70, Theorem 4.1],
T admits the spectral synthesis if and only if the system {xn}n∈I is strongly or hereditarily
complete, which means that for any partition I = I1 ∪ I2, I1 ∩ I2 = ∅, the mixed system
{xn}n∈I1 ∪ {x′n}n∈I2 is complete in H . Such systems are also known as strong Markushevich
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bases. For further properties and examples of hereditarily and nonhereditarily complete
systems see [25].
At the same time we show that under certain restrictions on the spectrum and on the
perturbation the spectral synthesis holds up to a finite-dimensional defect.
Theorem 1.6. Let A be a compact selfadjoint operator with simple spectrum {sn}n∈I, sn 6= 0.
Assume that :
(a) {sn}n∈I is ordered so that sn > 0 and sn decrease for n ≥ 0, and sn < 0 and increase
for n < 0 and
|sn+1 − sn| ≥ C1|sn|N1
for some C1, N1 > 0;
(b) L = A + ab∗ is a bounded rank one perturbation of A such that a, b /∈ xL2(µ) and a
satisfies condition (i) from Theorem 1.4, that is, |an|2µn ≥ C|sn|N for some C,N > 0;
(c) Operator L is complete and all its eigenvalues are simple and non-zero.
Then for any L-invariant subspace M we have
dim
(M⊖E(M)) <∞,
where the upper bound for the dimension depends only on N and N1.
In conditions of Theorem 1.6 the defect of the spectral synthesis may be nonzero even for
very regular sequences {sn} and {an}. Let sn = an =
(
n + 1
2
)−1
and µn ≡ 1, n ∈ Z. Then
the spectral synthesis for A translates to the spectral synthesis (or hereditary completeness)
problem for systems of reproducing kernels in the classical Paley–Wiener space PWπ or,
equivalently, for exponential systems in L2(−π, π). This problem was solved in [9], where
exponential systems were constructed for which the spectral synthesis fails. However, the
defect of the synthesis (the dimension of the orthogonal complement M⊖E(M)) is always
at most 1.
Using the recent results of [10], it is possible to describe completely the data µ and a
such that any complete rank one perturbation A + ab∗ (i.e., for any b) admits the spectral
synthesis (see Theorem 8.2).
We also remark that a sufficient condition for the spectral synthesis in terms of the ”char-
acteristic function” of a rank one perturbation was found by Gubreev and Tarasenko [37,
Theorem 2.5] (see Subsection 8.2 for details).
1.4.4. Sharpness of Macaev theorem. Finally, using our techniques it is easy to show that
even for rank one perturbations, when we relax slightly the generalized weakness property
(1.2), the resulting perturbation may become a Volterra operator with trivial kernel (we
recall that an operator is called Volterra if it is compact and its spectrum equals {0}).
Theorem 1.7. There exists a compact selfadjoint operator A (multiplication by x in L2(µ))
which is in Sp for any p > 1/2 with the following property : for any α1, α2 ≥ 0 with α1+α2 <
1 there exist a ∈ |x|α1L2(µ) and b ∈ |x|α2L2(µ) such that the perturbed operator L = A0+ab∗
is a Volterra operator satisfying kerL = kerL∗ = 0.
It is shown in [63], [64] that if A is a positive operator, whose spectrum is sufficiently
dense, then there is a weak perturbation of A, which is a Volterra operator (but in this case,
of course, A does not belong to any Schatten class).
In our paper [12], we study in more detail the following question: For which compact self-
adjoint operator A does there exist its rank one perturbation L, which is a Volterra operator?
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1.5. Organization of the paper. In Section 2, we develop the basic theory of rank n
singular perturbations of selfadjoint operators. In particular, we relate them with rank n
(bounded) perturbations of selfadjoint compact operators (Proposition 2.4). In Section 3
(Propositions 3.1 and 3.2), we give some completeness results for finite rank perturbations
(both usual and singular) by applying Macaev’s theorem and a simple additional argument.
Sections 4 and 5 deal with the functional model for singular rank one perturbations. The
functional model is presented in Theorem 4.4. Its proof is given in Section 5 as well as
a detailed analysis of the parameters of the model. To make the paper reasonably self-
contained, the necessary background on model spaces and their Clark measures is given in
Section 5. Subsection 5.4 contains some basic information on de Branges spaces of entire
functions. In Subsection 4.2 the counterparts of main results for the case of singular rank
one perturbations are stated (Theorems 4.1 – 4.3). Let us note here that the strategy of the
proofs of the main results is to reduce them to equivalent statements about singular rank
one perturbations, which are proved using the functional model and entire function theory.
In Section 6 several completeness results are proved for singular rank one perturbations
(the main of them is Theorem 6.3) and the proofs of theorems 4.1 and 4.3 are given. Section 7
is devoted to the proof of the most technically involved result of the paper – Theorem 4.2
(unbounded version of Theorem 1.3). Finally, in Section 8 the proofs of our main results for
rank one perturbations of compact operators (Theorems 1.1 – 1.7) are given.
Two appendices contain a brief survey of completeness results for linear operators (Ap-
pendix 1) and the proofs of several technical propositions from Section 2 (Appendix 2).
Acknowledgements. The authors are grateful to Yurii Belov, Vladimir Macaev, Arkadi
Minkin, Nikolai Nikolski, and Roman Romanov for many helpful comments and illuminating
discussions.
2. Singular perturbations of unbounded operators
2.1. Finite rank singular perturbations. We begin with the following definition, moti-
vated by [6], where a more general case of closed linear relations was treated. We refer to [24],
[5], [78], [19] and to books [35], [59], [53] for alternative treatments of singular perturbations
in more general settings.
Definition. Let A, L be unbounded closed linear operators on a Banach space H. We say
that L is a a finite rank singular perturbation of A if their graphs G(A), G(L) in H ⊕ H
differ in a finite dimensional space. If, moreover,
(2.1) dim
(
G(A)/(G(A) ∩G(L)) = dim (G(L)/(G(A) ∩G(L))) = n <∞,
then we will say that L is a balanced rank n singular perturbation of A.
If A and L are differential operators, defined by the same regular differential expression
of order n and different boundary relations (n independent relations in both cases), then L
is a balanced singular perturbation of A of rank less or equal to n.
The main questions we study in this paper are the following:
Given a singular rank one perturbation L of a cyclic selfadjoint operator A, when are oper-
ators L and L∗ complete? Under which assumptions completeness of L implies completeness
of L∗?
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In Section 3, we will relate this question with the completeness of bounded rank n perturba-
tions of a compact selfadjoint operator and therefore with theorems by Keldysˇ and Macaev.
In fact, Proposition 2.4 below implies that, roughly speaking, rank n singular perturba-
tions of a selfadjoint operator A with discrete spectrum are inverses of rank n (bounded)
perturbations of A−1.
Suppose A is a closed, densely defined linear operator on a Hilbert space H . We denote
by σ(A) the spectrum of A and by ρ(A) = C \ σ(A) its resolvent set. In what follows we
will always assume that 0 ∈ ρ(A). An obvious modification of our construction below works
if ρ(A) 6= ∅.
We define the Hilbert space AH as the set of formal expressions Ax, where x ranges over
the whole space H . Put ‖Ax‖AH = ‖x‖H for all x ∈ H . The formula x = A(A−1x) allows
one to interpret H as a linear submanifold of AH . We consider the scale of spaces
D(A) ⊆ H ⊆ AH.
Under our assumptions, A∗ is well defined, and there are natural identifications D(A∗) =
(AH)∗, D(A) = (A∗H)∗.
2.2. Singular balanced perturbations and their n-data. The rank n singular balanced
perturbations of A can be described in terms of what we will call n-data for A. Let n ∈ N.
By n-data we mean a triple (a, b,κ), where
(2.2) a : Cn → AH, b : Cn → A∗H, κ : Cn → Cn
are linear and bounded, rank a = rank b = n, and for any c ∈ Cn,
A−1ac ∈ D(A), κc = b∗(A−1ac) =⇒ c = 0. (An)
Notice that b∗ is an operator b∗ : D(A)→ Cn.
For any n-data (a, b,κ), we define a linear operator L = L(A, a, b,κ) in the following way:
(2.3)
D(L) def= {y = y0 +A−1ac :
c ∈ Cn, y0 ∈ D(A), κc + b∗y0 = 0
}
;
L(A, a, b,κ) y def= Ay0, y ∈ D(L).
Condition (An) is equivalent to the uniqueness of the decomposition y = y0 + A−1ac for
y ∈ D(L(A, a, b,κ)) and hence to the correctness of the definition of L.
The introduction of this kind of perturbation is justified by the fact that any balanced
rank n singular perturbation of A has the form L(A, a, b,κ) for some n-data, which, in a
sense, is determined uniquely.
Proposition 2.1. Suppose that 0 /∈ σ(A). Then one has:
(1) For each n-data (a, b,κ), the operator L(A, a, b,κ), defined in (2.3), is a balanced
rank n singular perturbation of A;
(2) Any balanced rank n singular perturbation of A has the form L(A, a, b,κ), for some
n-data (a, b,κ).
The proof of Proposition 2.1 will be given in Appendix 2.
There are other ways of introducing singular perturbations, that permit one to deal with
infinite rank perturbations, see [59], [82] and references therein.
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2.3. Elementary properties of singular perturbations. In the propositions below, A
is assumed to be an arbitrary closed unbounded linear operator, and (a, b,κ) are n-data
defined in (2.2). We also assume that 0 /∈ σ(A).
Suppose n-data (a, b,κ) are fixed. We recall that the adjoint of a closed operator on a
Hilbert space exists if and only if this operator is densely defined. To be able to consider
L∗, we need to introduce a dual condition to (An): for any d ∈ Cn,
(A∗)−1bd ∈ D(A∗), κ∗d = a∗((A∗)−1bd) =⇒ d = 0. (A∗n)
Proposition 2.2. (1) Operator L = L(A, a, b,κ) is densely defined if and only if the
data (a, b,κ) satisfy (A∗n) .
(2) If (A∗n) holds, then L(A, a, b,κ)∗ = L(A∗, b, a,κ∗).
For the proof of Proposition 2.2 see Appendix 2.
The next proposition is a kind of a uniqueness assertion.
Proposition 2.3. (1) For any invertible operators τ1, τ2 on C
n, L(A, a, b,κ) =
L(A, aτ−11 , bτ2, τ ∗2κτ−11 );
(2) Conversely, if a, b, a1, b1 : C
n → AH are rank n operators and L(A, a, b,κ) =
L(A, a1, b1,κ1), then there are invertible operators τ1, τ2 on Cn such that a1 = aτ−11 ,
b1 = bτ2, κ1 = τ
∗
2κτ
−1
1 .
The following proposition relates singular finite rank perturbations with inverses of usual
finite rank perturbations of bounded selfadjoint operators.
Proposition 2.4. (1) Given operators a, b of rank n and an invertible κ, the operator
A−1 − (A−1a)κ−1(b∗A−1) has a trivial kernel (and therefore has an inverse in the
algebraic sense, defined on its image) if and only if the triple (a, b,κ) satisfies (An).
(2) If the triple (a, b,κ) satisfies (An) and κ is invertible, then
L(A, a, b,κ) = (A−1 − (A−1a)κ−1(b∗A−1))−1.
Therefore, in this case L(A, a, b,κ) is an (unbounded) algebraical inverse to a bounded
rank n perturbation of the bounded operator A−1.
Proposition 2.5. For any λ ∈ ρ(A),
L(A, a, b,κ)− λI = L(A− λI, a, b, β(λ)),
where β(λ) = κ + λb∗(A− λ)−1A−1a.
The proofs of Propositions 2.3 – 2.5 are straightforward, and we omit them.
3. d-subordination of operators and Macaev type results on completeness
of rank n perturbations of selfadjoint operators
In this section we prove a Macaev-type completeness theorem for finite rank perturbations
of selfadjoint operators (both usual and singular ones). First we discuss rank n perturbations
of a compact selfadjoint operator.
Definition. Let L1 ∈ B(H1), L2 ∈ B(H2) be two bounded Hilbert space operators. We say
that L2 is d-subordinate to L1 (and write L1
d≺ L2) if there exists a bounded linear operator
Y : H1 → H2, which intertwines L1 with L2 and has a dense range:
Y L1 = L2Y ; closRanY = H2.
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In this situation, if k is an eigenvector of L1, then Y k is an eigenvector of L2, and a similar
assertion holds for root vectors. It follows that
(3.1) L1
d≺ L2, L1 is complete =⇒ L2 is complete.
Let A be a compact, not necessarily cyclic selfadjoint operator, acting on a Hilbert space.
Without loss of generality, we put A to be the multiplication operatorMx on a direct integral
of Hilbert spaces H def= ∫ ⊕H(x) dµ(x), where µ is a (discrete) positive measure on R. We
will assume that kerA = 0, then µ({0}) = 0.
Let
L = A+ ab∗, where a, b : Cn → H
be a rank n perturbation of A. Let {ej}nj=1 be the standard basis in Cn. Put aj(x) =
(aej)(x) ∈ H(x), |aj|(x) = ‖aj(x)‖H(x) and |a|(x) =
(∑
j(|aj(x)|2
)1/2
. Define bj(x), |bj |(x)
and |b|(x) similarly. Then |a|, |b| are functions in L2(µ).
We call L a rank n generalized weak perturbation of A if kerL = 0 and |a| · |b| ∈ xL1(µ).
For these perturbations, we define a matrix
(3.2) ω = ω(A, a, b) = (ωjk)nj,k=1, where ωjk = ∫
R
x−1〈aj(x), bk(x)〉H(x) dµ(x).
The following statement is an easy consequence of Macaev’s theorem and of the observation
(3.1).
Proposition 3.1. Suppose that A = A∗ is compact, kerA = 0 and L is a rank n generalized
weak perturbation of A. If the n×n matrix In+ω is invertible, then L and L∗ are complete.
Proof. Consider a scalar bounded function
ψ(x) =
{
1, if (|a| · |b|)(x) = 0 or |x| · |a|(x)/|b|(x) > 1,√
|x| · |a|(x)/|b|(x), if 0 < |x| · |a|(x)/|b|(x) ≤ 1,
and define the functions a˜j = aj/ψ and b˜j = ψ · bj/x. It is easy to check the following facts.
(1) |a˜j |, |˜bj| ∈ L2(µ), j = 1, . . . , n, so that the n-tuples of functions {a˜j}n1 , {b˜j}n1 define
operators a˜, b˜ : Cn → H;
(2) The bounded operator Y = Mψ on H commutes with A = Mx and has a dense range;
(3) Y L˜ = LY , where L˜ = (I + a˜b˜∗)A.
Notice that ωjk = 〈a˜j, b˜k〉H. Since In+ω is invertible, it follows that ker(I + a˜b˜∗) = 0. By
Macaev’s theorem, L˜ is complete. Since L˜ d≺ L, L also is complete. 
Note that Theorem 1.1 is a special case of Proposition 3.1 with n = 1.
Now we prove a counterpart of Proposition 3.1 for singular perturbations. We call L a
rank n generalized weak singular perturbation of A if 0 /∈ σ(A) and x−1|a| · |b| ∈ L1(µ). For
these perturbations, we will also use (3.2) to define an n × n matrix ω = ω(A, a, b). We
remark that if κ − ω is invertible, then conditions (An) and (A∗n) hold, which implies that
L and L∗ are correctly defined.
Proposition 3.2. Suppose that L = L(A, a, b,κ) is a rank n generalized weak singular
perturbation of a selfadjoint operator A with compact resolvent. If the matrix κ − ω is
invertible, then L∗ is correctly defined, and L and L∗ are complete.
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Proof. Let us apply first Proposition 2.5. The Lebesgue dominated convergence theorem
implies that β(iy)→ κ − ω as y →∞. Hence for all but a discrete set of λ’s in C+, β(λ) is
invertible and therefore the same holds true for all λ’s on the real line, except a discrete set
in R \ σ(A) (recall that σ(A) is discrete).
By substituting A with A−λI for some real λ, if necessary, we can assume that β(0) = κ
is invertible. By Proposition 2.4, L−1 = A−1 + âb̂∗, where â = −A−1aκ−1 and b̂ = A−1b.
Put ω˜ = ω(A−1, â, b̂). Then it is easy to check that ω̂ = −ωκ−1. Hence the matrix ω̂+ In =
(κ − ω)κ−1 is invertible. By Proposition 3.1, L−1 and (L∗)−1 are complete. Hence L and
L∗ are complete. 
4. Basic Functional Model for singular rank one perturbations
4.1. Abstract singular rank one perturbation. One of the main objects of our study
are singular rank one perturbations of an unbounded selfadjoint operator A, given by
(4.1) H
def
= L2(µ), (Af)(x) = xf(x), x ∈ L2(µ).
By the spectral theorem, any selfadjoint operator of spectral multiplicity 1 can be represented
in this form. We assume that µ is a singular measure and that supp µ 6= R. Without loss of
generality we may assume then that 0 /∈ supp µ.
Notice that for A given in this form, AH = xL2(µ). Hence the 1-data for A is just a triple
(a, b,κ), where
(4.2)
a
x
,
b
x
∈ L2(µ); κ ∈ C(
however, possibly, a, b /∈ L2(µ)) and the condition
κ 6=
∫
R
x−1a(x)b(x) dµ(x)
in the case when a(x) ∈ L2(µ)
(A)
is fulfilled. By (2.3), the corresponding singular perturbation L = L(A, a, b,κ) of A is
defined as follows:
(4.3)
D(L) def= {y = y0 + c · A−1a :
c ∈ C, y0 ∈ D(A), κ c+ 〈y0, b〉 = 0
}
;
Ly def= Ay0, y ∈ D(L).
Definitions. We call L a real type perturbation of A if the function a¯b and the number κ are
real. We call L a strong real type perturbation if, in addition to the above two requirements,
the spectrum σ(L) is contained in R.
The spectrum of any real type perturbation of A is symmetric with respect to the real line.
Recently there have been much interest in the study of nonselfadjoint operators with real
spectrum in connection with non-Hermitean Hamiltonians that have a space-time reflection
symmetry, see [4], [16] and references therein.
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We recall that for any closed operator L on H , the adjoint operator L∗ is well-defined if
and only if D(L) is dense in H . Let L = L(A, a, b,κ) be any singular rank one perturbation
of A. It follows from Proposition 2.2 that L∗ exists whenever
κ 6=
∫
R
x−1a(x)b(x) dµ(x)
in the case when b ∈ L2(µ).
(A∗)
Moreover, if (A∗) holds, then L∗ = L(A, b, a,κ∗).
4.2. Counterparts of main results for singular rank one perturbations. By Propo-
sition 2.4, completeness problems for finite rank one perturbations may be reformulated as
the completeness results for singular perturbations which are their inverses. In this subsec-
tion, we state several theorems for singular rank one perturbations, which are equivalent to
the main results from Introduction.
Most of our results will concern the case when µ is a discrete measure: µ =
∑
n∈N µnδtn ,
where lim|n|→∞ |tn| =∞. Then the spectrum of A is
σ(A) = {tn : n ∈ N}
and has no accumulation points on R. In this situation, we will assume that {tn} is strictly
increasing, and the index set N can be N, −N or Z (for doubly infinite sequences). Then we
will say that A has a discrete spectrum and will use the notation
an = a(tn), bn = b(tn).
If L = L(A, a, b,κ) is a singular rank one perturbation of a cyclic selfadjoint operator
with discrete spectrum {tn}, then A−1 is a compact operator with spectrum {sn} = {t−1n }
and L−1 is a rank one perturbation of A−1 whenever κ 6= 0.
Generalized weak singular perturbations were introduced in Proposition 3.2, thus giving
a singular perturbation version of Theorem 1.1. For another version of this statement (and
a different proof) see Theorem 6.3. We now state an analog of Theorem 1.2 for singular
perturbations.
Theorem 4.1. Suppose that L(A, a, b,κ) is a real type perturbation, anbn ≥ 0 for all
but possibly a finite number of values of n. Suppose also that bn 6= 0 for any n, and∑
n∈N |tn|−1|anbn|µn =∞. Then L∗ is correctly defined, and L and L∗ are complete.
The following two theorems are counterparts of Theorems 1.3 and 1.4 for singular rank
one perturbations.
Theorem 4.2. For any cyclic selfadjoint operator A with discrete spectrum, there exists a
strong real type singular rank one perturbation L = L(A, a, b,κ) of A, which is not complete,
while its adjoint L∗ is correctly defined, has trivial kernel and is complete. Moreover, the
data (a, b,κ) can be chosen in such a way that a, b /∈ L2(µ) and the orthogonal complement
to the space spanned by the eigenvectors of L is infinite-dimensional.
Theorem 4.3. Assume the data (a, b,κ) satisfy a /∈ L2(µ) (and, thus, (A) holds). Assume
also condition (A∗). Let the perturbation L = L(A, a, b,κ) be complete. Then its adjoint L∗
is also complete if any of the following conditions is fulfilled:
(i) |an|2µn ≥ C|tn|−N > 0 for some N > 0;
(ii) |bna−1n | ≤ C|tn|N for some N > 0.
COMPLETENESS OF NONSELFADJOINT PERTURBATIONS 12
Analogously, one can reformulate the statements about the spectral synthesis (Theorems
1.5 and 1.6) for the case of singular rank one perturbations.
4.3. Functional model: statement. In the below functional model for singular rank one
perturbations we always make the following
Assumption. The function a ∈ (1 + |x|)−1L2(µ) is nonzero and b ∈ (1 + |x|)−1L2(µ) is a
cyclic vector for the resolvent of A, that is, b 6= 0 µ-a.e.
Let C± =
{
z ∈ C : ± Im z > 0} denote the upper and the lower half-planes and set
H2 = H2(C+) to be the Hardy space in C+. For the basic properties of the space H2 we
refer to [39, 41].
Define
(4.4) β(z) = κ + zb∗(A− z)−1A−1a = κ +
∫ (
1
x− z −
1
x
)
a(x)b(x) dµ(x),
(4.5) ρ(z) = δ + zb∗(A− z)−1A−1b = δ +
∫ (
1
x− z −
1
x
)
|b(x)|2 dµ(x),
where δ is an arbitrary real constant. (The function β is the same as in Proposition 2.5.)
Since µ({0}) = 0, zb∗(A− z)−1A−1a 6= const, and therefore β 6≡ 0 in C \ R.
We set
Θ(z) =
i− ρ(z)
i+ ρ(z)
,(4.6)
ϕ(z) =
β(z)
2
(1 + Θ(z)).(4.7)
It is easy to see that Θ and ϕ are analytic in C+. Since µ is a singular measure on R, it
follows that Im ρ(z) ≥ 0 for z ∈ C+ and Im ρ(z) = 0 a.e. on R. Therefore Θ is an inner
function in the upper half-plane C+ (that is, a bounded analytic function with |Θ| = 1 a.e.
on R in the sense of nontangential boundary values). Therefore Θ generates a backward shift
invariant or model subspace KΘ
def
= H2 ⊖ ΘH2 of the Hardy space H2. These subspaces, as
well as their vector-valued generalizations, play an outstanding role both in function theory
and in operator theory. For their numerous applications we refer to [74].
The following statement will be our main tool for studying the rank one perturbations:
Theorem 4.4 (a functional model). Let L = L(A, a, b,κ) be a singular rank one perturbation
of A with b 6= 0 µ-a.e., and let Θ and ϕ be defined by the above formulas (4.4)–(4.7). Then
Θ is analytic in a neighborhood of 0, 1 + Θ /∈ H2, Θ(0) 6= −1,
(4.8) ϕ /∈ H2, ϕ(z)− ϕ(i)
z − i ∈ KΘ,
and L is unitary equivalent to the operator T = TΘ,ϕ which acts on the model space KΘ def=
H2 ⊖ΘH2 by the formulas
D(T ) def= {f = f(z) ∈ KΘ : there exists c = c(f) ∈ C : zf − cϕ ∈ KΘ},
T f
def
= zf − cϕ, f ∈ D(T ).
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If, moreover, L is a real type singular rank one perturbation, then
(4.9) Θ =
ϕ
ϕ¯
a.e. on R.
Conversely, any inner function Θ which is analytic in a neighborhood of 0 and satisfies
1 + Θ /∈ H2, Θ(0) 6= −1, and any function ϕ satisfying (4.8) correspond to some singular
rank one perturbation L = L(A, a, b,κ) of the operator A of multiplication by the independent
variable in L2(µ), where µ is some singular measure on R and x−1a(x), x−1b(x) ∈ L2(µ).
If, moreover, Θ and ϕ satisfy (4.9), then the perturbation L is of real type.
This model is close to Kapustin’s model for rank one perturbations of singular unitary
operators [43]. In fact, one of the initial goals of this work was to extend the model of
Kapustin to the rank one singular perturbations of unbounded selfadjoint operators. We
refer to [44] for a more general construction.
Gubreev and Tarasenko in [37] constructed a model for operators that have a discrete
spectrum (compact resolvent), are neither dissipative nor anti-dissipative, whose imaginary
part is two-dimensional, under an additional restriction that their spectrum does not intersect
the real axis (last restriction does not seem to be essential). If we suppose that a, b ∈ L2(µ),
then L = L(A, a, b,κ) is a rank one bounded perturbation of A (see §2 below), and it follows
that L has two-dimensional imaginary part and is neither dissipative nor anti-dissipative
(unless L = L∗). It is easy to see that, conversely, any operator A + i(f1f ∗1 − f2f ∗2 ) on H ,
where A = A∗, fj ∈ H (j = 1, 2) can be represented as A1+ab∗, where A1 = A∗1 and a, b are
linear combinations of f1, f2. Hence the class of operators we consider is very close to the
class of operators in the paper [37], and in fact, in the case of discrete spetrum their model
is essentially the same as ours. Paper [37] also contains certain results on completeness and
on Riesz bases of eigenvectors of the perturbed operator (later on, we will comment on the
connections between these results and ours).
In [49], Kiselev and Naboko study a general operator with two-dimensional imaginary
part by making use of the Naboko model. A related model for operators of this class that
have real spectrum was constructed by Zolotarev in [94] in terms of certain generalization of
the de Branges spaces. The main point in the works by Kiselev and Naboko [49], [50] and
others is the study of so-called almost Hermitian non-dissipative operators; this is a stronger
requirement than the assumption that the spectrum is real. By using [50, Theorem 3.1],
it is easy to check that in the model given by the above theorem, L(A, a, b,κ) is almost
Hermitian if and only if ϕ is outer. The perturbations in Theorems 4.2, 1.3 and 1.5 can be
chosen to be almost Hermitian, as is seen from the proofs.
For a more general model based on operator-valued characteristic functions see [82].
4.4. Eigenfunctions of the model operator. In view of Theorem 4.4, the completeness
of L (or L∗) translates into the completeness of T or T ∗, respectively.
In what follows, we use the term “meromorphic” in the sense “meromorphic in C”. In the
case when A has a discrete spectrum, Θ and ϕ are meromorphic. Then any function in KΘ
is also meromorphic in C. As it will be explained in Section 5.4 below, this situation reduces
to the study of de Branges spaces of entire functions.
In the case when Θ is meromorphic, the eigenfunctions of T are of the form ϕ
z−λ , λ ∈ Zϕ,
where Zϕ is the zero set for ϕ, while the eigenfunctions of T
∗ are just the reproducing
kernels of KΘ (see Lemma 5.4 below for a more accurate statement). So the completeness
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of eigenfunctions of T ∗ means that any function in KΘ vanishing on Zϕ is zero, that is, that
Zϕ is a uniqueness set for KΘ.
As a corollary of Theorem 4.4, we show that under some mild restrictions any complete
and minimal system of reproducing kernels in a model space and its biorthogonal system
can be realized (up to a unitary equivalence) as the systems of eigenfunctions of some rank
one singular perturbation and of its adjoint.
Theorem 4.5. Let Θ be an inner function analytic in a neighborhood of 0 and such that
1 +Θ /∈ KΘ. Let the system of reproducing kernels {kλ}λ∈Λ, Λ ⊂ C+ (or Λ ⊂ closC+ in the
case when Θ is meromorphic), be complete and minimal in KΘ. Then there exists a function
ϕ such that ϕ /∈ H2, ϕ vanishes exactly on the set Λ and ϕ(z)
z−λ ∈ KΘ for any λ ∈ Λ. Moreover,
ϕ is determined uniquely up to a multiplicative constant, and the following statements hold.
(1) Θ and ϕ correspond to some singular rank one perturbation L of the multiplication
operator in L2(µ) with x−1a, x−1b ∈ L2(µ).
(2) If, moreover, ζ −Θ /∈ H2 for any ζ ∈ C, |ζ | = 1, then the adjoint L∗ of L exists and
the system {kλ}λ∈Λ is the set of eigenfunctions of the corresponding operator T ∗.
(3) If, moreover, Θ is a meromorphic inner function and Λ ⊂ R, then there is a constant
ξ, |ξ| = 1, such that Θ and ξϕ correspond to some almost Hermitian singular rank
one perturbation.
For the proof of Theorem 4.5 see Subsection 5.3.
If ϕ is the function, defined as above, we will refer to it as a generating function for the
system {kλ}λ∈Λ.
Interestingly, completeness problems for a minimal system of reproducing kernels in a
model (or de Branges) space and for its biorthogonal are, in general, not equivalent [8]. This
is the reason for existence of the unexpected examples of Theorems 1.3 and 4.2. However,
for certain classes of perturbations the completeness of T ∗ implies the completeness of T ,
see Theorems 4.3 and 6.3.
5. Basic Functional Model: Proofs
Let L = L(A, a, b,κ) be a singular rank one perturbation of a cyclic selfadjoint operator
A, given by (4.1), where µ is a singular measure. Notice first of all that L can be expressed
as follows:
(5.1) Ly = (A+ a(b∗)a,κ)y def= Ay + ((b∗)a,κy)a, y ∈ D(L),
where the linear functional (b∗)a,κ : D(L)→ C is defined by
(5.2) (b∗)a,κy
def
= −c
whenever y = y0+c·A−1a is a decomposition of a vector y ∈ D(L) as in (4.3). The summands
in the right hand part of (5.1) are elements of xL2(µ) and in general do not belong to L2(µ).
If b ∈ L2(µ), then (b∗)a,κ is a bounded functional, given by
(b∗)a,κy =
1
κ − 〈A−1a, b〉 〈y, b〉, y ∈ L
2(µ).
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If, moreover, a, b ∈ L2(µ), then D(L) = D(A), and L(A, a, b,κ) is just a bounded rank one
perturbation of A. In particular,
L(A, a, b,κ) = A+ ab∗, if κ = 1 + 〈A−1a, b〉.
Other values of κ do not enlarge the scope of perturbations considered. Therefore in the
case when a, b ∈ L2(µ), we may consider the usual rank one perturbation
L(A, a, b) def= A+ ab∗.
However, most of the time we do not need to distinguish this case and all the results remain
valid in this situation.
5.1. Model spaces and Clark measures. We recall that the functions β, ρ, Θ and ϕ have
been defined above by formulas (4.4)–(4.7). Since µ({0}) = 0, zb∗(A − z)−1A−1a 6= const,
and therefore β 6≡ 0 in C \ R.
Here we will discuss the model space KΘ, the so-called Clark measures, related to it, and
Clark orthogonal bases of reproducing kernels in KΘ. If we identify the functions in H
2 with
their boundary values on R, then an equivalent definition of KΘ is KΘ = H
2 ∩ΘH2. Thus,
we have a criterion for the inclusion f ∈ KΘ which we will repeatedly use:
(5.3) f ∈ KΘ ⇐⇒ f ∈ H2 and Θf ∈ H2.
In other words, if f ∈ KΘ, then the function f˜(x) = Θ(x)f(x), x ∈ R, is also in KΘ (in
the sense that it coincides with nontangential boundary values of a function from KΘ). If
Θ is meromorphic, then any f ∈ KΘ is also meromorphic, and the formula f˜(z) = Θ(z)f(z)
holds for all z ∈ C+.
The following statement is an immediate corollary of (5.3).
Lemma 5.1. Let Θ be inner and let ϕ
z+i
∈ H2. Assume that ϕ satisfies either (4.9) or
ϕ(z)−ϕ(i)
z−i ∈ KΘ. Then
(1) If ϕ ∈ H2, then ϕ ∈ KΘ.
(2) Let λ ∈ C+ ∪ R and let ϕ be analytic in a neighborhood of λ. Then the function
gλ(z) =
ϕ(z)−ϕ(λ)
z−λ belongs to KΘ.
We remark that if Θ be inner and ϕ
z+i
∈ H2, then (4.9) implies that ϕ(z)−ϕ(i)
z−i ∈ KΘ.
Proof of Lemma 5.1. (1) We have Θ(x)ϕ(x) = (x+ i)Θ(x)ψ(x)+ϕ(i)Θ(x) for some ψ ∈ KΘ,
which gives that Θϕ
x+i
∈ H2. If, moreover, ϕ ∈ H2, then ϕ ∈ KΘ by (5.3), which proves (1).
(2) Obviously, gλ ∈ H2. Also, Θ(x)gλ(x)(x − λ) = Θ(x)ϕ(x) − ϕ(λ)Θ(x), whence Θgλ ∈
H2. 
For λ ∈ C+ set
kλ(z) =
1−Θ(λ)Θ(z)
z − λ¯ , k˜λ(z) =
Θ(z)−Θ(λ)
z − λ .
Note that k˜λ(z) = Θ(z)kλ(z). The definitions of kλ and k˜λ can be extended to the points
λ ∈ R such that Θ has an analytic extension to a neighborhood of λ, and k˜λ = −Θ(λ)kλ for
these values of λ ∈ R.
Note that kλ is the reproducing kernel of KΘ corresponding to the point λ, i.e.,
(5.4) 〈f, kλ〉 = 2πif(λ), f ∈ KΘ.
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Analogously, 〈f, k˜λ〉 = −2πi f˜(λ).
Orthogonal bases of reproducing kernels were studied by L. de Branges [18] for meromor-
phic inner functions and by D.N. Clark [22] in the general case. They may be constructed
as follows. For any ζ ∈ C, |ζ | = 1, the function (ζ +Θ)/(ζ −Θ) has positive real part in the
upper half-plane. Then, by the Herglotz theorem, there exist pζ ≥ 0, qζ ∈ R and a measure
σζ with
∫
R
(1 + t2)−1dσζ(t) <∞ such that
(5.5)
ζ +Θ(z)
ζ −Θ(z) = −ipζz + iqζ +
1
i
∫
R
( 1
t− z −
t
t2 + 1
)
dσζ(t), z ∈ C+.
We will say that σζ is a Clark measure of Θ. It follows from the results of Clark [22] (for
the setting of the unit disc, instead of the upper half-plane) that in the case when pζ = 0
the mapping
(5.6) (Uζf)(z) =
1
2
√
π
(
ζ −Θ(z)) ∫
R
f(t)
t− z dσζ(t)
is a unitary operator from L2(dσζ) ontoKΘ (see Proposition 5.3 below). The inverse operator
to Uζ has the sense just of the embedding KΘ ⊂ L2(πσζ); clearly, it also is unitary. As
Poltoratskii has shown in [77], any function f ∈ KΘ has finite nontangential boundary
values σζ-a.e.
In particular, if σζ is purely atomic (that is, σζ =
∑
n cnδtn , where δx denotes the Dirac
measure at the point x) and pζ = 0, then ktn ∈ K2Θ and the system {ktn} of reproducing
kernels is an orthogonal basis in KΘ. Of course, if Θ is meromorphic, then any Clark measure
σζ is atomic.
If pζ > 0 in the representation (5.5), then the orthogonal complement to the span of {ktn}
is one-dimensional and is generated by the function ζ −Θ, which in this case belongs to KΘ
(this is half-plane version of a result due to Ahern and Clark [3]). Thus,
(5.7) ζ −Θ ∈ H2 ⇐⇒ ζ −Θ(iy) = O(y−1), y →∞ ⇐⇒ pζ > 0.
We will use the notation
(5.8) ν = |b|2µ.
Returning to our model of singular perturbations, observe that the representations (4.5)–
(4.6) mean that ν is the Clark measure σ−1 for Θ. By the results of [77],
(5.9) ϕ = ia/b ν-a.e.
Proposition 5.2. Let a, b be functions that satisfy (4.2) and let κ ∈ R. Let Θ and ϕ be
defined by (4.6) and (4.7). Then we have:
(1) 1 + Θ /∈ H2 and Θ(0) 6= −1;
(2) ϕ(z)−ϕ(i)
z−i
∈ KΘ;
(3) If a /∈ L2(µ), then ϕ /∈ H2;
(4) If a ∈ L2(µ), then ϕ ∈ H2 if and only if κ = ∫ x−1a(x)b(x)dµ(x);
(5) κ = 0 if and only if ϕ(0) = 0.
Proof. (1) It follows from (4.5) that |ρ(iy)| = o(y) as y → ∞. Since 1−Θ
1+Θ
= −iρ, it follows
from (5.7) that 1 + Θ /∈ H2.
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(2) It follows from the formula (4.7) for ϕ that
ϕ(z)− ϕ(i)
z − i =
1 + Θ(z)
2
∫
a(x)b(x)
(x− z)(x− i) dµ(t) + β(i)
Θ(z)−Θ(i)
2 (z − i) .
Since a
x−i
∈ L2(µ), we have a
(x−i)b
∈ L2(ν), where ν = |b|2µ. Since ν is the Clark measure
σ−1 for KΘ, and the Clark operator U−1 maps L
2(ν) onto KΘ, we have
ϕ(z)−ϕ(i)
z−i ∈ KΘ.
(3) If ϕ ∈ H2, then ϕ ∈ KΘ. Hence, ϕ ∈ L2(ν), and, since ϕ = ia/b ν-a.e., we have∫ |a(x)|2 dµ(x) = ∫ |ϕ(x)|2 dν(x) <∞.
(4) Now let a ∈ L2(µ). Then we have
2ϕ(z) = (1 + Θ(z))
(
κ −
∫
a(x)b(x)
x
dµ(x)
)
+ (1 + Θ(z))
∫
a(x)b(x)
x− z dµ(x).
Since
∫ |a|2|b|−2dν = ∫ |a|2dµ < ∞, the boundedness of the operator U−1 implies that the
last term is in KΘ. Hence, ϕ ∈ KΘ if and only if (1 + Θ(z))
(
κ − ∫ x−1a(x)b(x)dµ(x)) is in
KΘ. Since 1 + Θ /∈ KΘ, we conclude that ϕ ∈ KΘ if and only if the coefficient is zero.
(5) Obviosly, κ = 0 if and only if β(0) = 0. By (1), we have 1 + Θ(0) 6= 0, whence the
statement follows. 
5.2. Proof of Theorem 4.4 on the model in KΘ. We define “diagonalizing” transforms
V0u(z) =
1
2
√
π
b∗(A− z)−1u, z ∈ ρ(A), u ∈ L2(µ),(5.10)
VLu(z) =
1√
π
(b∗)a,κ(L− z)−1u, z ∈ ρ(L), u ∈ L2(µ).(5.11)
First we need the following proposition.
Proposition 5.3. Let Θ and ϕ be defined by (4.6) and (4.7). Then
(1) V0 is an isometric isomorphism of L
2(µ) onto 1
1+Θ
KΘ;
(2) VL is an isometric isomorphism of L
2(µ) onto 1
ϕ
KΘ.
Proof. First let us deduce the splitting formula
(5.12) VLu(z) = β(z)
−1V0u(z), u ∈ L2(µ).
To do that, choose any u ∈ L2(µ) and put y def= (L − z)−1u ∈ D(L). A direct calculation
shows that the representation y = y0 + cA−1a as in (4.3) is given by
y0 = (A− z)−1u+ cz(A− z)−1A−1a, c = −β(z)−1b∗(A− z)−1u.
By (5.2), this implies (5.12).
Statement (1) is very close to the results by Clark [22]. To prove it, one can apply the
arguments given in [21, Proposition 9.5.4]. Namely, for ξ ∈ R \ suppµ, put
ηξ(x) =
1
ρ(ξ) + i
b(x)
x− ξ ∈ L
2(µ).
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Let ξ, τ /∈ suppµ ∪ Z¯Θ. Direct calculations give that
(1 + Θ(z))V0ηξ(z) = −Θ(z)−Θ(ξ)
2
√
π(z − ξ) =
Θ(ξ)
2
√
π
kξ(z) ∈ KΘ;
〈ηξ, ητ 〉L2(µ) = − 1
2i
1−Θ(τ)Θ(ξ)
ξ − τ =
〈
Θ(ξ)
2
√
π
kξ,
Θ(τ)
2
√
π
kτ
〉
KΘ
.
Since {ηξ} are complete in L2(µ) and {Θ(ξ)kξ} are complete in KΘ, the assertion (1) follows.
Statement (2) follows from statement (1) and formula (5.12). 
Proof of Theorem 4.4. Put VL,ϕu
def
= ϕ · VLu, u ∈ L2(µ). By Proposition 5.3, VL,ϕ is an
isometric isomorphism from L2(µ) onto KΘ. Define an operator T = VL,ϕLV −1L,ϕ on KΘ. It is
unitarily equivalent to L. The splitting formula
VL(L − ξ)−1u(z) = VLu(z)− VLu(ξ)
z − ξ , ξ /∈ σ(L),
is immediate. It easily implies the expressions for D(T ) and for the action of T , given in the
Theorem.
The properties of Θ and ϕ follow immediately from Proposition 5.2. If, moreover, L is a
real type perturbation, then β is real a.e. on R, and it follows that Θ and ϕ satisfy (4.9).
We turn to the proof of the converse statement and show that any pair (Θ, ϕ) with the
above properties can be realized in our model. Let ν be the Clark measure σ−1 for Θ. Note
that by the hypothesis 0 /∈ supp ν and also that, by (5.7), p−1 = 0. Since ϕ(z)−ϕ(i)z−i belongs
to the space KΘ, by (5.6) there exists u ∈ L2(ν) such that
ϕ(z)− ϕ(i)
z − i =
(
1 + Θ(z)
) ∫ u(t)
t− z dν(t).
Choose any b so that |b| > 0 ν-a.e. and put µ = |b|−2ν. Then x−1b ∈ L2(µ). We have
ϕ(z) = ϕ(i) + (1 + Θ(z))
[ ∫ (
1
x− z −
1
x
)
(x− i)u(x)|b(x)|2dµ(x)−
∫
u(x)
x
dν(x)
]
.
Since, by definition of the Clark measure (5.5),
(1 + Θ(z))
(
r0 +
1
πi
∫ (
1
x− z −
1
x
)
dν(x)
)
= 2
for some constant r0, we can write ϕ(i) as an analogous integral and finally obtain
ϕ(z) =
1 + Θ(z)
2
(
κ +
∫ (
1
x− z −
1
x
)
v(x)|b(x)|2dµ(x)
)
,
for some constant κ and v such that x−1v ∈ L2(ν) = L2(|b|2µ). Put a(x) = v(x)/b(x). Then
x−1a ∈ L2(µ) and
ϕ(z) =
1 + Θ(z)
2
(
κ +
∫ (
1
x− z −
1
x
)
a(x)b(x)dµ(x)
)
.
Since ϕ /∈ KΘ, by Proposition 5.2, either a /∈ L2(µ) or κ 6=
∫
x−1a(x)b(x)dµ(x) and so (A)
is satisfied. We conclude that Θ and ϕ correspond to the singular perturbation associated
with the measure µ and the data a, b and κ.
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Finally, note that if Θ and ϕ satisfy (4.9), then β is real on R whence ab ∈ R and κ ∈ R.
Thus the constructed perturbation is of real type. 
Remark. It follows from this theorem that if two operators L, L1 as above are real type
perturbations and ϕ = ϕ1, then L and L1 are unitarily equivalent.
5.3. The spectrum and eigenfunctions of T and of T ∗. Throughout this section we
will assume that Θ and ϕ are meromorphic. Then it follows from Lemma 5.1 that for any
λ ∈ C+ ∪ R such that ϕ(λ) = 0, the function
hλ(z) =
ϕ(z)
z − λ
belongs to KΘ. Denote by Zϕ the set of zeros of ϕ in C
+ ∪ R. Recall that if we put
ϕ˜(z) = Θ(z)ϕ(z), then ϕ˜ is analytic in C+. Denote by Zϕ˜ the zero set of ϕ˜ in C
+ ∪R (note
that the zeros of ϕ and ϕ˜ on R coincide).
The following lemma describes the spectrum of the model operator T and of its adjoint.
For a set Z ⊂ C we denote by Z the set {z : z ∈ Z}.
Lemma 5.4. Let meromorphic Θ and ϕ correspond to a singular rank one perturbation of
a cyclic selfadjoint operator A with the compact resolvent. Then the following holds:
(1) Operators L and T have compact resolvents ;
(2) σ(T ) = σp(T ) = Zϕ ∪ Z ϕ˜;
(3) The eigenspace of T corresponding to an eigenvalue λ, λ ∈ Zϕ ∪ Z ϕ˜, is spanned by
hλ;
(4) Suppose that either Im λ ≥ 0 and λ is a zero of ϕ (exactly) of order k, or Imλ < 0
and λ¯ is a zero of ϕ˜ of order k. Then dimker(T−λ)ℓ = ℓ for ℓ ≤ k, and ker(T−λ)s =
ker(T − λ)k for s > k. Moreover, for 1 ≤ ℓ ≤ k, the space ker(T − λ)ℓ is spanned by
the eigenvectors and root vectors ϕ(z)/(z−λ), ϕ(z)/(z−λ)2, . . . , ϕ(z)/(z−λ)ℓ of T .
(5) Suppose T ∗ is correctly defined. Then σ(T ∗) = Zϕ ∪Zϕ˜ and ker(T ∗ − λI) is spanned
by kλ for λ ∈ Zϕ, while ker(T ∗ − λI) is spanned by k˜λ for λ ∈ Zϕ˜.
Proof. Since A has a compact resolvent and L is its finite rank perturbation in the sense
of [6], (L − λI)−1 is compact for any λ /∈ σ(L). Hence the resolvent of T also is compact.
This gives statement (1) and also implies that σ(T ) = σp(T ).
Now let us describe the eigenvalues and eigenfunctions of T . If for some λ ∈ C
Tf = zf − cϕ = λf,
then f = cϕ
z−λ
. Hence λ is in σp(T ) if and only if
ϕ(z)
z−λ
∈ KΘ. It follows also that for any
λ ∈ σp(T ), the eigenspace ker(T − λ) is one-dimensional. If Imλ ≥ 0, ϕ(z)z−λ ∈ KΘ if and only
if ϕ(λ) = 0 (see Lemma 5.1). If Imλ < 0, then the inclusion ϕ(z)
z−λ ∈ KΘ is equivalent to
Θ(z)ϕ(z)
z−λ
= ϕ˜(z)
z−λ
∈ H2(C+), which happens if and only if ϕ˜(λ) = 0. This proves statements
(2) and (3).
It is easy to check statement (4) by applying induction in ℓ; we omit the details.
Now suppose that T has an adjoint T ∗. The above observations imply that σp(T
∗) =
Zϕ ∪ Zϕ˜, and that all eigenspaces of T ∗ are one-dimensional. Now let λ ∈ Zϕ. Then
〈f, T ∗kλ〉 = 〈Tf, kλ〉 = 2πi
(
zf(z)− cϕ(z))∣∣
z=λ
= 2πiλf(λ) = λ〈f, kλ〉
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for any f ∈ D(T ). Since D(T ) is dense in KΘ, one has T ∗kλ = λ¯kλ. Analogously, using
the equality 〈f, k˜λ〉 = −2πif˜ (λ), it is easy to show that T ∗k˜λ = λk˜λ for λ ∈ Zϕ˜. This gives
statement (5). 
Remarks. 1. If A is cyclic and compact, then L also is compact, and ϕ is meromorphic in
C \ {0}. Items (3)–(5) of the above Lemma apply to any λ 6= 0. It follows, in particular,
that in this case, L is a Volterra operator (that is, σ(L) = {0}) if and only if ϕ(λ) 6= 0 and
ϕ˜(λ) 6= 0 for all λ 6= 0 with Imλ ≥ 0.
2. It is clear that the system {kλ}λ∈σp(T ∗) is (up to normalization) biorthogonal to the
system {hλ}λ∈σp(T ).
3. A statement analogous to Lemma 5.4 holds for general model spaces (not necessarily
associated with meromorphic inner functions). E.g., if λ ∈ C \R or λ ∈ R and Θ is analytic
in a neighborhood of λ, we have λ ∈ σ(T ) if and only if λ ∈ σp(T ) and if and only if ϕ(λ) = 0.
In this case, hλ is an eigenfunction of T while kλ is an eigenfunction of T
∗ (if T ∗ is correctly
defined).
We finish this section with the proof of Theorem 4.5.
Proof of Theorem 4.5. (1) Since the system {kλ}λ∈Λ is complete and minimal, for a fixed
λ0 ∈ Λ there exists a unique (up to a constant factor) function g ∈ KΘ such that g(λ) = 0,
λ ∈ Λ \ {λ0}. Put ϕ = (z − λ0)g. Then ϕ vanishes exactly on the set Λ. Clearly, ϕ /∈ H2
and ϕ(z)
z−λ ∈ KΘ for any λ ∈ Λ. Thus, by the converse statement in Theorem 4.4, Θ and ϕ
correspond to some singular rank one perturbation.
(2) Suppose that ζ − Θ /∈ H2 for any ζ with |ζ | = 1. We conclude that b /∈ L2(µ)
(otherwise, it would follow from (4.5) and (4.6) that for some ζ of modulus one, y−1(ζ +
Θ(iy))(ζ −Θ(iy))−1 → 0 as y →∞, which by (5.7) gives that ζ −Θ ∈ H2). Thus, condition
(A∗) is satisfied and L∗ is correctly defined.
(3) First we claim that in this case ϕ is outer in C+. Indeed, by the assumption, ϕ has no
zeros in C+. If there were a representation ϕ(z) = ψ(z)eiγz , where ψ ∈ (z+ i)H2 and γ > 0,
then the function ψ(z) e
iγz−1
z
would belong to KΘ and vanish on Λ, a contradiction. Finally,
ϕ˜(z) = Θ(z)ϕ(z¯) also is outer in C+, and so Θ = ξ2ϕ/ϕ¯ on R for a unimodular constant
ξ. Indeed, if Θϕ¯ = Iϕ for a (meromorphic) inner function I, then Ig also is in KΘ. If I
has a Blaschke factor z−z0
z−z0
, then the function gI z−λ0
z−z0
belongs to KΘ and vanishes on Λ, a
contradiction. The case when I(z) = eiγz can be excluded as above. 
5.4. Hermite–Biehler and Cartwright classes. An entire function E is said to be in the
Hermite–Biehler class (which we denote by HB) if
|E(z)| > |E(z)|, z ∈ C+.
We also always assume that E 6= 0 on R. For a detailed study of the Hermite–Biehler class
see [54, Chapter VII]. Put E∗(z) = E(z). If E ∈ HB, then Θ = E∗/E is an inner function
which is meromorphic in the whole plane C; moreover, any meromorphic inner function can
be obtained in this way for some E ∈ HB (see, e.g., [40, Lemma 2.1]).
Given E ∈ HB, we can always write it as E = A− iB, where
A =
E + E∗
2
, B =
E∗ − E
2i
.
Then A, B are real on the real axis and all their zeros are real and simple. Moreover, if
Θ = E∗/E, then 2A = (1 + Θ)E.
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Any function E ∈ HB generates the de Branges space H(E), which consists of all entire
functions f such that f/E and f ∗/E belong to the Hardy space H2, and ‖f‖E = ‖f/E‖L2(R)
(for the de Branges theory see [18]). It is easy to see that the mapping f 7→ f/E is a unitary
operator from H(E) onto KΘ with Θ = E∗/E (see, e.g., [40, Theorem 2.10]).
The reproducing kernel of the de Branges space H(E) corresponding to the point w ∈ C
is given by
(5.13) Kw(z) =
E(w)E(z)− E∗(w)E∗(z)
2πi(w − z) =
A(w)B(z)− B(w)A(z)
π(z − w) .
An entire function F is said to be of Cartwright class if it is of finite exponential type and∫
R
log+ |F (x)|
1 + x2
dx <∞.
For the theory of the Cartwright class we refer to [39, 51]. It is well-known that zeros zn of
a Cartwright class function F have a certain symmetry: in particular,
(5.14) F (z) = Kzmeicz v.p.
∏
n
(
1− z
zn
)
def
= Kzmeicz lim
R→∞
∏
|zn|≤R
(
1− z
zn
)
,
where the infinite product converges in the “principal value” sense, c ∈ R and K ∈ C are
some constants, m ∈ Z+.
A function f analytic in C+ is said to be of bounded type, if f = g/h for some functions
g, h ∈ H∞(C+). If, moreover, h can be taken to be outer, we say that f is in the Smirnov
class in C+. It is well known that if f is analytic in C+ and Im f > 0, then f is in the
Smirnov class [39, Part 2, Ch. 1, Sect. 5]. In particular, if tn ∈ R, un > 0 and
∑
n un <∞,
then the function
∑
n
un
tn−z
is in the Smirnov class in C+. Consequently,
∑
n
vn
tn−z
is in the
Smirnov class in C+ for any {vn} ∈ ℓ1.
Given a nonnegative function m on R such that logm ∈ L1(dx/(x2+1)), there is a unique
outer function O of Smirnov class, whose modulus is equal to m a.e. on R and which satisfies
O(i) > 0 (see [39, Part II, Chapter 3]). This function will be denoted by Om.
The following theorem due to M.G. Krein (see, e.g., [39, Part II, Chapter 1]) will be useful:
If an entire function F is of bounded type both in C+ and in C−, then F is of Cartwright
class. If, moreover, F is in the Smirnov class both in C+ and in C−, then F is a Cartwright
class function of zero exponential type. We refer to [33, Section IV.8] for applications of
these results to the spectral theory of non-dissipative operators.
Finally, we remark that applications of de Branges spaces to the spectral theory of dis-
crete selfadjoint operators and their perturbations are numerous and well-known, see for
instance, [65] and also papers [72] and [85], that are closely related to our approach.
6. Positive results on completeness of L and L∗ for the case of singular
rank one perturbations. Proofs of Theorems 4.1 and 4.3
Let L = L(A, a, b,κ) be a singular rank one perturbation of the multiplication operator A
defined in Section 2. We assume that µ =
∑
n µnδtn is a discrete measure. Then Theorem 4.4
provides a model operator T , given in terms of meromorphic functions Θ and ϕ satisfying
condition (4.8).
We will assume that ϕ and ϕ˜ have only simple zeros. In the case of multiple zeros, the
root vectors, which were calculated in Lemma 5.4, should be taken into account. It can be
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checked that the same results hold in this case too and that, basically, the same arguments
work.
The spectrum of A is
σ(A) = {tn} = {x ∈ R : Θ(x) = −1}.
We will use the notation an = a(tn), bn = b(tn). We recall that the measure ν, defined in
(5.8), is the Clark measure σ−1 for Θ. In our case,
ν =
∑
n
νnδtn , where νn = µn|bn|2
(recall that bn 6= 0 for any n), and Θ′(tn) = −2i/νn. Finally, by (5.9), ϕ(tn) = ian/bn. Note
that if an = 0, then ϕ(tn) = 0.
6.1. An abstract criterion for completeness of T ∗. Since ϕ is meromorphic and ϕ
z+i
is
in H2, its Nevanlinna factorization in C+ has the form
ϕ(z) = eiαz · B(z) · O|ϕ|(z),
where O|ϕ| is the outer part of ϕ, B is a Blaschke product in C+ and α = α(ϕ) ≥ 0. The
following proposition gives a criterion for the completeness of the eigenfunctions of T ∗. This
is a standard tool for the study of completeness for systems of reproducing kernels and many
results of this type are known. For the case of the Paley–Wiener spaces it goes back to
Levin [54, Appendix III, Theorem 6]. An explicit statement for the de Branges spaces is
given in [37, Theorem 2.2]. We include a short proof of this statement.
Proposition 6.1. Let Θ and ϕ correspond to some rank one singular perturbation of a cyclic
operator A with discrete spectrum. More precisely, let Θ be a meromorphic inner function
and let ϕ /∈ H2 satisfy (4.8).
(1) If α(ϕ) > 0 or α(ϕ˜) > 0, then the system {kλ}λ∈Zϕ ∪ {k˜λ}λ∈Zϕ˜ is not complete in KΘ.
(2) Suppose that α(ϕ) = α(ϕ˜) = 0 and both ϕ and ϕ˜ have only simple zeros. Then the
following two statements are equivalent:
(i) the system {kλ}λ∈Zϕ∪{k˜λ}λ∈Zϕ˜ is not complete in KΘ. (Thus, operator T ∗, whenever
it is correctly defined, is not complete.)
(ii) there exists a nonzero entire function F of zero exponential type, whose zeros lie in
C− ∪ R, such that Fϕ ∈ H2.
Moreover, the function F in (ii) is always of Cartwright class.
Proof. (1) Suppose that α = α(ϕ) > 0. Since ϕ is meromorphic, it has the form ϕ(z) =
eiαzϕ1(z), where
ϕ1
z+i
is inH2. Then the function ϕ1(z)
eiαz−1
z
belongs toKΘ, is non-zero and is
orthogonal to the system {kλ}λ∈Zϕ ∪{k˜λ}λ∈Zϕ˜, since the zeros sets of ϕ and ϕ1 (respectively,
of ϕ˜ and ϕ˜1) coincide. Analogously, if α˜ = α(ϕ˜) > 0, then e
−iα˜z ϕ˜
z+i
∈ H2 and, thus, the
function ϕ(z) e
iα˜z−1
z
is in KΘ and is orthogonal to the system {kλ}λ∈Zϕ ∪ {k˜λ}λ∈Zϕ˜ .
(2) For the rest of the proof, we suppose that α(ϕ) = α(ϕ˜) = 0. Assume first that the
system {kλ}λ∈Zϕ ∪ {k˜λ}λ∈Zϕ˜ is not complete and so there is a nonzero g ∈ KΘ such that
(6.1)
2πig(λ) = 〈g, kλ〉 = 0, λ ∈ Zϕ
2πig˜(λ) = 〈k˜λ, g〉 = 0 λ ∈ Zϕ˜.
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Since ϕ has only simple zeros, we may write g = ϕG for some function G which is mero-
morphic in C, analytic in C+ and on R, and of bounded type in C+. Consider the function
g˜(z) = Θ(z) g(z) = Θ(z)ϕ(z)G(z) = ϕ˜(z)G∗(z),
where G∗(z) = G(z). Since g˜ vanishes at Zϕ˜ we conclude that G
∗ has no poles in C+ and thus
G is an entire function. Moreover, since G = g/ϕ and G∗ = g˜/ϕ˜ in C+ and α(ϕ) = α(ϕ˜) = 0,
the functions G and G∗ are in Smirnov class in C+ and, by Krein’s theorem, G is of zero
exponential type and of Cartwright class. We have ϕG = g ∈ H2 and ϕ˜G∗ = g˜ ∈ H2.
Finally, to obtain from G the function F with zeros in C− ∪R note that the zeros of G in
C+ satisfy the Blaschke condition. Let B be the Blaschke product constructed over ZG∩C+
(counting multiplicities). Then F = G/B is an entire function with zeros in C− ∪ R which
satisfies all the required properties (note that ϕF = ϕG/B ∈ H2).
To prove the converse, assume that there exists F as in (ii). Put g = Fϕ. By the
assumption, g ∈ H2, whereas g˜(z) = ϕ˜(z)F ∗(z). By the conditions on F , the ratio F ∗/F
is Blaschke product, while ϕ˜/ϕ is a ratio of two Blaschke products due to the condition
α(ϕ) = α(ϕ˜) = 0. Hence, ϕ˜(z)F ∗(z) is in H2(C+) as soon as the function ϕF belongs to
this space. Thus g˜ is in H2, whence g ∈ KΘ. Since g vanishes on the set Zϕ and g˜ on the
set Zϕ˜, the function g is orthogonal to {kλ}λ∈Zϕ ∪ {k˜λ}λ∈Zϕ˜ by (6.1). 
Remarks. 1. It is an obvious, but useful observation that the function F in the statement 2
of Proposition 6.1 can be always chosen to have no zeros in C+ (or in C−). Moreover, it is
not difficult to show that in the case of real type perturbations (i.e., ϕ = ϕ˜) the function F
may be chosen to have only real zeros.
2. Condition (ii) in Proposition 6.1 is equivalent to the condition that there exists a
Cartwright class function F1 of zero exponential type, whose zeros lie in C−∪R, and such that
F1ϕ˜ ∈ H2. Indeed, the inclusion g = Fϕ ∈ KΘ is equivalent to the inclusion g˜ = F ∗ϕ˜ ∈ KΘ.
Dividing by a Blaschke product we can move all zeros of F to the upper half-plane and then
F ∗ will have all zeros in C− ∪ R.
3. The above proof can be in an obvious way extended to the case when ϕ or ϕ˜ has
multiple zeros. The statement remains unchanged: the root vectors of T ∗ (which are of the
form ∂
j
∂λ
j kλ or
∂j
∂λj
k˜λ for some j) are not complete in KΘ if and only if there exists a nonzero
entire function F of zero exponential type, whose zeros lie in C− ∪ R, such that Fϕ ∈ H2.
It would be interesting to compare the above theorem with [88, Theorem 5], where a
completeness criterion is given in terms of Naboko’s model of a nondissipative perturbation
of a selfadjoint operator.
6.2. Sufficient conditions for completeness. The results stated in the Introduction show
that completeness of T and T ∗ (equivalently, L and L∗) are essentially different things. In
this subsection we prove several results which show that, under some additional restrictions,
both T and T ∗ are complete or the completeness of eigenfunctions of T ∗ (reproducing kernels
kλ) implies the completeness of eigenfunctions of T (functions hλ).
We will need the following lemma.
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Lemma 6.2. Suppose that the meromorphic function ϕ associated with a perturbation
L(A, a, b,κ) satisfies the conditions ∑
n
|anbn|µn
|tn| <∞,(6.2) ∑
n
anbnµn
tn
6= κ.(6.3)
Then |ϕ(iy)| ≥ cy−1, |ϕ˜(iy)| ≥ cy−1, y →∞, for some constant c > 0.
Proof. By (0.11), we have
2ϕ(z) =
(
1 + Θ(z)
)(
κ −
∑
n
anbnµn
tn
+
∑
n
anbnµn
tn − z
)
.
Since ∑
n
anbnµn
tn − iy =
∑
n
anbnµn
tn
· tn
tn − iy → 0, y →∞,
(6.3) gives that |ϕ(iy)| ≥ c1|1+Θ(iy)| > 0, y →∞. It is easy to see that for any meromorphic
inner function Θ there exists a constant c2 > 0 such that for any γ ∈ C, |γ| = 1, and z ∈ C+
(6.4) |γ +Θ(z)| ≥ 1− |Θ(z)| ≥ c2 Im z|z|2 + 1 , Im z > 1
(for the proof note that if z0 is a zero of Θ, then |Θ(z)| ≤
∣∣ z−z0
z−z0
∣∣ and if Θ has no zeros,
then Θ(z) = ζeiαz for some α > 0, |ζ | = 1). Hence, |ϕ(iy)| ≥ cy−1, y → ∞, where
c > 0. The same is true for ϕ˜, because it has the same representation as ϕ with conjugate
coefficients. 
Next we give sufficient conditions for the joint completeness of L and L∗. This theorem
largely covers the completeness results of Gubreev and Tarasenko (see the discussion after
the proof).
Theorem 6.3. Let meromorphic Θ and ϕ correspond to some singular rank one perturbation
L = L(A, a, b,κ) such that the data (a, b,κ) satisfy both (A) and (A∗), and let α(ϕ) = α(ϕ˜) =
0.
(1) Assume that at least one of the following two conditions holds:
(6.5) lim sup
y→∞
yN |ϕ(iy)| > 0
for some N > 0, or
(6.6)
∫
R
dt
|ϕ(t+ iη)|τ (1 + |t|)N <∞
for some N > 0, τ > 0 and η ≥ 0. Then both L and L∗ are complete.
(2) (Generalized weak perturbations) If (6.2) and (6.3) hold, then the operator L∗ is
correctly defined, and both L and L∗ are complete.
Note that Statement (2) is a particular case of Proposition 3.2. A combination of
Lemma 6.2 with Statement (1) of Theorem 6.3 gives a direct proof of (2), which does not
use Macaev’s theorem.
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Proof of Theorem 6.3. Statement (2) is a special case of (1), because by Lemma 6.2 in this
case (6.5) is satisfied. The proof of (1) will consist of several steps.
Step 1: completeness of L∗. Let T be the model operator corresponding to L. If the
system of eigenfunctions of T ∗ is not complete, then, by Proposition 6.1, there exists a
nonzero Cartwright class entire function F of zero exponential type with zeros in C− ∪ R
such that Fϕ ∈ H2. Hence,
|F (iy)ϕ(iy)| ≤ Cy−1/2, y > 0.
Thus, if (6.5) holds, then lim infy→∞ y
−N |F (iy)| <∞. Since
F (z) = K v.p.
∏
n
(
1− z
zn
)
, |F (iy)|2 = |K|2
∏
n
x2n + (y + yn)
2
x2n + y
2
n
,
with zn = xn − iyn, yn ≥ 0, we conclude that F is a polynomial. Then ϕ ∈ H2, which
contradicts Theorem 4.4.
If (6.6) holds, then it follows from the Ho¨lder inequality that
(6.7)
∫
R
|F (t+ iη)|γ(1 + |t|)−Mdt <∞
for some γ ≥ 0 andM > 0. Since F is of zero type, we conclude again that F is a polynomial,
a contradiction.
Step 2: completeness of L in the case an 6= 0 for any n. By Proposition 2.2, L∗ = L1,
where we set L1 = L(A, b, a,κ). Then L = L∗1 is complete if and only if T ∗1 is complete. Note
that in the corresponding pair (Θ1, ϕ1) we have ϕ1 = (1 + Θ1)β1/2, where β1 is defined by
(4.4) with the data (b, a,κ) in place of (a, b,κ), and thus differs from β only by conjugation
of the coefficients. Thus, ϕ˜1 = (1 + Θ1)β/2. Now it follows from estimate (6.4) that if ϕ
satisfies either (6.5) or (6.6) with η > 0, then
lim sup
y→∞
yN |ϕ˜1(iy)| > 0 or
∫
R
dt
|ϕ˜1(t+ iη)|τ (1 + |t|)N+2 <∞
for some τ > 0. If the eigenfunctions of T ∗1 are not complete, then, by Proposition 6.1
(see the remarks after it), there is a Cartwright class entire function F of zero exponential
type with zeros in C− ∪ R such that Fϕ˜1 ∈ H2 and we conclude, as in Step 1, that F is a
polynomial, which is a contradiction because ϕ˜1 /∈ H2.
The case η = 0 is a bit more tricky. In this case we have∫
R
dt
|ϕ(t)|τ(1 + |t|)N =
∫
R
∣∣∣∣1 + Θ1(t)1 + Θ(t)
∣∣∣∣τ · dt|ϕ˜1(t)|τ (1 + |t|)N <∞,
and we conclude that ∫
R
∣∣∣∣ 1 + Θ(t)1 + Θ1(t)
∣∣∣∣γ |F (t)|γ(1 + |t|)M dt <∞
for some γ > 0 and M > 0. Since F is a Cartwright class function of zero type with zeros in
C−∪R, we conclude that F is an outer function in C+ and so is 1+Θ
1+Θ1
F . Hence, we conclude
that 1
(z+i)M
(
1+Θ
1+Θ1
)γ
F γ ∈ H1(C+). Thus, we have also
(6.8)
∫
R
∣∣∣∣ 1 + Θ(t+ i)1 + Θ1(t+ i)
∣∣∣∣γ |F (t+ i)|γ(1 + |t|)M dt <∞.
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Applying again (6.4) we conclude that taking a larger M we may omit the factor
∣∣ 1+Θ(t+i)
1+Θ1(t+i)
∣∣γ
in (6.8) and get (6.7). Thus, F is a polynomial, which once again gives a contradiction.
If some of the coefficients an are zero (in other words, if a is not cyclic for A−1), our
model does not formally apply to L1. We reduce the problem to the case where a is cyclic
by considering the representation of the function ϕ with respect to a different Clark measure
for the same space KΘ.
Step 3: reduction to the case where a is cyclic. We need to show that in conditions of
the theorem the system {hλ}λ∈Zϕ∪Zϕ˜ is complete in KΘ. Let ζ ∈ C, |ζ | = 1, ζ 6= −1, and
let σζ be the corresponding Clark measure defined by (2.5). We may choose ζ such that
ζ − Θ /∈ H2 and Θ(0) 6= ζ (thus, p(ζ) = 0). Since Θ is meromorophic, σζ is a discrete
measure, σζ =
∑
n ν
◦
nδt◦n , where {t◦n} = {t : Θ(t) = ζ}, and we have, for some q◦ ∈ R,
ζ +Θ(z)
ζ −Θ(z) = iq
◦ +
1
i
∑
n
( 1
t◦n − z
− 1
t◦n
)
ν◦n, z ∈ C+.
Since the function ϕ satisfies (4.8), we can represent it, as in the proof of Theorem 4.4,
2ϕ(z) =
(
1− ζΘ(z))(κ◦ +∑
n
(
1
t◦n − z
− 1
t◦n
)
c◦nν
◦
n
)
,
for some κ◦ and c◦n satisfying
∑
n(t
◦
n)
−2|c◦n|2ν◦n <∞. Let us write
ν◦n = |b◦n|2µn, c◦n =
a◦n
b◦n
µn,
such a representation exists and is unique up to the choice of the arguments of b◦n. Recall
that by the properties of the Clark measures,
∑
n(t
◦
n)
−2ν◦n < ∞. Then if we put a◦ = (a◦n),
b◦ = (b◦n), then a
◦/x, b◦/x ∈ L2(µ◦), where µ◦ =∑n µnδt◦n .
Note that ϕ(t◦n) = ia
◦
n/b
◦
n. We may choose ζ so that ϕ(t
◦
n) 6= 0 for all n. Indeed, it suffices
to choose ζ to be different from all values of Θ at the zeros of the meromorphic function ϕ
(which form a countable set). Thus, with this choice of ζ we have a◦n 6= 0 for all n.
At the same time, since ϕ satisfies (4.8), it follows from Proposition 5.2 (applied to the
inner function Θ◦ = −ζ¯Θ in place of Θ) that either a◦ /∈ L2(µ◦) or a◦ ∈ L2(µ◦) and
(6.9) κ◦ 6=
∑
n
a◦nb
◦
nµn
t◦n
.
Thus the data (a◦, b◦,κ◦) satisfy the condition (A) (with t◦n in place of tn), whence the rank
one perturbation L◦ = L(A◦, a◦, b◦,κ◦) of the operator of the multiplication by x in L2(µ◦)
is well defined. The pair (Θ◦, ϕ) will be the model pair for L◦. Assume for the moment that
the data (a◦, b◦,κ◦) also satisfy the condition (A∗) and so (L◦)∗ is well defined (we prove it
in Step 4 below). Since ϕ satisfies (6.5) and (6.6), while now both a◦n 6= 0 and b◦n 6= 0 for all
n, it follows from Step 2 that (L◦)∗ is complete, and so the system {hλ}λ∈Zϕ∪Zϕ˜ is complete
in KΘ◦ . But for Θ
◦ = −ζ¯Θ we clearly have KΘ◦ = KΘ, and so L◦ is unitarily equivalent to
L.
Step 4: the data (a◦, b◦,κ◦) satisfy condition (A∗). To complete the proof, it remains to
verify (A∗) for the data (a◦, b◦,κ◦). If b◦ /∈ L2(µ◦), then there is nothing to prove. Assume
that b◦ ∈ L2(µ◦), which means that σζ(R) =
∑
n ν
◦
n < ∞. It follows that there exists ξ,
|ξ| = 1, such that ξ − Θ(iy) = O(y−1), y → ∞, whence ξ − Θ ∈ KΘ by (5.7). By the
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construction, ξ 6= −1 and ξ 6= ζ . Then it follows that ∑n |bn|2µn = σ−1(R) < ∞ (indeed,
‖ξ −Θ‖L2(σ−1) = ‖ξ + 1‖L2(σ−1) <∞). Since the data (a, b,κ) satisfy (A∗) we have
κ 6=
∑
n
anbnµn
tn
.
Comparing two expansions for 2ϕ,(
1+Θ(iy)
)(
κ−
∑
n
anbnµn
tn
+
∑
n
anbnµn
tn − iy
)
=
(
1− ζ¯Θ(iy))(κ◦−∑
n
a◦nb
◦
nµn
t◦n
+
∑
n
a◦nb
◦
nµn
t◦n − iy
)
,
as y →∞ and using the fact that Θ(iy)→ ξ, we conclude that (6.9) is satisfied (otherwise,
the right-hand side would tend to 0 as y →∞, while the left-hand side has a nonzero finite
limit). 
Remarks. 1. Theorem 6.3 implies Theorems 2.3 and 2.4 from [37]. In [37, Theorem 2.4],
completeness of L was proved under the following assumptions on the function ϕ: there
exists a weight w satisfying the Muckenhoupt (A2) condition such that
|ϕ(t)| ≤ w(t), t ∈ R, and
∫
R
w(t)
|ϕ(t)|2(1 + t2)dt <∞.
Since
∫
R
dt
w(t)(1+t2)
< ∞ for any (A2)-weight, already the second inequality implies the in-
equality
∫
R
dt
|ϕ(t)|(1+t2)
< ∞. The hypotheses of Theorem 2.3 in [37] also imply the same
inequality. Thus, condition (6.6) of our Theorem 6.3 is much weaker than the hypothesis of
Theorems 2.3 and 2.4 in [37]. It is not so surprising, because the Muckenhoupt condition,
which is intrinsic to the unconditional bases problem, seems to be too restrictive in the com-
pleteness problems. Theorem 6.3 does not formally cover the case when (A∗) is not satisfied,
but it is anyway obvious that in this case L is not complete (indeed, we have a /∈ L2(µ) and
KerL−1 = {0}, while b ∈ Ker(L−1)∗ 6= {0}).
2. Essentially, the argument of Step 3 reduces to considering perturbations A 7→ A+ τb ·
b∗ 7→ A+ a · b∗ and to choosing a parameter τ ∈ R such that a is cyclic for A+ τbb∗. To be
more precise, one has to speak of a singular perturbation L(A, b, b, τ ′) instead of A+ τb · b∗.
6.3. Proofs of Theorems 4.1 and 4.3. We conclude this section with the proofs of The-
orems 4.1 and 4.3. The proof of Theorem 4.3 will be based on the results of [8, Theorems
1.2 and 5.2].
Proof of Theorem 4.1. Note that the condition
∑
n∈N |tn|−1|anbn|µn =∞ implies that a, b /∈
L2(µ), and so L = L(A, a, b,κ) and L∗ are well defined. Since bn 6= 0 for any n we can
consider the functional model for L. If β is given by (4.4), then
Im β(iy) =
∑
n
yanbnµn
t2n + y
2
.
If anbn ≥ 0 for all n, we have
lim
y→∞
y Im β(iy) =
∑
n
anbnµn ∈ (0,∞],
and therefore |β(iy)| ≥ Cy−1, y →∞. Hence, by (6.4), |ϕ(iy)| ≥ C1y−2, y →∞, and so the
system {kλ}λ∈Zϕ∪Zϕ is complete in KΘ by Theorem 6.3 (note that ϕ˜ = ϕ).
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We show that in the general case |ϕ(iy)| ≥ Cy−N for some N . To simplify the notations
put un = anbnµn. Since there is only finite number of negative terms un and an infinite
number of positive terms, there exists a nonnegative k0 ∈ Z such that∑
n
unt
2k
n = 0, 0 ≤ k < k0, while
∑
n
unt
2k0
n 6= 0
(it may happen that
∑
n unt
2k0
n =∞). Then
Im β(iy)
y
=
∑
n
un
t2n + y
2
=
1
y2
∑
n
un
1 + t
2
n
y2
=
(−1)k0
y2k0
∑
n
unt
2k0
n
y2 + t2n
(in the last equality, the formula
1
1 + q
=
k0−1∑
k=0
(−1)kqk + (−1)
k0qk0
1 + q
has been applied to q = t2n/y
2). Since
lim
y→∞
y2
∑
n
unt
2k0
n
y2 + t2n
=
∑
n
unt
2k0
n ∈ (−∞,∞] \ {0},
we have | Im β(iy)| ≥ Cy−2k0−1 > 0 for y > y0 > 0. By (6.4), similar estimate holds for ϕ
and we can apply Theorem 6.3. 
Proof of Theorem 4.3. By Proposition 2.2, L∗ = L(A, b, a,κ). Note that, by (i) or (ii)
an 6= 0 for any n, and so we can consider the model from Theorem 4.4 for the perturbation
L∗. The functions Θ and ϕ are then defined by formulas (4.6) and (4.7) where the roles
of a and b are interchanged. Completeness of L means that the corresponding operator T ∗
is complete, and we need to show that completeness of the system {kλ}λ∈Zϕ implies the
completeness of the system {hλ}λ∈Zϕ.
In the first case the measure ν =
∑
n νnδtn , νn = |an|2µn, is the Clark measure for KΘ.
Note that a /∈ L2(µ) if and only if ν(R) =∞. Now the statement follows immediately from [8,
Theorem 1.2]. Since ϕ(tn) = bn/an, the second condition means that |ϕ(tn)| ≤ C|tn|N for
some N > 0. Application of [8, Theorem 5.2] completes the proof. 
7. Noncomplete perturbations. Proof of Theorem 4.2.
This section is devoted to the proof of Theorem 4.2, which shows that for any spectrum
there exist singular rank one perturbations such both L and L∗ are correctly defined (actually,
both a and b are not in L2(µ)) and, moreover, L∗ is complete, while L is not. The proof is
based on an extension of an idea suggested by Yurii Belov in [8, Example 1.3].
It is much easier to see that that for any cyclic selfadjoint operator A with any spectrum
{tn} such that |tn| → ∞, |n| → ∞, there exists a real type rank one singular perturbation
L of A, which is not complete. Indeed, it suffices to take a singular perturbation L such
that a, b are real, b ∈ L2(µ), a /∈ L2(µ) and ∫ x−1a(x)b(x)dµ(x) = −1. Then it is easy
to see that the adjoint to the bounded operator L−1 has non-trivial kernel, which implies
the non-completeness of L. In this example, (A∗) does not hold, so that L∗ is not correctly
defined.
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We will use the following lemma on entire functions (a close result can be found in [75,
§2]). For an entire function F with zeros zn (counting multiplicities) we use the standard
notation nF (r) = card {n : |zn| ≤ r}.
Lemma 7.1. For any sequence {tn}n∈N ⊂ R, tn →∞, there exists a function n : [0,∞)→
[0,∞), n(r) = o(log r) and n(r) → ∞, r → ∞, with the following property: there does not
exist a non-constant entire function U of order less than 1 with real zeros such that
(1) U(0) 6= 0; ∫ R
0
nU (r)
r
dr = o
( ∫ R
0
n(r)
r
dr
)
, R→∞;
(2) the sequence {U(tn)}n∈N is bounded.
Proof. Choose a sequence {xk}k∈N, xk > 0, with the following properties: x1 = 2, 2xk < x1/2k+1
and each interval (2xk, x
1/2
k+1) contains at least one point from the sequence {tn}. Then
xk ≥ 22k−1 . Take n to be the counting function of the sequence {xk}. Assume now that
U satisfies (1), (2) and let us prove that it has to be constant. By (1), we have nU(r) ≤
n(er) log(er) = o(log2 r), r → ∞. Also, for infinitely many k we have [xk, xk+1] ∩ ZU = ∅.
Fix any such k and let x ∈ (2xk, x1/2k+1). Denote by {un} the set of zeros of U . Without loss
of generality assume that U(0) = 1. Then we have
log |U(x)| =
∑
n
log
∣∣∣1− x
un
∣∣∣.
Let us estimate the summands whose contribution is negative, that is, those with un > xk+1
(note that x > 2xk and so x/un > 2 for 0 < un < xk):∑
un>xk+1
log
∣∣∣1− x
un
∣∣∣ = ∫ ∞
xk+1
log
(
1− x
r
)
dnU(r)
= − nU(xk+1) log
(
1− x
xk+1
)
− x
∫ ∞
xk+1
nU(r)
r(r − x) dr = O(1),
when k is sufficiently large, since x/xk+1 ≤ x−1/2k+1 . Thus,
log |U(x)| =
∑
n
log
∣∣∣1− x
un
∣∣∣ = ∑
n: un<xk
log
( x
un
− 1
)
+O(1)→ +∞
as k →∞, [xk, xk+1] ∩ ZU = ∅ and x ∈ (2xk, x1/2k+1). This contradicts condition (2), because
the interval (2xk, x
1/2
k+1) contains points from the sequence {tn}. 
Proof of Theorem 4.2. In view of Theorem 4.4, we may prove an analogous statement in the
model space. Thus, we need to find an inner function Θ and an outer function ϕ such that
Θ = ϕ/ϕ¯ on R, 1 + Θ /∈ H2, ϕ /∈ H2, ϕ
z+i
∈ H2, {t ∈ R : Θ(t) = −1} = {tn} and the
system {hλ}λ∈Zϕ of eigenfunctions of T is not complete in KΘ, while the system {kλ}λ∈Zϕ of
eigenfunctions of T ∗ is complete in KΘ. Note also that kerL (or kerL∗) is nontrivial if and
only if κ = 0, which is equivalent to ϕ(0) = 0 by Proposition 5.2, (5).
The function Θ in question is meromorphic and, in view of the discussion in Subsection 5.4
we may reformulate the problem in terms of de Branges spaces. Thus, we need to construct
a space H(E), E = A− iB, and an entire function g with the following properties:
(i) A /∈ H(E);
COMPLETENESS OF NONSELFADJOINT PERTURBATIONS 30
(ii) g is real on R, has only simple real zeros, g(0) 6= 0 and Zg ∩ {tn} = ∅, where {tn} are
the zeros of A;
(iii) g /∈ H(E), but g(z)
z−λ
∈ H(E), λ ∈ Zg;
(iv) the system
{
g(z)
z−λ
}
λ∈Zg
is not complete in H(E) and its orthogonal complement is
infinite-dimensional;
(v) the system {Kλ}λ∈Zg of reproducing kernels (5.13) is complete in H(E).
If such E and g are constructed, it will remain to put Θ = E∗/E and ϕ = g/E; they will
satisfy the properties listed above.
Strategy of the proof. Without loss of generality we may assume that N ⊂ N and
tn →∞, n→ ∞. Assume also that |tn| ≥ 1, n ∈ N . Let us fix an entire function A which
is real on R and whose zero set is exactly {tn}n∈N . Choose a subsequence N1 = {nk} of N
such that tnk+1 > 2tnk > 0. By Lemma 7.1, there exists a function n0 : [1,∞), such that
if U is an entire function of order less than one whose zero counting function nU satisfies∫ R
1
nU (r)
r
dr = o
( ∫ R
1
n0(r)
r
dr
)
, R→∞, and {U(tnk)} is bounded, then U is a constant.
The main step of the proof will be a construction of an entire function S of order zero
such that
∫ R
0
nS(r)
r
dr = o
( ∫ R
0
n0(r)
r
dr
)
, R→∞, and of an entire function g with simple real
zeros distinct from {tn} that have the following properties:
(a) g has the representation
(7.1)
g(z)
A(z)
=
∑
n∈N
dn
z − tn ,
where dn are real, nonzero and, for any N > 0,
(7.2) 2|n||dn| = o(|tn|−N), |n| → ∞, n /∈ N1,
(7.3) 2k|dnk| = o(t−Nnk ), k →∞
(thus, the sum in the definition of g converges absolutely and uniformly on compact sets);
(b) g admits the estimate
(7.4)
C1
|S(z)| ·
( | Im z|
|z|2 + 1
)2
≤
∣∣∣∣ g(z)A(z)
∣∣∣∣ ≤ C2|S(z)| ·
( |z|2 + 1
| Im z|
)2
, z /∈ R,
for some constants C1, C2 > 0.
Once g has been constructed, we will define a de Branges space H(E), where E = A− iB,
A /∈ H(E) and will prove that g and E satisfy the above properties (i)–(v).
Construction of S and g. Define entire functions A0 and B0 by the formulas
(7.5) A0(z) =
∏
k
(
1− z
tnk
)
,
B0(z)
A0(z)
=
∑
k
vk
tnk − z
,
where vk ∈ (1, 2) are chosen so that B0(tn) 6= 0 for n ∈ N \N1 and B0(0) 6= 0. Thus B0/A0
is a Herglotz function and each interval (tnk , tnk+1) contains exactly one zero of B0, which
we denote by sk. Choose a subsequence {skj} of {sk} so sparse that the entire function
S(z) =
∏
j
(
1− z
skj
)
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satisfies
∫ R
0
nS(r)
r
dr = o
( ∫ R
0
n0(r)
r
dr
)
as R→∞.
Since tnk+1 > 2tnk , an easy estimate of the sum in the second equation in (7.5) shows
that there exists δ > 0 such that dist(sl, {tnk}) ≥ δ. Therefore, for any N > 0, we have
tNnk = O(|S(tnk)|), k →∞, and, in particular,
∑
k |S(tnk)|−1 <∞. Hence, we have
(7.6)
B0(z)
S(z)A0(z)
=
∑
k
vk
S(tnk)(tnk − z)
=
∑
k
pk
tnk − z
,
where pk =
vk
S(tnk )
. Indeed, the residues in the right- and left-hand sides coincide and it is
easily seen that their difference is an entire function of zero type (apply Krein’s theorem)
which tends to 0 along iR, and thus is identically zero. Next, put
(7.7) γ(z) = 1 +
∑
n∈N\N1
qn
tn − z ,
where qn > 0 and
∑
qn < 1 (thus, γ(0) 6= 0). The size of qn will be specified later.
Now we define the entire function g by
(7.8)
g(z)
A(z)
=
B0(z)
S(z)A0(z)
γ(z).
It is real on R, has only real zeros and g(0) 6= 0, since B0(0)γ(0) 6= 0. Therefore (ii) holds.
Note that in (7.6), |2kpk| = o(t−Nnk ) for any N > 0. We have
g(z)
A(z)
=
(∑
k
pk
tnk − z
)(
1 +
∑
n∈N\N1
qn
tn − z
)
=
∑
k
(
1−
∑
n∈N\N1
qn
tnk − tn
)
pk
tnk − z
+
∑
n∈N\N1
(∑
k
pk
tnk − tn
)
qn
tn − z .
Now we specify the choice of qn justifying the convergence in the last equation and the
validity of the interchange of sums. Namely, we put
qn = (2|tn|)−|n|min
k
|tn − tnk |, n ∈ N \ N1.
Then it is clear that the function g/A has the representation (7.1) with the coefficients
dnk = −pk
(
1−
∑
n∈N\N1
qn
tnk − tn
)
,
dn = −qn
∑
k
pk
tnk − tn
, n ∈ N \ N1,
which have the properties (7.2)–(7.3). Note also that the coefficients at (z−tn)−1 are non-zero
for any n /∈ N1 by the smallness of qn, while dnk 6= 0 by the choice of vk.
By an easy estimate of the Herglotz integral, for any function f with Im f > 0 in C+ we
have
(7.9)
C| Im z|
|z|2 + 1 ≤ |f(z)| ≤
C ′(|z|2 + 1)
| Im z| , z /∈ R,
for some C,C ′ > 0. Since both B0/A0 and γ are Herglotz functions, (7.8) implies the estimate
(7.4).
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Choice of the weights and construction of the de Branges space H(E). Choose
another subsequence of indices N2 = {mj} ⊂ N so that N1 ∩N2 = ∅, tmj+1 > 2tmj , which is
so sparse that for the entire function
T (z) =
∏
j
(
1− z
tmj
)
we have |yT (iy)| = o(|S(iy)|), |y| → ∞ and
(7.10)
∑
n/∈N1
2|n|d2n|T (tn + i)|2 <∞,
∑
k
2kd2nk |T (tnk + i)|2 <∞.
This is possible by the properties (7.2)–(7.3) of the coefficients dn.
Now we define the positive weights νn as follows:
νnk = d
2
nk
, nk ∈ N1,
νmj = 1, mj ∈ N2,
νn = 2
|n|d2n, n /∈ N1 ∪ N2.
By construction
∑
n∈N νn = ∞, but
∑
n∈N t
−1
n νn < ∞. Indeed,
∑
n/∈N2
νn < ∞, while∑
j t
−1
mj
<∞. Therefore, we may define an entire function B by
(7.11)
B(z)
A(z)
=
∑
n
νn
tn − z .
Since Im B
A
> 0 in C+, we get that E = A−iB is a function in the Hermite–Biehler class. Let
Θ = E∗/E be the corresponding meromorphic inner function. Then we have A = E(1 + Θ)
and
1−Θ(z)
1 + Θ(z)
=
1
i
∑
n
νn
tn − z .
Thus, by (5.7) 1 + Θ /∈ H2 (equivalently, A /∈ H(E)). This gives (i).
Proof of (iii). First we notice that g /∈ H(E). Indeed, if g were an element of H(E), then
from the fact that ν =
∑
n νnδn is a Clark measure σ−1 for KΘ, we would get∑
n
|g(tn)|2
|E(tn)|2 νn =
∑
n
d2n
|A′(tn)|2
|B(tn)|2 νn <∞.
By (7.11), B(tn)/A
′(tn) = −νn. Hence the latter sum equals to
∑
n ν
−1
n d
2
n, which is infinite
by the definition of νn, a contradiction. Thus g /∈ H(E).
On the other hand, if λ is a zero of g (notice that Zg ∩ {tn} = ∅), then λ ∈ R and∑
n
|g(tn)|2
(tn − λ)2|E(tn)|2 νn =
∑
n
d2n
(tn − λ)2νn <∞.
Recall that
‖Ktn‖2E =
|B(tn)A′(tn)|
π
, whence K˜tn(z) =
Ktn(z)
‖Ktn‖E
= −ν1/2n
√
π signB(tn)A(z)
z − tn .
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Therefore, the interpolation formula
g(z)
(z − λ)A(z) =
∑
n∈N
dn
tn − λ ·
1
z − tn
(which clearly holds since the difference of the left- and right-hand parts is an entire function
of zero type which tends to zero along the imaginary axis) can be rewritten as
g(z) =
∑
n
dn
νn(tn − λ) ·
A(z)
z − tn = −π
−1/2
∑
n
dn signB(tn)
ν
1/2
n (tn − λ)
· K˜tn(z),
and thus g
z−λ ∈ H(E) for any λ ∈ Zg.
If we put ϕ = g/E, then ϕ and Θ correspond, by Theorem 4.4, to an almost Hermitian
singular rank one perturbation associated with certain µ, a and b. In particular, condition
(A) is satisfied. Moreover,∑
n
|an|2µn =
∑
n
|ϕ(tn)|2νn =
∑
n
|g(tn)|2
|E(tn)|2 νn = +∞.
On the other hand, by construction,
∑
n νn =
∑
n |bn|2µn = ∞, thus b /∈ L2(µ) and (A∗) is
satisfied. Therefore, the adjoint operator is correctly defined.
Proof of (iv). First let us show that the system
{ g(z)
z−λ
}
λ∈Zg
is not complete in H(E).
Consider the function
T1(z) =
∏
j
(
1− z
tmj + δj
)
,
where δj > 0 are chosen to be so small that∑
j
|T1(tmj )|2 =
∑
j
νmj |T1(tmj )|2 <∞.
Also, for sufficiently small δj we have |T1(tn)| ≤ |T1(tn + i)| ≍ |T (tn + i)|, whence, by (7.10)∑
n/∈N1∪N2
νn|T1(tn)|2 =
∑
n/∈N1∪N2
2nd2n|T1(tn)|2 <∞
and ∑
k
νnk |T1(tnk)|2 =
∑
k
d2nk |T1(tnk)|2 <∞.
Thus,
∑
n νn|T1(tn)|2 <∞.
Now we show that the function T1g admits the following expansion:
(7.12)
T1(z)g(z)
A(z)
=
∑
n
g(tn)
B(tn)
· cn
z − tn ν
1/2
n
with some {cn} ∈ ℓ2. Indeed, put
cn =
T1(tn)B(tn)
A′(tn)ν
1/2
n
= −T1(tn)ν1/2n .
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Then {cn} ∈ ℓ2. Since g(z)z−λ ∈ H(E) and so
{ g(tn)
(tn−λ)E(tn)
ν
1/2
n
} ∈ ℓ2 for any λ ∈ Zg, the series
on the right-hand side of (7.12) converges uniformly on compact sets and it is easily seen
that the residues on the left- and right-hand side of (7.12) coincide. Therefore,
H(z) =
T1(z)g(z)
A(z)
−
∑
n
g(tn)
B(tn)
· cn
z − tn ν
1/2
n
is an entire function of zero exponential type and |H(iy)| → 0 as |y| → 0 (recall that
y|T1(iy)| = o(|S(iy)|) while |g(iy)|/|A(iy)| ≤ C|y|/|S(iy)|). Thus, H ≡ 0.
Now put z = λ, λ ∈ Zg, in (7.12). We have∑
n
g(tn)
B(tn)
· cn
λ− tn ν
1/2
n = 0, λ ∈ Zg,
which is equivalent to〈 g(z)
z − λ, h
〉
= 0, λ ∈ Zg, where h =
∑
n
ν1/2n
cn
B(tn)
Ktn .
Since ν
1/2
n
∣∣B(tn)∣∣−1Ktn coincides with the normalized kernel K˜tn up to a constant factor, we
have h ∈ H(E). Thus, the orthogonal complement to the system g(z)
z−λ
, λ ∈ Zg, is nontrivial.
Moreover, the above argument works as well for the function T1/Pm, where Pm(z) =
(z − z1) . . . (z − zm) and z1, . . . , zm are the first m zeros of T1. Clearly, the functions hm,
constructed with T1/Pm in place of T1, are linearly independent. Thus, the orthogonal
complement to the system g(z)
z−λ , λ ∈ Zg is infinite-dimensional.
Proof of (v). Now we show that g is the generating function of a complete system of
reproducing kernels. If the system {Kλ}λ∈Zg is not complete in H(E), then there exists a
nonzero entire function U such that Ug ∈ H(E). We have gU/E = h ∈ H2(C+). Since
g/A = (B0/A0) · γ ·S−1, where both A0/B0 and γ are functions with positive imaginary part
(and, thus, in the Smirnov class) and S is of zero order, we conclude that
U = h · E
A
· A0
B0
· γ−1S
is in the Smirnov class in the upper half-plane. Since gU∗ is also in H(E), the same is true
for U in the lower half-plane, and we conclude, by Krein’s theorem, that U is of zero type.
Since h ∈ H2(C+), we have |h(z)| ≤ C1(Im z)−1/2, z ∈ C+. Also, by (6.4) |2A(z)|/|E(z)| =
|1 + Θ(z)| ≥ C2(|z|2 + 1)−1 Im z, z ∈ C+. Applying (7.9) to B0/A0 and to γ we conclude
that
|U(z)| ≤ C3 (|z|
2 + 1)3
(Im z)7/2
|S(z)|, z /∈ R.
We could have taken U such that U(0) = 1. Then, by the Jensen formula,∫ R
0
nU(r)
r
dr =
1
2π
∫ 2π
0
log |U(Reit)|dt
≤ logC3 + 1
2π
∫ 2π
0
log |S(Reit)|dt+ 3 log(R2 + 1)− 7
4π
∫ 2π
0
logR| sin t| dt
=
∫ R
0
nS(r)
r
dr +O(logR) = o
(∫ R
0
n0(r)
r
dr
)
, R→∞.
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On the other hand, it follows from the inclusion gU ∈ H(E) that∑
n
|g(tn)U(tn)|2
|E(tn)|2 νn <∞.
Since for n = nk we have |g(tn)|2|E(tn)|−2νn = 1 (see the proof of (ii)), we conclude that∑
k |U(tnk)|2 < ∞. Thus {U(tnk)} is bounded, whence, by the choice of n0, U ≡ const.
However, g /∈ H(E), and so U ≡ 0. This contradiction proves that the system {Kλ}λ∈Zg is
complete in H(E). 
8. Rank one perturbations of a compact selfadjoint operator
In this section we complete the proofs of the results for usual (bounded) perturbations
of compact selfadjoint operators stated in Introduction. All the proofs will be based on a
reduction to the equivalent problem for singular rank one perturbations.
Let us fix the notations which will be used throughout this section. To distinguish between
the bounded and singular perturbations, we use in the latter case the notation A˜, L˜, etc.
Let A be a compact selfadjoint operator with simple spectrum {sn}, sn 6= 0, that is, the
operator of multiplication by the independent variable in some space L2(µ), µ =
∑
n µnδsn.
Denote by A˜ the operator of multiplication by x in L2(µ˜), where µ˜ = ∑n µnδtn , tn =
s−1n . Then, clearly, A is unitarily equivalent to the inverse A˜−1 via the obvious unitary
identification (Ua)(tn) = a(sn) between the spaces L
2(µ) and L2(µ˜).
For a = (an), b = (bn) ∈ L2(µ) and κ ∈ C, κ 6= 0, consider the bounded rank one
perturbation L = A− κ−1ab∗ of A. Let us assume that kerL = 0, which means that either
a /∈ xL2(µ) or a ∈ xL2(µ) and ∑n s−1n anb¯nµn 6= κ. Put
(8.1) a˜n = s
−1
n an, b˜n = s
−1
n bn
and consider a˜ = (a˜n) and b˜ = (b˜n) as elements of L
2(µ˜) (assuming a˜(tn) = a˜n). In our
notations we can write a = AU−1a˜, b = AU−1b˜. Then x−1a˜, x−1b˜ ∈ L2(µ˜) and the data
(a˜, b˜,κ) satisfy condition (A). Define the singular rank one perturbation L˜ = L(A˜, a˜, b˜,κ)
of A˜. By Proposition 2.4,
(8.2) L˜ = (A˜−1 − κ−1(A˜−1a˜)(A˜−1b˜)∗)−1 = U(A− κ−1ab∗)−1U−1,
and so L˜ is unitary equivalent to the algebraic inverse of L.
8.1. Completeness of rank one perturbations: proofs of Theorem 1.1–1.4. Theo-
rem 1.1 follows immediately from Proposition 3.1. The second condition in (1.2) is exactly
the required (one-dimensional) invertibility condition.
Proof of Theorem 1.2. Define A˜, a˜ and b˜ as above. Then a˜nb˜n ≥ 0 for all values of n
except a finite number and
∑
n |tn|−1|a˜nb˜n|µn =
∑
n |sn|−1|anbn|µn = ∞. In particular,
a˜, b˜ /∈ L2(µ˜) and so the perturbation L˜ = L˜(A˜, a˜, b˜,−1) and its adjoint L˜∗ are well defined.
By Theorem 4.1, both L˜ and L˜∗ are complete. Hence, L = A + ab∗ and L∗ are complete
(note that L∗ is unitary equivalent to (L˜∗)−1). 
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Proof of Theorem 1.3. Apply Theorem 4.2 to the unbounded selfadjoint operator A˜ (mul-
tiplication by x in L2(µ˜)) with discrete spectrum {tn}: there exists a singular rank one
perturbation L˜ = L˜(A˜, a˜, b˜,κ) such that both L˜ and L˜∗ are well-defined, L˜ has simple real
spectrum and is complete, but L˜∗ is not complete (and the orthogonal complement to the
span of its eigenvectors is infinite-dimensional).
Recall that in the construction of Theorem 4.2 both a˜ and b˜ do not belong to L2(µ˜)
and so conditions (A) and (A∗) are satisfied. Moreover, by construction, ϕ(0) 6= 0 for the
corresponding function ϕ, whence, by statement (5) in Proposition 5.2, κ 6= 0. Then, by
Proposition 2.4, the operator L˜−1 is unitary equivalent to the operator L = A−κ−1ab∗ with
a, b related to a˜, b˜ by (8.1).
Thus, L is complete while L∗ is not. Also, a, b /∈ xL2(µ), and so kerL = kerL∗ = 0. 
Proof of Theorem 1.4. Consider a˜ and b˜ defined by (8.1). Since a, b /∈ xL2(µ), the data
(a˜, b˜,−1) satisfy (A) and (A∗) and the singular rank one perturbation L˜ = L˜(A˜, a˜, b˜,−1)
(note the reverse order of a˜ and b˜) is well defined as well as its adjoint L˜∗. By the conditions
(i) or (ii) the data a˜ and b˜ satisfy either |a˜n|2µn ≥ C|tn|−N > 0 or |b˜na˜−1n | ≤ C|tn|N for some
N > 0. Since L = A+ ab∗ is complete, its algebraic inverse (up to the unitary equivalence)
L˜ is also complete. Now the operator L˜∗ is complete by Theorem 4.3, whence L∗ is also
complete. 
8.2. Proofs of spectral synthesis results. Here we prove Theorems 1.5 and 1.6.
Proof of Theorem 1.5. Let the spectrum {sn} of A be ordered so that sn are positive and
decrease for n ≥ 0, and sn are negative and increase for n < 0. Put tn = s−1n . Then {tn} is
an increasing sequence satisfying tn →∞, |n| → ∞.
By [10, Theorem 1.4], there exists a de Branges space H(E) and an entire function G such
that:
(i) A = E+E
∗
2
vanishes exactly on the set {tn};
(ii) Θ
def
= E∗/E has a representation
(8.3)
1−Θ(z)
1 + Θ(z)
=
1
i
∫ ( 1
t− z −
t
t2 + 1
)
dν(t),
where ν =
∑
n νnδtn and
∑
n νn =∞;
(iii) G has only simple and real zeros, ZG ∩ {tn} = ∅, G(0) 6= 0, G /∈ H(E), but the
functions G
z−λ are in H(E) for any λ ∈ ZG;
(iv) The systems {Kλ}λ∈ZG and
{ G(z)
G′(λ)(z−λ)
}
λ∈ZG
are complete in H(E) and biorthogo-
nal one to another, but are not hereditarily complete (as before, here Kλ stand for the
reproducing kernel of H(E)) 1;
(v) Moreover, for some partition ZG = Λ1 ∪ Λ2, Λ1 ∩ Λ2 = ∅, of the zero set ZG the
orthogonal complement to the mixed system{ G(z)
z − λ
}
λ∈Λ1
∪ {Kλ}λ∈Λ2
in H(E) is infinite-dimensional.
1In [9, Theorem 1.6] a de Branges spaceH(E) and an entire function G satisfying (i)–(iv) were constructed
under the additional restriction c|tn|−N ≤ tn+1 − tn = o(|tn|), |n| → ∞, for some c, N > 0.
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Notice that (8.3) implies that 1 + Θ /∈ H2 (see (5.5) and (5.7)). On the other hand, one
also has ζ +Θ /∈ KΘ (and, thus, ζ +Θ /∈ H2) for any |ζ | = 1, ζ 6= 1. Indeed, ζ +Θ /∈ L2(ν),
because ζ +Θ is a nonzero constant on the sequence {tn} and ν
(
R
)
=∞.
Put ϕ = G/E. By the converse statement in Theorem 4.4, Θ and ϕ are functional
parameters of the model of some almost Hermitian singular rank one perturbation L˜ def=
L˜(A˜, a˜, b˜,κ) of the operator A˜ of multiplication by x in some space L2(µ˜), µ˜ = ∑n µnδtn .
Here {tn} = {x : Θ(x) = −1} and νn = |b˜n|2µn.
Since ϕ(0) 6= 0, we conclude that κ 6= 0 (see Proposition 5.2, (5)). Since ζ + Θ /∈ H2
for any constant ζ , |ζ | = 1, by Theorem 4.5, L˜(A˜, a˜, b˜,κ) has an adjoint, so that the data
(a˜, b˜,κ) satisfy (A) and (A∗). By Proposition 2.4, L˜−1 is a unitary equivalent to a bounded
rank one perturbation L of the operator A; namely, L = A− κ−1ab∗, where a, b are related
to a˜, b˜ by (8.1) (see (8.2)). Conditions (A) and (A∗) are equivalent to kerL = kerL∗ = 0.
The systems
{
ϕ
z−λ
}
λ∈ZG
and {kλ}λ∈ZG are unitarily equivalent to the systems of eigenfunc-
tions of L, L∗, respectively. By (iv), the systems {kλ}λ∈ZG and
{
ϕ
z−λ
}
λ∈ZG
are minimal and
complete in KΘ. Since these systems are not hereditarily complete, by applying the above-
cited theorem by Markus [70, Theorem 4.1], we conclude that L does not admit spectral
synthesis. 
In the proof of Theorem 1.6 we will use the following lemma.
Lemma 8.1. Let Θ be a meromorphic inner function and let ν =
∑
n∈I νnδtn be its Clark
measure σα for some α (we assume that {tn} is an increasing sequence). The following
statements are equivalent :
(i) There exist C,N > 0 such that |Θ′(t)| ≤ C(|t|+ 1)N , t ∈ R;
(ii) There exist c,M > 0 such that
(8.4) νn ≥ c(|tn|+ 1)−M , tn+1 − tn ≥ c(|tn|+ 1)−M .
Proof. The implication (i)=⇒(ii) is obvious. Indeed, νn = π/|Θ′(tn)|. If we denote by ψ
a continuous increasing branch of the argument of Θ on R, then Θ(t) = exp(iψ(t)) and
|Θ′(t)| = ψ′(t), t ∈ R. We have
ψ(tn+1)− ψ(tn) =
∫ tn+1
tn
ψ′(t)dt = 2 π,
whence tn+1 − tn ≥ 2πC−1(|tn|+ 1)−N . Thus, (ii) holds with M = N .
(ii)=⇒(i) Without loss of generality we assume that ν = σ−1. Then, by (5.5),
|Θ′(t)| =
∣∣∣∣i+∑
n
νn
(
1
tn − t −
1
tn
)∣∣∣∣−2∑
n
2νn
(tn − t)2 .
Now the required estimate follows from the fact that |Θ′(t)| ≍ ν−1k when |t− tk| < t−Mk with
sufficiently large M , while for t such that dist (t, {tn}) > |t|−M we use the rough estimate
|Θ′(t)| .∑n |t− tn|−2νn and the fact that ∑n(t2n + 1)−1νn <∞. 
Proof of Theorem 1.6. We have Lfj = λjfj , where {λj} are distinct and non-zero. There
is a family of eigenvectors gj of L∗ with L∗gj = λ¯jgj, which form a biorthogonal family to
{fj}j∈J . Let M be an invariant subspace of L. Put J1 = {j : fj ∈ M} and J2 = J \ J1.
Assume that h ∈ M and h is orthogonal to all fj with j ∈ J1 (that is, h is orthogonal
to E(M)). The proof of [70, Lemma 4.2] shows that whenever fj /∈ M, the corresponding
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eigenvalue λj does not belong to σ(L|M) and h is orthogonal to gj. This implies that h
is orthogonal to the system {fj}j∈J1 ∪ {gj}j∈J2. We will show that in our situation, the
orthogonal complement to this system is always finite-dimensional (for any decomposition
J = J1 ∪ J2).
Let us pass again to the unbounded inverses (note that kerL = kerL∗ = 0 since a, b /∈
xL2(µ)). Define a˜, b˜ by (8.1) and let µ˜ =
∑
n µnδtn , tn = s
−1
n . Then we have |a˜n|2µn ≥
C2|tn|N+1 and also |tn+1 − tn| ≥ C1|tn|−N1+1. Since a˜, b˜ /∈ L2(µ˜), the singular perturbation
L˜ = L˜(A˜, a, b,−1) of the operator A˜ of multiplication by x in L2(µ˜) is well defined, and L
is unitary equivalent to its algebraic inverse. Theorem 4.3 implies that L˜∗ is also complete.
Now, let Θ and ϕ correspond to L˜∗ = L˜(A˜, b˜, a˜,−1) by Theorem 4.4, that is,
1−Θ(z)
1 + Θ(z)
=
1
i
∑
n
|an|2µn
(
1
tn − z −
1
tn
)
.
We use the fact that, by the hypothesis, an 6= 0 for any n and so the functional model applies
to L˜(A˜, b˜, a˜,−1). By Lemma 8.1 (applied to νn = |an|2µn),
|Θ′(t)| ≤ C(|t|+ 1)K , t ∈ R.
for some C,K > 0 with K depending only on N and N1.
Let E be a function in HB such that Θ = E∗/E. The eigenfunctions of L˜ are given by
{kλ}λ∈Zϕ ∪ {k˜λ}λ∈Zϕ˜ . This system transforms, after multiplication by E, into the system
{Kλ}λ∈Zϕ∪Zϕ˜ of the reproducing kernels of the spaceH(E). Thus, our problem reduces to the
following: given a complete and minimal systems of reproducing kernels {Kλ}λ∈Λ in H(E)
with the biorthogonal system {Gλ}λ∈Λ, we need to show that for any partition Λ = Λ1 ∪Λ2,
the orthogonal complement to the system {Kλ}λ∈Λ1 ∪ {Gλ}λ∈Λ2 is finite-dimensional. For
the case when |Θ′(t)| = O(|t|K), |t| → ∞, this statement was proved in [9, Theorem 5.3]
(with the upper bound for the dimension depending only on K). 
Remark. It follows from the results of Gubreev and Tarasenko [37, Theorem 2.5] that if
|ϕ|2 is a Muchenhoupt A2-weight on R and α(ϕ) = α(ϕ˜) = 0 (see the notation in Subsec-
tion 6.1), then any complete rank one perturbation A + ab∗ admits the spectral synthesis.
Moreover, in the case of the Paley–Wiener space, Belov and Lyubarskii [15] constructed a
linear summation method for the Fourier series with respect to the corresponding family of
reproducing kernels.
Theorem 8.2. Let A be a compact selfadjoint operator with simple spectrum {sn}, sn 6= 0.
Let µ =
∑
n µnδsn. Suppose that a ∈ L2(µ), but a /∈ xL2(µ), and that a is a cyclic vector for
A. Then the following statements are equivalent:
(i) For any b ∈ L2(µ) such that L = A+ ab∗ is complete, L admits the spectral synthesis ;
(ii) we have
(8.5)
∑
k: |sk|>|sn|
|ak|2µk
s2k
.
|an|2µn
s2n
,
∑
k: |sk|≤|sn|
|ak|2µk . |an|2µn.
Notice that conditions (8.5) imply that there are some constants C > 0 and γ ∈ (0, 1)
such that |an|2µn ≤ Cγ|n|, while s−2n |an|2µn ≥ C−1γ−|n|. Hence, in particular, sn tends to 0
exponentially fast as |n| → ∞.
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Proof. Given a rank one perturbation L = A + ab∗ which is complete, define a˜ and b˜ by
(8.1) and consider the singular rank one perturbation L˜ = L˜(A˜, a˜, b˜,−1) of A˜ (where A˜ is
the multiplication by x in L2(µ˜)) and its adjoint L˜∗ = L˜(A˜, b˜, a˜,−1). Note that kerL = 0
since a /∈ xL2(µ), whereas the completeness of L implies that kerL∗ = 0. Hence, L˜ and L˜∗
are well defined.
Thus, the operator L admits the spectral synthesis for any b such that L is complete if and
only if each perturbation L˜ of A˜ (or its adjoint L˜∗) admits the spectral synthesis whenever
L˜ is complete. Recall that the spectral synthesis property holds or not simultaneously for L˜
and its adjoint L˜∗.
Let Θ and ϕ be the corresponding functional parameters of the model for L˜∗ (we use the
fact that an 6= 0) and let E ∈ HB be such that Θ = E∗/E. Then we have, for some q ∈ R,
(8.6)
1−Θ(z)
1 + Θ(z)
= iq +
1
i
∑( 1
tn − z −
1
tn
)
|a˜n|2µn.
Note that Θ depends only on an, but not on bn. The eigenfunctions of L˜∗ are of the
form { ϕ
z−λ
}λ∈Λ while its biorthogonal (eigenfunctions of L˜) is given, up to normalization,
by {kλ}λ∈Λ. Multiplying these systems by E, we obtain biorthogonal systems {Kλ}λ∈Λ
and
{ G(z)
G′(λ)(z−λ)
}
λ∈Λ
in the de Branges space H(E). We assume here that the spectrum of L
(equivalently, of L˜) is simple; the case of higher order root vectors can be treated analogously.
Recall that by Theorem 4.5, any generating function of a complete and minimal system of
reproducing kernels in KΘ may be realized as the function ϕ corresponding to some b˜. Thus,
the problem reduces to the following: given a de Branges space H(E) where Θ = E∗/E
is given by (8.6) (with
∑
n |a˜n|2µn = ∞), when is it true that any complete system of
reproducing kernels {Kλ}λ∈Λ in H(E) is hereditarily complete? This question was answered
in [10, Theorem 1.1]: this property holds if and only if∑
|tk|<|tn|
|a˜k|2µk . |a˜n|2µn,
∑
|tk|≥|tn|
|a˜k|2µk|
t2k
.
|a˜n|2µn|
t2n
.
Clearly, these inequalities coincide with (8.5) since sn = t
−1
n and a˜n = an/sn. 
8.3. Sharpness of Macaev’s theorem. In this subsection we prove Theorem 1.7 about
existence of Volterra rank one perturbations.
Proof of Theorem 1.7. As above, we pass from the bounded rank one perturbation L =
A− ab∗ to the equivalent problem for a singular rank one perturbation L˜ = L˜(A˜, a˜, b˜, 1) of
the unbounded multiplication operator A˜ on L2(µ˜), where µ˜ = ∑n µnδtn , tn = s−1n , and a˜
and b˜ are related to a and b by (8.1). Thus we need to find tn with |tn| → ∞ and µ˜ such
that for any α1, α2 ≥ 0 with α1 + α2 < 1 there exist a˜n, b˜n and κ ∈ R such that the data
(a˜, b˜,κ) satisfy conditions (A), (A∗) and
(8.7)
∑
n
|a˜n|2|tn|2α1−2µn =
∑
n
|an|2|sn|−2α1µn <∞,∑
n
|b˜n|2|tn|2α2−2µn =
∑
n
|bn|2|sn|−2α2µn <∞,
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and the function
ϕ(z) =
1 + Θ(z)
2
·
(
1 +
∑
n
( 1
tn − z −
1
tn
)
a˜nb˜nµn
)
has no zeros in C. Here Θ is the meromorphic function defined by the formula
(8.8) Θ(z) =
ρ(z)− i
ρ(z) + i
, ρ(z) =
∑
n
( 1
tn − z −
1
tn
)
|b˜n|2µn.
Assume for the moment that such {tn}, a˜ and b˜ are constructed. Then σ(L˜) = Zϕ∪Z ϕ˜ = ∅.
Applying Proposition 2.4, we get a bounded rank one perturbation L = A− ab∗ of A such
that kerL = kerL∗ = 0. Since L−1 is unitary equivalent to L˜ we conclude that L is a
Volterra operator.
To construct {tn}, a˜, b˜, take the entire function A(z) = cos
(
π
√
z
)
. Its zeros are tn =
(n− 1
2
)2, n = 1, 2, . . . . It is easy to see that
(8.9) β(z)
def
=
1
A(z)
= 1 +
∑
n∈N
( 1
tn − z −
1
tn
)
cnµn,
where µn = 1,
cn = − 1
A′(tn)
=
2
π
(−1)n+1
(
n− 1
2
)
.
Let α1 + α2 = 1− ε, where ε > 0. We put a˜n = n2−2α1− 12−ε and
b˜n =
cn
a˜n
, |b˜n| ≍ n
n2−2α1−
1
2
−ε
= n2−2α2−
1
2
−ε.
Hence a˜n, b˜n satisfy (8.7). At the same time, a˜, b˜ /∈ L2(µ˜), and so the data (a˜, b˜, 1) satisfy
(A) and (A∗). Define Θ by (8.8) and put ϕ = (1 + Θ)β/2. Since cn ∈ R, we have ϕ/ϕ¯ = Θ.
By Theorem 4.4, Θ and ϕ correspond to the real type singular perturbation L˜(A˜, a˜, b˜, 1)
with the smoothness properties (8.7). Also, we have
ϕ =
1 + Θ
2A
.
Since the zeros tn of 1 + Θ are exactly the poles of 1/A, ϕ has no zeros in closC
+. Hence
the spectrum of the singular perturbation L˜(A˜, a˜, b˜, 1) is empty.
Note that A is a positive operator with eigenvalues sn = (n − 12)−2, and so it belongs to
Sp for any p > 1/2. 
Appendix 1: A brief survey of the completeness results
It should be noted that the literature on completeness of linear operators is very extensive,
so here we will give only its very brief overview.
There are several abstract result on completeness we do not mention here, see Dunford
and Schwartz’ book [26], Part 2, Ch. XI and Part 3, Ch. XIX, §6. In particular, in
Theorem XI.9.29, they give a result close to the Keldysˇ and Macaev’s theorems, with no
assumption on the triviality of the kernel. We also refer to the books [33], [34] by Gohberg
and Krein, in particular, for treatments of the dissipative case and for theorems on the
relationship between the sizes of the real and the imaginary part of a compact operator.
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In the work by G. Gubreev and A. Jerbashian [36], a completeness result, generalizing
the Keldysˇ theorem, is given by applying M. Jerbashian’s classes and their factorization
theory. See also [13], [14] for an abstract result on similarity of a perturbed operator to
a generalized spectral operator and for an application to integro-differential operators with
nonlocal boundary conditions. In the book [7], classical results for spaces with indefinite
metric are presented. We also mention a more recent monograph [71] by Markus, where
also different approaches to the completeness properties of operator pencils are treated with
detail. We remark that abstract Banach space results on completeness are also known, see,
for instance, [69], [20] and [93].
Much more is known for nonselfadjoint operators corresponding to boundary value prob-
lems for ordinary differential equations or systems. The literature devoted to this field is
very extensive. We will mention here the works by Malamud (2008), Shkalikov (1976, 1979,
1982) and Malamud and Oridoroga [68] (2012) (see the references in [68], where an up-to-
date account of this work is given), and also the works by Minkin [73] and by Shubov [84],
Freiling, Rykhlov, Yurko [31], [81]. Reviews [79] and [80] contain a systematic exposition of
this field. In [2, §6], abstract results on completeness and their relation to partial differential
and pseudodifferential operators on closed manifolds are reviewed.
In some cases when the completeness holds, the Abel summability property for eigenfunc-
tion can also be proved, see [55], [61], [52], [30], [91], [17] and the review [2], §6.4.
The completeness of finite-dimensional perturbations of Volterra integral operators and its
relationship with expansions by generalized eigenfunctions of ordinary differential operators
has been studied by Khromov [48].
Even stronger property of eigenvectors and generalized eigenvectors is to form a Riesz
basis or a Riesz basis with parenthesis. There are hundreds of works dedicated to different
aspects of this property. In relation with differential operators, these properties are discussed
in the above-mentioned reviews, the book [71] and recent works [27], [1], [67], [83], [32], [57]
and [58]. Wyss gives in [90] both abstract results and applications to block operator matrices
and to differential operators. Notice that the similarity to a normal operator with a discrete
spectrum is equivalent to the property of eigenvectors to form a Riesz basis. There are
several papers exploiting the model approach, among which we can cite [45], [76] and [86].
In papers [87], [88], certain criteria for the completeness and Riesz basis properties of eigen-
vectors are obtained in the context of the Naboko’s model of nondissipative nonselfadjoint
operators.
Recently, the existence of invariant subspaces and other spectral properties of finite rank
perturbations of diagonalizable normal operators have been studied in [42], [28] and [29].
We remark that the similarity of a compact perturbation of a normal operator with no
eigenvalues to an unperturbed one has also been studied, see [92] and references therein.
Malamud’s example. It was pointed out to us by Mark Malamud that, combining the
results of [68] and [57], one can give a simple example of a non-dissipative Dirac operator
L on a finite interval like in Theorem 1.3, which is a rank one singular perturbation of a
normal operator and is complete, whereas the adjoint operator L∗ is incomplete and the
span of its root vectors is of infinite codimension. Here we reproduce his example, with his
kind permission.
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Let b1, b2 ∈ C \ {0},
B =
(
b−11 0
0 b−12
)
6= B∗ and Q =
(
Q11 Q12
Q21 Q22
)
∈ L2([0, 1];C2).
Consider the associated Dirac operator on L2([0, 1];C2):
(8.10) Ly = LUy = −iBy′ +Q(x)y,
whose domain is the set of functions y(x) in the Sobolev space W 1,2([0, 1];C2) satisfying the
boundary conditions
(8.11) U1(y)
def
= y1(0)− hy2(0) = 0, U2(y) def= y1(1) + hy2(0) = 0,
where h ∈ C \ {0}. By [68, Theorem 6.1], the system of root functions of LU is complete
and minimal whenever b1b
−1
2 /∈ R.
Consider also the Dirac operator LV on L
2([0, 1];C2), defined by the same differential
expression as in (8.10), together with the antiperiodic boundary conditions
V1(y)
def
= y1(0) + y1(1) = 0, V2(y)
def
= y2(0) + y2(1) = 0.
From now on, let us restrict ourselves to the case when Q ≡ 0. Then LV is a direct sum
A1 ⊕ A2 of two first order differential operators on L2([0, 1] such that b1A1 and b2A2 are
selfadjoint. Therefore LV is an unbounded normal operator. A simple calculation gives
(8.12) L−1U f =
(
y1(x)
y2(x)
)
=
(
ib1
[ ∫ x
0
f1(t) dt− 12
∫ 1
0
f1(t)
]
ib2
∫ x
0
f2(t) dt− ib12h
∫ 1
0
f1(t)
)
.
Put e1 = 1⊕0, e2 = 0⊕1, e1, e2 ∈ L2([0, 1];C2). By applying (8.12) and a similar expression
for L−1V f , one gets
(L−1U − L−1V )f =
i
2
〈f, b¯1h¯−1e1 − b¯2e2〉 e1.
Therefore L−1U − L−1V has rank one, in other words, LU is a complete rank one singular
perturbation of a normal operator LV .
On the other hand, the adjoint operator L∗U is given by the differential expression L
∗ =
−iB∗ d
dx
and the boundary conditions
h¯y1(0) + b¯1b¯
−1
2 y2(0) + h¯y1(1) = 0, y2(1) = 0.
Clearly all its eigenvectors satisfy y2(x) ≡ 0, so that L∗U is not complete, with infinite defect.
Note that it is essential for completeness of LU that b1b
−1
2 /∈ R, and so the normal operator
LV is nonselfadjoint. Its spectrum is given by {b−11 (π+2πk)}k∈Z ∪ {b−12 (π+2πk)}k∈Z, while
the spectrum of LU coincides with its ”half” {b−11 (π + 2πk)}k∈Z.
Appendix 2: Proofs of Propositions 2.1 and 2.2
on singular balanced rank n perturbations
Proof of Proposition 2.1. First we prove assertion (2). To this end, assume that L is a
balanced rank n singular perturbation of A. We divide our argument into several steps.
(1) Consider the linear manifold N , which is the projection of G(A)∩G(L) onto the first
component of H ⊕H . Then
N = {x ∈ D(A) ∩ D(L) : Ax = Lx}
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and
(A.1) dimD(A)/N = dimD(L)/N = n.
Put A−1L def= I +K, so that K : D(L)→ H . One has
y ∈ N ⇐⇒ (y ∈ D(L) & A−1Ly = y) ⇐⇒ (y ∈ D(L) & Ky = 0).
By (A.1), rankK = n.
Next, there exists a factorization
K = a˜K˜,
where
(A.2) K˜ : D(L)→ Cn, Ran K˜ = Cn; a˜ : Cn → H, ker a˜ = 0.
Any y ∈ D(L) can be represented as
(A.3) y = A−1Ly −Ky = y0 + a˜c, where y0 def= A−1Ly ∈ D(A), c def= −K˜y ∈ Cn.
In particular,
D(L) ⊆ D(A) + Ran a˜.
We put
a = Aa˜ : Cn → AH.
(2) Consider the linear manifold{
(c, y0) ∈ Cn ⊕D(A) : a˜c+ y0 ∈ D(L), L
(
a˜c+ y0
)
= Ay0
}
.
Since this linear manifold has finite codimension in Cn ⊕D(A), it has a form{
(c, y0) ∈ Cn ⊕D(A) : κc + b∗y = 0
}
for some b∗ : D(A) → Cm and some complex matrix κ ∈ Cm×n (here m ≥ 0 is an integer).
So, for any pair (c, y0) ∈ Cn ⊕D(A), one has
(A.4)
[
a˜c+ y0 ∈ D(L) & L
(
a˜c+ y0
)
= Ay0
]
⇐⇒ κc + b∗y0 = 0.
By putting here c = 0, we get that for y0 ∈ D(A), the condition y0 ∈ N is equivalent to the
condition b∗y0 = 0. Hence
(A.5) rank b∗ = n.
(3) Take any y ∈ D(L), and define its decomposition y = y0 + a˜c as in (A.3). For these
y, y0 and c, both conditions of the left-hand side of the equivalence (A.4) hold. By (A.3),
any c ∈ Cn can appear in this way. Hence Ranκ ⊆ Ran b∗.
By (A.5), there is a matrix Φ ∈ Cn×m such that Φ|Ran b∗ is an isomorphism. Then the
condition κc + b∗y = 0 is equivalent to Φκc + Φb∗y = 0, and we can replace the pair (κ, b)
with (Φκ,Φb). In other words, it can be assumed that m = n, so that κ ∈ Cn×n. We assert
that L = L(A, a, b,κ).
Let us check first that L(A, a, b,κ) is correctly defined and L(A, a, b,κ) ⊆ L. To this end,
take any y = y0 +A−1ac ∈ D(L(A, a, b,κ)). Then κc + b∗y0 = 0. By (A.4), y ∈ D(L), and
y0 = A−1Ly. This shows that y determines y0 uniquely (and therefore (An) holds), and that
L(A, a, b,κ) ⊆ L.
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Now we check that L ⊆ L(A, a, b,κ). Take any y ∈ D(L). By (A.4), c ∈ Cn, and that
Ly = Ay0. By (A.4), y ∈ D
(L(A, a, b,κ)) and L(A, a, b,κ)y = Ly.
We leave the proof of assertion (1) to the reader. It follows essentially the same type of
arguments. 
Proof of Proposition 2.2. (1) We conserve the notation of the previous proof. It was shown
there that the space
N =
{
y0 ∈ D(A) : b∗y0 = 0
}
has codimension n in D(A). If we understand b as an operator b : D(A)→ Cn, then{
f ∈ AH : f ⊥ N} = Ran b.
It follows that (closH N)
⊥ = (Ran b) ∩H .
Since N ⊂ D(L), it follows that any vector v ∈ H which is orthogonal to closD(L), should
have the form v = bd, some d ∈ Cn such that v ∈ H . So L is densely defined if and only if
the only vector of the form v = bd ∈ H , d ∈ Cn which is orthogonal to D(L) corresponds to
d = 0.
For any v = bd as above, orthogonal to D(L), and any y = y0 +A−1ac ∈ D(L)
0 = 〈y, v〉 = 〈b∗y0, d〉+ 〈c, a∗(A∗−1bd)〉 = 〈c,−κ∗d+ a∗(A∗−1bd)〉.
It follows from the proof of Proposition 2.1 that here c ∈ Cn can be arbitrary. Therefore L
is densely defined if and only if (A∗n) holds.
(2) Now assume that both conditions (An) , (A
∗
n) hold. Then both operators L∗ and
L∗ def= L(A∗, b, a,κ∗) are well-defined. We have show that L∗ = L∗. Notice first that
(A.6)
D(L∗) def=
{
u = u0 +A∗−1bd :
d ∈ Cn, u0 ∈ D(A∗), κ∗d+ a∗u0 = 0
}
;
L∗u def= A∗u0, y ∈ D(L).
Now take any pair of vectors y = y0 + A−1ac ∈ D(L), u = u0 + A∗−1bd ∈ D(L∗). Then
Ly = Ay0, L∗y = Au0. By (2.3), (A.6),
〈Ly, u〉 − 〈Ay0, u0〉 = 〈Ay0,A∗−1bd〉 = 〈b∗y0, d〉 = −〈κc, d〉.
Similarly,
〈y,L∗u〉 − 〈y0,A∗u0〉 = −〈κc, d〉,
so that 〈Ly, u〉 = 〈y,L∗u〉 for all vectors y ∈ D(L), u ∈ D(L∗). Hence L∗ ⊂ L∗. It is easy to
see that if R, S are subspaces of H and
dim(R ∩ S)/S = dim(R ∩ S)/R = n,
then the same relations hold for the orthogonal complements R⊥, S⊥. Denote by G(L) the
graph of L and introduce a unitary operatorW on H⊕H by the formulaW (x, y) = (−y, x).
It is well-known that
(
WG(L))⊥ = G(L∗). It follows that both L∗ and L∗ are rank n
balanced perturbations of A∗. Since G(L∗) ⊂ G(L∗), it follows that L∗ = L∗. 
COMPLETENESS OF NONSELFADJOINT PERTURBATIONS 45
References
[1] J. Adduci, B. Mityagin, Eigensystem of an L2-perturbed harmonic oscillator is an unconditional basis,
Cent. Eur. J. Math. 10 (2012), 2, 569–589.
[2] M.S. Agranovich, Elliptic operators on closed manifolds, In: Partial Differential Equations, VI, Ency-
clopedia of Mathematical Sciences, vol. 63, Springer, Berlin, 1994, 1–125.
[3] P.R. Ahern, D.N. Clark, Radial limits and invariant subspaces, Amer. J. Math. 92 (1970), 332–342.
[4] S. Albeverio, Sh.-M. Fei, P. Kurasov, Point interactions: PT-Hermiticity and reality of the spectrum,
Lett. Math. Phys. 59 (2002), 3, 227–242.
[5] S. Albeverio, P. Kurasov, Finite rank perturbations and distribution theory. Proc. Amer. Math. Soc.
127 (1999), 4, 1151–1161.
[6] T.Ya. Azizov, J. Behrndt, P. Jonas, C. Trunk, Compact and finite rank perturbations of closed linear
operators and relations in Hilbert spaces, Integr. Equat. Oper. Theory, 63 (2008), 151–163.
[7] T.Ya. Azizov, I.S. Iokhvidov, Linear operators in spaces with an indefinite metric, John Wiley & Sons,
Ltd., Chichester, 1989.
[8] A. Baranov, Yu. Belov, Systems of reproducing kernels and their biorthogonal: completeness or incom-
pleteness? Int. Math. Res. Notices (2011), Vol. 2011, 22, 5076–5108.
[9] A. Baranov, Y. Belov, A. Borichev, Hereditary completeness for systems of exponentials and reproducing
kernels, Adv. Math. 235 (2013), 525–554.
[10] A. Baranov, Y. Belov, A. Borichev, Spectral synthesis in de Branges spaces, Geom. Funct. Anal. (GAFA)
25 (2015), 2, 417–452.
[11] A. Baranov, Yu. Belov, A. Borichev, D. Yakubovich, Recent developments in spectral synthesis for
exponential systems and for non-self-adjoint operators, Recent Trends in Analysis, Proceedings of the
conference in honor of Nikolai Nikolski, Theta Foundation, Bucharest, 2013, pp. 17–34.
[12] A. Baranov, D. Yakubovich, One-dimensional perturbations of unbounded selfadjoint operators with
empty spectrum, J. Math. Anal. Appl. 424 (2015), 2, 1404–1424.
[13] A.G. Baskakov, Spectral analysis with respect to finite-dimensional perturbations of spectral operators,
Izv. Vyssh. Uchebn. Zaved. Mat. 1 (1991), 3–11.
[14] A.G. Baskakov, T.K. Katsaran, Spectral analysis of integro-differential operators with nonlocal bound-
ary conditions, Differentsial’nye Uravneniya 24 (1988), 8, 1424–1433; English transl.: Differ. Equations
24 (1988), 8, 934–941.
[15] Yu. Belov, Yu. Lyubarskii, On summation of nonharmonic Fourier series, Constr. Approx. 43 (2016), 2,
291–309.
[16] C.M. Bender, Making sense of non-Hermitian Hamiltonians, Rep. Progr. Phys. 70 (2007), 6, 947–1018.
[17] K.Kh. Boˇımatov, On the Abel basis property of a system of root vector-functions of degenerate elliptic
differential operators with singular matrix coefficients. Sibirsk. Mat. Zh. 47 (2006), 1, 46–57; English
transl.: Siberian Math. J. 47 (2006), 1, 35–44.
[18] L. de Branges, Hilbert Spaces of Entire Functions, Prentice Hall, Englewood Cliffs (NJ), 1968.
[19] M. Brown, M. Marletta, S. Naboko, I. Wood, Boundary triplets and M -functions for non-selfadjoint
operators, with applications to elliptic PDEs and block operator matrices, J. Lond. Math. Soc. (2) 77
(2008), 3, 700–718.
[20] J. Burgoyne, Denseness of the generalized eigenvectors of a discrete operator in a Banach space, J.
Operator Theory 33 (1995), 279–297.
[21] J.A. Cima, A.L. Matheson, W.T. Ross, The Cauchy Transform, Mathematical Surveys and Monographs,
125. AMS, Providence, R.I., 2006.
[22] D.N. Clark, One-dimensional perturbations of restricted shifts, J. Anal. Math. 25 (1972), 169–191.
[23] D. Deckard, C. Foias¸, C. Pearcy, Compact operators with root vectors that span, Proc. Amer. Math.
Soc. 76, (1979), 1, 101–106.
[24] V.A. Derkach, M.M. Malamud, Generalized resolvents and the boundary value problems for Hermitian
operators with gaps, J. Funct. Anal. 95 (1991), 1–95.
[25] L. Dovbysh, N. Nikolski, V. Sudakov, How good can a nonhereditary family be? Zap. Nauchn. Semin.
LOMI 73 (1977), 52–69; English transl.: J. Soviet Math. 34 (1986), 6, 2050–2060.
[26] N. Dunford, J.T. Schwartz, Linear Operators, Part 2: Spectral Theory; Part 3: Spectral Operators,
Interscience, New York, 1963 and 1971.
COMPLETENESS OF NONSELFADJOINT PERTURBATIONS 46
[27] L.S. Dzhanlatyan, On the basis properties of a system of root vectors of an operator that is close to
normal, Funktsional. Anal. i Prilozhen. 28 (1994), 3, 69–73; English transl.: Funct. Anal. Appl. 28
(1994), 3, 204–207.
[28] Q. Fang, J. Xia, Invariant subspaces for certain finite-rank perturbations of diagonal operators, J. Funct.
Anal. 263 (2012), 1356–1377.
[29] C. Foias¸, I.B. Jung, E. Ko, C. Pearcy, Spectral decomposability of rank-one perturbations of normal
operators, J. Math. Anal. Appl. 375 (2011), 602–609.
[30] G. Freiling, I.Yu. Trooshin, Abel-summability of eigenfunction expansions of three-point boundary value
problems, Math. Nachr. 190 (1998), 129–148.
[31] G. Freiling, V. Rykhlov, V. Yurko, Spectral analysis for an indefinite singular Sturm-Liouville problem.
Appl. Anal. 81 (2002), 6, 1283–1305.
[32] F. Gesztesy, V. Tkachenko, A Schauder and Riesz basis criterion for non-selfadjoint Schro¨dinger op-
erators with periodic and anti-periodic boundary conditions, J. Differential Equations 253 (2) (2012),
400–437.
[33] I. Gohberg, M. Krein, Introduction to the Theory of Linear Nonselfadjoint Operators, Amer. Math. Soc.,
Providence, R.I., 1969.
[34] I. Gohberg, M. Krein, Theory and Applications of Volterra Operators in Hilbert Space, Amer. Math.
Soc., Providence, RI, 1970.
[35] V.I. Gorbachuk, M.L. Gorbachuk, Boundary Value Problems for Operator Differential Equations,
Kluwer, Dordrecht, 1991.
[36] G.M. Gubreev, A.M. Jerbashian, Functions of generalized bounded type in spectral theory of nonweak
contractions. J. Operator Theory 26 (1991), 1, 155–190.
[37] G.M. Gubreev, A.A. Tarasenko, Spectral decomposition of model operators in de Branges spaces, Mat.
Sb. 201 (2010), 11, 41–76; English transl.: Sb. Math. 201 (2010), 11, 1599–1634.
[38] H. Hamburger, U¨ber die Zerlegung des Hilbertschen Raumes durch vollstetige lineare Transformationen,
Math. Nachr. 4 (1951), 56–69.
[39] V. Havin, B. Jo¨ricke, The Uncertainty Principle in Harmonic Analysis, Springer-Verlag, Berlin, 1994.
[40] V.P. Havin, J. Mashreghi, Admissible majorants for model subspaces of H2. Part I: slow winding of
the generating inner function; Part II: fast winding of the generating inner function Can. J. Math. 55
(2003), 6, 1231–1263; 1264–1301.
[41] K. Hoffman, Banach Spaces of Analytic Functions, Prentice Hall, Englewood Cliffs, NJ, 1962.
[42] E. Ionascu, Rank-one perturbations of diagonal operators, Integral Equations Oper. Theory 39 (2001),
4, 421–440.
[43] V.V. Kapustin, One-dimensional perturbations of singular unitary operators, Zapiski Nauchn. Sem.
POMI 232 (1996), 118–122; English transl.: J. Math. Sci. (New York) 92 (1998), 1, 3619–3621.
[44] V.V. Kapustin, Operators close to unitary ones and their functional models. I, Zapiski Nauchn. Sem.
POMI 255 (1996), 82–91; English transl.: J. Math. Sci. (New York) 107 (1998), 4, 4022–4028.
[45] V.V. Kapustin, Spectral analysis of almost unitary operators, Algebra i Analis 13 (2001), 5, 44–68;
English transl.: St. Petersburg Math. J. 13 (2002), 5, 739–756.
[46] M.V. Keldysˇ, On the characteristic values and characteristic functions of certain classes of non-self-
adjoint equations, Doklady Akad. Nauk SSSR (N.S.) 77, (1951), 11–14 (in Russian).
[47] M.V. Keldysˇ, On the completeness of the eigenfunctions of some classes of non-selfadjoint linear op-
erators, Uspekhi Mat. Nauk 26 (1971), 4, 15–41; English transl.: Russian Math. Surveys 26 (1971), 4,
15–44.
[48] A.P. Khromov, Finite-dimensional perturbations of Volterra operators, Sovrem. Mat. Fundam. Napravl.
10 (2004), 3–163; English transl.: J. Math. Sci. (N.Y.) 138 (2006), 5, 5893–6066.
[49] A.V. Kiselev, S.N. Naboko, Nonself-adjoint operators with almost Hermitian spectrum: matrix model.
I. J. Comput. Appl. Math. 194 (2006), 1, 115–130.
[50] A.V. Kiselev, S.N. Naboko, Nonself-adjoint operators with almost Hermitian spectrum: Caley identity
and some questions of spectral structure, Ark. Mat. 47 (2009), 1, 91–125.
[51] P. Koosis, The Logarithmic Integral I, Cambridge Stud. Adv. Math. 12, 1988.
[52] A.G. Kostjucˇenko, A.A. Sˇkalikov, Summability of expansions in eigenfunctions of differential operators
and of convolution operators, Funktsional. Anal. i Prilozhen. 12 (1978), 4, 24–40; English transl.:
Functional Anal. Appl. 12 (1978), 4, 262–276 (1979).
COMPLETENESS OF NONSELFADJOINT PERTURBATIONS 47
[53] A. Kuzhel, Characteristic Functions and Models of Nonselfadjoint Operators. Mathematics and its Ap-
plications, 349. Kluwer, Dordrecht, 1996.
[54] B.Ya. Levin, Distribution of Zeros of Entire Functions, GITTL, Moscow, 1956; English transl.: Amer.
Math. Soc., Providence, 1964; revised edition: Amer. Math. Soc., 1980.
[55] V.B. Lidskii, Summability of series in terms of the principal vectors of non-selfadjoint operators, Tr.
Mosk. Mat. Obs., 11, 1962, 3–35.
[56] A. A. Lunyov, M. M. Malamud, On spectral synthesis for dissipative Dirac type operators. Integral
Equations Operator Theory 80 (2014), no. 1, 79–106
[57] A. A. Lunyov, M. M. Malamud, On the completeness and Riesz basis property of root subspaces of
boundary value problems for first order systems and applications, J. Spectr. Theory, 5, (2015), no. 1,
17–70.
[58] A. A. Lunyov, M. M. Malamud, On the Riesz basis property of root vectors system for 2× 2 Dirac type
operators. J. Math. Anal. Appl. 441 (2016), no. 1, 57–103.
[59] V.E`. Lyantse, O.G. Storozh, Methods of the theory of unbounded operators, “Naukova Dumka”, Kiev,
1983. 211 pp. (in Russian).
[60] V.I. Macaev, A class of completely continuous operators, Dokl. Akad. Nauk SSSR 139 (1961), 3, 548–551;
English transl.: Soviet Math. Dokl. 2 (1961), 972–975.
[61] V.I. Macaev, Several theorems on completeness of root subspaces of completely continuous operators,
Dokl. Akad. Nauk SSSR 155 (1964), 273–276; English transl.: Soviet Math. Dokl. 5 (1964), 396–399.
[62] V.I. Macaev, E.Z. Mogul’ski, Certain criteria for the multiple completeness of the system of eigen-
and associated vectors of polynomial operator pencils, Teor. Funkcii, Funkcional. Anal. i Prilozen. 13
(1971), 3–45.
[63] V.I. Macaev, E.Z. Mogul’ski, The possibility of a weak perturbation of a complete operator to a Volterra
operator, Dokl. Akad. Nauk SSSR 207 (1972), 534–537; English transl.: Soviet Math. Dokl. 13 (1972),
1565–1568.
[64] V.I. Macaev, E.Z. Mogul’ski, The completeness of weak perturbation of the selfadjoint operators, Zap.
Nauchn. Sem. LOMI 56 (1976), 90–103; English transl.: J. Sov. Math. 14 (1980), 2, 1091–1103.
[65] N. Makarov, A. Poltoratski, Meromorphic inner functions, Toeplitz kernels and the uncertainty principle,
Perspectives in Analysis, Math. Phys. Stud. 27, Springer, Berlin, 2005, 185–252.
[66] N. Makarov, A. Poltoratski, Beurling–Malliavin theory for Toeplitz kernels, Invent. Math. 180 (2010),
3, 443–480.
[67] A.S. Makin, On spectral expansions corresponding to the nonselfadjoint Sturm-Liouville operator, Dokl.
Akad. Nauk 406 (2006), 1, 21–24; English transl.: Doklady Mathematics 73 (2006), 1, 15–18.
[68] M.M. Malamud, L.L. Oridoroga, On the completeness of root subspaces of boundary value problems
for first order systems of ordinary differential equations, J. Funct. Anal. 263 (2012), 7, 1939–1980.
[69] A.S. Markus, Certain criteria for the completeness of a system of root-vectors of a linear operator in a
Banach space, Mat. Sb. 70 (112) (1966), 4, 526–561.
[70] A.S. Markus, The problem of spectral synthesis for operators with point spectrum, Math. USSR-Izv. 4
(1970), 3, 670–696.
[71] A.S. Markus, Introduction to the Spectral Theory of Polynomial Operator Pencils. AMS Transl. Math.
Monographs, 71, 1988.
[72] R.T.W. Martin, Representation of simple symmetric operators with deficiency indices (1, 1) in de
Branges space. Complex Anal. Oper. Theory 5 (2011), 2, 545–577.
[73] A.M. Minkin, Resolvent growth and Birkhoff-regularity, J. Math. Anal. Appl. 323 (2006), 387–402.
[74] N.K. Nikolski, Operators, Functions, and Systems: an Easy Reading. Vol. 1-2, Math. Surveys Monogr.,
Vol. 92–93, AMS, Providence, RI, 2002.
[75] N.K. Nikolski, Complete extensions of Volterra operators, Izv. Akad. Nauk SSSR 33 (1969), 6, 1349–
1353; English transl.: Math. USSR-Izv. 3 (1969), 6, 1271–1276.
[76] N. Nikolski, S. Treil, Linear resolvent growth of rank one perturbation of a unitary operator does not
imply its similarity to a normal operator, J. Anal. Math. 87 (2002), 1, 415–431.
[77] A.G. Poltoratski, Boundary behavior of pseudocontinuable functions, Algebra i Analiz 5 (1993), 2,
189-210; English transl.: St. Petersburg Math. J. 5 (1994), 2, 389–406.
[78] A. Posilicano, Self-adjoint extensions of restrictions, Oper. Matrices 2 (2008), 4, 483–506.
COMPLETENESS OF NONSELFADJOINT PERTURBATIONS 48
[79] G.V. Radzievskii, The problem of the completeness of root vectors in the spectral theory of operator-
valued functions, Russian Math. Surveys 37 (1982), 2, 91–164.
[80] G.V. Rozenblyum, M.Z. Solomyak, M.A. Shubin, Spectral theory of differential operators, Current prob-
lems in mathematics. Fundamental directions, Vol. 64, 5–247, Itogi Nauki i Tekhniki, VINITI, Moscow,
1989 (in Russian); English transl.: Partial Differential Equations VII. Encyclopaedia of Mathematical
Sciences, vol. 64 (1994), p. 1–235.
[81] V.S. Rykhlov, On the completeness of the root functions of the simplest strongly irregular differential
operators with two-term two-point boundary conditions. Dokl. Akad. Nauk 428 (2009), 6, 740–743;
English transl.: Dokl. Math. 80 (2009), no. 2, 762–764.
[82] V. Ryzhov, Functional model of a class of nonselfadjoint extensions of symmetric operators, Operator
Theory: Advances and Applications, Vol. 174, 117–158.
[83] A.A. Shkalikov, On the basis property of root vectors of a perturbed self-adjoint operator, Proc. Steklov
Inst. Math. 269 (2010), 284–298.
[84] M.A. Shubov, On the completeness of root vectors of a certain class of differential operators, Math.
Nachr. 284 (2011), 8–9, 1118–1147
[85] L.O. Silva, J.H. Toloza, On the spectral characterization of entire operators with deficiency indices (1,1),
J. Math. Anal. Appl., 367 (2010), 2, 360–373.
[86] V. Vasyunin, S. Kupin, Criteria for the similarity of a dissipative integral operator to a normal operator,
Algebra i Analiz 13 (2001), 3, 65–104; English transl.: St. Petersburg Math. J. 13 (2002), 3, 389–416.
[87] V.F. Veselov, Bases from eigensubspaces of a nondissipative operator and the characteristic function,
Functional Analysis and Its Applications, 22 (1988), 4, 320–322.
[88] V.F. Veselov, A connection between triangular and functional models of a nonselfadjoint operator,
Algebra i Analiz 4 (1992), 4, 80–93; English transl.: St. Petersburg Math. J. 4 (1993), 4, 695–706.
[89] J. Wermer, On invariant subspaces of normal operators, Proc. Amer. Math. Soc. 3 (1952) 2, 270–277.
[90] C. Wyss, Riesz bases for p-subordinate perturbations of normal operators, J. Funct. Anal. 258 (2010),
1, 208–240.
[91] S. Yakubov, Ya. Yakubov, Abel basis of root functions of regular boundary value problems, Math.
Nachr. 197 (1999), 157–187.
[92] D.V. Yakubovich, Spectral properties of smooth perturbations of normal operators with planar Lebesgue
spectrum, Indiana Univ. Math. J. 42 (1993), 1, 55–83.
[93] L. Zhang, The Completeness of Generalized Eigenfunctions of a Discrete Operator, J. Math. Analysis
and Applications 261 (2001), 241–253.
[94] V.A. Zolotarev, L. de Branges spaces and functional models of nondissipative operators,Mat. Fiz. Anal.
Geom. 9 (2002), 4, 622–641.
Department of Mathematics and Mechanics, Saint Petersburg State University, 28, Uni-
versitetski pr., St. Petersburg, 198504, Russia
E-mail address : a.d.baranov@spbu.ru
Departamento de Matema´ticas, Universidad Autonoma de Madrid, Cantoblanco 28049
(Madrid) Spain
and
Instituto de Ciencias Matema´ticas (CSIC - UAM - UC3M - UCM)
E-mail address : dmitry.yakubovich@uam.es
