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Auckland, New ZealandABSTRACT Continuous-time Markov models have been considered the best representation for the stochastic dynamics of
ion channels for more than thirty years. For most single-channel data sets, several open and closed states are required for
accurately representing the dynamics. However, each data point only shows if the channel is open or closed but not in which
state it is. Consequently, some model structures are inherently overparameterized and therefore, in principle, unsuitable for rep-
resenting any data—those models are called ‘‘nonidentifiable’’. As of this writing, it seems to be poorly understood which contin-
uous-time Markov models are identifiable and which are not, therefore the unconscious use of a nonidentifiable model is
a considerable concern. To address this problem, an improved variant of a recently publishedMarkov-chain Monte Carlo method
is presented. The algorithm is tested using test data as well as experimental data. We demonstrate that, opposed to a widely
used maximum-likelihood estimator, it gives clear warning signs when a nonidentifiable model is used for fitting. Furthermore,
for test data that was generated from a nonidentifiable model, the Markov-chain Monte Carlo results recover much more infor-
mation from the data than maximum-likelihood estimation.INTRODUCTIONThe kinetic properties of ion channels can be studied by
patch-clamp recordings, which allow measurement of
currents that are generated by ions diffusing through the
pore of a single channel. Time series of these current
measurements are characterized by stochastic jumps
between a zero current, which indicates that the channel is
closed, and one or more nonzero currents (conductance
levels) that indicate release of ions, which means that the
channel is open. Instantaneous stochastic transitions
between open and closed states of an ion channel can be
modeled by continuous-time Markov processes. Open and
closed states are the vertices of a graph whose edges show
between which states transitions are possible (Fig. 1). The
parameters of Markov models are transition rates that
describe how fast the transitions between two connected
states occur. Because each of their states is either open or
closed, these models are usually called ‘‘aggregated Markov
models’’.
Representing single-channel data sets by suitable aggre-
gated Markov models is a subject of ongoing research.
The main difficulty is the ambiguity of open and closed
states. Although only two types of events can be
observed—the channel is either open or closed—several
open and closed Markov states are needed for an accurate
representation of the time-course data. Thus, when an
open event, say, is observed, it is impossible to decide which
of the open states of the model generated this open event.
This information can only be inferred indirectly; over-
coming this difficulty is the crucial problem that any method
for fitting Markov models to ion channel data has to solve.Submitted March 19, 2012, and accepted for publication October 18, 2012.
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0006-3495/12/12/2275/12 $2.00The ambiguity of open and closed states also has impor-
tant consequences for selecting a suitable Markov model for
a given data set. Models representing the statistics of open
and closed times of a given data set are not unique (1). A
class of Markov models with the same number of open
and closed states generates the same open and closed
time-distributions and cannot be distinguished by fits to
a single data set. Therefore, a modeler has to keep in
mind that the best fit is only a representant for a class of
models whose open and closed states are connected in
a different way.
The next problem, originating from information lost due
to the ambiguity of open and closed states, is more severe.
Some aggregated Markov models produce the same open
and closed time-distribution for different sets of rate
constants (2,3). This means that these models are overpara-
meterized because some of the rate constants, in principle,
cannot be determined from any data set. Models whose
parameters cannot be inferred unambiguously from data
are named ‘‘nonidentifiable’’.
In practice, it is often difficult to decide if a given model is
identifiable or not because the classification of identifiable
models is still an unsolved problem (2,4). Therefore, it is
desirable that a method for fitting models to data gives
a good idea of the uncertainty of individual parameters. If
uncertainty is high for some of the parameters, this may indi-
cate that the model is nonidentifiable and that the parameters
with high uncertainty are those that cannot be fixed.
It is expected that Markov-chain Monte Carlo (MCMC)
(5,6) methods will perform especially well in this respect
because they approximate full probability distributions for
individual rate constants when a model is fitted to data.
More traditional approaches like maximum likelihood esti-
mation (MLE) allow quantifying uncertainty of individualhttp://dx.doi.org/10.1016/j.bpj.2012.10.024
ac d
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FIGURE 1 Examples for Markov models. (a and
b) Models with two open and two closed states that
are used for an example with test data. (c and d)
Nonidentifiable models.
2276 Siekmann et al.parameters—the standard deviation of the maximum likeli-
hood estimator can be calculated, and by using an asymp-
totic approximation by normal random variables,
a confidence interval can be estimated. Wewill demonstrate,
by comparison of our MCMC method with the widely used
MLE software QuB-MIL (7,8), that the more comprehen-
sive information that is available through probability distri-
butions will give much clearer warning signs that some of
the rate constants cannot be fixed. It will also allow us to
extract much more of the essential features of a given data
set even if a nonidentifiable model is used.
The article is structured as follows. In the first section, we
present an improved version of our previously published
MCMC method (9) for fitting ion-channel data. This
approach, offered here by us as new, to our knowledge, is
easier to implement than the old; a comparison with our
previous method shows that it also has a higher acceptance
ratio, which means that fewer iterations are required for
calculating a model’s probability distributions. We use
simulated test data to demonstrate how the best fit can be
selected based upon subsequent fits to several models. In
this short example, we imitate the typical workflow of a fit
using experimental data. The comparison of our MCMC
method with the MLE software QuB-MIL, for a fit to two
nonidentifiable models demonstrating the advantages of
MCMC over MLE, is followed by an example for model
selection for realistic experimental data from the type-II
inositol-trisphosphate receptor (the IP3R, an ion channel
that is important for the release of calcium ions from intra-
cellular stores).Biophysical Journal 103(11) 2275–2286THEORY AND METHODS
Continuous-time Markov models for ion channels
We aim to infer the rate constants of an aggregated continuous-timeMarkov
model based upon a sequence (Ek) of events. Each event Ek represents
a measurement where the ion channel has been found either open (O) or
closed (C). All events are separated by a constant sampling time t. Thus,
the sequence (Ek) is interpreted as a discrete-time representation of an
underlying continuous-time Markov process. It is assumed that the
sequence (Ek) is found from a time series of ion-channel-current measure-
ments either by 50% thresholding (which we found sufficient in all our
applications) or more advanced methods of filtering. See Siekmann et al.
(9) for further discussion.
A Markov model consists of a set of nC closed and nO open states. The
possible transitions between states are represented by the edges of a graph.
Rate constants qij between two adjacent states with indices i and j indicate
how fast this transition occurs (Fig. 1).
The graph of a Markov model can be represented in matrix form by the
infinitesimal generator Q ¼ (qij) where qij is zero if the states i and j are not
connected. We order the states so that the nC closed states C1,., CnC are
followed by the open states OnCþ1;.;OnS ; then the matrix Q has the block
structure
Q ¼

QCCjQCO
QOCjQOO

; (1)where the submatrices QCC and QOO contain the rates between open or
between closed states; QCO consists of the transitions from closed toopen and QOC contains the transitions from open to closed states. The
model is assumed to be conservative, i.e., for the diagonal elements qii
we have
qii ¼ 
X
jsi
qij; i ¼ 1;.; nS: (2)
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tained as the solution of the differential equation
dpðtÞ
dt
¼ pðtÞQ; pð0Þ ¼ p0; (3)
which is given by
pðtÞ ¼ p0 expðQtÞ; (4)
where exp denotes the matrix exponential and p0 is a stochastic vector
whose components sum up to 1. In most cases, we need transition probabil-
ities during a sampling interval t. Therefore we define the transition matrix
At ¼ expðQtÞ ¼

aij
 ¼ ACCjACO
AOCjAOO

; (5)
which has the same block structure as Q. Given two subsequent measure-
ments Ek and Ekþ1, we usually cannot determine which transition did
take place as we have several open and closed states. However, we can
restrict the possible transitions by using projections. If, for example, we
know that we started in an open state at the beginning of a sampling
interval, we know that all transitions starting in a closed state are impos-
sible. By multiplying from the left with the projection matrix PO, we obtain
AO; ,t ¼ POAt ¼

0j0
AOCjAOO

;
i.e., all probabilities for transitions starting in closed states are set to zero. If
at the end of a sampling interval we observe a closed event, we can restrict
the exit states by multiplying with PC:
AOCt ¼ POAtPC ¼

0 j0
AOCj0

:
For large times t, the probability p(t) tends to the stationary distribution p¼
limt/N p(t), which can be calculated from Eq. 3 by solving the system of
linear equations:
pQ ¼ 0;PnS
i¼ 1
pi ¼ 1: (6)
Under the assumption that the ion channel represented by the Markov
model is at thermodynamic equilibrium, the detailed balance conditions
must hold, which are given by
piqij ¼ pjqji; i; j ¼ 1;.; nS: (7)
If the graph represented by Q is acyclic, Eq. 7 is automatically fulfilled.
Otherwise, the value of one rate constant within a cycle is fixed by the other
rate constants. This can be seen by Kolmogorov’s Criterion, which is equiv-
alent to Eq. 7. A cycle is a closed path that starts and ends in a state with
index i. Let G be the set of rate constants labeling the edges that connect
the vertices of the cycle in one direction and G
0
the rate constants of the
cycle in the reversed direction. ThenY
q˛G
q ¼
Y
q0˛G0
q0: (8)
To give an example, for the model shown in Fig. 1 d, the sets G and G
0
are
G¼ {q21,q14,q42} andG0 ¼ {q24,q41,q12}. Thus, Eq. 8 leads to the constraint
q21q14q42 ¼ q24q41q12.Bayesian statistics of ion-channel models
Following a Bayesian statistics approach, we assign a probability to a model
Q under the assumption that a sequence (Ek) of open and closed events has
been observed. Although P(Qj(Ek)) cannot be directly evaluated, it can be
rewritten using Bayes’ theorem as
P

Q
EkfPEkQPðQ; (9)
where f signifies that both sides are equal up to a multiplicative constant.
At first glance, it seems unclear how the probability P(Q) can be obtained.According to the Bayesian approach to inference, this distribution, which is
called ‘‘prior distribution’’, has to be chosen by the modeler. Choosing
a prior P(Q) enables the modeler to represent requirements that shall
hold for any model. The prior
PðQÞfexp

TrQ
r

; r˛Rþ; (10)
where Tr(Q) is the trace of the matrix Q, ensures that models whose rate
constants sum up to unrealistically high values are less likely. Equation10 is obtained by assuming that all rate constants qij are independent and
identically distributed according to an exponential distribution with param-
eter r. As already observed for the previous version of our algorithm (9), the
results are not very sensitive to the choice of r. For all examples presented
in this article, we have chosen r ¼ 30.
The likelihood P((Ek)jQ) describes for a given model Q how probable it
is to observe (Ek). Transition probabilities between consecutive events
within a sampling interval t can be calculated by restricting the transition
matrix At ¼ exp(Qt) to the class of states (open or closed) that has been
observed. For this purpose, we have to generalize transitions between indi-
vidual states to transitions between classes of states. As an example, we
look at the transition from any of the open states to any of the closed states.
The transition matrix At
OC for this situation is found by multiplying At with
the projection matrix PO from the left-hand side and multiplying with the
projection matrix PC from the right-hand side. In this way, we obtain
a new transition matrix
AOCt ¼ POAtPC; (11)
which accurately describes transitions from any of the open states to any of
the closed states. Thus, if our sequence (Ek) consists of these two classes Oand C only, then the probability forO occurring after C can be calculated by
PððOCÞjQÞ ¼ l$AOCt $u ¼ l$POAtPC$u; (12)
where l is the row vector of initial probabilities and u is a column vector that
has the value 1 in every component. Multiplication with the vector u doesnothingmore than sum the probabilities of exiting to any of the closed states.
The vector of initial probabilities l has to be normalized by only taking
into account open or closed states depending on the first observation E1.
Thus, the normalized initial probability ~l is given by
~l ¼ lPE1klPE1k1
¼ lPE1
lPE1u
; (13)
where the norm jj$jj1 is the sum of the components of a stochastic vector.
We will usually assume that the Markov chain is at equilibrium at the
beginning of a sequence, therefore we often choose l ¼ ~p to be the
stationary distribution p normalized as in Eq. 13. For an arbitrary sequence
(Ek), the probability P((Ek)jQ) can be calculated as
P

Ek
E1;Q ¼ ~p$PE1$At$PE2$.$At$PEN$u; (14)
where each Ek is either O or C. Equation 14 can be calculated efficiently
based upon a recursively defined filter (10), as described in SiekmannBiophysical Journal 103(11) 2275–2286
TABLE 1 Parameter values for models used for generating
test data sets
Test data sets
Model qij[ms
1] qji[ms
1] Data points
Sampling
interval t
Identifiable
Q22 q12 ¼ 0.4 q21 ¼ 0.5 105 0.05 ms
q13 ¼ 7.0 q31 ¼ 3.5
q ¼ 0.1 q ¼ 0.05
2278 Siekmann et al.et al. (9). Note that, in contrast to Siekmann et al. (9), only the forward stage
of the forward-backward algorithm is needed to calculate this probability
distribution, which means that the variant of the algorithm presented here
is slightly more efficient. In the SupportingMaterial, we show how the eval-
uation of Eq. 14 can be considerably optimized if a model has only one
open (or equivalently, one closed) state.
Now that all quantities appearing on the right-hand side of Eq. 9 have
been defined, samples for Q can be generated using a Metropolis-Hastings
algorithm (11,12). Sampling a sufficient number of models Q leads to
a good approximation of the probability distribution P(QjE).
24 42
Nonidentifiable
Qcycle21 q12 ¼ 0.72 q21 ¼ 0.8 106 0.05 ms
q13 ¼ 0.3 q31 ¼ 0.5
q23 ¼ 0.6 q32 ¼ 0.9
Qcycle31 q12 ¼ 0.058 q21 ¼ 0.3 106 0.05 ms
q14 ¼ 0.49735 q41 ¼ 0.42
q23 ¼ 3 q32 ¼ 0.03
q24 ¼ 4.9 q42 ¼ 0.8
Q22 is shown in Fig. 1 a, Q
cycle
21 in Fig. 1 c, and Q
cycle
31 in Fig. 1 d.Metropolis-Hastings sampling
Metropolis-Hastings algorithms (11,12) consist of two steps:
Step 1
This step is designed for generating a proposal and accepting (or rejecting)
this proposal. A proposal ~Q ¼ ð~qijÞ for a new sample is generated from
a sample Q by randomly perturbing the set of rate constants. The simplest
method is using a uniformly distributed random walk U(d, d) on the
interval [d, d]. The value of the step-width d has to be adjusted to a given
data set. It must be ensured that steps are large enough that local minima of
the likelihood can be left after a certain number of iterations but not too
large to ascertain that a sufficient number of proposed models ~Q is accepted.
In our experience, varying d by trial and error is sufficient (for the examples
here, suitable values range from 0.01 to 0.1), but we also applied an adap-
tive MCMC method with some success (13).
A proposal ~qij is generated from qij as
~qij ¼

qij þ uij; if qij>0; uij  Uðd; dÞ;
0; if qij%0:
(15)
In Eq. 15, only positive entries qij of the matrixQ are changed, i.e., we avoid
adding new edges to the graph of our underlying Markov model. Rateconstants must be positive, so sampling may have to be repeated until all
proposals ~qij are positive. Of course, after applying Eq. 15 the matrix ~Q
has to be recalculated so that the model remains conservative (using
Eq. 2), and fulfils the detailed balance conditions (shown in Eq. 7). Detailed
balance is imposed by fixing one rate constant within each cycle using Kol-
mogorov’s Criterion (as shown in Eq. 8). Then the diagonal must be recal-
culated (again using Eq. 2) to ensure that ~Q is conservative.
Step 2
In this step, it is decided if the proposal ~Q is accepted as a sample from the
probability distribution P(QjE). The model ~Q is accepted with probability
a ¼ min
(
1;
P

~Q

P

E
~Q
PðQÞPðEjQÞ
)
; (16)
where the right-hand sides of evaluating Eq. 9 for Q and ~Q appear in the
quotient. Equation 16 shows that a proposal ~Q is accepted for sure if its like-lihood is greater than for the sample Q. If the proposal ~Q is rejected, a new
proposal is generated.RESULTS
An example for model selection using test data
In the following, we demonstrate how our algorithm can be
used to select an appropriate model for a given data set. For
this purpose, we simulate data from the model shown in
Fig. 1 a. Parameters can be found in Table 1.Biophysical Journal 103(11) 2275–2286For fitting, the hierarchical search strategy proposed by
Bruno et al. (4) is applied. To begin, the dwell-time histo-
grams are examined. Raw, discretely sampled data cannot
be represented in a logarithmically binned histogram
because the open and closed times can only be determined
up to multiples of the sampling interval t. If bin widths
are linear, the damaging influence on the histogram can be
circumvented by choosing bin widths that are integral multi-
ples of t. This is impossible if bins are equally spaced on
a logarithmic scale. Therefore, we resample the dwell-
time distributions that we obtain from the discretely-
sampled data as proposed by Gin et al. (14). The accuracy
of this correction of the discrete dwell-time distributions
is not so important because our main interest is to obtain
an estimate of the minimum number of open and closed
states that a Markov model must have to provide a good
representation of a given data set. For the test data set
considered here, the open and the closed time-histograms
have two peaks each, indicating that an appropriate model
must at least have two open and two closed states (Fig. 2).
We start with a model with the maximum of possible
connections (with more rate constants the model would be
nonidentifiable, see the following section). Because this
model shown in Fig. 1 b contains a cycle, one rate constant
is fixed by the detailed balance condition (see Eq. 7). The fit
leads to very low values of the rate constants q34 and q43 (see
Fig. 3, e–g). According to the ‘‘hierarchical strategy’’
proposed by Bruno et al. (4), this is a hint that this edge
should not be present. Fits to alternative connections of
two open and two closed states with eight rate constants
are not shown because it is proven (also in Bruno et al.
(4)) that these models are equivalent to the model chosen
here.
Adding additional open or closed states leads to behavior
already observed in Siekmann et al. (9): the stationary prob-
ability of the additional state(s) is so low that it plays no role
ba
FIGURE 2 Logarithmically binned dwell-time
histograms for a test data set generated from the
model shown in Fig. 1 a with parameters from
Table 1. Both the open as well as the closed time
histograms have two peaks; therefore a Markov
model representing this data must at least have
two open and two closed states.
MCMC Can Detect Nonidentifiable Models 2279in the dynamics of the model (results not shown). This leads
to the conclusion that a model with no connection between
the open statesO3 andO4 (Fig. 1 a) is the best representation
of the given data set. Fig. 3, a–d, shows convergence plots
for both the algorithm presented here and our previously
published method. Because it is difficult to tune the step-
width d of our earlier method we compare both methods
using the walk-move of an adaptive MCMC method, the
t-walk (see Christen and Fox (13)).
Whereas both methods require similar runtime (approxi-
mately half an hour on a standard PC) for 30,000 iterations,
our new, to our knowledge, method has a higher acceptance
ratio (69% compared to 57.9%). Fig. 4 shows histograms of
rate constants obtained from a fit to this model. Because we
obtain similar likelihood scores for both models (29,947
for the simpler and 29,949 for the model with the addi-
tional link), the model with six rates is preferable to the
one with eight rates (where one rate is fixed by detailed
balance, from Eq. 7, which makes seven independent
parameters). Therefore, in addition to our observation that
the rate constants connecting the open states O3 and O4
are small, we have further quantitative support for preferring
the simpler model.Nonidentifiable models
The task of model selection is a difficult problem because
the number of possible models quickly increases with the
number of states. Two additional problems arise due to
the ambiguity of open and closed states in aggregated
Markov models—namely, model equivalence and the
nonidentifiability of models. Both phenomena are based
upon a result by Fredkin et al. (2) and Fredkin and Rice
(3) stating that a suitable model must accurately reproduce
the open and closed time-distributions of a given data set. It
is known that given, open and closed time-distributions
determine a Markov model with nC closed and nO open
states only up to equivalence to other models with the
same number of open and closed states (1,4,15). This means
that a whole class of Markov models (whose states are con-
nected in different ways) fit a given data set equally well,
i.e., should achieve approximately the same likelihoodscore. This phenomenon is called ‘‘model equivalence’’ in
the literature.
It has to be noted here that the original definition of
model equivalence (and the related notion nonidentifiabil-
ity; see Kienker (1)), relate, strictly speaking, only to
continuously-sampled data. Two models with infinitesimal
generators Q and ~Q are said to be equivalent if they generate
the same open and closed time-distributions. It is easy to
see, though, that the distributions of consecutive open and
closed events (that play the role of the open and closed
time distributions in the discrete case) also coincide if we
sample from equivalent models Q and ~Q at a discrete
sampling interval t. By assuming that our discrete data
is the result of discrete sampling from an underlying
continuous-time Markov process we will, in the following,
use the original definitions of model equivalence and
identifiability.
Closely related to model equivalence is the nonidentifi-
ability problem. If the parameters of a model shall be deter-
mined from data, the model must generate different
probability distributions for different parameter values.
Otherwise, one data set (whose points are considered as
samples from the probability distributions generated by
the model) would have two or more different interpretations,
i.e., could be represented by more than one model. For
aggregated Markov models that are used for the modeling
of ion channels, it has been known for a long time that,
for some models, several sets of rate constants lead to iden-
tical dwell-time distributions (2,3). Therefore, for a noniden-
tifiable model at least some of the rate constants cannot be
determined unambiguously from any given data set—these
models are inherently overparameterized. Still, classifying
the set of nonidentifiable models is an open problem (see
Fredkin et al. (2) and Bruno et al. (4)).
The effect of nonidentifiability is more severe in practice
than model equivalence. When choosing a particular model
based upon a likelihood score, the fact that this model is
only determined up to equivalence does not make this
choice better or worse—the model simply is a representant
of its equivalence class. Considering representants of equiv-
alence classes using canonical forms (1,4,15) may even
allow us to make model selection more efficient. ModelBiophysical Journal 103(11) 2275–2286
a b
c
e
f
g
d
FIGURE 3 (a–d) Comparison of our previously
published MCMC method (9) (a and c) with the
improved version presented in this article (b and
d). Both algorithms are run on a test data set of
100,000 data points separated by a sampling
interval t ¼ 0.05 ms that was generated from
Model 1a. Because it is difficult to tune the step-
width d of a simple Metropolis-Hastings step to
achieve convergence with our earlier method, the
adaptive walk move described in Christen and
Fox (13) was used. While the runtime for 30,000
iterations is comparable (previous method,
33 min and improved method, 29 min on a standard
PC), the improved method has a clearly better
acceptance ratio (previous, 57.9%; improved,
69.0%). (e–g) The same test data set is fitted (using
a simpleMetropolis-Hastings step, d¼ 0.04) with a
model which has an additional link (Fig. 1 b). The
additional rates q34 and q43 quickly tend toward
low values, indicating that these rate constants
are not supported by the data, whereas the other
rates tend toward values close to the correct ones.
2280 Siekmann et al.equivalence further implies that it is questionable to inter-
pret the graph of a Markov model as a representation of
an underlying chemical process such as binding and
unbinding of ligands—because fits to data do not allow us
to distinguish between different mechanisms. In contrast,
the unconscious use of a nonidentifiable model for repre-
senting a data set is potentially dangerous. The inferred esti-
mates of at least some of the parameters are untrustworthy,
as different choices of model parameters would represent
the observations equally well. Therefore, biological inter-Biophysical Journal 103(11) 2275–2286pretations based upon these ambiguous rate constants are
likely to be wrong.
Because of this, the use of MCMC, which makes avail-
able the full probability distribution of parameters, has
important advantages over approaches, such as maximum-
likelihood estimators (MLE) that are based upon point esti-
mates. An MLE approach might pick one possible set of rate
constants as the best fit (although, in fact, one or more
different choices represent the data equally well). For the
algorithm implemented in the widely used software QuB-
ba
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FIGURE 4 Fitted rate constants for a data set of
100,000 data points separated by a sampling
interval t ¼ 0.05 ms generated from model Q22
(see Fig. 1a, Table 1) fitted with the same model.
The true values of the rate constants are given
below the histograms for comparison. Parameters
of the MCMC sampler. Iterations, 30,000; burn-
in, 10,000 iterations; step-width d ¼ 0.05.
MCMC Can Detect Nonidentifiable Models 2281MIL (7,8) this was reported by Bruno et al. (4), and we will
provide another example here. Uncertainty of MLE esti-
mates can be quantified by asymptotic confidence intervals
or inferred by more elaborate approaches like bootstrapping
(16). Nevertheless, hints to nonidentifiability and other sour-
ces of model uncertainty can be revealed more clearly by
MCMC approaches. Because MCMC approximates full
probability distributions, it is expected that the marginal
distributions for at least some of the rate constants indicate
that they cannot be identified.Two closed states, one open state
Let us first consider a model with three states connected to
a cycle. This model is nonidentifiable, which follows
directly from Fredkin and Rice (3). Depending on the total
number of states nS ¼ nO þ nC and the number of indepen-
dent transitions from the open to the closed aggregate of
states, nOC, they showed that 2nOC (nS – nOC) is an upper
bound for the number of rate constants that can be inferredunambiguously from stationary data. For our example, we
have nS ¼ 3 and nOC ¼ 1, because both edges between
closed and open states originate in the same open state.
Thus, the maximum number of identifiable rate constants
is four, whereas the model shown in Fig. 1 c has six rate
constants (although only five of these can be freely chosen
because one of the rates is fixed by the others due to the
detailed balance condition).
For this reason, it is expected that fits to a test data set
generated from the model shown in Fig. 1 c will cause prob-
lems. We use the software QuB-MIL, which implements
a widely used maximum-likelihood method to fit a test
data set consisting of 106 data points. Results are shown
in Table 2. Module QuB-MIL, Ver. 1.5.0.29, was run
ensuring that the detailed balance constraint, Eq. 7, was ful-
filled. It shows that the fit fails to reproduce some important
features of the data set (e.g., the open probability estimated
from the data set is ~24% whereas the stationary open prob-
ability of the fitted model is only 13.6%). However, this is
not indicated clearly by QuB-MIL; the gradient is low,Biophysical Journal 103(11) 2275–2286
TABLE 2 QuB-MIL results of fits to nonidentifiable models
Fit with QuB-MIL to model Qcycle21 (Fig. 1 c)
Qcycle21 qij[ms
1] qji[ms
1]
q12 ¼ 0.4465 0.08549 q21 ¼ 1.8725 0.3422
q13 ¼ 0.0315 0.02477 q31 ¼ 0.16245 0.1268
q23 ¼ 10.95 6.161 q32 ¼ 13.35 0.287
Stationary distribution
p1 ¼ 0.697596 p2 ¼ 0.166197 p3 ¼ 0.13620
Fit with QuB-MIL to model Qcycle31 (Fig. 1 d)
Qcycle31 qij[ms
1] qji[ms
1]
q12 ¼ 2.1865 0.684 q21 ¼ 0.1215 0.04151
q14 ¼ 4.2325 0.7291 q41 ¼ 0.60765 0.09128
q23 ¼ 0.26475 0.06778 q32 ¼ 0.037335 0.004167
q24 ¼ 0.21255 0.0392 q42 ¼ 0.55115 0.08904
Stationary distribution
p1 ¼ 0.006488 p2 ¼ 0.117209 p3 ¼ 0.831109 p4 ¼ 0.045193
The parameters of the test data sets can be found in Table 1.
2282 Siekmann et al.which generally implies that the set of rate constants re-
turned by the method is indeed a local likelihood maximum.
The only direct hint that the results of this fit may be ques-
tionable is that some rates, q13, q31, and q23, have relatively
high standard deviations. Certainly, experienced users of
MLE methods will be able to interpret these hints
appropriately.
But the MCMC method presented here not only gives
clearer indications that the results of a fit to this model
may be questionable, but is also able to extract much
more information about the true model from the data set.
The stationary probability of O3 is estimated correctly.
Because there is only one open state, the stationary proba-
bility of O3 should be close to the relative frequency of
open events. It is slightly more interesting that the exit
rate from the open state, i.e., q31 þ q32, can be determined
as well (Fig. 5 h). This implies that the distribution of
open times is estimated correctly by fO3 ¼ (q31 þ q32) exp
((q31 þ q32)t). However, this quantity can be estimated
from the data by more elementary means because
1/(q31 þ q32) is the expected length of open time intervals.
Finally, some information on the rates exiting O3 can be
gained—the convergence plot (Fig. 5 a) shows that the
rate constants q13 and q23 seem to swap their values after
~1.5  105 iterations. This behavior, which is due to the
symmetry of model Qcycle21 (Fig. 1 c), is known as ‘‘label
switching’’ (see Jasra et al. (17) for a review in the context
of mixture models where this problem arises frequently). It
is often difficult to resolve label-switching problems, but
here the modes of the distributions of q13 and q23 are well
separated; thus, by thresholding the original histograms at
~0.45, we separate the two modes and obtain the histograms
shown in Fig. 5, b and c, whose mean values are close to the
true values 0.3 and 0.6.
In contrast, the samples for the rates q12 and q21 connect-
ing the closed states are highly variable (Fig. 5 d), whichBiophysical Journal 103(11) 2275–2286leads to wide-spread distributions (Fig. 5, e and f). This indi-
cates that these rates cannot be determined unambiguously
from the data.
Incidentally, Ball et al. (18) experienced similar noniden-
tifiability when they tried to fit to themodel shown in Fig. 1 c.Three closed states, one open state
We now provide a second example of a fit to a nonidentifi-
able model: The model shown in Fig. 1 d. The convergence
plot in Fig. 6 a shows that the rates q12 and q14 vary over
a wide range. In addition, the other rate constants typically
show a widespread distribution but do not move as
erratically.
Again, the sum of the rates q41 and q42 exiting the open
state O4 converges to a distribution centered at the correct
value 1.22 ms1, although the samples of the individual rates
show high variability (Fig. 6 c). However, in contrast to the
preceding example, the probability distributions for the rates
entering O4 do not allow inference of the true values.
For this example, the software QuB-MIL infers rate
constants that are clearly different from the model used
for generating the test data (see Table 2 b and compare to
Table 1). In contrast to the previous fit, all standard devia-
tions are relatively low, so in this case there is no sign indi-
cating that the model may be unsuitable. The total exit rate
from the open state O4 is underestimated (1.16 ms
1),
although it is inferred accurately by the MCMC sampler.An example with a realistic data set
Table 3 shows arithmetic means and standard deviations for
the results of fits to data collected from type-II IP3R at
10 mM IP3, 5 mMATP, and 50 nM Ca
2þ (19). At this combi-
nation of ligands, the data is characterized by mode changes.
Although the IP3R is nearly inactive for long periods of
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FIGURE 5 Results for a fit to a data set (106 data points) generated from the nonidentifiable model shown in Fig. 1 c. The sampler was run for 5  105
iterations; burn-in, 10,000 iterations. (a–c) Due to the symmetry in the model, label-switching occurs; the convergence plot shows that the rates entering O3
are swapped. Because the resulting bimodal distributions have well-separated peaks (data not shown), the label-switching problem can be resolved by select-
ing one of the modes for each of the rate constants. Mean values of these distributions (b and c) are close to the true values of q13 and q23 (0.3 and 0.6). (d–f)
Samples for the rates q12 and q21 connecting the closed states C1 and C2 move erratically, which leads to wide-spread distributions. (g–j) The rates exiting O3
(q31 and q32) cannot be fixed individually, but their sum converges to a value close to the true value, 1.4).
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FIGURE 6 Results for a fit to a data set (2  105
data points) generated from the nonidentifiable
model shown in Fig. 1 d. Sampler was run for
3  106 iterations (burn-in, 1.5  106) with
a step-width d ¼ 0.15.
2284 Siekmann et al.time, it can instantaneously switch to a high level of activity
that is characterized by frequent openings.
We have selected a data segment that exhibits a high level
of activity that we aim to represent in an appropriate model.
Models are denoted Qij where i stands for the number of
closed and j for the number of open states. A pictogram of
the graph of a particular model is shown together with the
results for the rate constants in Table 3. As an example,
convergence plots for the MCMC algorithm are shown for
model Q31 (Fig. 7). The likelihoods suggest that model
Q31 with three closed and one open state fits the data
best—its likelihood score is higher than for models Q11,
Q21 with fewer and Q41 with a higher number of closed
states. Models with more than one open state produced fits
where all except one open state had very low stationary
probabilities (results not shown), and therefore these models
were excluded. In addition, only one example for each of the
models with one open state is shown because all topologies
with one open state are equivalent (4). This leads to the
conclusion that model Q31 is the best representation forBiophysical Journal 103(11) 2275–2286the active mode of type-II IP3R. Details on a model that
represents the switching between the active and the nearly
inactive mode can be found in Siekmann et al. (20).
In principle, MCMC approaches can even be used for
partially automatizing model selection using reversible-
jump MCMC as shown by Hodgson and Green (21).
However, designing a reversible-jump sampler is not an
easy task, and is beyond the scope of this article.DISCUSSION
Identifiability is a severe problem for the modeling of ion
channels. A large number of the models obtained by con-
necting open and closed states are overdetermined and
thus cannot be used for fitting. Because the classification
of identifiable models is still an unsolved problem, this leads
to considerable difficulties in practical applications. By the
negative criterion due to Fredkin and Rice (3) which gives
an upper bound for the edges of identifiable models, it is
possible to restrict the number of models, but effective
TABLE 3 Results for fits for a data set (290,000 data points, sampling interval t ¼ 0.05 ms) collected from type-II IP3R at 10 mM IP3,
5 mM ATP, 50 nM Ca2D to different models
Model qij[ms
1] qji[ms
1] Likelihood
Q11 C1–O2 q12 ¼ 2.6848935 0.070417 q21 ¼ 2.7218705 0.072489 141,814
Q21
O3
r
C1  C2
q12 ¼ 0.0390195 0.003728 q21 ¼ 0.0867245 0.008305 125,330
q13 ¼ 9.7877325 0.101025 q31 ¼ 3.2505685 0.035998
Q31 O4
r
C1  C2  C3
q12 ¼ 1.1251505 0.036311 q21 ¼ 0.0945235 0.008178 125,072
q23 ¼ 0.0047065 0.001427 q32 ¼ 0.0116295 0.003210
q24 ¼ 10.065905 5 0.139341 q42 ¼ 3.2727945 0.047411
Q41
C1–C2–C3–C4–O5
q12 ¼ 0.0196925 0.007848 q21 ¼ 0.3295105 0.169228 125,082
q23 ¼ 0.4937625 0.133622 q32 ¼ 0.1378825 0.052847
q34 ¼ 1.3225515 0.100999 q43 ¼ 0.1105755 0.009022
q45 ¼ 10.110514 5 0.119087 q54 ¼ 3.2720455 0.034769
Mean values and standard deviations are shown for runs of 60,000 iterations (burn-in: 30,000 iterations). Convergence plots for the model Q31 with the best
likelihood score are shown in Fig. 7.
MCMC Can Detect Nonidentifiable Models 2285methods for proving that a given model is identifiable are
missing. Because identifiability of models, as well as the
related problem of their equivalence classes, are both poorly
understood, several canonical forms have been suggested by
Kienker (1), Bruno et al. (4), Larget (15), and Flomenbom
and Silbey (22). This approach inevitably restricts the model
structure to certain topologies. A more severe problem is
that, in some cases, models may only represent certain
data sets if negative rate constants are allowed, which leads
to physically unrealistic models as described in Bruno et al.
(4). This restricts the approach for practical use.
In several examples, we demonstrated that Markov-chain
Monte Carlo (MCMC) approaches give strong indications
when a nonidentifiable model was used. The fits clearly
showed that some rate constants could not be identified,
i.e., the samples varied over a wide range. Even if a modeler
does not have a deep theoretical background about advanced
statistical concepts such as identifiability of models, these
warning signs indicate that choosing this particular model
is not a good idea.
In contrast, an MLE-based method might pick one partic-
ular set of parameters as the most likely choice of several
possible alternatives without giving the modeler similarly
obvious hints that this result is, in fact, questionable. Brunoa bet al. (4) seem to worry that the decision about a nonidentifi-
able versus an alternative identifiable model may come
down to comparing the likelihood scores—they conjecture
that the likelihood of a nonidentifiable model is always
lower than the likelihood of an identifiable model with the
same number of open and closed states. Even if this conjec-
ture is true, it is unsatisfying, because the likelihood is
an overall indicator of the quality of a fit. For example,
the quality of a data set may play as much of a role for
the likelihood score as a model being identifiable or
nonidentifiable.
Our MCMC method not only demonstrates clearly that
nonidentifiable models are overparameterized, but also
extracts a lot of information from data sets generated by
nonidentifiable models. In the case of the nonidentifiable
model with three states (Fig. 1 c), the probability distribu-
tions of the rates entering the open state could be inferred
approximately after solving a label-switching problem.
Because MCMC gives more detailed results than MLE,
MCMC methods usually require longer runtimes. In
general, our method is computationally more expensive,
although runtimes on standard PCs are still in a range
feasible for practical applications. However, we have
demonstrated that by taking advantage of structuralFIGURE 7 Convergence plot for the model Q31
used for fitting data from type-II IP3R. Acceptance
ratio for these data consisting of 290,000 data
points was 32.5% with a step-width d ¼ 0.01.
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2286 Siekmann et al.properties of models (for example, that a model has only one
open state), considerable runtime improvements can be
achieved (see the Supporting Material). It is expected that
further research will lead to similar improvements for other
important classes of models.SUPPORTING MATERIAL
Amethod for achieving runtime improvements for models with one open or
one closed state and four equations are available at http://www.biophysj.
org/biophysj/supplemental/S0006-3495(12)01129-0.
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