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We give an elementary and direct proof of the identity:
limsup
|w|→1−
Nψ(w)
1− |w| = limsup|a|→1−
(
1− |a|2)∥∥1/(1− a¯ψ)∥∥2H2 ,
for any analytic self-map ψ of {z: |z| < 1}; where Nψ denotes the Nevanlinna counting
function of ψ . We further show that one can ﬁnd analytic self-maps ψ of {z: |z| < 1},
where the composition operator Cψ on the Hardy space H2 is compact, such that ‖ψn‖H2
tends to zero at an arbitrarily slow rate, as n → ∞; even in the case that ψ is univalent.
Among these are new examples, where Cψ is compact on H2, but not in any of the
Schatten classes.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction and preliminaries
Let D denote the unit disk {z: |z| < 1} and let ψ be an analytic function on D that maps D into itself; a so-called
analytic self-map of D. Then ψ has nontangential boundary values a.e. (Lebesgue measure) on T := {z: |z| = 1}, which we
also denote by ψ . Throughout this paper we let m denote normalized Lebesgue measure on T and let A denote normalized
two-dimensional Lebesgue measure on D. Now, by the Littlewood Subordination Principle (cf., [13, Section 1.3]), ψ gives
rise to a bounded composition operator Cψ on the Hardy space H2 (:= H2(D)); where Cψ( f ) := f ◦ ψ . The Nevanlinna
counting function Nψ (of ψ ) plays a central role in many results concerning Cψ in this and other contexts, and is deﬁned
on D \ {ψ(0)} by
Nψ(w) := −
∑
z∈ψ−1({w})
log |z|,
where the sum honors the multiplicity of any zero of ψ − w , and is zero if ψ−1({w}) = ∅; and Nψ(ψ(0)) := ∞. Featuring
among results involving Nψ is a theorem of J.H. Shapiro (cf., [12, Theorem 2.3]) that gives the square of the essential norm
of Cψ on H2 precisely as:
limsup
|w|→1−
Nψ(w)
1− |w| .
Hence, Cψ is compact on H2 if and only if lim|w|→1−
Nψ (w)
1−|w| = 0. With ψ as above, let μψ be the induced measure of ψ ,
which is deﬁned on Borel subsets E of D by
μψ(E) =m
({
ζ ∈ T: ψ(ζ ) ∈ E}).
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S(h, θ0) =
{
reiθ : 1− h r  1 and |θ − θ0| h
}
.
It is well known that Cψ is compact on H2 precisely when μψ(S(h, θ0)) = o(h). Establishing this is a rather straightforward
exercise using the Weak Convergence Theorem in Section 2.4 of [13] along with the observation that
∥∥Cψ( f )∥∥2H2 =
∫
| f |2 dμψ ;
see the introduction of [14], or Theorem 3.12 in [6] for details. And, one can apply Lemma 3.3 in Chapter VI of [7] to ﬁnd
that μψ(S(h, θ0)) = o(h) precisely when
lim
|a|→1−
∫
1− |a|2
|1− a¯ξ |2 dμψ(ξ) = 0;
which, by a change of variables, is equivalent to:
lim
|a|→1−
∫
T
1− |a|2
|1− a¯ψ(ζ )|2 dm(ζ ) = 0. (∗)
Therefore, the compactness of Cψ on H2 is equivalent to condition (∗) holding; and this is a well-known result. Indeed,
J.A. Cima and A.L. Matheson have observed that
limsup
|w|→1−
Nψ(w)
1− |w| = limsup|a|→1−
∫
T
1− |a|2
|1− a¯ψ(ζ )|2 dm(ζ ),
for any analytic self-map ψ of D; cf., [5]. Their argument is based largely on the nontrivial proof of Theorem 2.3 in [12].
For the sake of completeness, we give a direct function-theoretic proof of this identity; see Theorem 2.2. This leads into a
discussion concerning the possible rates at which ‖ψn‖H2 tends to zero (as n → ∞) for those ψ for which Cψ is compact
on H2. We discover that arbitrarily slow rates are possible, even in the case that ψ is univalent; see Theorem 2.6. Along the
way we ﬁnd new examples, where Cψ is compact on H2, but not in any of the Schatten classes; see Remark 2.7, and for
related work see [4,9,10] and [16]. We close this section by recalling that B.D. MacCluer has extended the aforementioned
measure-theoretic equivalence of the compactness of Cψ to the more complicated setting of the Hardy spaces of the ball
in Cn; cf., [11].
2. An identity revisited
We begin our work here with a lemma, some notation and a few observations concerning the Nevanlinna counting
function.
Lemma 2.1. For 0 < c < 1,
(
1− c2) ∞∑
n=1
c2n−2
n + 1 → 0,
as c → 1− .
Proof. Recall that, for 0 < x < 1,
∑∞
n=0 x
n+1
n+1 = − log(1− x), and so we ﬁnd that
(
1− c2) ∞∑
n=1
c2n−2
n + 1 = −
(
1− c2) log(1− c2) + c2
c4
;
which tends to zero as c → 1− . 
For any point a in D, let ϕa be the analytic automorphism of the unit disk given by ϕa(z) = a−z1−a¯z ; notice that (ϕa ◦
ϕa)(z) = z. If ψ is any analytic self-map of D, then it is immediate that Nψ(ϕa(w)) = Nϕa◦ψ(w), and in particular that
Nψ(a) = Nϕa◦ψ(0). As was observed by J.A. Cima and A.L. Matheson (in [5]), the identity given by the next result can be
derived from the proof of Theorem 2.3 in [12]. We give a direct proof that is purely function-theoretic. Parts of the proof
here are reminiscent of work in Section 10.7 of [13].
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limsup
|w|→1−
Nψ(w)
1− |w| = limsup|a|→1−
∫
T
1− |a|2
|1− a¯ψ(ζ )|2 dm(ζ ).
Proof. The result clearly holds if ψ ≡ 0, and so we proceed under the assumption that ψ 
≡ 0. In what follows, for positive
functions f and g of the variable a in D, we write f (a) ≈ g(a) to indicate that f (a)/g(a) → 1, as |a| → 1− . Then, by
the Littlewood–Paley Identity and a change of variables formula (cf., [13, pp. 178 and 186, respectively]), and with c(a) :=
1/|1− a¯ψ(0)|2,
∫
T
1− |a|2
|1− a¯ψ(ζ )|2 dm(ζ ) =
(
1− |a|2)
[
c(a) + 2
∫
D
∣∣∣∣ a¯ψ ′(z)(1− a¯ψ(z))2
∣∣∣∣
2
log
(
1
|z|
)
dA(z)
]
≈ (1− |a|2)c(a) + 2∫
D
Nψ(w)
1− |a|2
|1− a¯w|4 dA(w)
= (1− |a|2)c(a) + 2∫
D
Nψ(w)
1− |a|2
∣∣ϕ′a(w)∣∣2 dA(w)
≈ (1− |a|2)c(a) + ∫
D
Nψ(w)
1− |a|
∣∣ϕ′a(w)∣∣2 dA(w).
Since supa∈D c(a) < ∞, we conclude that
limsup
|a|→1−
∫
T
1− |a|2
|1− a¯ψ(ζ )|2 dm(ζ ) = limsup|a|→1−
∫
D
Nψ(w)
1− |a|
∣∣ϕ′a(w)∣∣2 dA(w).
What remains to be shown is that
limsup
|a|→1−
∫
D
Nψ(w)
1− |a|
∣∣ϕ′a(w)∣∣2 dA(w) = limsup|w|→1−
Nψ(w)
1− |w| .
To this end, ﬁrst observe that by a change of variables, the sub-averaging property (cf., [13, p. 190]) and the notes at the
beginning of this section,∫
D
Nψ(w)
∣∣ϕ′a(w)∣∣2 dA(w) =
∫
D
Nψ
(
ϕa(z)
)
dA(z)
=
∫
D
Nϕa◦ψ(z)dA(z)

∣∣ϕa(ψ(0))∣∣2Nϕa◦ψ(0) = ∣∣ϕa(ψ(0))∣∣2Nψ(a).
Thus, for a 
= ψ(0),
Nψ(a)
1− |a| 
1
|ϕa(ψ(0))|2
∫
D
Nψ(w)
1− |a|
∣∣ϕ′a(w)∣∣2 dA(w).
Since |ϕa(ψ(0))| → 1, as |a| → 1− , it now follows that
limsup
|a|→1−
Nψ(a)
1− |a|  limsup|a|→1−
∫
D
Nψ(w)
1− |a|
∣∣ϕ′a(w)∣∣2 dA(w).
For the reverse inequality, let β = limsup|w|→1− Nψ (w)1−|w| ; which we know is ﬁnite by the corollary on page 188 of [13]. Then,
for any ε > 0, there exists R , 0 < R < 1, such that
Nψ(w) (β + ε)
(
1− |w|),
provided R  |w| < 1. And, by a change of variables and making use of the fact that ϕa(z) = (a− z)∑∞n=0 a¯nzn , we ﬁnd that
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D
(
1− |w|2)∣∣ϕ′a(w)∣∣2 dA(w) = 1−
∫
D
∣∣ϕa(z)∣∣2 dA(z)
= (1− |a|2)
[
1− (1− |a|2) ∞∑
n=1
|a|2n−2
n + 1
]
.
Therefore, since |ϕ′a(w)|2/(1− |a|) → 0 uniformly on compact subsets of D, as |a| → 1− , and by Lemma 2.1, we have:
limsup
|a|→1−
∫
D
Nψ(w)
1− |a|
∣∣ϕ′a(w)∣∣2 dA(w) limsup|a|→1−
∫
D
(β + ε)(1− |w|)
1− |a|
∣∣ϕ′a(w)∣∣2 dA(w)
= limsup
|a|→1−
∫
D
(β + ε)(1− |w|2)
1− |a|2
∣∣ϕ′a(w)∣∣2 dA(w)
= limsup
|a|→1−
(β + ε)
[
1− (1− |a|2) ∞∑
n=1
|a|2n−2
n + 1
]
= β + ε.
Now ε > 0 is arbitrary, and so it follows that
limsup
|a|→1−
∫
D
Nψ(w)
1− |a|
∣∣ϕ′a(w)∣∣2 dA(w) limsup|w|→1−
Nψ(w)
1− |w| ;
which completes our proof. 
The next two results follow immediately from Theorem 2.3 in [12], and Theorem 2.2 above; one may also consult [5].
Corollary 2.3. Let ψ be an analytic self-map of D. Then
limsup
|a|→1−
∫
T
1− |a|2
|1− a¯ψ(ζ )|2 dm(ζ )
is the square of the essential norm of Cψ on H2 .
Corollary 2.4. Let ψ be an analytic self-map of D. Then the following are equivalent.
(i) Cψ is compact on H2 .
(ii) lim|w|→1−
Nψ (w)
1−|w| = 0.
(iii) lim|a|→1−
∫
T
1−|a|2
|1−a¯ψ(ζ )|2 dm(ζ ) = 0.
As before, let ψ be an analytic self-map of D. If m({ζ ∈ T: |ψ(ζ )| = 1}) > 0, then μψ(T) > 0 and hence
∫ 1−|a|2
|1−a¯ξ |2 dμψ(ξ)
does not tend to zero, as |a| → 1− . Thus, by Corollary 2.4, if m({ζ ∈ T: |ψ(ζ )| = 1}) > 0, then Cψ is not compact on H2;
one may also refer to the proposition on page 32 of [13] for this well-known result. Therefore, if Cψ is compact on H2, then
‖ψn‖H2 decreases to zero, as n → ∞. Now, recall that every Hilbert–Schmidt operator is compact and that the nonnegative
integral powers of the variable z form an orthonormal basis for H2. Therefore, if
∑∞
n=1 ‖ψn‖2H2 converges, then Cψ is
compact on H2. Our next result shows that the converse of this last statement fails with a vengeance. Indeed, there exist ψ ,
where Cψ is compact on H2, such that ‖ψn‖H2 tends to zero at an arbitrarily slow rate, as n → ∞; even in the case that
ψ is univalent. We begin with a lemma that is an immediate consequence of the substantial work of C.J. Bishop in [1]; see
Theorem 1.1 in this reference.
Lemma 2.5. Let {rk}∞k=1 be an increasing sequence of real numbers in the interval (0,1) such that limk→∞ rk = 1. Then there is an
analytic self-map ψ of D that ﬁxes zero such that
μψ =
∞∑
k=1
1
2k
mrk ,
where mrk denotes normalized Lebesgue measure on {z: |z| = rk}.
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self-map ψ of D, where Cψ is compact on H2 , such that ‖ψn‖H2  sn for all n. Moreover, ψ can be chosen to be univalent.
Proof. We ﬁrst show that Lemma 2.5 gives us a solution, though not univalent. Let ψ be an analytic self-map of D, as given
by Lemma 2.5. Since μψ(T) = 0, ‖ψn‖H2 decreases to zero, as n → ∞. And since μψ is a radial measure, {ψn}∞n=0 is an
orthogonal sequence in H2; see [1,2] or [14] for detailed accounts of such μψ . Now, for any point a in D,
1
1− a¯ψ(ζ ) =
∞∑
n=0
a¯nψn(ζ )
converges uniformly on the set of points (of full Lebesgue measure) in T where ψ has nontangential boundary values. Thus,
for any positive integer N ,∫
T
1− |a|2
|1− a¯ψ(ζ )|2 dm(ζ ) =
(
1− |a|2) ∞∑
n=0
|a|2n∥∥ψn∥∥2H2
= (1− |a|2)
[
N−1∑
n=0
|a|2n∥∥ψn∥∥2H2 +
∞∑
n=N
|a|2n∥∥ψn∥∥2H2
]
<
(
1− |a|2N)+ ∥∥ψN∥∥2H2;
which can be made less than any prescribed positive real number by choosing N suﬃciently large and |a| suﬃciently near 1.
Hence, by Corollary 2.4, Cψ is compact on H2. Moreover,
∥∥ψn∥∥2H2 =
∫
|z|2n dμψ(z) =
1∫
0
μψ
({
z: |z| > t1/2n})dt. (#)
Therefore, by choosing r1 suﬃciently large and by choosing a suﬃciently rapid rate convergence of {rk}∞k=1 to 1, we can
force: ‖ψn‖H2  sn for all n.
We now show that there is a univalent solution to Theorem 2.6. Our goal is to produce a simply connected subregion Ω
of D that contains 0 and has the properties:
(I) If ψ is a conformal mapping from D onto Ω that ﬁxes 0, then ψ has no angular derivative on T (cf., Section 4.2 of [13]),
and, additionally,
(II) Ω can be chosen so that ω({z: r < |z| < 1}) tends to zero at an arbitrarily slow rate, as r → 1− , where ω(= μψ )
denotes harmonic measure on ∂Ω for evaluation at 0; see (#).
The example we construct is the unit disk with multiple, carefully chosen, radial slits. For any positive integer n, let Λn =⋃2n−1
k=0 {reiθk : 1−2−n  r  1 and θk = 21−nπk}. Notice that Λn consists of 2n equally spaced radial segments, each of length
2−n and each touching T. Let us call Λn the n-th generation (of slits). The region that does the job for us here has the
form Ω := D \ ⋃∞k=1 Λnk , where {nk}∞k=1 is a strictly increasing sequence of positive integers; the construction of Ω is
described below. In broad terms, what makes a region of this form work is that the ratio of the length of any slit in the
n-th generation to the radian gap between consecutive slits is 1/2π , independent of n. Now, for any positive integer K ,
let ΩK = D \⋃Kk=1 Λnk and let ωK denote harmonic measure on ∂ΩK for evaluation at 0. We begin by showing that (I)
holds for any Ω of the form D \⋃∞k=1 Λnk ; but ﬁrst some notation is required. For ξ in T and 0 < θ < π , let Sξ (θ) denote
the interior of closed convex hull of {ξ} ∪ {z: |z|  sin( θ2 )}. We call Sξ (θ) the Stolz region based at ξ with vertex angle θ .
Suppose that ψ has an angular derivative at some point ζ0 in T. Then ξ0 := ψ(ζ0) (the nontangential limit of ψ at ζ0)
exists and is in T, and furthermore, ψ is conformal at ζ0; cf., Chapter 4 of [13]. Hence, for any θ , 0 < θ < π , there exists r,
0 < r < 1, such that {z ∈ Sξ0 (θ): |z − ξ0| < r} ⊆ Ω . Yet, by the deﬁnition of Ω , if θ  7π8 , then this containment fails for any
ξ0 in T and any r > 0. Now 7π8 works here by a simple geometric argument that involves the facts that 0.25 < 1/π (which
is twice the ratio mentioned above) and π/16 < arctan(0.25). Therefore, ψ has no angular derivative on T. And from this it
easily follows that ω(T) = 0. What remains to be shown is (II).
Claim. There exists a constant β , 0 < β < 1, such that for any increasing sequence of positive integers {nk}∞k=1 that satisﬁes
nk+1 − nk  log(2/β)log2 k (for k = 1,2,3, . . .), we have:
ωK (T) βωK−1(T), for all positive integers K ;
where ω0 :=m, ΩK := D \⋃Kk=1 Λn , and (for K  1) ωK denotes harmonic measure on ∂ΩK for evaluation at 0.k
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(for k = 1,2,3, . . .). Yet, for the proof of the more general version, there is a price to be paid involving standard, though
tedious estimates on harmonic measure. Since, in the claim above, the growth restriction on {nk}∞k=1 is indeed a lower
bound constraint, it does not impinge on our strategy here, and thus we opt for this slightly weaker, though more accessible
version. We ﬁrst show that once we have this claim, (II) follows quickly. Indeed, assuming that this claim holds and that
{nk}∞k=1 is an increasing sequence of positive integers satisfying its growth condition, we can apply the Maximum Principle
and ﬁnd that
ω
({
z: 1− 2−nK  |z| < 1})ω
( ∞⋃
k=K
Λnk
)
ωK−1(T) βK−1,
for all positive integers K ; where Ω := D\⋃∞k=1 Λnk and ω denotes harmonic measure on ∂Ω for evaluation at 0. Therefore,
choosing n1 suﬃciently large and choosing a suﬃciently rapid rate of growth of the sequence {nk}∞k=1, we have (II). We now
proceed to argue in support of the claim. For any positive integer k, let γk = {z: |z| = 1−3 ·2−nk−1}. So, γk is the circle in D,
concentric with T, whose distance from T is three-halves the length of any slit in the nk-th generation. Hence, for k  2,
γk has precisely one point of intersection with each slit in the nk−1-th generation. For each of these points of intersection,
delete the open arc from γk that is centered at the point and that sweeps through an angle of radian measure 21−nkπ ; and
let Γk be the resulting compact subset of γk . So, for k  2, Γk has 2nk−1 components, each sweeping through an angle of
2π(2−nk−1 −2−nk ) radians. Let Γ1 = γ1. Our argument here makes use of a famous result of S. Kakutani (cf., [8, Theorem F.6])
that gives the distribution of harmonic measure on the boundary of a Dirichlet region in terms of Brownian motion paths.
Indeed, for any Borel subset E of ∂ΩK , ωK (E) is the probability that a Brownian motion path starting at 0 will ﬁrst exit
ΩK through a point in E . So, ω1(T) is the probability that a Brownian motion path starting at 0 will ﬁrst exit Ω1 through
a point in T. And any such Brownian motion path must ﬁrst hit a point z1 in Γ1. Now Ω1 has 2n1 corridors, delineated by
the slits in Ω1, that lead to T. And by our choice of Γ1, there is a point z′1 in Γ1 that lies on a radius of D that bisects
one of these corridors, such that |z1 − z′1| < 8dist([z1, z′1], ∂Ω1); where [z1, z′1] denotes the segment with endpoints z1
and z′1. Therefore, by a repeated application of Harnack’s Inequality (see the proof of Proposition 9.14 in Chapter V of [3]),
we ﬁnd that substituting z′1 for z1 raises probabilistic estimates for harmonic measure by a factor no greater than 316. And
by Lemma 5.1 in Chapter IV of [8], the Maximum Principle and the proximity of Γ1 to the corridors, the probability that a
Brownian motion path starting at z′1 will traverse the aforementioned corridor in Ω1 and ﬁrst exit Ω1 through a point in
T at the end of this corridor is a positive quantity based on the aspect ratio (length to width) of the corridor. So there is
a positive constant c, independent of n1, such that ω1(T)  c. The estimate of ωK (T), for K  2, has features in common
with our initial case. For such K we proceed inductively, with β := c2 ; assuming that ωk(T) βωk−1(T) for 1 k  K − 1.
Now let Ω∗K be the domain consisting of those points in ΩK that lie inside γK , and let ω∗K denote harmonic measure on
∂Ω∗K for evaluation at 0. Since ΩK and ΩK−1 are identical inside γK , the Maximum Principle tells us that
ω∗K (γK )ωK−1(T) βK−1;
the last inequality holding by our induction hypothesis. Notice that γK \ ΓK consists of 2nK−1 open arcs in the circle γK ,
each having normalized radian length equal to 2−nK . And by the Maximum Principle, ω∗K (γK \ ΓK ) is no greater than
the normalized radian “length” of γK \ ΓK , which is 2nK−1−nK . Now, since nK − nK−1  log(2/β)log2 (K − 1), we ﬁnd that
2nK−1−nK  β
K−1
2 , and therefore
ω∗K (γK \ ΓK )
βK−1
2
 1
2
ωK−1(T).
Consequently, ω∗K (ΓK )  12ωK−1(T). Thus, again by the Maximum Principle, the probability that a Brownian motion path
starting at 0 will ﬁrst hit a point zK in ΓK before it exits ΩK is at least 12ωK−1(T); independent of K  2. With this in
hand, we now proceed as in the case that K = 1 to ﬁnd a point z′K in ΓK near to zK , where z′K lies on a radius of D that
bisects one of the 2nK corridors in ΩK that are delineated by the slits in the nK -th generation. All of the estimates in the
case K = 1 carry over to give us that ωK (T) c2ωK−1(T) = βωK−1(T). We thus ﬁnd that the claim holds, and so our proof
is complete. 
Remark 2.7. The proof of Theorem 2.6 provides us with new examples of compact composition operators Cψ on H2, where
Cψ is not in any of the Schatten p-classes. Indeed, we constructed analytic self-maps ψ (both univalent and otherwise) of
D such that Cψ is compact on H2 and ‖ψn‖H2 tends to zero at an arbitrarily slow (prescribed) rate, as n → ∞. Choosing
such a ψ , with ‖ψn‖H2  1/ log(n + 2) for all positive integers n, we ﬁnd that
∞∑
n=1
∥∥ψn∥∥pH2 diverges,
for any p > 0. Therefore, by Theorem 1.4.9 in [15], Cψ is in none of the Schatten p-classes, for p  2; and hence in no
Schatten p-class.
J.R. Akeroyd / J. Math. Anal. Appl. 379 (2011) 1–7 7Acknowledgments
The author is grateful to Paul Bourdon, Barbara MacCluer and especially to Joel Shapiro for pointing out the reference of J.A. Cima and A.L. Matheson
and for comments that have helped improve the paper. And the referee also deserves a special thanks for a careful reading of the paper and for suggestions
that have further improved the paper and streamlined some of the proofs.
References
[1] C.J. Bishop, Orthogonal functions in H∞ , Paciﬁc J. Math. 220 (1) (2005) 1–31.
[2] P.S. Bourdon, Rudin’s orthogonality problem and the Nevanlinna counting function, Proc. Amer. Math. Soc. 125 (4) (1997) 1187–1192.
[3] J.B. Conway, The Theory of Subnormal Operators, Math. Surveys Monogr., vol. 36, American Mathematical Society, Providence, RI, 1991.
[4] T. Carroll, C.C. Cowen, Compact composition operators not in the Schatten classes, J. Operator Theory 26 (1991) 109–120.
[5] J.A. Cima, A.L. Matheson, Essential norms of composition measures and Aleksandrov measures, Paciﬁc J. Math. 179 (1) (1997) 59–64.
[6] C.C. Cowen, B.D. MacCluer, Composition Operators on Spaces of Analytic Functions, Stud. Adv. Math., CRC Press, Boca Raton, FL, 1995.
[7] J.B. Garnett, Bounded Analytic Functions, Academic Press, New York, 1982.
[8] J.B. Garnett, D.E. Marshall, Harmonic Measure, Cambridge University Press, New York, 2005.
[9] M.M. Jones, Compact composition operators not in the Schatten classes, Proc. Amer. Math. Soc. 134 (7) (2006) 1947–1953.
[10] P. Lefèvre, D. Li, H. Queffèlec, L. Rodríguez-Piazza, Some examples of compact composition operators on H2, J. Funct. Anal. 255 (2008) 3098–3124.
[11] B.D. MacCluer, Compact composition operators on Hp(Bn), Michigan Math. J. 32 (2) (1985) 237–248.
[12] J.H. Shapiro, The essential norm of a composition operator, Ann. of Math. 125 (1987) 375–404.
[13] J.H. Shapiro, Composition Operators and Classical Function Theory, Universitext: Tracts in Math., Springer-Verlag, New York, 1993.
[14] C. Sundberg, Measures induced by analytic functions and a problem of Walter Rudin, J. Amer. Math. Soc. 16 (1) (2003) 69–90.
[15] K. Zhu, Operator Theory in Function Spaces, Marcel Dekker, New York, 1990.
[16] Y. Zhu, Geometric properties of composition operators belonging to Schatten classes, Int. J. Math. Math. Sci. 26 (4) (2001) 239–248.
