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A transition probability matrix is associated with an graph (X, F), 
and the classification of states in the homogenons Markov chain 
defined by this transition probability matrix is applied to a graph 
theory. Several sets of necessary and sufficient conditions for a graph 
to have a Hamiltonian circuit are obtained by means of the classifica- 
tion of these states. 
I. DEF IN IT IONS 
To each point x~ belonging to a finite or countable infinite graph 
(X, r )  let there be assigned a set of exactly q~ arcs having the point 
x~ as the starting point, which are designated by (x~, x~'l), (x~, x~.~), . - .  
(x~ , x¢~) where 1 _<_ q~ < o0, i = 1, 2, • . . .  With each of these q~ arcs 
the equal probability 1/q~ is associated in the sense that just in the pas- 
sage of unit t ime a moving point which exists at the point x~ will move 
to one of xjh(h = 1, 2 . . .  qi) with the probability 1/qi .  This is the 
fundamental aspect of the transition probabil ity matrix in which the 
transition probability p~ is equal to 1/q~(i = 1, 2, • • • ). However it will 
be convenient to appeal to the following procedure. 
Let a matrix of transition A = (mj') associated with a graph (X, F) 
be defined by 
mj={10 if (x i ,xs )  E U 
if (x~,x¢) ~ U 
(i) 
where U is a set of all arcs in the graph (X, r ) .  In  the consequence 
a~. = 1 > 0 if and only if there exists an arc from the point x~ to the 
point xj in the graph (X, I 0.  
A set of matrices A (~) . (n)~ A(n) = (a~ / is defined by = A(n- i )A(n  >= t)  
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and A (~) = A where 
1: u.  ~zi  > 0 
_ (k )  l=1 
t~iJ = f ~_(k - -D_  
O: ~il  ¢b~ i = 0 
(k = 2, 3, . . . )  (2) 
In the consequence _c~) a~j = 1 > 0 if and only if there exists a path length 
k from the point x~ to the point x5 in the graph (X, r ) .  
- (n) ~ _- Now a set of matrices of transition probabilities P(~) = (p~ j (n > 2) 
and P(') -- P = (P~s) associated with the graph (X, r )  be defined by 
means of the set of A(")(n >= 1) : 
P~i - a~j (3) q~ 
_(k) 
_(~) _ a~" k = 2,  3 - . .  (4 )  P~J h~ 
where h~ is the number of positive elements among the set of 
(k)~- 
a~.~g = 1 .2 . . . .  
With the transition probability matrix P we can define a 1VIarkov 
chain in u graph (X, F). We call this Markov chain a Markov chain 
associated with the graph (X, F). 
If we concern a Hamiltonian path in a graph (X, F), it is sufficient o 
consider only the matrices A(k)(k = 1 .2 . . . )  but not the matrices 
P(~)(k = 1.2 . - .  ), because p~}) = 0 or p~}) > 0 is only necessary. 
2. A CLASSIFICATION OF STATES 
In this section we will state well-known results on a classification of 
states in a homogenous Markov chain. 
We write i~ j  if there exists n > 0 such that P(~) . > 0, i~¢ j  if 
p~') = 0 for all n > 0, i ** j if i ~ j and j ~ i. 
DEFINITION 1. A state Q is culled a stable state if j ~ i0 for all j which 
satisfies/o ~ j .  A state/o is called an isolated state if j ~¢  i0 for all j. 
The relation ¢~ satisfies the following three equivalent conditions; 
(i) If  i ¢* j  and j  ¢=~ k, then i ¢:~ k. 
(ii) I f  i *~j, then j  ¢* i. 
(iii) I f  for each i there exists at least one j such that i ¢=~ j, then 
i ¢=* i. 
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The class of all isolated states in X is denoted by Co, and let X - Co 
be classified into the family of disjoint sets C1, C~, • • • ia the following 
way: i*=~j if i, j E C,(~ => 1), i¢=*cj if i E C~, j E C~(a ~ 8). 
PROPOSITIO~ 1. The se~ of all states in C~(a ->_ 1) is a set of stable states 
or a set of unstable state. 
For any i E C~(a >_- 1) let M~ be the set o fn  such that P~) > 0 and 
let d(i) be the G.C.M. of M~.. We say d(i) is a period of i. 
P~OPOSITImV 2. d(i)  = d( j )  = d for any i , j  E C~(a _-> 1). 
p(z) p!~) Pno~osrrioN 3. I f - -~¢ >0,  --~ >0 for i, j E  C~(~=> 1), then 
I -- re(rood d) where d is a period of C~. 
Let us divide the set C~(a _-> 1) into d classes Call), Ci(2), - . .  C~(d) 
by means of mod d which the remainder j ( j  = 1.2 . . .  d) of l( = kd + j) 
with P~) > 0 belongs: 
C~ = C~(1) + C~(2) + . - .  + C~(d) (5) 
for any i E C~. Here j E Cdmo) means that l with P~) > 0 satisfies 
1 = m0(mod ). 
PROI'OSlTION 4. I f  jo E Cda) ,  jl C Ci(~), ~'~o~ > O, then l =-- f3 - 
a(mod d). 
PnOPOSITIO~ 5. I f  n -= r(mod d), then 
P(z~ E Ci(r) I xo=i )  = ~ P~j(n) = 1. (6) 
JE ¢i  (r) 
3. A CONNECTED GRAPH WITH A PERIOD d 
We consider the graph (X, 1 ~) which is connected and has a period d. 
In this case, as the graph (X, F) is connected, 
Co = ¢, C~ = Ca . . . . .  C~ = ¢ (7 )  
is satisfied and as the graph (X, 1") has a period d, C1 is composed of d 
subsets C~-(1), C~-(2).... C~(d) for any x~ E C1. This means X can be 
divided into Call), Cd2) . . -  Cdd) in the graph (X, r ) ;  
d 
x = Y: c , j )  (s) 
j= l  
LEMMA 1. In  a connected graph (X, P), [ x t = b X d with a period d, 
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a set X can be divided into b subsets as b paths length d each point of which 
belongs to CI(1), Ci(2), .-. Ci( d) respectively. 
¢:0 
The following two conditions (i) (ii) are satisfied. Here I A is the num- 
ber of elements of a set A. 
(i) I C~(1) I = I C~(2) L . . . . .  I C , (d )  I = b (9) 
(ii) For any subset S(  c X) ,  ] FS I >= ] S ] (10) 
Proof. ( ~ ) 
C~(k) N C,(j) = ¢(k ~ j) (11) 
and if x E C~ (d), then Px E C~(1 ) and if x E C~(j), then Fx C C~( j -t- 1) 
for j  = 1, 2, . . . ,  (d - 1). 
In a simple graph (Ci(1), Ci(2), F), for any subset S (c  Ci(1)), 
I rS  I > ] S I is satisfied, so according to the theory of KOnig and Hall 
there is a matching from C~(1) to C~(2). Let us write this matching 
{(x11, x12), (x2~, x22), . . .  (xbl, xb~)} (12) 
Similarly in simple graphs (C~(2), C~(3), F), .-. , (C,(d -- 1), C~(d), 
F), there are matehings 
{ (x l2,  x~) ,  . . .  (x,~_~ , x~)} 
{(x22, x2~), "'" (z~- l ,  xu)} (13) 
[(Xs~, Xb~), " ' "  (Xb~_l, Xbd)} 
So there are b paths length d; 
Ul  : (X l l  , X12 , " " " X ld )  
u2 = (x21, x22, "'" x~d) (14) 
u .= (Xbl,Xb2, "''Xb~) 
here Xki E Ci(j), Ic = 1, 2, . . .  b. 
(~)  obvious. Q.E.D. 
LEMMA 2. Every edge of the connected graph ( X, F), I x I = b X d with 
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a period d is given a new index X~d+j C Ci( j ) ,  c = O, 1, 2, . . .  b - 1 
and X = Ix1, x2 , . . .  xb~} are satisfied. 
The following three conditions are satisfied; 
(i) I C~(1) I = I C~(2) I . . . . .  I C~(d) I = b (15) 
(ii) For any subset S (c  X)  I FS] >= I S I (16) 
(iii) When we consider b paths length (d + 1) which are made of b 
paths ul , u2 , " "  ub and b arcs of the matching from Ci(d) to C,(1) as b 
arcs respectively, there exists a matching from C~(d) to C~(1) such that a 
permutation of these arcs is a cyclic permutation of (x11, x21 , • • • xbl). 
Proof. From the condition (iii) we can obtain a simple path length bd 
tieing up the b paths and then we can give a index to every element of 
the set X such tha~ x¢~+s ~ C~(j) is satisfied. Q.E.D. 
Then we obtain the following theorem. 
THEOnEM 1. A connected graph ( X ,  £) with a period d has a Hamiltonian 
circuit i f  and only i f  the conditions (i) ( fi ) and ( fii ) of Lemma 2 are satisfied. 
SIMPLE GRAPH (Ci(I),Ci(2),I') SIMPLE GRAPH (Ci(2)~,C {(5),£) 
/ 
SIMPLE GRAPH (Ci (d- I ) ,C i (d) , I " )  
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4. A GRAPH WITH SOME CONDITIONS 
Let  a, b . .  • be column vectors with its components are all 0 or 1 and 
I a I, ]b ], . - -  be the number  of components which are 1 of a, b, . . .  
Let  us denote I be ~ n-vector  all e lements are 1 and E be a (n X n ) -  
matr ix  all e lement are 1. 
LEMM~ 3. I f  integers k and p (1 <= k + p <- n) exist, and A (k), A (k+l), 
• • • , A (k+~-l) are composed of p vectors a0, a l ,  • • • a~_l such that 
1~--1 
a, --- I (17) 
iffi0 
and 
are satisfied, then 
p-1 
Z A(k+~) = E (lS) 
A(k+po = A (k) 
A(~+I+~) = A (~+1) 
• . .  i=  1 ,2 , . - -  
A(k+p-1+pO = A (k+p-1) 
(19) 
It means 
A (k+pi+") = E i = 1, 2, . . "  (20) 
n~l) 
Proof. To simpl i fy we shall prove only for p = 2, but  i t  is evident for 
al l  p this lemma is proved similarly.  
I f  the first column vector of A (k) is a, the first column vector of 
A (~+1) must  be b and if the second column vector of A (k) is b, the second 
column vector  of A (k+l) must  be a from (18). 
aA = b. bA = a 
aA 2=bA =a bA 2=aA =b 
Therefore the first column vector of A (k+~) is a and the second column 
vector  o fA  (k+2) is b. And  so on we obta in  (20). 
TEEOREM 2. I f  a finite graph (X, F) satisfies the condztion ( i ) ,  ( i i ) ,  
then the graph ( X,  F) has a Hamiltonian circuit. 
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(i) I r s l  > I s l  (21) 
for all subsets S of X. 
(ii) Integers k and p (1 -< k ~- p< n) exist and A (k), A (k+l), . . .  
A (~'~-~) are composed of n ip  vectors ao, a~, . . .  a~ respectively 
such that 
~a--1 
Z: a, = (22) 
l a ,  ] = n /p ,  ~ = 1, 2, . . .  p - -  t (23) 
and 
A = E (24) 
are satisfied. Where p is a divisor of n. 
Proof. Let us prove this theorem for only p = 2 as the same reason as 
the Lemma 1. (24) mean that any point in X which can be attained 
through a path length k can be attained through paths length (]~ -t- 1) 
starting any point in X. From Lemma 1 any point which attained 
through a path length k can be attained through paths length (k ~- i), 
i = 2, 4, . . .  and any point which can be attained through a path 
length (k ~- 1) can be attained through paths length (k ~- i), i = 3, 
5,  ° ' °  ° 
Let {al, a2, • • • , a(~/~)} be a set of X which can be attained through 
path length k and {bl, b2, -.- , b(n/z)} be a set of X which can be attained 
through paths length (k -[- 1). From (i) the graph (X, 1 ~) has at least 
one matching and then it must be written: 
(al,  bkl), (as, b~2), --. (a(~/~.), b~(~/2)) (25) 
(b~, a~1), (b2, a~), (b(~/2), az(~/2)) (26) 
where (kl, k~, . . -  k(./:)) and (11, 1~, . . .  1(.t2)) are permutations of 
(1, 2, .-- n/2)  and k~. ~ l i(i = 1, 2, . . .  n). In (25) and (26) we can 
choose numbers uch that 
k~ = lj ,  ]cj = lh, . - .  (27) 
and we arrange the n arcs: 
(ai, b~i), (5zj, aj), (aj ,  bkj), (bz,~, a~), (ah, ) . . .  (28) 
If aj = al,  bk~" must be equal to bkl and then (a~, bkl) is equal to 
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(a~., bkj). It means a~ ~ al .  I f  bkj = bki( = bu), aj must be ettua! to at 
and then (a j ,  bk~) is equal to (aj bkj) (=  (at ,  bkl)). I t  means bkj ~ bki. 
And so on ~a~, ~ai, a~, . . .  are all different from each other gad 
b~i( = bl¢)i bl:¢(= blk) - "  are all different from each other. From this 
reason 
# = [at, bk~, a~., bkj', ah, . - . ]  (29) 
is a Hamiltonian circuit of this graph (X, F). Q.E.D. 
5. AN EXAMPLE. THE KNIGHT'S TOUR (EULER) 
The problem consists of moving a knight on a chessboard in such a 
way that he goes once and once only through every square on the board. 
For this problem innumerable methods have been used. Here let us use 
the preceding results for this problem. A number is given on each square 
of the chessboard. (cf. Fig. 2) 
Let X = ~{ 1; 2 , . .  • 64} and rx  be the square's numbers which can go 
from x E X~i th  a step. As the knight on the square which has • 
marks can go to the squares which has o marks with a step (el. Fig. 3), 
r (1 )  = i s ]  
r(2) = [12, 17, 19] (30) 
Therefore we can define a graph (X, P) and the associated matrix A 
I 
2 
5 
4 
5 
6 
7 
8 
9 
~0 
II 
12 
~5 
14 
15 
16 
17 25 55 41 49 57 
18 26 54 42 50 58 
19 27 55 45 51 59 
20 28 :56 44 52 60 
2t 29 37 45 53 61 
22 50 58 46 56 62 
25 51 59 47 55 63 
24 :32 40 48 56 64 
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o 
o O 
0 
can be setted. Then the Euler's problem is equivalent to the problem of 
finding a Hamiltonian path in the graph (X, r) .  
We find that A (~) andA (6) is composed of 32 vectors A and 32 vectors 
b such that 
a= (010  10  10110101 0 10010 101:O l  10  
10101001010101101010100101 
0 1 0 1 1 0 1 0 1 0 1 O) (31) 
b =I - -a  
and 
A (5) -t- A (6) = E (32) 
is satisfied. 
The column vector's numbers of A (~) composed of a is 
2, 4, 6, 8, 9, 11, 13, 15, 18, 20, 22, 24, 25, 27, 29, 31, 34, 36, 38, 
40, 41, 43, 45, 47, 50, 52, 54, 56, 57, 59, 61, 63 
and composed of b is 
1, 3, 5, 7, 10, 12, 14, 16, 17, 19, 21, 23, 26, 28, 30, 32, 33, 35, 37, 
39, 42, 44, 46, 48, 49, 51, 53, 55, 58, 60, 62, 64 
There exists a matching between (33) and (34) : 
(1, 11) (2, 19) (3, 9) (4, 14) (5, 15) (6, 12) (7, 13) 
(8, 23) (9, 26) (10, 4) (11, 17) (12, 2) (13, 3) (14, 8) 
(15, 32) (16, 6) (17, 27) (18, 1) (19, 25) (20, 5) 
(33) 
(34) 
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(21, 
(27, 
(33, 43) 
(39, 45} 
(45,60) 
(51, 57) 
(57, 42) 
(63, 46) 
According to 
31) (22, 28) (23, 29) (24, 7) (25, 10) (26, 20) 
21) (28, 18) (29, 35) (30, 21) (31, 16) (32, 2) 
(3d, 49) (35, 41) (36, 30) (37, 47) (38,44) 
(40, 55) (41, 58) (42, 36) (43, 37) (44, 34) 
(46, 40) (47, 64) (48, 38) (49, 5 ) (50, 33) 
(52,62) (53, 63) (54, 48) (55, 61) (56, 39) 
(58, 52) (59, 53) (60, 50) (61, 51) (62, 56) 
(64, 54) 
the Theorem 2 we obtain a Hami~onian puth 
(35) 
= [1, 11, 17, 27, 21, 31, 16, 6, 12, 2, 19, 25, 10, 4, 14, 8 
23, 29, 35, 41, 58, 52, 62, 5 , 39, 45, 60, 50, 33, 43, 
37, 47, 64, 54, 48, 38, 44, 34, 49, 59, 53, 63, 46, 40, (36) 
55, 61, 51; 57, 32, 22, 28, 18] 
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