ABSTRACT In order to improve the accuracy and robustness of radar target recognition under low SNR conditions, a novel radar high range resolution profile (HRRP) target recognition method based on feature pyramid fusion lightweight CNN is proposed in this paper. The proposed method combines the multi-scale space theory with a deep convolutional neural network. Because of the local connection characteristic of convolutional kernel, feature extracted by CNN mainly focus on the local information of the target. To make full use of both the local and global information in the target HRRP, multi-scale representation of the HRRP with different Gaussian kernels is introduced to construct the multi-channel input of the model. The generalization performance is improved by reducing the parameters of the proposed model with a depthwise separable convolution feature extraction block. Simultaneously, feature pyramid fusion is adapted to take full advantage of the features extracted by each block, which effectively improves the stability of the model and the training efficiency. The experimental results show that the multi-scale representation of the HRRP contributes to robust feature extraction. Meanwhile, the proposed feature pyramid fusion lightweight CNN can effectively prevent over-fitting and improve the stability of the model.
I. INTRODUCTION
In practical applications, the training High Range Resolution Profiles (HRRP) of the radar target are mainly the high signal-to-noise ratio (SNR) data obtained under cooperative conditions or generated by electromagnetic simulation software. However, the targets to be recognized are mostly noncooperative, and the SNR of HRRP is usually low due to the influence of the distance between the radar and the target and strong background noise. Under low SNR conditions, the target HRRP is strongly disturbed by noise, resulting in a significant reduction in target recognition accuracy. Therefore, it is of great significance to study the robust feature extraction method of target HRRP under low SNR conditions. In response to the above problems, many scholars have conducted extensive research. In [1] , multi-task factor analysis method is applied to extract the robust features of HRRP. The method proposed in [2] modifies the Gaussian
The associate editor coordinating the review of this manuscript and approving it for publication was Hasan S. Mir. model of the training data according to the SNR of the testing samples, and solves the mismatch problem between the training samples and the noisy testing samples. In [3] , the OMP algorithm is used to extract the strong scattering points of the target, and the Hausdorff distance is used to perform the scattering point matching. In [4] , sparse representation of the target HRRP is performed by the K-SVD algorithm, thereby improving the robustness of recognition accuracy. A stable dictionary learning method is proposed in [5] with structured sparse regularization and robust loss function via marginalizing dropout to extract the robust features of the target HRRP. In [6] , the robustness of the features is improved by fusing the sparse features of the target multiscale space. The features extracted by these methods are artificially designed, which cannot accurately represent the complete information of the target and calls for certain prior knowledge. In the practical applications, however, the prior information is variable, or even unknown. More importantly, under low SNR conditions, these shallow methods can hardly extract the essential features of the targets. Therefore, how to automatically extract the robust features of the target is a difficult problem in radar target recognition.
In recent years, deep learning algorithms have been widely used in computer vision, such as target detection [7] , [8] and target classification [9] - [13] . The features usually have good robustness because of the data-driven and automatic extraction properties of deep learning algorithms. HRRP contains massive information of the target such as the structure and intensity of the scattering point et al. At present, some deep models have been applied to the field of radar target recognition. The algorithm proposed in [14] adopts the HRRP average profile to construct the robust features of the objective function, and Stacked Auto-Encoder (SAE) is applied to extract the robust features of the target. Based on [14] , a radar target recognition method based on Stacked Corrective AutoEncoder is proposed in [15] . This method employs the Mahalanobis distance criterion and the average HRRP in each frame to construct the objective function to further improve the robustness of the features. In [16] , Sparse Denoising Auto-Encoder and Multi-layer Perceptron (SDAE&MLP) is combined to recognize the target HRRP. The model has better de-noising performance because of the noise added during training process. In [17] , robust features of the target is extracted by Robust Variational Auto-Encoder which adopts the HRPR average profile to constrain the features. In [18] , an adaptive feature learning model is proposed for HRRP sequences, which can adaptively extract the features of HRRP sequences based on the sequence length and the complexity of a single HRRP. The deep learning algorithm currently applied to radar HRRP target recognition technology is mainly based on Stacked Auto-Encoder. Stacked Auto-Encoder is an unsupervised feature extraction method, which is unable to fully utilize label information of the targets. It adopts greedy layerwise training method, and the extracted features are prone to fail as the number of layers increases. In order to solve the above problems, a supervised target recognition method based on CNN is proposed.
The traditional CNNs only adopt the output features of the deepest convolutional layer for target classification and recognition. The output of each layer in the deep network is the target feature. The shallow features mainly include information such as contours and edges, whereas, the deep features are mostly advanced semantic information. Additionally, feature extracted by CNN mainly focus on the local information of the target because of the local connection characteristic of convolutional kernel. In order to make full use of the features extracted by each layer as well as the global and local information of the target, a radar target recognition method based on Feature Pyramid Fusion Lightweight CNN (FPFL-CNN) is proposed by applying the concept of Scale Invariant Feature Transform (SIFT) [19] , [20] on the traditional deep CNN model. The multi-scale representation of HRRP is employed to construct multi-channel input of the model, then features of the target is extracted by the lightweight CNN with the depthwise separable convolution BLOCK. Finally the features of each BLOCK are fused to obtain the target recognition result. The proposed method has the following characteristics:
1. The proposed model is a supervised learning model driven by data, which can automatically extract the deep features of the target after training process. 2. The multi-scale representation of HRRP is adopted to form the multi-channel input of the proposed model, so as to extract the robust features which can take both the detail and structural information of the target into consideration. 3. Compared with the traditional CNN, a lightweight CNN is designed based on the depthwise separable convolutional layer and performs great advantage on the computational efficiency and generalization. 4. The proposed model makes full use of the features of each layer and improves the robustness and convergence speed of the proposed model via feature pyramid fusion.
The rest of this paper is organized as follows: Section II gives a specific description of the proposed method. In the Section III, the dataset and experimental steps are described in detail. The effectiveness and superiority of the proposed method are verified by simulations in the Section IV. At last, Section V gives a summary on the proposed method.
II. FEATURE PYRAMID FUSION LIGHTWEIGHT CNN
The proposed method firstly utilizes the Gaussian kernel function to obtain the multi-scale representation of HRRP as the input of the model, and then employs the feature pyramid lightweight CNN model to extract the features of the target. The proposed CNN model is mainly composed of four separable convolution feature extraction BLOCKs, which are numbered as BLOCK 1, 2, 3 and 4. The outputs of the first three BLOCKs are used as inputs to BRANCH 1, 2, and 3, respectively, and each BRANCH adopts a depthwise convolution to downsample the input vector. The output of BRANCH 1, 2, and 3 and the output of BLOCK 4 are concatenated to form a new feature vector, each channel of the feature vector is fused by pointwise convolution, and the obtained feature vector is expanded into a one-dimensional vector to connect with the fully connected layer. Finally, the recognition result is achieved by the output layer. The overall diagram of the proposed model is shown in Fig. 1 , where, DC represents depthwise convolution, PC represents pointwise convolution, P represents pooling layer with stride 2, FC represents the fully connected layer and O represents output layer. The fully connected layer and output layer adopted as classifier are traditional neural networks. The proposed model is endto-end, that is, the recognition result can be directly obtained by feeding the data into the trained model.
A detailed description and analysis of the proposed method will be presented as the following aspects: 1) Multi-scale representation of HRRP data, 2) Construction of separable depthwise convolution feature extraction BLOCK, 3) Specific method of feature pyramid fusion, 4) The computational complexity of the proposed model and other deep models.
A. CONSTRUCTION OF MULTI-CHANNEL INPUT BASED ON MULTI-SCALE REPRESENTATION OF HRRP
According to scale-space theory, the multi-scale representation of the signal can be derived by convoluting with Gaussian kernel of different parameters [21] . Small scale signals are prominent in detail and local information, while structural and global features will be extracted from large ones. Therefore, compared with single-scale signals, it is easier to obtain the essential features by comprehensively utilizing the multi-scale information of the signal. However, most of the existing researches only extract the features of the original scale HRRP, which mainly focus on the local information and has poor generalization performance. To solve the above problem, multi-scale representation of the HRRP is employed for feature extraction.
It can be known from [22] that the Gaussian kernel is the only linear kernel to realize multi-scale representation of the signal. By convoluting the signal with Gaussian kernel, the high frequency components in the signal can be filtered, some details of the signal are discarded, while the global information remains unchanged. The convolution formula of Gaussian kernel and HRRP is:
where
2σ 2 ) is one-dimensional Gaussian kernel function, a and σ represent the amplitude and scale of the Gaussian kernel respectively, I (x) represents the input signal, and L(x, σ ) is the signal after the Gaussian convolution.
In order to make the proposed model focus more on the global information, three Gaussian kernels are selected, of which width are 3, 5, 7, and the scale σ is σ 0 , 2 1/1 σ 0 , 2 2/1 σ 0 respectively, where σ 0 equals to 1. The results of Gaussian convolution with a single HRRP are shown in Fig. 2 . The red line indicates the result of Gaussian convolution and the blue line indicates the original HRRP. It can be seen from Fig. 2 that as the scale parameter σ increases, the detail information is reduced, while the structural information is better preserved. At last, the HRRPs with different scales are normalized and concatenated into a three-channel data to serve as the input of the proposed model. 
B. DEPTHWISE SEPARABLE CONVOLUTION FEATURE EXTRACTION BLOCK
As is known to all, features are extracted by convolution kernel of the convolutional layer in CNN. The convolution kernel can be regarded as a sliding window correlating with the corresponding part of the input vector. The entire input vector is traversed according to a certain stride to obtain the output feature vector. The formula for the convolution operation is:
where, ⊗ represents convolution operation, u l j and x l j are the raw activation and output of the jth channel in the convolutional layer l respectively. f (·) is the activation function and ReLU function is adopted. k l ij is the convolution kernel of the jth channel in the convolutional layer l corresponding to the ith input feature vector, b l j is the offset term of the jth channel in the convolutional layer l. 3 gives a detailed description on the feature extraction process of convolution kernel in a single convolution layer, where the input and output are one-dimensional vector with 3 and 4 channels respectively, the size of the convolution kernel is 3 × 1. The number of channels in a single convolutional kernel and input vector are the same, as well as the number of convolutional kernels and the channels of the output vector. The output of the convolutional kernel is derived by adding output of each channel, which is achieved by convolving with the corresponding channel of the input vector. The output of each convolution kernel corresponds to a single channel of the output.
The number of parameters in the convolutional layer is determined by the convolutional kernel. Suppose the size of the convolution kernel is n k × 1, the number of channels of the input and output feature are n i and n o , respectively, then the number of the parameters is n k n i n o .
Since the convolutional kernel has characteristics of local connection and weight sharing, the parameters of the traditional CNN are small in magnitude, but the training efficiency is low because the CNN needs to cache the feature vectors of each layer. Simplifying the structure and improving the training efficiency are problems to be solved. Therefore, the proposed model adopts a new feature extraction BLOCK, which is composed of a depthwise separable convolutional layer and a pooling layer. The depthwise separable convolutional layer is mainly responsible for feature extraction, and the pooling layer for reducing the redundancy of features.
Depthwise separable convolution decomposes a complete convolution operation into two steps, that is, depthwise convolution (DC) and pointwise convolution (PC) [23] . Depthwise convolution is responsible for extracting the features of each input channel and pointwise convolution is responsible for fusing the features of each channel. By combining the above two, it is available to decouple the spatial information and depth information of the features. Fig. 4 describes the specific operation of depthwise convolution. The input is a one-dimensional vector with 3 channels. The size of convolutional kernel is 3×1. The depthwise convolution is different from the traditional convolution, of which the number of channel in the depthwise convolutional kernel is always 1. Each convolution kernel is only convoluted with the single channel of input, so the number of channels in the output and input feature are the same. Depthwise convolution only performs independent convolution operations on each channel of the input, and does not fuse the feature information of different channels at the same spatial position. Therefore, pointwise convolution is connected to the depthwise convolution to combine the features of each channel into new ones. Pointwise convolution is a special case of traditional convolution. The size of the convolutional kernel is fixed to 1 × 1. Performing pointwise convolution on multi-channel features is equivalent to obtaining a new feature vector by weighted sum of each channel.
The parameters in the depthwise separable convolutional layer is the sum of ones in depth convolution and pointwise convolution. Suppose the size of the convolution kernel (depthwise convolution) is n k ×1, and the number of channels of the input/output feature is n i and n o respectively, then number of parameters in depthwise separable convolution layer is n i n k + n i n o .
The structure of the depthwise separable convolution feature extraction BLOCK is shown in Fig. 5 . It consists of a depthwise convolution layer, a pointwise convolution layer, and a pooling layer. The size of the depthwise convolution kernel is fixed to 3 × 1 [24] . The stride of the pooling layer is 2. After the features are down-sampled by the pooling layer, the number of channels remains unchanged, and the dimension becomes one-half of the original one.
C. DESCRIPTION OF FEATURE PYRAMID FUSION METHOD
The traditional CNN consists of convolutional layer, pooling layer, fully connected layer, etc. Traditional CNN only utilize the features extracted by the last convolutional layer for target recognition, and obtains more advanced semantic features by VOLUME 7, 2019 increasing the depth of the model to improve the recognition accuracy [25] . However, the features extracted by other convolutional layers are all available and have not been fully utilized. In order to make full use of the features extracted by each layer, a feature pyramid fusion method is proposed. The schematic diagram of the feature pyramid is shown in Fig. 6 . In Fig. 6 , Level 1∼4 represent the output feature vectors of BLOCK 1∼4 respectively. The feature vector of Level i + 1 is obtained by convoluting and down-sampling the feature vector of Level i with BLOCK i, and its dimension is one-half of Level i. Therefore, the feature vector combination of Level 1∼4 can be called a feature pyramid. The specific method of feature pyramid fusion is as follows:
(1) The feature vectors of the feature pyramid levels 1∼3 are down-sampled so as to match the dimension of features in Level 4. It is prone to cause partial loss of effective information by utilizing the pooling layer to downsample the shallow features. Therefore, we adopt the depthwise convolution to downsample the feature vectors of Level 1∼3, as shown in Fig. 1 . The sizes of depthwise convolution kernel corresponding to BRANCH 1, 2 and 3 are 9 × 1, 5 × 1, 3 × 1, and the strides are 8, 4, and 2 respectively. The final recognition result can be obtained by inputting the fusion vector into the fully connected layer.
D. COMPARISON OF VARIOUS MODEL STRUCTURES AND COMPUTATIONAL COMPLEXITY
The complexity of the model is analyzed from two aspects, one is the structural composition, and the other is the computational complexity. The traditional CNN and autoencoder model (AE) are selected as the comparison models. The structure and number of parameters in each layer of feature extraction part are shown in Tables 1-3 , where, NOF represent the number of parameters and the offset of each layer is ignored.
As can be seen from Table 1 -3, the numbers of parameters of the proposed model and the traditional CNN are much smaller than autoencoder model. Among them, the parameters of the proposed model is smaller than that of the traditional CNN because of the depthwise separable convolution layer.
Since the computational complexity of the model is a linear addition of the computational complexity of each layer, therefore only the computational complexity of a single layer is analyzed. Suppose that the number of training samples is N , the input and output feature dimensions of the single layer are D and T respectively, and then the single layer computational complexity of a single hidden layer in AE is O(NDT ), where DT is the number of parameters of the hidden layer.
For the two CNN models, suppose the size of the convolution kernel is n k , and the number of input and output channels are n i and n o respectively. The computational complexity of the convolutional layer and the depthwise separable It can be seen from Tables 1∼3 that n k n i n o > n k n i + n i n o > T in general, and the number of neural network layers based on convolution kernels is larger than that of AE models, therefore the corresponding computational complexity is greater than that of AE model. However, the computational complexity of the proposed model is smaller than that of the traditional CNN due to the fewer parameters.
In summary, the proposed model has a small number of parameters and relatively low computational complexity, thus belongs to a lightweight CNN.
III. DATASET AND EXPERIMENTAL PROCEDURE A. DESCRIPTION OF DATASET
Solidworks3D software is utilized to establish a 1:1 model of seven ship targets, and CST electromagnetic simulation software is employed to simulate the corresponding HRRP [26] . The structural parameters of the seven ship targets are shown in Table 4 . Considering the symmetry of the ship target and the computational efficiency of the CST simulation software, the CST simulation parameters are set as follows: azimuth angle is −90∼90 degrees, pitch angle is 0 degree, angle stride is 1 degree; the center frequency of the radar is 10 GHz, the bandwidth is 100 Mhz, the polarization mode is vertical polarization, and the frequency sampling points are 256. Use the default optimal mesh analysis size of the software and select ray tracing algorithm to solve the problem. Finally, the simulation yields 181 azimuthal angle HRRP data for seven ship targets.
The target HRRP is obtained by converting the Radar Cross Section (RCS) of range cell simulated from the CST with radar equation. Since the simulation background is simple, the HRRP data obtained by the simulation can be regarded as noise-free data. In order to simulate the actual scene, the noise is superimposed on the raw HRRP. Usually, the SNR of training data is high and set to 20dB. In order to test the recognition performance of the target HRRP under different SNR conditions, the SNR of the testing data is set as 0 dB, 5 dB, 10 dB, 15 dB, and 20 dB respectively. The SNR is defined as the power ratio of the signal to the noise. The formula is as follows
where, P s and P s represents the average power of the signal and noise respectively, and the unit of SNR is dB. The proposed model is data-driven and requires a lot of training data. However, the existing data is insufficient, so it is necessary to perform data augmentation on HRRP. The specific method of data augmentation is to add the noise n i ∼ N (0, σ 2 i ) with the Gaussian distribution to the original HRRP data 20 times according to the set SNR, and the noise power σ 2 i is calculated according to eq.(3). The number of training data available by this method is 7 × 181 × 20 = 25340. Similarly, the test dataset with different SNR can be obtained. It is worth noting that the training data and the test data have no overlapping parts.
B. EXPERIMENTAL ENVIRONMENT AND PROCEDURE
Experiments are carried out in the 64-bit win7 system. The software is mainly based on deep learning architecture of Keras and python development environment Sublime Text 3. The hardware is based on Intel (R) Core (TM) i7-7700K @ 3.60GHz CPU and one NVIDIA GTX 1070 GPU, with CUDA8.0 accelerating computation. The training process of the proposed model is performed according to Table 5 .
The well trained model can extract the features of the testing samples and output the corresponding recognition results automatically.
IV. SIMULATION RESULTS AND ANALYSI
This section is divided into two parts. The first part simulates and analyzes the recognition accuracy of the proposed model and the comparison model under different SNR conditions. The second part validates the effectiveness of improvement on traditional CNN model proposed by FTFL-CNN. 
A. RECOGNITION ACCURACY OF PROPOSED MODEL AND COMPARISON MODEL UNDER DIFFERENT SNR CONDITIONS
In this section, six comparison models are selected, which are three classical deep learning networks Convolutional Neural Network (CNN), Sparse Auto-Encoder (SAE), Denoising Auto-Encoder (DAE) and three classical shallow algorithms K-SVD, LSVM and PCA. Among the deep models, the structure of CNN is shown in Table 2 , meanwhile the structure of SAE and DAE is listed in Table 3 . The number of dictionary atoms and sparsity coefficient of are 600 and 100, respectively. LSVM directly classifies the original data. PCA reduces the HRRP dimension to 100 and then classifies it with LSVM. Under different conditions of SNR, simulation experiments are carried out on each model. The recognition accuracy is shown in Fig. 7 .
As shown in Fig. 7 that the recognition accuracy of the proposed model is higher than all the other models under different SNR conditions. Among the shallow algorithms, K-SVD has the highest average recognition accuracy and the smallest slope under different SNR conditions, which indicates that the extracted features have better robustness. The SNR has a great influence on the recognition accuracy of LSVM and PCA. Under the condition of high SNR, both LSVM and PCA can have good performance, but under the low SNR condition, the recognition accuracy of the two has a drastic decreasing. The recognition accuracy of deep model under different SNR conditions is better than that of the shallow models. The average recognition accuracy of SAE is the lowest but still about 6% higher than that of K-SVD, which indicates that the features extracted by deep models have good robustness and can better express the essential features of the target. Among them, the recognition accuracy of DAE under low SNR is higher than SAE and CNN, mainly because adding the random noise to the input during training can improve the robustness of the extracted features.
B. ANALYSIS ON THE ADVANTAGES OF THE PROPOSED MODEL
Compared with CNN, the proposed model has mainly improved in three aspects. In order to verify the effectiveness of these three aspects, the univariate experimental method is adopted. Influence of the three aspects on the model is simulated respectively based on the proposed model.
1) ANALYSIS OF RECOGNITION ACCURACY UNDER DIFFERENT CHANNEL COMBINATIONS
In order to verify the influence of different multi-scale representation combinations on the robustness of recognition accuracy, the original HRRP data and multi-scale representation Table 6 . The average recognition accuracy is represented by ACC, and the standard deviation of the recognition accuracy is represented by SD.
It can be seen from Table 6 that under the two SNR conditions, the average recognition accuracy of C 234 is the highest, and the standard deviation of accuracy is the smallest, indicating that the multi-scale representation of HRRP is beneficial for the proposed model to extract robust features and improve recognition accuracy.
2) THE DIFFERENCE BETWEEN THE DEPTHWISE SEPARABLE CONVOLUTIONAL LAYER AND THE TRADITIONAL CONVOLUTIONAL LAYER
In order to discover the difference between the depthwise separable convolutional layer and the traditional convolutional layer, Feature pyramid CNN (FP CNN) is adopted as the comparison model by replacing the depthwise separable convolutional layer of the proposed model with the traditional convolutional layer. The experimental results of the two under different SNR conditions are shown in Table 7 .
It can be seen from Table 7 that the average recognition accuracy of the FPFL-CNN is slightly larger than that of the FP CNN. The depthwise separable convolution can greatly reduce the parameters of the feature extraction layer, while decoupling the spatial information and depth information in the feature. Especially under the premise of insufficient data, FPFL-CNN is the better choice for preventing over-fitting.
3) THE INFLUENCE OF FEATURE PYRAMID FUSION ON RECOGNITION ACCURACY
In order to verify the influence of feature pyramid fusion from different levels on the recognition accuracy, seven combinations are selected to form the comparison model. They are the six models obtained by the permutation and combination of BRANCH 1, 2, and 3, and the model with no branch (NB). The experimental results are shown in Table 8 , where, B represents BRANCH. The SNR of the testing data is 5dB.
It can be seen from Table 8 that the recognition performance of the proposed model is the best, with the highest recognition accuracy and the smallest standard deviation, whereas the model with no branches has the lowest recognition accuracy and the largest standard deviation due to the occasional non-convergence of loss function. Among the three models with only a single branch, the model with BRANCH 1 has the highest recognition accuracy and the smallest standard deviation, and the model with BRANCH 3 has the lowest recognition accuracy and the largest standard deviation. Among the three models with two branches, the model containing BRANCH 1 and 2 has the highest recognition accuracy and the smallest standard deviation, and the model containing BRANCH 2 and 3 has the lowest recognition accuracy and the largest standard deviation. In general, the average recognition accuracy of the models with two branches is better than the model with a single branch, and the performance of the model containing the BRANCH 1 is better than those without the BRANCH 1 in the aspect of average recognition accuracy, standard deviation and stability. It can be summarized from the above experimental results that fusion of the features from each layer can improve the recognition accuracy and robustness of the model, and the shallow features may have a greater impact on recognition accuracy.
In order to compare and analyze the convergence speed of the model with no branches and the proposed model, the recognition accuracy curve and loss curve in the training process are shown in Fig. 8 , where acc means recognition accuracy.
It can be seen from Fig. 8 (a) and Fig. 8 (b ) that for the model with no branches, the accuracy curve and the loss curve fluctuate sharply in the first 100 epochs, and slowly converge to a stable value between 100 and 200 epochs.
As shown in Fig. 8 (c) and Fig. 8 (d) that for the proposed model, the accuracy curve (the loss curve) rises (drops) rapidly in the first 50 epochs with little fluctuation and both quickly converge to a stable value from epoch 50 to epoch 100. Compared with the model with no branches, the convergence speed of the proposed model is greatly improved.
V. CONCLUSION
A radar target recognition method based on feature pyramid fusion lightweight CNN is proposed in this paper. Compared with traditional CNN, the proposed model has mainly improved in three aspects. Learn from the concept of SIFT method, multi-scale representation of HRRP is adopted as the model input. In order to reduce the parameters as well as the risk of over-fitting while ensuring the recognition accuracy, the traditional convolutional layer is replaced by the depthwise separable convolutional layer. Finally, feature pyramid fusion is performed to fully utilize the features extracted by each depthwise separable convolutional feature extraction BLOCK. The experimental results show that multiscale representation of HRRP contributes to better extraction of local and global information of the target and improve the robustness of the features. Feature pyramid fusion can take full advantage of the feature extracted by each BLOCK, improve the stability of the proposed model, and boost the convergence speed.
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