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1 Introduction
Classical
 
treesoffer both fastdirectaddressingandeasysequentialprocessing.Themini-
mumstorageutilizationof a
 
-treeis  . Moreoverit is alwayspossibleto shrinka   treeto
aminimumsizeasfollows: scantheleavesin key increasingorder;whenreachinga leaf, trans-
fer to it thekeysof thenext leafwith respecto thekey order, until theleafstorageutilization is
maximum,anddeletethenext leaf if it becomesempty;aftersucha shrinking,the
 
treehas
almosta 	

 storageutilization. The segmentedstructureof   treesmakesthemsuitable
for amulti-userenvironment.Theironly drawbackis their relative lackof compactness.A later
versionof the
 
tree,the Prefix
 
tree [1], improvesuponthis by substantial(about  )
saving of storageutilization.
Other methodshave beenproposedin the last decade;they do not offer all the
 
tree
properties.
TheBoundingDisorder Method[11] usesa mixing of hashingandtreeindexing. Theup-
per part of the index is tree ordered,while the lower part is hashedin multi-bucket nodes;
this methodprovidesgoodresultsfor equi-join queriesandfor large rangequeries;however,
sequentialprocessingmayresultin weakperformanceanddelicateoverflow handlingis neces-
sary. Averagestorageutilization is about 

 .
Trie Hashing[10] usesan in-core trie directory. It allows sequentialprocessingand the
storageutilization is about 

 . However, the directorysize is  [4] (  being the
numberof recordsinsertedand  thebucket size),which is superlinearin  , andthedirectory
is not segmentable;this implies low parallelismfor directoryupdatingandlimits themaximal
datasize. Moreover, unfavourablekey distributionsresult in a large increaseof the directory
size.
The Compact0-completeTree [12] (section2), alsoa
 
treedescendant,producesvery
compactstorage(4 bytesperkey structurewith 

 storageutilization), but no longerhasthe
flexibility propertiesof theoriginal
 
tree.
TheCompactTrie [8], [3] (section3), basedon a bit-maprepresentationof the tries, is a
simple,powerful, but not segmentedstructure.
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We show (section4) how it is possibleto split CompactTries in a segmentedandflexible
structureof
 
treetype,keepingthecompactnessadvantagesof theCompactTriesandrecov-
eringall the importantpropertiesof
 
trees.We call this new structurea CompactBalanced
Trie. At the block-nodelevel of the structure,binary searchis not possibleandonly sequen-
tial processingis permitted;this is the price we mustpay for the compressionandthis is not
muchof a drawbackwhenconsideringthatsequential-processingis only local andperformed
asin-coreprocessing.
Experimentalresultsaregivenin section5.
2 Compact 0-complete Trees (  ! Trees)
TheCompact0-completeTrees,excepttheworstcasesplittingproblemdiscussedin thischap-
ter, have the bestcharacteristicsof an orderedindex, and their architectureis similar to the
architectureof aclassical
 
tree.
For randomkeys, they canrepresent32 byteslong keys with only onebyte; this resultwill
bethepoint of comparisonfor theCompact-BalancedTries.
2.1 Brief survey of the "$#&% Trees
2.1.1 0-complete trie
A 0-completetrie is a trie whereeachnodehasat-leasta 0-nodeson; (a 0-nodeis a node
accessedby a0 bit in thetrie).
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Figure1: 0-completetrie
2.1.2 Bounding nodes
Thefollowing propertyholdsfor a 0-completetrie: eachleaf nodehasa 1-nodeasa successor
in the preordertraversalof the trie, which is called its boundingnode; boundingnodesare
representedwith doublecirclesin Figure2.
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Figure2: Boundingnodes
Thedepthsof theboundingnodesarein parenthesesin Figure2; a specialboundingnode
with depth0 is addedto boundthe last leaf. With thesepreliminaries,Orlandic and Pfaltz
produceanalgorithmwhichprovidesthekey of a leafasafunctionof thedepthof its bounding
nodeandof thedepthsof all theprecedingboundingnodes.Thisalgorithmmaybesummarized
asfollows: scanningof thedepthsof theboundingnodesis sequentiallyprocessed;thestarting
key is null; setto 1 the bit with positionequalto thecurrentdepth;setto 0 all thebits to the
right of this bit.
Hence,we getthefollowing table,correspondingto thetrie of Figure2:
depth depthssequence key leaf
3 3 001 H
1 3, 1 100 I
2 3, 1, 2 110

3 3, 1, 2, 3 111 L
0 3, 1, 2, 3, 0 i M
Figure3: Key construction
2.1.3 jlk  node representation and jlk  node splitting
A jlk  nodeis a list of entries,eachentryconsistingof a boundingnodedepthanda data(or
NIL) pointer;anodeis asimpletrie-node.
Node
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Figure4: jlk  compactnode
Thesplitting rule for anoverflowing jlk  nodeis asfollows: any entrymaybechosenfor
thesplitting,with theconditionthanno precedingentryin the jlk  nodehasa depthinferior to
thedepthof this entry.
In caseof Figure4, thetwo possiblesplittingentriesareentry1 (depth3),andentry2 (depth
1). This rule, calledminimal depthsplitting rule, allows thehandlingof theupperpartsof thejlk  treewith thesamealgorithmasusedfor the leaves,but it doesnot insure,in worstcases,
a goodfilling rateof the jlk  nodes;theworstcaseis a kind of 1-combwhich degeneratesin a
successionof 1-entry jlk  nodes(Figure5).
Moreover, the minimal depthsplitting rule doesnot allow the transferof entriesat will
betweenadjacentbrothernodes,whenthis
 
treescapabilityallowsby aprogressivescanning
of theleavesto reachany desiredfilling rate.
For thesereasons,weconsiderthatthe jlk  compacttreesdonotoffer thecompletesecurity
requiredfor standardindexesof
 
treetype.
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Figure5: worstsplittingcasefor the jlk  Trees
3 Compact Trie
JeanKouacou-Kouadioproposesa compacttrie representationby bit-map, basedon a scan
alongthenodesof thetrie in respectwith thepreordertraversal[8].
W. de Jonge,A. S. TanenbaumandR. P. van de Riet [3] proposea very similar represen-
tation; they call it linear representation.The CompactBalancedTrie we presentin the next
sectionis anextensionof theCompactTrie, in termsof its ability to split the trie into subtries
andto representeachof thesein a compactway.
Wepresentin this sectiontheCompactTries,andadatastructureto handlethem.
3.1 Compact-Trie Representation
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Figure6: Compact-Trie Representation
TheCompactTrie representationis composedof abit-mapandof apointer-list. The0 or 1
bit valueof thetrie correspondsto thedigital valuesof thekeys,dataI beginningby 001(Figure
6).
Thebit-mapis thesequenceof 0 and1 obtainedby preordertraversalof thetrie (Figure6).
Thepointerlist associatesapointerto eachleafof thetrie.
A basicpropertyof this representationis that any bit of the bit-map followed by a 1-bit
representsa leafnode.
This propertyis true for a trie with a root andtwo leaves; notethat replacinga leaf by a
subtriewith aninteriornodeandtwo leavescorrespondsto theinsertionof a “01” bit sequence
in the bit-map just after the bit representingthe replacedleaf (Figure 7), andsupposingthe
propertytruefor any trie of  leaves,it is alsotrue,by induction,for any trie of  leaves.
3.2 Insertion
Wesupposethekey  hasthevalue10001001andwewantto insertakey  of value10101111
in thetrie of Figure6; this will leadto thetrie andtherepresentationof Figure7.
The insertionof anotherkey  of value10001000will leadto Figure8; in this figure, the
presenceof 4 new NIL-pointersis noticeable.
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Figure7: Insertionof key  (10101111)
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Figure8: Insertionof key  (10001000)
3.3 Deletion
A key canbeimmediatelydeletedby settingto NIL thepointerto thesuppressedkey.
However it is usefulto eliminatetheunnecessaryNIL-pointers; this is doneby iteratively
replacingthesubtriescomposedof aninternalnode,a data-leafanda NIL-leaf, by a data-leaf,
andby updatingconsequentlythebit-mapandthepointerlist.
Deletionof key  in Figure8 leadsbackto Figure7.
3.4 Retrieval
Theretrieval algorithmis basedon a joint processingof thebit-mapandof thepointers-list.
Eachbit of the retrieval key is checked from left to right; for each1-bit found, the corre-
sponding0-subtrieis skippedover.
Skippingoverasubtrieis straightforwardsincein any subtriethenumberof leavesexceeds
by 1 thenumberof interiornodes.
Therefore,thefollowing retrieval algorithmstands:
int bx; /* index in the bit-map */
int bk; /* bit being checked in the retrieved key */
int px; /* index in the pointers-list */
int nbbit; /* number of bits in the bit-map */
retrieve()
{
for ( bk=1, bx=1, px=1; bx <= nbbit; bk++, bx++ ) {
if ( bitkey(bk) == 0 ) skipstrie();
if ( bitmap(bx+1) == 1) break;
}
}
skipstrie()
{
int interior = 0;
int leaf = 0;
do {
if ( bitmap(bx+1) == 1 ) { leaf++; px++; }
else interior++;
bx++;
}
while( leaf < interior + 1 );
}
3.5 Data Structure for Compact-Tries
We proposethe structureof Figure9 to handlea significantpresenceof NIL-pointers(other
structurescouldbechosen,baseduponapredictedamountof NIL-pointers).
The first byte of eachpointer is only devotedto NIL-pointers; its valueis the numberof
consecutiveNIL-pointersat this point.
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Figure9: datastructurefor Compact-Tries
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Figure10: CompactRepresentationcorrespondingto thetrie of figure8
The drawbackof this structureis that sequentialprocessingall alongthe bit-mapandthe
pointer-list is needed,which hastwo disadvantages:first, the processingtime becomevery
importantasthenumberof keys increases;moreover, updatingthestructureimplieslocking the
wholestructure,which is a seriousdrawbackfor parallelprocessing.
Thesedefaultswill becorrectedin theCompact-BalancedTrieswe now present.
4 Compact-Balanced Tries (CB-Tries)
The Compact-BalancedTries is a naturaldescendantof the CompactTrie of JeanKouacou-
Kouadio.
A trie is split into piecesandeachpieceis representedin a compactway by a nodecompa-
rableto a
 
treenode.
An edgekey is generatedat eachtrie or subtriesplitting andacorrespondingstartingdepth
is calculated.Theedgekey is thekey valueof thesplitting point. Theedgedepthindicatesthe
numberof bits of the binary representationof the edgekey to take in accountbeforecoming
backto theordinaryprocessingof thebit-map.Theedgehandlingmodifiesa partof theinser-
tion, deletionandretrieval algorithm,but theglobalaspectof thesealgorithmsis maintained.
Thedatastructureexhibitedto handletheCompact-BalancedTriescloselyfollows theone
presentedfor handlingtheCompactTries.
We will differentiatethe trie-nodesor nodesfrom the Compact-BalancedCB-nodescon-
tainingtrie-nodes.
4.1 Trie Splitting
Wewill split thetrie § of Figure6, assuminga 10001001valuefor data  (Figure11).
Thiskey  is theedgekey of thesubtrie§¨ ; theassociatededge-depthis 2; thesubtrie§S is
thebeginningpart(usingpreordertraversal)of thetrie § ; henceit hasno edge-depth;theonly
differencebetweensuchabeginningtrie andanordinarytrie is thatits lastleafmaybemissing.
Thebiggestpartof Compact-Trie representationis thepointer-list; for this reason,thesplit-
ting point will be chosenat middle of the pointer-list, andthe first leaf of a subtriemay be a
1-leaf,just asthelastonemaybea 0-leaf;thereforethesubtriesgeneratedmayremainincom-
plete,at thebeginning,or at theend,or atbothextremities.
Insertionof two more keys © (10100000)and ª (10110000)would producea splitting
of subtrie §« and of the correspondingCB-node ¬­ (Figure 12); subtrie §¨® is beginning-
incomplete.
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Figure11: Trie SplittingandcorrespondingCB-nodes
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Figure12: SubtrieSplitting
BetweentheFigure11 andtheFigure12, theedge-depthof theCB-node¬­ (subtrie §¨ )
hasbeenmodifiedby insertionof thekey © ; this depthmodificationhasto behandledby the
insertionprocess.
4.2 Root
For the sake of simplicity, the root hasbeenhandledin experimentalrealizationsof the algo-
rithm asasingle
 
treenodeandtheheightof theresultingtreehasbeenlimited to two levels;
thereareno theoreticalnecessitiesimplying suchlimitations.
4.3 Insertions
Whentheedge-depthremainsunchanged,the insertionalgorithmis thesameastheoneused
for acompact-trie.
When the edge-depthis modified, the new edge-depthis the positionof the first bit that
differsin thebinaryrepresentationof theedgekey andof theinsertedkey; 1-NIL-leavescreated
by theinsertionhave to behandledin thebit-mapandin thepointers-list;0-NIL-leavescreated
by theinsertionbeforetheedgekey have to behandledonly if theinsertedkey is smallerthan
theedgekey.
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Figure13: edge-depthmodificationscorrespondingto key insertionsandsuppressions
4.4 Deletions
Whentheedgekey is notdeleted,thealgorithmis thesameasin thecaseof compacttrie.
Whentheedgekey is deleted,computethedepthandthepositioninsidethebit-list of the
next dataleaf (pointer  of the pointers-list). Theniterateupwardsby checkingthe key bits
of this datawith decreasingdepth;stop iteratingwhena 1-brotheris eitheran interior node
(detectedin bit-map)or a data-leaf(detectedin pointers-list). Concludeby updatingthe bit-
map,theedge-depthandthepointers-list.
4.5 Retrieval
The descriptionof the retrieval algorithmimplies subtrieskipping; thereforeshadow interior
nodesandshadow 0-leavesmustbehandledalongtheedge.
ÕÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖ Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö ÖÕ Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö ÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖ Õ ÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖ Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö
Õ Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö ÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖ
Õ ÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖ Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö Ö
Õ
Õ
Õ
Õ
Õ Õ
1 1 1 1 15 5 5
5 5
× × × × × × ×
2 2 2 2 2
Ø5 5 5 5 5 5 1 1 1 1 5 5 5 51 1 1 1 1 1 1 1 1 1
   
1 1 1 1 1 1 1
4 4 4 4 4 4
3 3 3 3 3 3
DR¶	DÙRUDF<UBI¿ÚÜÛ
A>
RDI¿&T	R>ÞÝ
^
^
]
]
]] ]
]
^^^^ ^ß à
á
â
ã
ä
Figure14: Edge-subtrieskipping(retrievekey å )
Retrieval of key å is proceededby skippingthesubtriecontainingthekeys æ , j , ç , è , and
four shadow nodes;this subtriecontains4 interior nodes(3 shadow), and5 leaves(1 shadow);
thereis no subtrieto skip if theretrieval key is smallerthanthekey-edge;thereis oneandonly
oneedge-subtrieto skip if the retrieval key is greaterthantheedge-key, andif thepositionof
thefirst bit which differsin thebinaryrepresentationof theretrieval key andof theedge-key is
inferior or equalto theedge-depth.
Theremaybeseveralordinarysubtriesskippedduringtheretrieval processing.
Theedge-subtrie-skippingalgorithmis givenin AppendixA.
4.6 Depth edge calculus
Thesplittingprocessrequiresthecomputationof thedepthof thenew edgekey (first key of the
rightmostof thetwo brotherCB-nodesexchangingentries).
Thiscomputationmakesuseof astackalgorithm,asshown in Figure15.
Thepile is built from thepositionsof the0-bitsof thelastnodebeingaccessedin preorder
traversalof thetrie, alongthebit-map.
For each0-node(0-bit in thebit-map),thedepthis increasedby oneandempiled.
For a 1-node,if the precedingbit is a zero, the depthremainsunchanged,elsewherethe
depthis equalto thetopof thepile; thenunpiling is performed.
Whenproceedingwith anedgekey, thestartingdepthis theedge-depthandthepile hasto
be loadedwith the 0-bit positionsof the edge-key (limited to the edge-depth);thenthe node
depthmaybecomputedaspreviously.
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Figure15: nodedepthcomputing
4.7 Merging and Balancing
The balancingprocessbetweentwo CB-nodesmay be doneby merging the 2 CB-nodesin a
double-sizeone,andthenby splitting this nodein two CB-nodes;thereforewe only have to
considerthemergingprocess.
We will call theCB-nodecontainingthekeys of inferior (resp. superior)valueasinferior
(resp.superior)CB-node;themerging processwill beperformedby aspecialkind of insertion
of thefirst key of thesuperiorCB-nodeinto the inferior CB-node,thenby a concatenationof
thetwo bit-maps,andby aconcatenationof thetwo pointers-lists(with exclusionof thefirst bit
andof thefirst pointerof thesuperiorCB-node).
Figure16andFigure17show thetwo differentcasesof merging insertion;in caseæ (inser-
tion depth Ä edgedepth),anordinaryinsertionwould give a two bits 01 bit-map;this bit-map
(andthepointer-list) is extendedwith interior nodesandNIL- ë  leavesuntil theedgedepthof
thesuperiornodeis reached;no 1-leaveshave to behandled.
In case
 
(insertiondepth ì edgedepth),neitherinterior nodesnor NIL- ë  leaveshave to
behandled,but NIL-1-leaveshave to behandledin thebit-mapandin thepointer-list, between
theedgedepthandtheinsertiondepth.
Duringpointer-list concatenation,if thelastpointerof theCB-inferiornodeis aNIL-pointer
(no valid data),this NIL-pointer (numberof NIL-leaves)hasto beaddedto theNIL-part of the
secondNIL-pointer of theCB-superiornode.
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5 Experimental results
5.1 Experimental results on the Unix Dictionary
Experimentalresultshavebeenobtainedon theUnix “words” dictionary.
TheCB-nodestructureis givenin AppendixA.
Theexperimentalresults(AppendixB) show thatthenumberof NIL-leavesis about ý


of the numberof data-leaves; this givesan averageof 10 bits per key in the bit-map,andan
averageof 18 bits per key when countingthe 8 bits of the NIL-pointers. Theseresultsare
stronglydependenton thestructureof alphanumericdata.
It is noticeablethat purely sequentialkeys would produceno NIL-leaves, and therefore
would request2 bits per key in the bit-map,or 10 bits per key whenincluding the bits of the
NIL-pointers.
Randomlydistributedkeys request11 bitsperkey.
Thedistribution of theNIL-pointersvaluesprovidesideasfor further improving thestruc-
ture;for instance,handlingtheNIL-pointer-list independentlyof thedatapointerlist, it is sim-
ple to adda secondarybit-list whereeach1-bit correspondsto thepresenceof a NIL-pointer;
the NIL-pointer list is reducedto the non-zeroNIL pointers;in this case,the numberof bits
usedto representheUnix dictionaryis reducedto 16 bits. Improvementis still possible:NIL-
pointersmayberepresentedashalf abyte,onebyteor two byteslongfields,(of theform 0xxx,
10xxxxxx,11xxxxxxxxxxxxxx); this representationwould requireonly 14 bits perkey for the
Unix dictionary, 3 bits perkey for sequentialdataand4 bits perkey for randomdata.
Performancesof bit-stringhandlingarenot optimalandexperimentalresultsprovide better
performanceswith 50-entriesCB-nodesthanwith 100-entriesCB-nodes(this couldalsobean
effectof thelocally sequentialalgorithm);thissuggeststhatthenumberof entriesin aCB-node
is aparameterto bechosencarefully;programmingthebit-stringhandlingin assemblylanguage
would certainlyimprove theperformances;suggestionsarealsomadein [3] for improving the
bit-handling.
5.2 Comparison of the Compact-Balanced Trie and of the Compact 0-
complete Trees
TheCompact0-completeTree[12] usesa 4-bytestructureperkey, onebytebeingthecurrent
boundingnodedepthandthe3 next bytesbeingdataor NIL-pointer.
OrlandicandPfaltz have doneasymptoticanalysisof the Compact0-completeTree[13];
theaveragestorageutilization is 
þ
 ; aswe pointedout in chapter2, thereis no possibilityof
improving this storageutilizationby progressivemergingof nodes.
In contrast,our experimentalresultsexhibit an averageof 5 bytesper key (bit-map,NIL-
pointer, data-pointer),but
 
treelike flexibility allows by a progressivescanningof theindex
to forcea 	
 filling rate,for any key-distribution.
Therefore,a 1000byte Nodewould containan averageof 150 entriesin the caseof the
Compact0-completeTreesandabout200entriesin caseof theCompact-BalancedTries(after
forcinga V
 filling rate).
Thedifferencewouldbebiggerwith heavier structures.
Moreover, like in
 
treecase,a  storageutilization is guaranteedfor any Nodeof a
Compact-BalancedTrie.
The Compact0-completeTreehasthe advantagein termsof algorithmsimplicity andof
implementationease,while theCompact-BalancedTrie hastheadvantagein termsof storage
utilizationandof worstcaseshandling.
6 Conclusions
TheCompact-BalancedTriesrequirebetweenoneandtwo bytesto representakey; in contrast
to this excellentcompactionresult,therelative moderateperformanceof thebit-maphandling
andtherelativecomplexity of thealgorithmareslight drawbacks.
The
 
treetypestructureof theCompact-BalancedTrie allowspartiallockingof thestruc-
ture andmulti-userparallelprocessing;for this reason,Compact-BalancedTries could be of
efficientusagein aparallelmachinelikeBubba[2].
BalancedCompactTriesoffer compactnessandall the
 
treeproperties;they aretherefore
asecurechoicefor implementationof memorydatabases.
BalancedCompactTries canalsomanageclusteringorderedindexeswithout any special
difficulty.
Theworstcaseof insertioncorrespondsto pairsof keyshaving their ¬ first bits in common;
in this case,the numberof NIL-leaves is about ¬ , andthe numberof bits usedto represent
thesekeys is about ¬ (in thebit-maprepresentation);therefore,if ¬ is large,andif thereis a
largenumberof suchpairsof key, a Patricia-treelikemethod[7] would locally bemorespace-
saving thanthebit-maprepresentation.This worstcasewould requireaboutthesameamount
of memoryin aCompact-BalancedTrie asin aclassical
 
tree.
Whencopingwith randomkey distributions,andremarkingthatthebit-maprepresentation
is a minimal representationfor a trie, it is not unreasonableto think that the indexing method
weproposeapproachesa theoreticaloptimumin termsof compactness.
Weprovedthatthelinearrepresentationof triescanbesegmentedandhandledwith acom-
plete flexibility; this importantnovelty allows us to stepdown from global linearity of the
algorithmsto local linearity andinsuresthatworstcasesof insertionsarehandledaswell asa 
treecoulddo; theseflexibility andcompactnessresultsimprove thebestresultsobtainedat
themomentfor suchindexes.
The researchpresentedin this papercouldbeextendedin differentways: it is not easyto
conjectureif a compactrepresentationmaybefoundfor multidimensionaldata;however, asit
hasbedonewith
 
trees,a CompactBalancedTrie maybeusedfor eachdimensionof such
data;it wouldbeinterestingto seeif anextensionof
 
treesto multidimensionalcase,asdone
with KB-Trees[6] couldbeappliedto CompactBalancedTries;thecomparisonwith grid files,
asdoneby Kriegel [9], or with BANGfiles[5], would thenbeaninterestingsubject.
Anotherfield of researchwould be the probabilisticanalysisof the NIL-pointers, in both
casesof randomkeys andof alphanumerickeys; resultsin this directionwould allow a further
tuningof thestructure.
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A Skip-edge-subtrie algorithm
struct node {
int ed; /* edge-depth */
int nbbit /* current number of bit of the bit-map */
int nbpointer; /* current number of pointers of the poin- */
/* ters-list */
int bit-map [BMAPSIZE];
int pointer [PTRSSIZE]; /* first character is NIL-pointers */
/* next 3 characters are DATA-pointer*/
};
int bx; /* bit-map index */
int px; /* pointer index */
skipestrie (differ) /* JUMP EDGE SUBTRIE */
int differ; /* position of the first bit differing */
/* between the retrieval-key and the edge-key*/
{
struct node *n = &currentnode;
char *edgekey = n->pointer[0];
int interior; /* number of interior nodes (shadows included) */
int leaf; /* number of leaf nodes (shadows included) */
int eb = differ; /* (key) edge bit position-number */
bx = px = 0;
/* HANDLING OF THE SHADOW NODES */
for ( interior=0, leaf=0; eb < n->ed; eb++, interior++ )
if ( bit( edgekey, eb ) == 1 ) leaf++;
if ( bit( edgekey, n->ed ) == 1 ) leaf++;
/* HANDLING OF NODES ALONG THE BIT-MAP CONTENT */
do {
if ( bx == n->nbbit-1 || bit( n->bitmap, bx+1) == 1 )
{ leaf++; px++; }
else interior++;
}
while( leaf < interior + 1 );
}
bit( adr, posi ) /* BIT VALUE */
/* return the value of the bit at position */
/* "posi", first bit being highest bit of */
/* address "adr" */
B Experimental results
Experimentals Results on the Unix Words Dictionary
Number of words inserted = 24259
Average size of the words = 7 bytes = 56 bits
Bit-map size = 249719 bits
Number of non-zero NIL-pointers = 14796
Average number of bits used for a word = 10 + 8 (NIL-pointer-size) = 18
Number maximum of entries per node = 100
Number of NIL-leaves = 101125
Distribution of NIL-sequence :
(a NIL-sequence is a number of consecutive -- in sense of pre-
order traversal -- NIL-leaves, represented in the NIL-pointers;
NIL-sequence[11] stands for a sequence of 11 consecutive NIL-
pointers)
NIL-sequence[ 1] = 2303 NIL-sequence[25] = 64
NIL-sequence[ 2] = 1779 NIL-sequence[26] = 53
NIL-sequence[ 3] = 1557 NIL-sequence[27] = 39
NIL-sequence[ 4] = 1206 NIL-sequence[28] = 45
NIL-sequence[ 5] = 1045 NIL-sequence[29] = 26
NIL-sequence[ 6] = 963 NIL-sequence[30] = 17
NIL-sequence[ 7] = 761 NIL-sequence[31] = 22
NIL-sequence[ 8] = 692 NIL-sequence[32] = 17
NIL-sequence[ 9] = 551 NIL-sequence[33] = 19
NIL-sequence[10] = 535 NIL-sequence[34] = 8
NIL-sequence[11] = 454 NIL-sequence[35] = 9
NIL-sequence[12] = 371 NIL-sequence[36] = 4
NIL-sequence[13] = 342 NIL-sequence[37] = 7
NIL-sequence[14] = 318 NIL-sequence[38] = 3
NIL-sequence[15] = 277 NIL-sequence[39] = 4
NIL-sequence[16] = 190 NIL-sequence[40] = 2
NIL-sequence[17] = 178 NIL-sequence[41] = 1
NIL-sequence[18] = 151 NIL-sequence[42] = 2
NIL-sequence[19] = 138 NIL-sequence[44] = 2
NIL-sequence[20] = 127 NIL-sequence[46] = 2
NIL-sequence[21] = 106 NIL-sequence[47] = 2
NIL-sequence[22] = 87 NIL-sequence[48] = 1
NIL-sequence[23] = 63 NIL-sequence[52] = 1
NIL-sequence[24] = 52 NIL-sequence[65] = 1
