We consider a Poisson point process on the space of lines in R d , where a multiplicative factor u > 0 of the intensity measure determines the density of lines. Each line in the process is taken as the axis of a bi-infinite cylinder of radius 1. We investigate percolative properties of the vacant set, defined as the subset of R d that is not covered by any such cylinder. We show that in dimensions d ≥ 4, there is a critical value u * (d) ∈ (0, ∞), such that with probability 1, the vacant set has an unbounded component if u < u * (d), and only bounded components if u > u * (d). For d = 3, we prove that the vacant set does not percolate for large u and that the vacant set intersected with a two-dimensional subspace of R d does not even percolate for small u > 0.
Introduction
If randomly selected straight lines are drilled through a large ball, do the lines decompose the ball into small pieces? Or do the lines only chop off small components, leaving the remaining object essentially connected? This general consideration could serve as an inspiration for this article. Random lines are defined by a thickened Poisson line process in R d , d ≥ 3, and we study the connected components of the complement of this process, called the vacant set. The intensity of lines is determined by a parameter u > 0 and the behavior of the vacant set is shown to undergo a phase transition in u. Before we go into more detail, let us introduce the model more precisely.
On the space L of lines in R d , d ≥ 2, there exists a non-trivial Haar measure µ, invariant under translations and rotations, unique up to scaling. We consider a Poisson point process ω with intensity uµ on L, where u > 0, defined on a suitable probability space (Ω, A, P u ). Each line in the support of ω is taken to be the axis of a bi-infinite closed cylinder with base of radius 1. Let L be the union of all such cylinders, and define the vacant set
For details on the construction of µ and V, we refer to the next section.
The main question we investigate in this article is whether the random set V has unbounded connected components. If this is the case, then we say that V percolates. Let θ(u) be the probability that the origin belongs to an unbounded connected component of V. We will show in Proposition 3.4 that V percolates with probability either 0 or 1, hence that θ(u) is positive precisely if V percolates almost surely. The main results in this article concern the non-degeneracy of the critical value It is well known that u * (2) = 0, see Theorem 10.3.2 in [7] . Indeed, the line process tiles the plane into finite-sided polygons, and several properties of these polygons have been studied in the literature, see Section I.4.4 in [6] . From now on, we let d ≥ 3 unless otherwise specified. In Theorem 4.1, we prove that in dimensions d ≥ 3, V does not percolate for high intensities, This last result leaves as a natural open problem the case d = 3. We observe in Proposition 5.6 that for d = 3, V ∩ R 2 does not even percolate for small u > 0, although this does happen in higher dimensions, which presumably makes dimension 3 substantially more difficult. Further open problems are mentioned in Remark 5.8 at the end of the article.
To a significant extent, this work is inspired by Sznitman's recent work [12] on random interlacements, which share some common features with Poisson cylinders. The process of random interlacements is a site percolation model in Z d , d ≥ 3, corresponding to a Poisson point process on the space of doubly-infinite trajectories on Z d modulo time-shift. As in the investigation of random interlacements undertaken in [8] , [9] , [10] , [11] , [12] and [13] , the infinite-range dependence causes some of the key difficulties in the present model and this makes some of the techniques developed in [12] helpful.
Before we comment on the proofs of the main results (1.2) and (1.3), let us note that the Poisson cylinder model does not dominate and is not dominated by the standard Poisson Boolean model of continuum percolation, see Remark 3.2 ( (1) and (3)) below for details. Moreover, the model exhibits infinite-range dependence. Indeed, for any x, y ∈ R d with |x − y| > 2,
where c d,u > 0 and c ′ d,u > 0 are constants depending on d and u and cov u denotes covariance with respect to P u (see Remark 3.2 (4)). In particular, this seriously complicates the use of Peierls-type techniques in the present setup, and excludes the use of arguments based on comparison with the Poisson Boolean model. We instead use a renormalization scheme inspired by [12] .
In order to prove (1.2), we consider a rapidly increasing sequence (a n ) n≥1 and the event that the ball of radius a n centered at the origin is traversed by a vacant path starting inside the ball of radius 1/4 centered at the origin and ending at the boundary of the ball of radius a n . Since any such path must cross the boundaries of the balls of radii a n /4 and a n /2 centered at the origin, this event is included in the event that there exist two balls B 1 and B 2 of radius a n−1 centered at distance a n /4 and a n /2 from the origin and traversed by a vacant path in the same way. If the occurrence of such a traversal in B 1 was independent of the occurrence of a traversal in B 2 , then we would obtain a recursive inequality of the form
2 for the probability p n (u) that a traversal occurs for a ball of radius a n , and iteration of this recursion would prove that θ(u) = 0 for sufficiently large u (here, the factor (const(d)a n ) 2(d−1) comes from the number of possible choices of B 1 and B 2 and turns out not to be problematic by a suitable choice of a n ). Of course, the local pictures left by the process in the different neighborhoods B 1 and B 2 are in fact not independent. The key observation at this point is that we can make these local pictures independent by removing from the Poisson cylinder process all cylinders intersecting both B 1 and B 2 . Such a removal is permitted, because we can thereby only increase the value of θ(u). As a result, we do obtain a recursion as mentioned above, but for the process with certain cylinders removed. Iterating this procedure and bounding the total loss of intensity from the successive removals, we can deduce that θ(u) = 0 for sufficiently large u and thus prove (1.2).
In order to prove (1.3), we prove that in dimension d ≥ 4, even the set V ∩ R 2 percolates for u > 0 chosen sufficiently small. This does not follow from a standard application of a Peierls-type argument, because even in high dimensions and even if A is a subset of R, the probability P u [A ⊆ L] does not decay exponentially in the length of A (see Remark 3.2 (2) below). Instead, we use a renormalization scheme similar to the one used in the proof of (1.2), where instead of a vacant path we consider a circuit in L ∩ R 2 delimiting a bounded component containing the origin in R 2 . Again, we exclude cylinders from the process in order to obtain independence between the local pictures in distant neighborhoods. In order to obtain a useful bound on the probability that a cylinder occurs in the excluded set, we need to assume that d ≥ 4. In Proposition 5.6, we observe that in dimension d = 3, the set V ∩ R 2 indeed does not even percolate for small u > 0.
The article is organized as follows: In Section 2 we introduce the model and some of its basic properties. In Section 3, we provide useful preliminary estimates and a 0-1-law for the event that V percolates. In Section 4, we prove the main result (1.2) for the large u regime and Section 5 is devoted to the main result (1.3) pertaining to the small u regime. Section 5 also contains the proof that V ∩ R 2 does not percolate for any u > 0 when d = 3.
Throughout the paper, we use the following convention concerning constants: c and c ′ denote strictly positive constants only depending on the dimension d, and their values are allowed to change from place to place. The constants c 0 , c 1 , ..., c 11 are fixed and defined at their first place of appearance. Dependence of constants on parameters other than d will be indicated. For example, c(u) denotes a constant depending on d and u.
Notation
The goal of this section is to introduce the model of interest in this paper. First, we introduce some notation. The Euclidean norm on R d will be denoted by | · |. For sets A, B ⊆ R d , we define their mutual distance by
and their sum by
For A ⊆ R d and t > 0, we define the t-neighborhood of A as the open set
and the t-interior of A as the open set For x ≥ 0, let ⌈x⌉ denote the smallest integer that is larger than or equal to x, and let [x] denote the integer part of x. For a topological space X, we will write B(X) for the Borel-σ-algebra on X. We will use the symbol ± to state two separate equations, one with − and one with +. For example, the expression ℵ ± = ± stands for "ℵ − = − and
For the rigorous definition of the space of lines, we follow [7] . The set L of lines is defined as the affine Grassmanian of 1-dimensional affine subspaces of R d . In order to define a measure on L, consider the group SO d of rotations of R d about the origin, equipped with the topology induced from its representation as the group of orthogonal matrices with determinant 1 and its unique Haar measure ν, normalized such that ν(SO d ) = 1. For x ∈ R d , the translation τ x is defined by (2.6) γ : e
is continuous. One can thus define the Borel-σ-algebra B(L) on L. Up to constant multiples, the unique Haar measure µ on (L, B(L)) (i.e. the unique nontrivial measure invariant under all translations τ x and rotations ϑ of R d ) is given by
For background on Haar measures, we refer to Chapter 13 of [7] , where a proof of this last statement is given in Theorem 13.2.12, p. 588. Next, we introduce the space Ω of locally finite point measures on (L, B(L)):
We endow Ω with the σ-algebra A generated by the evaluation maps e A : ω → ω(A), for A ∈ B(L). For u > 0, we then define P u as the law on (Ω, A) of a Poisson point process on (L, B(L)) with intensity measure uµ. Let E u denote the expectation operator corresponding to P u . Remark 2.1. Translation and rotation invariance of µ imply that the law
, and similarly for ϑω. Then P u = τ x P u = ϑP u .
We now introduce the events in A that will be of interest in this work. To any element l ∈ L, we associate the cylinder
For a subset A of R d that is either open or compact, we define the set of lines whose cylinder intersects A, From the above definitions, we can compute µ(L B(x,r) ):
Proof. By translation invariance of µ, we can assume that x = 0. Then the cylinder C(l) intersects B(0, r) if and only if γ −1 (l) ∈ B d−1 (0, r + 1) × SO d , so the result follows from (2.8) and the fact that ν(SO d ) = 1.
We define the random set of cylinders
where supp ω stands for the support of ω. Since any ω ∈ Ω is locally finite and (2.13) holds, any closed ball B(0, n) is intersected by only finitely many cylinders C(l), l ∈ supp ω, so that L(ω) ∩ B(0, n) is closed for all n ≥ 1. In particular, L(ω) is itself a closed set. The vacant set V(ω) is defined as the open set
For sets A, B ⊆ R d , we will often consider events of the form
there is a continuous path from A to B contained in V(ω)}, (2.16) where a continuous path from A to B is a continuous function p :
Proof. In order to reduce the lemma to the case where A and B contain only one element, we begin with the following claim (recall that e . are the evaluation maps introduced below (2.9)):
To see that the right-hand side in (2.18) is included in the left-hand side, observe that, if the right-hand side occurs, then there are points x and y in the 1/n-neighborhoods of A and B connected by a vacant path. Moreover, thanks to the last two events on the right-hand side, x and y can be connected by vacant paths to A and B themselves. In particular, the event on the lefthand side occurs. On the other hand, if A is connected to B by a vacant path, then there are points x 0 ∈ A ∩ V and y 0 ∈ B ∩ V connected by a vacant path. In order to find n, x and y such that the right-hand side occurs, we choose n ≥ 1 large enough such that B(x 0 , 2/n) and B(y 0 , 2/n) are subsets of the open set V and take any
In order to prove that {A V ←→ B} is measurable, it thus suffices to prove that {{x} V ←→ {y}} ∈ A for any x, y ∈ Q d . To this end, we define a rational polygonal path of n steps from x to y to be a continuous path p from x to y, determined by the values
. Let P n,x,y be the set of rational polygonal paths of n steps from x to y. Note that P n,x,y is countable. We claim that
Indeed, if the event on the right-hand side occurs, then there exists a polygonal path from x to y that is not intersected by any of the cylinders and {{x} For any x ∈ R d , we can now define the event that x belongs to an unbounded component of the vacant set,
as well as the event that V percolates (i.e. contains an unbounded component),
We define the percolation probability
We will also consider the event that V ∩ R 2 percolates, defined by
where {x} 
Preliminary results
This section contains preliminary estimates, and a 0-1-law for the events Perc and Perc 2 introduced in (2.21) and (2.23). The following lemma provides an estimate on the measure of the set of cylinders intersecting two distant balls.
Proof. By translation invariance of µ, we can assume that x 1 = 0. We begin with the lower bound. Observe that
By rotational invariance of ν, the function ϑ ∈ SO d → ϑ(R + e 1 ) ∈ ∂B(0, 1) is a uniformly distributed random variable on the unit sphere under ν. In particular, the image m of ν under this function,
is the uniform measure on the unit sphere.
From (3.2), (3.3) and (2.8), we obtain that
We proceed in a similar way for the upper bound. Observe that
From (3.3) and (3.5) we obtain that
The number of balls of radius r + 1 centered at ∂B(0, α) needed to cover ∂B(0, α) is less than c(α/(r + 1)) d−1 and a subset of size at least c ′ (α/(r + 1)) d−1 of these balls consists of disjoint balls. Moreover, for each such ball B, m(B) is the same. Hence, c r + 1 2α
We now obtain the required bounds in (3.1) using (3.7), (3.4), (3.6) together with the estimates λ(
Remark 3.2. At this point, we can make some basic observations on the Poisson cylinder process. In particular, we will highlight some essential differences between the Poisson cylinder process and the Poisson Boolean model consisting of a union of balls of fixed radius centered at the points of a Poisson point process in R d , see [5] .
1. The Poisson cylinder process is not dominated by the Poisson Boolean model, regardless of the choice of dimension and parameters. Indeed, let l(x, y) be the straight line segment connecting two points x and y in R d , where |x − y| > 2. Then Lemma 3.1 implies the following lower bound on the probability that l(x, y) is covered by L:
In particular, this probability does not decay exponentially in the distance between x and y as for the Poisson Boolean model (cf. [1] , Lemma 3.4), showing that the Poisson cylinder process is not dominated by the Poisson Boolean model with fixed radius balls. We do not know if it is impossible to dominate the Poisson cylinder process with the Poisson Boolean model with balls of some unbounded random radius.
The estimate (3.8) also implies that the probability
not even decay exponentially in the length of A if A is restricted to be a subset of R. This is a sharp contrast to random interlacements, where exponential decay of the corresponding probability does occur in dimension d ≥ 4 if A is restricted to be a subset of Z and at least in dimensions d ≥ 18 for subsets A of Z 2 (see [12] , Theorem 2.4 for a generalized version of this assertion).
3. The Poisson cylinder process does not dominate the Poisson Boolean model, regardless of the choice of dimension and parameters. Indeed, let r > 0 and consider the probability that no cylinder intersects the ball B(0, r). By Lemma 2.2, we have
In particular, this probability does not decay exponentially in the volume of B(0, r), showing that the Poisson cylinder process does not dominate the Poisson Boolean model.
4. Lemma 3.1 also implies that the Poisson cylinder process exhibits longrange dependence: for any x, y ∈ R d such that |x − y| > 2,
where cov u denotes covariance with respect to P u .
Using a similar procedure as in [12] ω1 L B(0,r) ),
Proof. First, we observe that (3.11) is a standard consequence of (3.10). Indeed, by L 1 (P u )-approximation of the indicator function of A in (3.11) by functions as in (3.10), one deduces from (3.10) that
2 , hence (3.11). It thus only remains to prove (3.10).
To this end, consider any f as in the statement and for any x,r) ). We write r) ) and f 2 = f − f 1 . Observe that the processes ω1 L B(0,r) \L B(x,r) and ω1 L B(x,r) are independent, so f 1 and g are independent. Hence
By translation invariance of ω, we have 0,r) ,B(x,r) )≥1 , |g| ≤ 1 and the Chebychev inequality, we thus deduce from (3.12) that
The estimate (3.10) thus follows from Lemma 3.1 and the proof of Lemma 3.3 is complete.
The 0-1-law for the events Perc and Perc 2 introduced in (2.21) and (2.23) can now be deduced from Lemma 3.3. 
Proof. The assertions follow from (3.11) and invariance of Perc and Perc 2 under (τ x ) x∈Q .
Absence of percolation for high intensities
The main objective of this section is to prove in Theorem 4.1 assertion (1.2) that in 3 or higher dimensions, V does not percolate when u is large enough. In the Poisson Boolean model, this can be proved by comparison with ordinary discrete percolation on the d-dimensional lattice (cf. [5] ), but Remark 3.2 shows that such an approach is impossible in the present case. Instead, we make use of a renormalization method, inspired by Section 3 of [12] . Although the sprinkling techniques developed in [12] for random interlacements cannot be used here due to the deterministic nature of cylinders, Poisson cylinders have the convenient property that any single cylinder occupies only a relatively small density of volume (order n versus order n 2 for random interlacement paths, in a ball of radius n). This feature makes it easier to exclude sets of lines from the process without changing the percolative properties of the vacant set. 
For c 2 as on the right hand side of (3.1), we then define the number a 0 = 2 + 4c 2 c −1
as well as the rapidly growing sequence a n = a
For any n ≥ 1 that will remain fixed until the end of the proof, and k = 1, 2, . . . , n, we introduce the numbers
where the dimension-dependent constant c 4 > 1 is chosen such that the set ∂B(0, a n−k+1 /4) ∪ ∂B(0, a n−k+1 /2) can be covered by m k balls of radius 1/4 centered in ∂B(0, a n−k+1 /4) ∪ ∂B(0, a n−k+1 /2). The aim now is to prove that θ(u) = 0, where On I k+1 , 1 ≤ k ≤ n − 1, we define the projection π k : I k+1 → I k onto the first k coordinates by π k ((i 1 , . . . , i k+1 )) = (i 1 , . . . , i k ). Moreover, for vectors a and b, we let (a, b) be the concatenation of a and b. Using (4.5), we can now recursively define the array
such that for k = 0, 1, . . . , n−1, i ∈ I k , and x 0 .,. = 0 (here π 0 (i ′ ) = i is defined to hold for all i ′ ∈ I 1 ),
(v,1),i ′ , 1/4), and
This construction is illustrated in Figure 1 . By (4.5), we can additionally choose the centers in (4.8) such that x k+1 (v,1),i ′ ∈ ∂B(x k v,i , a n−k /4) and x k+1 (v,2),i ′ ∈ ∂B(x k v,i , a n−k /2). In particular, for any i, i ′ ∈ I n , v, v ′ ∈ {1, 2} n and 1 ≤ k ≤ n,
For any 0 ≤ k ≤ n, v ∈ {1, 2} k and i ∈ I k , we define the associated event C 
Note that, whatever the choice of n ≥ 1, we have Figure 1 : Illustration of the construction of the array ((x k v,i ) v∈{1,2} k ,i∈I k ) 0≤k≤n−1 . The sphere of radius a n−k /4 centered at x k v,i is covered by balls of radius 1/4 with centers x k+1 (v,1),i ′ and the sphere of radius a n−k /2 is covered by balls with centers x k+1 (v,2),i ′ . Each of the vertices x k+1 (v,1),i ′ and x k+1 (v,2),i ′ is then taken as the center of balls of radii a n−k−1 /4 and a n−k−1 /2, illustrated for the two small balls crossed by the path p.
Moreover, the properties (4.8) allow us to deduce that, whenever C 0 occurs, so must many of the events C n (v, i). In order to state such an inclusion, we now introduce another index set
where i v 1 ,...,v l ∈ {1, . . . , m l } for 1 ≤ l ≤ k. For any I ∈ I + k and v ∈ {1, 2} k , we define, using the notation in (4.12),
The following lemma asserts that, for any 1 ≤ k ≤ n, if C 0 occurs, then there are numbers i 1 , i 2 ∈ {1, . . . , m 1 }, i 1,1 , i 1,2 , i 2,1 , i 2,2 ∈ {1, . . . , m 2 }, . . . ,  (i v 1 ,. ..,v k ∈ {1, . . . , m k }) v 1 ,...,v k ∈{1,2} , such that for any v ∈ {1, 2} k , the event
Proof of Lemma 4.2. We proceed by induction on k. For k = 1, we observe that, if C 0 occurs, then there is a continuous path p in the vacant set connecting B(0, 1/4) to ∂B(0, a n ). By continuity, p must pass through ∂B(0, a n /4) and ∂B(0, a n /2). Hence, by (4.8) with k = 0, there are indices i 1 and i 2 , such that p passes through B(x . Since a n ≥ 2a n−1 by (4.2) and (4.3), this implies in particular that p also visits ∂B(x 1 1,i 1 , a n−1 ) and ∂B(x 1 2,i 2 , a n−1 ). In other words, C 1 (1, i 1 ) and C 1 (2, i 2 ) both occur. This completes the proof for the case k = 1. Now assume that (4.14) holds for some k < n. Then numbers 
Proof of Lemma 4.3 . Suppose that w ∈ {1, 2} n is different from v. If the first coordinate at which w and v differ is k ∈ {1, . . . , n}, then there are at most 2 n−k+1 possible choices for w and by (4.9), |x n v,Iv − x n w,Iw | ≥ a n−k+1 /8. Hence we obtain from Lemma 3.1 (with α = a n−k+1 /8 and r = 1/4) that
For ω ∈ Ω and L v defined in (4.16), we set
Since the sets (L v ) v∈{1,2} n are disjoint, the processes (ω v ) v∈{1,2} n are independent and we have
In particular, if we define the event
then the events (C n v ) v∈{1,2} n are independent and
Hence, we obtain from Lemma 4.2, the fact that the cardinality of I
i , and the union bound that
With (4.3) and (4.4), we hence find that
(4.20)
For any v ∈ {1, 2} n , let nowL v ⊂ L be the set of lines whose cylinder covers the ball B(x
, we use translation invariance of P u to replace x 
Now observe that ifC
Inserting this bound into (4.20), we deduce with (4.10) that for all n ≥ 1,
Letting n tend to infinity, we obtain Theorem 4.1.
Percolation for low intensities
In this section we prove assertion (1.3) stating that for any d ≥ 4 and u > 0 chosen small enough, V percolates almost surely. In fact, we will show the stronger statement that even V ∩ R 2 percolates in this regime (cf. (2.23), (2.24)). Again, we will use a renormalization scheme inspired by [12] . We also remark that there are some similarities between our proof and the methods used in [3] to prove that there is no percolation at low intensities in the covered set of the Poisson Boolean model with balls of unbounded radii that satisfy a moment condition. The difficulties prohibiting the use of standard percolation techniques have been mentioned in Remark 3.2 (2) above. where the dimension-dependent constant c = (2c 8 ) 10 > 0 will be chosen later. Let
In particular, we have
x,y,n ⊂ L be the set of lines whose associated cylinders intersect S(x, a n ) as well as S(y, a n ):
,n ⊂ L be the set of lines whose cylinders intersect S(x, a n ), but not S(y, a n ):
and set
Let us check that the event A n (x, L) is indeed measurable.
Proof. By local finiteness of ω, the set (L(ω1 L ) ∩ S(x, a n )) ∪ S(x, a n /10) is a union of finitely many closed convex sets. Any two of these sets intersect each other if and only if their open 1/m-neighborhoods intersect each other for all m ≥ 1. Hence,
Since L(ω1 L ) 1/m ∪ S(x, a n /10) 1/m is a union of open convex sets, a path from S(x, a n /10)
exists if and only if there exists a rational polygonal path (see Lemma 2.3 
1/m ∩ R 2 from S(x, a n /10) 1/m to (S(x, a n ) c ) 1/m , such that every segment of the path is covered by the 1/m-neighborhood of the intersection of a cylinder with R 2 . Let P k,z 1 ,z 2 be the countable set of rational polygonal paths consisting of k segments from z 1 ∈ Q 2 to z 2 ∈ Q 2 in R 2 . For any p ∈ P k,z 1 ,z 2 , let p 1 , . . . , p k be its k segments, and let C(p i ) be the open set of lines l such that p i ⊆ (C(l) ∩ R 2 ) 1/m . Then the remarks above imply that
By translation invariance of P u (cf. Remark 2.1),
and we put
For n ≥ 1, let H 1 n be a minimal collection of points on ∂S(0, a n /2) such that ∂S(0, a n /2) ⊂ x∈H 1 n S(x, a n−1 /10),
and let H 2 n be a minimal collection of points on ∂S(0, 3a n /4) such that
S(x, a n−1 /10).
Note that we then have
We need a preliminary lemma.
Proof. Let C 1 and C 2 be two squares fulfilling the assumptions of the lemma. For i = 1, 2, let U i be a minimal collection of balls of radius 1 centered on ∂C i such that ∂C i ⊂ ∪ B∈U i B. By continuity, any cylinder that intersects both C 1 and C 2 must also intersect both ∂C 1 and ∂C 2 . Moreover, any such cylinder intersects at least one ball B ∈ U 1 and at least one ball B ′ ∈ U 2 . Therefore, using a union bound and Lemma 3.1, we get
Here, the third inequality uses |U i | ≤ cs, for i = 1, 2.
The key estimate for the proof of Theorem 5.1 is provided by the following control on the probabilities p n (u) defined in (5.9). We can only prove (5.14) for d ≥ 4. This is not merely a deficiency of the arguments; we shall see later in Proposition 5.6 that p n (u) does not decay for d = 3.
Proposition 5.4 (d ≥ 4).
There exists a constant c 6 ∈ (0, ∞) such that for any a 0 ≥ c 6 and u ∈ (0, c 7 (a 0 )) one has
Proof. Observe that if A n (0) occurs, then for at least one x 1 ∈ H 1 n , the event A n−1 (x 1 ) happens, and for at least one x 2 ∈ H 2 n , the event A n−1 (x 2 ) happens (as in the proof of Lemma 4.2, this follows from the continuity of a path connecting S(0, a n /10) and ∂S(0, a n ); an illustration would look similar to Figure 1 ). Consequently, using (5.11),
≤ c a n a n−1
(5.15)
Next, we will find a useful upper bound on
n , we have (recall the notation (5.5))
,n−1 = 0 , and we will now find upper bounds on the two terms on the right-hand side. Using Lemma 5.3 and the inequality 1 − e −x ≤ x for x ≥ 0, we obtain
We now turn to the second term in (5.16). First we observe that since L A n−1 (x 1 , L + x 1 ,x 2 ,n−1 ) and A n−1 (x 2 , L + x 2 ,x 1 ,n−1 ) are independent. We now get that
(5.19) Combining (5.15), (5.16), (5.17), (5.19) we obtain p n (u) ≤ c a n a n−1
where we have used the relation a n = a 
.
Proof of Lemma 5.5 . Suppose u ≤ 1. If for some n ≥ 0 inequality (5.21) holds, we get by inequality (5.20),
where the last inequality holds because a 0 ≥ (2c 8 ) 10 . Furthermore, using that c 5 = 3.8/3 < 2 (cf. (5.2) ), the inequality 3. With Lemma 5.5, we can now complete the proof of Proposition 5.4. We set a 0 ≥ (2c 8 ) 10 , so that Lemma 5.5 applies. Since
for every u ≤ c 7 (a 0 ). Choosing such a u, an inductive application of Lemma 5.5 yields 
a closed curve γ contained in L ∩ R 2 surrounding 0. Hence, we have the inclusion
We now choose a 0 large and u small so that (5.14) holds. Using (5.23), we get that
there is a closed curve γ ⊂ L ∩ (R 2 \ S(0, a 0 )) surrounding 0 and intersecting [a k−1 , a k ]e 1 .
(5.24)
By continuity of γ, the set on the right-hand side is included in Figure 2 for a schematic illustration), hence
, by (5.14), 0,a 0 ) ). Choosing a 0 sufficiently large, and then u sufficiently small makes ca 0,a 0 ) ) < 1, and we conclude that P u [Perc where c 11 (u) does not depend on a. We now use this estimate on the sequence a n = 3 n , n ≥ 1. Note that −3 n /2 > −3 n+1 /4 + b for n ≥ c, so the set of cylinders intersecting both S We have seen in Proposition 5.6 that in dimension three, the vacant set does not percolate along any fixed two-dimensional subspace. This property distinguishes the Poisson cylinder model from both standard percolation and random interlacements, where percolation of the vacant set intersected with the two-dimensional plane does occur in dimension 3, see [9] . Proposition 5.6 does not rule out a random set of exceptional planes, however, along which percolation of the vacant set may occur even in dimension 3 (see [2] for the occurrence of such a phenomenon).
2. In the regime where the vacant set percolates, is the infinite component unique, as is the case in classic percolation (cf. [4] , Theorem 8.1) and in random interlacements (cf. [13] 
