Abstract. The research on offline handwritten Arabic character recognition has received more and more attention in recent years, because of the increasing needs of Arabic document digitization. The variation in Arabic handwriting brings great difficulty in character segmentation and recognition, eg., the subparts (diacritics) of the Arabic character may shift away from the main part. In this paper, a new probabilistic segmentation model is proposed. First, a contour-based over-segmentation method is conducted, cutting the word image into graphemes. The graphemes are sorted into 3 queues, which are character main parts, sub-parts (diacritics) above or below main parts respectively. The confidence for each character is calculated by the probabilistic model, taking recognizer output, geometric confidence and logical constraint into consideration. Then, the global optimization is conducted to find optimal cutting path, taking weighted average of character confidences as objective function. Experiments on handwritten Arabic documents with various writing styles show the proposed method is effective.
Introduction
The technique of Optical Character Recognition (OCR) has been the subject of intensive research for decades. In recent years, research on Arabic OCR achieves more and more attentions due to the increasing interaction between western world and Arabic world. As the unique characteristics of Arabic script, it is hard to implement existing frame of segmentation algorithm of other languages. Several most prominent features that are closely relevant to the designing of OCR system are described as follows:
1. There are 28 basic characters in Arabic Script, most of which have four different forms depending on their position in a word.
Fig. 1. Arabic Script Sample
A typical Arabic recognition system consists of five stages: pre-processing, segmentation, feature extraction, classification and post-processing, among which the specific segmentation module is the most challenging step. For the word segmentation, the analytical approaches that segment the words into individual characters [2] [3] [4] [5] [6] [7] are suitable for handling a large vocabulary of words. In this paper, we adopt this kind of approach.
As [11] points out, there are 2 fundamental strategies in analytical segmentation, which are segmentation-then-recognition and segmentation-based strategy. The latter outweighs the former in integrating the extra recognition information, so it is adopted more widely. Within the segmentation-based strategy, there are also 2 different approaches, which are explicit segmentation and implicit segmentation. Usually, the implicit approach is sensitive to the variation of fonts and is characterized by a large computation complexity. Thus, in this paper, we adopt the explicit segmentation.
Explicit segmentation usually consists of two steps, which are over-segmentation and searching. Over-segmentation tries to segment a given word into smaller entities (called graphemes) that are ideally parts of integral characters; based on these graphemes, the searching step finds the best cutting path to obtain the integral characters.
For the over-segmentation step, numerous methods have been proposed in bibliography. The vertical projection histogram is the most direct feature to get the candidate cutting columns [2, 12, 13] , however, these systems can not deal with the cases where characters are too close to each other. Also, The morphological stroke extraction [14] and the skeleton analysis [3] are both frequently used, however, none of them shows robust to the handwritten case. Contour analysis [4, 5, [15] [16] [17] [18] shows more robust, perhaps because of the simple form of Arabic characters on top contour. In this paper, a contour-based algorithm is presented, which shows robustness through experiments. For the searching step, we propose a model to evaluate candidate solutions with an objective function. The confidence of individual character is integrated with 3 types of information, which are recognition information, segmentation information and logical constraint.
Specific to offline handwritten Arabic application, there remains a problem that has not received enough attention in bibliography, that there are frequently sub parts below or above the main parts, and moreover, the relative position between them often varies a lot in handwriting case (Fig 2) , for which we must find the correct association between sub and main parts. Unfortunately, few systems investigated are trying to solve this problem. Most systems simply assume that the correct cutting columns on main parts also cut sub parts correctly [5] [6] [7] . In our algorithm, we consider all the possible combination of sub parts and main parts, and propose a 3-queue model to generate the candidate segmentation solutions. This feature shows its advantage when dealing with the cases like The rest of the paper is organized as follows: Section 2 introduces our probabilistic segmentation model, and the 3-queue segmentation candidate technique is described in this section. Section 3 illustrates the workflow of the algorithm. Section 4 describes the contour-based over-segmentation step, which generates original segmentation graphemes. Section 5 discusses the experiments and results. The conclusion is in Section 6.
The probabilistic segmentation model
In this paper, we propose a new segmentation model for generating segmentation candidates. 
where conf i , the confidence of i-th character, can be defined as ( ) code conf max log code ,img
where code i is the hypothesis code of i-th character, and img i is i-th character's image.
is related to the probability of the geometric configuration, defined as ( )
img rect rect rect pos , pos ,
where c , 
The parameter β determines how strong the logical rule imposed. The logical rule will affect the segmentation more sensitively when β is getting closer to 0. The workflow of our system is presented by Fig 4. The preprocessing phase consists of page decomposition, line cutting, word cutting and normalization. The first 3 steps follow the approach presented in [6] , and the normalization step makes the average character height as the unit for all geometric measures. In the segmentation phase, there is a sorting step that executes: 1. splitting the sub parts into two queues: overbaseline and under-baseline; 2. sorting the three queue into left-to-right order. In this c , storing the recognition information into a database, which will be repeatedly used in searching step. Then, the searching task is facilitated with Dynamic Programming algorithm, which can find global optimal solution, that is, the solution with lowest objective function value * conf , with low computation cost. In this step, the recognition results can be directly obtained at the same time that we get the segmentation solution.
The workflow of the system

The step of over-segmentation
Over-segmentation is the step prior to the step of sorting and segmentation (Fig 4) , which partitions the connected component of the main part into graphemes. In this step, the contour-based analysis is applied, which can efficiently find the candidate cutting positions with robustness. The rule for choosing candidate cutting positions is listed as following:
• Rule1 all the local minima of the top contour are treated as candidate cutting points.
• Rule2 all the points on top contour which have a distance to bottom contour smaller than 4/3 stroke width are treated as candidate cutting points. The stroke width has been calculated through histogram of vertical run-length.
• Rule3 similar to rule 2, that all the points on bottom contour which have a distance to top contour smaller than 4/3 stroke width are also treated as candidate cutting points.
• Rule4 the points of top contour, which are on the base line, are treated as candidate cutting points. The base line is extracted with Hough transform [8, 15] . • Rule5 (the rule for filtering the candidates generated from rule 1,2,3,4) the distance between any two candidate cutting points must be more than 3/2 stroke width, otherwise tick out one point. These rules are based on the typical characteristic of both printed and handwritten Arabic, that, Arabic characters are usually connected on the baseline. Based on this hypothesis, we take the points located on baseline as the candidate cutting points. Three different contour features can help us to find the candidates, including the local minima (rule 1), the stroke segments with the shape of "bottleneck"(rule 2, 3), and the points lied on the baseline detected by Hough transform (rule 4). Though some extra candidates are introduced, the losing cases are reduced. (Fig 5) 
Experiments and results
Comparative result
We have a text database of 20000 characters, including various writing styles, with which we segmented and labeled half of the text manually, training the segmentation model and recognition module separately, and chose test samples from another half. We classify them into 5 types (Fig 6) . Each type of samples contains about 2000 characters. Taking 0 β = (in equation (9)), the results on the 5 test sets are listed in Table 1 , from which we can observe that our algorithm performs considerably well on all the 5 sets. 69.0 59.4 57.7 54.9 54.9 59.2 However, with the system that is presented in [6] , (using the same training set) we find that the performance deteriorates significantly. (Table 2 ) The segmentation rates are all fall behind that of our algorithm, which may be explained as following: this system simply associates the sub parts to the nearest mother main part character. This greatly limits the solution searching, and neglects the logical constraints. 
The significant role of logical rule
The logical rule expressed in ( ) code img, , , ; C. choose the system presented in [6] , (which has been compared with ours above) From the results, we can observe that the results of experiment B fall much behind of that of experiment A, which clearly proves that the logical rule plays a great role in performance. Experiment B's results are close to that of experiment C, which does not use the logical rule and performs directly recognition on combinations of sub and main parts. The results may also indicate that the segmentation-based scheme outweighs the segmentation-then-recognition scheme, because of the integration of the recognition result.
Result analysis
We set 0 β = , and analyze the error of the segmentation. The data is as follows: The errors can be mainly classified into 4 categories: − Ambiguity in recognition Since our algorithm use the recognition output as the base for segmenting decision, the right segmentation lies greatly to the correct recognition. Sometimes it is difficult to distinguish the part of character from the integral character, for example, , (the tail part of character ), and the character (Alef), share the same shape of a vertical stroke, as a result, they may be difficult to classify by the recognition module. So the tail of is quite likely to be cut out as an integral character. In future, we should improve the performance of the recognition module to deal with this kind of problem.
− Failure in over-segmentation Sometimes the over-segmentation encounters some irregular cases that are still unable to segment. Often it happens where the stroke is too wide, or the characters are too close to each other.
− Ligatures or unique writing conventions
In Arabic, sometimes two or more characters overlap with each other to form a new shape, and these combinations are frequently appeared. In our algorithm, we can treat some of the combinations that appear most frequently as a new character, however, sometimes the frequency of the ligature is low, and the total number of these cases is large. To improve the performance of the system, we have to study these cases more comprehensively.
− Other errors
Conclusion
In this paper, a 3-queue model is designed to generate the candidate segmentation solutions. It is mainly aimed to deal with the characteristic of Arabic that the sub parts are isolated from the main parts and their relative positions vary a lot. Specifically, the graphemes are lined in 3 queues, generating a state space that contains all the possible segmentations, in contrast with other "greedy approaches", which takes only the nearest main part as the mother main part of a sub part. Besides, in our model, we integrate the logical and the geometrical constraint together with recognition output in confidence calculating, using probabilistic model. The over-segmentation is designed with contour analysis, which obtains the candidate cutting points through 3 different aspects of contour features.
From our experiments, the robustness of algorithm is verified as the results turn out to be smooth on the 5 selected data sets, which are in different writing style. The comparative experiment is also conducted showing the advantage of our algorithm over traditional ones. However, we have not jet used the lexicon information in this paper, which seems to be much potential in enhancing the performance. In future, we should also try to incorporate the system with the lexicon restriction.
