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KMS STATES ON THE SQUARE OF WHITE NOISE
ALGEBRA
Luigi Accardi, Grigori Amosov, Uwe Franz
Abstract. It was shown in [AFS00] that there are only three
types of irreducible unitary representations θ of sl2. Using the
Schurmann triple one can associate with each θ a number of repre-
sentations of the square of white noise (SWN) algebra A. However,
in analogy with the Boson, Fermion and q-deformed case, we expect
that some interesting non irreducible representations of sl2 may re-
sult in GNS representations of KMS states associated with some
evolutions on A. In the present paper determine the structure of
the ∗–endomorphisms of the SWN algebra, induced by linear maps
in the 1–particle Hilbert algebra, we introduce the SWN analogue
of the quasifree evolutions and find the explicit form of the KMS
states associated with some of them.
1. The square of white noise and its representations.
Definition 1 The square of white noise (SWN) algebra A over
the Hilbert algebra K = L2(R) ∩ L∞(R) (see [ALV99, AFS00]),
is the unital ∗–Lie algebra with generators 1 (central element),
bφ, b
+
φ , nφ, φ ∈ K, which are linearly independent (in the sense that
f01 + bf1 + bf2 + nf3 = 0 with f0 ∈ C and fj ∈ K (j = 1, 2, 3) if and
only if f1 = f1 = f2 = f3 = 0) and relations
[bφ, b
+
ψ ] = γ < φ, ψ > 1 + nφψ, (SWN1)
[nφ, bψ] = −2bφψ, (SWN2)
[nφ, b
+
ψ ] = 2b
+
φψ, (SWN3)
(bφ)
∗ = b+φ , (nφ)
∗ = nφ, (SWN4)
[nφ, nψ] = [b
+
φ , b
+
ψ ] = [bφ, bψ] = 0 (SWN5)
where γ is a fixed strictly positive real parameter (coming from the
renormalization), < ·, · > is a inner product in K and φ, ψ ∈ K.
Furthermore b+ and n are linear and b is anti-linear in the functions
from K and we assume that
Xφ = 0 if and only if ψ = 0 (SWN6)
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Remark 1 The involution on K will be indifferently denoted f 7→
f ∗ or f 7→ f . Following [AFS00] all the irreducible unitary repre-
sentations of A can be obtained as follows. Consider the Lie algebra
sl2 with generators {B+, B−,M}, relations
[B−, B+] =M, [M,B±] = ±B±,
and involution (B−)∗ = B+, M∗ = M . Let ρ be an irreducible rep-
resentation of sl2 and therefore of its universally enveloping unital
algebra U(sl2) in a Hilbert space H0 and η be a 1–cocycle for ρ. De-
fine L(uv) =< η(u∗), η(v) >, u, v ∈ U0(sl2), where U0(sl2) is the
algebra U(sl2) without unit. Then (ρ, η, L) is called a Schu¨rmann
triple and a representation pi of A in the Hilbert space Γ(H0⊗L2(R))
can be obtained from the relations
pi(bχ[s,t[) = Λst(ρ(B
−))+A∗st(η(B
−))+Ast(η(B
+))+L(B−)(t−s)Id,
pi(b+χ[s,t[) = Λst(ρ(B
+))+A∗st(η(B
+))+Ast(η(B
−))+L(B+)(t−s)Id,
pi(nχ[s,t[) = Λst(ρ(M))+A
∗
st(η(M))+Ast(η(M))+(L(M)−γ)(t−s)Id,
(Rep)
where Λst = Λt − Λs, A∗st = A∗t − As, Ast = At − As are the conser-
vation, creation and annihilation processes on the symmetric Fock
space Γ(H0 ⊗ L2(R)) satisfying the relations (see [Par92, Mey95])
[At(φ), A
∗
s(ψ)] = (t ∧ s) < φ, ψ >,
[At(φ), As(ψ)] = [A
∗
t (φ), A
∗
s(ψ)] = 0,
[Λt(X),Λs(Y )] = Λt∧s([X, Y ]),
[Λt(X), As(φ)] = −At∧s(X∗φ), [Λt(X), A∗s(φ)] = A∗t∧s(Xφ),
(CCR)
φ, ψ ∈ K, X, Y ∈ B(K),
χI (I ⊂ R) denotes the multiplication operator by the characteristic
function of I (= 1 on I and = 0 outside I), γ is the same as in
(SWN1). Conversely, all the irreducible representations of A arise
in this way. We shall say that the representation ρ is associated
with the representation pi anche the cocycle η. Hence to classify the
representations of A one needs to investigate the representations of
U(sl2) and their cocycles.
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The contents of the present paper is the following. In Section 2
we introduce the quasifree evolutions on A. Then we obtain a clas-
sification of these evolutions and prove their spatiality. In Section
3 we consider the KMS states associated with a special subclass of
the quasifree evolutions on A.
2. Endomorphisms of the SWN algebra.
Definition 2 A Hilbert algebra is a *–algebra K, not necesarily with
unit, endowed with a scalar product 〈f, g〉 ∈ C satisfying 〈f, gh〉 =
〈g∗f, h〉 (f, g, h ∈ K). A Hilbert algebra endomorphism (resp. au-
tomorphism) of K is a *–endomorphism (resp. *–automorphism) T
of the *–algebra structure
T (φψ) = T (φ)T (ψ), (T (φ))∗ = T (φ)
which is also an isometry (resp. unitary operator), of the pre–Hilbert
space structure in the sense that, ∀φ, ψ ∈ K
〈T (φ), T (ψ)〉 = 〈φ, ψ〉 (1)
Theorem 1. Let T 1, T 2, T 3 be linear operators on K. Define a map
τ ′ acting on the generators b, b+, n by the formula
1→ 1; bφ → bT 1φ, b+φ → b+T 2φ, nφ → nT 3φ. (2)
The map τ ′ can be extended to a ∗–endomorphism of A if and only if
there exist a Hilbert algebra endomorphism T of K and a real-valued
function α on R, such that, for any φ ∈ K,
T 3(φ) = T (φ) (3)
T 1(φ) = T 2(φ) = eiαT (φ) (4)
The endomorphism τ ′ is a an automorphism if and only if T is an
automorphism.
Proof. Because of the linear independence of the generators and
of (SWN6), it follows from the relation (SWN1) that
(T 1)∗T 2 = Id, T 3(φψ) = T 1(φ)T 2(ψ), (5)
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where the first identity in condition (5) has to be interpreted in the
sense of (1). From (SWN2) and (SWN6) it follows that
T 1(φψ) = T 3(φ)T 1(ψ), (6)
from (SWN3) and (SWN6), that
T 2(φψ) = T 3(φ)T 2(ψ) (7)
and from (SWN4) and (SWN6), that
T0 := T
1 = T 2, T 3(φ) = T 3(φ), (8)
for any φ, ψ ∈ K.
Therefore (5),(6,(7),(8) are respectively equivalent to:
T ∗0 T0 = id (9)
T 3(φ) = T 3(φ) (10)
T 3(φψ) = T0(φ)T0(ψ) (11)
T0(φψ) = T
3(φ)T0(ψ) (12)
From (11) with φ = ψ, we deduce that for any ψ ∈ K
T 3(|ψ|2) = |T0(ψ)|2 (13)
Again from (11), with ψ replaced by ψχ we obtain
T 3(φψχ) = T0(φ)T0(ψχ)
and, from (12) this is equal to
T0(φ)T
3(ψ)T0(χ)
Choosing φ = χ and using (13) we deduce
T 3(|φ|2ψ) = |T0(φ)|2T 3(ψ) = T 3(|φ|2)T 3(ψ)
Since any positive element in K can be written in the form |φ|2
for some φ ∈ K, this implies that, for any positive element φ in K
T 3(φψ) = T 3(φ)T 3(ψ) (14)
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Since any φ ∈ K is linear combination of positive elements we con-
clude that (14) holds for any φ, ψ ∈ K.
Combining (13) and (14) we conclude that, for any ψ ∈ K
|T 3(ψ)|2 = |T0(ψ)|2
Thus for each ψ ∈ K there exists a real valued measurable function
αψ such that
T0(ψ) = e
iαψT 3(ψ) (15)
Finally (15) and (9) imply that, for any φ ∈ K
〈T 3(φ), T 3(φ)〉 = 〈T0(φ), T0(φ)〉 = 〈φ, φ〉
and, by polarization, this implies that T 3 is isometric. Thus T 3 is a
Hilbert algebra endomorphism. Let us denote
T := T 3
If for some t > 0, supp (ϕ) ⊆ [−t, t] then (15) implies that
eαϕT (ϕ) = T0(ϕ) = T0(ϕχ[−t,t]) = T (ϕ)T0(φ[−t,t]) =
eiαχ[−t,t]T (ϕ)T (χ[−t,t]) = eiαχ[−t,z]T (ϕ)
Thus, for any ϕ ∈ K with supp (ϕ) ⊆ [−t, t], one has, on
supp (T (ϕ)):
αϕ = αχ[−t,t] ; a.e. (16)
In particular, if s ≤ t
αχ[−s,s] = αχ[−t,] ; a.e. on supp T (χ[−s,s]) (17)
Since T is an endomorphism of K, T (χ[−t,t]) is a self–adjoint projec-
tion in K, hence it has the form
T (χ[−t,t]) = χIt
for some measurable subset It ⊆ R. By the isometry property one
can suppose that t 7→ It is increasing:
s ≤ t⇒ Is ⊆ It ; a.e.
Denote
χI := supχIt = χ⊔t≥0It
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since the union can be taken on any sequence increasing to +∞,
one can assume that I is measurable up to a set of measure zero.
Moreover for any sequence tn ↑ +∞ the function
α := limαχ[−tn,tn]
is well defined on I and measurable up to a sub–set of measure zero
of I. Because of (16) for any function ϕ with bounded support one
has
T0(ϕ) = e
iαϕT (ϕ) = eiαT (ϕ)
Since T0 is isometric and the functions with bounded support are
dense in K, it follows that
T0 = e
iαT (18)
Conversely, if T : K → K is a Hilbert algebra endormorphism,
α : R → R a measurable function and T0, T1, T2 are defined by
(18), (8) respectively, then the map τ ′, defined by (2) preserves
the commutation relations of the SWN, hence is a ∗–Lie algebra
endomorphism.
Finally it is clear that τ ′ will be an automorphism (i.e. surjective
endomorphism) if and only if T is on to, i.e. unitary.
Example. A non surjective endomorphism of A
Consider the following isometry on L2(R):
V f(x) =


0 if x ∈ [0, 1)
f(x− 1) if x ∈ [1,+∞)
0 if x ∈ (−1, 0]
f(x+ 1) if x ∈ (−∞,−1]
(19)
One has:
〈V f, V g〉 =
∫
[V f(x)]−[V g(x)]dx
=
∫ ∞
1
f(x− 1)g(x− 1)dx+
∫ −1
−∞
f(x+ 1)g(x+ 1)dx =
=
∫ ∞
0
f(y)g(y)dy+
∫ 0
−∞
f(y)g(y)dy =
∫ +∞
−∞
f(y)g(y)dy = 〈f, g〉L2
Thus V is isometric:
V ∗V = 1
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However
Range V = {f ∈ L2(R) : f(x) = 0 if x ∈ [−1, 1]}
which is a proper subspace of L2(R).
Remark 2 Notice that V maps L2 ∩ L∞(R) =: K into itself and
clearly induces a Hilbert algebra endomorphism of K. Let us denote
it T 3. Notice however that, if χ is any characteristic function of a
bounded subset in R, then
T 3(χ) ≤ χ(−1,1)c
Therefore
χ = sup{T (3)χ : χ projectors on bounded subsets of R = χ(−1,1)c < 1
Definition 3. The endomorphisms of A, introduced in Theorem 1
are called quasifree. If τ ′ is such an endomorphism and (T, α) is the
pair associated to it via Theorem 1, we shall say that τ ′ is obtained
by the lifting (or second quantization) of the pair (T, α).
The theorem implies that every quasifree endomorphism τ ′ of A
can be represented as a composition τ ′ = τ 1τ 2 such that
(A) τ 1 is obtained by the lifting of the pair (T, 0);
(B) τ 2 is obtained by the lifting of the pair (1, α).
A quasifree endomorphism will be called of type (A), resp. (B)
if it belongs to one of these classes. Notice that, if we consider
a one-parameter group of automorphisms with parameter set R,
then the associated family of operators (Tt)t∈R must be a group of
endomorphisms in case of type (A) and the function αt(x) must
be of the form αt(x) = α(x)t, t ∈ R, in case of type (B). We are
interested to study the spatiality of these evolutions relatively to the
representations of A.
Proposition 1. Let pi be a representation of A in the Hilbert space
H = Γ(H0 ⊗ L2(R)) generated by the Schurmann triple (ρ, η, L).
Given a type (A) quasifree automorphism τ ′ of the SWN algebra A,
there is an automorphism τ of the algebra B(H) such that τ(pi(x)) =
pi(τ ′(x)), x ∈ A.
Proof. Let the automorphism τ ′ = τ ′T be obtained by the lifting of
the pair (T, 0). To prove the proposition we must look for a unitary
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operator U in H implementing τ ′. Every automorphism of K can be
continued to an automorphism of the von Neumann algebra L∞(R)
that is unitary implementable. Therefore there is a unitary operator
U acting in L2(R) such that T (x) = UxU∗, x ∈ K. The formula
Ue(f ⊗ φ) = e(f ⊗ Uφ), f ∈ H0, φ ∈ Γ(L2(R)), defines a unitary
operator U = Γ(1⊗U) on the exponential vectors e(f⊗φ) in H and
therefore on the whole ofH. The property pi(τ ′(x)) = Upi(x)U∗, x ∈
A, holds. One can define τ(x) = τT (x) = UxU∗, x ∈ B(H). ✷
Given a type (B) quasifree automorphism τ ′ of the SWN algebra
A obtained by the lifting of pair (1, α) and a representation pi of A
generated by the Schurmann triple (ρ, η, L), it is natural to conjec-
ture that the associated automorphism τ(·), of the algebra B(H),
(τ(pi(x)) = pi(τ ′(x)), x ∈ A), has the form τ(·) = eiH(·)e−iH with
H =
1
2
∫
α(t)dnt,
dnt = dΛ(ρ(M)) + dA
∗(η(M)) + dA(η(M)) + (L(M)− γ)dt (20)
This conjecture can be proved by an approximation argument which
makes use of the following.
Proposition 2. In the above notations let α be a locally con-
stant function vanishing outside a bounded interval and let (τε) be
the 1–parameter automorphism group of A associated to the pairs
(1, εα), ε ∈ R. Then for any x ∈ A
τε(pi(x)) = e
iεHpi(x)e−iεH (21)
Proof. For each x ∈ A denote
x(ε) = τε(x)
Choosing x = b+ψ (ψ ∈ K) one has
∂εpi(b
+
ψ (ε)) = ∂εpi(b
+
eiεαψ) = pi(b
+
iαeiεαψ) = iαpi(b
+
ψ (ε))
where in the last identity we have used the fact that, because of the
independent increment property, it is sufficient to consider the case
α = constant on the support of ψ.
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In our assumptions the operator H = H(α) is self–adjoint and
C+ψ (ε) := e
iεHpi(b+ψ )e
−iεH
satisfies the equation
∂εC
+
ψ (ε) = ie
iεH [H, pi(b+ψ )]e
−iεH = ieiεHpi([nα/2, b
+
ψ ])e
−iεH
It follows that τε(b
+
ψ )) and C
+
ψ (ε) satisfy the same ordinary differ-
ential equation with the same initial condition. Since α is constant,
in both cases the unique solution is
τε(pi(b
+
ψ )) = C
+
ψ (ε) = pi(b
+
eiεαψ)
Similarly one verifies that
τε(pi(bψ)) = pi(beiεαψ) ; τε(pi(nψ)) = pi(nψ)
and from this (21) follows.
3. KMS states associated with quasifree evolutions on the
SWN algebra
Let τ ′λ = (τ
′
t)t∈R be a group of type (B) quasifree automorphisms
on A defined by
τ ′t(bφ) = λ
−itbφ, τ
′
t(b
+
φ ) = λ
itb+φ ,
τ ′t(nφ) = nφ, t ∈ R, 0 < λ < 1.
Pick up the representations ρ± of U(sl2) in l2 introduced in [AFS00]
as
ρ+(B+)en = ρ
−(B−)en =
√
(n+ 1)(n+ 2)en+1,
ρ+(B−)en = ρ
−(B+)en =
√
n(n+ 1)en−1
ρ±(M)en = ±(2n+ 2)en,
where {e0, e1, . . . , en, . . .} is an orthonormal basis of l2. Then define
a pair of states φ± = φ±λ on U(sl2) by the formula
φ±λ (·) = (1− λ)
+∞∑
n=0
λn(en, ρ
±(·)en).
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In the representation pi = ρ+ ⊗ ρ− of U(sl2)⊗U(sl2) in the Hilbert
space Hφ = l2 ⊗ l2 we get
φ+λ (x) = (ψλ, pi(x⊗ 1)ψλ),
φ−λ (x) = (ψλ, pi(1⊗ x)ψλ), φλ(x⊗ y) = (ψλ, pi(x⊗ y)ψλ)
x, y ∈ U(sl2),
where ψλ =
√
1− λ +∞∑
n=0
λ
n
2 en ⊗ en ∈ Hφ. So one can consider pi as
the GNS representation associated with the state φλ. Put B
+
1 =
pi(B+ ⊗ 1), B−1 = pi(B− ⊗ 1), M1 = pi(M ⊗ 1) and B−2 = pi(1 ⊗
B−), B+2 = pi(1⊗B+), M2 = pi(1⊗M). Every triple (B+i , B−i ,Mi)
satisfies the relations of sl2 by the definition.
Proposition 3. The pair-
wise commuting operators (B+1 , B
−
1 ,M1) and (B
+
2 , B
−
2 ,M2) satisfy
the following relations
B−1 ψλ =
√
λB−2 ψλ, B
+
1 ψλ =
1√
λ
B+2 ψλ,
M1ψλ = −M2ψλ.
Proof. The identities
B+1 en ⊗ en = pi(B+ ⊗ 1)en ⊗ en =
= ρ+(B+)en ⊗ en =
√
(n+ 1)(n+ 2)en+1 ⊗ en =
= en+1 ⊗ ρ−(B+)en+1 = pi(1⊗ B+)en+1 ⊗ en+1 = B+2 en+1 ⊗ en+1
imply
B+1 ψλ =
√
1− λ
+∞∑
n=0
λ
n
2B+1 en ⊗ en =
√
1− λ
+∞∑
n=1
λ
n−1
2 B+2 en ⊗ en =
=
1√
λ
B+2 ψλ,
where we used the formula B+2 e0 ⊗ e0 = e0 ⊗ ρ−(B+)e0 = 0. The
remaining equalities can be proved in the same way. ✷
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Consider the Schurmann triple (pi, ηλ, φ˜λ) consisting of the rep-
resentation pi of U(sl2)⊗U(sl2), the trivial cocycle ηλ(x) = pi(x)ψλ
and the conditionally positive functional φ˜λ(x) = (ψ, (pi(x) −
ε(x))ψ), x ∈ U(sl2)⊗U(sl2), where ε is a counit. The restrictions of
(pi, ηλ, φ˜λ) give us two Schurmann triples (pi±, ηλ,±, φ˜λ,±) consisting
of representations pi± of U(sl2) by (B+1 , B−1 ,M1) and (B+2 , B−2 ,M2)
correspondingly such that pi+(x) = pi(x ⊗ 1), pi−(x) = pi(1 ⊗ x),
ηλ,±(x) = pi±(x)ψλ, x ∈ U(sl2). Then we can define the Levy
process jst over U(sl2)⊗ U(sl2) associated with (pi, ηλ, φ˜λ) and two
Levy processes j±st over U(sl2) associated with the Schurmann triples
(pi+, ηλ,+, φ˜λ,+) and (pi−, ηλ,−, φ˜λ,−) correspondingly such that
jst(x) = Λst(pi(x)) + A
∗
st(ηλ(x)) + Ast(ηλ(x
∗)) + (t− s)φλ(x)Id,
x ∈ U(sl2)⊗ U(sl2),
j+st(B
±) = Λst(B
±
1 )+A
∗
st(B
±
1 ψλ)+Ast(B
∓
1 ψλ)+(t−s)(ψλ, B±1 ψλ)Id,
j+st(M) = Λst(M1) +A
∗
st(M1ψλ) +Ast(M1ψλ) + (t− s)(ψλ,M1ψλ)Id,
j−st(B
±) = Λst(B
±
2 )+A
∗
st(B
±
2 ψλ)+Ast(B
∓
2 ψλ)+(t−s)(ψλ, B±2 ψλ)Id,
j−st(M) = Λst(M2) +A
∗
st(M2ψλ) +Ast(M2ψλ) + (t− s)(ψλ,M2ψλ)Id.
One can associate with the Levy processes given above two repre-
sentations θ± = θ
(λ)
± of the SWN algebra A and a representation θ
of the tensor product of two SWN algebras A⊗A in the same Fock
space H = Γ(Hφ ⊗ L2) such that
θ±(b[s,t[) = j
±
st(B
−), θ±(b
+
[s,t[) = j
±
st(B
+),
θ±(n[s,t[) = j
±
st(M)− γ(t− s)Id,
θ(x⊗ y) = θ+(x)θ−(y), x, y ∈ A.
Proposition 4. The maps θ± define two representations of the
SWN algebra A in the Hilbert space H = Γ(Hφ⊗L2) such that θ+(x)
and θ−(y) are commuting for all x, y ∈ A.
Proof.
Notice that θ+(x) and θ−(y) commute if x, y ∈ A because
B−1 , B
+
1 ,M1 and B
−
2 , B
+
2 ,M2 commute. Hence we need to prove
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only that θ+ and θ− are representations. Using the CCR relations
(see the Introduction) we get
[θ+(b[s,t[), θ+(b
+
[s,t[)] = Λst(M1)+A
∗
st(M1ψλ)+Ast(M1ψλ)+(ψλ,M1ψλ) =
θ+(n[st[) + γ(t− s)Id,
[θ+(n[s,t[), θ+(b
±
[s,t[)] = ±Λst(B±1 )±A∗st(B±1 ψλ)∓Ast(B∓1 ψλ)±(ψλ, B±1 ψλ) =
θ+(b
±
[s,t[).
The remaining formulae can be proved analogously. ✷
Define a linear map ωλ : A → C, by the formula
ωλ(x) = (Ω, θ+(x)Ω).
Theorem 2. ωλ is a KMS state associated with the evolution τ
′,
i.e.
ωλ(xy) = ωλ(xτ
′
i(y))
for all elements x, y ∈ A which are analytic with respect to τ ′.
Proof.
Notice that τ ′i(b
±
χ[s,t[
) = λ±1b±χ[s,t[ . Hence it is sufficient to prove
only that
ωλ(b
±
χ[s,t[
y) = λ±1ω(yb±χ[s,t[), y ∈ A.
Given x = θ+(y) ∈ θ+(A) one can obtain
ωλ(b
+
χ[s,t[
y) = (Λst(B
−
1 )Ω, xΩ)+
(A∗st(B
−
1 ψλ)Ω, xΩ)+(Ast(B
+
1 ψλ)Ω, xΩ)+(t−s)(ψλ, B+1 ψλ)ωλ(x) ≡ S.
Notice that
(ψλ, B
+
2 ψλ) = (ψλ, 1⊗ ρ−(B+)ψλ) =
(1− λ)(
+∞∑
n=0
λ
n
2 en ⊗ en,
+∞∑
n=0
λ
n
2 en ⊗
√
n(n+ 1)en−1) = 0.
Hence
0 = (ψλ, B
+
2 ψλ) = (ψλ, B
+
2 ψλ) = (B
+
2 ψλ, ψλ) = (ψλ, B
−
2 ψλ).
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Using the last relation, Proposition 4 and the equality Λst(x)Ω =
Ast(ξ)Ω = 0, x ∈ U(sl2), ξ ∈ H, we get the following expression,
S =
√
λ((A∗st(B
−
2 ψλ)Ω, xΩ) + (t− s)(ψλ, B+2 ψλ)ωλ(x)) =
=
√
λ((Λst(B
−
2 )Ω, xΩ)+
(A∗st(B
−
2 ψ)Ω, xΩ) + (Ast(B
+
2 ψ)Ω, xΩ) + (t− s)(ψ,B−2 ψ)ωλ(x)) =√
λ(θ−(bχ[st[)Ω, xΩ) =
√
λ(Ω, xθ−(b
+
χ[st[
)Ω) = λωλ(yb
+
χ[s,t[
)
The equality
ωλ(bχ[s,t[x) =
1
λ
ωλ(xbχ[s,t[), x ∈ A,
can be checked in the same way. ✷
In every representation θ of the algebra A there are sufficiently
many hermitian operators x ∈ θ(A). One can apply the functions
f ∈ L∞ to these operators and consider the von Neumann algebra
M = θ(A)′′ ∧ B(H) generated by the all f(x) ∈ B(H). The von
Neumann algebraM generated by the irreducible representation θ is
of type I. LetM =M± be the von Neumann algebras generated by
the representations constructed from the KMS state associated with
the evolution τ ′λ on A. These representations are not irreducible. In
particular, the algebras M+ and M− commute. One might expect
M to be of type IIIλ, 0 < λ < 1 (see [C73]).
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