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Abstract 
The notion of infinite companion matrix is extended to the case of matrix polyno- 
mials (including polynomials with singular leading coefficient). For row reduced poly- 
nomials a finite companion is introduced as the compression of the shift matrix. The 
methods are based on ideas of dilation theory. Connections with systems theory are 
indicated. Applications to the problem of linearization of matrix polynomials, olution 
of systems of difference and differential equations and new factorization formulae for 
infinite block Hankel matrices having finite rank are shown. As a consequence, any 
system of linear difference or differential equations with constant coefficients can be 
transformed into a first order system of dimension = degdet D. © 1999 Elsevier 
Science Inc. All rights reserved. 
1. Introduction 
The well-known and important notion of  the companion (sometimes called 
also Frobenius) matrix dates back to Kronecker. Given a monic polynomial  d
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of degree n, d(z) = do + dlz + . . .  + d,_lz ~-I + z", the companion matrix C(d) 
of d is defined as 
0 -d l  
C(d)  = . . 
1 -do-1 
Besides its classical fields of application, both the matrix and its related forms 
occur in the theory of linear systems with single input and single output when 
looking for a "canonical" form of realization of these systems. 
The notion of the infinite companion matrix of a scalar polynomial intro- 
duced by the second-named author arose in a natural manner in the course of 
his study of an extremal problem in spectral theory [21]. Although the matrix 
was originally intended as a technical tool only, it soon became vident hat it 
has interesting connections with what is known today as dilation theory. 
The infinite companion matrix of the polynomial d, denoted by C~ (d), is the 
n × oc matrix P = [tjk]j"_~ 0 which may be described by each of the following 
equivalent conditions (see Ref. [23]): 
(1) The column of index r consists of the coefficients of the polynomial 
obtained as remainder upon dividing z ~ by d(z) - in other words, 
z~ - ~o~j<~,-1 tJr zj is divisible by d(z). 
(2) The jth row is the solution of the linear homogeneous difference quation 
with characteristic polynomial d and initial conditions tjj = 1 and tjk = 0 for 
O<.k<~n- l ,k# j .  
(3) For each r the submatrix of P consisting of the n consecutive columns 
r , r  + 1 , . . . , r  + n - 1 equals C(d)". 
(4) The matrix P satisfies the intertwining relation with the shift matrix 
6 S = ( ~.~+J)~j~0 
PS = C(d)P 
and the initial conditions t~J = 1 and tjk = 0 for 0 ~ k ~ n - 1, k ~ j. 
(5) The transpose of the matrix P represents the operator which assigns to 
each vector (v0,..., vn_l) T the infinite sequence satisfying the linear homoge- 
neous difference quation with characteristic polynomial d and the initial con- 
ditions v0,...,  v,_l. 
The connections between the above five conditions are interesting. The in- 
tertwining condition (4) which says that the shift is a lifting of C(d) is essential. 
Iterating this relation, we obtain 
C(d)rP = PSr; 
this immediately implies Eq. (3) and represents the matrix C~(d) in the 
form of a controllability matrix: the rth column equals C(d)reo, where 
e0 = (1,0 . . . . .  0) T. 
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The similarity between the properties of the infinite companion matrix and 
the ideas of dilation theory is striking. The idea of representing operators as 
compressions of "nicer" operators on a larger space appears first in the work of 
Najmark [19] and was developed further to a great degree of perfection by 
Nagy and Foias [27] (English edition [28]). Applications to interpolation 
problems were presented by Nagy and Kor~inyi [29] and developed in the 
important paper of Sarason [26]. The main idea of application of dilation 
theory to interpolation problems consists in representing a given operator as 
the compression of the shift operator S on the Hardy space H 2 to a subspace 
H(~0) = H 2 ~ ~0I-I z where ~p is a suitable inner function. The operator 
*'(~0) : ~,*' ~, (1) 
the projection operator of H 2 onto H(~o), intertwines the shift S with its 
compression S(~p) to H(q~), i.e., S(~0)P(~o) = P(q~)S. 
Returning to the infinite companion matrix, it is obvious that it may be 
identified as a full analogy of P(~o): as the matrix of a projection operator 
mapping the space of all polynomials onto an algebraic omplement of the 
subspace of all multiples of the given polynomial d. The property (1) identifies 
it as the operator of division by d, property (4) as the matrix (in the standard 
bases) of the projection operator which intertwines the shift operator on the 
space of all polynomials with its compression. 
In view of the many important connections of this matrix with difference 
equations, model operators, Hankel operators, convergence of iterative pro- 
cesses and linear control systems, it is desirable to extend the study of the in- 
finite companion matrix to matrix polynomials. For this extension the 
identification as a matrix of the operator of division seems to be most suitable. 
As a generalization of the condition (4), the infinite companion matriv will 
intertwine the matrix of the shift operator, defined on vector polynomials, with 
its corresponding compression (see Theorem 30). This compressed shift matrix 
will be called the finite companion matrix corresponding to a nonsingular matrix 
polynomial. (The specific hoice of basis will imply a restriction to row reduced 
matrix polynomials, see Definition 29.) 
This matrix will also be identified as the matrix defining a linearization of the 
q × q matrix polynomial D(z). This notion has a long history. In the case of 
matrix polynomials, we refer, e.g., to the work of Lancaster [17]. Linearization 
is a special case of strict system equivalence, a notion worked out by 
Rosenbrock [25] and studied further by Fuhrmann [11]. For the nonmonic 
case, two approaches for linearization are possible according to whether only 
the finite part of the spectrum is considered or whether the infinite part is also 
taken into account. The second approach as been studied by Cohen [5] (see 
also Ref. [6]) and included in the monograph [13]. For D(z) in the form 
D(z) = y~,iXo Diz', one of possible linearizations in Cohen's ense is the pencil of 
dimension Kq 
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CD(Z) = Bz + A = [i ° 
I 
0 
0 0 
0 0 
0 0 
I 0 
0 O~ 
i - I  0 0 - I  
z+ 
0 0 
Do Dj D2 
0 
0 
- I  
• .  DK-I 
(2) 
(called companion polynomial). We adopt the first approach deriving lineari- 
zations of smaller dimension = deg detD(z) ~< Kq. 
The identification as operators, illuminating as it is theoretically, is not 
sufficient when applications are considered such as explicit expressions for 
solutions of difference quations, computational problems in realization theory 
or in metric problems, where it was necessary to have a concrete xplicit ex- 
pression for the matrix, in fact its entries as functions of the zeros of the given 
polynomial [22]. 
In spite of the fact that explicit matrix expressions are our main concern, the 
algebraic background of dilation theory is implicitly present in the whole pa- 
per. 
Once the connection with dilation theory is cleared up, many results in 
systems theory appear in a different light, reformulation i  purely algebraic 
terms provides deeper insight. The first outline of the algebraic parallel of the 
classical dilation theory was given by Fuhrmann in Ref. [10]. Consequently our 
work, although different in form (since we concentrate on explicit matrix forms 
of the operators), is close in spirit to the work of Fuhrmann. 
Since the theory of matrix polynomials i so strongly influenced by system 
theory we briefly indicate some of the connections• 
The black box approach in system theory describes a system as a map giving 
the output signal corresponding to an input signal without being concerned 
about the inner behaviour of the system• For linear, time-invariant, strictly 
causal, discrete-time systems (taking the z-transform) the corresponding re- 
stricted input-output map f turns out to be an F[z]-homomorphism between 
the input space S = Fq[z] and the output space ~ = z -l FP[[z 1]]. (Both these 
spaces are considered as F[z]-modules; for details see Ref. [15]). We conclude 
that Ker f is a submodule of ~ = F q[z]. 
As explained in Ref. [15], Ch. 10, the factorization of the map f in the form 
f = hg, (3) 
where 
g : Y', --+ ,~/Ker f is the natural quotient mapping and (4) 
h : ;~'/Ker f --~ ~ is the mapping induced by f (5) 
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can be viewed as a natural abstract minimal realization of the corresponding 
system and the space Y'/Ker f as a natural state space. Restricting ourselves by 
the reasonable assumption that the state space is finite-dimensional, we infer 
that Ker f  is a full submodule and (by [10], Theorem 3.1) it can be written as 
D(z)Fq[z] for some nonsingular D(z). Since it is difficult to work with classes of 
equivalence, it is more practical to replace the quotient space Fq[z]/D(z)Fq[z] 
by another isomorphic space (state-space). Any subspace 5f of F q[z] such that 
Fq[z] = O(z)Fq[z] ~ ,0 p (6) 
is such a state space. The map g can then be replaced by the projection onto 
along D(z)F q[z]. Clearly, any such subspace ~9 ~ can be viewed as a remainder 
subspace and the direct decomposition (6) makes it possible to define a division 
by the divisor D with a unique quotient and remainder. 
Division by a nonsingular matrix polynomial as divisor is defined in oper- 
ator setting in Fuhrmann's paper [10]. The remainder when dividing any vector 
polynomial p by a nonsingular matrix polynomial D (from the left) is given by 
the formula 
R(D)p = DFI D-lp (7) 
([10], p. 526). This is an analogy to Eq. (1). 
An equivalent definition of division by a matrix polynomial is given in Ref. 
[14]. 
The contents of our present paper is the following. In Section 3 we introduce 
the extended infinite companion matrix C~(D). Section 4 contains some nec- 
essary facts on matrix polynomials, including the definition of the Popov 
canonical form. In Section 5, we introduce the infinite companion matrix 
C~(D) for row reduced D and describe connections between the Popov ca- 
nonical form of D and the Gauss Jordan elimination for the matrix (~(D).  In 
Section 6 the definition of the finite companion matrix C(D) for any row re- 
duced matrix polynomial D is given and both the spectrum and the Jordan 
chains are described. In Section 7, any matrix polynomial is linearized, i.e., 
transformed into a monic matrix polynomial of degree 1. By this linearization a 
linear homogeneous system of difference, respectively, differential equations 
with constant coefficients the characteristic polynomial of which is D(z) is 
transformed into a larger monic system of first order. Section 8 contains a 
formula connecting the matrix C~ (D) with the scalar infinite companion ma- 
trix C~(d) where d - detD. In Section 9, it is shown that any block Hankel 
matrix H of finite rank can be written as the product of the transpose of an 
infinite companion matrix, a finite submatrix of H and, in general, another 
infinite companion matrix. 
The literature in the area of matrix polynomials and system theory is ex- 
tensive and proceeds, sometimes, from two independent sources. Purely alge- 
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braic notions and results turned out to be useful in system theory or vice versa. 
One striking example is the idea of column reduced matrix polynomials, used 
by Wedderburn [31] in purely algebraic investigations which reappeared in 
system theory later (see Ref. [33]). 
For standard notions and results from the theory of matrix polynomials and 
from system theory the reader is referred to the important monographs [14,13] 
which contain the most complete list of references to the original work as well 
as further literature. 
The authors wish to express their thanks to the referees .for providing them 
with .further references. 
2. Notation and preliminaries 
In the sequel, the following notation will be used: 
• F denotes an arbitrary (finite or infinite) field. 
• Fq[z] denotes the set of the vector polynomials, i.e., the polynomials with co- 
efficients belonging to F q. 
• Similarly F p×q[z] denotes the set of all p × q matrix polynomials. 
• Fq(z) denotes the set of all q-vectors whose components are rational func- 
tions. A function h(z) C Fq(z) is called strictly proper if each component is
of the form p(z)/q(z) where deg p < deg q. 
• The coefficients of a matrix polynomial D E FP×q[zl are denoted by Dk, i.e., 
D(z) = ~k  Dk~ with Dk = 0 for k > deg D. 
• A square matrix polynomial D(z) E Fq×q[z] is called 
nonsingular if det D(z) is a nonzero polynomial; 
monic if its leading coefficient is the identity matrix. 
• Stacking vector: We often need stacking vectors of coefficients of vector 
polynomials. We indicate these stacking vectors by a hat. For example, if 
a is a vector polynomial, then by ~ we mean the infinite column vector ob- 
tained by stacking the coefficients of the vector polynomial a and completing 
by zeros. Thus the value of a at the point z equals a(z) = [Iq zlq Z21q ...14. I fb 
is a vector whose elements are strictly proper ational functions, the stacking 
vector/~ is defined so that b(z) = [z=llq z=21q -.-lb. Similarly, if we have a se- 
quence of vectors {yi} having finite length, the stacking vector is denoted by 
• S denotes the "shift operator" on the space Fq[z], given by Sp(z) = zp(z) for 
any p(z) 
• If S-[~,,/+1 ]~ .j=o denotes the infinite "shift matrix" then the matrix 
SU = [ ¢,/+u ]~.i=0 represents the operator S in the basis ~ (see Definition 6). 
oc  • Similarly, if we define the matrices S* = [3i+l,i ]i,/=0 and (Sq) * = [6i+q,/]~ ~=0 
then (s*)q = (sq) *. We shall use the corresponding operator (backward 
block shift) and denote it by S*. 
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• Throughout the paper, D(z) will denote a square matrix polynomial 
in Fq×q[z] and d(z) will denote det D(z). 
• I f  ,¢ is an index set and M an arbitrary matrix then we introduce the matrix 
M (¢), respectively, M(.~), as the submatrix of M formed by columns, respec- 
tively, rows of M with indices belonging to J .  
• Given two matrices A = (a~j) and B, their Kronecker (tensor) product is de- 
fined as 
A ® B = a~ B a j lB  
(see Ref. [1], p. 415). 
In conclusion, we present here a simple lemma which is closely connected 
with factorization (3) and the related ideas presented in the Introduction 
and will be used in our paper several times. 
Lemma 1. Let M : ~," ~ ~ be a linear mapping between two linear spaces and let 
P be a projection defined on the space ~ such that Ker P C Ker M. Then 
M=MP.  
If, moreover, Ker P = KerM then the mapping M I Ran P is an isomorphism 
between Ran P and Ran M. 
3. Extended infinite companion matrix for matrix polynomials 
Note that, for a scalar polynomial d of degree n, Ca(d) is an n x e~ matrix. 
It represents the operator R(d) considered as an operator mapping F[z] onto 
F, l[z] (the "remainder space", consisting of all polynomials of degree less than 
n). In the matrix case, it is natural to represent the remainder operator with 
respect o the monomial basis .~ defined in Definition 6. I f  the remainder space 
is spanned by a subset of the basis ~,  we obtain an n x cx~ full rank matrix as 
an analogy of the scalar case. Here, the n denotes the dimension of the re- 
mainder space. This is the case when the matrix polynomial is row reduced. 
This case will be handled in Section 5. First, we deal with the general case and 
introduce an oc x w "extended" infinite companion matrix. The number of its 
nonzero rows is finite but greater than n in general. 
We start by considering division by any nonsingular matrix polynomial di- 
visor. Theorem 3 can be found in Kailath's monograph ([14], Theorem 6.3-15). 
Definition 2 (Remainder space). Given the nonsingular matrix polynomial 
D c Fq×q[z], we define the remainder apace ~(D) as follows 
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N(D) = {r E Fq[z],D-lr is strictly proper}. 
Theorem 3 (Division theorem for matrix polynomials). Let D be any 
nonsingular matrix polynomial. Then for any vector polynomial p E Fq[z] there 
exists a unique pair of vector polynomials q, r E Fq[z] such that 
p=Dq+r  
and r E .~(D). 
Of course, q will be called the quotient and r the remainder under division ofp 
by D to the left. 
Proof. For anyp E Fq[z], decompose the rational vector function D-Ip into the 
polynomial and strictly proper rational part and then premultiply both parts 
by D to get the desired (unique) decomposition. [] 
We shall use the notation H_ for the projection operator defined on Fq(z) 
which assigns to any rational function its strictly proper part. 
Definition 4 (Remainder operator). Given any nonsingular D E Fqxq[2"], we 
introduce the remainder operator R(D) on Fq[z] as the projection such that 
Ran(R(D)) = .~(D) and Ker(R(D)) = D Fq[z]. 
Corollary 5. For any nonsingular D E Fq×q[z] and any p E Fq[,z], 
R(D)p =DI I  D-lp. (8) 
This formula follows from the proof of the preceding theorem. The same 
formula can be found in Fuhrmann's paper ([10], p. 526) and shows that the 
remainder operator is identical to the map no defined by Fuhrmann (Eq. (3.2)), 
as we have already mentioned in the introduction. 
Definition 6 (Monom&l basis). In the space F q [,7,] we choose the basis 
={b,}~ wherebt(z)=ekz a if t= jq+k,  O<<,k<q. 
In this basis the vector polynomial p(z) = ~p iz  ~ is represented by the stacking 
vector/3. 
Definition 7 (Extended infinite companion matrix). Assume that D is nonsin- 
gular. The ~ × ~ matrix representation f the operator R(D) with respect o 
the basis ~ will be denoted by C~ (D) and will be called the extended infinite 
companion matrix of the matrix polynomial D. 
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The matrix C~(D) has a block structure which corresponds to the block 
structure of the basis ~, 
m) = [C/,,]j,:0, 
where the blocks C~,~ are square of order q. For any vector polynomial 
p(z) = ~rp,.~,p,. E F q, the action of R(D) onto p(z) can be written in the 
compact block form: 
j \ r / 
The following theorem relates the matrix C~(D) to the special block Hankel 
matrix corresponding to the matrix rational function D -j(z) and is nothing 
more than a restatement of Corollary 5 in the matrix form. 
Theorem 8. For any nonsingular matr& polynom&l D(z) = ~k Dk z~ (we set 
Dk = 0 i f  k > deg D(z)), 
8 (D) : A(D)H(D-') ,  
where A(D) D = [ l+i+j]~/:0. 
Proof. The Hankel matrix H(ND 1) corresponding to the matrix rational 
function ND -1 is the matrix representation of the Hankel operator which maps 
any polynomial p E Fq[z] onto the function v = I I_ND-lp. In the particular 
case of H(D -1) we put N=I  to get v=H_D lp. If p(z )=~piz  i, 
v(z) = ~ v;z -/-I and if we use the notation for stacking vectors (see 
Section 2), we can write 
b = H(D-') I  5 
and it is easy to verify that 
A(D)b 
are the coefficients of the vector polynomial 
DH_D-lp = R(D)p. [] 
4. Row and column reduced matrix polynomials, the canonical form 
To study the properties of the matrix C,~(D), we shall need some basic 
definitions concerning matrix polynomials and their special forms. 
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Definition 9 (Degree, row/column degree, highest row/column degree coefficient). 
If we consider O(z) as an element of  F[z] qxq, D(z)= [dq(z)] then 
degD(z) = maxij deg dij(z). The row degrees are hi= maxj deg dij(z), 
i=  0 , . . . ,  q - I .  The highest row degree coefficient is the q x q matrix 
Dhrdc = [aij] where dij(z) = aijz h' q- o(zh i - l ) ,  z --+ ¢x3. 
The column degrees and the highest column degree coefficient Dhcdc are 
defined analogously. 
Definition 10. We say that D(z) is row reduced ifDhrdc is nonsingular. Similarly, 
we say that D(z) is column reduced if Dhcdc is nonsingular. 
The definition of column and row reduced matrix polynomials was intro- 
duced in algebraic system theory by Wolovich [33]. However, its origin is even 
much older. Column reduced matrix polynomials occur in the book ([13], p. 49) 
as the "normal bases of integral sets". 
Lemma 11 (See, e.g., Ref. [14]). The matrix polynomial D(z) is row reduced if and 
only if ~ hi = deg det D where hi denotes the ith row degree of D. 
Observe that any row reduced (column reduced) D is nonsingular. 
Definition 12. We introduce the relation of right equivalence "~R by 
D~RD'  if and only if D '=DU 
for some unimodular U. We shall use the notation ~le(D) for the class of 
matrix polynomials right equivalent to D. 
Similarly we can introduce the left equivalence ~L and the class ~k'L(D). 
Lemma 13 (Remainder operators for equivalent matrix polynomials). Suppose 
that D, D t are nonsingular. 
(1) I f  D' = DM for some matrix polynomial M then Ker R (D') C Ker R ( D ) and 
Co, (D') = C~ (D')C~ (D). (9) 
(2) I f  D' E ~IR(D), i.e., D t = DU for some unimodular U then 
(2.1) KerR(D' )= KerR(D), 
(2.2) R(D) = R(D)R(D'), R(D') = R(D')R(D) and 
C'~(D) = C~(D)C~(D'), 
= 
(2.3) rank R(D') = rank R(D) and R(D')[~e(D ) is an isomorphism between 
~(D) and #I(lY) (we have also a sTmmetrical property for R(D)]~(D')), 
(2.4) span rows C~(D') = span rows C~(D). 
(3) I f  1)' C °~IL(D), i.e., D' = UD for some unimodular U then ~(D') = 
U~(D). 
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Proof. (1) Ker R(D') = DM Fq[z] c D Fq[z] = Ker R(D). Eq. (9) follows im- 
mediately from Lemma 1. 
(2) (2.1) follows by a double use of (1) since D = D'U-I where U J is a 
matrix polynomial. 
(2.2) and (2.3) This is a consequence of Lemma 1. 
(2.4) follows from the fact that 
Ker C×(D') = Ker t~,(D). 
(3) p E ~(D) if and only if D-lp is strictly proper, i.e., if and only if 
(UD) 1 Up is strictly proper which is if and only if Up E .~(D'). [] 
Lemma 14 (Special elements in the class ~e(D)). Assume D nonsingular. 
(1) Each class of equivalence oY8 (D) contains at least one row reduced element. 
The sequences of row degrees (hi) of such elements can be different in general. 
(2) Each class of equivalence ~gR(D) contains at least one column reduced 
element. I f  D' and D" are two column reduced elements of UR(D) and (f (k~) 
and (kT) are the corresponding sequences of their column degrees then (U) is just 
a permutation of (k~). 
(3) Each class of equivalence ~?lR(D) contains at least one column reduced le- 
ment with an upper triangular highest column degree coefficient. All these ele- 
ments have the same sequence of column degrees (ki) (including the order). 
(4) Each class of equivalence ~?IR(D) contains exactly one element which is both 
column reduced with a unit upper triangular highest column degree coefficient and 
row reduced with the identity matrix as its highest row degree coefficient. 
For the approach used in this paper the unique element described in (4) 
appears as a powerful tool. This special form of a matrix polynomial was 
defined first by V.M. Popov in Ref. [20] (see Ref. [14], p. 481) and studied 
further in Refs. [18,9,7,2,16]. See also Remark 33. 
Definition 15 (Popov canonical form). For each D, we shall denote by Dp the 
unique element of the class UR(D) which possesses the properties ub Eq. (4) in 
the preceding lemma. Following [14], we will call this element the Popov 
canonical form olD. We shall also say that the matrix polynomial D is in the 
Popov canonical form if D =- De. 
In the proof of Lemma 14 we include an algorithm to construct the Popov 
canonical form of any nonsingular D. In fact this algorithm is very similar to 
the one described in Ref. [3] which transforms not one but two polynomial 
matrices. 
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Proof. Let us show the uniqueness of the set of column degrees in (2). Take two 
column reduced matrix polynomials 
D' = DU', U' unimodular and D" =DU",  U" unimodular 
with column degrees ki' and k~'. Hence, 
D' = D" U, 
where U = (U") 1U' is unimodular. We shall use the expressions: 
t, It If D"(z) = (Dhcac + D¢w(z))E(k ), 
, D I , D'(z) = (Dhcdc + csv(z))E(k), 
t Z where D'¢'sp(Z ) and D~sp( ) are strictly proper rational matrices and E( I )= 
diag(z ti) and 1 c Z q. By assumption, both/:Yhcd¢ and D~¢ac are nonsingular. Now 
(D" ) - ' ( z )  = + Asp(z)) 
for a strictly proper rational Aw(z ). We can now express 
U(z) = (D") '(z)D'(z) = E( -k") (UN + Usp(z))E(k'); 
~rv, ~ ~rv is a constant nonsingular matrix and U~p(Z) is where UN ~ k~hcdc/  ~hcdc 
strictly proper rational. We can always find a permutation 7r with corre- 
sponding permutation matrix P such that UNP has all diagonal entries different 
from zero. Comparing diagonal entries in 
U(z)P = E( -k" ) (UNP + Usp(z)P)E(z~k'), 
which are polynomials on the left, we get that 
Ozk')i >~ kl'. 
Since ~i(nk')~ = deg det D'(z) = deg det D"(z) = ~ i  k;', we conclude (nk') 
kl  It" 
The uniqueness in (3) can be proved by similar arguments. 
Let us prove (4): 
Consider the following elementary polynomial transformation matrices. 
Ei,1 the identity matrix in which column i and column j are interchanged; 
E~/(q(z)) the identity matrix in which column j is replaced by column j plus 
q(z) E F[z] times column i; E~(k) the identity matrix where column i is multi- 
plied by k E F \ {0}. 
Suppose we have a nonsingular polynomial q × q matrix D(z). The coeffi- 
cient of degree k of element dg,/(z) is denoted by d~,i,k. The degrees of the col- 
umns of D(z) are denoted by k j , . . . ,  kq. 
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First of all, to make a nonsingular polynomial matrix column reduced, i.e., 
where the highest degree coefficients of the columns are linearly independent, 
we can use the following algorithm: 
• while not column reduced o 
Consider the set of linear equations 
[ dj,j~A-1 "'" dl,q,kq 
L dq, l,k, . . .  dq.~,k~ [i] 
which always has a nontrivial solution c,. 
Define l such that kl = max{ki]c, ¢ 0}. 
Replace D by DHq=l,i~lEi,l(-ci/ctzk'-k~). 
By this transformation, the degree of column l of D has been decreased. 
Now we are going to make D column reduced with the highest degree co- 
efficients forming a unit upper triangular matrix. 
• fo r i=q,q -1 , . , . ,1  do 
Define l such that kt = min{k/]l ~j  <~ q, di4,kj ~ 0}. 
Replace D by DEt,i. 
Replace D by DEi ( 1/d,i,k~). 
for j=  1 ,2 , . . , , i - -1  
Replace D by DEi,j(-di,j,kf'J-ki). 
The last step makes D also row reduced where the highest degree coefficients 
of the rows of D form the identity matrix. 
• for j=  1 ,2 , . . . ,qdo  
for d = ki, k J -  1,...,kmio do 
for i --- q, q - 1, . . . ,  1 do 
if i ~ j and d ~> ki and di4,d ~ 0 then 
1' = d - ki. 
Replace D by DEi,j(--did,dz"). 
Note that all transformations we used, are elementary polynomial, i.e., they are 
unimodular. Hence, their product is unimodular, too. 
Now we prove the uniqueness of this element: Suppose we have two matrices 
D'(z),D"(z) E ~gR(D) having the given properties. We know by Lemma 14 (3) 
that k(D') = k(D") and the properties of the canonical form imply that h(D') = 
k(D') = k(D") = h(D"). 
Because D'(z), lY'(z) E '~IR(D), we can write 
or  
D'(z) = D(z)U'(z), D"(z) = D(z)U"(z) 
(D")- '  (z)D'(z) = (U")- '  (z) ~'(z)  = ~(z) ,  
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with U(z) unimodular. Now, using the row reducedness of D'(z) and D"(z), 
t tt -1 -1 tl t I (/~hrdc if" Drpr(Z)) E (k )E (k  )(D/hrdc q- Drpr(Z)) = U(z) .  
Because E -~ (k")E(k') = lq and Dr'hrdc = Dhrdc' = Iq, we get 
Iq + Orpr(Z) ----- U(-r), 
with Drpr(Z) proper rational. Because U(z) is polynomial, we get U(z)= Iq. 
Hence, D'(z) = lY'(z). 
Now, existence of special elements by (1)-(3) is a consequence of (4). [] 
5. Infinite companion matrix for row reduced matrix polynomials 
In this section, we study the additional properties of the extended infinite 
companion matrix C~ (D) when the matrix polynomial D is row reduced. The 
remainder subspace is a coordinate subspace with respect o the basis ,~), i.e., a 
subspace spanned by n elements of the basis M with n = deg detD. This makes 
it possible to restrict the infinite companion matrix to an n x ec matrix. 
Lemma 16. Let r E Fq[z] and D row reduced with row degrees hi be given. Then 
D-Ir  is strictly proper rational if and only if deg ri < hi, i -- 0 , . . .  ,q - 1. 
This lemma can be found in Ref. [14], Lemma 6.3-11. 
Definition 17 (Index set). For any nonsingular D(z) with row degrees hi, we 
introduce the index set J (D)  by 
J (O)  = {tlt= jq + i,O<~j < hi,O<~i < q}. 
Corollary 18 (Remainder space for a row reduced D). Let D be row reduced with 
row degrees hi. Then the remainder space ~(D) is spanned by {eiz j, 0 <~ j < hi} = 
{b,, t J(D)}. 
Lemma 19 is not new, it is contained, e.g., in Ref. [10]. Our proof does not 
require the use of the Smith canonical form. 
Lemma 19 [10, Corollary 4.9]. I fD  is nonsingular then 
rank (~,~(D) = rank R(D) = deg det D = n. 
In particular, if D is row reduced then the rows of C~ (1)) with indices in J (D)  
are linearly independent and all other rows are zero. 
Proof. If D is row reduced, the assertion follows from Corollary 18. In the 
general case use Lemma 13, (2.3). [] 
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Definition 20 (Infinite companion matrix for a row reduced matrix polynomial). 
I f  D is row reduced then we introduce the infinite companion matrix Co~(D) 
as the matrix representation f the operator R(D):Fq[z] ~ ~(D) with 
respect to the bases ~ c Fqlz] and {btlt c .~¢(D)} in ~(D).  Equivalently, 
Ca (D) = C~ (D)(.~(D)). 
Note that C~(D) (¢(D)) = In because R(D)I.~(D ) is the n-dimensional identity 
operator. 
If D is not only row reduced but also in the Popov canonical form, the 
infinite companion matrix C~(D) has additional structure. To describe this 
structure, we need the following terminology. 
Definition 21 (Row-echelon form). We say that a matrix M = [mik] has row- 
echelon form if the following two conditions are satisfied: 
(1) I f j i  = min{k, mik ¢ 0} then the jith column of M equals to the canonical 
vector e~ = co1(6,:/) for i = 1,2, 3,. . . .  
(2) The sequence {ji} is monotone increasing. 
Remark 22. It is not difficult to verify that if DR is a matrix polynomial in 
Popov canonical form then the infinite companion matrix C~ (DR) has the row- 
echelon form. 
Lemma 23. Let M be a nonzero k x l matrix (k, l <~ c~). Then there is a unique 
positive integer r (or infinity) and unique matrices M0, G of dimensions k x r, 
r x l such that G has the row echelon form, the columns of Mo are linearly 
independent and 
M=MoG.  
Definition 24. The unique matrix G defined by the previous lemma will be called 
the row-echelon form of M. 
Proof. A method to factorize M as M = MoG with G in row echelon form is the 
following. Because M is nonzero, we can take for the first column of M0 the first 
nonzero column of M. The second column of M0 is the next column of M which 
together with the first column of M0 forms a linearly independent set ... For 
any k, the kth column of G has only a finite number of nonzero elements and 
these elements give the coefficients of the finite linear combination of the 
columns of M0 to get the kth column of M. It is clear that G has the row echelon 
form and that this factorization is unique. [] 
Remark 25. We emphasize that the product of two infinite matrices is not 
defined in general. The multiplication in Lemma 23 is correct since each 
column of the matrix G has only a finite number of nonzero entries. 
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Theorem 26. Let M be a k x ec matrix and D a nonsingular polynomial matrix. 
Then the following properties are equivalent: 
(1) M/~ = O for all p E D Fq[z] 
(2) M = Md~: (D) 
(3) There is a k x oc matrix P such that M = PC~(D). 
Proof. (1)~(2) M represents an operator T defined on Fq[z] such that 
Ker T D Ker R(D). By Lemma 1, T = TR(D). In matrix representation, this is 
(2). 
(2)~(3) Evident. 
(3)~(1) Evident since C~(D)/~ = 0 for all p c D Fq[z]. [] 
Theorem 27. Under the assumptions of Theorem 26 and denoting n = deg detD, 
the following are equivalent: 
(1) M/5 = 0 if and only if p c D Fq[z]. 
(2) M = MC~(D) and rankM = n. 
(3) There is a k x ~ matrix P such that M = PC~ (D) and rank M = n. 
(4) The row-echelon form of M is C~(Dp) where DR is the Popov canonical 
form of D. 
Proof. (1)~(2). Let T be the operator on Fq[z] the matrix representation f
which is M. By (1), KerT=DFq[z]  = KerR(D). By Theorem 26, 
M = MCo~(D). The equality of the kernels implies the equality of ranks: 
rank T = rank R(D) = n so that also rank M = n. 
(2)--,(3). Evident. 
(3)--,(4). Because 
d.~(D) = d~(D)do~(Dp) = d~(D)(J)C~(Dp) 
it follows that 
M = PC~ (D)(J)Co~ (DR). (10) 
Now rank M = n so that the matrix M0 = PCo~(D) (J) has rank at least n. Since 
this matrix has just n columns, they have to be linearly independent. Moreover, 
we know that C~o(Dp) has the row echelon form. It follows that Eq. (10) gives 
the unique decomposition described in Lemma 23. 
(4)--+(1). Evident. [] 
6. Finite companion matrix for a row reduced matrix polynomial 
In this section we give a generalization of the notion "finite companion 
matrix" (or "Frobenius matrix") to matrix polynomials. We introduce it as the 
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matrix representation f the operator of multiplication by z modulo D(z) on 
the space ~(D), i.e., the compressed shift. As we have already said, our par- 
ticular choice of basis leads to the particular restriction of the definition to row 
reduced matrix polynomials only. The connection between the Brunovsk~, 
canonical form and the finite companion matrix corresponding to the Popov 
canonical form of the given matrix polynomial will be cleared up. 
Definition 28 (Operator S(D)). For any nonsingular D the operator 
S(D) : ~,(D) ~ ~(D) is defined by 
S(D) = R(D)SI~iD/. 
If D(z) is row reduced, the matrix of S(D) w.r.t, the basis {btIt E J (D)} 
equals 
- - .~ ~(¢(DI) (c~(o)s~j ' 
where S is the "infinite shift matrix", S = [6~j+l]i,~=o. 
Definition 29 (Finite companion matrix for a row reduced matrix polynomial). 
The n x n matrix C(D) defined as 
C(D) = (C~(D)Sq) ' J '~  
is called the finite companion matrix of D. 
Because Vp E F q [z] 
R (D) (zp(z)) = S(D)R (D)p(z) 
holds, the following theorem is true. 
Theorem 30 (Intertwining with the shift). For any row reduced D(z) the equality 
c~ (D)Sq = C(D)C~ (D) (11) 
holds. 
Similar to the scalar case, this relation implies the following properties of the 
infinite and finite companion matrices of a row reduced matrix polynomial. 
Corollary 31. Let D be any q x q row reduced matrix polynomial. 
(1) C~(D)= [Co, C(D)Co, C2(D)Co,...] = roW~_o(CJ(D)Co) where Co is the 
submatrix of C,~(D) given by its first q columns. 
(2) (C~(D)S Jq )  (~(D)) = C(D) J , j  = O, 1 . . . .  
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Corollary 31 shows that Ca(D) has the form of a controllability matrix. 
From linear system theory, we know that if D' ~R D then S(D) and S(D') are 
similar (see, e.g., [10], Theorem 4.8). When D and D' are row reduced, we can 
give a proof based on Lemma 13 and determine also the transformation ma- 
trix. 
Lemma 32 (Similarity of finite companion matrices for equivalent matrix 
polynomials). Let D' ~R D be both row reduced. Let J denote the index set 
J (D)  and J '  the index set J (D' ) .  Denote Mi = Coo(D) (f) ,  M2 = Cx(D') (J). 
Then 
MIM2 = I,, with n = deg detD = deg detD' 
and 
C(D) = M, C(D')M2 (12) 
so that the companion matrices C(D), C(D') are similar. 
Proof. Since KerR(D)= KerR(D') by Lemma 13 (2.1), we have 
R(D) = R(D)R(D') using Lemma 1 so that, in matrix form, 
d~(D) = do~(D)do~(D'), 
whence 
C~(D) = C~(D)I~'IC~(D'). (13) 
Hence, 
Coo(D) (') = In = C~c(D)t'¢')C~(D') (J  = MIM2. 
By symmetry, 
Coo(D') = C~(D')(~lCoo(D). (14) 
Using Eqs. (13) and (14) and Theorem 30, we have 
C(D)C~ (D) = C~ (D)S u = Co~ (D)(J')C~ (LY)S q 
_= C~(D)(¢')C(D')C~(D ') = C~(D)('¢')C(D')C~(I~)('~)C~(D). 
Since the rows of C~(D) are linearly independent, the identity (12) follows. [] 
Remark 33. Among the companion matrices corresponding to matrix polyno- 
mials in the same class q/g(D), the companion of the Popov canonical form is 
of special importance. It may be shown that it is (up to simultaneous 
permutations of rows and columns) equal to the matrix of the state-vector 
transformations of the canonical controllability realization as determined by 
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the Scheme II of the crate or Young diagram (see description in Ref. [14], p. 
429). This special form of realization is well-known as the Brunovsk~ 
realization, used in the study of systems of linear differential equations [4]. 
The mutual connection is described in Ref. [14] by the formulas (16) and (17) 
on p. 482. Observe that, for the Popov canonical form Dp(z) the passage from 
Dp to C(Dp) does not require any computations - this fact is important in 
practical work. 
In the following, we shall need the concept of "left congruence". 
Definition 34. For any nonsingular D, we write pj ,.~p2modLD(Z) if 
pl - p2 = Du for some vector polynomial u. 
The idea of the proof of the Caley-Hamilton theorem yields the following 
result. Using the method of linearization (Theorem 42), we will be able to 
strengthen it in Theorem 46. 
Theorem 35. f f  D(z) is row reduced then 
d(C(D)) = 0 
with d = detD. 
Proof. The matrix d(C(D)) represents the operator d(S(D)) on .~(D). By 
definition of S(D), 
d(S(D) ) = R(D)d(S)I~!D) 
so that for all p E ~(D) 
d(S(D) )p(z) = g(D)d(z)p(z). 
However, d(z)p(z) = D(z)Dadj(z)p(z) and, consequently, 
d(S(D) )p(z) = O. 
This means that 
d(C(D)) = O. [] 
For our further work it is natural to investigate he eigenvalues and eigen- 
vectors and Jordan chains of the operator S(D). For the sake of completeness 
we include a study of them in our matrix representation. Eigenvalues and 
eigenvectors were described by Fuhrmann [10]. Jordan chains were investigated 
by Wimmer in his important paper [32]. 
Theorem 36 (Eigenvalues and eigenvectors). The number 20 is an eigenvalue o f  
S(D) i f  and on ly / fD(2o)  is singular, in other words d(2o) = 0. 
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I f  2o is an eigenvalue of S(D) then the corresponding set of eigenvectors 
consists of all polynomials of the form 
(z -  2o)-lD(z)q, 
where 0 ¢ q E Ker D(2O). 
Proof. I f  20 is an eigenvalue and p the corresponding eigenvector of S(D) then 
(z - 20)p(z) equals D(z)q(z) for some vector polynomial q(z). Since p E °~(D), 
we have D-l(z)p(z) = (z -  20)-lq(z) strictly proper so that q(z) is a constant 
vector. It cannot be the zero vector (p(z) ~ 0) and, consequently, D(2o) is 
singular. The converse is immediate. [] 
Definition 37 (Jordan chains of a matrix polynomial). Let D E Fqxq[z]. The 
sequence of vectors {xi}~ -l with xi E F q and x0 ~ 0 is called a Jordan chain of 
length k for the matrix polynomial D corresponding to the eigenvalue 20 E F if 
D(z)x(z) is divisible by (z - 20) k where 
x (z) = x0 + x~ (z - 2O) + x2 (z - 20 )2 +. . .  + x~ _ j (z - 40 ) k - ~. 
The constant vector x0 is called an eigenvector of D(z) corresponding to the 
eigenvalue 2o while the other vectors x l , . . .  ,xk_t are called generalized eigen- 
vectors. 
We also recall the classical notion of a Jordan chain of vectors for a linear 
operator. I f  T is a linear operator on a vector space and 20 is given, a sequence 
v0 . . . .  , vk j, v0 :P 0 of vectors is said to be a Jordan chain of length k for T 
corresponding to 20 if 
(T - 2ol)v0 = 0, (T - 2oI)vl = Vo,..., (T - 2ol)vk_, = vk_:. 
The definition for matrices is analogous. Observe that v0,. . . ,  v~_t is a Jordan 
chain for a matrix T if and only if t is a Jordan chain in the sense of Definition 
37 for the linear matrix polynomial T(z) = zl - T. 
For more information about Jordan chains of matrix polynomials, we refer 
the interested reader to the book of Gohberg et al. [13]. 
Theorem 38 (Jordan chains of D) (Compare with [32], Theorem 2). Suppose D is 
row reduced. To each 20 which is an eigenvalue of D(z) (hence also an eigenvalue 
of S(D)), there is a one-to-one correspondence of the corresponding Jordan chains 
for D(z) and for S(D). 
i f  q(Oi . . . ,  q(~-ll is a chain of length k for D(z) then introduce the polynomials 
po(z ) , . . . ,  p~ , (~_) by 
1 
pi(z) - (z - 2o) '+' D(z)qi(z), 
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where 
q,(z) = q(O) + q(1)(z_ 20) +. . -+  q( ' i ( z -  2o)'. 
The polynomials pi(z) belong to .~(D) and fo rm a Jordan chain fo r  S(D) o f  length 
k. 
Conversally. i f  Po(Z) . . . .  ,Pk l (z) is 
(S (D) - -20)kpk_ l ( z )=O SO that there 
(z - 20)kpk , (Z) = D(z)q(z).  I f  
q(z) = Z q(il(z - 2o)i 
is' its expansion then the f irst  k coefficients q(O) . . . . .  q(k-l) fo rm a Jordan chain for  
D(z).  
Proof. If q(0) . . . ,  q(k-1) is a Jordan chain of length k for D(z), consider the 
polynomials qi, 
q~(z) = q(°) + . . . + q (° (Z -  2o)' for i = O,..  . ,k  -1 .  
There exist polynomials pi(z) such that 
n(z)qi (z)  = (z - 20)'>lp,(z). 
The identity 
D(z) 'p , ( z ) -  qi(z) 
(z  - ;.0) '+ '  
shows that D(z)-Jp~(z) is strictly proper rational so that p~ E ~(D).  Let us show 
that po(z) , . . .  ,p~ ~ (z) is a Jordan chain for the operator S(D).  Since p0 ~ ~(D)  
we have 
(S(D) - ).oI)po(z) = (R(D)S - 2oI)po(z) = R(D)(S - 2oI)po(z) 
= R(D) (z  - ).0)P0(Z) = R(D)D(z)qo(z)  = O. 
For i > 0 
(S - )~oI)'+'p,(z) = D(z)qi(z) = D(z)qi_, (z) + D(z)q (~) (z - 2o) ~ 
Z i = - 20) Pi-l (z) + D(z)q(i)(z - 20) i, 
whence 
(S - 2ol)p,(z) = (z - 2o)p,(z) = p, ,(z) + D(z)q ('). 
Since the pj belong to .~(D) we obtain 
(S(D) - 2ol)p,(z) = p,_, (z). 
In the same way the proof  can be given in the other direction. [] 
a Jordan chain for  S(D)  then 
exists a polynomial  q such that 
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Computation of the characteristic polynomial of C(D) is left to the following 
section (Theorem 46) since it follows easily from the linearization equality (26). 
7. Linearization of arbitrary row reduced matrix polynomials 
In the study of linear differential as well as difference quations with con- 
stant coefficients, the fact that an equation of the nth order can be easily re- 
placed by a system of n equations of the first order (and vice versa) is often 
useful. This fact has a close connection with linearization of matrix polyno- 
mials. 
Take a differential equation of the nth order with constant coefficients 
y(") + d._~y ("-1) + . . .  + dly '+ doy = ~p. (15) 
The most transparent transformation i to a system of n differential equations 
of the first order is given by the substitution 
Yo =Y 
Yl = Y' 
Yn-[ = y(n-l). 
Then the following system is obtained. 
Y0 =Y l  
Y'I = Y2 
Y'n- 2 = Yn-1 
Y'n-I = -d. - ly . - I  . . . . .  doYo + ~o. 
In matrix notation, this system can be written as 
(y~,. . .  ,y,'_,) - (y0, . . .  ,y,_,)c(a) = (0 , . . .  ,0, ~0), (16) 
where C(d) is the companion matrix of the scalar polynomial d. The charac- 
teristic polynomial of the Eq. (15) is d(z) and while that of the system (16) is 
zI,, - c(a). (17) 
Their mutual connection is given by 
[zi _C(d) ]F (z )=E(z ) [d (~)  0 ] (18) 
I._] ' 
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where 
i! z z 0] 
E(z)= ".. ".. , F (z )= 
- -Z  
• ' • 1 
bl(z) -1 
b2(z) 0 -1 
b3(z) : 
.b.(z) 0 
-1 
0 
and the polynomials bi are given by 
bi(z) = d, + . . .  + d,S i. 
The linear matrix polynomial zI, - C(d) is called a linearization of d(z). 
Generalization of this situation for a system of linear differential equations 
the characteristic polynomial of which is a q × q matrix polynomial D(z) was 
also studied. Different approaches to linearization of matrix polynomials and 
their applications can be found, e.g., in Refs. [17,25]. In fact linearization is a 
special case of equivalence of two polynomial matrices. This equivalence was 
studied by Rosenbrock [25] and further developed by Fuhrmann [I 1]. 
I fD is monic we are dealing with systems ofq equations of the same order K, 
consequently all linearizations have the same dimension Kq. 
In the nonmonic ase it is possible to consider a linearization in the form of 
a linear matrix pencil Az + B with A possibly singular nd keep the dimension 
Kq [5] (see also Ref. [6]). In the present paper we show that a linearization of 
smaller dimension is possible, i.e., of dimension degdet D when 
deg det D < Kq. In the case of row reduced polynomials the dimension equals 
to the sum of orders of the equations. One linearization i  our sense is given by 
the linear pencil L ,z -  C(D). 
The practical point of view of linearization is to find the substitution 
transforming a system of equations of a higher order into the first order system 
with the characteristic polynomial I , z -  C(D) (like in Eq. (16) for the scalar 
case). Since this transformation exists, the characteristic values of the corre- 
sponding systems have to coincide. 
This fact is connected with another, more theoretical problem: Can we find a 
stronger connection of the characteristic polynomials of both systems? We 
show that such a connection, generalizing the identity (18), does really exist. 
Transformation of difJ&ence and differential systems. Let us write for brevity 
J = J (D).  I fD  is row reduced, denote by z(0) < z(1) < ... < z(n - I) the el- 
ements of J arranged in increasing order. Further let us introduce the notation 
D(sq) for the (block) matrix 
D(S ) = D,, 
i 
where ,9 denotes the Kronecker product. 
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With this notation, it is easy to describe the row space of the matrix C~ (D). 
Lemma 39. For any nonsingular D and any infinite row vector v v, the veetor v v 
belongs to the row space of C~(D) if and only if 
vTD(S q) = O. 
Proof. Take k = 1 and M = v r in Theorem 26. Note that p E D F q[z] if and 
only iffi belongs to the column space of the matrix D(sq). Consequently, 
uTD(s  q) ~- 0 ~ vTp =- O, Vp E D Vq[z].  
Hence, (by Theorem 26, (1)4(2)) 
v T = vVC~(D), 
which means that v T is in the row space of 6"~(D). Conversely, if v r is in the 
row space of C~(D) then, using (3)--~ (1) of Theorem 26, vr f i=0,  
Vp E D Fe[z]. Therefore, vTD(S q) = O. [] 
Theorem 40. Let D be a row reduced matrix polynomial of dimension q, set 
n = deg det D. Then there is a one-to-one correspondence b tween the solutions 
of the q-dimensional system corresponding to D, 
K 
ZD~vtJ+~l = 0, k= 0,1,2, . . .  (19) 
0 
and the solutions of the n-dimensional system corresponding to the linear poly- 
nomial Inz - C(D) T, 
W (1+1) - -  [C(D)]Tw (1) = 0 ,  l = 0,  1,2, . . . .  (20) 
More precisely, this correspondence is given by the mapping T : F qx°c ~ F nx°c, 
V{v!kl} = 
if 
W (I) = b(.¢+lq) 
(b is the stacking vector), i.e., 
wy I = vl k+tl where i + kq = z(j). 
Proof. We note first that {v (kl} is a solution to Eq. (19) if and only if 
(3)TD(sq) = 0 which is (by the preceding lemma) if and only if (b)T belongs to 
the row space of C~ (D). For D row reduced, we have C~ (D) (y) = In and, 
consequently, bT has the form 
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(~)T = [(~)T](.¢)Co c(D).  
Denote  [(~)T](Y)  by c T. Now 
(W(/)) T : ((t~)T) (J+/q) ~_ cTCoc(D) ('~+`q) = c~:C(D) ' 
85 
(by Theorem 30) or  [C(D)I]Tc = w (l). Consequently, w/l~n = [C(D)]Tw (0 and 
W (0) = C. 
On the other hand, if {w//~} is any solution to Eq. (20) such that 
W (0) = c 
then 
[W(/)] T = cTC(D) l 
and if we set (b) x = c~C~(D), it holds 
[w , jT = 
so that 
W(I) = U(A+Iq). 
Consequently, the solution {v I*/} of Eq. (19) with the initial conditions vl k) = cj 
(for j = 0 , . . . ,  n - 1 and i, k such that i + kq = z(j)) is the unique solution such 
that T{v Iki} = {w!t)}. 
The case of differential equations is completely analogous. The solutions of 
the systems 
K 
ZDTv¢i)(x) = 0, (21) 
j 0 
w'(x) = {C(D)]Tw(x) (22) 
can be put into a one-to-one correspondence by the equality 
w u l=v l  k+/l where i+kq=z( j ) .  [] .! 
Remark 41. The authors are going to present a more elaborate view of 
difference quations of the form Eq. (19) in their following paper [24]. This is 
the reason why the remarks here are restricted to the most trivial cases of 
homogeneous equations only. 
We will define a linearization of a matrix polynomial as follows. 
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Definition 42. A linear monic matrix polynomial/z -A  is called a linearization 
of the (not necessarily monic) matrix polynomial D(z) if they have the same set 
of elementary divisors o f /z  - A and D(z). 
Lemma 43. A linear monic matrix polynomial Iz -A  is a linearization of D(z) if 
and only if 
(a) either n = deg detD(z) I> q = dimD(z) and there are unimodular matrix 
polynomials E(z), F(z) s.t. 
, z -A=E(z ) [O~ ) 0 IF(z); (23) 
In-q 
(b) or n = deg detD(z) < q = dimD(z) and there are unimodular matrix poly- 
nomials E(z), F(z) s.t. 
I Iz - A 0 ] = E(z)D(z)F(z). (24) 
0 I~_. 
We include an auxiliary result: 
Lemma 44. Let D(z) be any nonsingular matrix polynomial Then there is a 
nonnegative integer p, a unimodular matrix E(z) and a constant nonsingular 
matrix F such that 
e(z)D(z)F= ) 0 (25) 
Zp 
and D(z) is a square row reduced matrix polynomial with all row degrees positive. 
Proof. First we find a unimodular matrix polynomial U(z) such that 
Dr(z) --- U(z)D(z) is row reduced. Assume that D~ has exactly r row degrees 
equal to zero. We find further permutation matrices PI, P2 such that 
PIDr(z)P2 = [Dl(z) D2(z)l 
[ D3 D4 ' 
where D3, 04 are constant matrices, D~ (z) is square of order q - p, D4 is square 
of order p and nonsingular. Then it is easy to find the transformation to the 
form given on the r.h.s, of Eq. (25). [] 
Due to this lemma, we shall restrict ourselves in the following to the case 
when D is row reduced with all row degrees positive (and, consequently, n/> q). 
Theorem 45. Let D(z) = ~o Dk zk be a row reduced matrix polynom&l and 
assume that all its row degrees are positive. Then the monic linear matrix 
polynomial Iz - C(D) is a linearization of D. More precisely, it holds 
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[Iz - C(D)]F(z) = E(z)A(z), (26) 
where A(z ) :  diag(D(z),l,_q) for un#nodular matrix polynomials E(z), F(z) 
given by 
F(z) = [B(z) - (uq~*t I~) 
B(z) being the matrix 
-B,(z) 
B2(z) 
B(z)= [I 0 
e~(z) 
0 
• . .  0 . . . ] ,  
where 
Bj(z) = D i + Dj+lz +. . .  + OKz K-j, 
E(z) = [ I -  .~q~*l(.~t 
Before giving the proof, we state a corollary which determines the charac- 
teristic polynomial of the finite companion matrix. A similar assertion (except 
the computation of the constant factor) can be found in Ref. ([10], Corollary 
4.9). Our proof does not use the Smith form. 
Corollary 46. Let D be a row reduced matrix polynomkd. Then 
det(Iz - C(D)) det Dhrdc = det D(z). 
Proof. Compute the determinants of all matrices in the above matrix dentity 
(26). It holds det A(z) = det D(z) and det[l -z(Sq)*]l~l = 1 so that the degree 
of the determinant on the r.h.s, equals n = deg det [Iz ± C(D)]. Consequently, 
the matrix [B(z) - /sqV1 ('~) is unimodular and J J(.¢) 
det [Iz - C(D)]c = det D(z), 
with c a nonzero constant. We know that the highest coefficient in det D(z) is 
Dhrdc so that the constant c is equal to detDhrdc. [] 
The proof of the linearization Theorem 45 is based on a simple operator 
identity for the shift operator on the space of vector polynomials. This identity 
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was already used in the case of scalar polynomials ([23], p. 90) and is restated 
here because it is of independent interest. We use the symbol P0 for the op- 
erator which assigns to any vector polynomial p = ~--~.piz ~ E Fq[z] the constant 
vector polynomial P0 C Fq[z]. 
The identity we were referring to is 
K-1 K 1 
(rI - S)Z#(S*) J+ '  = PoZr i (S* )  j + rK(s*) ~ -- I, (27) 
0 0 
when restricted to the subspace of all polynomials of degree not exceeding K, it 
assumes the following form 
K- ]  K 
(rI - S)Z#(S*) J+ '  = PoZ#(S*)  j - I (28) 
0 0 
because, in that case, rK(s*) n = porK(S*) K. To prove the identity (27), take any 
r E F, write down the sum of the geometric series 
K 1 
(rS* - I )Zr J ( s* )  j = rK(s*) K -- I (29) 
0 
and replace, on the left hand side, the identity by SS* + Po so that 
rS* - I = (rI - S)S* - P0. 
For any (constant) matrix A C F q×q we denote by M(A) the operator of 
multiplication by A on the space Fq[z], i.e. M(A)p(z) = Ap(z). Note that the 
matrix of M(A) with respect to the basis ~' is the block diagonal matrix 
diag(A,A,A,...). 
We introduce the matrix polynomial function of the shift operator by 
D(S) = ZM(D, )S ' .  
The next step consists in composing both sides of the identity (28) with the 
operator D(S)P0. Let us precompute the sum on the l.h.s., 
K- I  K - I  K 
~td(s* ) J+ lD(S)Vo  = Z~(S*) J+ IZM(Di )S ie  O. 
/=0 j=0 i=0 
Using the fact that multiplication operators commute with the shifts and re- 
ducing the sums by means of the equalities S*S = ! and S'P0 = O, the ex- 
pression can be written as 
K 
Z M(Di) Z USi-J 'P0. 
i=0 O<~j<~ i l 
Writing k for i j 1 so that i = k + 1 + j, this sum appears in the form 
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x- l  /x -k - I  \ x - l  
k=o \ j=o / x=o 
The r.h.s, of  Eq. (28) composed by D(S)Po gives 
K K 
PoZr / (S  ~)'D(S)P0 - D(S)Po = Z#M(D, )Po  - D(S)P0 
0 0 
= M(D(r ) )Po  - D(S)P0. 
In this manner, we obtain the following identity 
K 1 
(rI - S)ZM(Bk+ , (r))SkP0 = M(D(r ) )Po  - D(S)P0. (30) 
0 
Using (30) and the identities (rI - S)S* = - ( I  - rS*)SS* and 
S*M(D(r ) )Po  = 0, we obtain 
(rI - S) M(Bk+I (r))SkP0 - S* = M(D(r ) )Po  - D(S)P0 - (rI - S)S* 
= (I - rS*)M(D(r ) )Po  -D(S)P0  + (I - rS*)SS* 
= (1 - rS* ) (M(D(r ) )Po  + SS*) - D(S)Po. 
We introduce the notat ion B(r) for the operator  ~x  i M(Bk+l (r))SkP0. 
Composing this identity to the left by R(D) and using the identity 
R(D)D(S)Po  = 0, we have 
R(D) ( r l  - S)(B(r) - S*) = R(D) ( I  - rS* ) (M(D(r )  )Po + SS*). 
I f  we consider the restriction to the subspace Y;~(D) and if we join an additional 
condition that R(D)M(D(r ) )Po  = M(D(r ) )Po  on ~(D) ,  we can omit R(D) on 
the r.h.s.and we have to replace the shift on the l.h.s, by S(D).  In this way, we 
obtain the following theorem the matrix representation of which is Theorem 45 
above. 
Theorem 47. Suppose that D is row reduced and, 
R(D)M(D(r )  )Po = M(D(r )  )Po restr icted to ~(D) .  
Then 
[rl - S(D)][B(r) - S*] = [1 - rS*][M(D(r))Po + SS ~] 
i f  the operators on both sides are restr icted to the space ?~(D). 
moreover,  that 
Remark 48. In Theorem 45 we assume that all row degrees of  D are positive. 
One of  the consequences i that all constant vector polynomials belong to the 
remainder space and, particularly, the condition R(D)M(D(r ) )Po  = M(D(r ) )Po  
of Theorem 47 is satisfied (even on the whole space Fq[z]). 
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8. Connection between the infinite companion matrix for D and the scalar infinite 
companion matrix for det D 
Let D be any row reduced matrix polynomial in Fq×q[z] and let d = detD. 
(Recall that n = degd = ~ row degrees of D.) 
Note that 
dlq = DDadj 
and use Lemma 13(1) to get 
d~(D) = da(D)d~(dlq). 
Deleting the zero rows from Ca(dlq), we get 
Ca(D) = MC~(dlq), 
where M is the matrix consisting of the first nq columns of Ca(D). We also note 
that 
Ca(d q) = C (d) ® 
since division by dlq is equivalent to scalar division by d in each component. 
We formulate the result in the following theorem. 
Theorem 49. For any row reduced matrix polynomial D E Fq×q[z], 
C~(D) = M(Ca(d) ® lq), 
where 
M = [Co, C(D)Co, C(D)2Co,..., C(D)"-'Co] 
and the matrix Co is formed by the first q columns of Ca (D). 
9. Factorization of infinite block Hankel matrices having finite rank 
It is a well-known fact that any scalar infinite Hankel matrix having finite 
rank corresponds to a (strictly proper) rational function, H = H(~o) = (~oi+s) 
CX3 
where ~o(z) = q(z)/f(z) = ~i=0 °gi z-'-I ([12], p. 207). This matrix has a well- 
known factorization 
H=  Mq, 
where Vf is the (in general confluent) Vandermonde matrix, corresponding to
the zeros of f and M is an (in general block) diagonal matrix. There is also 
another factorization used by Ptfik in terms of the infinite companion matrix, 
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H = [C~(.f)]THoC~OC), 
where H0 is the leading principal n × n submatrix of H. 
The generalization of the first formula for block Hankel matrices is studied 
(even for finite block Hankel matrices) in Ref. [8]. Here we give a block gen- 
eralization of the factorization using infinite companion matrices. 
Let (2(z)= ~ (2iz-i-lE FPXq(z) and H((2)= [Oi+j] be the corresponding 
infinite block Hankel matrix. 
Choose one right and one left polynomial matrix fraction description of (2 
(not necessarily coprime) 
(2 = NRDR 1 = DLI NL. 
Recall that the Hankel operator H = I-l(E2) corresponding to the matrix 
rational function g2 is the operator which maps any p E Fq[zJ onto the strictly 
proper rational function 
v = H_Y2p. 
In terms of expansions in powers of z, the Hankel operator H is represented by 
the Hankel matrix H = H(O). Evidently 
Ker H D DR F q [z], 
i.e. Ker R(DR) C Ker H. We can apply Lemma 1 to the corresponding matrix 
representations to obtain 
H=HC~(DR) .  (31) 
Using the same reasoning for H T, we can write 
H r = HTd'~ (DT). (32) 
Substituting Eq. (32) into Eq. (31), we get the following theorem. 
Theorem 50 (Factorization of block Hankel matrices). 
(1) Using the notation introduced above, it holds 
H = [C~ (DT)]THC'~ (DR). 
(2) I f  we suppose moreover that DR, DTL are row reduced then 
H = [C.~ (DVL)]TH,.,C~ (DR), 
where H~ is the r × s submatrix of H given by 
Hr~ = L#'¢R) 
• * ' (eL )  ' 
where YR=J (Dn) ,  YL=J (D~)  and r=]YR[= degdet DR, s=t JL l=  
deg det DL. 
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(3) I f  DR, D~ are row reduced and, moreover, both decompositions (2 = NRD~ l
and f2 = D[1NL are coprime then 
H = Coo(D[)TH, C~(DR), 
H (JR) is a square nonsingular submatrix of  H of  order where 11, = (&) 
n = deg det DR = deg det DL= rank H. 
The fact that n = deg det DR = deg det DL = rank H under the assumptions 
of (3) is well-known and can be found, e.g., in Ref. ([14], p. 442.) 
Remark 51. Let (2 = NRD~ 1 be any right coprime polynomial matrix fraction 
decomposition. Then the unique row echelon form of the Hankel matrix 
H = H(O) is the infinite companion matrix 
1, 
where DR is the Popov canonical form of DR. In Ref. [30], this result was ap- 
plied to compute all solutions of the minimal partial realization problem, i.e., 
when only the first elements of the block Hankel matrix are known. 
In conclusion we note that the intertwining relation 
(sP)TH = HS q (33) 
together with the factorization equalities give the following: 
(sp)TC~(DT)TH, C~(DR) C D T X = 2(L )  H.C~(DR) Sq 
so that 
[C~(DTL )]T [c(DT)]T H.c~(DR) = [C~(DTL )]T H.C(DR)C~(DR) 
and, consequently, 
[C(DTL )]'r H. = H.C(DR). 
This is compression of the relation (33). Since 11. is nonsingular, this relation 
shows also that [C(DLT)] v and C(DR) are similar while 1t. is the corresponding 
transformation matrix. 
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