We propose a rescaled LASSO, by premultipying the LASSO with a matrix term, namely linear unified LASSO (LLASSO) for multicollinear situations. Our numerical study has shown that the LLASSO is comparable with other sparse modeling techniques and often outperforms the LASSO and elastic net. Our findings open new visions about using the LASSO still for sparse modeling and variable selection. We conclude our study by pointing that the LLASSO can be solved by the same efficient algorithm for solving the LASSO and suggest to follow the same construction technique for other penalized estimators.
Introduction
Let {(x i , Y i ), i = 1, . . . , n} be a random sample from the linear regression model
where Y i ∈ R is the response, x i = (x i1 , . . . , x ip ) ⊤ ∈ R p is the covariate vector and ǫ i is the random error with E(ǫ i ) = 0, Var(ǫ i ) = σ 2 ∈ R + .
The ordinary least squares (OLS) estimator has the formβ n = C
For the high-dimensional case (p > n), the OLS estimator is not valid, and in this case one may use a regularization method to find a few non-zero elements of β, as a remedial approach. Under the l 1 -penalty, Tibshirani (1996) proposed the least absolute penalty and selection operator (LASSO) given bŷ The LASSO has tractable theoretical and computational properties. However, when the predictors x i are highly correlated, the LASSO may contain too many zeros. This is not undesirable, but it may have some effects on prediction. Refer to Zou and Hastie (2005) for limitations of LASSO. As a remedy, one may use projection pursuit with the LASSO or apply the well-known ridge regression (RR) estimator of Hoerl and Kennard (1970) .
Unlike LASSO, the RR estimator does not "kill" coefficients and hence it cannot be used as an efficient estimator in sparse models. Zou and Hastie (2005) introduced the Elastic
Net (E-net) approach which can deal with the strongly correlated variables effectively. Like 2 LASSO, the E-net has also some promising properties. The E-net is given bŷ where λ 1 and λ 2 are non-negative tuning parameters.
Indeed the E-net is an improved LASSO, which the penalty of ridge approach is taken into account in the optimization problem. Zou and Hastie (2005) formulated the naïve E-net in such a way the solution to the optimization problem connected with that of the LASSO. In the same line, we have different concern which is motivated in below.
Motivation
Under a multicollinear situation, apart from the sparsity, the OLS estimatorβ n is far away from the true value β. Hence, it is of major importance to find a closer estimator. Based on the Tikhonov's (1963) regularization approach, Hoerl and Kennard (1970) proposed to minimize the sum of squares error (SSE) subject to β 2 2 = k, to obtain the RR estimator.
The RR estimator is a non-linear function with respect to the tuning (biasing, here) parameter, in nature. Another approach to combat multicollinearity is to minimize the SSE subject to dβ n − β 2 2 = k, 0 < d < 1, due to Mayer and Willke (1973) . The idea is dβ n is closer to the true value β for the case 0 < d < 1, thanβ n . The resulting estimator is linear unified (Liu) estimator F n (d)β n where 0 < d < 1 is the biasing parameter and
is the biasing factor. Apparently, the Liu estimator is linear with respect to the biasing parameter d. Note that, in contrast with this estimator, the RR estimator has the form R n (k)β n , R n (k) = (I p + kC
The key idea in our approach is to make use of this difference between R n (k)β n and F n (d)β n in obtaining a better estimator. Hence, we propose to replace the penalty term λ 2 β 2 2 in the E-net by λ 2 dβ n − β 2 2 . We will see that this change gives an estimator (after a simplification) which obtains by premultiplying the LASSO with the biasing factor, and 3 is a multicollinear resistant estimator.
In Section 2 we define the linear unified LASSO (LLASSO) and discuss about selecting the biasing parameter a little. In general, we modify the l 1 -penalty term of LASSO and then propose a closed form solution. In Section 3, we communicate about some asymptotic properties. We show that the LLASSO is √ n-consistent. Also orthonormal design case is studied. Section 4 is devoted to an extensive numerical study. Two real examples and five simulated examples are considered to compare the performance of LLASSO with the existing candidates including the ridge, LASSO and elastic net, while Section 5 contains conclusions and suggestions for further research. Proofs of all theorems are provided in the Appendix.
Linear Unified LASSO
In this section, we propose an estimator called linear unified LASSO (LLASSO) via the penalized least squares approach.
Naïve look
Before giving the expression of LLASSO, we first study the effect of replacing λ 2 β 2 2 in the E-net by λ 2 dβ n − β 2 2 . As in Zou and Hastie (2005) , we assume that the response is centered and the predictors are standardized. For the fixed λ 1 , λ 2 , and 0 < d < 1, define the naïve loss
The following result gives the solution to the underlying optimization problem in above, similar to Zou and Hastie (2005) .
where
The proof is straight and omitted.
The above result shows that the solution to the naïve problem, is an augmented LASSO.
However, it does not provide a closed form solution with respect to the biasing parameter
d. Yet, we deliberate more on the use of Proposition 1. Note that using this result, the By Theorem 11.1 of Hastie et al. (2016) , one has the following bound
and ν is the lower bound of restricted eigenvalues of C over an appropriate constraint set. See Eq. (11.13) of Hastie et al. (2016) for more details. The usefulness of the bound (2.1) is that one can make the error small by choosing an appropriate d, for which dβ is close to β o . This is more important for the bound of prediction error.
Similar to (2.1), one can set up prediction error bound of LLASSO which is dependent to the factor γ 2 . The result of Lederer et al. (2016) can be also applied here.
From Proposition 1, one can also approximate the standard error. Letσ 2 be the estimate of σ 2 . Then, using the result of Osborne et al. (2000) , the variance-covariance matrix of
Proposition 2 Under the assumptions of Proposition 1, given (λ 1 , λ 2 , d), we havė
Zou and Hastie (2005) interpreted the E-net solution as a rescaled LASSO, which will improve prediction accuracy. Indeed, the term
which the latter appears in LASSO. Here, the same interpretation is valid, where we replaced
Next, we will be considering an approximated closed-form solution to our optimization problem. This will pave the road to define the LLASSO, after some modifications.
LLASSO
Recall the closed-form approximate solution to the optimization problem Tibshirani, 1996) . After some algebra, the closed-from approximate solution to the problem
is given by
which is similar to the Liu estimator, except the coefficient
here. In conclusion, the approximate closed form solution to our problem shows that the effect of penalization due to l 1 -norm appears in the Liu estimator by the term W − . To avoid inefficiency, we suggest to pre-multiply the term F n (d) to the LASSO solution, for the proposal of LLASSO. This proposal can be also interpreted as re-scaling the LASSO estimator to be multicollinear resistant.
Recall that the naïve look does not provide a closed form solution with respect to the biasing parameter. In this case, an approximate closed form is of interest. Similar to Tibshirani (1996) , one may make use of b 2 j /|b j |, with b = (b 1 , . . . , b p ) ⊤ , instead of the penalty term b 1 to get the LLASSO, say, by a manipulation on (2.3) aŝ
where 0 < d < 1 is the biasing parameter and However, a general formula can be obtained as follows. Solving the loss function
If β is sparse, thenβ En n ≤β n and hencê
The forthcoming section is devoted to the properties of the LLASSO as defined by (2.4).
Asymptotic Properties
In this section, we establish some properties of the LLASSO.
In sequel we will be assuming the following regularity conditions:
For our purpose we assume C is nonsingular.
Proposition 3 Suppose φ =β L n is the minimizer of
Orthonormal design
Suppose C n = I p . Then the LLASSO has form
where a + = max(0, a), λ is determined by the condition Under normality assumption, some interesting properties can be achieved. Hence, suppose that the error term in (1.1) has normal distribution with zero mean and covariance matrix σ 2 I n , where σ 2 is known. Then,β j ∼ N (β j , σ 2 ).
Proposition 4 For all δ ≤ 1 2 and λ = 2σ 2 log δ −1
where ∆ j = β j /σ and Φ(·) is the cumulative distribution function of the standard normal distribution.
It can be also shown that
where λ o = λ/2 and ϕ(·) is the probability density function of the standard normal distribution
Numerical Studies
In this section, we compare the performance of the LLASSO with some other known estimators.
Illustration
In the following, we study two real life examples. The predictors for each data sets were standardized to have zero mean and unit standard deviation before fitting the model. We also center the response variable. We then fit linear regression model to predict the variables of interest using the available regressors. We evaluate the performance of the estimators by averaged cross validation (CV) error using a 10-fold CV. In CV, the estimated MSE y varies across runs. Therefore, we repeat the process 250 times, and calculate the median MSE y and its standard error. The results are given in Table 3 . Analyzing these results reveal the following conclusions:
• Regarding the state data: we observe that the LLASSO has the least MSE y value among all alternatives methods. The second best method is the ridge, having the least standard error.
• For the prostate data, the ridge estimator has the best performance since there exists the problem of multicollinearity. However, if both multicollinearity and variable section are important, the LLASSO is preferred since it performs better than all others.
• Surprisingly, the performance of the LLASSO is more efficient compared to the LASSO and E-net.
In what follows we only describe the data sets we used.
State Data
Faraway (2002) The idea is to predict log of PSA (lpsa) from these measured variables.
A descriptions of the variables in the prostate dataset is given in 
Simulation
The purpose of this section is to design a Monte Carlo simulation to show the superiority of LLASSO over the estimators OLS, ridge, Liu, LASSO and E-net.
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We used five examples some of which were also considered in Zou and Hastie (2005) .
All simulations are based on the model
where ǫ ∼ N (0, I). In each example, the simulated data contains a training dataset, validation data and an independent test set. We fitted the model only using the training data and the tuning parameters were selected using the validation data. In simulations,
we center all variables based on the training data set. Letx train = (x 1,train , · · · ,x p ,train ) denote the vector of means of the training data, n test the number of observations in the test data set andȳ train the mean over responses in the training data. Finally, we computed two measures of performance, the test error (mean squared error) MSE y = 1 ntest r ⊤ sim r sim where and σ = 3. The predictors X were generated as follows Also, we consider σ = 6 and X ∼ N (0, Σ), where Σ ij = 0.9 |i−j| . We investigate these scenarios by simulating 250 data sets. The results of the simulation are given in Table 4 . We also summarize the results in Figure 2 in which we present the box-plots of test mean squared errors MSE y (left column) and MSE β (right column) for examples 1-5. Now, we share the results obtained from the simulation study as follows:
In example 1 with positively correlated variables, although the performances of the estimators are close to each other, LLASSO has the best performance in the sense of both measures.
In example 2, the LASSO is better compared to all others in the sense of first measure and E-net is the best according to the second criteria.
In both examples 3 and 4, LLASSO performs better than the others in the sense of both criteria.
In example 5, we consider the design matrix having the problem of multicollinearity such that the correlations between the predictors are chosen to be 0.9, and the beta coefficients are sparse. Not surprisingly, the ridge estimator performs better than LASSO while E-net beats the ridge. On the other hand, the performance of LLASSO outshines all others for first measure while ridge is the best for second measure. The LLASSO is competitive with E-net.
Conclusion
In this article, we have proposed a new estimator for simultaneous estimation and variable selection. Indeed, we pre-multiplied the LASSO with a matrix factor to become multicollinear resistance, after modifying the l 1 -norm of the LASSO. The proposed linear unified LASSO or LLASSO for short, has simple form and can be considered as a re-scaled LASSO estimator. The LLASSO inherits all good properties of the LASSO and it is √ n-consistent.
Apart from its good properties, e.g. producing sparse model with good prediction accuracy, there is no need to propose a specific algorithm for its computation. Similar to adaptive LASSO, the LLASSO can be solved by the same efficient algorithm for solving the LASSO.
According to the numerical findings, we suggest to use LLASSO estimation method in practical examples.
For further research, it can be suggested to pre-multiply the term 
Appendix: Proofs

Proof of Proposition 2
Under the assumptions of Proposition 1, we geṫ The proof is complete.
Proof of Proposition 3
Note that √ n(β arg min u V (u). Then, the result follows from Slutsky's theorem.
Proof of Proposition 4
Let Z j =β j /σ. Then Z j ∼ N (∆ j , 1), ∆ j = β j /σ, and we havê
