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KHAVINSON PROBLEM FOR HYPERBOLIC HARMONIC
MAPPINGS IN HARDY SPACE
JIAOLONG CHEN, DAVID KALAJ, AND PETAR MELENTIJEVIC´
Abstract. In this paper, we partly solve the generalized Khavinson conjecture
in the setting of hyperbolic harmonic mappings in Hardy space. Assume that
u = PΩ[φ] and φ ∈ Lp(∂Ω,R), where p ∈ [1,∞], PΩ[φ] denotes the Poisson
integral of φ with respect to the hyperbolic Laplacian operator ∆h in Ω, and Ω
denotes the unit ball Bn or the half-space Hn. For any x ∈ Ω and l ∈ Sn−1, let
CΩ,q(x) and CΩ,q(x; l) denote the optimal numbers for the gradient estimate
|∇u(x)| ≤ CΩ,q(x)‖φ‖Lp(∂Ω,R)
and gradient estimate in the direction l
|〈∇u(x), l〉| ≤ CΩ,q(x; l)‖φ‖Lp(∂Ω,R),
respectively. Here q is the conjugate of p. If q =∞ or q ∈ [ 2K0−1
n−1 + 1,
2K0
n−1 + 1] ∩
[1,∞) with K0 ∈ N = {0, 1, 2, . . .}, then CBn,q(x) = CBn,q(x;± x|x|) for any x ∈
Bn\{0}, and CHn,q(x) = CHn,q(x;±en) for any x ∈ Hn, where en = (0, . . . , 0, 1) ∈
Sn−1. However, if q ∈ (1, n
n−1 ), then CBn,q(x) = CBn,q(x; tx) for any x ∈ Bn\{0},
and CHn,q(x) = CHn,q(x; ten) for any x ∈ Hn. Here tw denotes any unit vector in
Rn such that 〈tw, w〉 = 0 for w ∈ Rn \ {0}.
1. Introduction
For n ≥ 2, let Rn denote the n-dimensional Euclidean space. For x = (x1, . . . , xn) ∈
Rn, sometimes we identify each point x with a column vector. For two column vec-
tors x, y ∈ Rn, we use 〈x, y〉 to denote the inner product of x and y. The ball
{x ∈ Rn : |x| < r} and the sphere {x ∈ Rn : |x| = r} are denoted by Bn(r) and
Sn−1(r), respectively. In particular, let Bn = Bn(1), Sn−1 = Sn−1(1), R2 = C and
B2 = D. We also denote Sn−1+ = {x ∈ Sn−1 : xn > 0}, Sn−1− = {x ∈ Sn−1 : xn < 0}
and Hn = {x = (x′, xn) ∈ Rn : x′ ∈ Rn−1, xn > 0}. As is usual we identify Rn−1
with Rn−1 × {0}. With this convention we have that ∂Hn = Rn−1.
A mapping u ∈ C2(Bn,R) is said to be hyperbolic harmonic if u satisfies the
hyperbolic Laplace equation
∆hu(x) = (1− |x|2)2∆u(x) + 2(n− 2)(1− |x|2)
n∑
i=1
xi
∂u
∂xi
(x) = 0,
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where ∆ denotes the usual Laplacian in Rn. Meanwhile, a mapping u ∈ C2(Hn,R)
is said to be hyperbolic harmonic if u satisfies the hyperbolic Laplace equation
∆hu(x) = x
2
n∆u(x)− (n− 2)xn
∂u
∂xn
(x) = 0.
For convenience, in the rest of this paper, we call ∆h the hyperbolic Laplacian oper-
ator.
When n = 2, we easily see that hyperbolic harmonic mappings coincide with
harmonic mappings. In this paper, we focus our investigations on the case when
n ≥ 3.
1.1. Hardy space for hyperbolic harmonic mappings. For p ∈ (0,∞], let
Lp(Sn−1,R) denote the space of Lebesgue measurable mappings from Sn−1 into R
satisfying ‖f‖Lp(Sn−1,R) <∞, where
‖f‖Lp(Sn−1,R) =


(∫
Sn−1
|f(ξ)|pdσ(ξ)
) 1
p
, if p ∈ (0,∞),
ess sup
ξ∈Sn−1
{|f(ξ)|}, if p =∞.
Here and hereafter, dσ denotes the normalized surface measure on Sn−1 so that
σ(Sn−1) = 1. Similarly, let Lp(Rn−1,R) denote the space of Lebesgue measurable
mappings from Rn−1 into R satisfying ‖f‖Lp(Rn−1,R) <∞, where
‖f‖Lp(Rn−1,R) =


(∫
Rn−1
|f(x)|pdVn−1(x)
) 1
p
, if p ∈ (0,∞),
ess sup
x∈Rn−1
{|f(x)|}, if p =∞.
Here and hereafter, dVn−1 denotes the Lebesgue volume measure in Rn−1.
If φ ∈ L1(Sn−1,R), we define the invariant Poisson integral or Poisson-Szego¨
integral of φ in Bn by (cf. [19, Definition 5.3.2])
PBn [φ](x) =
∫
Sn−1
PBn(x, ζ)φ(ζ)dσ(ζ),
where
PBn(x, ζ) =
(
1− |x|2
|x− ζ |2
)n−1
(1.1)
is the Poisson-Szego¨ kernel with respective to ∆h satisfying∫
Sn−1
PBn(x, ζ)dσ(ζ) = 1
(cf. [19, Lemma 5.3.1(c)]).
If φ ∈ L1(Rn−1,R), then the Poisson-Szego¨ integral of φ is the function PHn[φ]
defined by (cf. [19, Section 5.6])
PHn[φ](x) =
∫
Rn−1
PHn(x, y′)φ(y′)dVn−1(y′),
2
where x = (x′, xn) ∈ Hn, x′, y′ ∈ Rn−1 and
PHn(x, y′) = cn
(
xn
|x′ − y′|2 + x2n
)n−1
(1.2)
is the Poisson-Szego¨ kernel with respective to ∆h satisfying∫
Rn−1
PHn(x, y′)dVn−1(y′) = 1.
By calculations, we have
cn =
2n−2Γ(n
2
)
pi
n
2
,(1.3)
where Γ is the Gamma function.
For p ∈ [1,∞], we use Hp(Bn,R) to denote the Hardy space consisting of hyper-
bolic harmonic mappings of the form u = PBn [φ] with φ ∈ Lp(Sn−1,R). Similarly, by
Hp(Hn,R) we denote the Hardy space consisting of hyperbolic harmonic mappings
of the form u = PHn [φ] with φ ∈ Lp(Rn−1,R) and p ∈ [1,∞].
1.2. The Khavinson problem. Let p ∈ [1,∞] and q be its conjugate. Assume
that u = PΩ[φ] and φ ∈ Lp(∂Ω,R), where Ω denotes Bn or Hn. For fixed x ∈ Ω and
l ∈ Sn−1, let CΩ,q(x) and CΩ,q(x; l) denote the optimal numbers for the gradient
estimate
|∇u(x)| ≤ CΩ,q(x)‖φ‖Lp(∂Ω,R).(1.4)
and gradient estimate in the direction l
|〈∇u(x), l〉| ≤ CΩ,q(x; l)‖φ‖Lp(∂Ω,R).(1.5)
respectively. Since
|∇u(x)| = sup
l∈Sn−1
|〈∇u(x), l〉|,
we clearly have
CΩ,q(x) = sup
l∈Sn−1
CΩ,q(x; l).(1.6)
The generalized Khavinson conjecture states:
Conjecture 1.1. Let q ∈ [1,∞] and en = (0, . . . , 0, 1) ∈ Sn−1. Then
(1) for any x ∈ Bn\{0}, we have
CBn,q(x) = CBn,q(x;± x|x|);
(2) for any x ∈ Hn, we have
CHn,q(x) = CHn,q(x;±en).
This conjecture actually dates back to 1992. Khavinson [8] obtained a sharp
pointwise estimate for the radial derivative of bounded harmonic functions in B3.
In a private conversation with Gresin and Maz’ya, he conjectured that the same
estimate holds for the norm of the gradient of bounded harmonic functions. Later,
this conjecture was formulated by Kresin and Maz’ya in [10] for bounded harmonic
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functions in Bn. In the same paper, they obtained the sharp inequalities for the radial
and tangential derivatives of such functions and solved the analogous problem for
harmonic functions with the Lp integrable boundary values for p = 1 and p = 2.
Also, the same authors in [11] solved the half-space analog of this problem for p = 1,
p = 2 and p =∞. Later, Kalaj and Markovic´ [6] established an analogous result for
harmonic functions from D into C with Lp integrable boundary values, p ≥ 1.
For bounded harmonic functions in high dimension, Markovic´ [14] considered the
problem in a special situation when x ∈ Bn and x is near the boundary. Kalaj [5]
proved the conjecture in B4, and Melentijevic´ [15] confirmed the conjecture in B3.
Very recently, Liu [12] showed that the conjecture is true in Bn with n ≥ 3. See
[1, 7, 13, 17] and references therein for further discussions on the gradient estimates
for analytic and harmonic functions.
The main purpose of this paper is to consider the generalized Khavinson conjec-
ture in the setting of hyperbolic harmonic mappings in Hardy space. For the case
when q ∈ [1,∞), we have the following results.
Theorem 1.1. Let q ∈ (1, n
n−1).
(1) For any x ∈ Bn\{0} and l ∈ Sn−1,
CBn,q
(
x;± x|x|
) ≤ CBn,q(x; l) ≤ CBn,q(x; tx) = CBn,q(x),
where tx is any unit vector in R
n such that 〈tx, x|x|〉 = 0.
(2) For any x ∈ Hn and l ∈ Sn−1,
CHn,q
(
x;±en
) ≤ CHn,q(x; l) ≤ CHn,q(x; ten) = CHn,q(x).
Theorem 1.2. Let q ∈ [2K0−1
n−1 + 1,
2K0
n−1 + 1] ∩ [1,∞), where K0 ∈ N = {0, 1, 2, . . .}.
(1) For any x ∈ Bn\{0} and l ∈ Sn−1,
CBn,q
(
x; tx
) ≤ CBn,q(x; l) ≤ CBn,q(x;± x|x|) = CBn,q(x).
(2) For any x ∈ Hn and l ∈ Sn−1,
CHn,q
(
x; ten
) ≤ CHn,q(x; l) ≤ CHn,q(x;±en) = CHn,q(x).
In the following, we give two special cases of Theorem 1.2.
Theorem 1.3. (1) For any x ∈ Bn and l ∈ Sn−1,
CBn, n
n−1
(x) ≡ CBn, n
n−1
(x; l) ≡ 2(n− 1)
(1− |x|2) 2n−1n
(
Γ(n
2
)Γ(2n−1
2n−2)√
piΓ( n
2
2n−2)
(1 + |x|2)
)n−1
n
and
CBn,1(x) ≡ CBn,1(x; l) ≡
2(n− 1)Γ(n
2
)√
piΓ(n+1
2
)(1− |x|2) .
(2) For any x ∈ Hn and l ∈ Sn−1,
CHn, n
n−1
(x) ≡ CHn, n
n−1
(x; l) ≡ (n− 1)Γ(
n
2
)
2n+1
√
pix
2n−1
n
n
(
Γ(2n−1
2n−2)
Γ( n
2
2n−2)
)n−1
n
4
and
CHn,1(x; l) ≡ CHn,1(x) ≡
2Γ(n
2
)√
piΓ(n−1
2
)xn
.
For a ∈ R and k ∈ N, let (a)k denote the factorial function with (a)0 = 1 and
(a)k = a(a + 1) . . . (a + k − 1). If a is neither zero nor a negative integer, then (cf.
[18, Page 23])
(a)k =
Γ(a + k)
Γ(a)
.(1.7)
For r, s ∈ Z+ = {1, 2, 3, . . .} and x ∈ R, we define the generalized hypergeometric
series by
rFs(a1, a2, . . . , ar; b1, . . . , bs; x) =
∞∑
k=0
(a1)k(a2)k . . . (ar)k
k!(b1)k . . . (bs)k
xk,(1.8)
where ai, bj ∈ R (1 ≤ i ≤ r, 1 ≤ j ≤ s) and bj is neither zero nor a negative integer
(cf. [4, Chapter IV] or [18, Chapter 5]). If r = s + 1, then the series converges for
|x| < 1 and diverges for |x| > 1. If r = s + 1 and ∑si=1 bi −∑ri=1 ai > 0, then the
series is absolutely convergent on |x| = 1.
Let Ω = Bn or Hn. Using an explicit formula for CΩ,q
(
x; tx
)
and CΩ,q
(
x; x|x|
)
, we
can reformulate Theorems 1.1 and 1.2 as follows, respectively.
Theorem 1.4. Let p ∈ (n,∞) and q be its conjugate.
(1) If u = PBn [φ] and φ ∈ Lp(Sn−1,R), then for any x ∈ Bn, we have the following
sharp inequality:
|∇u(x)| ≤ 2(n− 1)
(
Γ(n
2
)Γ( q+1
2
)(1 + |x|2)(n−1)(q−1)√
piΓ( q+n
2
)(1− |x|2)n(q−1)+1
) 1
q
‖φ‖Lp(Sn−1,R)
×
(
2F1
(
(n− 1)(1− q)
2
,
1− (n− 1)(q − 1)
2
;
q + n
2
;
4|x|2
(1 + |x|2)2
)) 1
q
.
(2) If u = PHn [φ] and φ ∈ Lp(Rn−1,R), then for any x ∈ Hn, we have the following
sharp inequality:
|∇u(x)| ≤ (n− 1)Γ(
n
2
)
2
q−1
q pi
nq−n+1
2q x
n(q−1)+1
q
n
‖φ‖Lp(Rn−1,R)
×
(
Γ( q+1
2
)
Γ( q+n
2
)
3F2
(
(n− 1)(1− q)
2
,
1− (n− 1)(q − 1)
2
,
q + 1
2
;
1
2
,
q + n
2
; 1
)) 1q
.
Theorem 1.5. Let p ∈ {∞} ∪ [2K1+n−1
2K1
, 2K1+n−2
2K1−1 ] and q be its conjugate, where
K1 ∈ Z+.
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(1) If u = PBn [φ] and φ ∈ Lp(Sn−1,R), then for any x ∈ Bn, we have the following
sharp inequality:
|∇u(x)| ≤2(n− 1)
(
Γ(n
2
)Γ( q+1
2
)(1 + |x|2)(n−1)(q−1)√
piΓ( q+n
2
)(1− |x|2)n(q−1)+1
) 1
q
‖φ‖Lp(Sn−1,R)
×
(
3F2
(
(n− 1)(1− q)
2
,
1− (n− 1)(q − 1)
2
,
q + 1
2
;
1
2
,
q + n
2
;
4|x|2
(1 + |x|2)2
)) 1
q
.
(2) If u = PHn [φ] and φ ∈ Lp(Rn−1,R), then for any x ∈ Hn, we have the following
sharp inequality:
|∇u(x)| ≤ (n− 1)Γ(
n
2
)
2
q−1
q pi
nq−n+1
2q x
n(q−1)+1
q
n
‖φ‖Lp(Rn−1,R)
×
(
Γ( q+1
2
)
Γ( q+n
2
)
2F1
(
(n− 1)(1− q)
2
,
1− (n− 1)(q − 1)
2
;
q + n
2
; 1
)) 1q
.
By using the expression of generalized hypergeometric series and letting q = 1,
n+1
n−1 or
n
n−1 in Theorem 1.5, respectively, we easily arrive at the following three
results, and we omit the proofs of them.
Corollary 1.1. (1) If u = PBn [φ] and φ ∈ L∞(Sn−1,R), then for any x ∈ Bn, we
have the following sharp inequality:
|∇u(x)| ≤ 2(n− 1)Γ(
n
2
)‖φ‖L∞(Sn−1,R)√
pi(1− |x|2)Γ(n+1
2
)
.
(2) If u = PHn[φ] and φ ∈ L∞(Rn−1,R), then for any x ∈ Hn, we have the
following sharp inequality:
|∇u(x)| ≤ 2Γ(
n
2
)‖φ‖L∞(Rn−1,R)√
piΓ(n−1
2
)xn
.
Corollary 1.2. (1) If u = PBn [φ] and φ ∈ Ln+12 (Sn−1,R), then for any x ∈ Bn, we
have the following sharp inequality:
|∇u(x)| ≤
2(n− 1)‖φ‖
L
n+1
2 (Sn−1,R)
(1− |x|2) 3n−1n+1
(
Γ(n
2
)Γ
(
n
n−1
)
√
piΓ
(
n2+1
2n−2
) (1 + |x|2)2 + 4Γ(n2 )Γ
(
2n−1
n−1
)
√
piΓ
(
n2+2n−1
2n−2
) |x|2
)n−1
n+1
.
(2) If u = PHn [φ] and φ ∈ Ln+12 (Sn−1,R), then for any x ∈ Bn, we have the
following sharp inequality:
|∇u(x)| ≤
(n− 1)Γ(n
2
)‖φ‖
L
n+1
2 (Rn−1,R)
2
2
n+1pi
3n−1
2n−2x
3n−1
n+1
n
(
Γ
(
n
n−1
)
Γ
(
n2+1
2n−2
) + Γ
(
n
n−1
)
2Γ
(
n2+2n−1
2n−2
)
)n−1
n+1
.
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Corollary 1.3. (1) If u = PBn [φ] and φ ∈ Ln(Sn−1,R), then for any x ∈ Bn, we
have the following sharp inequality:
|∇u(x)| ≤ 2(n− 1)‖φ‖Ln(Sn−1,R)
(1− |x|2) 2n−1n
(
Γ(n
2
)Γ(2n−1
2n−2)√
piΓ( n
2
2n−2)
(1 + |x|2)
)n−1
n
.
(2) If u = PHn[φ] and φ ∈ Ln(Rn−1,R), then for any x ∈ Hn, we have the
following sharp inequality:
|∇u(x)| ≤ (n− 1)Γ(
n
2
)‖φ‖Ln(Rn−1,R)
2n+1
√
pix
2n−1
n
n
(
Γ(2n−1
2n−2)
Γ( n
2
2n−2)
)n−1
n
.
For the case when q =∞, we have the following result.
Theorem 1.6. (1) For any x ∈ Bn\{0} and l ∈ Sn−1,
CBn,∞
(
x; l
) ≤ CBn,∞(x;± x|x|) = CBn,∞(x) = 2(n− 1)(1 + |x|)
n−2
(1− |x|)n .
(2) For any x ∈ Hn and l ∈ Sn−1,
CHn,∞
(
x; l
) ≤ CHn,∞(x;±en) = CHn,∞(x) = 2n−2(n− 1)Γ(n2 )
pi
n
2 xnn
.
Using an explicit formula for CΩ,∞
(
x), we can reformulate Theorem 1.6 as follows,
where Ω = Bn or Hn.
Theorem 1.7. (1) If u = PBn [φ] and φ ∈ L1(Sn−1,R), then for any x ∈ Bn, we
have the following sharp inequality:
|∇u(x)| ≤ 2(n− 1)(1 + |x|)
n−2
(1− |x|)n ‖φ‖L1(Sn−1,R).
(2) If u = PHn [φ] and φ ∈ L1(Rn−1,R), then for any x ∈ Hn, we have the following
sharp inequality:
|∇u(x)| ≤ 2
n−2(n− 1)Γ(n
2
)
pi
n
2 xnn
‖φ‖L1(Rn−1,R).
The rest of this paper is organized as follows. In Section 2, we establish some
representations for CBn,q(x; l) when q ∈ [1,∞). In Section 3, we prove Theorems
1.1∼1.5 for the unit ball case. In Section 4, we show Theorems 1.6 and 1.7 for
the unit ball case. In Section 5, we establish some representation for CHn,q(x; l)
with q ∈ [1,∞). In Section 6, we present the proofs of Theorems 1.1∼1.7 for the
half-space case.
2. Case q ∈ [1,∞) and representations for CBn,q(x; l)
In this section, we first establish a general integral representation formula for the
sharp quantity CBn,q(x; l) when q ∈ [1,∞).
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Lemma 2.1. For any q ∈ [1,∞), x ∈ Bn and l ∈ Sn−1, we have
CBn,q(x; l) =
2(n− 1)
(1− |x|2)n(q−1)+1q
(∫
Sn−1
|η − x|2(n−1)(q−1)|〈η, l〉|qdσ(η)
)1
q
.(2.1)
Proof. In order to calculateCBn,q(x; l), we let p be the conjugate of q with p ∈ (1,∞],
φ ∈ Lp(Sn−1,R) and u = PBn [φ] in Bn. For any x ∈ Bn and ζ ∈ Sn−1, it follows from
(1.1) that
∇PBn(x, ζ) = −2(n− 1)(1− |x|2)n−2 x|x− ζ |
2 + (1− |x|2)(x− ζ)
|x− ζ |2n(2.2)
(cf. [2, Equation (2.25)]). Obviously, the mapping (x, ζ) 7→ ∇PBn(x, ζ) is continuous
in Bn(r)× Sn−1, where r ∈ (0, 1). Then one can easily obtain
〈∇u(x), l〉 =
∫
Sn−1
〈∇PBn(x, ζ), l〉φ(ζ)dσ(ζ),(2.3)
and so,
|〈∇u(x), l〉| ≤
(∫
Sn−1
|〈∇PBn(x, ζ), l〉|qdσ(ζ)
)1
q
‖φ‖Lp(Sn−1,R).(2.4)
On the other hand, for every p ∈ (1,∞], x ∈ Bn and l ∈ Sn−1, let
φl(ζ) = |〈∇PBn(x, ζ), l〉|q/p sign〈∇PBn(x, ζ), l〉
on Sn−1 and ul = PBn [φl] in Bn. Then we have
|〈∇ul(x), l〉| =
(∫
Sn−1
|〈∇PBn(x, ζ), l〉|qdσ(ζ)
)1
q
‖φl‖Lp(Sn−1,R).
This, together with (1.5) and (2.4), implies that for any q ∈ [1,∞), x ∈ Bn and
l ∈ Sn−1,
CBn,q(x; l) =
(∫
Sn−1
|〈∇PBn(x, ζ), l〉|qdσ(ζ)
)1
q
.(2.5)
In the following, we calculate the integral above. For any η ∈ Sn−1 and x ∈ Bn,
let ζ = Tx(η), where
Tx(η) = x− (1− |x|2) η − x|η − x|2 .
Then ζ = Tx(η) is a transformation from S
n−1 onto Sn−1 (cf. [2, Section 2.5])
satisfying
x− ζ = (1− |x|2) η − x|η − x|2 , |x− ζ | =
1− |x|2
|η − x|(2.6)
and
dσ(ζ) =
(1− |x|2)n−1
|η − x|2n−2 dσ(η)(2.7)
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(cf. [14, Page 250]). Combining (2.2) and (2.6), we get
∇PBn(x, ζ) = −2(n− 1)η |η − x|
2n−2
(1− |x|2)n ,
which, together with (2.7), yields that
|〈∇PBn(x, ζ), l〉|qdσ(ζ) = 2q(n− 1)q |η − x|
2(n−1)(q−1) |〈η, l〉|q
(1− |x|2)n(q−1)+1 dσ(η).
Therefore, for any q ∈ [1,∞), x ∈ Bn and l ∈ Sn−1,∫
Sn−1
|〈∇PBn(x, ζ), l〉|qdσ(ζ) = 2
q(n− 1)q
(1− |x|2)n(q−1)+1
∫
Sn−1
|η−x|2(n−1)(q−1) |〈η, l〉|qdσ(η).
From this and (2.5), we see that Lemma 2.1 is true. 
Based on Lemma 2.1, we obtain the following two results. The first one is about
the symmetry property of the quantity CBn,q(x; l), which is useful.
Lemma 2.2. For any q ∈ [1,∞), x ∈ Bn, l ∈ Sn−1 and unitary transformation A
in Rn, we have
CBn,q(x; l) = CBn,q(Ax;Al).
Proof. For any unitary transformation A, by replacing η with Aη in (2.1), we get
CBn,q(Ax;Al)
=
2(n− 1)
(1− |x|2)n(q−1)+1q
(∫
Sn−1
|Aη − Ax|2(n−1)(q−1) |〈Aη,Al〉|qdσ(Aη)
)1
q
=
2(n− 1)
(1− |x|2)n(q−1)+1q
(∫
Sn−1
|η − x|2(n−1)(q−1) |〈η, l〉|qdσ(η)
) 1
q
= CBn,q(x; l),
as required. 
For any q ∈ [1,∞), x ∈ Bn and l ∈ Sn−1, let
CBn,q(x; l) =
∫
Sn−1
|η − x|2(n−1)(q−1) |〈η, l〉|qdσ(η).(2.8)
Then we obtain the following result.
Lemma 2.3. For any q ∈ [1,∞), α ∈ [0, pi] and ρ ∈ [0, 1), we have
CBn,q(ρlα; en)
=
Γ(n
2
)(1 + ρ2)(n−1)(q−1)√
pi
∞∑
k=0
k∑
j=0
( (n−1)(1−q)
2
)k(
1−(n−1)(q−1)
2
)k
Γ(k + q+n
2
)
(
2ρ
1 + ρ2
)2k
×4
jΓ(j + q+1
2
)
(1)k−j(2j)!
sin2k−2j α cos2j α,
where lα = sinα · en−1 + cosα · en and en−1 = (0, . . . , 0, 1, 0) ∈ Sn−1.
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Proof. For any q ∈ [1,∞), α ∈ [0, pi] and ρ ∈ [0, 1), we deduce from (2.8) and [15,
Lemma 1] that
2pi
n− 2CBn,q(ρlα; en)(2.9)
=
2pi
n− 2
∫
Sn−1
|ηn|q(1 + ρ2 − 2ρηn cosα− 2ρηn−1 sinα)(n−1)(q−1)dσ(η)
=
∫
D
|x|q(1− x2 − y2)n2−2(1 + ρ2 − 2ρx cosα− 2ρy sinα)(n−1)(q−1)dxdy
=
∫ 1
−1
|x|q
∫ √1−x2
−√1−x2
(1− x2 − y2)n2−2(1 + ρ2 − 2ρx cosα− 2ρy sinα)(n−1)(q−1)dydx,
where η = (η1, . . . , ηn) ∈ Sn−1. Let y = t
√
1− x2, where t ∈ (−1, 1) and x ∈ (−1, 1).
Elementary calculations show that
∫ √1−x2
−√1−x2
(1− x2 − y2)n2−2(1 + ρ2 − 2ρx cosα− 2ρy sinα)(n−1)(q−1)dy(2.10)
= (1− x2)n−32
∫ 1
−1
(1− t2)n2−2(1 + ρ2 − 2ρx cosα− 2ρt
√
1− x2 sinα)(n−1)(q−1)dt.
Since for any m ≥ 0 and s ∈ (−1, 1), we have
(1− s)m =
∞∑
k=0
(
m
k
)
(−s)k =
∞∑
k=0
(−m)k
k!
sk
(cf. [4, Page 85]). Then
(1 + ρ2 − 2ρx cosα− 2ρt
√
1− x2 sinα)(n−1)(q−1)
= (1 + ρ2)(n−1)(q−1)
(
1− 2ρ
1 + ρ2
(x cosα+ t
√
1− x2 sinα)
)(n−1)(q−1)
= (1 + ρ2)(n−1)(q−1)
∞∑
k=0
(
(n− 1)(1− q))
k
k!
(
2ρ
1 + ρ2
)k
(x cosα+ t
√
1− x2 sinα)k
= (1 + ρ2)(n−1)(q−1)
∞∑
k=0
(
(n− 1)(1− q))
k
k!
(
2ρ
1 + ρ2
)k
×
∞∑
j=0
(−1)j(−k)j
j!
xjtk−j(1− x2) k−j2 sink−j α cosj α.
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This, together with (2.9) and (2.10), shows that
2pi
n− 2CBn,q(ρlα; en)
=(1 + ρ2)(n−1)(q−1)
∞∑
k=0
∞∑
j=0
(
(n− 1)(1− q))
k
k!
(
2ρ
1 + ρ2
)k
(−1)j(−k)j
j!
×
∫ 1
−1
|x|qxj(1− x2)n−3+k−j2 dx
∫ 1
−1
tk−j(1− t2)n2−2dt · sink−j α cosj α.
It follows from the fact (cf. [18, Pages 18 and 19])
∫ 1
−1
|x|qx2j(1−x2)n−32 +k−jdx =
∫ 1
0
x
q−1
2
+j(1−x)n−32 +k−jdx = Γ(
q+1
2
+ j)Γ(n−1
2
+ k − j)
Γ(k + n+q
2
)
and
∫ 1
−1
t2k−2j(1− t2)n2−2dt =
∫ 1
0
tk−j−
1
2 (1− t)n2−2dt = Γ(k − j +
1
2
)Γ(n
2
− 1)
Γ(k − j + n−1
2
)
that
pi
Γ(n
2
)
CBn,q(ρlα; en) =(1 + ρ
2)(n−1)(q−1)
∞∑
k=0
∞∑
j=0
(
(n− 1)(1− q))
2k
Γ(2k + 1)
(
2ρ
1 + ρ2
)2k
(−2k)2j
Γ(2j + 1)
× Γ(
q+1
2
+ j)Γ(k − j + 1
2
)
Γ(k + n+q
2
)
· sin2k−2j α cos2j α.
Further, for any a ∈ R, b > 0 and k ∈ N, we have (cf. [18, Pages 23 and 24]).
(2a)2k = 2
2k(a)k
(
a +
1
2
)
k
and
√
piΓ(2b) = 22b−1Γ(b)Γ(b+
1
2
).(2.11)
Therefore,
CBn,q(ρlα; en) =Γ(
n
2
)(1 + ρ2)(n−1)(q−1)
∞∑
k=0
k∑
j=0
(
(n−1)(1−q)
2
)
k
(
1−(n−1)(q−1)
2
)
k
Γ(k + 1
2
)Γ(j + 1
2
)
(
2ρ
1 + ρ2
)2k
× (−k)j(
1
2
− k)jΓ(k − j + 12)
Γ(j + 1)Γ(k + 1)
Γ( q+1
2
+ j)
Γ(k + n+q
2
)
sin2k−2j α cos2j α.
Note that
(−k)jΓ(k − j + 1) = (−1)jΓ(k + 1) and (1
2
− k)jΓ(k − j + 1
2
) = (−1)jΓ(k + 1
2
).
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This, together with (2.11), means
CBn,q(ρlα; en)(2.12)
= Γ(
n
2
)(1 + ρ2)(n−1)(q−1)
∞∑
k=0
k∑
j=0
(
(n−1)(1−q)
2
)
k
(
1−(n−1)(q−1)
2
)
k
Γ(j + 1
2
)Γ(j + 1)Γ(k − j + 1)
×Γ(
q+1
2
+ j)
Γ(k + n+q
2
)
(
2ρ
1 + ρ2
)2k
sin2k−2j α cos2j α
=
Γ(n
2
)(1 + ρ2)(n−1)(q−1)√
pi
∞∑
k=0
k∑
j=0
( (n−1)(1−q)
2
)k(
1−(n−1)(q−1)
2
)k
Γ(k + q+n
2
)
(
2ρ
1 + ρ2
)2k
×4
jΓ(j + q+1
2
)
(1)k−j(2j)!
sin2k−2j α cos2j α.
The proof of the lemma is complete. 
3. Proofs of Theorems 1.1∼1.5 for the unit ball case
The aim of this section is to prove Theorems 1.1∼1.5 for the unit ball case. First,
we present the proofs of Theorems 1.2(1) and 1.5(1), which is based upon the ideas
from [16]. Based on the proof of Theorem 1.2(1), we prove the other results.
3.1. Proofs of Theorems 1.2(1) and 1.5(1). (I) First, we prove Theorem 1.2(1).
For any x ∈ Bn and l ∈ Sn−1, in order to find the sharp quantity CBn,q(x; l), we
choose an unity transformation A in Rn such that Ax = ρlα and Al = en, where
ρ = |x| ∈ [0, 1), lα = sinα · en−1+cosα · en and α ∈ [0, pi]. By Lemma 2.2, (2.1) and
(2.8), we see that
CBn,q(x; l) = CBn,q(Ax;Al) = CBn,q(ρlα; en)(3.1)
=
2(n− 1)
(1− |x|2)n(q−1)+1q
C
1
q
Bn,q(ρlα; en).
Hence, to prove the theorem, it remains to calculate CBn,q(ρlα; en). By Lemma 2.3,
we obtain
CBn,q(ρlα; en)
=
Γ(n
2
)(1 + ρ2)(n−1)(q−1)√
pi
∞∑
k=0
k∑
j=0
( (n−1)(1−q)
2
)k(
1−(n−1)(q−1)
2
)k
Γ(k + q+n
2
)
(
2ρ
1 + ρ2
)2k
×4
jΓ(j + q+1
2
)
(1)k−j(2j)!
sin2k−2j α cos2j α.
In order to estimate the right side of the above equation, for any k ∈ N and
j ∈ {0, 1, . . . , k}, we let
Bq,k(j) =
4jΓ(j + q+1
2
)
(1)k−j(2j)!
.
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Claim 3.1. For any k ∈ N and j ∈ {0, 1, . . . , k},(
k
j
)
Γ( q+1
2
)
k!
≤ Bq,k(j) ≤ 4k
(
k
j
)
Γ(k + q+1
2
)
(2k)!
.
The first equality occurs if and only if j = 0, and the second one occurs if and only
if j = k.
From the fact that (
k
j
)
=
Γ(k + 1)
Γ(j + 1)Γ(k − j + 1) ,
we obtain
Bn,k(j)
/(
k
j
)
=
4jΓ(j + q+1
2
)Γ(j + 1)
(2j)!Γ(k + 1)
.
For k ∈ N and j ∈ {0, 1, . . . , k}, set
aq,k(j) =
4jΓ(j + q+1
2
)Γ(j + 1)
(2j)!Γ(k + 1)
.
Since
aq,k(j + 1)
aq,k(j)
=
4(j + q+1
2
)(j + 1)
(2j + 2)(2j + 1)
=
2j + q + 1
2j + 1
> 1,
we get
Γ( q+1
2
)
k!
= aq,k(0) ≤ Bn,k(j)
/(
k
j
)
= aq,k(j) ≤ aq,k(k) =
4kΓ(k + q+1
2
)
(2k)!
,
which implies that Claim 3.1 is true.
By the assumption in the theorem that q ∈ [2K0−1
n−1 + 1,
2K0
n−1 + 1] ∩ [1,∞) and
K0 ∈ N, we see that for any k ≥ 0,(
(n− 1)(1− q)
2
)
k
(
1− (n− 1)(q − 1)
2
)
k
≥ 0.
Now, we infer from (1.7), (1.8), (2.11), (2.12) and Claim 3.1 that
√
piCBn,q(ρlα; en)
Γ(n
2
)(1 + ρ2)(n−1)(q−1)
(3.2)
≤
∞∑
k=0
k∑
j=0
( (n−1)(1−q)
2
)k(
1−(n−1)(q−1)
2
)k
Γ(k + q+n
2
)
(
2ρ
1 + ρ2
)2k 4kΓ(k + q+1
2
)
(2k)!
×
(
k
j
)
sin2k−2j α cos2j α
=
∞∑
k=0
4k( (n−1)(1−q)
2
)k(
1−(n−1)(q−1)
2
)kΓ(k +
q+1
2
)
(2k)!Γ(k + q+n
2
)
(
2ρ
1 + ρ2
)2k
=
Γ( q+1
2
)
Γ( q+n
2
)
3F2
(
(n− 1)(1− q)
2
,
1− (n− 1)(q − 1)
2
,
q + 1
2
;
1
2
,
q + n
2
;
4ρ2
(1 + ρ2)2
)
.
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The equality occurs if and only if α = 0 and α = pi, which shows
CBn,q(ρlα; en) ≤ CBn,q(±ρen; en).(3.3)
Similarly, we get from (2.12) and Claim 3.1 that
√
piCBn,q(ρlα; en)
Γ(n
2
)(1 + ρ2)(n−1)(q−1)
≥
∞∑
k=0
k∑
j=0
( (n−1)(1−q)
2
)k(
1−(n−1)(q−1)
2
)k
Γ(k + q+n
2
)
(
2ρ
1 + ρ2
)2k Γ( q+1
2
)
k!
(
k
j
)
sin2k−2j α cos2j α
=
∞∑
k=0
( (n−1)(1−q)
2
)k(
1−(n−1)(q−1)
2
)kΓ(
q+1
2
)
k!Γ(k + q+n
2
)
(
2ρ
1 + ρ2
)2k
,
which, together with (1.7) and (1.8), yields
√
piCBn,q(ρlα; en)
Γ(n
2
)(1 + ρ2)(n−1)(q−1)
(3.4)
≥ Γ(
q+1
2
)
Γ( q+n
2
)
2F1
(
(n− 1)(1− q)
2
,
1− (n− 1)(q − 1)
2
;
q + n
2
;
4ρ2
(1 + ρ2)2
)
.
The equality occurs if and only if α = pi
2
, which implies
CBn,q(ρlα; en) ≥ CBn,q(ρen−1; en) = CBn,q(ρen; en−1).(3.5)
Then for any x ∈ Bn\{0}, l ∈ Sn−1, and tx ∈ Sn−1 with 〈tx, x|x|〉 = 0, by (1.6),
(3.1), (3.3), (3.5) and Lemma 2.2, we see that
CBn,q
(
x; tx
)
= CBn,q(|x|en; en−1) ≤ CBn,q
(
x; l
)
= CBn,q(|x|lα; en)
≤ CBn,q(|x|en;±en) = CBn,q
(
x;± x|x|
)
= CBn,q(x).
In particular, for x ∈ Bn\{0}, we have
CBn,q
(
x; tx
)
< CBn,q
(
x;± x|x|
)
.
The proof of Theorem 1.2(1) is complete.
(II) By (1.4), (1.6), (3.1) and (3.2), we see that Theorem 1.5(1) is true. 
3.2. Proof of Theorem 1.3(1). For any x ∈ Bn and l ∈ Sn−1, by (3.1) and letting
q = 1 in (3.2) and (3.4), respectively, we get
CBn,1(x) ≡ CBn,1(x; l) ≡
2(n− 1)Γ(n
2
)√
piΓ(n+1
2
)(1− |x|2) .
Similarly, by (3.1) and letting q = n
n−1 in (3.2) and (3.4), respectively, we obtain
CBn, n
n−1
(x) ≡ CBn, n
n−1
(x; l) ≡ 2(n− 1)
(1− |x|2) 2n−1n
(
Γ(n
2
)Γ(2n−1
2n−2)√
piΓ( n
2
2n−2)
(1 + |x|2)
)n−1
n
.
Hence, Theorem 1.3(1) follows. 
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3.3. Proofs of Theorems 1.1(1) and 1.4(1). (I) First, we prove Theorem 1.1(1).
Since q ∈ (1, n
n−1), we see that for any k ∈ Z+,(
(n− 1)(1− q)
2
)
k
(
1− (n− 1)(q − 1)
2
)
k
< 0.
For any ρ ∈ [0, 1) and α ∈ [0, pi], similar arguments as in the proofs of (3.2) and
(3.4) guarantee that
√
piCBn,q(ρlα; en)
Γ(n
2
)(1 + ρ2)(n−1)(q−1)
(3.6)
≥ Γ(
q+1
2
)
Γ( q+n
2
)
3F2
(
(n− 1)(1− q)
2
,
1− (n− 1)(q − 1)
2
,
q + 1
2
;
1
2
,
q + n
2
;
4ρ2
(1 + ρ2)2
)
and √
piCBn,q(ρlα; en)
Γ(n
2
)(1 + ρ2)(n−1)(q−1)
(3.7)
≤ Γ(
q+1
2
)
Γ( q+n
2
)
2F1
(
(n− 1)(1− q)
2
,
1− (n− 1)(q − 1)
2
;
q + n
2
;
4ρ2
(1 + ρ2)2
)
.
The equality holds in (3.6) for α = 0 and α = pi. The equality holds in (3.7) for
α = pi
2
. Therefore,
CBn,q(ρlα; en) ≥ CBn,q(ρen;±en) and CBn,q(ρlα; en) ≤ CBn,q(ρen; en−1).(3.8)
Then for any x ∈ Bn\{0}, l ∈ Sn−1 and tx ∈ Sn−1 with 〈tx, x|x|〉 = 0, we obtain
from (1.6), (3.1), (3.8) and Lemma 2.2 that
CBn,q
(
x;± x|x|
)
= CBn,q
(|x|en;±en) ≤ CBn,q(x; l) = CBn,q(|x|lα; en)
≤ CBn,q(|x|en; en−1) = CBn,q
(
x; tx
)
= CBn,q(x).
In particular, for any x ∈ Bn\{0}, we have
CBn,q
(
x;± x|x|
)
< CBn,q
(
x; tx
)
.
The proof of Theorem 1.1(1) is complete.
(II) By (1.4), (1.6), (3.1) and (3.7), we see that Theorem 1.4(1) is true. 
4. Proofs of Theorems 1.6 and 1.7 for the unit ball case
The aim of this section is to prove Theorems 1.6(1) and 1.7(1). First, we establish
a representation for CBn,∞(x; l).
Lemma 4.1. For any x ∈ Bn and l ∈ Sn−1, we have
CBn,∞(x; l) = sup
ζ∈Sn−1
|〈∇PBn(x, ζ), l〉|.
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Proof. Let u = PBn [φ] in Bn, where φ ∈ L1(Sn−1,R). For any x ∈ Bn and l ∈ Sn−1,
it follows from (2.3) that
|〈∇u(x), l〉| ≤ sup
ζ∈Sn−1
|〈∇PBn(x, ζ), l〉| · ‖φ‖L1(Sn−1,R),
which means
CBn,∞(x; l) ≤ sup
ζ∈Sn−1
|〈∇PBn(x, ζ), l〉|.(4.1)
Next, we show the sharpness of (4.1). For any x ∈ Bn and l ∈ Sn−1, by (2.2), we
have
〈∇PBn(x, ζ), l〉 = −2(n− 1)(1− |x|2)n−2
〈
x|x− ζ |2 + (1− |x|2)(x− ζ), l〉
|x− ζ |2n .(4.2)
Obviously, the mapping (x, l, ζ) 7→ 〈∇PBn(x, ζ), l〉 is continuous in Bn×Sn−1×Sn−1.
Then for any x ∈ Bn and l ∈ Sn−1, there exists ζ∗ = ζ∗(x, l) ∈ Sn−1 such that
max
ζ∈Sn−1
〈∇PBn(x, ζ), l〉 = 〈∇PBn(x, ζ∗), l〉,(4.3)
where ζ∗(x, l) means that the point ζ∗ depends only on x and l.
For i ∈ Z+, ζ ∈ Sn−1 and x ∈ Bn, we let
φi(ζ) =
χΩi(ζ)
||χΩi||L1(Sn−1,R)
and ui(x) = PBn [φi](x),
where Ωi = {ζ ∈ Sn−1 : |ζ − ζ∗| ≤ 1i } and χ is the indicator function. Obviously, for
any i ∈ Z+, ||φi||L1(Sn−1,R) = 1 and
〈∇ui(x), l〉 =
∫
Sn−1
〈∇PBn(x, ζ), l〉 χΩi(ζ)||χΩi||L1(Sn−1,R)
dσ(ζ).(4.4)
Claim 4.1. For any x ∈ Bn and l ∈ Sn−1,
lim
i→∞
∫
Sn−1
〈∇PBn(x, ζ), l〉 · χΩi(ζ)||χΩi||L1(Sn−1,R)
dσ(ζ) = max
ζ∈Sn−1
〈∇PBn(x, ζ), l〉.
By the definition of χΩi and the continuity of the mapping (x, l, ζ) 7→ 〈∇PBn(x, ζ), l〉,
we obtain
lim
i→∞
(〈∇PBn(x, ζ), l〉 − 〈∇PBn(x, ζ∗), l〉) · χΩi(ζ) = 0.
Then for any ε > 0, there exists a positive integer m1 = m1(ε) such that for any
i ≥ m1, ∣∣〈∇PBn(x, ζ), l〉 − 〈∇PBn(x, ζ∗), l〉∣∣ · χΩi(ζ) < ε.
Since
∫
Sn−1
χΩi (ζ)
||χΩi ||L1(Sn−1,R)
dσ(ζ) = 1, then for any i ≥ m1,∣∣∣∣
∫
Sn−1
〈∇PBn(x, ζ), l〉 χΩi(ζ)||χΩi||L1(Sn−1,R)
dσ(ζ)− 〈∇PBn(x, ζ∗), l〉
∣∣∣∣
≤
∫
Sn−1
∣∣(〈∇PBn(x, ζ), l〉 − 〈∇PBn(x, ζ∗), l〉) · χΩi(ζ)∣∣ · χΩi(ζ)||χΩi||L1(Sn−1,R)dσ(ζ) ≤ ε,
which, together with (4.3), yields that Claim 4.1 is true.
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Now, it follows from (4.4) and Claim 4.1 that
lim
i→∞
〈∇ui(x), l〉 = max
ζ∈Sn−1
〈∇PBn(x, ζ), l〉 · lim
i→∞
‖φi‖L1(Sn−1,R).
This, together with (4.1), shows that for any x ∈ Bn and l ∈ Sn−1,
CBn,∞(x; l) = max
ζ∈Sn−1
〈∇PBn(x, ζ), l〉,
which is what we need. 
For any α ∈ [0, pi] and ρ ∈ [0, 1), we let lα = sinα · en−1 + cosα · en and
CBn,∞(ρen; lα) = max
ζ∈Sn−1
∣∣1−ρ2
1+ρ2
sinα · ζn−1 + (ζn − 2ρ1+ρ2 ) cosα
∣∣
|ρen − ζ |2n ,(4.5)
where ζ = (ζ1, ζ2, . . . , ζn) ∈ Sn−1. Then, we obtain the following result.
Lemma 4.2. For any α ∈ [0, pi] and ρ ∈ [0, 1), we have
CBn,∞(ρen; lα) = 2(n− 1)(1 + ρ2)(1− ρ2)n−2C∞(ρen; lα).(4.6)
Proof. For any x ∈ Bn and l ∈ Sn−1, by (4.2), we have
sup
ζ∈Sn−1
|〈∇PBn(x, ζ), l〉|(4.7)
= 2(n− 1)(1− |x|2)n−2 max
ζ∈Sn−1
∣∣〈x|x− ζ |2 + (1− |x|2)(x− ζ), l〉∣∣
|x− ζ |2n .
Let x = ρen and l = lα, where ρ ∈ [0, 1). By calculations, we get
max
ζ∈Sn−1
∣∣〈x|x− ζ |2 + (1− |x|2)(x− ζ), l〉∣∣
|x− ζ |2n
= (1 + ρ2) max
ζ∈Sn−1
∣∣1−ρ2
1+ρ2
sinα · ζn−1 + (ζn − 2ρ1+ρ2 ) cosα
∣∣
|ρen − ζ |2n .
This, together with Lemma 4.1, (4.5) and (4.7), implies that (4.6) holds true. 
Lemma 4.3. For any x ∈ Bn, l ∈ Sn−1 and unitary transformation A in Rn, we
have
CBn,∞(x; l) = CBn,∞(Ax;Al).
Proof. For any x ∈ Bn, l ∈ Sn−1 and unitary transformation A in Rn, it follows from
Lemma 4.1 and (4.7) that
CBn,∞(Ax;Al)
= 2(n− 1)(1− |x|2)n−2 max
ζ∈Sn−1
∣∣〈Ax|Ax− ζ |2 + (1− |x|2)(Ax− ζ), Al〉∣∣
|Ax− ζ |2n .
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Let ξ = A−1ζ . By the fact |Aξ − Ax| = |ξ − x| and 〈Ax,Al〉 = 〈x, l〉, we find
CBn,∞(Ax;Al) = 2(n− 1)(1− |x|2)n−2 max
ξ∈Sn−1
∣∣〈Ax|x− ξ|2 + (1− |x|2)(Ax− Aξ), Al〉∣∣
|x− ξ|2n
= 2(n− 1)(1− |x|2)n−2 max
ξ∈Sn−1
∣∣〈x|x− ξ|2 + (1− |x|2)(x− ξ), l〉∣∣
|x− ξ|2n
= CBn,∞(x; l),
as required. 
4.1. Proofs of Theorems 1.6(1) and 1.7(1). (I) First, we prove Theorem 1.6(1).
For any x ∈ Bn and l ∈ Sn−1, we choose an unity transformation A in Rn such that
Ax = ρen and Al = lα, where ρ = |x| ∈ [0, 1), lα = sinα · en−1 + cosα · en and
α ∈ [0, pi]. For any x ∈ Bn, by (1.6), Lemmas 4.2 and 4.3, we get
CBn,∞(x) = sup
l∈Sn−1
CBn,∞(x; l) = sup
l∈Sn−1
CBn,∞(Ax;Al) = sup
α∈[0,pi]
CBn,∞(ρen; lα)(4.8)
= 2(n− 1)(1 + ρ2)(1− ρ2)n−2 sup
α∈[0,pi]
CBn,∞(ρen; lα).
Hence, to prove the theorem, it remains to estimate the quantity supα∈[0,pi]CBn,∞(ρen; lα).
Claim 4.2. For any α ∈ [0, pi] and ρ ∈ [0, 1),
sup
α∈[0,pi]
CBn,∞(ρen; lα) = CBn,∞(ρen;±en) = 1
(1 + ρ2)(1− ρ)2n−2 .
Using (4.5) and spherical coordinate transformation (cf. [2, Equation (2.2)]), we
find
CBn,∞(ρen; lα) = max
β∈[0,pi]
max
γ∈[0,pi]
∣∣ 1−ρ2
1+ρ2
sinα sin β cos γ + (cos β − 2ρ
1+ρ2
) cosα
∣∣
(1 + ρ2 − 2ρ cos β)n .
Since the maximum in γ is attained either at γ = 0 or γ = pi, we get
CBn,∞(ρen; lα) = max
β∈[0,2pi]
∣∣1−ρ2
1+ρ2
sinα sin β + (cos β − 2ρ
1+ρ2
) cosα
∣∣
(1 + ρ2 − 2ρ cos β)n .(4.9)
Therefore,
sup
α∈[0,pi]
CBn,∞(ρen; lα) ≥ CBn,∞(ρen;±en) = max
β∈[0,2pi]
∣∣ cos β − 2ρ
1+ρ2
∣∣
(1 + ρ2 − 2ρ cosβ)n(4.10)
≥
∣∣1− 2ρ
1+ρ2
∣∣
(1− ρ)2n =
1
(1 + ρ2)(1− ρ)2n−2 .
On the other hand, by (4.9) and CauchySchwarz inequality, we have
CBn,∞(ρen; lα) ≤ 1
(1− ρ)2n−2 maxβ∈[0,2pi]
((
1−ρ2
1+ρ2
sin β)2 + (cos β − 2ρ
1+ρ2
)2
(1 + ρ2 − 2ρ cos β)2
) 1
2
.
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Since (
1−ρ2
1+ρ2
sin β)2 + (cos β − 2ρ
1+ρ2
)2
(1 + ρ2 − 2ρ cos β)2 =
1
(1 + ρ2)2
,
we have
CBn,∞(ρen; lα) ≤ 1
(1 + ρ2)(1− ρ)2n−2 .
This, together with (4.10), implies
sup
α∈[0,pi]
CBn,∞(ρen; lα) = CBn,∞(ρen;±en) = 1
(1 + ρ2)(1− ρ)2n−2 ,
and so, the claim is true.
By (4.8), Claim 4.2 and Lemma 4.3, we see that for any x ∈ Bn\{0} and l ∈ Sn−1,
CBn,∞(x; l) ≤ CBn,∞(x;± x|x|) = CBn,∞(x) = 2(n− 1)
(1 + |x|)n−2
(1− |x|)n .(4.11)
The proof of Theorem 1.6(1) is complete.
(II) By (1.4) and (4.11), we see that Theorem 1.7(1) is true. 
5. Integral representations for CHn,q(x; l) with q ∈ [1,∞)
For w = (w1, w2) ∈ H2, the gradient estimate
|∇U(w)| ≤ 2
piw2
sup
x∈H2
|U(x)|
is sharp if U is a bounded harmonic function in H2. Using the conformal transfor-
mation from D onto H2 given by w = i(1+z)
1−z , one easily transfers the above inequality
into the following pointwise optimal estimate:
|∇U(z)| ≤ 4
pi(1− |z|2) supx∈B2
|U(x)|,
where this time U is a bounded harmonic function in D. For the above inequalities,
we refer to [3, 9, 14].
Assume that u = PHn [φ] with φ ∈ Lp(Rn−1,R) and T : Bn → Hn is the Mo¨bius
transform given by
T (w) = −en + 2(w + en)|w + en|2 .
It follows from [19, Exercise 3.5.17 and Theorem 5.3.5] that
PHn[φ](x) = PBn [φ]
(
T (w)
)
= PBn [φ ◦ T ](w),
where x = T (w) ∈ Hn. However, it seems that this transformation does not provide
any fruitful connection between the two sharp constants CBn,q(x; l) and CHn,q(x; l).
The main purpose of this section is to establish some general representations for
the sharp quantity CHn,q(x; l) when q ∈ [1,∞). Before the proofs, for convenience,
we use x′ to denote the point (x1, . . . , xn−1) ∈ Rn−1, where x = (x1, . . . , xn) ∈ Rn.
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Lemma 5.1. For x = (x′, xn) ∈ Hn and y = (y′, 0) ∈ Rn, let ψ(y) = y−x|y−x| ∈ Sn−1− .
Then we have
dSn−1
(
ψ(y)
)
=
xn
|y − x|ndVn−1(y
′),
where dSn−1 is the (n− 1)-dimensional Lebesgue surface measure.
Proof. Let x = (x′, xn) ∈ Hn, y = (y′, 0) ∈ Rn and ψ(y) = y−x|y−x| ∈ Sn−1− . Then for
any 1 ≤ i ≤ n− 1 and 1 ≤ j ≤ n,
∂
∂yi
ψj(y) =
δi,j
|y − x| −
(yi − xi)(yj − xj)
|y − x|3 and
∂
∂yn
ψj(y) = 0,
where ψ = (ψ1, . . . , ψn) and δi,j =
{
1, if i = j,
0, if i 6= j. For any w ∈ R
n\{0}, define
Φ(w) =


w21 w1w2 · · · 0
w2w1 w
2
2
. . .
...
...
. . .
. . . 0
wnw1 · · · wnwn−1 0


and
Ψ(w) =
1
|w|4


|w|2 − w21 w1w2 · · · w1wn−1 0
w2w1 |w|2 − w22 · · · w2wn−1 0
...
...
. . .
...
...
wn−1w1 wn−1w2 · · · |w|2 − w2n−1 0
0 0 · · · 0 0

 .
Making elementary calculations, we obtain the Jacobian matrix
Dψ(y) =
(∇ψ1(y) · · ·∇ψn(y))T =


1
|y−x| 0 · · · 0
0
. . .
. . .
...
...
. . . 1|y−x| 0
0 · · · 0 0

−
Φ(y − x)
|y − x|3
and (
Dψ(y)
)T
Dψ(y) = Ψ(y − x),
where T is the transpose and ∇ψi are understood as column vectors. Since the
eigenvalues of
(
Dψ(y)
)T
Dψ(y) are
λ21 = 0, λ
2
2 = · · ·λ2n−1 =
1
|y − x|2 and λ
2
n =
(yn − xn)2
|y − x|4 ,
we see that
dSn−1(ψ(y)) =
|yn − xn|
|y − x|n dVn−1(y
′) =
xn
|y − x|ndVn−1(y
′).
The proof of the lemma is complete. 
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Based on Lemma 5.1, we get the following integral representation of CHn,q(x, l),
where q ∈ [1,∞).
Lemma 5.2. For q ∈ [1,∞), x ∈ Hn and l ∈ Sn−1, we have
CHn,q(x; l) =
2n−2(n− 1)Γ(n
2
)
pi
n
2 x
n(q−1)+1
q
n
(∫
S
n−1
+
∣∣〈en − 2〈ξ, en〉ξ, l〉∣∣q · 〈ξ, en〉2(n−1)q−ndSn−1(ξ)
) 1
q
.
Proof. Assume that p is the conjugate of q with p ∈ (1,∞], φ ∈ Lp(Rn−1,R) and
u = PHn[φ] in Hn. Let x = (x′, xn) ∈ Hn and y = (y′, 0) ∈ Rn. For any i ∈
{1, 2, . . . , n− 1}, by (1.2), we obtain that
∂
∂xi
u(x) = −2(n− 1)cn
∫
Rn−1
xn−1n (xi − yi)
(|x′ − y′|2 + x2n)n
φ(y′)dVn−1(y′)
= 2(n− 1)cn
∫
Rn−1
xn−1n (yi − xi)
|y − x|2n φ(y
′)dVn−1(y′)
and
∂
∂xn
u(x) = (n− 1)cn
∫
Rn−1
(
xn−2n
|y − x|2n−2 +
2xn−1n (yn − xn)
|y − x|2n
)
φ(y′)dVn−1(y′),
where cn is the constant from (1.3). Therefore, for any x ∈ Hn and l ∈ Sn−1,
∇u(x) =
∫
Rn−1
∇PHn(x, y′)φ(y′)dVn−1(y′)(5.1)
and
CHn,q(x; l) ≤
(∫
Rn−1
|〈∇PHn(x, y′), l〉|qdVn−1(y′)
) 1
q
,(5.2)
where
∇PHn(x, y′) = (n− 1)cn
(
xn−2n en
|y − x|2n−2 +
2xn−1n (y − x)
|y − x|2n
)
.(5.3)
In order to calculate the quantity CHn,q(x; l), we first estimate the right-hand side
of (5.2). Since xn > 0 and yn = 0, then x 6= y. Let
exy =
y − x
|y − x| .
By calculations, we deduce
2xn−1n (y − x)
|y − x|2n =
2xn−2n
|y − x|2n−2 ·
xn(y − x)
|y − x|2 =
−2xn−2n
|y − x|2n−2
〈
y − x
|y − x| , en
〉
y − x
|y − x|
=
−2xn−2n
|y − x|2n−2 〈exy, en〉exy,
which implies
∇PHn(x, y′) = (n− 1)cnxn−2n
en − 2〈exy, en〉exy
|y − x|2n−2 ,(5.4)
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and so,
(∫
Rn−1
|〈∇PHn(x, y′), l〉|qdVn−1(y′)
) 1
q
(5.5)
= (n− 1)cn
(∫
Rn−1
x
(n−2)q
n
∣∣〈en − 2〈exy, en〉exy, l〉∣∣q
|y − x|2(n−1)q dVn−1(y
′)
) 1
q
.
In view of Lemma 5.1, we get
x
(n−2)q
n
|y − x|2(n−1)q dVn−1(y
′) = xn(1−q)−1n
(
xn
|y − x|
)2(n−1)q−n
xn
|y − x|ndVn−1(y
′)(5.6)
= xn(1−q)−1n 〈ξ,−en〉2(n−1)q−ndSn−1(ξ).
Combing (5.6) and (5.6) yields that
(∫
Rn−1
|〈∇PHn(x, y′), l〉|qdVn−1(y′)
) 1
q
(5.7)
=
(n− 1)cn
x
n(q−1)+1
q
n
(∫
S
n−1
−
∣∣〈en − 2〈ξ, en〉ξ, l〉∣∣q · 〈ξ,−en〉2(n−1)q−ndSn−1(ξ)
) 1
q
=
(n− 1)cn
x
n(q−1)+1
q
n
(∫
S
n−1
+
∣∣〈en − 2〈ξ, en〉ξ, l〉∣∣q · 〈ξ, en〉2(n−1)q−ndSn−1(ξ)
) 1
q
,
where ξ = y−x|y−x| .
Next we show the sharpness of (5.2). Fix l ∈ Sn−1 and w ∈ Hn with w =
(w1, . . . , wn). For any y
′ ∈ Rn−1 and x ∈ Hn, we define
φl(y
′) = |〈∇PHn(w, y′), l〉|
q
p · sign〈∇PHn(w, y′), l〉
and ul(x) = PHn[φl](x). The similar arguments as above show that
‖φl‖Lp(Rn−1,R) =
∫
Rn−1
|∇PHn(w, y′)|qdVn−1(y′)
=
(n− 1)cn
w
n(q−1)+1
q
n
(∫
S
n−1
+
∣∣en − 2〈ξ, en〉ξ∣∣q · 〈ξ, en〉2(n−1)q−ndSn−1(ξ)
) 1
q
<∞.
Moreover, (5.1) yields that
〈∇ul(w), l〉 =
∫
Rn−1
|〈∇PHn(w, y′), l〉|qdVn−1(y′)
=
(∫
Rn−1
|〈∇PHn(w, y′), l〉|qdVn−1(y′)
) 1
q
‖φl‖Lp(Rn−1,R).
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Then the arbitrary of w and l shows the sharpness of (5.2). This, together with
(5.7), implies
CHn,q(x; l) =
(∫
Rn−1
|〈∇PHn(x, y′), l〉|qdVn−1(y′)
) 1
q
=
(n− 1)cn
x
n(q−1)+1
q
n
(∫
S
n−1
+
∣∣〈en − 2〈ξ, en〉ξ, l〉∣∣q · 〈ξ, en〉2(n−1)q−ndSn−1(ξ)
) 1
q
,
as required. 
For q ∈ [1,∞), x ∈ Hn and l ∈ Sn−1, let
CHn,q(x; l) =
∫
S
n−1
+
∣∣〈en − 2〈ξ, en〉ξ, l〉∣∣q · 〈ξ, en〉2(n−1)q−ndSn−1(ξ).(5.8)
Thus, in order to estimate CHn,q(x; l), we only need to calculate CHn,q(x; l). By
spherical coordinate transformation, we can reformulate CHn,q(x; l) as follows.
Lemma 5.3. For q ∈ [1,∞), x ∈ Hn and l ∈ Sn−1, we have
CHn,q(x; l) =
1
2(n−1)q
∫
Sn−1
|〈η, l〉|q(1 + 〈η, en〉)(n−1)(q−1)dSn−1(η).
Proof. Let ξ = (ξ1, . . . , ξn) ∈ Sn−1+ and l = (l1, . . . , ln) ∈ Sn−1. By (5.8), we get
CHn,q(x; l) =
∫
S
n−1
+
∣∣∣2ξn n−1∑
k=1
ξklk + (2ξ
2
n − 1)ln
∣∣∣qξ2(n−1)q−nn dSn−1(ξ).
Let
ξn = cos θ1,
ξn−1 = sin θ1 cos θ2,
...
ξ2 = sin θ1 sin θ2 . . . sin θn−2 cos θn−1,
ξ1 = sin θ1 sin θ2 . . . sin θn−2 sin θn−1,
where θ1 ∈ [0, pi2 ), θ2, . . . , θn−2 ∈ [0, pi] and θn−1 ∈ [0, 2pi]. Then we obtain from [2,
Section 2.2] that
CHn,q(x; l) =
∫ pi
2
0
sinn−2 θ1 dθ1
∫ pi
0
sinn−3 θ2 dθ2 · · ·
∫ pi
0
sin θn−2 dθn−2
×
∫ 2pi
0
h(2θ1, . . . , θn−1, l) | cos θ1|2(n−1)q−n dθn−1,
where
h(2θ1, . . . , θn−1, l)
=
∣∣ sin 2θ1 sin θ2 · · · sin θn−2 sin θn−1l1 + sin 2θ1 sin θ2 · · · sin θn−2 cos θn−1l2
+ · · ·+ sin 2θ1 cos θ2ln−1 + cos 2θ1ln
∣∣q.
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Let ϑ1 = 2θ1 and ϑi = θi for i ∈ {2, . . . , n− 1}. Therefore,
CHn,q(x; l) =
1
2
∫ pi
0
sinn−2
ϑ1
2
dϑ1
∫ pi
0
sinn−3 ϑ2 dϑ2 · · ·
∫ pi
0
sin ϑn−2 dϑn−2
×
∫ 2pi
0
h(ϑ1, . . . , ϑn−1, l)
(
cos
ϑ1
2
)2(n−1)q−n
dϑn−1
=
∫ pi
0
sinn−2 ϑ1 dϑ1
∫ pi
0
sinn−3 ϑ2 dϑ2 · · ·
∫ pi
0
sinϑn−2 dϑn−2
×
∫ 2pi
0
h(ϑ1, . . . , ϑn−1, l)
(
cos ϑ1
2
)2(n−1)(q−1)
2n−1
dϑn−1.
Set
ηn = cosϑ1,
ηn−1 = sinϑ1 cos ϑ2,
...
η2 = sinϑ1 sin ϑ2 . . . sin ϑn−2 cosϑn−1,
η1 = sinϑ1 sin ϑ2 . . . sin ϑn−2 sinϑn−1.
Then η = (η1, . . . , ηn) ∈ Sn−1\{−en},
| cos ϑ1
2
| =
√
1 + ηn
2
and h(ϑ1, . . . , ϑn−1, l) = |〈η, l〉|q.
Hence,
CHn,q(x; l) =
1
2(n−1)q
∫
Sn−1
|〈η, l〉|q(1 + ηn)(n−1)(q−1)dSn−1(η).
The proof of the lemma is complete. 
6. Proofs of Theorems 1.1∼1.7 for the half-space case
The aim of this section is to prove Theorems 1.1∼1.7 for the half-space case.
6.1. Proofs of Theorems 1.6(2) and 1.7(2). (I) First, we prove Theorem 1.6(2).
For any x ∈ Hn and l ∈ Sn−1, we infer from (1.5), (1.6) and (5.1) that
CHn,∞(x; l) ≤ sup
y′∈Rn−1
|〈∇PHn(x, y′), l〉|.(6.1)
Let exy =
y−x
|y−x| , where y = (y
′, 0) ∈ Rn. Then (5.4) and the fact xn|y−x| = 〈exy,−en〉
yield that
|〈∇PHn(x, y′), l〉| = (n− 1)cn
xn−2n
∣∣〈en − 2〈exy, en〉exy, l〉∣∣
|y − x|2n−2(6.2)
=
(n− 1)cn
xnn
∣∣〈en − 2〈exy, en〉exy, l〉∣∣ · 〈exy,−en〉2n−2,
24
where cn is the constant from (1.3). Note that exy ∈ Sn−1− . Therefore,
sup
y′∈Rn−1
|〈∇PHn(x, y′), l〉| = (n− 1)cn
xnn
sup
ξ∈Sn−1
−
∣∣〈en − 2〈ξ, en〉ξ, l〉∣∣ · 〈ξ,−en〉2n−2(6.3)
=
(n− 1)cn
xnn
sup
ξ∈Sn−1+
∣∣〈en − 2〈ξ, en〉ξ, l〉∣∣ · 〈ξ, en〉2n−2.
Taking into account the equality
∣∣en − 2〈ξ, en〉ξ∣∣2 = 1 gives
sup
y′∈Rn−1
|〈∇PHn(x, y′), l〉| ≤ (n− 1)cn
xnn
sup
ξ∈Sn−1+
∣∣en − 2〈ξ, en〉ξ∣∣ · 〈ξ, en〉2n−2(6.4)
=
(n− 1)cn
xnn
sup
ξ∈Sn−1+
〈ξ, en〉2n−2 = (n− 1)cn
xnn
,
which, together with (1.3) and (6.1), implies
CHn,∞(x) = sup
l∈Sn−1
CHn,∞(x; l) ≤ (n− 1)cn
xnn
=
2n−2(n− 1)Γ(n
2
)
pi
n
2 xnn
.(6.5)
In the following, we show that the constant in (6.5) is sharp. For each x ∈ Hn,
by (6.2)∼(6.4), we see that
sup
l∈Sn−1
sup
y′∈Rn−1
|〈∇PHn(x, y′), l〉| = |〈∇PHn(x, x′),±en〉| =
2n−2(n− 1)Γ(n
2
)
pi
n
2 xnn
.(6.6)
Fix w = (w′, wn) ∈ Hn. For any j ∈ Z+, we define
φj(y
′) =
χΩj (y
′)
||χΩj ||L1(Hn,R)
in Rn−1 and uj(x) = PHn[φj ](x) in Hn, where Ωj = {y′ ∈ Rn−1 : |y′ − w′| ≤ 1j }.
Then for j ∈ Z+, x ∈ Hn and l ∈ Sn−1, ||φj||L1(Hn,R) = 1 and
〈∇uj(x), l〉 =
∫
Rn−1
〈∇PHn(x, y′), l〉
χΩj (y
′)
||χΩj ||L1(Hn,R)
dVn−1(y′).(6.7)
For y′, w′ ∈ Rn−1 and x ∈ Hn, using (5.3) and the definition of χΩj , we find∣∣〈∇PHn(x, y′)−∇PHn(x, w′), l〉∣∣ · χΩj (y′)
≤(n− 1)cnxn−2n
∣∣|y − x|2n−2 − |w − x|2n−2∣∣
|y − x|2n−2|w − x|2n−2 + 2(n− 1)cnx
n−1
n
∣∣∣∣ y − x|y − x|2n − w − x|w − x|2n
∣∣∣∣ ,
where w = (w′, 0) ∈ Rn and y = (y′, 0) ∈ Rn . Clearly,∣∣|y − x|2n−2 − |w − x|2n−2∣∣
|y − x|2n−2|w − x|2n−2 ≤
|y − w|
x
4(n−1)
n
2n−3∑
k=0
|y − x|k|w − x|2n−3−k
≤ (2n− 2)|y
′ − w′|
x
4(n−1)
n
(|w − x|+ |y′ − w′|)2n−3
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and ∣∣∣∣ y − x|y − x|2n − w − x|w − x|2n
∣∣∣∣
≤
∣∣∣∣(y − x)(|w − x|2n − |y − x|2n)x4nn +
(y − w)|y − x|2n
x4nn
∣∣∣∣
≤ |y − x| · |y − w|
x4nn
2n−1∑
k=0
|y − x|k|w − x|2n−1−k + |y − w| · |y − x|
2n
x4nn
≤ (2n+ 1)|y
′ − w′|
x4nn
(|w − x| + |y′ − w′|)2n.
Therefore,
lim
j→∞
∣∣〈∇PHn(x, y′)−∇PHn(x, w′), l〉∣∣ · χΩj(y′) = 0,
which means for any ε > 0, there exists a positive integer m2 = m2(ε, x, w) such
that for any j ≥ m2 and y′ ∈ Rn−1,∣∣〈∇PHn(x, y′)−∇PHn(x, w′), l〉∣∣ · χΩj (y′) < ε.
Since
∫
Rn−1
χΩj (y
′)
||χΩj ||L1(Hn,R)
dVn−1(y′) = 1, then for any j ≥ m2,
∣∣∣∣
∫
Rn−1
〈∇PHn(x, y′), l〉
χΩj(y
′)
||χΩj ||L1(Hn,R)
dVn−1(y′)− 〈∇PHn(x, w′), l〉
∣∣∣∣
≤
∫
Rn−1
∣∣〈∇PHn(x, y′)−∇PHn(x, w′), l〉 · χΩj(y′)∣∣ · χΩj(y′)||χΩj ||L1(Hn,R)dVn−1(y′) ≤ ε.
Combining this with (6.7), we conclude
lim
j→∞
〈∇uj(x), l〉 = lim
j→∞
∫
Rn−1
〈∇PHn(x, y′), l〉
χΩj (y
′)
||χΩj ||L1(Hn,R)
dVn−1(y′) = 〈∇PHn(x, w′), l〉.
Replacing x by w and l by ±en in the above equalities, we obtain from (6.6) that
lim
j→∞
〈∇uj(w),±en〉 = 〈∇PHn(w,w′),±en〉 =
2n−2(n− 1)Γ(n
2
)
pi
n
2 xnn
lim
j→∞
||φj||L1(Hn,R).
Hence, the sharpness of (6.5) follows and we get
CHn,∞(x) = sup
l∈Sn−1
CHn,∞(x; l) = CHn,∞(x;±en) =
2n−2(n− 1)Γ(n
2
)
pi
n
2 xnn
.(6.8)
The proof of Theorem 1.6(2) is complete.
(II) By (1.4) and (6.8), we see that Theorem 1.7(2) is true. 
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6.2. Proofs of Theorems 1.1∼1.5 for the half-space case. For l ∈ Sn−1, choose
an unitary transformation A such that Aen = lα and Al = en, where lα = sinα ·
en−1 + cosα · en and α ∈ [0, pi]. It follows from Lemma 5.3 that
CHn,q(x; l) =
1
2(n−1)q
∫
Sn−1
|〈Aη,Al〉|q(1 + 〈Aen, Aη〉)(n−1)(q−1)dSn−1(Aη)(6.9)
=
1
2(n−1)q
∫
Sn−1
|〈ζ, en〉|q
(
1 + 〈lα, ζ〉
)(n−1)(q−1)
dSn−1(ζ)
=
1
2(n−1)(2q−1)
∫
Sn−1
|〈ζ, en〉|q|ζ − lα|2(n−1)(q−1)dSn−1(ζ).
(I) First, we prove Theorems 1.2(2) and 1.5(2). Assume that q ∈ [2K0−1
n−1 +1,
2K0
n−1+
1]∩ [1,∞), where K0 ∈ N. By (2.8), (3.2) and (3.4), we know that for any ρ ∈ [0, 1),√
piΓ( q+n
2
)
Γ( q+1
2
)Γ(n
2
)(1 + ρ2)(n−1)(q−1)
∫
Sn−1
|〈ζ, en〉|q|ζ − ρlα|2(n−1)(q−1) dσ(ζ)(6.10)
≤ 3F2
(
(n− 1)(1− q)
2
,
1− (n− 1)(q − 1)
2
,
q + 1
2
;
1
2
,
q + n
2
;
4ρ2
(1 + ρ2)2
)
and √
piΓ( q+n
2
)
Γ( q+1
2
)Γ(n
2
)(1 + ρ2)(n−1)(q−1)
∫
Sn−1
|〈ζ, en〉|q|ζ − ρlα|2(n−1)(q−1) dσ(ζ)(6.11)
≥ 2F1
(
(n− 1)(1− q)
2
,
1− (n− 1)(q − 1)
2
;
q + n
2
;
4ρ2
(1 + ρ2)2
)
.
Observe that
1
2
+
q + n
2
− (n− 1)(1− q)
2
− 1− (n− 1)(q − 1)
2
− q + 1
2
> 0
and
q + n
2
− (n− 1)(1− q)
2
− 1− (n− 1)(q − 1)
2
> 0.
Then we deduce from [18, Chapter 5] that the above two series are absolutely con-
vergent when ρ ≤ 1. Let ρ = 1. It follows from (6.9)∼(6.11) that
CHn,q(x; l)(6.12)
≤ Γ(
q+1
2
)Γ(n
2
)ωn−1√
pi2q(n−1)Γ( q+n
2
)
3F2
(
(n− 1)(1− q)
2
,
1− (n− 1)(q − 1)
2
,
q + 1
2
;
1
2
,
q + n
2
; 1
)
and
CHn,q(x; l)(6.13)
≥ Γ(
q+1
2
)Γ(n
2
)ωn−1√
pi2q(n−1)Γ( q+n
2
)
2F1
(
(n− 1)(1− q)
2
,
1− (n− 1)(q − 1)
2
;
q + n
2
; 1
)
,
where ωn−1 denotes the (n−1)-dimensional Lebesgue measure on Sn−1. The equality
holds in (6.10) for lα = ±en, which means the equality holds in (6.12) when l = ±en.
Further, the equality holds in (6.11) for lα = ±en−1, which means the equality holds
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in (6.13) when l = ten , where ten ∈ Sn−1 and 〈ten, en〉 = 0. These, together with
Lemma 5.2 and (5.8), yield that for any x ∈ Hn and l ∈ Sn−1,
CHn,q(x; ten) ≤ CHn,q(x; l) ≤ CHn,q(x;±en) = CHn,q(x).(6.14)
Hence, Theorem 1.2(2) holds true and Theorem 1.5(2) follows from (1.4), (5.8),
(6.12) and Lemma 5.2.
(II) Next, we show Theorems 1.1(2) and 1.4(2). Assume that q ∈ (1, n
n−1). By
(2.8), (3.6), (3.7) and (6.9), we arrive at the following two sharp estimates:
CHn,q(x; l)
≥ Γ(
q+1
2
)Γ(n
2
)ωn−1√
pi2q(n−1)Γ( q+n
2
)
3F2
(
(n− 1)(1− q)
2
,
1− (n− 1)(q − 1)
2
,
q + 1
2
;
1
2
,
q + n
2
; 1
)
,
and
CHn,q(x; l)(6.15)
≤ Γ(
q+1
2
)Γ(n
2
)ωn−1√
pi2q(n−1)Γ( q+n
2
)
2F1
(
(n− 1)(1− q)
2
,
1− (n− 1)(q − 1)
2
;
q + n
2
; 1
)
.
Further, for any x ∈ Hn and l ∈ Sn−1, we obtain from (2.8), (3.8), (6.9) and Lemma
5.2 that
CHn,q(x; en) ≤ CHn,q(x; l) ≤ CHn,q(x; ten) = CHn,q(x).
Therefore, Theorem 1.1(2) holds true and Theorem 1.4(2) follows from Lemma 5.2,
(5.8) and (6.15).
(III) Now, we present the proof of Theorem 1.4(2). For any l ∈ Sn−1 and x ∈ Hn,
by letting q = n
n−1 in (6.12) and (6.13), we have
CHn, n
n−1
(x; l) ≡ pi
n
2Γ(2n−1
2n−2)
2n−
1
2Γ( n
2
2n−2)
and CHn, n
n−1
(x) ≡ CHn, n
n−1
(x; l).(6.16)
Similarly, for any l ∈ Sn−1 and x ∈ Hn, by letting q = 1 in (6.12) and (6.13), we get
CHn,1(x; l) ≡ 2
2−npi
n−1
2
Γ(1+n
2
)
and CHn,1(x) ≡ CHn,1(x; l).(6.17)
Therefore, Theorem 1.4(2) follows from Lemma 5.2, (5.8), (6.16) and (6.17). 
Remark 6.1. In the case q = 2, we can find a very explicit sharp point estimate for
the half-space case. For any x ∈ Hn and l ∈ Sn−1, it follows from (5.8), (6.9), (6.14),
Lemma 5.2 and [15, Lemma 1] (or [2, Theorem G]) that
CHn,2(x; l) ≤ CHn,2(x;±en) = 1
22n−2
∫
Sn−1
|〈η, en〉|2|1− 〈η, en〉|2(n−1)dSn−1(η)
=
pi
n−1
2
22n−3Γ(n−1
2
)
∫ 1
−1
(1− t2)n−32 t2(1− t)n−1dt.
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Let t = cos 2s, where t ∈ [0, pi
2
]. Then
CHn,2(x;±en) = pi
n−1
2
2n−3Γ(n−1
2
)
∫ pi
2
0
(sin 2s)n−2(cos 2s)2(sin s)2n−2ds.
Note that for any i, j ≥ 0,∫ pi
2
0
sini s cosj sds =
Γ( i+1
2
)Γ( j+1
2
)
2Γ( i+j
2
+ 1)
(cf. [18, Page 19]). Therefore,∫ pi
2
0
(sin 2s)n−2(cos 2s)2(sin s)2n−2ds =
2n−1Γ(n+3
2
)Γ(3n−3
2
)
Γ(2n)
.
Hence, we obtain from Lemma 5.2 and (5.8) that
CHn,2(x; l) ≤ CHn,2(x) = CHn,2(x;±en) =
2n−2(n− 1)Γ(n
2
)
pi
n
2 x
n+1
2
n
(
4pi
n−1
2 Γ(n+3
2
)Γ(3n−3
2
)
Γ(n−1
2
)Γ(2n)
) 1
2
and
|∇u(x)| ≤ 2
n−2(n− 1)Γ(n
2
)‖φ‖L2(Rn,R)
pi
n
2 x
n+1
2
n
(
4pi
n−1
2 Γ(n+3
2
)Γ(3n−3
2
)
Γ(n−1
2
)Γ(2n)
) 1
2
.
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