As video sensor networks become more widely deployed, mechanisms for adaptively transmitting video data within the network are necessary because of their generally large resource requirements compared to their scalar counterparts. The key features of such networks include (i) many sources can inject video into the network that is destined for the same sink and (ii) nodes that participate in routing can also potentially work collaboratively for the benefit of the entire system. In this paper, we propose a multi-hop buffering and adaptation framework for video-based sensor networking applications. We explore several approaches in this framework and compare their performance with traditional IP-based video streaming technologies. Our experiments show that these approaches outperform traditional technologies in video quality, bandwidth waste, and bandwidth sharing fairness.
INTRODUCTION
With recent advances in hardware technologies, the construction of massively scalable video sensor networks is becoming possible. Many applications that rely on video sensor networks require video collection, in which the video needs to be sent to a central sink (or sinks) for later analysis and processing. Often, there is no direct network connection between a video sensor and the sink in the sensor network. As such, they typically need to rely on other nodes in the network to buffer and forward data on their behalf. For example, oceanographers at Oregon State University would like to place a video camera every ¼ mile along the Oregon coast in order to observe near-shore phenomena. This deployment will require completely autonomous video sensors that not only harvest energy from the environment for computation and networking but also cooperate somehow in order to pass data along the coast through other nodes to more power available sinks (i.e. bucket brigade style).
Because image and video data can represent a large burden on the sensor-networking infrastructure, simply passing data toward the sink, as in techniques such as directed diffusion [6] , may result in random dropping of video data and rapid degradation of video quality. Video adaptation techniques are necessary to deal with the mismatch between video bit rates and available bandwidth, which can eventually lead to buffer overflow within the network.
Video collection in such sensor networks cannot be addressed by existing video adaptation mechanisms meant for streaming video over the Internet or other IP-style networks. First, existing adaptation mechanisms for video typically assume end-to-end semantics between them, which is not provided in most sensor networks. Second, most of the current streaming algorithms use either a one-to-one unicast or a one-to-many multicast delivery mechanism. Finally, these mechanisms have to satisfy a real-time or "just in time" delivery requirement for video streaming and might not suitable for video collection, in which video can sit in the network for a much longer time.
In this paper, we propose a multi-hop video buffering and adaptation framework for video collection in sensor networks. In this framework, nodes in a multi-hop route collaboratively participate in video adaptation. We propose several approaches within this framework and compare them with traditional IPbased video adaptation mechanisms through trace-driven simulations. Our experiments show that these approaches outperform traditional technologies in video quality, bandwidth waste, and bandwidth sharing fairness.
The rest of the paper is organized as follows. In Section 2, we describe work related to our project. Section 3 describes the multi-hop video buffering and adaptation framework and possible approaches to implement a system within the framework. Section 4 presents the simulation setup and experimental results. Finally, we conclude with directions for future research.
RELATED WORK
Video streaming across intermittent, best-effort networks has been the focus of many research projects over the last decade. In particular, the adaptation mechanism on each node in our framework is similar to the window-based priority-based adaptation technique proposed in [4] and [8] .
Our framework has a very similar architecture to PSFQ [12] . That is, implementing a system-level task hop-by-hop. Our framework is for video adaptation while PSFQ is for end-to-end reliability. The end-to-end reliability proposed in PSFQ, however, cannot be used for video adaptation. It has been designed for small data flows from the sink to multiple sensor nodes, where the cost of extra buffer is small and justified. PSFQ also does not consider congestion, which may be a significant source for data loss for video transmission.
Our work assumes that multi-hop routes to the sink have been already established. Routing algorithms proposed for ad-hoc wireless networks [1] and sensor networks [14] [15] can be used to establish such routes. We believe that reactive routing, or ondemand routing [6] , is not appropriate for video collection because of the large amount of data. Furthermore, we believe that for video transmission path selection should also consider the buffer space availability in addition to energy and link quality.
The possibility of congestion in a scalar sensor network has been addressed recently [11] [13]. They do not, however, address the problem of buffer management and data adaptation.
DESIGN OF A MULTI-HOP BUFFERING AND ADAPTATION SYSTEM
One purpose of video adaptation is to let the application prioritize the data to send to the receiver when there is insufficient bandwidth instead of having the network randomly drop data. Obviously, random data dropping in the network will degrade the video quality rapidly because of the dependencies among compressed video data. To ensure that data chosen by the sender can actually reach the receiver and are not lost in the network, existing video adaptation technologies use end-to-end semantics, either provided by the transport layer or integrated into the adaptation technologies.
However, providing end-to-end reliability in a sensor networks can be very expensive, especially over lossy wireless links. In addition, the use of TDMA-like MAC protocols to save energy increases the end-to-end latency, which greatly increases the buffer space requirement to realize end-to-end reliability.
We propose adapting video hop-by-hop in a sensor network instead of adapting video at the network edges. Unlike routers in the Internet, sensor nodes can execute application-specific tasks, including video adaptation. They can drop or downsize video data in a way that can carry out the application's adaptation policy. Even though data are dropped in the network, they are not dropped randomly. Thus, the goal of our work is to focus on providing the best data to the application as possible while minimizing the wasted communication.
Framework Design Space
For the purposes of this paper, we assume that network setup protocols exist to construct and maintain the network topology. We also assume that data loss is caused by congestion only, i.e., links between any two nodes are reliable through link layer retransmission and the adaptation mechanisms have control over data dropping.
Basic adaptation mechanism
The first question in building a multi-hop adaptation mechanism is what adaptation mechanism should intermediate sensor nodes use for video adaptation? Existing video adaptation mechanisms can be classified into three categories: stream switching between streams encoded at different bit-rates and different quality parameters, transcoding that changes the bit-rate of a video stream through partial decoding and re-encoding, and selective data dropping if video is encoded in a scalable format. Stream switching is impossible because only one stream is available at an intermediate node. Transcoding is too computationally expensive especially for nodes close the sink because it has to transcode multiple streams from multiple sources and the target data rates are hard to determine. Selective dropping of data based on scalable encoding is simple and can be easily performed on intermediate nodes. Most video encodings provide at least some degree of scalability, e.g., changing the frame rate through dropping frames. More advanced scalable encoding algorithms are also available [6] [9] [1] . Thus, selective data dropping is a good mechanism for intermediate nodes.
Dropping for video adaptation has to differentiate subparts in a video stream and their importance and dependencies to decide what to drop. For example, in an MPEG-1 stream, a P-frame should be dropped before the I-frame it depends on; for layered encoding, an enhancement layer should be dropped before the base layer it depends on is dropped. The importance and dependencies are different for different video encodings and different application requirements.
Some video adaptation technologies map importance to priorities [8] . Their adaptation mechanisms are based on the general notion of priorities and can be used for different video formats and applications. We will use priority-based data dropping in this paper because the notion of priorities separates general dropping mechanisms from application-specific prioritization mechanisms.
The dropping decision can be made for each single data item or for data items in a time window [4] . In general, the larger the time window, the better dropping decisions can be made because there is more information available and a better chance for bandwidth fluctuations to be smoothed.
For a streaming application, the window size is restricted by the application's latency requirement. For video collection, because there is typically no real-time requirement, the time window can be as large as the available buffer space allows.
In summary, we will use a priority-based buffering and adaptation mechanism on intermediate nodes as shown in Figure 1 . At any time, high priority data (priority zero is the highest and priority three the lowest) are sent before low priority data. The prioritization mechanism shown in Figure 1 is very simple and it tries to maintain a smooth frame rate based on the assumption that all frames are independently encoded. More complicated prioritization mechanisms can be plugged in without affecting the generality of our discussion on dropping mechanisms.
Composition
The next question in the design of multi-hop buffering is how can sensor nodes work together as a whole to achieve the application's adaptation goal. We propose a collaborative framework within which adaptation mechanisms on individual nodes can be composed together in meaningful ways. The framework consists of three interactive components: buffer management, prioritization, and signaling.
The buffer management component allocates buffer space among various sources, monitors buffer fill levels, and so on. The prioritization component prioritizes video data from all sources. The signaling component exchanges information among neighbor nodes to help manager buffers and make adaptation decisions. In the remainder of this section, we briefly describe the basic design parameters in such systems in more detail.
Buffer management: The buffer space on a sensor node is used by all sensor nodes using it to get data to the sink. How the buffer space is shared among multiple video sources has implications on system performance since the buffer within each node in the multi-hop network provides the room for the system to adapt the video stream size to the underlying resources. There are two primary ways to manage buffers shared by multiple sources. They can either share a single buffer in a first-come-first-serve style or explicitly partition the buffer amongst the sources. Partitioning allows a sensor node to make more informed adaptation decisions since the amount of buffer space it can use is static. However, underutilization of buffer space may happen when a partition reserved for one sensor is relatively empty and cannot be used by another sensor whose partition is overflowing.
Prioritization: Prioritization needs to account for video coding dependencies within a single stream and needs to also prioritize between multiple "events" from a single sensor. For multiple video sources, prioritization also needs to consider the relative importance among cameras and how they are to share bandwidth. One of the key problems with prioritization is ensuring that such prioritization mechanisms are provided in a distributed environment.
Signaling: Signaling within a sensor system has two purposes. First, it can help make more globally optimal adaptation decisions at the expense of signaling messages. For example, although the adaptation mechanism on each node drops data from the lowest priority, data dropped by a node might have a higher priority than data that are kept on other nodes and eventually make their way to the sink. For clarity, we refer to this undesirable effect as priority inversion in this paper. Exchanging the highest priority level being dropped, dropping level for short, among sensor nodes can help a sensor node choose the right dropping level and reduce the number of priority inversions. The other purpose of signaling is to aid in congestion control. That is, to keep data away from congested nodes. ECN-like [9] mechanisms can be used to push dropping close to sources to save network bandwidth and energy. Unlike general congestion control mechanisms in the Internet, congestion control for video in the sensor network can pass specific information such as the dropping level to specify the data that can be sent to a downstream node.
Approach Descriptions
In this subsection, we propose three approaches to implement a hop-by-hop video adaptation system within our framework. We will compare these with edge-based video adaptation.
The three approaches we propose all use shared buffering. We assume all source nodes are equally important and use the same prioritization mechanisms. The main difference between them is the use of the signal in the adaptation.
Approach 1 is a simple hop-by-hop local adaptation mechanism, where the basic mechanism is applied at all nodes in the route. Each node performs adaptation independently. The collaboration among nodes is implicit through sharing the same prioritization mechanism and buffer space on each node. Approach 2 sends messages toward the source when a buffer becomes full or becomes not full to upstream nodes. Nodes receiving the buffer full message will stop sending data to that node. This is similar to an ECN approach. Approach 3 sends dropping levels to nodes towards the source so they will not send data that will ultimately be dropped. The dropping level for each node is determined independently.
These three approaches are basic compositions within our framework for this paper. They provide a base to understand the effects of hop-by-hop adaptation.
EXPERIMENTATION
To understand the implications of multi-hop buffering and adaptation for video-based sensor networking applications, we use trace driven simulation to evaluate different approaches outlined in Section 3 and compare them with adaptation at the network edge.
Simulation Setup and Metrics
For our simulations, we captured a 3,000-frame trace using a Panoptes video sensor [3] . The resolution of the video is 320x240 pixels and the average frame size is 17,282 bytes. This results in a video stream of approximately 4.14Mbps (at 30 frames per second) for each camera. Figure 2 shows the network structure we use for most of the simulations. Because the last link to the sink is typically shared by the most sensor nodes, we assume that it is the bottleneck link. The results, however, should generalize to any network configuration where the bottleneck is between the source and the sink. We assume that each sensor has 1.5M Bytes buffer space. Each simulation runs for 100 seconds.
We compare the three approaches we propose with adaptation at the network edges, which we call end adaptation in this section. We have implemented a simple hop-by-hop reliability scheme, in which a video frame is kept until an acknowledgment is received from the next hop.
The goal for video adaptation is to send the most useful data to the sink with minimum waste. Therefore, the metrics we use to Video quality is measured as the priority distribution of received frames and video rate smoothness. Wasted bandwidth is the number of bytes dropped after leaving their sources weighed by the distance from the sources. Signaling traffic is measured as wasted bandwidth.
In sensor networks, how networking resources are shared among multiple cameras is also important. We will use the distribution of received frames for each camera to measure bandwidth-sharing fairness.
Video Quality
In this subsection, we show the video quality delivered under different network conditions. First, we show the priority distribution of frames in the sink in Figure 3 . In Figure 3 , the height of a column represents the total number of frames received. There are four sub-columns in most columns and each represents the number of frames for a certain priority level, from the priority level zero at the bottom to the priority three on the top. Subcolumns on the top might be missing, indicating that frames of those (low) priority levels are all dropped.
In Figure 3(a) , the network is on all the time and the average bandwidth is 4.2Mbps on all links except the bottleneck link. The bandwidth for the bottleneck link varies as shown along the x-axis in Figure 3(a) . Also for the bottleneck link, there is a 6.7-second break at the 33 rd second and a 16.67-second break at the 66 th second in the simulation.
Figure 3 (a)
shows that all three approaches we propose can get most of the important frames into the sink despite varying bandwidth. End adaptation does not work well, as expected, because it adapts to the network condition of the first hop, which is very different from that of the bottleneck link. As a result, when the bottleneck bandwidth is 0.9Mbps and allows only less than one forth of all frames getting through, instead of sending frames with the highest priority, frames with all priority levels are sent. End adaptation combined with end-to-end reliability is even worse. Because the sent frames waiting for acknowledgement take a large portion of the buffer space, the overall throughput is halved under most conditions.
For the experiments in Figure 3(b) , the network is on for one second and off for one second, simulating a TDMA-like protocol. Adjacent links have opposite on/off schedules to reduce interference. The on-phase bandwidth except on the bottleneck link is 8.4Mbps so the overall bandwidth is still 4.2Mbps. The bandwidth for the bottleneck link is shown along the x-axis in Figure 3 (b) and it has a break of 3.3 seconds at the 33 rd second. The results are similar to those from Figure 3(a) . Together they show that our approaches are effective in different network conditions and we will show only results under the always-on network in the rest of this section. End adaptation with reliability performs fine when the bandwidth is high and degrades rapidly when the bandwidth decreases as the need for buffer space to hold unacknowledged frames grows fast. We will exclude this case in the rest of this section because of the low throughput. Figure 4 show the frame rates of received frames over time. The frame rates are calculated based on the capturing timestamps, not on arriving time because there is no real-time requirement. The network condition is the same as that in Figure 3(a) and the bottleneck bandwidth is 1.5Mbps. Figure 4 , the frame rate for end adaptation varies significantly and when there are breaks, the frame rate drops to zero. The frame rate for approach 1 is much smoother but still responsive to bandwidth breaks. Approach 2 smoothes the frame rate over the first break, with the help of congestion indication, but the frame rate drops to zero during the second break, which is longer than the first one. This is due ECN message stopping the transmission of data. Approach 3 survives both breaks because it allows high priority data to get through even though a buffer is full. This shows that exchanging application-specific information, the dropping level in this case, can help with adaptation.
As shown in
It is worth mentioning that the advantage of our approaches is more significant if there are dependencies among frames such as in MPEG. A dropped high priority frame can cause many low priority frames un-decodable thus the numbers of usable frames for the end adaptation case are lower than those shown in Figure  3. 
Wasted Bandwidth
In this subsection, we compare wasted bandwidth. In sensor networks, energy is a precious resource and wireless networking is the major consumer of energy. Thus, it is very important to reduce bandwidth wastage. There are two sources for bandwidth wastage (i) data dropped between the source and the sink and (ii) messaging overhead. Figure 5 shows the wasted bandwidth when the network condition is the same as that in Figure 3 (a) and the bottleneck bandwidth is 1.5Mbps. The dropped data are weighted by the distance (in hops) from its source. Approach 2 and approach 3 greatly reduce the amount of data dropped in the network, 82.7% and 67.1%, respectively. The price they pay is negligible: 7620 and 8850 signaling messages. Assuming 20 bytes per signaling message, the wasted bandwidth is negligible. Figure 5 clearly shows the benefit of explicit signaling among sensor nodes.
Fairness
To compare the bandwidth sharing fairness, we use two network structures. One is the line structure shown in Figure 2 with a camera attached to each sensor node. The other is shown in Figure 6 . The bottleneck link in this structure is also the last link to the sink. All links have 10.5Mbps bandwidth and the bottleneck links have two breaks the same as those in Figure 3(a) . Both structures have ten cameras. Figure 7 shows the numbers of received frames for each camera. End adaptation cannot do system-wide prioritization so nodes closer to the sink get more bandwidth than nodes farther away because they take more buffer space on node 9, which is the last node to the sink. Prioritization can offset some of the bias because low priority data from closer nodes on node 9 are dropped to make room for high priority data from nodes farther from the sink. In Approach 1, cameras share the bandwidth pretty fairly. Approach 2 stops sending when a buffer is full thus high priority data from farther nodes cannot get into node 9 when it is full. Approach 3 fixes this by allowing high priority data to be sent to a full buffer, forcing low priority data in the full buffer to be dropped. Approach 3 does not send to a full buffer aggressively thus the bandwidth sharing is not as fair as in Approach 1. However, this can be easily changed by tuning parameters such as the signaling message frequency and threshold to update a dropping level.
CONCLUSION
In this paper, we propose a multi-hop buffering and adaptation framework for video-based sensor networking applications. We have shown that adapting video in the network is more effective in collecting high quality video than adapting video at the network edges. We also show that explicitly sharing information among sensor nodes can achieve smoother frame rates and reduce bandwidth wastage.
Sharing of application-information information among nodes can also maintain fair sharing of bandwidth.
Future research includes effects of different approaches in real sensor networks. The parameters we choose for approach 2 and approach 3, such as the frequency of signaling messages and thresholds for buffer status changes, are heuristic. Systematic study of tuning these parameters can improve their performance further. More complicated buffer management and signaling protocols can be designed to further exploit the benefit of multihop buffering and adaptation. 
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