This paper presents the optimized K−means (OKM) algorithm that can homogenously segment an image into regions of inter
Introduction
Image segmentation is a process of partitioning an image into homogenous regions of interest. Amongst different algorithms for image segmentation, the unsupervised cen− tre−based clustering algorithms are widely used in computer vision and many other applications [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . In a clustering area, the K−means (KM) algorithm is an iterative conven− tional method which is familiar for its low execution time and easy implementation. The KM algorithm begins with initializing the cluster centres value and is followed by iteratively refining their value until the desired global mi− nima solution is reached. Unfortunately, without proper ini− tialization process, in some cases, the cluster centres are trapped at local minima, leading to them to lose the chance to be updated in the next iteration. The cluster centres will be stuck to its initial value and cannot properly represent any group of data or, in the worst case, the cluster will have no members (e. g., referred as a dead centre). Typically, it only gives better results if the initial centre values are set close to the optimum location. The fuzzy C−means (FCM) algorithm has then been introduced to reduce both problems by partially distributing the pixels to all clusters with diffe− rent degrees of membership and becoming less sensitive to initialization. On the other hand, it becomes sensitive to outliers and could not homogenously segment the images [11] .
In other attempts, in order to improve the capability of the conventional KM algorithm, the fitness concept has been introduced in the moving K−means (MKM) algorithm [12] . Obeying to one fitness condition as stated in the MKM algorithm, the cluster with the highest fitness value is forced to share its members to the cluster with the lowest fitness value (e. g., although, those pixels or members should belong to other more appropriate clusters) to ensure all the clusters are active during the updating process. Due to the force transformation of elements to the inappropriate clus− ter, the representation of data will be inappropriate and may also converge to local minima solution. An adaptive version of the MKM algorithm called the adaptive moving K−means (AMKM) algorithm has been put forward to resolve the MKM drawbacks by transferring the members of the high− est fitness cluster to its nearest neighbouring cluster instead of the cluster with the lowest fitness value [13] . The fuzzy concept in the AMKM algorithm is also proposed in Ref. 13 . The modified version is called the adaptive fuzzy moving K−means (AFMKM) algorithm. The AMKM and AFMKM algorithms have homogeneously segmented the images. However, they also have to face the same draw− backs as the conventional algorithm; failing to significantly update the lowest fitness cluster during the iteration (which may be trapped at non−active regions) and are also sensitive to initial parameters' values [14] . These weaknesses are overcome by the latest improved version of the AMKM algorithm named the enhanced moving K−means (EMKM) algorithm. In the EMKM algorithm, the highest fitness clus− ter keeps its members within the range as defined in Ref. 14, and the members beyond this range will be assigned to the nearest neighbouring cluster. In addition, the lowest fitness cluster obtains the members of the nearest neighbouring cluster which lie outside of the range as defined by Ref. 14. The enhanced version could significantly reduce both afo− rementioned problems. Furthermore, the proposed EMKM algorithm is less sensitive to the initial parameters.
The decisive factor (fitness condition) of the conven− tional MKM and its modified algorithms could not differen− tiate, in common, the dead centre and the cluster with zero intra cluster variance during the process which results in an inadequate distribution of data. Furthermore, in the algo− rithm with hard membership function, the pixel that has the equal distance to two or more adjacent clusters could be assigned to the higher variance cluster and the lower vari− ance cluster will not be trained or updated in the learning process. Due to these problems, the algorithms could fail to homogenously segment an image. In this study, the modi− fied version of the KM algorithm called the optimized K−means (OKM) is introduced to overcome those weak− nesses and segment an image in uniformity.
The rest of this paper is organized as follows: Section 2 describes the limitation of previous algorithms and then fol− lowed by the explanation regarding the proposed OKM algorithm. Experimental results and comparison are given in Sect. 3. Finally; the conclusion of this study is provided in Sect. 4.
Methodology

Limitation of previous K-means based clustering algorithms
As presented in Sect. 1, the conventional KM algorithm assigns each pixel to the respective cluster on the basis of the minimum Euclidean distance. However, poor pixel assignment could occur if the pixel has the same minimum Euclidean distance to two or more adjacent clusters. The pixel may be assigned to the higher variance cluster and the cluster with lower variance has probably no opportunity to be trained and could be trapped at local minima which pos− sibly become the dead centre in the next iteration. Figure 1 visualizes aforementioned problem where points A, B, and C are the centre points of the clusters adja− cent to point D. The Euclidean distance between the point D to the adjacent clusters A, B, and C is the same. This parti− cular point may be assigned to the higher variance cluster and the lower variance cluster could trap into its present value without updating or could be turned into the dead cen− tre without having a chance to be updated in the forthco− ming iteration.
Furthermore, based on literature review, the MKM and its modified versions (e.g., AMKM, AFMKM and EMKM algorithms) also fail to allocate the data in a proper cluster. These techniques employ the fitness condition to avoid the dead centre. However, the fitness condition in certain case is not capable to distinguish between the dead centres or clus− ters with no member and the zero variance clusters (e.g., cluster with the similar intensity pixels); because both types of clusters have the same fitness value (e.g., zero). The pi− xels may be transferred to zero variance clusters and the dead centre (empty cluster) could be left intact without any updating process. Thus, these problems could lead to a non− −homogenous segmentation phenomenon.
Proposed OKM algorithm
Consider the image I with the size N Ḿ to be segmented into the k centres or clusters. Similar to the conventional KM algorithm, the proposed OKM algorithm is introduced as image segmentation by minimizing the following cost function
where p i (x,y) is the i−th pixel with the coordinate (x,y) to be segmented and c j is the j−th centre or cluster.
In the beginning of the OKM algorithm, all pixels are assigned to the nearest cluster based on the Euclidean dis− tance. For the pixels having the same Euclidean distance to two or three adjacent clusters (e.g., in this study these pixels are called conflict pixels), the grey intensity of these pixels will be sorted in the ascending order according to their dis− tance from the cluster with the highest fitness value (e.g., this cluster is denoted as c l ) and the sorting array is denoted by E r , where r = 1, 2, 3... (k-1). If the grey level is seg− mented into k number of clusters, the k-1 will be the maxi− mum number of intensity levels for the aforementioned case. Furthermore, the clusters are also sorted in the ascend− ing order according to their fitness values and denoted as the F q , where q =1, 2, 3...k. The fitness value for each cluster is calculated according to
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where, n j is the number of pixels in the j−th cluster. The above mentioned process is repeated until the dif− ference of the mean square error (MSE) is less than a, where 0 1 < £ a . The typical value of a to obtain a good seg− mentation performance should be close to 0. The terminat− ing criteria could be defined as
where, t is the number of iterations and n is the total number of pixels in an image ( ) N Ḿ . Based on the above mentioned description, the imple− mentation of the OKM clustering algorithm could be out− lined as follows:
1. Initialize the centre value of all clusters and a, and let it− eration t = 0. (Note: a is the constant value in the range 0 1 < £ a , where in this study its value is set to 0.1) 2. Assign all pixels to the nearest cluster based on the Eu− clidean distance, except those pixels that have the same Euclidean distance to two or more adjacent clusters (e.g., the conflict pixels). 3. Measure the MSE value for each cluster using Eq. (4).
(Note: this step is only implemented for iteration t = 0).
4. Calculate the fitness value of all clusters based on Eq.
(2) and find the cluster with the highest fitness value c l . 5. For the conflict pixels, sort the grey intensity of these pixels in the ascending order according to their distance from c l and denote the sorting array as E r , where r = 1, 2, 3… (k-1). 6. Find the empty cluster (e.g., cluster without members).
i 
The flow chart of the implementation of the proposed OKM algorithm is shown in Fig. 2. 
Estimated time complexity
The conventional KM algorithm is proven to have a short processing time with the time complexity given by Ref. 15
where n is the number of the pixels in an image, k is the number of clusters, t is the number of iteration, and d is the number of attributes' dimensions. For the proposed OKM algorithm, as a modified version of the conventional KM algorithm, the time complexity in Eq. (6) needs to be modi− fied as well, which is defined as
where n, d, k, and t are defined as in Eq. (6). The only addi− tional parameter for the proposed OKM algorithm as com− pared to the conventional KM algorithm is b which is the number of the intensity values of the conflict pixels that are to be assigned to their respective cluster in step 6. In both equations, the big notation defines the growth rate of the function. Equations (6) and (7) show that the difference of the time complexity between the proposed OKM and the conventional KM algorithm is tolerable as the OKM algo− rithm employs only one extra parameter which is b. In addi− tion, the dependency on parameter b does not significantly increase the time complexity (e.g., compared to the conven− tional KM algorithm), as the process which involves param− eter b (e.g., as in step 6) is not implemented to all pixels in the image but only to the conflict pixels. Hence, the number of conflict pixels probably decreases with the increment of the number of iteration.
Experimental setup and system performance
The proposed OKM algorithm has been tested with 103 standard images taken from public database. The perfor− mance is tested for different numbers of clusters; e.g., 3, 4, 5, and 6 clusters. The empirical results have been analysed qualitatively and quantitatively in order to illustrate the ca− pability of the proposed OKM algorithm to segment homo− geneously the regions of interest and distinguish them from unwanted background. The conventional KM, MKM, and FCM algorithms and the latest K−means based clustering algorithms, namely the AMKM, AFMKM, EMKM−1, and EMKM−2 algorithms are used for comparison. In this paper, 4 standard images, namely "Lake", "Aircraft", "House" and "Fruit Table" are selected as some examples to visually ana− lyse the performance of the OKM algorithm with 3, 4, 5, and 6 clusters respectively. For the quantitative analysis, all of the 103 tested images will be used. In addition, the execu− tion time for the algorithms is also measured. All experi− mental tests have been executed on MATLAB version 7.10.0 (R2010a) using the computer configuration i.e. Intel® Core™ i3 CPU @ 2.93 GHz Processor, 4.00GB of RAM, and 500GB of disk drive space.
Qualitative analysis
Qualitative analysis is the widely used procedure to evaluate the algorithm performance on the basis of human visual per− ception. Using the qualitative analysis the probabilistic des− cription on the segmented results is conducted to demon− strate whether the proposed OKM algorithm uniformly seg− ments the regions of interest over the other comparative algorithms. The results obtained are presented in Figs. 3 to 6 for the images labelled "Lake", "Aircraft", "House" and "Fruit Table" , respectively. In each figure the original image is shown in image (a), while the segmented results produced by the conventional KM, MKM, FCM, AMKM, AFMKM, EMKM−1, EMKM−2 and the proposed OKM algorithms are depicted in images (b) to (i), respectively. The resultant images of "Lake" produced by the pro− posed OKM algorithm and the other conventional algo− rithms with 3 clusters are shown in Fig. 3 . In general, the proposed OKM algorithm segments homogeneously the lake and mountain regions which could not be homoge− nously segmented by the conventional KM, MKM, FCM, AMKM, AFMKM, EMKM−1, and EMKM−2 algorithms. Furthermore, the proposed OKM algorithm reasonably seg− ments the wooden bridge and ship into more uniformed regions as compared to that produced by the other con− ventional algorithms.
The selected image namely "Aircraft" has been seg− mented into 4 clusters as shown in Fig. 4 . The proposed OKM algorithm shows a relatively good homogeneous result. Specifically, the bottom of "Aircraft" and cloud regions are more homogeneously segmented by the pro− posed OKM algorithm, which could not be observed in the resultant images produced by the conventional algorithms. Furthermore, the OKM algorithm clearly segments the text "F−16", written on the tail of the aircraft as compared to ot− hers. In general, the conventional KM, MKM, and FCM and the recently introduced AMKM, AFMKM, EMKM−1, and EMKM−2 algorithms have not managed to segment the aforementioned regions of interest with homogeneous or uniform texture. Furthermore, the AFMKM algorithm shows the low contrast segmented images. This is due to the inten− sity of a centre to represent a region that is close to that of the centre representing other regions. Thus, the regions obtained have low intensity difference among them which could lead to low contrast of the segmented image. For example, as shown in the resultant image produced by AFMKM, the cloud region is hardly observed due to the intensities of cloud and ice regions that are very close to each other.
The resultant images of the "House" segmented into 5 clusters are depicted in Fig. 5 . Similar results have been observed as in the image segmentation in 3 and 4 clusters. The resultant images clearly illustrate the capability of the proposed OKM algorithm over the other algorithms. The OKM algorithm homogeneously segment the roof and wall of the house while the other algorithms produce much less homogeneous segmented images as can clearly be seen at the wall of the house. Many unwanted small regions are produced.
To extend the qualitative analysis, the image "Fruit Table" is segmented into 6 clusters and the obtained results are presented in Fig. 6 . Based on Fig. 6 , all algorithms except the proposed OKM algorithm segment non−homogeneously the background where a rough texture of shadowed region could clearly be observed on the wall. Furthermore, the KM, FCM, MKM, AMKM, AFMKM, EMKM−1, and EMKM−2 also fail to segment homogenously the fruits and the wine bottle. The proposed OKM algorithm, on the other hand, suc− cessfully segments the fruits (especially the grapes), the wine bottle and wall with some homogeneous regions.
Quantitative analysis
Quantitative analysis numerically computes the perfor− mance of the tested algorithms and is used to verify and sup− port the findings of the qualitative analysis. As compared to the qualitative analysis which is subjective among obser− vers, the quantitative analysis evaluates the performance of the algorithms which are independent on the observer's or human error. In this paper, three quantitative methods are employed, which are defined as follows:
F(I) proposed by Liu and Yang [16] 
For the above formulae, I is the image, 1/1000( ) N Ḿ is a normalizing factor, N Ḿ is the size of image, R is the number of regions found, A i is the size of region and e i is the average intensity error.
The above defined functions are used to penalize the segmentation that forms too many regions or non−homoge− neous regions by providing a larger value. Smaller values of F(I), ¢ F I ( ) and Q(I) illustrate a better segmentation perfor− mance produced by the tested algorithm. The results for selected images segmented into 3, 4, 5, and 6 clusters are tabulated in Table 1 . In addition, the average results of one hundred and three images are tabulated in Table 2 . The best results obtained for each analysis are made bold. The results obtained clearly show that the proposed OKM algorithm produces the best segmentation performance for all number of clusters by producing the smallest values of R, F(I), ¢ F I ( ) and Q(I). One of the interesting findings lies in the number of regions, R values produced by the proposed OKM algo− rithm for "Lake", "Aircraft", "House" and "Fruit Table" which are much smaller as compared to those of the other tested algorithms. The results clearly prove the capability of the OKM algorithm to reduce the occurrence of the unwan− ted non−homogeneous small regions as suffered by the other algorithms (e. g., as shown in Figs. 3 to 6) for images "Lake", "Aircraft", "House" and "Fruit Table" , respecti− vely. The findings are further supported by the lowest aver− age values of F(I) and ¢ F I ( ) for 103 tested images produced by the proposed OKM algorithm for all numbers of clusters. In addition, the average values of Q(I) and R produced by the proposed OKM algorithm are also the lowest for the numbers of clusters 6 and 3 respectively as compared to other algorithms. Meanwhile, for the other number of clus− ters, the proposed OKM algorithm is ranked second after the AFMKM algorithm in terms of Q(I) and R analyses. How− ever, as proven in Sect. 3.1, the qualitative analysis favours the OKM algorithm compared to the AFMKM algorithm. Thus, it can be concluded that from the results, the proposed OKM algorithm is significantly able to homogenously segment the image.
Furthermore, the execution time is also measured to evaluate the efficiency of the proposed OKM algorithm over the other conventional algorithms. The results obtained are tabulated in Table 1 for the images namely "Lake", "Aircraft", "House" and "Fruit Table" with 3, 4, 5, and 6 clusters, respectively. Also, the average value of the execu− tion time is tabulated in Table 2 . Based on results obtained in both tables, the proposed OKM algorithm is ranked third after the KM and EMKM−1 algorithms. In general, the pro− posed OKM algorithm has significantly segmented the images with negligible, high execution time. 
