Sexually dimorphic growth models are typically estimated by fitting growth curves 15 to individuals of known sex. Yet, macrospically ascribing sex can be difficult, par-16 ticularly for immature animals. As a result, sex-specific growth curves are often 17 fit to known-sex individuals only, omitting unclassified immature individuals oc-18 cupying an important region of the age-length space. We propose an alternative 19 whereby the sex of the unclassified individuals is treated as a missing data problem 20 to be estimated simultaneously with the sex-specific growth models. The mixture 21 model we develop includes the biological processes of growth and sexual dimor-22 phism. Simulations show that where the assumed growth model holds, the method 23 improves precision and bias of all parameters relative to the data ommission. Abil-24 ity to chose the correct combination of sex-specific and sex-generic parameters is 25 also improved. Application of the method to two shark species -where sex can 26 be ascribed from birth-indicates improvements in the fit but also highlights the 27 importance of the assumed model forms. The proposed method avoids discarding 28 unclassified observations thus improving our understanding of dimorphic growth. 29 
Introduction
pressures, mortality schedules and the degree of reproductive investment affect the ultimate 48 differences in size (Roff 1982; Parker 2006) . Where it occurs, sexually dimorphic growth has 49 important implications for management. Natural mortality can be size-dependent (Pauly 1980) . 50 Harvesting methods are also often size-based, such that the probability of removal changes with 51 size, e.g., small fish might escape through the mesh whereas larger fish are too big to escape 52 (Myers and Hoenig 1997) . Where differences exist in the growth of the sexes, selective size-53 based removal will enact differential mortality between the sexes (Kendall and Quinn 2012). 54 To understand and mitigate for size-selective removals, it is essential that sex-specific growth 55 characteristics are well described.
immature and mature individuals provide a useful real data test of performance. correction):
where θ S = {σ S , Ω S } is the sex-specific density parameter vector; g(a i , Ω S ) is the sex-specific 107 growth function, e.g., von Bertalanffy 108 g(a i , Ω S ) = L ∞,S 1 − e −K S (a i −t 0,S ) ,
where Ω S = {L ∞,S , K S , t 0,S } is the sex-specific growth curve parameter vector consisting here introduce how classified and unclassified individuals are treated within the estimation. 118 Classified individuals 119 For each i, the true value of z i ∈ {0, 1} and is known. The conditional density of the classified 120 observation can therefore be written
and the density of the group (female or male) membership
Assuming independence, the joint density of the classified observation and the group member-123 ship can thus be written
The joint density of all the classified observations is
the right-hand side of which is the likelihood of the classified data for a given set of growth 126 model parameters. 127 Unclassified individuals: Expectation step 128 Unclassified individuals are typically immature but could also consist of a sample of unsexed 129 mature animals. The density of the unclassified observations is a mixture and written, as in 130 Equation (1), as:
For each j, the true value of z j ∈ {0, 1} but is now unknown. Similar to Dean et al. (2006) and 132 McLachlan and Krishnan (2008), a key quantity is the expected value of the group membership 133 indicator for unclassified individuals given the observed data and a given set of parameters 134 (denoted by an asterisk) 135 E(Z j |a j , l j , Ψ * ) = Pr(Z j = 1|a j , l j , Ψ * ).
This pivotal probability is available via Bayes' theorem (Bayes 1764), as: 136 Pr(Z j = 1|a j , l j , Ψ * ) = Pr(Z j = 1) Pr(l j |z j = 1, a j , Ψ * ) Pr(l j |a j , Ψ * ) ,
.
The estimated component membership probabilities are denoted by z * j . Equation (12) thus expected values of the group membership (termed the "complete data log-likelihood") E[ln L(Ψ|l j , z * j , a j )] = n j=m+1 z * j ln(π F f F (l j |a j , θ F )) + (1 − z * j ) ln(π M f M (l j |a j , θ M )). (13) As an aside, the simplicity here is due to the log-likelihood based on a representation, as in 142 Equation (8), that is linear in z * j . Combining the classified and unclassified individuals, the 143 expected complete data log-likelihood of all observations is then given by
EM algorithm 145 Estimation of the expected log-likelihood (Equation 14 ) is carried out by the following steps: 
Non-linear growth models require numerical optimisation for this step. 
which assumes the same overall sex ratio for the unclassified and classified; but this 156 can be relaxed to classified or unclassified only, fixed at a given value, or modelled 157 with covariates where data allow. 158 3. Replace Ψ (0) with Ψ (1) = {θ (1) , π
(1) F } and repeat steps 1 and 2 until convergence, as 159 assessed by a stopping criteria based on a relative change in the observed log-likelihood. 160 The observed log-likelihood is given by
Note that it may be possible to maximise this partially classified observed likelihood 162 directly without the EM algorithm, but direct maximisation does not in general perform 163 well, except in the vicinity of the maximum or via a grid search. 164 Parameter inference and standard errors 165 In the same manner as Kimura (1980) , parameters may be bound or free across the sexes. 166 We fit all combinations of bound and free parameters and choose the best fitting model by Our simulation framework study focusses on some of the primary factors influencing the es-182 timation of sex-specific von Bertalanffy growth models for non-hermaphroditic species. Two 183 overall functional types were tested: asymptotic (L ∞,F = 40cm; k F = 0.3year −1 t 0,F = 184 −1years; and σ F = 0.1 lognormal error standard deviation); and a more 'linear' form (L ∞,F = 185 40cm; k F = 0.1year −1 t 0,F = −1years) ( Figure 1 ). Example simulation fits show that, where fish can be classified early ( Figure 2(A) ), the FMU 232 approach can perform well in recovering the full data curve, though with decreased precision 233 (Table 1, Figure 3 ). In contrast, for late maturing animals the example FMU fit performed 234 poorly for males and females (Figure 2 (B)) and in general had increased bias and decreased 235 precision for the growth rate and intercept terms, particularly for strongly asymptotic growth 236 curves (Table 1, Figure 3 (C, E)). As expected, classification rates are poor across all methods where no true differences exist 271 among the sexes (Table 3 , "None" columns).
272
[ Table 3 about here.] 273 Reflecting the RMSE results, differences in the relative error across methods are least for the 274 L ∞ parameter, reflecting the predominant importance of mature animals for estimating that 275 parameter ( Figure 3 ). In many cases the relative error of the MIX model is comparable to that 276 of the full data scenario for these simulations (Figure 3 ). As a result the best fitting FMU t 0 estimates for female and male E. spinax and E. pusil-FMU-estimated intercepts also had considerably decreased precision with no evidence of a 284 sex-specific difference. These biases and lack of precision simply reflect that the FMU model 285 excludes those immature animals and thus only fits to the mature animals. In contrast, the MIX 286 approach results in more comparable estimates to the full data scenario. 287 Estimates of L ∞ are similar across methods and both sexes for E. pusillus. The FMU and mix-288 ture models estimate a lower asymptotic size for female E. spinax (Figure 4 (C,E)) most likely 289 because they are more influenced by the larger known sex females, which are fit poorly in the 290 full data scenario ( Figure 4(A) ). The E. spinax male asymptotic size is estimated as lower in 291 the FMU fit compared to the full data fit; whereas the mixture model estimated a larger and 292 more uncertain male asymptotic size (Table 4 , row 6).
293
The female E. pusillus mixture model estimated growth rate is faster than the full data scenario 294 and results in a higher curve (Figure 4(F)). As a result many of the smaller fish for a given age 295 are classified as male, whereas this is not true from the full data, where there is a mixture of 296 males and females. This may arise from the choice of functional form in that there appears to be 297 a broadly similar growth pattern for until older ages where the male growth slows considerably 298 for both spacies(see Discussion). As the FMU approach has smaller males and the immature 299 animals fall under both curves, the predicted classification is unity for males but very poor for 300 females ( Table 4 ). The mixture model improves on this but goes to a solution that separates 301 the sexes more than is apparent in the true data ( Figure 4 ). Overall the classification rates from 302 all models, including the full data scenario, are poor across both sexes owing to a lack of clear 303 separation.
304
[ Figure 4 about here.] 305 [ Figure 3 ). Since a lognormal distribution and the von 316 Bertalanffy model are the most common assumptions for these data we think that the method 317 should also improve fits to real datasets. 318 Where animals can be classified at early ages, the FMU approach may provide good estimates 319 of the parameters of the growth curve ( Figure 2 ). This does have the cost of reduced precision 320 (Table 1, Figure 3 ), which will decrease the ability to correctly choose differences between 321 the sexes ( For personal use only. This Just-IN manuscript is the accepted manuscript prior to copy editing and page composition. It may differ from the final official version of record.
Caveats

336
A primary concern with the von Bertalanffy model is that the functional form of the growth 337 curve differs between the immature and mature phases. Such valid concerns have given rise to 338 alternative mechanistic growth models such as the biphasic growth model of Roff (1983) result in poor classification (e.g., E. pusillus, Figure 4 ). It is difficult to guard against this, other 349 than by comparing with more local functional forms. 350 The error distribution assumption will affect the classification -we therefore recommend care-351 ful consideration of the error-distribution and the mean-variance relationship thus implied. In 352 the lhmixr package we provide two error distributions (normal and lognormal) but envisage 353 other density forms could be useful in particular applications (e.g., gamma, heteroscedastic 354 formulations). We envisage many ways of improving and highlight the E. pusillus fits ( Fig-355 ure 4) as a caution of how the performance may be critiqued in given applications. 356 Of additional concern is the assumption that the sex of the individual is fixed. 
