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Preface  
This report, consisting of two parts, consitutes the final report to 
the National Science Foundation for Grant ENG78-12231. The research reported 
herein was completed during the funding period, September 1, 1978 to February 
28, 1981, for the research project entitled "Control of Time-Delay Systems 
Using Continuous-Time and Sampled-Data Models". The principal investigators 
for this project were: 
Professor Edward W. Kamen at the School of Electrical Engineering, 
Georgia Institute of Technology; and 
Professor Arild Thowsen (Project Director), formerly at the School of 
Electrical Engineering, Georgia Institute of Technology; presently with the 
Department of Electrical Engineering, Iowa State Univeristy. 
Due to the present geographical and institutional separation of the 
principal investigators, the final report will consist of two parts: Part I 
written by Professor Thowsen and Part II written by Professor Kamen. 
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1. Summary  
The research proposed by Dr. Thowsen under NSF Grant ENG78-12231 was 
concerned with the control of linear time-invariant delay-systems. A 
primary goal was to study sampled-data control for time-delay systems as 
an effective and practical method to achieve satisfactory closed-loop 
system performance. The results show, in general, that such control is 
feasible and results pertaining to the specific design requirements for 
sampled-data feedback controllers were obtained. In the context of the 
presently maturing digital-based electro-technology, the use of digital 
feedback controllers take on added significance, and the sampled-data control, 
extensively studied under the present grant, offers an efficient way of con-
trolling dynamic systems with delays compatibly with the advances in this 
modern technology. Another important feature of the research reported herein 
is that the infinite dimensional nature of the physical processes being 
modelled is retained in the mathematical model used in the research. Unfor-
tunately this is not true for all research directions pertaining to the 
control of continuous time-delay systems. 
The research effort reported on in this part (Part I) of the final 
report has resulted in several refereed journal articles and conference 
papers. A complete listing is included in section 5 of this report. In 
addition, one copy of each publication is provided in the appendix section 
of this report. 
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2. Results  
This section gives a brief summary description and introduction to 
some of the results contained in the research publications resulting from 
this grant. 
The main research effort centered on the study of function space null 
controllability and zero state control of linear dynamic systems with 
multiple delays described by 
• 





and u(t)cRr . The control inputs were considered to be piece-
wise constant functions for consistency with the use of digital controllers 
for regulation. Viewing x(t) as a measure of the deviation from some desired 
trajectory point at time t, the ability to control the state 
x
t 
= {x(t+ e), --m < e < 0} 
to the zero state becomes important. Only when the state x T = 0 can x(t) = 0 
for all t > T be achieved with zero control input. In the ensuing research 
summary the terms function space null controllability and zero state con-
trollability will be used interchangeably. 
Initial effort under the current NSF grant was concerned with obtaining 
necessary and sufficient conditions for controlling the state of system (1) 
with control u restricted by 
u(t) = u(k), k < t < k+1 	k = 0,1,2,... 	 (2) 
to the zero state. Such a condition, in integral form, was derived and 
reported in [R-1]*. This integral criterion was shown to imply that an 
algebraic condition was necessary for zero state controllability ER- 2]. 
In particular, we have the following result: 
Necessary condition for system (1) - (2) to be function space null 








 = 0, i = 0,1,...,np-1, 
P P  
* Reference numbers preceded by the letter R refer to the reference list 
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Condition (3) was analyzed in detail for time-delay systems of order 
one, two and three and canonical forms for the system matrices of zero 
state controllable single delay systems were presented in [R- 3]. One 
interesting observation relating to these canonical forms is that their 
characteristic quasipolynomials given by det(Al- A-Be -) were polynomials 
in A only. This was shown to hold true also for systems of any finite order 
n in both the single delay case [R- 4] and the multiple delay case [R- 5]. 
The proofs of these general results were based on properties of entire 
functions and on an important lemma appearing in the works of Kappel and 
Zverkin. 
Furthermore, the problem of designing digital feedback controllers that 
would make x
t 
= 0 in finite time was studied. By combining results of 
Henry and Zverkin on the properties of dynamic systems with finite spectra 
with the verification of pointwise completeness of the canonical representa-
tional forms obtained in [R- 3], it was possible to develop digital feedback 
control algorithms for low order delay systems which bring the true state to 
zero in a short time [R-6]. An interesting feature of this class of con-
trollers is the freedom of design offered by one or more nonspecified feed-
back gains which can be effectively used to shape the system's transient 
response. An example of this is included in [R- 6]. 
Another line of research was initiated in [R- 7]. The central idea here 
is the contention that finite dimensional system models constructed by various 
methods from a differential-difference equation can possess much the same 
stability properties as the differential-difference equation itself. Use of 
standard criteria for stability of finite dimensional systems can then 
simplify the determination of time-delay system stability. On one hand it 
is well known that finite dimensional approximations can yield stability 
results which are almost diametrically opposed to those of the approximated 
system, yet, on the other hand, there are strong indications that use of 
carefully derived finite dimensional models will result in good sufficiency 
criteria for asymptotic stability in the general case and even stronger 
conditions (i.e., both necessary and sufficient conditions) in special cases. 
As an example of the latter, consider the scalar delay system 
x(t) = ax(t) + bx(t - 1) + u(t) 
	
(4) 
with feedback control 
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u(t) 	cx(t) + dX(t) 	 (5) 
The closed-loop system (4) - (5) is asymptotically stable if and only if 
the two dimensional closed-loop system obtained from (4) - (5) by the trun-
cated series expansion 
• 	1 - x(t - 1) = x(t) - x(t) + 	x(t) 
is asymptotically stable. The results in [R- 7] builds on Hayes' work on 
transcendental equation. 
Finally, new sufficiency conditions for memoryless - feedback stabili-
zation of linear time-invariant delay-differential systems were obtained for 
both constant and time-dependent delays in [R- 8]. 
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3. Contributions to Engineering and Science  
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Notes in Mathematics, Vol. 243, (Springer-Verlag), 1971, pp. 16-28. 
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Math. Biosci, Vol. 9, 1970, pp. 71-91. Part II. Math Biosci, Vol. 12, 1971, 
pp. 133-145. 
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Spring Harbor Symposia on Qualitative Biology, Vol. 22, 1957, pp. 329-338. 
P. J. Wangersky and W. J. Cunningham, "On time lags in equations of growth", 
Proc. Nat. Acad. Sci. U.S.A., Vol. 42, 1956, pp. 670-702. 
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A. J. Lotka, "Analytical note on certain rhythmic relations in organic systems", 
Proc. Nat. Acad. Sci. U.S.A., Vol. 6, 1920, pp. 410-415. 
A. J. Lotka, Elements of Mathematical Biology, (Dover) 1956. 
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4. Personnel  
The research described in Part I was carried out by one of the 
principal investigators, Dr. A. Thowsen, and, in the case of certain 
stabilizability results [R-8], also by Mr. Ali Feliachi, a graduate 
research assistant in the School of Electrical Engineering at Georgia 
Institute of Technology. Mr. Feliachi received financial support from 
the NSF grant. He is now completing a Ph.D. dissertation in Electrical 
Engineering at Georgia Tech on the control of power system. 
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CONTROL OF TIME-DELAY SYSTEMS 
A. Thowsen 
Georgia Institute of Technology, Atlanta, Georgia 30332 
Some new conditions for function space null con-
trollability of linear time-invariant delay systems 
with piecewise constant inputs will be presented. 
The results may find possible applications in digi-
tal industrial control. 
Introduction  
Many dynamic systems of engineering and scienti-
fic interest exhibit time delays. The delays may 
result from time-lags in the movement of mass and/ 
or energy, delays in decision making, regeneration 
or signal transmission, or from delays introduced 
by the on-line computation required by some feed-
back control algorithms. The dynamic systems con-
sidered in this paper are those linear systems 
which can be adequately described by time-invariant 
differential-difference equations. Mathematically, 
i(t) ■ Ax(t) + Hx(t-1) + Cu(t), t> 0 	(1) 
y(t) ■ Hx(t) 	 (2) 
where x(t) c Rn is the quantity to be regulated by 
the control function u(•) with u(t)aRr. y(t)cRil 
 is the measured system output and A,B,C, and H are 
constant matrices. The delay in (1) has been nor-
malized to unity without loss of generality. Fur-
thermore, linear systems with multiple commensura-
ble time delays can also be modeled by the single 
delay system desckbed in (1) [1]. Initial condi- 
\ tions for system (1 is the value of x on the in- 
terval (-1,07, say x t) ■ 40(t) where 4 commonly is 
chosen as an element of the Banach space C([-1,03, 
Rn) or the Hilbert space M2 ([-1,03,Rn). In those 
cases where x(t) represents a deviation from de-
sired operating conditions, a primary concern of 
the control theorist is the determination of mathe-
matical conditions under which the deviation will 
remain small or become zero after some finite time. 
The linear quadratic optimal control problem for 
(1) has been solved by many researchers (e.g. see 
[2]) and necessary and sufficient conditions for 
bringing x(t) or y(t) to zero in finite time may 
have been first obtained by Zmood [3] although 
under the condition of pointwise degeneracy studied 
by Popov [4,5] y(t) can in some cases be made iden-
tically equal to zero on a semi-infinite interval 
in the absence of any control input u(•). Exten-
sions of Popov•s ideas are found in articles by 
Asner and Halanay [6,7], Choudhury [8], Rappel [5] 
and Thowsen [10]. By enriching the class of feed- 
This work was supported by the National Science 
Foundation under Grant ENG78-12231. 
back signals with augmented system outputs, it has 
also been shown how to obtain x(t) I 0 for all 
t2ti (where tI lupositive integer) for all initial 
conditions • using delay-feedback control (11, 
123. These results all relate to systems with in-
puts restricted only to be continuous or square 
integrable time functions. In this paper we will 
study the situation which arises (e.g. in digital 
industrial control) when the system output or state 
is sampled uniformly and the control input to the 
continuous time process (1) is a piecewise constant 
vector function with constant value over each sam-
pling period. This control problem is formulated 
in section 2; section 3 presents conditions for 
x(t)E0 on some interval (t, ■); and section 4 gives 
a complete solution for second order systems (n ■ 2). 
Problem Formulation  
Consider the linear time-invariant delay system 
x(t) ■ Ax(t) + Bx(t-1) + Cu(t), t) 0 	(3) 
with A# 0, B 1i 0, x(t) c Rn, and u(t) C Rr . The ini-
tial conditions are x(t) ■ 4(T), -1 S T S 0 with 
c Ca-1,03;Rn) and the control function u is re-
stricted by 
u(t) - u(k-1) for tc(k-1,k], k■1,2,... 	(4) 
to be a piecewiso constant function. Tho dynamic 
behavior of (3) was first studied in [13]. In this 
paper we are concerned with the problem of control-
ling the state of the system, defined as the func-
tion xt ■ x(t+0), -1S0 SO at time t, to the zero 
state in the function space which servos as state 
space for the infinite dimensional system (3). 
This is commonly referred to as the problem of 
function space null controllability (f.s.n.c.). 
Let x(t,$,u) denote the trajectory value in R n at 
time t starting from initial condition 4 with con-
trol u. 
Definition 	• 
System (3) is said to bo function space null 
controllable at time t if for each initial function 
f.cC(( -1,03,Rn) there exists an admissible control 
u (possibly dependent on 4) satisfying (4) such 
that the trajectory values x(t4,u) E 0 on Et-109. 
From previous work [13] it is known that the 
minimal time for system (3) to be function space 
null controllable is a positive integer. Further-
more, we have 
1 
THiA.c.1-2/73/CC3G-0001$00.75 Q  1975 IEEE 
it4+1, 6. 
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Proposition 2.1  
If system (3) is function space null controllable 
(f.s.n.c.) at time E, thon E 2 3. 
Proof 
Suppose t< 3. Then (3) is also f.s.n.c. at t.■ 2 
which implies that x(t) ■ 0 for ti 1. Since Bx(t-1) 
■ -Cu(1) for te (1,2], evaluation at t ■ 2 yields 
Bx(t) s. 0 on (0,13. By continuity Bx(0) ■.0 for all 
x(0) citn which is impossible since Bpi°. 
The control problem for (3) can be formulated as 
a two-point boundary value problem which leads to a 
one-parameter family of integral equations as the 
necessary and sufficient conditions for function 
apace null controllability. We use notation simi-
lar to that in [143. Define for each positive in-
teger p the matrices 








 Ai 	 0 
npxnp 	npxn 
P - 
o 	 c 0 




Qp 	 U ■ . 
I 	 u(p-1) 
	





x(t+(i-1)), 05tS1, i ■ 	 (5) 
By continuity yi+I (0).■ yi (1). Define the np- 
T dimensional vector Y (t)=[Y(t) • Y
2 (t),...,yp (t)3 
T 
1 
and the n -dimensional vector 0(t) $(t-1) for all 
te [0,1]. System (3) can then be written as an 
ordinary differential equation. 
(t) • A
P YP 
 (t) +B O(t) +C
P VP 
 OSt S1 	 (5) 
with boundary conditions 




(1) + [1:10) 0 
• 
From (6) follows 
' 	A (1-t) 	1 A (1-T) 
Y
P 
 (1) ...a P 	Y
P 




1 A (1-T) 
+ / e P 	dTC U 
t 	 P P  
-A t 	-A T 
Y
P 
 (0) .■ e P Y (t)- 	B B1(T)dl 
t -A T 
- f e P dTC U 
P P 0 
Upon substitution into (7), noting that J and Ap  
commute, 
A 	t A (t-T) 
(I•J• P)Y (t)gil e P 	8 e(T)(1T 
0 
1 A (t-T+1) 	 t A (t-T) 
+ /e P 	J B *MOT + f e P 	t1TC 
P P 	 P P 0 
+ / e P 	dTJ C U + e  
t 	
ppp 	I' 








The matrix 1 -3 e P is diagonal with diagonal en- 
P A, -1 
tries equal to 1. Consequently, G.. (I -.7 e z ) 
P 
is a well defined matrix and it is easily shown 
that G commutes both with 
P 
 A and with J
P 
 . 
System (3) is function space null controllable 




 (t) 50. Consequently, a necessary and suf - 
ficient for f.s.n.c. at t ■ p is that 
t A (t-T) 	1 A (t-141) 
QT( f Ge P 	B •(T)dT + f Ge P 	JP  <1.(T)dt 
0 	 P P 
t A (t-T) 	1 A (t-t+l) 
+ Ge P 	dTC U 	Ge 	dTJ C U 
O P P P P P 
+ e P 	0 )=_0 on Loa) 
A t 001 [ 
0 
• 
Conditions for f.s.n.c.  
In this section we present a set of simpler con-
ditions on the system matrices which are both ne-
cessary and sufficient for the time-delay system to 
be function space null controllable at t - p. 
Lemma 
A 
OTG T T QGJ 
P -P Pe 
Proof 
A i 	 A 	i A 	 A 
G ■ (It7
P 




-`e P =1+3 Ge P 
from the commutativity of J
P 
 and G and the general 








 =0, 	 -1 is a necessary con- 
P  
dition for f.s.n.c. at tamp. 
Proof 
Omitted for the sake. of brevity. 
With these lemmas we obtain the following gen-
eral theorem: 
Theorem  
The time-delay system defined by (3) - (4) is 





8 =0, 	 -1 
P P P 
and there exists a control vector U rex such that 
A t 1 -A T 
Q.Ge P (fe P [11 0(v) +C U ]dv + 	) 




. A t 1 -A t 
E --ire P le P dvC U 
P P 
Remark 
These conditions can be extended to the case of 
multiple delays by defining the quantities A , B 
and 4(t) as in [14]. 	 P P 
An example of a system which for pl. 3 satisfies 
these conditions was given in [13], namely 













1] [xl (t-11 




Second order systems (with n=2) are of particular 
interest due to the following proposition. 
Proposition 3.1  
The scalar system (3) is never f.s.n.c. 
Proof 
If system is f.s.n.c. at some time t, then 
bx(t) = 0 on [t-2,t-1] which implies, since b # 0, 
that the system also is f.s.n.c. at t-1. The pro-
position follows directly. 
Second Order Systems  
In view of propositions 2.1 and 3.1, the simplest 
example of a function space null controllable sys-
tem (3) - (4)%is a second order system which is 
f.s.n.c. at t=3. For this case a complete charac-
terization is given by the following result. 
Theorem 
The second order time-delay system (3) - (4) is 
f.s.n.c. in minimal time (i.e. at t ■ 3) if and only 







 t R 
(3) BA = Y2I3 , Y2 C R 
(4) w
i
cN(B) 	i,j c (1,2) , 	j 
Ni (B) 
Proof 
Omitted for the sake of brevity. 
A canonical representation of such f.s.n.c. sys-





0 b xl ( t-1) (an a12)(xi ( t) 





(w2) 	 • 





can take on any real values. 
It may be possible for second order systems to 
first become f.s.n.c. for some tk 4. Those sys-
tems, however, must exhibit the same matrix struc-
ture in the A and B matrices as determined by con-
ditions (1) - (3) in the last theorem. 
Conclusion  
Some new conditions for function space null con-
trollability of linear time-invariant delay systems 
with piecewise constant inputs have been presented. 
The results may find possible applications in digi-
tal industrial control. 
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Abstract  
The possibility of sampled-data feedback control for linear time-
invariant multiple delay systems is studied using the constraint of piece-
wise constant control inputs. A split system representation is utilized 
to derive both necessary and sufficient conditions for control of the system 
state to the nullfunction in the state space. 
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I. • 	INTRODUCTION  
Several dynamic systems of engineering interest are modeled by linear 
time-invariant differential-difference equations of the form 
i(t) = Ax(t) + 	B
i
x(t-i) + Cu(t) 
i=1 
where the delayed terms are caused by mass or energy transfer in the physical 
system or result from signal transmission delays. 
Most control strategies for time-delay system (1.1) fall into three 
classes: 
Class 1. Optimal linear quadratic control in which a cost functional quadra-
tic in x(t) and u(t) is optimized. (See e.g. Alekal et al. [A-4].) 
Class 2. Delay-feedback control in which past information about x(t), assumed 
to be continuously available, is used to generate the control input. (Asner 
and Halanay [A-2,A-3], Popov [P-2], and Thowsen [T-2]) 
Class 3. Sampled-data feedback control with only sampled values of x(t) 
available to the controller. This type of control algorithm, often associa-
ted with digital computer control of the system, leads to piecewise constant 
control inputs. (Thowsen and Perkins [T-1]) 
Of particular interest is a comparison of the storage (memory) require-
ments for the different control strategies. The state of system (1.1) at 
time t is x
t 
= x(t+ 0) , 0 c [-m,0]. Class 1 controllers require generally 
that x
t is available to the controller at time t. For a physical process it 
is often desired to control x
t to the null state, i.e. to achieve x t =0 for 
some t. Class 2 controllers designed for this objective require generally 
-19- 
that values of x(t-i) is stored for a finite number of positive integers i. 
However, as time continuously progresses, these stored values must also be 
continuously updated. Class 3 controllers alleviate this problem as updating 
is required only at each sampling instant. From an implementational viewpoint 
class 3 controllers are therefore very attractive. 
This paper determines the class of time-delay systems for which the 
state x
t 
can be controlled to the null state in finite time using piecewise 
constant system inputs (as would result from sampled-data feedback control). 
In particular, in section II system (1.1) is represented by a "split system" 
consisting of a high order finite dimensional system and an associated two 
point boundary condition. Section III considers conditions for controlling 
the state to zero. In that section the standard concept of function space 
null controllability given below is employed. 
Definition  
System (1.1) is function space null controllable if for any given ini-
tial function 0 defined on [-m,0] there exist a finite time t 1 and an admis-
sible control u(•) defined on (0,t1) such that x(t1 ,0,u) = 0 on Ut l-m,t1 ) 
where x(t,0,u) is the solution to (1.1) at time t with initial condition 0 
and control u. 
Finally, in section IV we obtain simpler necessary and sufficient 
conditions for controllability and an algebraic necessity condition. The 
implications for the system structure of function space null controllable 
systems with piecewise constant inputs are studied in a companion article. 
-20- 
II. 	THE "SPLIT SYSTEM"  
The unique solution to the system of linear time-invariant 
differential-difference equation 
x(t) = Ax(t) + F B.x(t-i) + Cu(t) , t > 0 
i=1 1 
x(t) = 	, t E [-m,0] 	 (2.1) 
E C(1-m,0];RP) , Bm 
# 0 
is also the unique solution to a certain higher order system of ordinary 
differential equation with an associated two point boundary value condi-
tion. This new system of equations was called the "split system" in a 
paper by Charrier and Haugazeau [C-1] but has also appeared in earlier 
work by Popov [P-1], Zmood [Z-1], and Asner and Halanay [A-1]. The split 
system equations are here developed for the multiple delay system (2.1) 




=:ui = constant , 0 < t 5 1 , i = 0,1,2,.... 	(2.2) 
Furthermore, define 




.(t) = x(t+(i-1)) , 0 < t 5 1 , i = 1,2,3,.... 
By continuity of x(•). 
Yi+1
(0) = y (1) , 	i = 1,2,3,.... 	 (2.3) 
The solution x(-) to the multiple delay system (2.1)* can be determined 
by solving successively for y i (t), i = 1,2,..., on the interval [0,11 from 
the following set of equations: 
S,1  (t) = Ay1  (t) + y B.O.(t) + Cu 3. 3. 	0 i=1 
m 





(t) + F  B.O. -1 
 (t) + Cu.  
1  
i=2 













 (t) + Cu t 
= 
3rk (t) = "k(t) + B1
y
k-1
(t) + B2yk-2 (t) + 	+ Bk-1y1 (t) 
m 
L Bii-k+1 (t) + Cuk-1 i=k 
for 1 5 k 5 m 	 (2.4) 
m+1 (t) = Aym+1 (t) + B 1
y
m
(t) + B2ym-1(t) + 	+ B
m
y




1yp- 1 (t) 




for p Z m+1. 
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Equ. (2. 3)- (2. 4) constitute the split system for system (2. 1) . For every 
integer p 2 1. define the following vectors and matrices (shown here for 
p > in+ 1): 























































































    
    
np x np 
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y (t) 
np x 1 
With this notation it is easily established that the split system corres-
ponding to equ. (2.1) consists of the np ordinary differential equations 
Yp (t) = A
P YP 
 (t) + Bp  *(t) + C
P UP 
 , 0 < t 5 1 	 (2.5) 
and the two point boundary condition 
0 
Yp  (0) = J
P 
 Y (1) + (2.6) 0 
-25- 
III. CONDITIONS FOR FUNCTION SPACE NULL CONTROLLABILITY  
The split system can be used to derive necessary and sufficient 









 Ellp(T)dT +feAP(t-T)dTCPU P 
0 	 0 









 (1) + e r 
0 
 + eAP (t-T) B *(T)dT 
0 
t 








Define the npxn vector Q by Q
T 
 = [0...0 I 	I] 	Then x(t) E 0 on 
p-m 5 t 5 p is equivalent to QLY
P 
 (t) E 0 on [0,1]. In [T-1] Thowsen and 
Perkins proved the following lemma. 
I 
—26— 
Lemma 3.1  
If the single delay system 
i(t) = Ax(t) + Bx(t-1) + Cu(t) 
x(t) = $(t) 	t c [-1,0] 
with 
u(t) = uk V t c (k,k+1] 
is function space null controllable at time t1 but not at any t < t 1 , then , 
t
1 
is a non-negative integer. 
A similar result holds for multiple delay systems. 
Lemma 3.2  
If system (2.1) with piecewise constant control 
u(t) = uk V t E (k,k+1) 
is function space null controllable at time t 1 but not at any t < t 1 , then 
t
1 
is a positive integer Z m+1. 
Proof  














u.2 A B1 
• 

















2 	 Bm 
C 







    








       
■•••■••• 




] which is equivalent to x(t) = 0 on [t1
-m,t
1
). By lemma 3.1 
the maximal time set where z
t 
= 0 is an interval of the form (k,c 0) where 




= k. Finally, since B
m 




























and upon substitution into (3.1) 
1 
Y (t) 	eAPtil 
y (t) 	eAptj 	
m 




+ e A ptJ J eAP (1-T) 
C 
P UP 










(t-T) 	, 	e A,(t-T) 
B listTidT + 	r 	dTC U 
P P 
0 	 0 • 
(3. 3) 
The following three lemmas are useful in simplifying (3.3). 
Lemma 3.3  
Pt J and e 
A 
 4- commute. 
Proof  
Multiplication shows thatJA=AJ. But then J A 
2 
 =AJA =A 
2
J 
PP PP 	 P P 	PPP PP 
and in general J A = A 
i








P P 	pp' 
The matrix I - J eAP is a lower triangular matrix with unit elements 
along the main diagonal. Hence its inverse 
-29- 
exists. 
Lemma 3. 4  










 (I - J
P e
AP) -1 = JPGP since J
P 













Lenora 3.5  




 = (I - 
jP 
 eAp)-1AP = 
AP 
 (1 - 
jP e
Ap) 








AP by Lemma 3.3 and hence also with (I - J 
P
eAP) -1 . 
Equ. (3.3) can now be rewritten in more compact form as 
t 
Y (t) = I G eAP (t-I) B 1P(T)dt 
0 
1 






eAP (t-T)CUdt +IGJeAPe Ae (t-T) 







From the general matrix inversion identity (F-1) 
- -1 	1 
(A - BD
1 
 C 	= A 4- A 
1 










G = (I - J e v)
-I 











by the commutativity of J and e
A
P and of G and J established in lemmas 
3.3 and 3.4. 
Substituting 
t 









for J GeAP from (3.5) into (3.4)-gives 
J G e
A
P (t-T) B ytTruT 
1 
eAp(t-T) 
G eAP (t-T) 	 BpiptvaT B Ip(T)dT - 
P 
t 
t 	 1 
n G e
A (t- T)x- 	C
P UP 
















1 	 1 
A„(t-T) 	 A (t-T 
=fGer 	B *(T)dT -feP 	lytT,QT 
0 	 t 








0 	 t 
A.st 
+ G e e 
0 
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From lemma 3.2 follows that system (2.1) is function space null 
controllable if and only if there exists a positive integer p 2 m+1 such 





 (t) E 0, we have: 
Theorem 3.1  
System (2.1) with the piecewise constant controls u(t) = uk V t c 
is function space null controllable if and only if there exists a finite 
positive integer p > m such that 
1 	 1 
Q TG 
P
is. eAp(t-T)- P 
	







0 	 t 













0 	 t 
p
T6
pePipt* 0 = 0 on [0,1]. 
Corollary 3.1  
If the condition in theorem 3.1 is satisfied for some positive integer 
p > m, then the condition is also satisfied for all integers greater than 
13• 
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IV. 	AN ALGEBRAIC CONDITION FOR FUNCTION SPACE NULL CONTROLLABILITY  
In this section it is shown that the integral criterion in theorem 
3.1 requires an algebraic condition to be satisfied. This condition is 
then an algebraic necessity condition for function space null controlla-
bility and, indirectly, for closed-loop sampled-data control. By theorem 
3.1 and lemma 3.5 the condition 
1 	 1 
wp 	




*(T)dT - e-APTB *(T)dT 
O t 
1 	 1 
+ I G ePTdTCP UP  - i e APTdTCP UP  + GP *0  1 E 0 (4.1) P  
O t 
on [0,1] is both necessary and sufficient for system (2.1) with piecewise 
constant controls given by (2.2) to be function space null controllable 
at time p. Take as initial condition * c C([-m,0];R n) any continuous 
function such that for some c > 0 and t c (0,1) 
	
0 	t c [-1-k,-t-c-k] 
4)(t) = q 	t = -t-k 
O t c [-t+c-k,-k] 
for all k = 0,1,2...,m-l; withq c R n. For notational simplicity define 
1 	 1 
f(t) tt f G e-APTB *(T)dT - f e-APTB *(T)dT 
P P 	 -P 
O t 
1 	 1 
+ I G e APTdTC
P UP 
 - I e APTcITC U 
P P 
-33-









CPUP E 0 on [0,1]. 	(4.2) 
P 	 P  
Evaluation of (4.2) for t e 	[0,t-c] gives 

















1 	 1 
+ 
 f
G eAPTdTC U - J eAP TdTC U ) + Q T6 U 






Q AeAr 	(G - 
i)e
- ApTa 11)(T)dT 
P P . 	P  
t-e 
, r 	 p 	n 
QpT e
At 
 e IG (I - e AP) + (e-AP e
-At )/ C

















Q 	 An TeAPt 1G I - e 	+ e
-A  L-n / C
P UP 
 = 0. 






APt 	(G - I)e APTB 4(T)dt 11 < cM 	 (4.3) 
i-c 
for all t e (0,1]. Letting c + 0 implies 
-34-- 
Q TeAp
t p (I - e A100 ) + e-A,1 C U E 0 
P P 
on (0,i - c] 
Since this function is analytic on [0,1] and identically zero on a closed 
sub-interval, it must be identically zero on [0,1], i.e. 
n TeApt iG (I - e AP) + e API C U E 0 on [0,1] wp 	 P P 
Evaluation of (4.2) at t = t then gives 
t+c 
Q TA eAPt { I (G - I)e APTB *(T)dT 
P P 
Q TeApt 















 q E 0 





 q = 0 
and since q t Rn is arbitrary 
QP
TB 0 (4.4) 
Next, differentiate (4.1) twice with respect to time, using (4.4) to 
write the result as 




AP P *(t) + Q
P T
A
P CP UP 
 = 0 (4.5) 
-35- 







 e Pt { f (G
P 






T 2 Amt f 	A,T 	 T 2 A-t 
+QAer 	Ger dTCU-QAer 
P P 	 PP PP 
0 
A e PT  dTC U 
P P 







(G - I)e APTB tir(T)dT1 
i-c 
T Ar 
+Q AePt  {GP  (I - e AP) + (e AP -e-A  Pt)IC 











(G . - I)eAP TB qr(T)dT) 
T 	 A- 	A, 
+Q Aev[G(I - e r) +e r]CU = C 
P P P P 
Since the first term on the left side of the last equality is bounded 
for any t e [0,1] by Ne for sane N > 0, it follows by letting e + 0 that 
T 
P 
 A-t Q Aer [G (I - eAP) + e 	
P P 
A
P]C U E 0 on [0,t-c) 
P  
and by analyticity on the whole interval [0,1]. Evaluating (4.5) at 














 *(i) = 0 













 q = 0 
Since q e Rn is arbitrary, 
Q
T
A B = 0. 
P P P 
(4.6) 






























 = 0 
PP  
(4.7) 






[G (I - e AP) + eAP]C
P UP 
 E 0 on [0,1] 
P  
Finally, evaluating (4.7) at t = i and letting c 4 0 result in the rola-
tion 
T k-1 	- 
Q A 	B
P 







 q = 0 for all q R. 







P P P 
By the Cayley-Hamilton theorem there exist at most np such linearly inde-
pendent conditions. These conditions constitute algebraic necessity 
-37- 
conditions for function space null controllability. 
Theorem 4.1  
Necessary conditions for system (2.1) with piecewise constant controls 






B P = 0 	i = 0,1,...,np-1. 
P  
Theorem 4.1 will be employed in the next section to determine the 
structural properties of time-delay systems which can be controlled using 
piecewise constant inputs. Furthermore, the conditions of theorem 4.1 
lead to an improved statement of the necessary and sufficient conditions 
for function space null controllability. 
Theorem 4.2  
System (2.1)-(2.2) is function space null controllable if and only if 
there exist a positive integer p and a control vector U






= 0 	i = 0,1,2,...,np-1 
P  
and 


















 V t E [0,1]. 
Proof 
From theorem 4.1 obtain Q TeAPtB E 0 and substitute into the integral 
condition in theorem 3.1. 
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Summary  
The control of linear multiple-delay systems to the null state was 
studied under the constraint of piecewise constant control signals. This 
type of constraint arises e.g. in sampled-data feedback control of time-
delay systems. It was shown how the infinite dimensional system model can 
be represented by a split system consisting of a finite dimensional system 
together with a two point boundary condition. Based-on this system repre-
sentation both necessary and sufficient conditions for Controlling the state 
to the null function in the state space were derived. 
-39- 
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Abstract  
An algebraic condition necessary for controlling the state of linear 
time-invariant delay systems to the nullfunction is used to determine the 
concomitant structural properties of second and third order systems. It is 
shown that the characteristic quasipolynomials for the undriven systems are 
polynomials of second and third order, respectively. 
This research was supported by the National Science Foundation under Grant 
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I. 	INTRODUCTION  
In this paper the structural properties of linear time-invariant delay 
systems of the form 
k(t) = Ax(t) + Bx(t-1) + Cu(t), t > 0 	 (1.1) 
u(t) = u
k 
	t E (k,k+l] 
X(t) = 	 t E [-LW 
x(t) E Rn , u(t) E Rr 
which are controllable to the zero state will be studied. Since any multiple 
delay system described by 
ii(t) = r B.x(t-ih) + Cu(t) 
i=0 
can also be modeled as a single delay system [R-1], attention is restricted 
to system (1.1). Furthermore, for computational simplicity, only second and 
third order systems will be studied. In a companion paper (T-1) it was shown 
that the state of (1.1) was controllable to the zero state at some finite 
time (i.e. the system was function space null controllable) only if there 





 P = 0 	i = 0,1,2,...,np-1 
P  
(1.2) 

















np x n. 
In this paper canonical representations for the time-delay systems 
which satisfy (1.2) will be presented and a complete characterization of 
their characteristic quasi polynomials will be derived. Section II gives 
the results for second order systems while section III contains the corres-
ponding results for third order time-delay systems. 
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II. 	STRUCTURAL CONDITIONS FOR SECOND ORDER SYSTEMS  
In this section second order systems (for which n = 2) will be 
studied to determine the structural requirements imposed upon the system 
matrices by the algebraic necessity condition (1.2). 
For k 2 p-1 let (A 
k
) * denote the nxn matrix in matrix block 

















(A,B) denotes the sum of all possible products 
formed by the matrices A and B by making each product consist of B taken 
p-1 times and A taken k-p-1-1 times. Altogether the sum S k (A,B) contains 
( k p..) terms. Since 

















 (A,B)B = B = 0 by 'condition (1.2). The matrix B is of 
P  
. 	- 
dimension 2 x 2 and hence B
2 










(A,B)B = BABA...BAB = 0 
BA appears p-1 times 
(2.1) 
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by condition (1.2). However, (BA)
2 
= yBA for some y E R because B is 
singular and condition (2.1) becomes 
D- 2 r BAB = 0 (2.2) 
Since B is nilpotent with index 2, it has a canonical representation 












2] b2a211 (BA) = and BAB = 
0 	0 	 0 	0 
so if y = 0, then (BA)
2 
= 0 implies BAB = 0. Consequently, (2.2) always 
implies that BAB = 0. 
The characteristic quasipolynomial f(A,e-A  ) for system (1.1) is 
invariant under coordinate transformations (similarity transformations) 
and can therefore be obtained directly from the canonical representation 
of the system. 











- (a11 + a22)A + a11a22 
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Hence, the characteristic quasipolynomial reduces to a polynomial for those 
second order time-delay systems which are function space null controllable 
with piecewise constant controls. 
III. STRUCTURAL CONDITIONS FOR THIRD ORDER SYSTEMS  
In this section function space null controllable single-delay systems 
of the form 
Sc (t) = Ax(t) + Bx(t-1) + Cu(t), B j 0, t e 0 
x(t) = 	t e 1-1,0] 
u(t) = uk 	t e (k,k+l], k = 0,1,2,... 














(A,B)B = BP  = - O. Depending on the dimension of N(8), the nullspace 
of linear operator 8 represented by matrix B, two cases must be considered. 
Case 1 dim N(B) = 2 
In a particular coordinate system B has the representation 
0 
[

















) 'd (0,0,0) 
Since BP  = b31B = 0, b
3 = 0. Then 




 2P-2B = BABA...BAB = 0 
	
(3.4) 



























































appears p-1 times 































































































(3.6) gives 6P- B = 0 so 
6 = 0 	 (3.7) 
The characteristic guasipolynomial 
of form 	(3.1) which is controllable to 
f(X,e A) = det(AI - A - Be A) = 
- A ) for a third order 
the null state using (3.2) is 
A-a
11 • 























1 11 32 2 	22 31 1 	12 31 2 	21 32  
= polynomial in A - (aab+aab+aab+a ab )e 
X 
11 31 1 	22 32 2 	12 31 2 	21 32 1 
- A 
since A = ben + b2a32 = 0. Adding (ben + b2a32)i33 = 0 to op(X,o ) 
we obtain 
f(X,e A) = polynomial in A - (aa +aa +aa )b e 
X 









= polynomial in A by (3.7) 
Hence, the characteristic quasipolynomial reduces to a polynomial in A. 
Case 2 dim N(B) = 1 




B- 0 0 b
3 
0 0 0 
with b1 
 # 0 and b3 # 0. Then B
3 = 0. By condition (1.2) in conjunction with 



















































From (3.8) (b1b3 ) 2 a
31
2 	












AB...AB + 	+ BABA...AB
2 
(3.9) 
The right hand side of (3.9) consists of p-1 terms. Define 
10 0 
H ° 0 0 0 




































































= a32b3, $ = a
21 b1 





By condition (1.2) 
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L1  Q TAP  221-3Bp -= S2p_3 (A,B)B - blb3 
p- 
L1 x y-p-2-i = 0 
P 	 i=0 
By corollary 3.1 of IT-1) we also have 
T 2p-1 	 p-1 




Combining (3.11) and (3.12) 
p-1 	 p-2 
- x 	xi?-2 -i y13-  . 	0 
i.0 	 i=0 
so y = 0. But then x = 0 and, consequently, a21 = a32 = 0. 
The characteristic quasipolynomial for system (3.1) is then a 
polynomial in A given by 
S(A,e
A
)= det(AI - A - Be 
A 









































IV. 	SUMMARY  
This paper shows that second and third order linear time-delay 
systems with piecewise constant control inputs are controllable to the 
zero state in finite time if and only if the characteristic quasipolynomials 
for their homogeneous systems reduce to polynomials. Hence, the open loop 
systems have only a finite number of eigenvalues. It is likely that a 
similar conclusion also holds for higher order systems. 
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 . A RESULT IN THE CONTROL OF SYSTEMS GOVERNED BY LINEAR DIFFERENTIAL- 
•DIFFERENCE EQUATIONS 
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ABSTRACT  
The problem of controlling the state of a linear time-invariant dif-
ferential-difference equation system to the zero state of the appropriate 
function space is considered with control inputs restricted to piecewise 
constant functions. Such control inputs frequently occur in saApled-data 
control of processes. Earlier work revealed that an algebraic necessity 
•condition implied that the characteristic quasipolynomial must be a poly-
nomial for all second and third order systems in which the control objec-
tive was achieved. It is shown by spectral analysis arguments that this 
requirement holds true for linear time-invariant single delay systems of 
any order. 
I. INTRODUCTION 
Since some physical and biological systems are governed by differen-
'tial-difference equations, it may be of interest to determine conditions 
for bringing the state of such systems to the zero state. It is known [1] 
that a multiple delay system of 'the form 
i(t) 	 Ai y(t - ih) 	
(1) 
with y(t)eRP and h> 0 can be transformed to a system with a single unit 
delay 
x(t) Ax(t) + 	- I) , x(t)eRn 	 (2) 
where ir- pm. Therefore this paper will be concerned only with the control 
of system (2). Control inputs for process (2) are commonly generated based 
on sampled values of some linear combination of the components of the 
vector function x(•). The sampling will be assumed to occur at the integer 
time values t..0, 1, 2, ..., and it is further assumed that the control 
signals remain constant between sampling instants. Note that the state x. 
of system (2) at time t is defined as 
t 	
x(t+0), 	0 c 1, 01 
This work was supported by the National Science Foundation under 




is an element of a function space, e.g. 	([ 1, 0]; Rn) . 
The specific problem considered can then be restated as follows: 
Given the controlled process 
x(t) - Ax(t) + Bx(t- 1) + u(t) , t> 0 	 (3) 
with arbitrary initial condition x(t) • 4(t), C C[-1, 0]; Rn) • 
determine necessary conditions for controlling the system state from 
x
0  - 0 to the zero state in finite time using piecewise constant control 
u(t) - q(k) 	k< t<k+1 	 (4) 
for k = 0, 1, 2, ... . 
This problem was briefly considered in [2] where it was shown that 
there exist time-delay systems for which this type of control is possible. 
Other prior results, applicable to low-order systems, are reviewed in 
the next section. In Section III the main result is presented along with 
an outline of the proof. Specifically, theorem 1 states that it is neces-
sary for system (3) to have a finite spectrum in order to be zero state 
controllable with control (4). The paper concludes in Section IV with 
.a brief discussion of some implications for the design of zero state 
isampled-data controllers for process (3). 
II. CONTROL OF LOW ORDER SYSTEMS 
A convenient representation of the infinite dimensional system (3)-(4) 
consists of a finite dimensional differential equation and an associated 
boundary condition. This representational form has been frequently used 
in the study of pointwise degeneracy of time-delay systems [3,4,5]. 
















and the n-dimensional vectors 
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yi(t) 	x(t+(i-1)) , 0< t< 1 	i ■ 1, 2, 3, 	 (5) 
*(t) 	it)(t - 1) , 	0<t<1. 
By continuity yii_1 (0) = yi (1), i = 1, 2, 3, ... and (3) - (4) can 





 (0 + B
P 
 * (t) + U
P 
 , 0‹ t < 1 	 (G) 
together with the two-point boundary condition 
4) (0) 
0 
Y (0) = J
P YP 



































       
It was shown in [2] that if the state of (3) - (4) was controllable to 
the zero state at time t2, then there exists a smallest positive integer 
ti t2 such that xt 0 for all initial conditions 4). This means that 1 
with QT A [0 ... 0 I ] 





	= 0 Ne tcw, 1] 
	
(8) 
for some positive integer p if and only if (3)-(4) is zero state con-
trollable. Solving (6)-(7) for Yp (t) and substituting into (8) leads 
to an integral representation of condition (8). A necessary condition for 
(8) to be satisfied is 





as shown in 161. Since the dimensions of the matrices in (9) increase 
linearly with the index p (and hence increase with time t), the inter-
pretation of (9) in terms of the original system matrices A and B quick-
tly becomes intractible. For low order system, for which n = 1, 2, or 3, 
the following results were obtained (7,8]: 
n=1: zero state control given by (4) not possible. 
n=2: zero state control possible only if system (3) has canonical 
form 
[i all a12 	 0 	b 
x(t) = 	 x(t) 	 x(t- 1) 
0 	a
22] 
with b O. Then the characteristic quasipolynomial 
- X A(X) = IXI-A- Be I is a polynomial in A only and system 
(3) has a finite spectrum. 
n=3: zero state control again possible only if the system spectrum 
in finite. 
It is reasonable to inquire if the same requirement of finite 
spectra applies to single delay systems of any order. The next section 
provides an affirmative answer. 
III. DERIVATION OF MAIN RESULT 
First we define precisely the concept of zero state controllability 
to be used in the ensuing development. 
Definition 1. 
System (3) is zero state controllable with piecewise constant input  
(z.s.c. for short) if there exists a positive integer r such that to 
each initial function $ there exists a piecewise constant control u 
which transfers the system state from • to zero at t<r. 
Definition 2. 
The initial state 0 of (3) is z.s.c. at time t> 0 if there exists 
a piecewise constant u such that x
t
(0,u) = 0. 
(Note: xt (0,u) denotes the state of system (3) at time t 
with control u on [0,t] and initial function (). 
Assume next that system (3) is z.s.c. - and let u(•) be a control which; 
brings the state to hero at some integer time s. Since x(t,(1 ► ,u) = 0 
'for all t sufficiently large, its Laplace transform X(A) is an entire 
function [9]. Furthermore 
-so- 
o 	 a -2 
[adj (XI-A-Be A)] [0 (0) + e-AB 0(T)e-krdt, + 1.(1-e-A):E: e(j)e
-1 
 




Whenever 0 is constant on [-1,0], equation (10) can be viewed au the 
ratio of two polynomials in the intermediates A and p A = e A.  We will 
show that the number of zeroes common to both the numerator and the denomi-
nator polynomials is finite so that their greatest common divisor is a 
polynomial in A only. 
The locations of the zeroes of the denominator are characterized by 
a simple extension of a lemma in [10]. 
Lemma 1. 
There exists a real number. a such that all solutions of 
det(XI-A-Be A) 0 satisfy Re A < a. Furthermore, there are only a 
finite number of solutions in any vertical strip in the complex plane. 
The asymptotic distribution of the zeroes of the numerator can be 
determined by dominant term analysis [11] together with the next easily 
proven lemma. 
Lemma 2. 
If system (3) is z.s.c., there exists for each $ an infinite set S 
of positive integers such that $ is z.s.c. at time s with u(s-2) 0 0, 
u(k) 0 Vk>s-1, for each scS. 
With yPil as initial function there exists by lemma 2 at least one 
component of u(s- 2) which is non-zero. Without loss of generality we 
may take the first component of. u(s-2) equal to a # 0. The dominant 
terms of the first component of the numerator of (4) for large s as 
and 114+00 show that the asymptotic location of the numerator 
zeroes, zk = xk t iyk, are determined by solving X
s-1 . Hence [11, p.35] 
xk(s) 	131. 	(-1n yk(s) + In la(s))) + c 
where c + 0 as k oo. By lemma 2 the index set S is infinite. 
Clearly, if the numerator and the denominator polynomials have an infinite 
number of common zeroes, these zeroes must be asymptotic zeroes of the 
numerator and their location in the complex plane must be independent of 
sCS . If s1 s2ES with s1 
# s2 and yki (si) = yk2
(112
) = yk for 




(s1 - s2)1n yk (si - 1) In la(s2)1 - (62 - 1) In la(s1)1 + 2 
where e ►  0 as. k m. By the properties of yk[11, p. 36] there exists 
at most a finite number of integer values k for which (11) is satisfied. 
Then the number of zeroes common to numerators for different seS is 
finite and, consequently, the numerator and the denominator polynomials in 
(10) do not possess a common divisor d(a,p) where d depends explicitly 
on p. Lemma 3 from [12] then gives theorem 1 directly. 
Lemma 3. 
If pl(a,p) and p2 (X,p) are nonzero polynomials, with p 2 not of 
the form p2 (A), and if 
p1(AM 
is an entire function, then the polynomials p i (A,p) and 
P2 (A,P) 
p2 (A,i) have a nonconstant greatest divisor d(X,p) which is not of the 
form d(A). 
Theorem 1. 
If system (3) is z.s.c., then the characteristic quasipolynomial 
'IAI-A-Be A  I is a polynomial in A only. 
IV. IMPLICATIONS FOR CONTROLLER DESIGN 
Extension of theorem 1 to the case of a single delay of length h 
seems immediate. Theorem 1 is then valid for control signals which are 
piecewise constant over any interval of rational length. 
By [13] all second order z.s.c. time-delay systems (3) are pointwise 
complete since their A and B matrices commute. Consequently, the 
homogeneous part of (3) in case' 	2 is governed by an ordinary dif- 
ferential equation for t> 1 [14, 15]. This property, which may also 
apply to higher order systems, suggests the possibility of designing 
relatively simple sampled-data feedback controllers for systems (3). 
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Abstract  
It is shown that a necessary condition for controlling the 
m 
state of the differential-delay system x(t) = Ax(t) + y Bix(t-i) + 
1=1 
Cu(t), u(t) = uk for t C (k,k+1], k= 	 to the zero state 
is that the characteristic quasipolynomial A(A)= 'XI -A-iBe Ai l 
i= 
is a polynomial in X only. 
This research was supported by the National Science Foundation 
under Grant ENG 78-12231. 
-62- 
1. Introduction  
In feedback control of industrial processes with linear and 
nonlinear dynamics the control inputs are often piecewise constant 
functions of time. In this paper control of time-invariant systems 
governed by linear differential-difference equations 
x(t) = Ax(t) + 	B x(t-i) + Cu(t), t > 0, B 0 0 	(1) 
i=1 
.is considered with piecewise constant inputs given by 
u(t) 	uk, t e (k,k+l], k = 0,1,2,... 	 (2) 
Let C([-m,0];e) denote the function space consisting of all con-
tinuous maps [-m,0] R. The objective is to control the state 
x
t 
of system (1), defined as x
t 
= fx(t+13), -m < e < 0, to the 
origin of its state space C([-m,0];Rn). We seek to derive necessary 
structural conditions for such control. In particular it will be 
shown that det(XI-A - F Be ') must be a polynomial in X. That 
i=1 1 
(1) must have a finite spectrum to be zero state controllable gene- 
ralizes some earlier results [9,10] for second and third order 
systems. 
The organization of the paper is as follows: Section 2 
contains definitions and lemmas. Section 3 presents the spectral 
considerations which lead to the main result for systems with a 
single delay of length m, and section 4 extends this result to the 
more general time-delay systems of form (1) with several commen-
surable delays. 
-63- 
2. Single Delay System 
Consider the linear time-invariant, single delay system 
^ 	̂ 	 ^ 
z(t) = Az(t) + Bz(t-m) + u(t), t > 0, 	BO 0 
	
(3) 
with z(t), u(t) E RP and with continuous initial condition 
z(T) = .(T), TE[-11,0]. 	The admissible control functions are given 
by (2). The following notation will be used: z t {z(t +6), 
-m < 6 < 0} is the state of system (3) at time t, and z
t
(0,u) is 
the state at time t resulting from control u on (0,t] and initial 
condition z
o 
= •. We first seek to determine necessary conditions 
for bringing the state of system (3) to the zero state (z t = 0) 
in finite time using piecewise constant controls. Such conditions 
are of interest for sampled-data control of time-delay systems. The 
connection between systems (1) and (3) will be described in section 4. 
Definition 1. 
System (3) is zero state controllable with piecewise constant inputs  
of form (2) (z.s.c. for short) if there exists a positive real number 
r such that for each initial function 4 eC([-m,0];R13 ) a piecewise 
constant control u can be found which controls the system to its 
zero state in time less than or equal to r. 
To derive the main result of this paper, it will also be con-
venient to refer to a particular state as being zero state controllable. 
Definition 2. 
The initial state 	cC([-12,0];RP) of (3) is z.s.c. in time T (T > 0) 
-64- 
if there exists a piecewise constant u (restricted by (2)) such that 
z (0,u) ■ 0. 
Remark: The definitions above also apply to system (1) when z t 
 and p are replaced by xt and n, respectively. 
If system (3) is z.s.c., definition 1 implies that each 
initial state 0 of (3) is z.s.c. in some time k < r. In proving the 
A 
main result use will be made of a subset C of Ca-m,0];RP) consisting 
•of all (initial) functions which never yield the zero state when 
u E 0; i.e., 
A A 
C = {0 E C([-m,0];RP) lz
t
(0,0) 0 0 for all t > 01 . 
The set C can also be defined as the complement in C(r-m,0];RP) of 
A 
C = {0e C([-m„0];RP)10(0) = 0 and 
(e) e N(B) ii e E i-m,01 I . 
The following lemma gives a partial yet sufficient characterization 
of the control which for each OEC transfers the state to zero in 
minimum time. 
Lemma 1. 
Suppose system (3) is z.s.c. For each 0EC there exists a smallest 
positive time k such that zk(4),u) = 0 for some admissible control u. 
Furthermore, k is an integer and the control u satisfies 
uk_i = 0, i=1,2,. ..,m, and uk_m4 0 0. 
Remark: It is easily shown that if +CC is z.s.c. at some time t, 
then t > Hence the subscript k-mr1 in the statement of the 




tl [ All Al2 [i(t)] 	[0 1512 [zi (t-m) I 
0 B22 A21 	22 	
-65- 
Proof. 
Let T be the smallest value of t for which z t (0,u) = 0 for any 
admissible control. Then TC(L,L+1] for some positive integer t. 
From (3) and the continuity of z(t) it follows that Bz(t) = 0 on 
[2. + 1 - 2m,T] and that uL E ut_l = 	= uml_m = 0. Will show that 
T is an integer. Suppose, on the contrary, that TC (2,,L+1). Then 
A 
Bz(t-m) + ut_m = 0 V TC(T-m, t+l-m]. By continuity 
u
L-m 
= Bz(t+1-2m) = 0 so Bz(t) = 0 on [T-2m,T]. Since z
T-M 
 # 0, B 
must be singular. Let z I CN(B) and z
II 
C N
i (B) . Then 
for tc (t-m, 1+1-m). Since B
22 
is nonsingular, zI (t) 
-1 A 
[All "12m112212J z'( t) with z (T-m) = 0 which implies z(&-m) = 0 
and z = 0 (contradiction). Hence the shortest possible time for any 
state to reach the zero state is an integer value. For the given 0 
let k be this minimal time. Then z II (t) E 0 on jk-2m,k] and uk_i = 0, 
i=1,2,...,m. For t c (k-m-1,k-m) A21z I (t ) + B22z
II (t-m) + ukII  m_l = 0 
II 	 I 	
1 
	I  so ukm_i = 0. Then z (t) = (AI. - B
12 
 B A- 
- 22 21 -) 
 z (t) + uk_ 1 with 
z1 (k-m) = 0 and z1 (t) 0 0 for some tC(k-m-1,k-m]. Henceuk_m_i 0 0. 
Finally, k < r follows from definition 1. 
Lemma 2. 
A 
If system (3) is z.s.c., there exists for each OcC an infinite set 
S of positive integers s with corresponding admissible controls u(s) 
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(s) ) = 0 and z
t (Cu
(s)  )00Vt< s 








Let i be any positive integer. With ti)cC as initial state at time 
t= 0, apply no control on (0,ir] where r is as given in definition 1. 
Then, by definition of the set C, zir cC. Since the system is both 
z.s.c. and time-invariant, there exist by lemma 1 a smallest integer 
ki, m+1 ki 5 r, and a piecewise constant control uj , j=0,1,...,ki-1, 
which brings the state z ir at time it to the zero state at time ir+ki 
A 
with uk _t = 0, It= 1,2,. ..,m and u, 	0. To complete the proof i 
Ki " 
A I 
set S = {ir + k1 , i=1,2,...} and 
(s) 0 	for j=0,1,...,ir-1 A 
= 
for j = ir,...,ir +k i -1 
The facts that S contains more than one element and that the 
elements of S can be chosen arbitrarily large play fundamental roles 
in proving the main result. 
3. Spectral Arguments 
A 
Assume that system (3) is z.s.c. and let cbec be the initial con-
dition at tor 0. Choose an se S and the corresponding control u = u (s) 
 described in lemma 2. Then z
s
(Cu) = 0. The Laplace transform of the
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differential-difference equation is then 
0 	 s-m-1 





det(XI -A-Be ) 
(4) 
Since z(t) = 0 for all t sufficiently large, z(X) is an entire function 
[1]. It is convenient to define p - A  e 	and to consider (4) as a 
ratio of two polynomials in the 	indeterminates X and p. This is 
e.g. possible whenever 0 is constant on [-m,0]. 
We will show that the number of zeroes common to both the 
numerator and the denominator polynomials is finite. Their greatest 
common divisor is then a polynomial in A only. The distribution of 
denominator zeroes is determined by slight extension of a result in 
[2, p.181. 
Lemma 3. 
There exists a real number a such that all solutions of A(X,e X) = 
A A xm 
det (XI-A-Be ) = 0 satisfy Re), < a. Furthermore, there are only a 
finite number of solutions in any vertical strip in the complex plane. 
Hence the denominator zeroes are independent of the choice of 
• 
s E S. Consider next the distribution of zeroes of the numerator. 
Let the initial condition be the constant function •(•) = 1(•)e C. 
When $ is z.s.c. at time s, there exists by lemma 2 at least one com-
ponent of 
us-m_1 which is nonzero. Without loss of generality let 
the first component of u
s-1 




A A 	1(1. 	A. 	 s-m-1 	
i [adj(AI-A-BUm )] 	: A + B : (1-pin) + (1-p) 	u p/ 
	
1 	1 	 j =0  
z(A,p) - A A 
A det (AI-A-Bpm) 
(5) 
Note that 
adj(AI-A-Bpm) 	IAn-1 + 
B1(pm)An-2 







m) is a polynomial matrix of order < i in 	When 1AI ► co, 
IV' 	and for s sufficiently large, the dominant terms of the 
first component of the numerator reduce to 
An - aAn-lps-m 	
n y1 An-l-jp (p) - (6) 
j=1 
where p - (p) is a polynomial of order < s + (j-1)m in p. For some 
n-1 
sum F 	is dominated by 
j=1 	
P3 
n-1 1 0 An-l-j ps+0-1)m. Will show that the asymptotic distribution 
j=1 
of zeroes of 




is found,by solving A = ap -M . Hence, the asymptotic locations of 
zeroes of (5) (and of (6)) are also determined by A = ap s-ni. Set (7) 
equal to zero and rewrite as 
m us-2m 	n-1 a 0 	J (pr) 
um 
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which shows that P-19-c0 as 1X14-0) and 1111+0) for s sufficiently 
large. Hence, the dominating terms in (5), (6), and (7) are 
An - aAn-1s-m and the asymptotic locations of zeroes are found by 
solving A ■ au
s- m. The asymptotic zeroes zk(s) = xk (s) ± iyk(s) for 
S £ S are given by [3, p.35 with p= 1, T S-M] 
xk (s) = sim ( in yk (s) + inla(s)I) + 
when e -0. 0 as k W. Let 8
l'2 







Yk2 (s2 = yk for positive integers k1 andk2. 









) to be identical the real parts must also coincide. 
2 
This requires 
(s1 - 2 ) in yk = (81
m) in 
	
(62-m) in la(81)1 + 
(8) 





and since in y
k 
is a strictly monotone function of k 
[3, p.36], there exists at most a finite number of integer values k 
for which (8) is satisfied. Hence the set of common zeroes of 
numerator polynomial8 for different s c S is finite. For an infinite 
number of zeroes to be common to both the denominator and the numerator 
for a fixed s c S, an infinite number of asymptotic zeroes of the 
numerator polynomial must coincide with zeroes of the denominator by 
lemma 3. Since the zeroes of the denominator are fixed (i.e., inde-
pendent of s e S) and since at most a finite number of zeroes are 
common to numerator polynomials for different values of s c S, the 
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numerator and denominator polynomials in (5) do not possess a common 
divisor of the form d(A,11), where d depends explicitly on p, for more 
than one value s c S sufficiently large. 
Lemma 4. [4, lemma 3.2] 
Let p(A,p) and p(X,p) be nonzero polynomials such that 	Ea' 1.1) 
Po a,11) ' 
o 
- 
p = e . A , is an entire function. If p
o 
is not of the form po
(A), 
then the polynomials p(A,u) and p o (X,p) have a nonconstant greatest 
divisor d(X,p) which is not of the form d(A). 
A 
Lemma 4 applied to (5) with s # s shows that p
o 
= A(A,e ) must 
be a polynomials in A only. We have then proved: 
Theorem 1. 
A A 
If z(t) = Az(t) + Bz(t-m) + u(t) is z.s.c., then det(XI-A-Be -Am) is a 
polynomial in A. 
4. Multiple Delay System 
Consider the multiple delay system 
z(t) = Ax(t) + 7 B x(t-i) + Cv(t) 	 (9) 
1=1 
where x(t) R., v(t) E 	and v(t) is a piecewise constant function 
restricted as in (2). Let 
UNA AMP 
VMS 
A B1 Bm-1 













Cv (t-m+ 1) 
System (9) can be rewritten as a single delay system 
• 
z(t) = Az(t) + Bz(t-m) + u(t) 	 (10) 




(9) is z.s.c. only if (10) is z.s.c. Furthermore, if e
At
x is a 
solution to the homogeneous part of (9), then e
Atz with zT = 
F T -A T 
Lx ,e x poolos 1)XT] is a solution to the homogeneous part of (10). 
Theorem 2. 
A necessary condition for controlling the state x t of X(t) = Ax(t) 
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Bx(t-i) + Cu(t) to the zero state with controlls (2) is that 
i= 
A = IXI-A 	B eI is a polynomial. 
i=1 
Proof  
Zero state controllability of (9) requires z.s.c. of (10) so by theorem 
^ ^ 
1 det(AI-A-Be m) must be a polynomial. Since each root of the 
^ ^ xm 
characteristic equation for (9) satisfies det(XI-A-Be ) = 0, the 
set of roots of A = IXI-A - F B e-Ai I = 0 is finite and hence A 
1=1 
i 
is a polynomial in A only. 
5. Conclusion  
It was shown that the state of the time-delay system x(t) = Ax(t) 
+ 	Bx(t-i) + Cu(t) could be brought to zero with piecewise constant 
i=1 
control signals only if the system has a finite spectrum. A similar 
reduction of the quasipolynomial to a polynomial has been noted in some 
pointwise degenerate systems [5,6]. However, zero state controllability 
is not dependent on pointwise degeneracy. The latter property cannot 
occur in system x(t) = Ax(t) + Bx(t-1) when n=2 or when A and B 
commute [7], yet the single delay system 
1 2 xi (t) 0 1 





[u l i 
u2 
is controllable to the zero state with piecewise constant control (2) [8]. 
-.73- 
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COMPUTER CONTROL FOR LOW ORDER TIME-DELAY SYSTEMS 
Arild Thowsen 
I. Introduction  
In this paper we consider digital feedback control of continuous-
time dynamic systems with time delays. Time delays in the process model 
may result from mass or energy transfers, transportation lags and trans-
mission delays, so there is a fairly wide class of dynamic systems 
which can be modeled by 
x(t) = Ax(t) + Bx(t - 1) + u(t), t > 0 	 (1) 
with x(t)cRn. A and B are constant nxn matrices with B 0 O. A 
system with multiple delays can be described by (1) with a single 
normalized delay [1]. The homogeneous part of equation (1) is a system 
of differential-difference equations whose behavior has been extensively 
studied (see e.g. [2]). This paper, concerned with the control of 
process (1), focusses on the inhomogeneous equation. It is easily 
seen that setting u(t) = 0 on [t 1 ,02] when x(ti) = 0 does not 
generally cause x(t) = 0 for all t > t i unless x(t) is also zero 
on the whole interval [t1 - 1, t1]. Hence an interesting problem is 
the doLermiuutlun ur control inputs which will drive the state x
t 
of 
(1) defined by 
x
t
(6) = x(t+6), -1 < 6 < 0 
	
(2) 
to the origin of the chosen state space, e.g., C([-1, 0]; Rn). 
(C([71, 0]; Rn) is the space of all continuous functions mapping 
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[-1,0] into Rn .) 
Digital feedback control of dynamic systems consists in parts 
of generating piecewise constant control signals based on sampled 
values of x(t). Without significant loss of generality the sampling 
period for system (1) may be taken to be unity for the problem being 
considered. 
In this paper we will design simple sampled-data feedback 
controllers for the frequently occuring low order models for which 
n 1, 2, or 3. The controllers should be able to drive the state 
of system (1) from any arbitrary initial state to the zero state in a 
short time. Furthermore, the control algorithm should require little 
data storage and be easily implementable on a digital processor. 
Since the feedback solution to the standard linear-quadratic regu- 
lator problem for (1) requires infinite data storage and is not capable 
of bringing xt to the zero state in finite time, these conditions 
are seemingly difficult to satisfy. 
The organization of the paper is as follows: Section 2 gives 
necessary conditions on the system structure for the state x t to be 
controlled to zero in finite time. In section 3 we derive the algorithm 
for the class of sampled-data feedback controllers which satisfy the 
requirements stated above. Section 4 gives a computational example 
of the control algorithm applied to an unstable second order system 
with time-delay. 
II. Necessary Structural Conditions  
Consider the normalized single-delay system (1) with a sampled-
data controller generating an input signal based on values of x 
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measured at each unit time. The control signal is then constant over 
each individual time interval [k, k+1]. To derive necessary conditions 
for the system to be controlled to the zero state one can study, as in 
[3] - [6], the behavior of (1) subject to piecewise constant inputs 
given by 
u(t) = u(k), k < t < k+1, k = 0, 1, 2, 	. 	 (3) 
The following results are pertinent to the present study: 
(i) First order system [4]. 
No control u of the form (3) exists which will transfer the 
state of the scalar system x(t) = ax(t) + bx(t- 1) + u(t) (with b0 0) 
to the zero state 4 r finite time. 
(ii) Second order system [4, 6]. 
Those second order systems x(t) = Ax(t) + Bx(t - 1) + u(t) 
whose state can be brought to zero using control (3) must satisfy the 
algebraic conditions 
B2 = 0, AB = yiB, BA = y2B, yi , y201 
Canonical representation for the homogeneous system is given by 
(0 b
12) • x(t) (an al2) x(t) + 	 x(t -1) 
0 	a22 	 0 0 
(4) 
and the minimal time in which every initial state x0 (0) = CO), 





(iii) Third order systems [6] 
For those third order systems which are controllable to the zero 
state by control (3) there are two canonical representations of the 
homogeneous system dependent on the rank of matrix B. If rank B = 1, 
then 
a 	a
12 	al3 11 
x(t) = 	a21 	a22 	a23 	
x(t) 	+ 
a31 	a32 a33 
with the additional conditions 
b13 a31 + b23 a32 = 0 








= 0 22 
If, on the other hand, rank B = 2, then 
all a12 a13 
	
( 	
0 b12 b13 
x(t) = 0 	a22 	a23 . 
x(t) = 	0 0 	b23 x(t- 1) 
0 0 a
33 	
0 0 	0 
• (6) 
and the minimal time for transferring any initial state to the zero 
state is four time units. 
These results were all obtained using a "split system" represen-
tation [7, 8, 9] of system (1) - (3) and by interpreting an algebraic 
condition found to be necessary for controlling xt to zero. A common 
feature of cases (i) - (iii) is that the characteristic quasipolynomial 
det (XI - A - Be A) must be a polynomial in X only for the desired 
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state transfer to be possible. In other words, the system spectrum 
must be finite. This fact is utilized in the next section to determine 
digital feedback controllers which quickly bring x t of system (1) 
to the zero state. 
III. Feedback Controllers  
Before developing the class of proposed digital controllers we 
need to review the meaning of pointwise degeneracy and pointwise com-
pleteness for the nth order time-delay systems 
x(t) = Ax(t) + Bx(t - 1) , 	t > 0 	 (7) 
Definition  
System (7) is pointwise degenerate if there exists a nonzero 
vector 'leftn and a time t1 > 0 such that for all solutions x(•) 
to (7) nTx(t) = 0 whenever t > t 1  . Otherwise system (7) is 
pointwise complete. 
The following result can be found in [7] and [8]. 
Theorem 1. 
If system (7) is pointwise complete and has a finite spectrum, 
there exists a finite dimensional system 
x(t) = Dx(t) 	 (8) 
of order n which is equivalent to (7) in the sense that any solution 
x(•) 	of (7) satisfies (8) for t > n - 1. 
To apply theorem 1 it is necessary to show that systems (4), (5) 
and (6) are pointwise complete. 
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Theorem 2 [9] 
A second order system of form (7) is always pointwise complete. 
For third order systems it is known [10, theorem 4] that rank 
B = 2 is necessary for pointwise degeneracy. System (5) is therefore 
pointwise complete. 
Theorem 3 [10] 
Any pointwise degenerate third order system of form (7) can 
be written as 















r = 0 	 (10) 
gTeAAr = 0 	 (11) 
Theorem 3 requires that Br = (AZ - ZA)r = Arq
T
eAr - rqTeAAr = 0 
if system (6) is pointwise degenerate. Since b 12 0 0 and b23 # 0, 
T 	A 
r must be of the form r = (r, 0, 0). By (9) q = 	cl, c2 ) 
where c1 and c2 are arbitrary real numbers. But then q
TeAr =eail  00 
which contradicts (10). Consequently system (6) is pointwise complete. 
In deriving the control algorithm for the sampled-data controller 
the past behavior of the time-delay system must be taken into account . 
This naturally leads to a time-dependent controller. Furthermore it 
should be observed that the dynamics of system (1) is not described by 
t 




x(t) = Dx(t) + u(t) for t > n-1, not even in the case of zero input 
prior to t = n-1. This is in spite of the fact that by theorem 1 
the homogeneous system is governed by (8) whenever t > n - 1. 
Consider first the second order system (1) with system matrices 
given by (4). The fundamental matrix K(t) for system (1) satisfies [2] 
= AK(t) + BK(t - 1) , 	t > 0 
K(0) = I 
K(t) = 0 , 	tc[-1, 0) 
	
(12) 
Then 	 0 
On the other hand, since the homogeneous system is po: :wise complete 




D(t - 1) [K(1)x(0)+ .1. K(- s) Bx(s) ds] 
-1 
for t > 1. By comparison of (13) and (14), 
K(t) = eD(t- I) eA for t > 1. 
A sampled-data feedback algorithm of the form 
t
0
a (0) 	 0 < t< 1 
u(t) = 	Mi x(1) +M
2 x(0) 1 < t < 2 
 t > 2 
will be developed such that x(t) = 0 for all t > 3 irrespective of 






x(t) = eD(t-1) [x
(
1) -
./. K(1-s)ds u(0)] +/K(t-s) u(s) ds 
0 1 	 0 
= eD(t-1) [x(1) -fe
A(1-s)
ds Lx (0) 
0 	 2 
+e DsdseA Lx(0) +fe-DsdseAu(1)] 
fa 
0 	 1 
by (15). 
Hence x(3) = 0 if 
u(1) = Mi x(1) + M2 x(0) 	 (18) 
where 
-1 
Ml A (f2- Ds ds - e-A 	e ds) 
1 1 
	
0 .1 -Ds 	-As]ds eA L M2 Mi 	[e - e 
0 
The existence of the inverse matrix in (19) follows from the following 
lemma. 
Lemma 1. 
A f The nxn matrix H = 	eFt  dt is nonsingular for every matrix 
a 
F and all real numbers 	a < b. 
Proof. 
There exists a nonsingular matrix P such that PFP
1 
is in 
the Jordan form. Then 






-1 jr PPP lt 
dt P 
a 	 a 
and 
b 
-1 ) 	n 
det (lePFT t dt 









b - a 	if A
i 
0 
and A i = 1, 2, ..., n; are the eigenvalues of F. Hence, 
is nonsingular. 
Equation (17) shows that control (18) makes x(t) E 0 on (3,c0). 
The freedom in choosing matrix L can be used to further shape the 
transient response of the closed loop system. 
Consider next a third order system (1) with A and B matrices 
given by (6). Similarly to the second order case, comparison of 
representations for the homogeneous solution yields 
K(t) = eD(t-2) K(2) 	t > 2 
	
(21) 
With control signals 






x(0) 	 1 < t < 2 
Rix(2) + R2x(1) + R3x(0) 	2 < t < 3 
0 
	
3 < t 
	
(22) 
the solution to (1) for t > 5 becomes 
x(t) = e
D(t-2)
[x(2) - j* K(2-s) u(s) ds] + fK(t-s) u(s) ds 
= eD(t-2)fx(2) - 	[K(2-s) - e DsK(2)] ds u(0) 
+ jf[e-D(s4.1) K(2) - ems ] ds u(1) +
-Dsds K(2) u(2) 
1 	0 3 
0 0 
2 	 3 
0 	 2 
Hence the control (22) with 
-85- 	 104 




R a' R... f 
	
2 	1  [e
-D(s+1) K(2) - eAs ] ds P1  
0 	 1 
R3 .4 R
1




K(2)] ds N 
0 	 0 
makes x(t) E on [5,02]. The existence of RI follows from lemmas 1 
and 2. 
Lemma 2. 
K(2) is nonsingular for system (6). 
Proof. 	 2 
From (12) K(2) = e2A + A(2-t)BeA(t-1)dt. In the canonical 
form (6) the matrix e
2A 
is upper triangular and nonsingular while the 
integrand is upper triangular with zero diagonal entries. Hence, 
det(K(2)) = det (e2A) # 0. 




in (22) can be chosen to 
shape the transient response of the closed-loop sampled-data system. 
IV. Computational Example  
This section illustrates the effect of applying the control 
algorithm (16) to the unstable second order time-delay system: 
1(ti x2 (t) [ 2 [3. -2  -1 xl(ti x2 (t) 1 1 -1] -1 r(t -1 1 + u ( t ) x2 (t -1) (23) 
which can be transformed into form (4) by a similarity transformation. 
The system is pointwise complete by theorem 2 and for t > 1 the 
dynamics of the homogeneous system (23) is equivalent (in the sense of 
3 y1 
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 (t) = (3+e 1) x
1 





(t) = (2+e 1) xi (t) - (1+ e 1) x2 (t) 
With 
(: 2.089 -1.589 
L = 
0.555 -1.055 
the other feedback matrices determined by (19) and (20) become 
Mi = 
	
( -3.730 	2.148 






Figures la and lb show the closed-loop system trajectory for the 
initial conditions 
x1 '  (t) = 10, x 2  (T) = 15, Tc[-1,0]. For 
t > 3 x(t) = 0. 
V. Conclusion  
A class of time-delay systems which are controllable to the zero 
state is shown to have finite spectra. Sampled-data feedback controllers 
are developed for second and third order systems. The new controllers 
transfer the state of the time-delay system to the zero state in a 
short time. Due to spectral finiteness the control algorithm requires 
only a small amount of data storage while most controllers for continuous 
time delay systems have (theoretically) infinite storage requirements. 
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Figure Captions 
Figure 1-a. Closed-loop trajectory for xl (t). 
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Abstract  
Analysis and control of time-delay systems governed by differential-
difference equations are considered using finite dimensional approximations 
obtained from truncated Taylor series expansion of the delay terms. 
Through the use of simple examples a tutorial presentation is given of some 
of the problems in control and analysis caused by the finite dimensional 
models. 
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ANALYSIS AND CONTROL OF TIME-DELAY 
SYSTEMS USING FINITE DIMENSIONAL APPROXIMATIONS 
Arild Thowsen 
Department of Electrical Engineering 
Iowa State University 
Ames, Iowa 50011 
1. Introduction  
Infinite dimensional system problems are inherently more difficult to 
solve than similar problems for finite dimensional systems. Frequently, 
finite dimensional approximations are therefore used for analysis of infin-
ite dimensional systems, and such approximations are also used to determine 
control inputs in the hope that the same inputs will also satisfactorily 
control the infinite dimensional system. Some of the pitfalls implicit in 
this approach when applied to analysis and control of time-delay systems 
are explained in this paper and illustrated by scalar examples. For sim-
plicity only linear, constant-coefficient systems with a single delay are 
considered. In Section 2 the qualitative analysis of time-delay systems 
is considered and Section 3 deals with their control. 
2. Qualitative Analysis  
By making finite dimensional approximations of time-delay systems one 
may introduce qualitative properties distinctly different from those of the 
original delay system. This is shown to be the case in the following 
example [1, p. 254] when the approximation is obtained by truncating a 
Taylor series. 
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Example 1.  
Consider the scalar system 
X(t) = -2x(t) + x(t-r) 	 (1) 
with r > O. We will show that all solutions to this equation decrease 
exponentially to zero as t + =. To prove this, define the characteristic 
function 
A(A) = A + 2 - e
-Ar 	
(2) 
and note that A(-2) < 0 and A(0) > O. Viewed as a continuous function of 
a real variable, A(A) must then have a zero between -2 and 0; i.e., 
A(-A) = 0 for 4(0,2). Then 
z(t) 	x(t) e3lt 
satisfies 
• 
z(t) = Az(t) + [-2x(t) + x(t-r)le
At 
= (A-2) [z(t) + z(t-r)] 
Define 	
t 
v(t) 	z2 (t) + (2-A) ir z2(,) d, 
and note that ;.7. (t) = -(2-A) [z(t) - z(t-r)]
2  s O. Since v(t) is nondecreas- t-r 
ing and lz(01
2 
v(t), z(t) is bounded and 
, 
x(t) = z(t) e
-At 
 + 0 as t + 
for every initial function. 
On the other hand, consider the differential equation obtained by 
approximating x(t-r) in (1) with the truncated Taylor series 
1 
r2 
 . 	 1 	2kx(2k) ( 
t) k a 1. x(t) - rit(t) + 	 k(t) - 
(2k)! r 
It is then easily seen that the resulting finite dimensional approximation 
of (1) has at least one eigenvalue with a positive real part 
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so the general solution will increase exponentially with time. This con-
trasting asymptotic behavior exists for all even ordered truncations (i.e. 
irrespective of how large k is chosen). 
3. Control  
Standard methods for synthesizing feedback controls yield stable 
closed-loop systems. When these methods are applied to finite dimensional 
approximations of time-delay systems, the resulting closed-loop delay sys-
tem may, however, be unstable. This is illustrated by example 2 where 
optimal control design is used to determine an asymptotically stable con-
trol for the approximate model. 
Example 2.  
Consider the system 
X(t) = 6x(t) - 7x(t-1) + u(t) 	 (3) 
with the delay normalized to unity. Approximate the delay term by a 
truncated Taylor series so 
x(t-1) a X(t) - x(t). 
For the resulting finite dimensional approximation 
x(t) = 	x(t) - 6 u(t) 








u(t) = (1 + 	x(t) 
which substituted into (3) gives a closed-loop infinite dimensional system 
described by 
X(t) = (7 + VC-) x(t) - 7x(t-1) 	 (5) 
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The characteristic equation for (5) can be written as 
(X - 7 - 	eA + 7 = 0 	 (6) 
To study the roots of this transcendental equation we employ the following 
result due to N. D. Hayes [2]. 
Theorem 1.  
All roots of the equation (A + cc) e
A 
+ 0 = 0, where T and 0 are real, 
have negative real parts if and only if 
(i) cc > -1 
(ii) cc + 	>- 0 
(iii) a < 	sin E - m cos E where E is the root of = -cc tan 
	
0 < 	E < 7r, if m 	0 and 	= w/2 if cc = 0. 
As it is easily verified that (6) has no purely imaginary root and 
does not satisfy the conditions of the theorem, there is at least one root 
of (6) with a positive real part. Hence system (5) is unstable. 
In view of the previous example, it would be quite useful to know 
when a stabilizing feedback control u(t) = cx(t) for the finite dimensional 
approximation 
a + b 	 1  
x(t) - 1 + b x(t) 	1 + b u(t) (7) 
obtained from 
i(t) = ax(t) + bx(t-1) + u(t) 	 (8) 
with x(t-1) 	x(t) - i(t) would also stabilize the time-delay system (8). 
The result is given below: 
Theorem 2.  
The closed-loop delay system (8) with feedback control u = cx is 
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asymptotically stable whenever u makes (7) asymptotically stable and b > -1. 
Proof.  
With b > -1 asymptotic stability of (7) implies that the first two 
conditions of theorem 1 are satisfied. The third condition can be rewritten 
A 
as b > - 
cos 	
A 	with d c + a. Since cos & = d sin &, the inequality be- 
& 
	
becomes b > sin 	 . The function “O- 
sin 
 satisfies f l (E) > 0 on 
& 	 g 
(oor) and lim f(&) = 1. Hence condition (iii) of theorem 1 is trivially 
&+0 
satisfied. 
Retaining more terms in the truncated Taylor series expansion of the 
delayed term will often make the behaviors of the finite dimensional and 
the infinite dimensional feedback systems more similar. It still is sur-
prising that with a second order approximation, as shown below, asymptotic 
stability of the finite dimensional approximation guarantees asymptotic 
stability of the closed-loop delay system. With truncated expansion 
	
• 	1 
x(t - 1) 	x(t) - x(t) + 	X(t) 	 (9) 
and feedback control u(t) = cx(t) the finite dimensional approximation be-
comes the second order system 
1 	• 	 a + c  
R(t) - 2(1 + 
1-3 
- ) x(t) + 2(1 + 	) x(t) = 0 	(10) 
1 
This system is asymptotically stable if and only if 1 +
171 
< 0 and 
a + c  
1 + 	> 0. These conditions imply that conditions (i) and (ii) for 
asymptotic stability of 
x(t) = (a + c) x(t) + bx(t - 1) 	 (11) 
are satisfied. Since b > -1, theorem 2 insures that (11) is asymptotically 
stable. 
It is interesting to note that Driver, Sasser, and Slater [3] have 
shown that under certain conditions the asymptotic behavior of solutions of 
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(t) = ax(t) + bx(t) - btx(t) 
is qualitatively the same. 
It is a simple matter to extend our result to the. set of controls 
which are linear combinations of x(t) and x(t). With u = -cx + dx the proof 
is identical to that above with a = a(1 - d) -1 , 1̂) = b(1 - d) -1 , and 
c = (1 - d)
-1 
replacing a, b, and c. We then have: 
Theorem 3.  
The closed-loop time-delay system (8) with control u(t) = cx(t) + dic(t) 
is asymptotically stable whenever u makes the approximate model obtained by 
(9) asymptotically stable. 
4. Conclusions  
The examples above show that care must be exercised when using finite 
dimensional approximations for analysis and control of time-delay systems. 
However, under certain conditions any control which makes the approximate 
model asymptotically stable will also insure asymptotic stability of the 
closed-loop time-delay system. The ma.Ln obstacle to establishing such 
conditions beyond the scalar case is the problem of determining the roots 
of transcendental equations. 
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MEMORYLESS STABILIZATION OF LINEAR 
DELAY-DIFFERENTIAL SYSTEMS 
1. Introduction  
Stabilization of the delay-differential system 
x(t) = Ax(t) + Bx(t-T) + 	 (1) 
with x(t)cR
n
, u(t)ERR , T > 0, has been considered by several research-




= x(t+0), 6E[-T,0] or other sets of past values of xeR
n 
to 
stabilize the system. In this note memoryless stabilization [7,8], 
for which the stabilizing linear feedback controller u(t) = Lx(t) at 
time t requires only x(t) as input, is considered. It will be shown by 
an example that a previous theorem [7] is incorrect and a corrected 
version of this theorem will be given. Furthermore, the theorem is 
extended to cover memoryless feedback stabilization of linear systems 
with variable delay. 
2. An Example  
Consider the scalar system 
x(t) = ax(t) + bx(t - T) + u(t) 	 (2) 
with a < 0, 	T > 0, b = acoth(aT), T > O. Clearly the system 
described by (2) is both controllable and pointwise complete. Accord-
ing to [7] the feedback system obtained from (2) with u(t) = - W
1
x(t) 
is asymptotically stable when Q = 1 + e
2aT
, W = (1-e
-2aT)/2a 
(In this case Q2 - 4W2b2 0, cfr. proof in [7]). However, the feed-
back system is 
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x(t) = - a coth(aT) x(t) + bx(t-i) 	 (3) 
with characteristic equation 
S a coth(aT) - a coth (aT)e 
ST = 0 
which has a root at s= O. Consequently, system (3) is not asymptotically 
stable. The class of counterexamples also includes the system where 
a= 0 in which case the coefficient b=a coth(aT) in (2) is replaced by 
its limiting value as a4-0, namely, b = 1 . 
3. Revised Theorem. 
Retaining some of the features of the theorem in [7], we first 
prove the following result. 
Theorem 1. 













BW > 0 
T 
where W = f exp(-As)CC
T
exp(-A
Ts)ds, T > 0 is satisfied for some Q > 0, 
then (1) is stabilized by the conc-rol law u(t) = -11
TW 1x(t). 
Proof  
Consider the system 

















 (t)Wz(t) + j z T (s)Qz(s)ds 
t-T 
(Note that V(z t) > 0 whenever zt # 0 by the assumptions on (A,C) 
and Q). Then, along a trajectory of (4), 
T 	T 	- AT 	-T T 	A T 
+ e 	CCe -Q - WE 
V(zt) = 	- 
[z(t) [CC [z(t) 
z(t-T) - BW Q z(t - 
since AW + WA
T 






[11]. There exists a constant 









- Q - WB
T
Q-1 BW > 0 [9]. From comparison of 
the characteristic equations it follows that the system 
X(t) = (A - CCTW 1) x(t) + Bx(t-T) 	 (5) 
is asymptotically stable. This completes the proof. 
The stabilization procedure works for any positive T and is also 
independent of the delay T. This independence will be used to extend 
the theorem to systems with time-dependent delays. 
4. Extension. 
Consider the problem of memoryless feedback stabilization of 
the variable delay system 
x(t ) = Ax(t) + Bx(t-h(t)) + Cu(t), t > 0 	 (6) 
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where 0 < h(t) is a continuously differentiable function of time 
satisfying IOW < 1 for all t > 0. By defining 
V(z
t
) = zT(t) 	+ f 	zT(s) Qz(s) ds 
t-h(t) 
we obtain along a trajectory of the transpose system - 
z(t) = (A - CCTW-1 ) Tz(t) + BTz(t-h(t)) 




 e 	-Q -WB
T 
z(t) 
z(t-h(t))] [- BW 	 (1-10(t))Q1 [z(  
Hence, we have: 
Theorem 2. 




















s)ds, T > 0 
0 
is satisfied for some Q > 0, then (6) is stabilized by the control law 





Sufficient conditions for memoryless stabilization of linear 
time-invariant delay systems were obtained. The stabilizing feedback 
gain is determined algebraically from the system matrices instead of 
from a matrix differential equation as in [8]. The extension of the 
result to systems with time-dependent delays complements the work of 





1. A. Manitius and R. Triggiani, "Sufficient Conditions for Function 
Space Controllability and Feedback Stabilizability of Linear 
Retarded Systems," Proc. 1976 IEEE Conf. on Decision and Control, 
Clearwater, Fla., 1976, pp. 1209-1216. 
2. L. Pandolfi, "On Feedback Stabilization of Functional Differential 
Equations," Instituto Mathematico, Universita degli Studi di 
Firenze, no. 8, 1974/75. 
3. G. Nazaroff, "Stability and Stabilization of Linear Differential 
Delay Systems," IEEE Trans. Aut. Contr., Vol. AC-18, no. 3, 
1973, pp. 317-318. 
4. Yu. S. Osipov, "Stabilization of Controlled Systems with Delays," 
Differential'nye Uravneniya, Vol. 1, no. 5, 1965, pp. 605-618. 
5. D. W. Ross and I. Flugge-Lotz, "An Optimal Control Problem for 
Systems with Differential-Difference Equation Dynamics," SIAM 
J. Contr., Vol. 7, no. 4, 1969, pp. 609-623. 
6. A. W. Olbrot, "Stabilizability, Detectability, and Spectrum 
Assignment for Linear Autonomous Systems with General Time Delays," 
IEEE Trans. Aut. Contr., Vol. AC-23, No. 5, 1978, pp. 887-890. 
7. G. J. Nazaroff and G. A. Hewer, "E'...bilization of Linear, Autonomous 
Differential Delay Systems," IEEE Trans. Aut. Contr., Vol. AC-18, 
no. 6, 1973, pp. 673-674. Also, "Correction," IEEE Trans. Aut. 
Contr., Vol. AC-19, no. 3, 1974, p. 289. 
8. W. H. Kwon and A. E. Pearson, "A Note on Feedback Stabilization of 
a Differential-Difference System," IEEE Trans. Aut. Contr., Vol. 
AC-22, no. 3, 1977, pp. 468-470. 
9. E. Kreindler and A. Jameson, "Conditions for Nonnegativeness of 
Partitioned Matrices," IEEE Trans. Aut. Contr., Vol. AC-17, no. 1, 
1972, pp. 147-148. 
10. M. Ikeda and T. Ashida, "Stabilization of Linear Systems with 
Time-Varying Delay," IEEE Trans. Aut. Contr., Vol. AC-24, no. 
2, 1979, pp. 369-370. 
11. D. L. Kleinman, "An Easy Way to Stabilize a Linear Constant 
System," IEEE Trans. Aut. Contr., Vol. AC-15, no. 6, 1970, p. 692. 
-105- 
Part II  
1. Summary 
The research carried out by Professor Kamen under NSF Grant No. 
ENG78-12231, which provided a total of two-man months of support for 
Professor Kamen, dealt with a new approach to stability and stabilization 
of linear systems with time delays. In particular, the work centered on 
the development of constructive techniques for determining stability and 
stabilizability independent of delay with a given order. A complete de-
scription of the results is contained in the attached paper "Linear systems 
with commensurate time delays: Stability and stabilization independent of 
delay." This paper has been submitted to the IEEE Transactions on Automatic 
Control for publication. 
LINEAR SYSTEMS WITH COMMENSURATE TIME DELAYS: 
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ABSTRACT 
Notions of exponential stability independent of delay and stabiliza-
bility independent of delay are developed for the class of delay differential 
systems of the retarded type with commensurate time delays. Various criteria 
for exponential stability independent of delay with a given order are speci-
fied in terms of matrices whose entries are functions of a single real para-
meter and polynomials in one variable whose coefficients are functions of a 
single real parameter. Sufficient conditions and a necessary condition based 
on local stabilizability are given for stabilizability independent of delay 
using state feedback with commensurate time delays. Constructive methods for 
determining a stabilizing feedback are also presented. The last part of the 
paper deals with a standard type of observer and regulator with the require-
ment dim: the closed-loop system be stable independent of delay. 
I. INTRODUCTION 
Given a delay differential system (or equation) of the retarded type 
with delays equal to integer multiples of a fixed delay h>0, it is well 
known [1],[2] that the system is asymptotically stable if and only if the 
characteristic function P(s,e
-hs ) satisfies the condition 
P(s,e
-hs
) 	0, Res 
The characteristic function P(s,e
-hs 
 i ) is a polynomial in s and e
-hs
, some- 
times called an exponential polynomial or a quasipolynomial. 
Although there are several methods for determining whether or not (1.1) 
holds (see [1, Chapter 13] and [3, Chapter 3]), the computational aspects of 
these methods are very complex in general. One way to avoid this difficulty 
is to consider a stronger notion of stability which can be tested for using 
standard techniques. One such notion is asymptotic stability independent of 
delay, which is characterized by the condition 
P(s,e -as ) 	0, Re s 0, all real numbers a 
	
(1.2) 
In [4] it is shown that (1.2) is equivalent to 
P(s,eiw) # 0, Re s 0, w E [0,2r] , where i=,,Fr. 	 (1.3) 
For any fixed value of wE[0,211], P(s,eiw ) is a polynomial in s with (in 
general) complex coefficients. Hence one can test for asymptotic stability 
independent of delay by applying on a point-by-point basis existing stability 
tests for ordinary polynomials. (Details are given in Section III.) 
Asymptotic stability independent of delay (i.o.d.) is obviously a much 
stronger property than asymptotic stability; but the set of all polynomials 
in s and e -as satisfying (1.2) is large enough to be interesting. In this 
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paper we develop the notion of exponential stability i.o.d., and then apply 
this concept to the study of feedback control by requiring that the resulting 
closed-loop system be stable i.o.d.. The approach presented here fits in very 
nicely with the algebraic theory of linear systems defined over rings or alge- 
bras, as applied to systems with time delays (e.g., see [5]-[20]). Part of 
this previous work deals with the problem of pole assignment. For systems 
with time delays, pole assignability using state feedback or dynamic output 
feedback implies that we can construct a closed-loop system with characteris-
tic function Pci (s,e
-hs
) = P(s) = a polynomial in s with real coefficients, 
and with the zeros of P(s) arbitrarily assigned (up to complex conjugate 
pairs). A key point here is that since we can get a closed-loop character-
istic function that is independent of e -hs , pole assignability implies that 
we can construct a closed-loop system that is stable independent of delay. 
In general, stabilizability independent of delay is a much weaker property 
than pole assignability. This observation provided part of the original 
motivation for considering the notion of stability independent of delay. 
After the preliminaries given in the next section, in Section III we 
define the notion of y-stability independent of delay, and then present 
various criteria for this property. In Sections IV-VI, we study the notion 
of y-stabilizability independent of delay using polynomial feedback. Suffi-
cient conditions for this property are given in Section IV, while a necessary 
condition based on the notion of local y-stabilizability is given in Section V. 
Constructive techniques for determining a stabilizing feedback are considered 
in Section VI. Finally, a brief sketch of a standard type of observer and 
regulator is presented in Section VII. 
II. EXPONENTIAL STABILITY 
In this section we give a precise definition of exponential stability 
with a given order for linear systems with commensurate time delays. To 
do this, we need to consider a space of function segments with an appropriate 
norm. Any reader who would like to bypass the following technicalities 
may go directly to Section III. 
Let R denote the field of real numbers, and for any positive integer n, 
let R
n 
denote the space of n-element column vectors over R. Given a E R 
with a>0, let e([-a,0];Rn) denote the space of continuous functions defined 
on [-a,0] with values in Rn . Given cpEe([-a,0];12. ), we define the norm 
11cP I by 
= 8 Est[p-a,0] t kP(e) 
	
(2.1) 
where 1 p(0) 11 denotes the Euclidean norm of p(e)ER n. With the norm (2.1), 
e([ -a,0101n ) is a Banach space. 
We shall study the class of linear systems with commensurate time delays 





- 	Fkx(t. -kh) + E Gku(t - kh), t >0, k=0 	 k=0 
(2.2) 
y(t) = 	Hkx (t - kh), 
k=0 
where h >0 is a fixed delay and the F k (resp., the G k ,Hk) are n x n (resp., 
n x m, p x n) matrices over R. In (2.2), x(t) E E n is the "instantaneous 
state" at time t, u(t)ER n is the input or control at time t, and y(t) E RP 
is the output at time t. The complete state at time t of the system (2.2) is 
the function segment xt defined by xt (e) = x(t +0), e E[-qh,0]. The initial 
function x0 




Now consider the free or unforced behavior of the system given by 
dx(
dtt)  - k=0 Fk
x(t -kh), t >0, 	 (2.3) 
with initial function x
0 
 =yEF([-qh,0];Rn). It should be noted that we 
could consider initial functions p which are not continuous, but we will 
not do so here (see [21]). It is known [2] that for any initial function 
yEe([-qh,0];Rn), (2.3) has a unique solution x(t) with x t Eff([-qh,0];Rn ) 
for t >O. 
Definition 1: Let p be a fixed nonzero positive number. The system (2.2) 
is said to be exponentially stable with order p if there exists a constant K 
such that for any yEe([-qh,0];10), 
[- sup qh ,0] 	
x(t +8) II =xt t >0, 







 , and let P(s,e
-hs
) denote the character- 
k=0 
istic function associated with (2.3); that is, 
P(s,e
-hs
) = det(sI - F(e -hs )), 
where det denotes the determinant and I is the nxn identity matrix. 
We then have the following condition for stability, the proof of which 
follows directly from the results in Hale's book [2]. 
Theorem 1: Given a fixed real number y 0 , suppose that 
P(s,e-hs ) 	0, Re s -y. 
Then the system (2.2) is exponentially stable with order p for some p>y. 
III. STABILITY INDEPENDENT OF DELAY 
Given the system (2.2), define 
r 
F(z) = G(z) = 	Gkzk , H(z) = 	H zk 
k=0 i` 	 k=0 	 k=0 k 
where z will usually be viewed as a complex variable. In the remainder of 
the paper, we will often denote the system (2.2) by the triple (F(z),G(z),H(z)). 
Let P(s,z) = det(sI - F(z), so that the characteristic function of the 
system (F(z),G(z),H(z)) is equal to P(s,z) with z = e-hs. For any real 
number a, let P(s,e-as ) denote P(s,z) with z = e-as. 
Definition 2: Given a fixed nonnegative real number y, the system 
(F(z),G(z),H(z)) is y-stable independent of delay (i.o.d.) if and only if 
p(s,e -as ) 
0 , Re s = -y, all real numbers a a'O. 	 (3.1) 
By Theorem 1, y-stability i.o.d. implies that the system is exponentially 
stable independent of delay with order > y. More precisely, if for any 
we set h = a in (2.2), the system (2.2) is exponentially stable with order 
pa >y, where pa may depend on a. 
Now for any fixed complex number z, let X.(F(z)), j = 1 ,2 , . . ,n, denote 
the eigenvalues of F(z), and for any wE[0,21-r], let P(s,eh" ")) denote 
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P(s,z) with z = e
hy+iw
. We then have the following characterizations of 
y-stability i.o.d.. 
Theorem 2: For any fixed y.-_-- 0, the following conditions are equivalent. 
(1) The system (F(z),G(z),H(z)) is y-stable i.o.d.; 
(2) P(s,z) # 0, Res-11-y, lz 1 -f-.ehY; 









( (ehY+iw))< -,,, , j=1,2,•••,n, wE[0,2r]. 
Proof: For y=0, the equivalence between (l),(2), and (3) is established 
in [4, Theorem 2]. Via a simple change of variables, it follows that (1),(2), 
and (3) are equivalent for any y>0. The equivalence between (2) and (4) and 
the equivalence between (3) and (5) follow from the relationship P(s,z) = 
det(sI - F(z)). 
As seen from the following result, in testing for conditions (3) and 
(5) in Theorem 2, one only needs to take wE[007]. 
Corollary: For any fixed y...0, the following conditions are equivalent. 
(1) The system (F(z),G(z),H(z)) is y-stable i.o.d.; 
(2) P(s,e" ±iw) #0, Re s -,-_ -y, w € [0,r]; 




)) < -y, j = 1,2, . . . ,n, wE[0,17]. 
Proof: Since the coefficients of the matrix polynomial F(z) are over 
the reals, the complex conjugate F(ehY -Fiw) is equal to F(e1-1V-iw). Thus if 
X is an eigenvalue of F(e
hy+iw
), the complex conjugate ?T. is an eigenvalue of 
F(ehX- iw
). In addition, F(ehy-I-
iw
) is a periodic matrix function of w with 




)) < -y, all wE [0,2r] if and only if 
Re X. (P(e
hX+iw
)) <-y, all wE[007]. 
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For any fixed wE[0,17], P(s,e
hy+iu)
) is a polynomial in s with (in general) 
complex coefficients and F(e
hy+iw
) is a matrix with complex entries. Hence 
one can test for conditions (2) and (3) in the corollary by applying point-
by-point existing stability tests for ordinary polynomials and matrices. 
Note that in contrast, for a fixed value of a >0, P(s,e -as ) is not in gen-
eral a polynomial in s with real or complex coefficients. Thus it is some-
what surprising that y-stability i.o.d. is equivalent to the conditions in 
the corollary. 
Since condition (3) in the corollary is specified completely in terms 
of the coefficient matrix F(z) of the system, we can test for y-stability 
i.o.d. without having to compute the characteristic function P(s,e
-hs
) • 
 This capability of circumventing the computation of P(s,e-hs ) may be hi hly 
desirable, because as the size of the matrix F(z) increases, computational 
errors in the calculation of P(s,e
-hs
) = det(sI - F(e -hs)) can lead to seri-
ous problems in the accuracy of any stability test based on P(s,e -hs ) • 
In testing for condition (2) or (3) in the corollary, one can use the 




are continuous functions of w. In particular, if for some w o E [Ooi], 
Re X.(F(e" -f-iwO)) >-y for some j or P(s,eh" iwo) = 0 for some s with Re s >-y, 
by continuity there must exist an open neighborhood Vo CR of the point wo 
 such that for every wEVo , Re X.(F(e
hy+ia)) > -y or P(s,ehy+io)) = 0 for 
some s (depending on w) with Re s>-y. Therefore, assuming that wo is not 
known a priori, by testing (2) or (3) at a suitable number of evenly-spaced 
grid points 0=w
1 <w2 < ••• <0)N
=Tr one would discover that the system is not 
y-stable i.o.d.. Of course, a problem with this approach is determining the 
number N of points in the grid. The usual procedure is to keep refining the 
grid until a negative result is established or until it's "clear" that the 
-7- 
process is converging to the conclusion that condition (2) or (3) is satis-
fied. 
An obvious consequence of the continuity property mentioned above is 
that the eigenvalues of F(e
hy+iw) or the zeros of P(s,e
hy+iw) can be 
computed using iterative techniques: The eigenvalues of F(e hy+iw) or the 
zeros of P(s,e
hy+iw
) at w=wk 
can be used as an initial estimate of the 
eigenvalues or zeros atw =wk +1 >wk
. Iterative techniques for computing 
eigenvalues of matrices or the zeros of polynomials are described in [22]. 
In testing for condition (2) or (3) on a point-by-point basis, it is 
of course not necessary to compute the eigenvalues of F(e
hy+iw) or the zeros 
of P(s,ehy+i(13 ). For instance, we can test for condition (3) by applying the 
Lyapunov stability criterion for matrices over R or C (= field of complex 
numbers), and we can test for condition (2) by applying the Hermite matrix 
criterion. The latter procedure is described below. 
For any fixed y0, let P (s,z) = det((s - y)I - F(e
hy
z)). It follows 
that condition (2) in the corollary is equivalent to 
P (s,eiw) 	0, Re s 0, w E [0,17]. 
Now by definition of P (s,z), we have that 
P (s,e
iw








) are polynomials in e
iw 
with real coefficients. For each 
w E [007], let H (w) denote the nxn Hermite matrix [23, p. 80] associated 
with P (s,e
iw





(w) is given by 
-8- 
4 
h 	= E 	[(-i) v+k-1 b 7). 	






where superscript "bar" denotes the complex conjugate. In evaluating (3.2), 
we need to take b
0 
 =1 and b
k





 = h . Hence H (w) is a real symmetric matrix for every wE[0,rr]. 
Theorem 3: For any fixed y1'0, the following conditions are equivalent. 
(1) The system (F(z),G(z),H(z)) is y-stable i.o.d.; 
(2) H (w) is positive definite for all wE[0,rr]; 
(3) H (0) is positive definite and rankH (w)=n 	for all wE [0,7]; 
(4) H (0) is positive definite and detH WOO 	for all wE [0,7]. 
Proof: The equivalence between (1) and (2) follows from Theorem 2 by 
applying the Hermite stability criterion point-by-point. The equivalence 
between (2) and (3) follows from the property that the principal minors of 
H (w) are continuous functions of w. Finally, (3) ' 4* (4) is obvious. 
It follows directly from Siljak's constructions [24] that one can 
determine whether or not condition (4) in Theorem 3 holds in a finite 
number of steps. In other words, there is a finite test for y-stability 
i.o.d.. This was first pointed out in [4] for the special case y=0. 
We should mention that results on stability independent of delay are 
derived in [25] for systems with delays only in the off-diagonal interactions; 
that is, systems given by 
dx.(t) 
1 = a,.x.(t) +x (t -T.), i=1,2,...,n. 
dt 	11 1 	 j 	ijjai 
The approach taken in [25] is quite different from that considered here. 
IV. STABILIZABILITY INDEPENDENT OF DELAY 
Given the system (F(z),G(z),H(z)) defined by (2.2), let's now consider 
state feedback by setting 
TI 




are mxn matrices over R. The state equation for the resulting 




dt Fkx(t-kh) - 23 E Lx(t -kh- jh). 
k=0 	 k=0 j=0 
(4.1) 









(s,e-hs ) of the closed-loop system: 
P
cl 	 z =e 
(s e
-hs
) = det(sI - F(z) +G(z)L(z)) 	-hs . 
Definition 3: Given a fixed real number y z  O , the system (F(z),G(z),H(z)) 
is y-stabilizable independent of delay if and only if there exists a polynomial  
feedback matrix L(z) such that the closed-loop system (4.1) is v-stable i.o.d.. 
We shall first give sufficient conditions for y-stabilizability i.o.d.. 
In the following development, U(z) will denote the nxmn polynomial matrix 
defined by 
U(z) = [G(z) F(z)G(z) 	Fn-1 (z)G(z)3. 
Theorem 4: Suppose that 
rank U(z) = n for all z E C. 	 (4.2) 
Then the system (F(z),G(z),H(z)) is y-stabilizable i.o.d. for any .‘/.0. 
Theorem 4 is actually a corollary of Morse's Theorem [6]: Suppose that 
the rank condition (4.2) holds. Then by Sontag's local criterion for reacha-
bility [7, p. 19], the columns of U(z) generate the module of all n-element 
column vectors over the ring R[z] of polynomials in z with real coefficients. 
Hence by Morse's Theorem, for any self-conjugate set {e l ,e2 ,...,e4 of n 
complex numbers, there is a polynomial feedback matrix L(z) such that 
det(sI -F(z)+G(z)1.,(z)) 	n - ek). 
k=1 
Therefore, given any y 0, if we choose the ek so that Re ek <-y for all k, 
the closed-loop system is y-stable i.o.d.. 
It turns out that there is a weaker version of the rank condition (4.2) 
which still implies y-stabilizability i.o.d.. 
Theorem 5: Given a fixed y 0, suppose that 




Then the system (F(z),G(z),H(z)) is y-stabilizable i.o.d.. 
The proof of Theorem 5 is based on a nonmed algebra of rational functions 
in z defined as follows. Let R (z) denote the set of all rational functions 
b(z)
a(z)
, where a(z) and b(z) are polynomials in z with real coefficients and 
where b(z) # 0, iz *.e
hy
. With the usual operations, R (z) is an algebra; 
in fact, IR (z) is a principal ideal domain (The algebra R0  (z) appears in 
the work of Sontag [7, p. 24].) In addition, R (z) is a normed algebra 
with the norm 
AsLI = 	sup h 141W1 
b(z) 	 Ib(z)i 
From known results [26, Theorem 16.6.4, p. 303], for anyb(z) 	y
(z) and any 
e >0, there is a polynomial c(z) E R[z] such that 
II
b(z) 	c(z) II < 
The norm on R (z) can be extended to m x n matrices Q(z) over R (z) as 
follows. With q
jk
(z) equal to the jk entry of Q(z), define 
sup 
IIQ II = i z i ehyllQ(z) II, where II Q(z) II -= max Eqjk(z)I. 
It follows that for any m x n matrix Q over R (z) and any e >0, there is a 
m x n matrix Q over R[z] such that IIQ 41i < e. 
Proof of Theorem 5: Suppose that the rank condition (4.3) is satisfied. 
Since R (z) is a principal ideal domain, it follows from Morse's Theorem [6] 
that for any set 
	
e
2'' '•' e n
} of n distinct real numbers with e
k
<-y for 
all k, there is a raxn matrix Q(z) over R (z) such that 
det(sI - F(z) +G(z)Q(z)) = fl (s - ek). 
k=1 
Now for any in x n matrix 4(z) over R[z], we have that 
(4.4) 
F(z) - G(z)Q(z) = F(z) - G(z)Q(z) +G(z)(Q(z) - 4(z)). 	 (4.5) 
By (4.4),(4.5) , and a known result [27, p. 234] on the perturbation of simple 
matrices over CC, for any fixed z with lz I ellY the eigenvalues of F(z) - G(z)Q(z) 
lie in at least one of the discs 
Is - eki 	11G(z)(Q(z) - Q(z)) v(F(z) -G(z)Q(z)), k=1,2,...,n, 	(4.6) 
where v(F(z) - G(z)Q(z)) is the condition number [27, p. 232] of F(z) -G(z)Q(z). 
Since the eigenvalues of F(z) - G(z)Q(z) are equal to ee
2'
...,en for Iz i 
where the e
k 
are distinct real numbers, it is not difficult to verify that 
sup 
i z i <ehyv(F(z)-G(z)Q(z)) = c<co. 
Taking the supremum over lz e
hy 
of the right side of (4.6), we have that 
for any z with IzI eh' the eigenvalues of F(z) -G(z)Q(z) lie in at least 
one of the discs 
I s - ek IL5, H GN - 	c, k=1,2,...,n. 	 (4.7) 
Now since 11G(Q - 4) II = II G II II Q - 411, by the above result on polynomial 
approximations, we can choose the polynomial matrix Q so that G(Q - 
is as small as desired. Therefore, by (4.7) we can choose Q so that the 
real parts of the eigenvalues of F(z)-G(z)Q(z) are less than -y for Id -*e hY . 
Hence by Theorem 2, the closed-loop system with L(z) = ii(z) is y-stable i.o.d.. 
Note that by taking y = 0 in Theorem 5, we have that rank U(z) =n for 
I zIf. 1 implies that the system is 0-stabilizable i.o.d.. If we generalize 
the notion of y-stabilizability i.o.d. to allow for feedback matrices over 
lyz), it follows directly from Sontag's results [7, p. 24] that the system 
is y-stabilizable i.o.d. for 	 if rankU(z) =n for 1z11.11. However, 
in this work we are requiring that the feedback matrix be polynomial, and as 
a consequence, rankU(z)=n for 1z1 _*1 is not sufficient in general to insure 
y-stabilizability i.o.d. for any y >O. 
Example 1: Suppose that m = n = 1 and F(z) = 1, G(z) = z - a, where a is 
any real number with lal>1. Then U(z) = G(z) = z - a, and thus rank U(z) = 1 
for lzk 1. By Theorem 2, the system is y-stabilizable i.o.d. if and only if 
there is a polynomial L(z) such that Re(F(z)-G(z)L(z))<-y for IzIgehY. 
But since F(a)-G(a)L(a) = 1, the system is not y-stabilizable i.o.d. for any 
value of y for which ialf-ehY. 
It is very easy to construct an example which shows that rankU(z) =n 
for W.f. 1 is also not necessary in general for y-stabilizability i.o.d.. 
Example 2: Suppose that m= n= 1 and F(z) = z - .5, G(z) = z. Note that 
since F(1)= .5 >0, the system is not 0-stable i.o.d.. Now U(z) =z, and thus 
the rank of U(z) is not equal to one when z= 0. But the system is obviously 
y-stabilizable i.o.d. for any y< .5: Taking L(z) = 1, we have that 
F(z)-G(z)L(z) = -.5, all z EC. 
We shall conclude this section with the following characterization of 
the rank condition (4.3). 
Proposition 1: For any fixed y 0 , the rank condition (4.3) is equivalent 
to 
rank[sI-F(z) G(z)] = n, s EC, Izi 	 (4.8) 
Proof: The result follows by applying point-by-point the Hautus' 
reachability criterion [28] generalized to systems over C. 
In the next section we will show that a weaker version of the rank condi-
tion (4.8) is necessary, but not sufficient, for y-stabilizability i.o.d.. 
V. LOCAL STABILIZABILITY 
For any fixed z EC, F(z),G(z), and H(z) are matrices over the field 
of complex numbers, and thus for each z Ell the triple (F(z),G(z),H(z)) 
defines a linear finite-dimensional (delay-free) system over C. In the 
study of stabilizability independent of delay, we can first ask whether or 
not these (local) systems are stabilizable as systems over C. This leads to 
the following concept. 
Definition 4: Given a fixed y 0 , the system defined by (2.2) is 
locally y-stabilizable if and only if for every z EC with lzkehY, there 
is a mxn matrix L
z 
over C (or 3R) such that 
FRe X.( (z)-G(z)L z )<-y, j=1,2,...,n. 
By Theorem 2, we see that local y-stabilizability is necessary for 
y-stabilizability i.o.d.. One might conjecture that local y-stabilizability 
is also sufficient for y-stabilizability i.o.d.. The question as to whether 
or not local stabilizability implies "global" stabilizability also arises 
in the study of systems depending on parameters [11],[12] and in the study 
of discrete-time systems defined over a commutative normed algebra [29],[30]. 
Unfortunately, for the particular framework considered here, local stabiliza-
bility is not sufficient in general for stabilizability i.o.d.. 
Example 3: Suppose that m=n= 1, F(z) =z -a, where 0<a< .5, and 
G(z) =z
2
. Let y=0. Then setting 
l/z, Iz 51, except when z= 0 
L = z 0, when z = 0 
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we have that 
F(z)-G(z)L z = -a, lzkl. 
Since a >0, the system is locally 0-stabilizable. Now suppose that the system 
is 0-stabilizable i.o.d.; that is, there is a polynomial L(z) such that 
Re(F(z) -G(z)L(z))<O, Izl f-1. 
If (5.1) holds, there must exist real numbers a2 ,a3 ,...,aN such that 
N 




Letting f(w) denote the left-hand side of the inequality (5.2) and using the 
expression for the coefficient of cos w of a Fourier series, we have that 
1 = 
1 j 2r 	 f 21Tr f(w)coswdw — 	If(w)ldw. 
0 	 0 
(5.3) 





-a . 	 f(w)dw. 
2r 0 
But by (5.2), f (w) < 0 for w E [0,211] , and thus 
r 1 2  
a = 	If(w)ldw. 
2rJr0 
Then using (5.3), we get that a .5, a contradiction. Hence the system is 
not 0-stabilizable i.o.d.. 
In some interesting cases, local y-stabilizability is equivalent to 
y-stabilizability i.o.d.. 
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Example 4: Suppose that m=n= 1, F(z) =an arbitrary polynomial in z, 
and G(z) =az+b, a 0 0. Given a fixed y?...10, we assume that lb/alle". 
Then U(z) = G(z) has a zero at z=-b/a, and by the assumption on lb/al, 
we see that the rank condition (4.3) is not satisfied. Now since the only 
zero of U(z) is at z=-b/a, it follows that the system is locally y-stabili-
zable if and only if F(-b/a)<-y. Let's suppose that this is the case. 
Dividing G(z) into F(z), we get 
F(z)  
 G(z) 
- Q(z) 	G(z) 
(5.4) 
where c=F(-13/a) and Q(z) is a polynomial in z whose degree is less than 
that of F(z) when F(z) 	constant. Rewriting (5.4), we have that 
F(z)-G(z)Q(z) = F(-b/a) < -y. 
Hence with L(z) = Q(z), the resulting closed-loop system is y-stable i.o.d.. 
By applying point-by-point the Hautus' stabilizability criterion [31] 
generalized to finite-dimensional systems over €, we get the following rank 
condition for local y-stabilizability. 
Proposition 2: The system (F(z),G(z),H(z)) defined by (2.2) is locally 
y-stabilizable if and only if 
rank [sI - F(z) G(z)3 = n, Re s z -y, Izi eh'. 	(5.5) 
By Proposition 1, 
rank [sI -F(z) 	G(z)] = n, s EC, I z I eh.'e 	 (5.6) 
is sufficient (but not necessary) for y-stabilizability i.o.d.. Combining 
this fact with the above results, we see that any necessary and sufficient 
condition for y-stabilizability i.o.d. must "sit between" the rank condi-
tions (5.5) and (5.6). However, as the following example shows, there is 
no necessary and sufficient condition specified completely in terms of the 
rank of [sI-F(z) G(z)]. 
Example 5: Again let m=n= 1 and consider the systems (z - a,z
2
,1) and 
(z-a,z,1), where 0<a<.5. It was shown in Example 3 that (z-a,z 2 ,1) is 
not 0-stabilizable i.o.d.. On the other hand, taking L(z) = 1, we see that 
(z-a,z,l) is 0-stabilizable i.o.d.. But 
, 
rank [s - z+a z 2] = rank [s - z +a z] for all s,z EC, 
and thus in terms of the rank of [sI - F(z) G(z)], there is no difference 
between these two systems. 
It is interesting to compare the above results with those of Pandolfi [32]. 
It follows as a special case of [32] that if G(z) is delay free (i.e., G(z) is 
over 1R) and if distributed delays are allowed in the feedback, then 
rank [sI - F(e -hs ) 	G] = n, Re s z 0 
is necessary and sufficient for stabilizability (for a fixed delay h). 
Given this result, one might expect that when y=0 the rank condition (5.5) 
is necessary and sufficient for 0-stabilizability. But by Example 3 we know 
that this is not the case in general. Part of the reason for this negative 
result is that we are not allowing distributed delays in the feedback. Dis-
tributed delays can often be implemented using pure delays and integrators, 
and thus the use of distributed delays actually corresponds to dynamic feed-
back. 
Although the rank condition (5.5) is not sufficient for y-stabilizability 
i.o.d., it is necessary, and hence one could first check to see if (5.5) is 
-18- 
satisfied. Unfortunately, (5.5) is not easy to test for as a consequence of 
the need to consider all values of z for which I zI hy . In particular, it 
is not sufficient in general to consider the rank of [sI-F(z) G(z)] for 
Iz1= eh' . Another problem from a practical standpoint is that testing for 
(5.5) would not tell us how to compute a stabilizing feedback, assuming one 
exists. In the next section we deal with the problem of determining a sta-
bilizing feedback. 
VI. CONSTRUCTION OF A STABILIZING FEEDBACK 
If rank U(z) = n for all z EC, in which case the system is y-stabilizable 
i.o.d. for any yr.-.0, we can compute a stabilizing feedback using the construc-
tive procedure sketched by Morse [6]. By Sontag's results [7, p. 24], if 
rankU(z) = n for Izi *1 Morse's procedure can still be applied to yield a 
stabilizing feedback over R 0 (z). But as noted in Section IV, rankU(z) = n 
for I'LL'S, 1 is not necessary in general for y-stabilizability i.o.d.. In the 
first part of this section, we give a stepwise procedure for computing a sta-
bilizing feedback based on a necessary condition for y-stabilizability i.o.d.. 
A second approach to the construction of a feedback is considered in the last 
part of this section. 
Let 	0 be fixed. Given the system (F(z),G(z),H(z)), select a grid 
0...w1 <w2 < • • • <wig L5 ._n of the interval [0,Tr]. The points in the grid could 
be evenly spaced, although this is not necessary. We could start by choosing 
a two-point grid with 0)1 =0 and w2 =rr. 
If the system is y-stabilizable i.o.d., for each point w k in the grid, 
there must exist matrices L
k 
and L
k over the reals such that 




)) < -y, j=1,2,...,n. 
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Note that the stabilizing matrix Lk +iLk may be complex (i.e. Lk L 0) since 
the entries of F(e
hy+1.(1'-k) and G(ehy+iwk) are complex numbers in general. 
A stabilizing feedback L k +1Lk 
can be computed using existing methods for 
stabilizing finite-dimensional (delay-free) systems over R generalized to 
systems over C. If the real parts of the eigenvalues of F(e
hy+iw
k) are 
already less than -y, we can of course take Lk = Lk = O. 
Once the Lk 
and L
k 
have been calculated for k=1,2,...,N, we can then 
interpolate to a polynomial matrix L(z) with real coefficients such that 







There is always a polynomial matrix with real coefficients satisfying (6.1) 
with degree less than or equal to 2N. For example, if we start with a two-








are real numbers, the sta-
bilizing feedback matrices will be real, and a minimum-degree polynomial matrix 










For any polynomial matrix L(z) satisfying (6.1), by the continuity 
property mentioned in Section III, there exist open neighborhoods Vk cR of 
the wk 
such that 








[0,n] c U V , 
k=1 k 
(6.2) 
by the corollary to Theorem 2, the closed-loop system with feedback matrix 
equal to L(z) is y-stable i.o.d.., and we are done. We can determine whether 
or not (6.2) is satisfied by applying the stability tests described in 
Section III. 
If (6.2) is not satisfied, we can then consider a finer grid for [0,n] 
containing the points in the first grid. For each point in this second grid 
not contained in the first grid, we construct a stabilizing feedback L k + iLk . 
With these feedback matrices and the ones computed with respect to the first 
grid, we interpolate to a polynomial matrix L(z) which satisfies (6.1) at all 
points of the new grid. If the closed-loop system with feedback matrix L(z) 
is y-stable i.o.d., we are done. If not, we can repeat the process until a 
solution is obtained or until the degree of the interpolating polynomial 
matrix becomes too large, in which case the procedure yields no solution. 
It may not be true that the above procedure always converges to a 
stabilizing feedback whenever one exists, but we have found that the technique 
works well on simple examples. We plan to consider a computer implementation 
of the procedure which can be applied to examples for which the size of the 
system matrix F(z) is not small. 
For some classes of delay differential systems, it is possible to 
approach the construction of a stabilizing feedback by using results on 
the location of the eigenvalues of a matrix sum A+B defined over R or £, 
with the eigenvalues of A or B known a priori. One such result for the class 
of systems with a delay-free input matrix is given below. In the following 
result, the norm IN II of a nxn matrix Q over € is any matrix norm 
induced by an absolute vector norm on an [27, pp. 213-215]. 
Theorem 6: Suppose that 
F(z) = FO + Flz + 	+ F z 
q 
and G(z) = G, 
where the F
k 
are n x n matrices over 11 and G is a nxm matrix over R. Let 
L 1 ,L 2 ,...,L c be mxn matrices over 11 such that for k= 1,2, ...,q, 11Fk 
is equal to or near the minimum possible value (with L k ranging over all mxn 
matrices over 11). Suppose that there is a mxn matrix L 0 over 11. such that 
the eigenvalues d i ,d2 ,...,dn of Fo -GLo are distinct and have negative real 
parts, and such that 
min i d I 
k 	I 	> 	II Fk - GZkII 
	










 [27, p. 232]. Then the 








	,L satisfy the hypothesis of the theorem. Since 
q 
the eigenvalues of F 0 -GL0 are distinct, F0 -GL0 is a simple matrix, and thus 
by a result in [27, p. 234], for any fixed z with izi 1-1 the eigenvalues of 
F(z) - GL(z) lie in at least one of the discs 
Is - d 	 (F. 	 -GL ) k 0 	0 j :=1 
Now 
q 
II (F. 	 E 	, 
j=1. 3 3 	j=1 J 	J 
and using (6.3), we have that for any z with Id 1, the eigenvalues of 
F(z) - GL(z) lie in at least one of the discs 
I s - dk  I < 	, k=1,2,...,n. 
Therefore, by Theorem 2 the closed-loop system is 0-stable i.o.d.. 
n 
If the pair (F 0 ,G) is reachable; that is, the rank of [G F OG 	Fo
-1 
 G] 
is equal to n, then by selecting L 0 we can place the eigenvalues of F o -GLo 
 as far over in the left-half plane as we desire. Hence one might conclude 
that (6.3) can always be satisfied when (F0 ,G) is reachable. However this is 
not the case, because as we move the eigenvalues of F o -GLo farther over in 
the left-half plane, in general the condition number v(Fo -GLo) increases so 
that the left side of the inequality (6.3) can not be made arbitrarily large. 
Nevertheless, the existence of matrices L 0 ,L 1 ,...,L
cl 
 for which (6.3) is satis- 
fied is not an unreasonable constraint, and thus the result in Theorem 6 is 
of interest. 
VII. AN OBSERVER AND REGULATOR 
If the state x(t) of the system (F(z),G(z),H(z)) is not directly acces-
sible, so that state feedback is not possible, a common procedure is to con-
struct an observer and then feed back the observer output. We shall sketch 
this process using a standard type of observer with the requirement that the 
observer error dynamics and the resulting closed-loop system be y-stable 
independent of delay. For a survey of various existing notions of observa-
bility and observers for systems with time delays, the reader should refer 
to the paper of Lee and Olbrot [33]. 
A special case of a Luenberger-type observer for the system (F(z),G(z), 
H(z)) is given by the dynamical equations 
d -(t) - dt 	k
(t - kh) + 	W. [Y - - 	 7] Ilk§(t - 	- kh)] 




u(t - kh)„ 
k=0 
In (7.1), u(t) (resp., y(t)) is the input (output) of the given system, 




are the observer gain matrices. Letting e(t) = x(t) - Yt) denote the 
error, we have the following equation for the error dynamics 
de(t)  
dt 	k=0 	 j=0 k=0 Jk 
F
k
e (t - kh) - E E 	e(t - jh - kh). 	 (7.2) 




) associated with the error equation 
(7.2) is given by 
Pe (s,e
-hs
) = det(sI - F(z) +W(z)H(z)) I 
z=e -hs 




Definition 5: Given a fixed 	the observer (7.1) is said to be a 





) # 0, Re s -y, all real numbers a 
By Theorem 1, in a 'y-stable i.o.d. observer the error process given by 
(7.2) is exponentially stable independent of delay with order > 'y. 
-24- 
As is the case for finite-dimensional systems, one can approach the 




T (z)), where T denotes the transpose operation. 
Proposition 3: The system (F(z),G(z),H(z)) has a y-stable i.o.d. 
observer given by (7.1) if and only if the dual system (FT (z),HT (z),GT (z)) 









(z)) is y-stable i.o.d., then with W(z) = L
T (z), (7.1) is a y-stable 
i.o.d. observer for (F(z),G(z),H(z)). 
An obvious consequence of Proposition 3 is that all of the results on 
state feedback in Sections IV-VI can be carried over to the observer frame-
work defined here. 
Once we have constructed a y-stable i.o.d. observer, we can then feed 
back the state E(t) of the observer by setting 
u(t) = - ELij(t -kh). 	 (7.3) 
k=0 




) of the 
















where L(e-hs) =e-khs 
k=0 k 
The observer (7.1) with the feedback (7.3) is called a regulator. It is 
a direct consequence of the above expression for P 	
-hs 
cl (s ' e) that if (F(z),G(z), 
H(z)) and its dual are y-stabilizable i.o.d., there is a regulator such that 
the closed-loop system is y-stable i.o.d.. 
VIII. CONCLUDING REMARKS 
In this work we restricted attention to nondynamic state feedback and 
to a special case of a Luenberger-type observer. We have shown that local 
y-stabilizability (resp., local y-stabilizability of the dual system) is 
necessary but not sufficient for the existence of a nondynamic stabilizing 
feedback (resp., a standard type of observer). An interesting open question 
is whether or not local y-stabilizability (resp., local y-stabilizability of 
the dual) is sufficient for the existence of a dynamic stabilizing feedback 
(resp,, a more general type of observer). It may be possible to answer this 
question by adapting the constructions of Hautus and Sontag [14] and 
, 
Khargonekar and Emre [20].
1 
 Even if there is an equivalence between local 
stabilizability and global stabilizability using dynamic feedback, nondynamic 
feedback is still of interest because of its relative simplicity. In parti-
cular, as shown in Section VI, it is possible to approach the construction 
of a nondynamic stabilizing feedback using results for stabilizing finite-
dimensional systems. 
It should also be mentioned that by working with polynomials in several 
variables (see [10]), we can generalize the approach in this paper to systems 
with noncommensurate time delays. We can even consider delay differential 
systems of the neutral type with noncommensurate delays. In fact, it follows 
directly from the recent work of Culver and Bose [35] that there is a general-
ization of Theorem 2 for a large class of delay differential systems of the 
neutral type with noncommensurate delays. 
1
Sontag has informed the author that results along this line are in a paper 
under preparation [34]. 
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