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Abstract
Propagation modeling and simulation approaches for the use of High Frequency Surface Wave Radar
(HFSWR) are discussed. HFSWR uses vertically polarized surface waves along multi-mixed paths in the lower
HF band (3 MHz - 15 MHz). Various numerical propagators are reviewed with an early analytical model.
Split Step Fast Fourier Transformation, ﬁnite- diﬀerence, and ﬁnite-element solutions of the well-known
one-way, forward propagation Parabolic Equation (PE) model are presented. MATLAB-based numerical
propagation prediction tools based on these models are listed. Tests and comparisons among these analytical
and numerical tools are given for some canonical surface wave propagation scenarios. The Millington eﬀect
for both smooth and irregular terrain paths, which contain land-sea and sea-land transitions, is also discussed.
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1. Introduction
High Frequency Surface Wave Radars (HFSWR) use vertically polarized electromagnetic (EM) waves in the
lower half of the HF band (3-15 MHz) [1, 2]. They cover wide sea/ocean areas, and are therefore highly attractive
for continuous surveillance of oceans, harbors, straights, etc. Understanding the propagation characteristics
over the Earth’s surface along realistic propagation paths is essential [3-8] for the prediction of HFSWR system
performance, and is also important in HFSWR site survey and coverage planning. Groundwave propagation is
dominated by Surface Waves (SW) in this frequency range. Groundwaves have three components: direct waves,
ground-reﬂected waves, and surface waves. As long as the transmitter and receiver are close to surface and/or
the range is suﬃciently long, the direct and ground reﬂected waves cancel each other and only SW propagates.
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The Earth’s curvature and local electrical parameters are important in reaching long ranges. The sea surface
is a good conductor, but ground conduction is poor at these frequencies. For example, a 5 MHz signal, which
reaches 300 km range over the sea, can attain a range of only 40-50 km over ground for the same transmitter
and receiver characteristics.
Estimation of typical path losses between HFSWR and a target at various operating frequencies requires
a ”good” propagation model. The model environment is a spherical Earth with lossy, irregular/rough surface
with a variable refractivity above. The exact solution of this complex problem is yet to be solved; there are only
approximate analytical and pure numerical techniques that approach the problem in two-dimensions (2D) for
relatively simpliﬁed propagation paths [3-42]. Early studies date back to the beginning of the last century [9-
19]. The International Telecommunication Union (ITU) has prepared special recommendations for this purpose
[3]. Surface wave ﬁeld strength prediction is fully supported by ITU-R Recommendation P-368-7 for both
homogeneous and mixed-path groundwave propagation problems. It gives a set of predicted ﬁeld strength vs.
distance curves for vertically polarized EM waves in the MF and HF bands for variety of ground conductivity
σ g and relative permittivity ε g values.
Two available analytical SW propagation models, recommended by the ITU, are the ray-optical plus
surface wave model of Norton [9] and the surface guided mode model of Wait [13]. The Norton model is eﬃcient
in the interference region within the line-of-sight (LOS); but the Wait model is good in the shadow region.
One complex problem in SW modeling is the existence of mixed-paths (i.e., land-sea and sea-land transitions)
[10]. The Millington curve ﬁtting approach, endorsed and used in ITU recommendations, is used to account for
multi-mixed-path propagation scenarios.
Unfortunately, all of these analytical models are valid only for smooth spherical Earth and cannot take
terrain irregularities and atmospheric variations into account. There have only been a few attempts in modeling
mixed-path transitions with terrain irregularities. Furutsu developed a mathematical model based on the
Green’s function representation [13], Monteath [6] used the electromagnetic compensation theorem, and Ott
[15] formulated his model via the Volterra integral equation technique. Therefore, studies have focused on pure
numerical approaches for the last few decades.
Among the others, the PE technique [27-32] is the most attractive groundwave propagator due to its
robustness, low memory requirements, and fast implementation. The use of PE for EM wave propagation
in a vertically inhomogeneous medium is ﬁrst described in [30], but the PE became famous in underwater
acoustics after the introduction of the Fourier Spit Step (SSPE) technique by Tappert [27]. The SSPE
algorithm was then applied to EM wave propagation above the Earth’s surface through the atmosphere. Since
then, the PE technique has been improved, augmented with many auxiliary tools, and applied to variety of
complex propagation problems. Its multi-mixed path propagation prediction capability has been extended by
the application of Discrete Mixed Fourier Transform (DMFT) [32] technique. The SSPE technique has been
widely used at VHF and above, basically in the microwave region, especially to investigate wave attenuation,
ducting, and anti-ducting conditions due to daily, monthly, as well as yearly atmospheric variations. After the
introduction of SSPE, Finite-Diﬀerence (FD) [33], and Finite-Element (FE) [43-45] based PE implementations
have also appeared in the literature. PE-based wave attenuation models due to hilly island transitions along
multi-mixed sea/ocean paths at lower HF frequencies has also been implemented recently [46-49].
This tutorial reviews surface wave propagation prediction methods. First, early analytical approaches are
summarized in Sec. II. Then, PE based numerical techniques are reviewed in Sec. III. Examples and canonical
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tests are given in Sec. IV in relation to HFSWR site survey and coverage planning. Propagation prediction
simulations are performed using the Millington package Groundwave Virtual Prediction Tool (GVPT) and three
PE-based simulators (SSMIX, FEMIX, and FDMIX), and compared against each other. Finally, challenges and
conclusions are outlined in Sec. V.
2. Early analytical models and Millington package
ITU deﬁnes SW path loss as [3]
Lp = 10 log10
(
Pr
Pt
)
, Pr =
E2
Z0
× λ
2
4π
, (1)
for a given transmitter receiver separation, in terms of transmit and receive powers (Pt andPr), where E is
the vertical ﬁeld strength for the received power at an arc distance d.For a Pt =1 kW transmitter (i.e. for a
short electric dipole with a dipole moment of M0=5λ/2π Am), the SW path loss is then calculated from
Lp = 142.0+ 20 log (fMHz) + 20 log (Eμ V/m). (2)
The problem is then reduced to calculating ﬁeld strength at an arc distance d over the Earth’s surface in the
presence of irregular terrains, hilly islands, etc. Although the Perfectly Electrical Conductor (PEC) boundary
assumption provides, in general, suﬃcient approximation at VHF and above (i.e. frequencies higher than 30
MHz), the use of impedance (Cauchy-type) boundary condition (BC) at the Earth’s surface becomes essential
at HF frequencies and below.
2.1. The Millington curve ﬁtting method
It was Millington who ﬁrst discovered the sharp signal attenuation and strong recovery at the sea-land and land-
sea transitions, respectively [10]. He introduced a curve ﬁtting approach, which is also endorsed by the ITU,
where the total ﬁeld along a multi-mixed propagation path is calculated via the interpolation of the direct and
reverse electric ﬁelds as ET = (ED +ER)/2. Here, ED and ER are the ﬁelds along direct (source-to-receiver)
and reverse (receiver-to-source) paths sk and rk,respectively. The recursive equations of the Millington Curve
Fitting Method [3, 10] are
ED =
N∑
k=1
Ek(sk)−
N∑
k=2
Ek(sk−1), (3)
sk =
k∑
n=1
dn = d1 + d2 + d3 + ....+ dk, (4)
ER =
N∑
k=1
Ek(rk) −
N∑
k=2
Ek−1(rk), (5)
rk =
k∑
n=1
dN−n+1 = dN + dN−1 + dN−2 + ....+ dN−k, (6)
where Ej (dk) represents ﬁeld strength at a range segment dk over thejth homogeneous medium.
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2.2. Norton surface wave contribution
The Norton formulation [9] extracts a ray-optical asymptotic approximation from a wavenumber spectral integral
representation under the standard atmosphere assumption. Since the space wave cancels out at long ranges
(and/or transmitter/receiver on or close to the ground), it is suﬃcient to use Norton’s vertical ﬁeld component
only under the ﬂat-Earth assumption (see, for example [26, 38]):
Ever = 2E0(1− u2 + u4)F (κ), E0 = −ik0Z0M0 e
ik0d
4πd
, (7)
u2 =
1
ε¯g
, ε¯g = εg + i
σg
ωε0
, κ = −ik0 d2u
2(1− u2) , (8)
whereE0 is ﬁeld strength at the distance d over PEC ﬂat-Earth, k0 = 2π /λ is the free-space wavenumber M0
is the dipole moment, Z0 = 120π , σg is the conductivity of ground, and ε¯g is the relative complex dielectric
constant of ground. The surface wave attenuation function is deﬁned as
F (κ) = 1− i√κπ e−κ 2√
π
∞∫
i
√
κ
e−t
2
dt. (9)
The ﬁnite-conductivity attenuation function F (κ) depends on the range, frequency, and electrical parameters
of the ground.
2.3. Wait’s surface wave representation
The Wait formulation restructures the spectral integral as a series of normal modes propagating along the
Earth’s surface. Wait expressed the attenuation function F for the vertical component of electric ﬁeld [4,14]
under ﬂattened-Earth assumption as
Ever = E0 F (x, x′; z), (10)
with the sameE0 given in (7), and the attenuation function
F (x, x′; z) =
(π z
2
) ∞∑
s=1
eiβsz
βs − q2 , q = imn0
Zs
Z0
, m =
(
k0a
2
)1/3
. (11)
Here, x and z are the transverse and longitudinal axes, respectively, a is Earth’s radius, and n0 is the refractive
index at Earth’s surface. The surface impedance Zs is given as
Zs = Z0
[
iωε0
σg + iωεg
]1/2 [
1 +
iωε0
σg + iωεg
]1/2
. (12)
For standard atmosphere with inclusion of the Earth’s curvature, the transverse mode functions are the solutions
of the Airy equation [12],
W (β) =
√
π [Bi(β) − iAi(β)] , (13)
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which satisfy the impedance (Cauchy-type) BC on the Earth’s surface
[
d
dβ
W (β) − qW (β)
]
β=βs
= 0, (14)
and the radiation condition at x→ ∞ .
The Norton and Wait formulations parameterize the propagation process in terms of diﬀerent phenomeno-
logical models, their ranges of validity, accuracy, rate of convergence, etc., depending on problem parameters,
such as operational frequencies, source/observer locations and the physical propagation environment, which
diﬀer as well, with particular impact on computations. The WAVEPROB algorithm [24] combines the best
features of the Norton and Wait algorithms in an eﬃcient, adaptive format; it uses the Norton formulation
at short ranges and then switches to the Wait formulation. A modiﬁed version of WAVEPROB has also been
introduced as a MATLAB based SW propagation prediction virtual tool GVPT [38]. The GVPT has been
widely used to generate ﬁeld strength predictions, especially for novel broadcast systems. such as Digital Radio
Mondiale (DRM). Both WAVEPROB and GVPT deal with smooth-boundary problems, and therefore cannot
handle problems such as propagation over irregular/rough surface. Also, propagation prediction through sur-
face and/or elevated ducts formed by inhomogeneous vertical as well as horizontal atmospheric conditions is
not possible with these analytical models.
3. Parabolic wave equation
The standard parabolic wave equation, under exp(-iω t) time dependence, is given as [32]
{
∂2
∂x2
+ 2ik0
∂
∂z
+ k20(n
2 − 1)
}
u(z, x) = 0, (15)
where u denotes the wave amplitude, x and z represent height and range (see Figure 1), respectively, and n
is the refractive index. The transverse BC at the surface is (α1∂/∂x + α2)u(z, x)| = 0, where α1 and α2 are
constants for the homogeneous path, and αj = 0 (j = 1, 2) results in Dirichlet and Neumann BCs for the PEC
surface, respectively. The impedance BC, for vertical and horizontal polarizations, respectively, are introduced
with α1 = 1; α2 = ik0
√
γ − 1/γ and α2 = ik0√γ − 1 (γ = εg + i60σgλ) in terms of surface parameters (σg
and εg). The radiation BC holds for x →∞ and z → ±∞ .
The standard fast Fourier transform (FFT) based SSPE solution is:
u(z0 +Δz, x) = exp
[
i
k0
2
(n2 − 1)Δz
]
F−1
{
exp
[
−ik
2
xΔz
2k0
]
F {u(z0, x)}
}
, (16)
and can be used to calculate u (z, x) along z with range steps of Δz once the initial ﬁeld distribution u (z0, x)
is given. The numerical marching solution in (16) represents 2D ﬂat Earth, but Earth’s curvature eﬀect is
included by adding the term 2x/ae to the refraction index (i.e., n → n + 2x/ae), where ae is the Earth’s
eﬀective radius. Note that the PE in (16) yields waves that are attenuated in 2D, therefore results should
be divided by the square root of range in order to obtain path loss vs. range variations in 3D. Although PE
in 2D describes one-way propagation and cannot take backscattered waves into account, this is not a serious
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Figure 1. The 2D HFSWR propagation scenario with the transverse x and longitudinal z coordinates. The 2D domain
extends from Earth’s surface to a maximum height speciﬁed by the user-parameters. The surface wave propagation
path contains irregular land and smooth sea paths which are both modeled with Cauchy-type (impedance) BCs. A
monopole transmit array illuminates the propagation region with a broad beam by exciting vertically polarized EM
waves. Typical vertical and horizontal beams of the transmit array are 45◦ -60◦ and 100◦ -120◦ , respectively. PE-based
one-wave numerical propagators takes a vertical input ﬁeld proﬁle at a ﬁnite number of discrete height points and progress
longitudinally step by step. Irregular terrain eﬀects and the Earth’s curvature eﬀect are all included in the refractive
index of the lower atmosphere.
restriction for propagation engineers who investigate waves emanating from a transmit antenna and reaching a
receiver [32].
There is no natural boundary upward in height, therefore waves propagating upwards either go to inﬁnity
or are bent down because of the refractivity variations. In either case, the vertical numerical computation space
must be terminated at a certain height. The abrupt termination introduces artiﬁcial reﬂections, therefore proper
treatment is required above a height of interest and these artiﬁcial downward reﬂections must be eliminated or
attenuated to a level much less than the lowest signal.
Irregular terrain modeling can be implemented in the PE via several diﬀerent mathematical approaches
and it is possible for the user to choose the appropriate one for the problem. The staircase approximation of
the range-dependent terrain proﬁle is the best and easiest in order to handle Dirichlet-type BC, since neither
an analytical terrain function nor slope values are required; only the terrain height at each range step is needed.
When the terrain height changes, corner diﬀraction is ignored and the ﬁeld is simply set to zero on vertical
nodes falling on and inside the terrain. Neumann-type BC necessitates the use of Coordinate Transformation
[32], which is nothing but a simple coordinate transform z′ → z , x′ → x− t(z), where t(z) is the longitudinal
terrain function along the propagation direction. Surface impedance (Cauchy type BC) implementation involves
additional modiﬁcations; DMFT [32] extends the SSPE algorithm to account for ground losses.
Horizontal and/or vertical refractivity variations (i.e., n = n (z, x)), which cause surface and/or elevated
duct formations may be implemented in the PE model. It is customary to use refractivity N (N = (n(z, x)−1)×
106) or modiﬁed refractivity M (M = N + 157x ) with the height x given in kilometers. N is dimensionless,
but is measured in “N units” for convenience [5]. For standard atmosphere, the slope of the N and M are
“-40N unit/km” and “+117M unit/km”, respectively.
The validity range and accuracy limits of the PE-based propagators should be well-understood. First
of all, backscattered ﬁelds cannot be taken into account in the PE model. Secondly, the results of the PE
propagators are not accurate in short regions at high altitudes, since these regions violate the requirement of
being inside the paraxial region. Roughly speaking, the range of the observer should be at least ﬁve to ten times
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greater than the heights of the transmitter and the observer. As an example, for a transmitter located 500 m
above the ground, the results of the PE propagators can be accurate at ranges beyond 2.5 km – 5 km , which
satisfy a vertical propagation angle of less than 5◦ to 10◦ . Note that the vertical coverage may be extended up
to 30◦ -40◦ degrees by using wide-angle PE models.
The FFT-based PE solution uses a longitudinally marching procedure. First, an antenna pattern
representing the initial height proﬁle is injected. Then, this initial ﬁeld is propagated longitudinally from
z0 to z0 + Δz via (16) and the transverse ﬁeld proﬁle at the next range is obtained. This new height proﬁle
is then used as the initial proﬁle for the next step and the procedure goes on until the propagator reaches the
desired range. SSPE sequentially operates between the vertical domain and the transverse wavenumber domain,
which are Fourier transform pairs. SSPE cannot automatically handle the BCs at the Earth’s surface. It is
satisﬁed at the surface by removing the surface and taking a mirror copy of the initial vertical ﬁeld proﬁle below
(odd and even symmetric for Dirichlet and Neumann BC, respectively). The physical domain vertically extends
to inﬁnity (x→∞), therefore an abrupt truncation is required at certain height, which means strong artiﬁcial
reﬂections will occur if not taken care of. These non-physical reﬂections can be removed by using artiﬁcial
absorbing layers above the height of interest.
The idea of Finite Element (FE) formulation for the PE is to divide the transverse domain between
the ground and selected maximum height into sub domains (called elements), use approximated ﬁeld values
at the selected discrete nodes in the vertical domain, and propagate longitudinally by the application of the
Crank-Nicholson approach based on the improved Euler method [45]. The initial ﬁeld at z = 0 is generated
from a Gaussian antenna pattern speciﬁed by its height, vertical beamwidth, and the tilt angle. Note that
Crank-Nicholson based longitudinal marching uses Neumann-type BC at each range and Cauchy-type BC is
satisﬁed with the use of (16). Although not necessary, the antenna is located on the surface to better couple
surface waves in a short range.
The Finite Diﬀerence (FD) formulation of the PE model has also been implemented. The FD-PE is
based on the shift-map and ﬁnite-diﬀerence techniques [33], and allows irregular terrain proﬁles. Both ﬁrst- and
second-order solutions with respect to the terrain slope eﬀect can be modeled in this approach.
We have developed a MATLAB-based surface wave mixed-path calculator, which we have used in HFSWR
coverage planning. It has three main routines: FEMIX, FDMIX, and SSMIX, which use FE, FD, and SSPE
approaches, respectively.
4. HFSWR site survey and coverage planning
Propagation prediction tools are extremely important in HFSWR site survey and coverage planning. When
HFSWR is of interest, the surveillance area is illuminated on transmit using a broad beam (see Figure 1). Echoes
from all objects within the coverage area are received by a linear array of antennas. Beam Synthesis is used
to generate simultaneous narrow receive beams. Coherent integration and other signal processing techniques
are used to isolate the target signal from the noise and clutter. Return echoes are sorted according to range,
velocity (Doppler), and bearing. Returns are compared against a detection threshold chosen to maintain a
Constant False Alarm Rate (CFAR). Those returns exceeding the threshold are declared as detections. A
Tracking algorithm associates successive detections to form tracks.
A typical HFSWR scenario is pictured in Figure 2. The mission may be to monitor selected traﬃc
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within a selected area, such as coastal regions for oﬀ-shore security, waterways or narrow straits for vessel traﬃc
management, etc. Suppose a wide area up to 300 km in range and 120◦ in azimuth is to be monitored as given
in Figure 2. The power budget of the HFSWR is determined from SW path loss calculations. A maximum range
of 250-400 km necessitates a low frequency HFSWR and a high power transmitter, since path loss drastically
increases with frequency. This is illustrated in Figure 3. Here, path loss vs. range curves over typical sea
and land paths at diﬀerent HF are plotted. As observed, one-way losses may reach up to a few hundred dB
for surface wave propagation and this doubles in HFSWRs because of the round trip of the radar signal. For
example, the two-way path loss of a 5 MHz signal over sea at 300 km range is nearly 220 dB. This becomes
nearly 300 dB at 15 MHz. In other words, the HFSWR signal that reaches 300 km at 5 MHz can only reach
up to 60-70 km with the same power at 15 MHz. The average power of typical transmitters is on the order of
kWs (between 5 kW – 20 kW) for a HFSWR that operates in the 3 MHz – 6 MHz region.
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Figure 2. A hypothetic digital map showing a shore
based HFSWR location and its coverage. There may be
diﬀerent size islands in the operational area. The aim of
this HFSWR is to monitor surface and low-altitude air
activities within the operational region.
Figure 3. Surface wave sea and land path loss due to
a vertically polarized short electric dipole on the surface,
with dipole moment M0 = 5λ/2π [Am] at various fre-
quencies. Solid curves: Millington GPVT, Dots: SSPE-
based propagator. Electrical parameters are: σ =5 [S/m],
εr = 80 for Sea, σ = 0.002 [S/m], εr = 10 for Land.
As shown in Figure 2, there may be many islands along radial sea paths. This necessitates a propagation
prediction simulator that can handle multi-mixed paths. Figure 4 presents a typical 2-segment mixed-path
propagation simulation. This is the front panel of the MATLAB-based Millington GPVT package [38], which
uses Fortran-written executable codes of the Ray-Mode formulations [24]. The eﬀects of the number of multi-
mixed paths, path-lengths, electrical parameters of each propagation section, as well as the frequency can easily
be investigated with this tool. Here, path loss vs. range curves for various MF and lower HF frequencies for
a two-segment propagation path are plotted. The ﬁrst segment is 50 km over land and the other is 150 km
over sea. As observed from the range variation of the path loss, land-sea impedance transition eﬀects cannot be
distinguished at 255 kHz and are more eﬀectively distinguishable while increasing the frequency from 1 MHz to
15 MHz.
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Figure 4. The front panel of the Millington GPVT propagation prediction package and Path loss vs. range curves of
various HFSWR frequencies for a 2-segment propagation scenario. The ﬁrst segment is a 50 km land (σ = 0.002 [S/m],
εr = 10) and the other is a 150 km sea path (σ =5 [S/m], εr = 80).
Figure 5 presents 3D plots of range-height variations of ﬁeld strengths simulated via PE-based tools
(SSPE, FEMPE) [46] with an antenna tilt of 2◦ at 15 MHz. As observed, the agreement between the results
of these tools is impressive. Unfortunately, these 3D plots are mostly good for visualization purposes and are
not good for realistic comparisons and calibration. The calibration of such numerical propagators necessitates
accurate comparisons. This is achieved via 2D range and/or height illustrations of EM ﬁelds as presented in
Figure 6. Here, horizontal ﬁeld variations computed via these tools as ﬁeld strengths vs. ranges at two diﬀerent
heights, 100 m and 300 m, respectively, are plotted. Very good agreement is clearly observed.
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Figure 5. The 3D plots of ﬁeld strength vs. range-height
variations (Top) SSPE, (Bottom) FEMPE results for a
given 2◦ upward tilted Gaussian antenna pattern above
PEC ground (f=15 MHz).
Figure 6. Field strength vs. range at two speciﬁed
heights; Solid: SSPE, Dotted: FEMPE: (Top) 300 m,
(Bottom) 100 m above PEC ground (f=15 MHz).
477
Turk J Elec Eng & Comp Sci, Vol.18, No.3, 2010
The tests performed above and comparison against the analytical Millington solution may be accepted as
a reference to calibrate all SSMIX, FEMIX, and FDMIX propagators for the following ﬁgures. It is only after
these tests and calibration that one can perform further simulations to predict ﬁeld strength variation along
irregular terrain proﬁles. Both SSPE and FEMPE can handle propagation problems above irregular terrain
proﬁles through variable atmosphere. The example presented in Figure 7 belongs to the test and comparison
over a user speciﬁed irregular terrain proﬁle through atmosphere with piecewise bi-linear vertical refractivity
variations. Eﬀects of surface BC is presented in Figure 8 at 10 MHz.
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Figure 7. The 3D plots of ﬁeld strength vs. range-
height variations over a user speciﬁed non-ﬂat terrain pro-
ﬁle (Top) SSPE, (Bottom) FEMPE results (the parame-
ters are taken from Figure 13 in [37] with a frequency of
10 MHz).
Figure 8. The 3D plots of ﬁeld strength vs. range-height
variations over a user speciﬁed non-ﬂat terrain proﬁle with
SSPE (Top) Dirichlet BC, (Bottom) Neumann BC (f=10
MHz).
The ﬁrst path loss predictions along multi-mixed paths are given in Figure 9. In this scenario, there is
a 10 km-long island at a distance of 15 km from the transmitter. On top, the signal vs. range/height 3D plot
produced with FEMIX at 5 MHz is given. At the bottom, path loss vs. range at diﬀerent frequencies is plotted
and FEMIX is compared against the FDMIX. As observed in these ﬁgures, the surface wave detaches from the
surface as it propagates because of the Earth’s curvature. A small portion follows the surface as the surface
wave. When the surface wave reaches the sea-land discontinuity an extra sharp detachment (energy tilt up)
occurs. This tilt up explains the sharp attenuation ﬁrst mentioned by Millington. Signal recovery also occurs at
the land-sea discontinuity. Very good agreement between the FDMIX and FEMIX results is clearly observed.
The discrepancy at short ranges is because of the artiﬁcial location of the surface wave. Further investigations
are essential before making speculations on which result is more accurate.
The comparison given in Figure 10 belongs to a 5-segment propagation path. The segment lengths are 15
km–sea, 10 km–land, 5 km–sea, 15 km–land, and 5 km–sea. The curves belong to the predictions at 3 MHz and
15 MHz. Very good agreement between the PE-based SSMIX propagator and GPVT results in all these tests
are clearly observed. The discrepancy at ranges close to the transmitter at the lower HF frequencies is because
of the surface wave coupling problem in the PE model. This could be overcome by increasing the maximum
height and the number of vertical nodes, which increases memory and computation time.
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Figure 9. (Top) 3D Signal vs. range/height produced
with FEMIX at 5 MHz, (Bottom) Path loss vs. range over
a 3-segment 40 km mixed path (a 10 km long island is 15
km away from the transmitter) at 3 MHz, 5 MHz, and 15
MHz (Island: σ = 0.002 [S/m], εr = 10; Sea: σ =5 [S/m],
εr = 80). Solid: FEMIX; Dashed: FDMIX.
Figure 10. Path loss vs. range over a 5-segment prop-
agation path (10 km and 15 km long islands are 15 km
and 30 km away from the source) at 3 MHz and 15 MHz.
(Land: σ = 0.002 [S/m], εr = 10; Sea: σ =5 [S/m], εr
= 80). Solid: Millington; Dashed: SSMIX.
Figure 11 belongs to a 30 km long, 3-section path with a Gaussian shaped hilly island. The island is 10 km
away from the HFSWR. On top, the 3D Signal vs. range/height plot produced with the PE FDMIX propagator
at 5 MHz is given. Wave detachment over the ﬁrst sea path, energy tilt-up at the sea-land discontinuity, and
the tilt up when the wave hits the front slope of the island are clearly observed in the 3D plot. Observe that
PE accounts for the attenuation of the SW along the ﬁrst sea path, the sharp increase in the attenuation at the
sea-land discontinuity, signal recovery in the front slope of the island, the additional signal attenuation at the
back slope of the island, and ﬁnally the signal recovery at the land-sea discontinuity. Path loss vs. range at 5
MHz for this scenario is given at the bottom. The Millington result for the ﬂat island is also shown in the ﬁgure.
Observe the sharp attenuation at the sea-land discontinuity and signal recovery at land-sea discontinuity, as
well as the signal accumulation in the front slope of the island, and additional signal attenuation at the back
slope of the island.
Path losses vs. range over the same scenario given in Figure 11 for diﬀerent island heights at 5 MHz are
given in Figure 12. As observed, energy accumulation in the front slope and deep signal loss at the back slope
of the island hill increase when the hill height increases.
The eﬀects of the transmitter height and SW coupling onto range variations of signal attenuation are
given in Figure 13. Here, a two-hill 25 km-long island is present along a 45 km sea path. The heights of the ﬁrst
and second hills are 250 m and 500 m, respectively. The island is 15 km away from the HFSWR. An elevated
antenna is used (a Gaussian shaped antenna pattern with 5◦ vertical beamwidth is located 500 m above the
sea surface). The antenna is tilted 2◦ downwards. On top, 3D Signal vs. range/height produced at 5 MHz with
PE FEMIX propagator is given. At the bottom, path loss vs. range is illustrated with SSMIX and FEMIX
propagators at 5 MHz and 15 MHz. Note that the Millington method does not take the island height into
account, so the diﬀerence between the two curves shows the eﬀects of island height. Observe how surface wave
coupling in the near vicinity of the transmitter is important on the signal attenuation and range variations.
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Figure 11. The 3D Signal vs. range/height produced
with FDMIX at 5 MHz over a 3-segment 30 km mixed
path (a 10 km long, 300 m high Gauss-shaped island is 10
km away from the transmitter; Island: σ = 0.002 [S/m],
εr = 10; Sea: σ =5 [S/m], εr = 80).
Figure 12. Path loss vs. range over a 3-segment 30 km
mixed path (Gauss shaped islands with diﬀerent heights
are 15 km away from the transmitter) at 5 MHz (Island:
σ = 0.002 [S/m], εr = 10; Sea: σ =5 [S/m], εr = 80).
Dots: Millington; Others: FEMIX.
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Figure 13. The eﬀects of the transmitter height and surface wave coupling onto range variations of signal attenuation.
A Gaussian shaped antenna pattern with 5◦ vertical beamwidth is located 500 m above the sea surface. The antenna is
tilted 2◦ downwards: (Top) 3D Signal vs. range/height produced with FEMIX at 5 MHz, (Bottom) Path loss vs. range
over a 3-segment 45 km mixed path (a 25 km long, two Gauss-shaped island with 250 m and 500 m maximum height is
15 km away from the transmitter) at 5 MHz and 15 MHz (Island: σ = 0.002 [S/m], εr = 10; Sea: σ =5 [S/m], εr =
80). Solid: FEMIX; Dashed: SSMIX, Dots: Millington.
The last example belongs to an island with arbitrary terrain proﬁle. In Figure 14, FEMIX and SSMIX
PE propagators are compared with each other for a 3-segment 45 km long-mixed-path (with a 25 km long-
arbitrary-shaped-island at 10 km) at 3 MHz and 15 MHz.
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Figure 14. (Top) 3D Signal vs. range/height produced with SSPE at 15 MHz, (Bottom) Path loss vs. range over a
3-segment 45 km mixed path (a 25 km long, arbitrary-shaped island at a distance of 10 km) (Island: σ = 0.002 [S/m],
εr = 10; Sea: σ = 5 [S/m], εr = 80). Solid: FEMIX; Dashed: SSMIX, Dots: Millington.
5. Conclusion
Surface wave propagation and path loss predictions for High Frequency Surface Wave Radar site survey and
coverage planning is discussed. The problem is to calculate electromagnetic signal attenuation due to 2D
wave propagation over spherical Earth paths with impedance boundary conditions on the surface and with
multi-mixed paths. Early analytical ray-mode models and the Millington curve ﬁtting approach are reviewed.
Propagation prediction tools based on these analytical models, presented before, are summarized. Numerical
tools for the Split-step, ﬁnite-diﬀerence, and ﬁnite-element discrete models of the well-known parabolic equation
are presented. Tests and comparisons are given along some canonical propagation paths.
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