We study the tradeoff between network utility and network lifetime using a cross-layer optimization approach. The tradeoff model in this paper is based on the framework of layering as optimization decomposition. Our tradeoff model is the first one that incorporates time slots allocation into this framework. By using Lagrangian dual decomposition method, we decompose the tradeoff model into two subproblems: routing problem at network layer and resource allocation problem at medium access control (MAC) layer. The interfaces between the layers are precisely the dual variables. A partially distributed algorithm is proposed to solve the nonlinear, convex, and separable tradeoff model. Numerical simulation results are presented to support our algorithm.
Introduction
Wireless sensor networks (WSNs) have been extensively applied in many scenarios, such as wildlife monitoring and forest fire alarm. The distinguishing feature of WSNs lies in the resource-constrained sensors. All the sensor nodes are battery powered and dissipate energy in sensing, transmitting, and receiving data. Replacing the batteries on thousands of nodes in harsh terrain, especially in an unapproachable or hostile environment, is infeasible. Thus, energy is a scarce resource in wireless sensor networks. Since all layers of the protocol stack contribute to the energy per bit consumed in end-to-end transmission, we should design energy-aware algorithms across different layers in order to prolong the operational lifetime of WSNs [1] .
Since the publication of the seminal papers [2] and [3] , the network utility maximization (NUM) framework has been widely used to design congestion protocols. After that, reference [4] extended the NUM framework to a more general case, namely the framework of layering as optimization decomposition (LOD) that was specially developed for wireless networks. Such a framework allows the systematic analysis and design of network protocols as distributed solutions to a global optimization problem. LOD views the network as an optimizer trying to maximize its service objectives subject to resource constraints. The key innovations from this line of work on cross-layer optimization for wireless network are mainly listed as follows: 1) joint congestion control and power control [4] ; 2) joint congestion and contention control [5, 6] ; 3) joint congestion control and scheduling [7] ; 4) joint routing and power control [8] ; 5) joint routing, scheduling, and power control [9, 10]; 6) joint routing, resource allocation, and source coding [11] . An excellent survey [12] concluded the above works and pointed out several challenging problems for future research.
However, the idea of LOD has not been widely used to design energy-aware protocols for WSNs. So far, only a few studies have been done (see, for example, [13, 14] ). The rigorous framework was first introduced to study the network utility-lifetime trade-off problem by [13] . However, MAC layer issues were not included in their framework. Moreover, the algorithm they proposed cannot be carried out distributively. Reference [14] extended [13] to the case that considered transport and MAC layers jointly. Though random access control was considered and distributed algorithm was derived in [14] , perfect control of the collisions among contending links cannot be achieved, which may result in a wastage of resources, such as bandwidth and energy, as well as loss of efficiency and fairness.
In this paper, we jointly consider congestion control, routing and time slots allocation to study the tradeoff between utility and lifetime in energy-constrained WSNs. Different from [13] and [14] , to the best of our knowledge, this paper is the first one that incorporates scheduling-based MAC into the tradeoff model of WSNs. Scheduling-based MAC can eliminate collisions among contending links, thus our work will enhance energy efficiency and prolong the network lifetime. What is more, our tradeoff model is formulated as a convex and separable optimization problem that can be solved efficiently by using a partially distributed algorithm.
The rest of the paper is organized as follows. In Section 2, we set up a network model. In Section 3, we propose a partially distributed algorithm based on dual decomposition.
In Section 4, simulation based on a network with a simple topology is used to validate our algorithm and illustrate the optimal utility-lifetime tradeoff. In Section 5, we conclude this paper.
Network model
Consider a WSN that consists of a set of sensor nodes indexed 1 to N and a sink that collects data from these nodes.
Network objective 2.1.1 Network utility
We use the utility function to describe the level of satisfaction attained by a source node. Different shapes of utility functions lead to different types of fairness. For example, the following family of utility functions, parameterized by α 0, is proposed in [15] :
When α = 1, the utility function guarantees to achieve proportional fairness; when α = 2, then harmonic mean fairness; when α → ∞, then max-min fairness. Based on the chosen utility function, we will adopt the NUM framework to study the rate allocation for WSNs. The objective function of the NUM can be formulated as v∈V
where s v is the rate allocation for source v and ω v is the weight associated with U v (s v ). In this way, we can achieve weighted fairness on source rates of sensor nodes.
Network lifetime
In a typical WSN, the sensor nodes have much tighter energy constraints than the sink node. Hence, we will focus only on the energy dissipated in the sensor nodes. Let T v denote the lifetime of node v, v = 1, 2, · · · , N, i.e., the time at which it runs out of energy.
In this paper, we concentrate on the most frequently used definition of network lifetime initiated by [16] T net = min(T 1 , · · · , T N ).
(3) The lifetime maximization problem maximizes the time at which the first node dies and that it minimizes the maximum ratio of average power consumption to initial energy among all nodes. Thus, definition (3) balances the data flow in the network such that no node incurs a very high power consumption.
Tradeoff between network utility and network lifetime
There is an intrinsic tradeoff between network lifetime and network utility. By introducing a system parameter r ∈ [ 0, 1], we can combine these two objectives as a single weighted objective. The weighted objective function can be obtained as follows:
Obviously, (4) degenerates to (2) for r = 0 and (3) for r = 1.
Constraints description
Now, we represent the WSN as directed graph G(V, L), where V is the set of nodes and L is the set of logical links.
Let L out (v) denote the set of outgoing links from node v, L in (v) the set of incoming links to node v, t l and r l the transmitter and the receiver of link l. In Fig.1, d represents the distance between any two adjacent nodes. 
Flow conservation constraint
On each link l, let f l 0 be the average amount of flow destined to the sink. For the sink, we define a source-sink vector s ∈ R N , whose vth entry is s v . Therefore, we obtain the first constraint(flow conservation law)
Link capacity constraint
For the scheduling-based MAC, we define a set M of transmission modes. The transmission mode m consists of a subset of links that can transmit data simultaneously without collisions. We assume that only a single radio frequency is available in the system. If the distance between the receiver of one link and the transmitter of the other link is less than √ 2d, there is an interference between those two links. The contention among links can be modeled by the contention graph. Each vertex in the contention graph corresponds to a link. If two links interfere with each other, they are connected with an edge. The contention graph in In order to make full use of the radio source, we only consider transmission modes corresponding to a Maximal Independent Set(MIS) in the contention graph in Fig.2 . We can list the transmission modes: 
Therefore, we obtain the capacity constraint
where M (l) denotes the set of modes that include link l. Remark 1 MIS problem in graph theory is actually NP-Hard. When the size of the network is very large, we have to use heuristic algorithms(such as [17] ) to calculate the different transmission modes. In fact, the sink is responsible for constructing the transmission modes in the initial phase of the network. The sink uses what heuristic algorithms to construct transmission mode is, however, beyond the scope of this paper. In this paper, we assume that the transmission modes are known to the sink when the network operates.
Energy dissipation constraint
Let ε s , ε t , and ε r denote the energy consumed per bit in sensing, transmitting, and receiving data, respectively. Let E v denote the initial energy of each sensor node. Then the total average power dissipated in the node v is given by
Obviously, energy constraint can be formulated as
Note that ε t also includes the radiated energy per bit for reliable communication.
Optimization problem
Combining weighted objective function (4) and constraints (5)∼(8), we obtain the following weighted objective maximization problem.
max
s.t. (5), (6), (7) and (8).
(9) Since problem (9) is a convex optimization problem, there is no dual gap between problem (9) and its Lagrangian dual problem [18] . Thus, the dual decomposition approach can be used to decompose the large optimization problem into several subproblems.
Remark 2 In this section, we mainly inherit the method of modeling by [13] except some changes on constraints. Though our model (9) is similar to that of [13] , there is a key difference between model (9) and the model in [13] . The difference lies in the different sets of variables. In [13] , scheduling variable ν m is fixed and the set of variables are {q, f l , s v , p m l }, where p m l denotes the transmit power of link l in mode m. In contrast to [13] , we assume p m l is fixed, and the variables in model (9) are {q, f l , s v , ν m }.
Partially distributed algorithms 3.1 Dual decomposition
We use two mathematical skills to approximate problem (9) for solving it in a distributed way. First, motivated by the fact that the max-min rate allocation problem can be approximated in a distributed way with NUM framework as (1), we introduce a utility function
As a result, constraint (8) has to change correspondingly:
When β → ∞, max min v∈V T v can be well approximated by
. Second, we add − m∈M ν 2 m to the objective function. If is sufficiently small, we obtain a good approximation of the solution to problem (9) . Then the primal problem (9) can be approximated as follows:
s.t. (5), (6), (7) , and (10),
We introduce Lagrangian multipliers λ ∈ R |L| , and σ ∈ R. The Lagrangian dual function associated with problem (10) is
s.t. (5) and (10),
Obviously, the dual function D(λ, σ) has been decomposed into the above two subproblems (12) and (13) that correspond to routing problem and time slots allocation problem, respectively. The dual problem corresponding to problem (11) is given by min
To solve the dual problem (14), we first consider the subproblems (12) and (13) . For the given {λ, σ}, we can solve the subproblem (13) separately:
As a result, the analytical results are listed as follows:
is the inverse of U v , [ x] + := max(x, 0). Though these analytical expressions are perfect in theory, they cannot be used directly in the iteration algorithm. The reason is that the iteration procedure may diverge when is extremely small. Thus, we will use the gradient algorithm to solve the subproblem (13) in implementation section.
As for subproblem (12) , since both s v and q v are dummy variables that can be expressed by f , we define
Therefore, the gradient G(f ) = ∇Q(f ) exists and its component is given by
The formula for updating f l can be stated as
where α(t) is the positive stepsize at the tth iteration.
Subgradient-based solution
Because of the fact that ψ (q, f, s, ν) is not strictly concave in variables {q, f, s, ν}, we have to use the subgradient method to solve the dual problem (14) . At point {λ(k), σ(k)}, the subgradients of the dual function D(λ, σ) with respect to the dual variables λ and σ are given by
The dual variables are adjusted in the opposite direction of the gradients as follows:
where ρ(k) is the step size at the kth iteration.
Implementation
Now we present our primal-dual algorithm as follows: Algorithm: at the kth iteration.
Routing problem
At each iteration t
Step 1 Each sensor node v computes rω v U v (s v ) and
Step 2 Each sensor node sends back information computed in Step 1 to their upstream neighbors.
Step 3 Compute the rate of all links. For each sensor v ∈ V do For each link l ∈ L out (v) do 1) Compute G(f l (t)) with (17) .
end for end for.
Resource allocation
The sink node performs time slots allocation by collecting λ l and η v from all the sensor nodes.
is the stepsize in the kth iteration. Then the sink node broadcasts the newly computed ν m (k + 1).
Dual variables update
For the link l, its transmitter r updates dual variable λ l according to (19) with the local variables f l and the broadcast message ν m .
For the sink node, it updates dual variable σ according to (20) with the local variables ν m . Remark 3 According to the above implementation procedure, we observe that (18) and (19) just need local information in each iteration. However, the sink node has to calculate (20) and (21) in a central manner and broadcast the new results. Thus, our algorithm is actually a partially distributed algorithm.
Convergence analysis
The flow control algorithm (18) and the time slots allocation algorithm (21) are gradient algorithms. If stepsize α(k) and δ(k) are positive and sufficiently small, then (18) and (21) will converge to an optimal solution of problem (11) . The algorithms (19) and (20) (18) and (21). Let W * be the set of optimal solutions of problem (11) and d(w(k), W * ) = min w * ∈W * w(k) − w * , where · denotes the Euclidian distance. Then, we have the following convergence result.
Proposition 1 If the stepsize ρ(k) satisfies The proof can be obtained by following the same approach in Section 6 of [18] .
Numerical illustration
Consider the WSN shown in Fig.1 . This network can be presented by a directed graph G(V, L), where V = {1, · · · , 5} and L = {l 1 , · · · , l 6 }. In Fig.1 
We assume a fixed link capacity c l = 25 kbps, l ∈ L, and each node is assumed to have equal initial energy of 2J.
The node power dissipation model parameters ε s , ε r and ε t are chosen to be 100nJ/bit, 158nJ/bit and 150nJ/bit based on the power dissipation measurements in the IEEE 802.15.4compliant CC2420 RF transceiver. In this paper, we let U v (s v ) = ln(s v ) and ω v = 1. Fig.3 shows the tradeoff curve between the network utility and network lifetime as the factor r is varied from 1.0 × 10 −5 to 1.0 × 10 −3 . By increasing r, the network lifetime can be traded for greater network utility through increased source rates until some links become saturated. Alternatively, by decreasing r, network utility can be traded for greater network lifetime by reducing the source rates nearly to zeros. Fig.4 shows that node 4 and node 2 have a higher power dissipation than the other nodes. Node 2 drains energy first while the other nodes still leave much energy. Thus, node 2 is the bottleneck node of the network.
There are two links originating from sensor node 5. We are curious about how the node 5 distributes its flow between l 5 and l 6 . In Fig.5 , link 5 completely dominates the flow generated by node 5. The smart choice made by our algorithm can alleviate the burden of node 2 and balance the flow in the whole sensor network. 
Conclusions
We have developed a cross-layer method to study the tradeoff between network utility and network lifetime in energy-constrained WSNs. Our study is the first to jointly consider rate control, routing, and time slots allocation in this rigorous tradeoff framework. The math model we set up is a nonlinear convex and separable model and we have shown how to use partially distributed algorithm to solve it for the suboptimal solution.
Our work can be easily extended to the cases of multicommodity flow and multiple sinks. We are particularly interested in heuristic algorithms that can be implemented in a fully distributed fashion, since the algorithm in this paper is only a partially distributed one. Furthermore, future work may incorporate power control into our framework as well.
