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MODULE BORDER BASES
MARKUS KRIEGL
Abstract. In this paper, we generalize the notion of border bases of zero-
dimensional polynomial ideals to the module setting. To this end, we intro-
duce order modules as a generalization of order ideals and module border bases
of submodules with finite codimension in a free module as a generalization of
border bases of zero-dimensional ideals in the first part of this paper. In partic-
ular, we extend the division algorithm for border bases to the module setting,
show the existence and uniqueness of module border bases, and characterize
module border bases analogously like border bases via the special generation
property, border form modules, rewrite rules, commuting matrices, and lift-
ings of border syzygies. Furthermore, we deduce Buchberger’s Criterion for
Module Border Bases and give an algorithm for the computation of module
border bases that uses linear algebra techniques. In the second part, we further
generalize the notion of module border bases to quotient modules. We then
show the connection between quotient module border bases and special mod-
ule border bases and deduce characterizations similar to the ones for module
border bases. Moreover, we give an algorithm for the computation of quotient
module border bases using linear algebra techniques, again. At last, we prove
that subideal border bases are isomorphic to special quotient module border
bases. This isomorphy immediately yields characterizations and an algorithm
for the computation of subideal border bases.
1. Introduction
Border bases of zero-dimensional ideals have turned out to be a good alternative
for Gro¨bner bases as they have nice numerical properties, see for instance [Ste04],
[KPR09], [Mou07] and [MT08]. In the paper [KP11], border bases have been gener-
alized to subideal border bases. The main difference is that the authors additionally
ensure that all the computation takes place in a so-called “subideal”. This allows
them to take external knowledge about the system into account, e. g. if some physi-
cal properties are known to be satisfied. We use a similar construction in this paper
in order to generalize border bases and subideal border bases of zero-dimensional
ideals, i. e. ideals with finite codimension, to the module setting. Therefore, we
introduce new concepts, namely module border bases and quotient module border
bases of submodules with finite codimension.
In Part 1 of this paper, we introduce the notion of module border bases of free
modules with finite rank as a generalization of border bases to the module setting.
More precisely, we regard a polynomial ring P in finitely many indeterminates and
determine bases of P -submodules U ⊆ P r with finite codimension similar to border
bases, where r ∈ N. We show that we can reuse the concepts and ideas of border
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bases introduced in [KR05, Section 6.4], [KK05], and [KK06] in an almost straight-
forward way to have corresponding results for module border bases. We firstly
introduce the basic concepts and a division algorithm for module border bases
(Theorem 2.14) in Section 2, then we prove the existence and uniqueness of module
border bases (Proposition 3.1) in Section 3. In Section 4, we characterize module
border bases via the special generation property (Theorem 4.1), via border form
modules (Theorem 4.3), via rewrite rules (Theorem 4.8), via commuting matrices
(Theorem 4.13), and via liftings of border syzygies (Theorem 4.20). Finally, we
determine Buchberger’s Criterion for Module Border Bases (Theorem 4.22), which
allows us to check easily whether a given module border prebasis is a module border
basis, or not. At last, we give an algorithm for the computation of module border
bases which uses linear algebra techniques in Section 5.
In Part 2, we further generalize the notion of module border bases of free modules
to module border bases of quotient modules. More precisely, we regard a polyno-
mial ring P in finitely many indeterminates and determine bases of P -submodules
US ⊆ P r/S with finite codimension similar to border bases, where r ∈ N and
S ⊆ P r is a given P -submodule. In Section 6, we introduce the basic concepts
of quotient module border bases. For a quotient module border prebasis, we then
define characterizing module border prebases (Definition 6.7) and use these char-
acterizing module border prebases to characterize quotient module border bases
(Theorem 6.10). As an immediate consequence, we give an algorithm for the com-
putation of quotient module border bases with linear algebra techniques (Corol-
lary 6.14) and characterize quotient module border bases similar to module border
bases via the special generation property (Corollary 6.16), via border form mod-
ules (Corollary 6.17), via rewrite rules (Corollary 6.18), via commuting matrices
(Corollary 6.19), via liftings of border syzygies (Corollary 6.20), and via Buch-
berger’s Criterion for Quotient Module Border Bases (Corollary 6.21).
At last, we show that subideal border bases—which have recently been introduced
in [KP11]—can be regarded as special quotient module border bases in Section 7.
Therefore, the characterizations of quotient module border bases in Section 6 imme-
diately yield corresponding characterizations of subideal border bases (Remark 7.7).
In particular, we get another proof for the characterization of subideal border bases
via the special generation property, which has already been proven in [KP11], and
we get the characterizations of subideal border bases via border form modules, via
rewrite rules, via commuting matrices, via liftings of border syzygies, and via Buch-
berger’s Criterion for Subideal Border Bases which have not been proven by now.
Moreover, the algorithm for the computation of quotient module border bases can
be used to determine an algorithm for the computation of subideal border bases
with linear algebra techniques (Corollary 7.4). The only way to compute subideal
border bases by now uses Gro¨bner bases techniques and thus needs, in general,
much more computational effort (cf. [KP11, Section 6]). Furthermore, we give
some remarks how the further results about subideal border bases in [KP11], e. g.
a division algorithm or an index, coincide with our construction of subideal border
bases as special quotient module border bases.
For the whole paper, we use the notation and results of [KR00] and [KR05]. In
particular, we let K be a field and P = K[x1, . . . , xn] be the polynomial ring in
the indeterminates x1, . . . , xn. Furthermore, we let r ∈ N and {e1, . . . , er} ⊆ P
r
be the canonical P -module basis of the free P -module P r. The monoid of all
terms xα11 · · ·x
αn
n ∈ P with α1, . . . , αn ∈ N is denoted by T
n and the monoid of
all terms tek ∈ P r with t ∈ Tn and k ∈ {1, . . . , r} is denoted by Tn〈e1, . . . , er〉.
The set of all terms in Tn with degree d ∈ N is denoted by Tnd and we use similar
constructions, e. g. Tn≤d〈e1, . . . , er〉 denotes the set of all terms tek ∈ T
n〈e1, . . . , er〉
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such that deg(t) ≤ d. Moreover, for any term ordering σ on the set of terms
Tn〈e1, . . . , er〉 and P -submodule U ⊆ P r, we let LTσ{U} = {LTσ(V) | V ∈ U \{0}}
be the monomodule of all leading terms of the vectors in U \ {0}, and we let
Oσ(U) = T
n〈e1, . . . , er〉 \ LTσ{U}. At last, for every P -module M (respectively
K-vector space) and every P -submodule U ⊆M (respectively K-vector subspace),
we let
εU :M ։M/U, m 7→ m+ U
be the canonical P -module epimorphism (K-vector space epimorphism).
Part 1. Module Border Bases of Free Modules
In the first part of this paper, we generalize the results about border bases of
zero-dimensional ideals in P , i. e. ideals which have finite K-codimension in P , in
[KR05, Section 6.4], [KK05], and [KK06] to the module setting. We imitate the
definitions and propositions there in order to have similar results for P -submodules
U ⊆ P r of finite K-codimension in the free P -module P r. At first, we generalize
the concepts of border bases and the corresponding division algorithm to module
border bases in Section 2. Section 3 then shows the existence and uniqueness of
module border bases. In Section 4, we characterize module border bases the same
way as border bases have been characterized. At last we determine an algorithm
that computes module border bases in Section 5.
2. Module Border Division
In this section, we generalize the concept of border basis of zero-dimensional
ideals from [KR05, Section 6.4] to the module setting in a straightforward way.
We see that the analogs of order ideals, namely order modules, cf. Definition 2.4,
are also subsets of Tn〈e1, . . . , er〉 which are closed under forming divisors. This
allows us to define the concepts of borders in Definition 2.5, of the index of a order
module in Definition 2.10 and module border bases in Definition 2.13. At last, we
determine a division algorithm for module border bases in Theorem 2.14. Similar
to Gro¨bner bases and border bases, this division algorithm plays a central role in
many proofs. We end up this section with some immediate consequences of this
division algorithm.
We start with the definition and properties of order ideals. Our definition of
order ideals generalizes the order ideals defined in [KR05, Defn. 6.4.3], namely we
also regard the empty set as an order ideal. Though this seems to be quite a
technical act, we see in Remark 5.5 that this generalization is necessary.
Definition 2.1. A set O ⊆ Tn is called an order ideal if it is closed under
forming divisors.
Definition 2.2. Let O ⊆ Tn be an order ideal.
a) We call the set
∂1O = ∂O = ((Tn1 · O) ∪ {1}) \ O ⊆ T
n
the (first) border of O. The (first) border closure of O is the set
∂1O = ∂O = O ∪ ∂O ⊆ Tn.
b) For every k ∈ N \ {0}, we inductively define the (k + 1)st border of O by
the rule
∂k+1O = ∂(∂kO) ⊆ Tn,
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and the (k + 1)st border closure by the rule
∂k+1O = ∂kO ∪ ∂k+1O ⊆ Tn.
For convenience, we let
∂0O = ∂0O = O.
Proposition 2.3. Let O ⊆ Tn be an order ideal.
a) For every k ∈ N, we have a disjoint union
∂kO =
k⋃
i=0
∂iO.
b) We have a disjoint union
Tn =
∞⋃
i=0
∂iO.
c) For every k ∈ N \ {0}, we have
∂kO = ((Tnk · O) ∪ T
n
k−1) \ (T
n
<k · O)
=
{
(Tnk · O) \ (T
n
<k · O) if O 6= ∅,
Tnk−1 if O = ∅.
d) Let t ∈ Tn be a term. Then there exists a factorization of the form t = t′b
with a term t′ ∈ Tn and b ∈ ∂O if and only if t ∈ Tn \ O.
Proof. We start to prove claim a) with induction over k ∈ N. For the induction
start, Definition 2.2 yields
∂0O = ∂0O =
0⋃
i=0
∂iO
and
∂1O = ∂0O ∪ ∂1O = ∂0O ∪ ∂1O =
1⋃
i=0
∂iO.
For every k ∈ N \ {0}, Definition 2.2 and the induction hypothesis yield
∂k+1O = ∂kO ∪ ∂k+1O =
k⋃
i=0
∂iO ∪ ∂k+1O =
k+1⋃
i=0
∂iO.
Moreover, for every i, j ∈ N with i 6= j, the borders ∂iO and ∂jO are disjoint
according to Definition 2.2. Thus the claim follows.
Since every term in Tn is in ∂iO for some i ∈ N by Definition 2.2, claim b) is a
direct consequence of claim a).
We now prove claim c) by induction over k ∈ N \ {0}. For the induction start
k = 1, Definition 2.2 yields
∂1O = ((Tn1 · O) ∪ {1}) \ O
= ((Tn1 · O) ∪ T
n
0 ) \ (T
n
<1 · O).
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For the induction step, we let k > 1. Then the induction hypothesis and Defini-
tion 2.2 yield
∂kO = ∂(∂k−1O)
= ∂(((Tnk−1 · O) ∪ T
n
k−2) \ (T
n
<k−1 · O))
= ∂((Tn≤k−1 · O) ∪ T
n
≤k−2)
= ((Tn1 · T
n
≤k−1 · O) ∪ (T
n
1 · T
n
≤k−2)) \ ((T
n
≤k−1 · O) ∪ T
n
≤k−2)
= ((Tnk · O) ∪ T
n
k−1) \ (T
n
<k · O).
If O 6= ∅, we have 1 ∈ O by Definition 2.1, and thus Tnk−1 \ (T
n
<k · O) = ∅, and the
equation above shows
∂kO = ((Tnk · O) \ (T
n
<k · O)) ∪ (T
n
k−1 \ (T
n
<k · O))
= (Tnk · O) \ (T
n
<k · O).
If O = ∅, the equation above yields
∂kO = (∅ ∪ Tnk−1) \ ∅ = T
n
k−1,
and thus claim c) follows.
Finally, we prove claim d). We distinguish two cases.
For the first case, suppose that O = ∅. Then we have ∂O = {1} by Definition 2.2
and for every term t ∈ Tn \ O = Tn, there is the factorization t = t · 1.
For the second case, suppose that O 6= ∅. Let t ∈ Tn \ O. Then there exists a
k ∈ N\{0} such that t ∈ ∂kO = (Tnk ·O)\(T
n
<k ·O) according to the claims b) and c).
In particular, we can write t = xℓt1t2 with ℓ ∈ {1, . . . , n}, t1 ∈ T
n
k−1, and t2 ∈ O.
Assume that xℓt2 ∈ O. Then we get the contradiction t = t1(xℓt2) ∈ T
n
<k · O.
Thus Definition 2.2 yields xℓt2 ∈ ∂O, and the the first implication follows because
of t = t1(xℓt2). For the converse implication, let t
′ ∈ Tn and b ∈ ∂O. Assume
that t′b ∈ O. Then Definition 2.1 yields the contradiction b ∈ O. Thus we have
t′b ∈ Tn \ O and the claim follows. 
Having defined order ideals of Tn, we generalize this notion to order module
setting. We start with the definition of order modules of Tn〈e1, . . . , er〉, the border
of order modules, and some propositions of them. Our definitions and propositions
are analogous versions of the corresponding ones in [KR05, Defn. 6.4.3/4] and
[KR05, Prop. 6.4.6].
Definition 2.4. Let O1, . . . ,Or ⊆ Tn be order ideals. Then we call the set
M = O1 · e1 ∪ · · · ∪ Or · er ⊆ T
n〈er, . . . , er〉
an order module.
Definition 2.5. Let M = O1e1 ∪ · · · ∪ Orer with order ideals O1, . . . ,Or ⊆ Tn
be an order module.
a) We call the set
∂1M = ∂M = ((Tn1 ·M) ∪ {e1, . . . , er}) \M
= ∂O1 · e1 ∪ · · · ∪ ∂Or · er ⊆ T
n〈e1, . . . , er〉
the (first) border of M. The (first) border closure of M is the set
∂1M = ∂M =M∪ ∂M
= ∂O1 · e1 ∪ · · · ∪ ∂Or · er ⊆ T
n〈e1, . . . , er〉.
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b) For every k ∈ N \ {0}, we inductively define the (k + 1)st border of M by
∂k+1M = ∂(∂kM)
= ∂k+1O1 · e1 ∪ · · · ∪ ∂
k+1Or · er ⊆ T
n〈e1, . . . , er〉,
and the (k + 1)st border closure of M by the rule
∂k+1M = ∂kM∪ ∂k+1M
= ∂k+1O1 · e1 ∪ · · · ∪ ∂k+1Or · er ⊆ T
n〈e1, . . . , er〉.
For convenience, we let
∂0M = ∂0M =M.
Example 2.6. Let K be a field, and let
O1 = {x, y, 1} ⊆ T
2
and
O2 = {x
2, x, 1} ⊆ T2.
Then O1 and O2 are both order ideals with first borders
∂O1 = {x
2, xy, y2} ⊆ T2
and
∂O2 = {x
3, x2y, xy, y} ⊆ T2,
and second borders
∂2O1 = {x
3, x2y, xy2, y3} ⊆ T2
and
∂2O2 = {x
4, x3y, x2y2, xy2, y2} ⊆ T2.
Let e1 = (1, 0) ∈ (K[x, y])2 and e2 = (0, 1) ∈ (K[x, y])2. Then
M = {xe1, ye1, e1, x
2e2, xe2, e2} ⊆ T
2〈e1, e2〉
is an order module with first border
∂M = {x2e1, xye1, y
2e1, x
3e2, x
2ye2, xye2, ye2} ⊆ T
2〈e1, e2〉
and second border
∂2M = {x3e1, x
2ye1, xy
2e1, y
3e1, x
4e2, x
3ye2, x
2y2e2, xy
2e2, y
2e2} ⊆ T
2〈e1, e2〉.
Proposition 2.7. Let M = O1e1 ∪ · · · ∪ Orer with order ideals O1, . . . ,Or ⊆ Tn
be an order module.
a) For every k ∈ N, we have a disjoint union
∂kM =
k⋃
i=0
∂iM.
b) We have a disjoint union
Tn〈e1, . . . , er〉 =
∞⋃
i=0
∂iM.
c) For every k ∈ N \ {0}, we have
∂kM = ((Tnk · M) ∪ T
n
k−1〈e1, . . . , er〉) \ (T
n
<k · M).
MODULE BORDER BASES 7
d) Let tek ∈ Tn〈e1, . . . , er〉 be a term. Then there exists a factorization of
the form tek = t
′bek with a term t
′ ∈ Tn and bek ∈ ∂M if and only if
tek ∈ Tn〈e1, . . . , er〉 \M.
Proof. For every s ∈ {1, . . . , r}, we have {(p1, . . . , pr) ∈ M | ps 6= 0} = Os · es by
Definition 2.4. Thus the claim immediately follows from Proposition 2.3. 
Since Proposition 2.3 is a natural generalization of [KR05, Prop. 6.4.6], which
additionally allows empty order ideals, we can define anO-index for an order idealO
just the way it has been defined in [KR05, Defn. 6.4.7].
Definition 2.8. Let O ⊆ Tn be an order ideal.
a) For every term t ∈ Tn, the number i ∈ N such that t ∈ ∂iO, which is unique
according to Proposition 2.3, is called the O-index of t and it is denoted
by indO(t).
b) For a polynomial p ∈ P \ {0}, we define the O-index of p by
indO(p) = max{indO(t) | t ∈ Supp(p)}.
Now we can immediately deduce the same properties for the O-index of an
order ideal O, as it has been done in [KR05, Prop. 6.4.8]. Though the proof stays
essentially the same when we also regard the empty set as an order ideal, we will
give the proof of the following proposition for the convenience of the reader.
Proposition 2.9. Let O ⊆ Tn be an order ideal.
a) For a term t ∈ Tn\O, the number i = indO(t) is the smallest natural number
such that t = t′b with t′ ∈ Tni−1 and b ∈ ∂O.
b) Given a term t ∈ Tn and a term t′ ∈ Tn, we have
indO(tt
′) ≤ deg(t) + indO(t
′).
c) For two polynomials p, q ∈ P \{0} such that p+q 6= 0, we have the inequality
indO(p+ q) ≤ max{indO(p), indO(q)}.
d) For two polynomials p, q ∈ P \ {0}, we have the inequality
indO(pq) ≤ deg(p) + indO(q).
Proof. Claim a) is a direct consequence of Proposition 2.3, and claim b) follows
immediately from claim a). Since Supp(p + q) ⊆ Supp(p) ∪ Supp(q), claim c)
follows immediately with Definition 2.8. At last, claim d) follows from claim b)
since Supp(pq) ⊆ {tt′ | t ∈ Supp(p), t′′ ∈ Supp(q)}. 
Since Proposition 2.7 is an analogous version of [KR05, Prop. 6.4.6] for an order
module M ⊆ Tn〈e1, . . . , er〉, we can now define the M-index similar to the index
of order ideals in Definition 2.8, and deduce some properties of it as it has been
done in Proposition 2.9.
Definition 2.10. Let M = O1e1 ∪ · · · ∪ Orer with order ideals O1, . . . ,Or ⊆ Tn
be an order module.
a) For every term tek ∈ Tn〈e1, . . . , er〉, the number i ∈ N such that tek ∈ ∂iM,
which is unique according to Proposition 2.7, is called the M-index of tek
and is denoted by indM(tek).
b) For a vector V = (p1, . . . , pr) ∈ P r \ {0}, we define the M-index of V by
indM(V) = max{indM(tek) | tek ∈ Supp(V)}.
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Example 2.11. We consider the order module
M = {xe1, ye1, e1, x
2e2, xe2, e2} ⊆ T
2〈e1, e2〉
of Example 2.6, again. Then we have
indM(xe1) = 0
and
indM(x
2y2e2) = 2.
Furthermore, we see that
indM(xe1 + x
2y2e2) = max{0, 2} = 2.
Proposition 2.12. Let M = O1e1∪· · ·∪Orer with order ideals O1, . . . ,Or ⊆ Tn
be an order module.
a) For a term tek ∈ Tn〈e1, . . . , er〉 \ M, the number i = indM(tek) is the
smallest natural number such that t = t′b with t′ ∈ Tni−1 and b ∈ ∂Ok.
b) Given a term t ∈ Tn and a term t′ek ∈ Tn〈e1, . . . , er〉, we have
indM(tt
′ek) ≤ deg(t) + indM(t
′ek).
c) For two vectors V ,W ∈ P r \{0} such that V+W 6= 0, we have the inequality
indM(V +W) ≤ max{indM(V), indM(W)}.
d) For a vector V ∈ P r\{0} and a polynomial p ∈ P \{0}, we have the inequality
indM(pV) ≤ deg(p) + indM(V).
Proof. Let s ∈ {1, . . . , r}. Then we have {(p1, . . . , pr) ∈ M | ps 6= 0} = Os · es
by Definition 2.4. Thus the claim follows immediately from Definition 2.10 and
Proposition 2.9. 
Now we have all the ingredients to define module border bases in an analogous
way as border bases have been introduced in [KR05, Defn. 6.4.10/13]. Recall that,
for every P -module M (respectively K-vector space) and for every P -submodule
U ⊆M (respectively K-vector subspace),
εU :M ։M/U, m 7→ m+ U
denotes the canonical P -module epimorphism (respectively K-vector space epimor-
phism).
Definition 2.13. Let M = O1e1 ∪ · · · ∪ Orer be an order module where we
let O1, . . . ,Or ⊆ Tn be finite order ideals. We write M = {t1eα1 , . . . , tµeαµ} and
∂M = {b1eβ1, . . . , bνeβν} with µ, ν ∈ N, ti, bj ∈ T
n, and with αi, βj ∈ {1, . . . , r}
for all i ∈ {1, . . . , µ} and j ∈ {1, . . . , ν}.
a) A set of vectors G = {G1, . . . ,Gν} ⊆ P r is called an M-module border
prebasis if the vectors have the form
Gj = bjeβj −
µ∑
i=1
cijtieαi
with cij ∈ K for all i ∈ {1, . . . , µ} and j ∈ {1, . . . , ν}.
b) Let G = {G1, . . . ,Gν} ⊆ P r be anM-module border prebasis and let U ⊆ P r
be a P -submodule. We call G an M-module border basis of U if G ⊆ U ,
if the set
εU (M) = {t1eα1 + U, . . . , tµeαµ + U}
is a K-vector space basis of P r/U and if #εU (M) = µ.
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For the remainder of this section, we let O1, . . . ,Or ⊆ Tn be finite order ideals
and
M = O1e1 ∪ · · · ∪ Orer = {t1eα1 , . . . , tµeαµ}
be an order module with border
∂M = ∂O1e1 ∪ · · · ∪ ∂Orer = {b1eβ1, . . . , bνeβν},
where µ, ν ∈ N, ti, bj ∈ Tn and αi, βj ∈ {1, . . . , r} for all i ∈ {1, . . . , µ} and
j ∈ {1, . . . , ν}. Moreover, we let G = {G1, . . . ,Gν} ⊆ P r with
Gj = bjeβj −
µ∑
i=1
cijtieαi ,
where cij ∈ K for all i ∈ {1, . . . , µ} and j ∈ {1, . . . , ν}, be an M-module border
prebasis.
Next we generalize the Border Division Algorithm [KR05, Prop. 6.4.11] to the
Module Border Division Algorithm and deduce some consequences of it similar to
the ones in [KR05, Section 6.4.A].
Algorithm 1 divAlg(V ,G)
Require: V ∈ P r
G = {G1, . . . ,Gν} ⊆ P r is an M-module border prebasis where we denote
M = {t1eα1 , . . . , tµeαµ} and ∂M = {b1eβ1 , . . . , bνeβν} with µ, ν ∈ N, ti, bj ∈ T
n
and αi, βj ∈ {1, . . . , r} for i ∈ {1, . . . , µ} and j ∈ {1, . . . , ν}.
1: (p1, . . . , pν) := 0 ∈ P ν
2: (q1, . . . , qr) := V
3: while (q1, . . . , qr) 6= 0 and indM((q1, . . . , qr)) > 0 do
4: choose tek ∈ Supp((q1, . . . , qr)) with indM(tek) = indM((q1, . . . , qr)).
5: Determine the smallest index j ∈ {1, . . . , ν} such that there exists a term
t′ ∈ Tn with deg(t′) = indM((q1, . . . , qr))− 1 and tek = t′bjeβj .
6: Let a ∈ K be the coefficient of tek = t′bjeβj in (q1, . . . , qr).
7: pj := pj + at
′
8: (q1, . . . , qr) := (q1, . . . , qr)− at′Gj
9: end while
10: if (q1, . . . , qr) = 0 then
11: return ((p1, . . . , pν), 0) ∈ P ν ×Kµ
12: end if
13: Determine c1, . . . , cµ ∈ K such that (q1, . . . , qr) = c1t1eα1 + · · ·+ cµtµeαµ .
14: return ((p1, . . . , pν), (c1, . . . , cµ))
Theorem 2.14. (The Module Border Division Algorithm)
Let V ∈ P r. Then Algorithm 1 is actually an algorithm, and the result
((p1, . . . , pν), (c1, . . . , cµ)) := divAlg(V ,G)
of Algorithm 1 applied to the input data V and G satisfies the following conditions.
i) The result ((p1, . . . , pν), (c1, . . . , cµ)) is a tuple in P
ν ×Kµ and it does not
depend on the choice of the term tek in line 4.
ii) We have
V = p1G1 + · · ·+ pνGν + c1t1eα1 + · · ·+ cµtµeαµ .
iii) We have
deg(pj) ≤ indM(V)− 1
for all j ∈ {1, . . . , ν} with pj 6= 0.
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Proof. Firstly, we show that every step of the procedure can be computed. Let m
always denote the current value of indM((q1, . . . , qr)) during the procedure. The
existence of a term tek ∈ Supp((q1, . . . , qr)) such that indM(tek) = m in line 4
follows from Definition 2.10. We now take a closer look at line 5. Since the while-
loop in line 3 is executed, we have indM(tek) > 0, i. e. tek ∈ Tn〈e1, . . . , er〉 \M by
Definition 2.10. By Proposition 2.12 there is a factorization tek = t
′bjeβj with a
term t′ ∈ Tn where deg(t′) = indM(tek) − 1 = m− 1 and an index j ∈ {1, . . . , ν}.
At last, since the while-loop is already finished in line 13, we have m = 0 and thus
Supp((q1, . . . , qr)) ⊆M according to Definition 2.10. Altogether, we see that every
step of the procedure can actually be computed.
Secondly, we prove termination. We show that the while-loop starting in line 3
is executed only finitely many times. Taking a closer look at the subtraction in
line 8, we see that we subtract the vector
at′Gj = at
′bjeβj − at
′
µ∑
i=1
cijtieαi
from (q1, . . . , qr). By the choice of j ∈ {1, . . . , ν} and t′ ∈ Tnm−1 in line 5, and the
choice of a ∈ K in line 6, it follows that the term tek = t′bjeβj with M-index m
is replaced by terms of the form t′tieαi ∈ ∂
m−1M with i ∈ {1, . . . , µ}, which
have strictly smallerM-index according to Proposition 2.12. The procedure hence
terminates after finitely many steps because there are only finitely many terms
of M-index smaller than or equal to a given term. Altogether, we see that the
procedure is actually an algorithm.
We go on with the proof of the correctness. To this end, we show that the
equation
V = p1G1 + · · ·+ pνGν + (q1, . . . , qr)
is an invariant of the while-loop in line 3. Before the first iteration of the while-
loop, we have p1 = · · · = pν = 0 and (q1, . . . , qr) = V , i. e. the invariant is obviously
fulfilled. We now regard the changes of (p1, . . . , pν) ∈ P
ν and (q1, . . . , qr) ∈ P
r
during one iteration of the while-loop. Let (p1, . . . , pν) ∈ P ν and (q1, . . . , qr) ∈ P r
be such that the invariant holds, and let (p′1, . . . , p
′
ν) ∈ P
ν and (q′1, . . . , q
′
r) ∈ P
r be
the values of (p1, . . . , pν) and (q1, . . . , qr) after one iteration of the while-loop. The
values of the vectors (p1, . . . , pν) ∈ P ν and (q1, . . . , qr) ∈ P r are only changed in
line 7 and line 8. Thus we have p′j = pj + at
′, p′i = pi for all i ∈ {1, . . . , ν} \ {j},
and (q′1, . . . , q
′
r) = (q1, . . . , qr)− at
′Gj . This yields
V = p1G1 + · · ·+ pνGν + (q1, . . . , qr)
= p′1G1 + · · ·+ p
′
j−1Gj−1 + (p
′
j − at
′)Gj + p
′
j+1Gj+1 + · · ·+ p
′
νGν
+ ((q′1, . . . , q
′
r) + at
′Gj)
= p′1G1 + · · · p
′
νGν + (q
′
1, . . . , q
′
r),
i. e. the invariant is also satisfied after one iteration of the while-loop. By induction
over the number of iterations of the while-loop, we see that the invariant is always
satisfied.
As we have already seen in the proof of the termination, the term t′ in line 5—and
thus also the polynomials p1, . . . , pν at the end of the algorithm—always has at
most the degree indM(V)− 1. If the algorithm terminates in line 11, we have
V = p1G1 + · · ·+ pνGν + (q1, . . . , qr) = p1G1 + · · ·+ pνGν .
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If the algorithm terminates in line 13, we have
V = p1G1 + · · ·+ pνGν + (q1, . . . , qr)
= p1G1 + · · ·+ pνGν + c1t1eα1 + · · ·+ cµtµeαµ
with c1, . . . , cµ ∈ K. In both cases, the algorithm computes a representation of V
with the claimed properties.
Finally, we prove that the result does not depend on the choice of the term tek in
line 4. This fact follows from the observation that tek is replaced by terms of strictly
smaller M-index during every iteration of the while-loop in line 3. Thus different
choices of the term tek in line 4 do not interfere with one another. Altogether, we
see that the final result, after all those terms have been rewritten, is independent
of the ordering in which they are handled. 
Using the Module Border Division Algorithm 2.14, we can define the normal
remainder of a vector in P r with respect to a module border prebasis in the usual
way like it has been done for border prebases in [KR05, p. 427].
Definition 2.15. Let V ∈ P r. We apply the Module Border Division Algo-
rithm 2.14 to V and G to obtain a representation
V = p1G1 + · · ·+ pνGν + c1t1eα1 + · · ·+ cµtµeαµ
with p1, . . . , pν ∈ P , c1, . . . , cµ ∈ K, and
deg(pj) ≤ indM(V)− 1
for all j ∈ {1, . . . , ν} where pj 6= 0. Then the vector
NRG(V) = c1t1eα1 + · · ·+ cµtµeαµ ∈ 〈M〉K ⊆ P
r
is called the normal remainder of V with respect to G.
Example 2.16. We consider Example 2.6, again, and write the order module
M = {xe1, ye1, e1, x
2e2, xe2, e2} = {t1eα1 , . . . , t6eα6}
and its border
∂M = {x2e1, xye1, y
2e1, x
3e2, x
2ye2, xye2, ye2} = {b1eβ1 , . . . , b7eβ7}.
Then the set G = {G1, . . . ,G7} ⊆ P 2 with
G1 = x
2e1 − ye1 + e2,
G2 = xye1 − e2,
G3 = y
2e1 − xe2,
G4 = x
3e2 − e1,
G5 = x
2ye2 − e1 − e2,
G6 = xye2 + 3e1,
G7 = ye2 − xe1 − ye1 − e1 − e2
is an M-module border prebasis by Definition 2.13. We consider the steps of the
Module Border Division Algorithm 1 applied to
V = x3e1 + xye1 + x
3ye2 ∈ P
2
and G in detail.
The initialization process of the algorithm in the lines 1–2 yields
(p1, . . . , p7) = (0, 0, 0, 0, 0, 0, 0)
12 MARKUS KRIEGL
and
(q1, q2) = (x
3 + xy, x3y).
Since
indM((q1, q2)) = indM(x
3e1) = indM(x
3ye2) = 2 > 0,
the while-loop in line 3 is executed. We choose x3ye2 in line 4. Then we have j = 4
and the factorization
x3ye2 = y · x
3e2 = y · b4eβ4
in line 5. After line 7, we have
(p1, . . . , p7) = (0, 0, 0, y, 0, 0, 0),
and after line 8, we have
(q1, q2) = (x
3 + xy, x3y)− y · (−1, x3) = (x3 + xy + y, 0).
Now the M-index is
indM((q1, q2)) = indM(x
3e1) = 2 > 0,
and we must choose x3e1 in line 4. Then we have j = 1 and the factorization
x3e1 = x · x
2e1 = x · b1eβ1
in line 5. This yields
(p1, . . . , p7) = (x, 0, 0, y, 0, 0, 0)
after line 7, and
(q1, q2) = (x
3 + xy + y, 0)− x · (x2 − y, 1) = (2xy + y,−x)
after line 8. Now the M-index has decreased to
indM((q1, q2)) = indM(xye1) = 1 > 0,
and we must choose xye1 in line 4. Then we have j = 2 and the factorization
xye1 = 1 · xye1 = 1 · b2eβ2
in line 5. This yields
(p1, . . . , p7) = (x, 2, 0, y, 0, 0, 0)
after line 7, and
(q1, q2) = (2xy + y,−x)− 2 · (xy,−1) = (y,−x+ 2).
after line 8. After these iterations, we see that
(q1, q2) 6= 0
and
indM((q1, q2)) = 0.
Since
(q1, q2) = (y,−x+ 2) = t2eα2 − t5eα5 + 2t6eα6 ,
the algorithm returns
((x, 2, 0, y, 0, 0, 0), (0, 1, 0, 0,−1, 2)) ∈ P 7 ×K6
in line 13.
Moreover, this yields
V = x3e1 + xye1 + x
3ye2 = xG1 + 2G2 + yG4 +NRG(V)
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where
NRG(V) = ye1 − xe2 + 2e2 ∈ 〈M〉K .
according to Theorem 2.14 and Definition 2.15.
Now we use the Module Border Division Algorithm 2.14 to deduce some propo-
sitions about module border bases. We start to prove that an M-module border
basis G of a P -submodule U ⊆ P r is indeed a basis, i. e. that 〈G〉 = U holds. The
proof of this result follows exactly like the corresponding result for border bases in
[KR05, Prop. 6.4.15].
Corollary 2.17. Let G be an M-module border basis of a P -submodule U ⊆ P r.
Then 〈G〉 = U .
Proof. According to Definition 2.13, we have 〈G〉 ⊆ U . For the converse implication,
we let V ∈ U . We apply the Module Border Basis Algorithm 2.14 to V and G to
obtain a representation
V =W + c1t1eα1 + · · ·+ cµtµeαµ
with W ∈ 〈G〉 ⊆ U , and c1, . . . , cµ ∈ K. It follows that
U = V + U = c1t1eα1 + · · ·+ cµtµeαµ + U ∈ P
r/U.
Since G is an M-module border basis of U , Definition 2.13 yields
c1 = · · · = cµ = 0
and thus V =W ∈ 〈G〉. 
The proof of the next corollary follows the proof of [KP11, Coro. 3.8].
Corollary 2.18. We have 〈ε〈G〉(M)〉K = P
r/〈G〉. In particular, for every vector
V ∈ P r, the normal remainder NRG(V) of V with respect to G is a representative
of the residue class V + 〈G〉.
Proof. Let V ∈ P r. We apply the Module Border Division Algorithm 2.14 to V
and G to obtain a representation
V = p1G1 + · · ·+ pνGν +NRG(V)
with p1, . . . , pν ∈ P and NRG(V) ∈ 〈M〉K . Thus we have
V + 〈G〉 = NRG(V) + 〈G〉 ∈ 〈ε〈G〉(M)〉K .
The other inclusion follows trivially because M⊆ P r. 
We are now able to give a first characterization of module border bases similar
to the characterization of border bases in [KR05, Defn. 6.4.13].
Corollary 2.19. Let U ⊆ P r be a P -submodule with G ⊆ U . Then the following
conditions are equivalent.
i) The M-module border prebasis G is an M-module border basis of U .
ii) We have U ∩ 〈M〉K = {0}.
iii) We have P r = U ⊕ 〈M〉K .
Proof. We start to prove that i) implies ii). Let V ∈ U ∩ 〈M〉K . Then there exist
c1, . . . , cµ ∈ K such that
V = c1t1eα1 + · · ·+ cµtµeαµ .
Modulo U , this yields
U = V + U = c1t1eα1 + · · ·+ cµtµeαµ + U ∈ P
r/U.
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As G is an M-module border basis of U , it follows c1 = · · · = cµ = 0 and thus
V = 0 by Definition 2.13.
Next we prove that ii) implies iii). As we have U ∩ 〈M〉K = {0}, it suffices to
prove that P r = U + 〈M〉K . Obviously we have P
r ⊇ U + 〈M〉K . In order to
prove the converse inclusion, we let V ∈ P r. Applying the Module Border Division
Algorithm 2.14 to V and G, we obtain a representation
V = p1G1 + · · ·+ pνGν +NRG(V) ∈ 〈G〉+ 〈M〉K
with p1, . . . , pν ∈ P and NRG(V) ∈ 〈M〉K . The hypothesis G ⊆ U hence yields the
claim.
Finally, we prove that iii) implies i). Let c1, . . . , cµ ∈ K be coefficients such that
U = c1t1eα1 + · · ·+ cµtµeαµ + U ∈ P
r/U.
Then we have
c1t1eα1 + · · ·+ cµtµeαµ ∈ U ∩ 〈M〉K
which yields
c1t1eα1 + · · ·+ cµtµeαµ = 0
because of P r = U ⊕ 〈M〉K . As M is K-linearly independent, it follows that
c1 = · · · = cµ = 0, and we see that εU (M) ⊆ P r/U is K-linearly independent and
that #εU (M) = µ. Moreover, every vector V ∈ P r can be written in the form
V =W+NRG(V) whereW ∈ 〈G〉 according to Corollary 2.18. As G ⊆ U , the claim
now follows by Definition 2.13. 
If G is anM-module border bases of a P -submodule U ⊆ P r, we can introduce a
normal form with respect to a P -submodule U ⊆ P r for every vector in P r similarly
to the way it has been done in [KR05, Defn. 6.4.20] and [KR05, Prop. 6.4.19/21]
for border bases.
Lemma 2.20. Let U ⊆ P r be a P -submodule, and let G and G′ be two M-module
border bases of U . Then we have
NRG(V) = NRG′(V)
for every vector V ∈ P r.
Proof. Let V ∈ P r. We apply the Module Border Division Algorithm 2.14 to V
and G, and to V and G′ in order to obtain two representations
V =W +NRG(V) =W
′ +NRG′(V)
with W ,W ′ ∈ 〈G〉 and NRG(V),NRG′(V) ∈ 〈M〉K . As G and G
′ are M-module
border bases of U , the claim follows since we have
NRG(V)−NRG′(V) =W
′ −W ∈ 〈G〉 ∩ 〈M〉K ⊆ U ∩ 〈M〉K = {0}
according to Definition 2.13 and Corollary 2.19. 
Remark 2.21. Let V ∈ P r be a vector. Similar to the situation of Gro¨bner
bases and border bases, the normal remainder of V with respect to the M-module
border prebasis G is a representative of the residue class V + 〈G〉 ∈ P r/〈G〉 by
Corollary 2.18. But the normal remainder of V with respect to G depends on
the particularly chosen M-module border prebasis G and on the ordering of the
elements in G by Definition 2.15. But if G is even an M-module border basis
of 〈G〉, Lemma 2.20 shows that the result is independent of the particularly chosen
M-module border basis G, and of the ordering of the elements in G. Thus the
normal remainder defines a normal form with respect to 〈G〉 in this situation. In
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particular, we can also compute this normal form with the Module Border Division
Algorithm 2.14.
Definition 2.22. Let G be anM-module border basis of a P -submodule U ⊆ P r,
and let V ∈ P r. Then we call the vector
NFM,U (V) = NRG(V) ∈ 〈M〉K ⊆ P
r,
which is unique according to Remark 2.21, the normal form of V with respect
to M and U .
Proposition 2.23. Let G be anM-module border basis of a P -submodule U ⊆ P r.
a) For all V ∈ P r, we have
NFM,U (V) = NFσ,U (V)
if there exists a term ordering σ on Tn〈e1, . . . , er〉 such that M = Oσ(U).
b) We have
NFM,U (cV + c
′V ′) = cNFM,U (V) + c
′NFM,U (V
′)
for all c, c′ ∈ K and all V ,V ′ ∈ P r.
c) We have
NFM,U (NFM,U (V)) = NFM,U (V)
for all V ∈ P r.
d) We have
NFM,U (pV) = NFM,U (pNFM,U (V))
for all p ∈ P and all V ∈ P r.
Proof. Claim a) follows because for all V ∈ P r, both NFM,U (V) and NFσ,U (V)
are equal to the unique vector in V + U ∈ P r/U whose support is contained in
M = Oσ(U) according to Definition 2.22 and [KR00, Defn. 2.4.8]. The other
claims follow from the same uniqueness. 
3. Existence and Uniqueness of Module Border Bases
In this section, we show the existence and uniqueness of a module border bases
of a given submodule U ⊆ P r like it has been done for border bases in [KR05,
Prop. 6.4.17]. Moreover, we proof that there is a correspondence of the reduced
σ-Gro¨bner bases of a P -submodule U ⊆ P r and the Oσ(U)-module border bases
of U similar to [KR05, Prop. 6.4.18]. Finally, we give a first “naive” algorithm for
the computation of module border bases that uses Gro¨bner bases techniques.
Like in the previous section, we let O1, . . . ,Or ⊆ Tn be finite order ideals, and
we letM = O1e1∪· · ·∪Orer = {t1eα1 , . . . , tµeαµ} be an order module with border
∂M = {b1eβ1 , . . . , bνeβν}, where µ, ν ∈ N, ti, bj ∈ T
n and αi, βj ∈ {1, . . . , r} for
all i ∈ {1, . . . , µ} and j ∈ {1, . . . , ν}. Furthermore, we let G = {G1, . . . ,Gν} ⊆ P r
be an M-module border prebasis, where we write Gj = bjeβj −
∑µ
i=1 cijtieαi with
c1j , . . . , cµj ∈ K for every j ∈ {1, . . . , ν}.
We start with the proof of the existence and uniqueness of module border bases.
To this end, we imitate the proof of [KR05, Prop. 6.4.17].
Proposition 3.1. (Existence and Uniqueness of Module Border Bases)
Let U ⊆ P r be a P -submodule. Moreover, we let εU (M) ⊆ P r/U be a K-vector
space basis of P r/U with #εU (M) = µ.
a) There exists a unique M-module border basis of U .
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b) Let G be an M-module border prebasis with G ⊆ U . Then G is theM-module
border basis of U .
c) Let K ′ be the field of definition of U . Then the M-module border basis of U
is contained in K ′[x1, . . . , xn].
Proof. We start with the proof of claim a). Let j ∈ {1, . . . , ν}. By Proposition 2.7
we see that bjeβj /∈ M. Thus there exist c1j , . . . , cµj ∈ K such that
bjeβj + U = c1jt1eα1 + · · ·+ cµjtµeαµ + U
and this yields
Gj = bjeβj −
µ∑
i=1
cijtieαi ∈ U.
Now the set G = {G1, . . . ,Gν} ⊆ U is an M-module border prebasis, and the
assumptions yield that G is an M-module border basis of U by Definition 2.13. It
remains to prove the uniqueness. Let G′ = {G′1, . . . ,G
′
ν} ⊆ U be anotherM-module
border basis of U where
G′j = bjeβj −
µ∑
i=1
c′ijtieαi
with c′ij ∈ K for all i ∈ {1, . . . , µ} and j ∈ {1, . . . , ν}. Assume there exists an
i ∈ {1, . . . , µ} and a j ∈ {1, . . . , ν} such that cij 6= c′ij . Then Corollary 2.19 yields
the contradiction
0 6= Gj − G
′
j ∈ U ∩ 〈M〉K = {0}
and claim a) follows.
We go on with the proof of b). As εU (M) is a K-vector space basis of P r/U
such that #εU (M) = µ, we see that G is an M-module border basis of U by
Definition 2.13. The claim now follows with a).
Finally, we prove claim c). Let P ′ = K ′[x1, . . . , xn] and U
′ = U ∩ (P ′)r. Given a
term ordering σ on Tn〈e1, . . . , er〉, the P -submodules U ⊆ P r and U ′ ⊆ (P ′)r have
the same reduced σ-Gro¨bner basis and
LTσ{U} = LTσ{U
′}
by [KR00, Lemma 2.4.16]. Hence we see that
dimK((P
′)r/U ′) = dimK(P
r/U) = #M
according to Macaulay’s Basis Theorem [KR00, Thm. 1.5.7] and Definition 2.13.
Moreover, the elements of M are contained in (P ′)r and they are K-linearly inde-
pendent modulo U ′ ⊆ U . Thus it follows that εU ′(M) is a K-vector space basis
of (P ′)r/U ′ and #εU ′(M) = µ. According to a), there exists a unique M-module
border basis G′ ⊆ P r of U ′. Since G′ is anM-module border prebasis with G′ ⊆ U ,
the claim follows from b). 
Next we show that there is a connection between certain module border bases
and reduced Gro¨bner bases like it has been done in [KR05, Prop. 6.4.18] for the
border bases case.
The set Tn〈e1, . . . , er〉 \ M is obviously a monomial submodule of P
r, i. e. it
has a system of generators consisting of terms by [KR00, Defn. 1.3.7]. Thus there
exists a uniquely determined minimal set of generators of this monomial submodule
according to [KR00, Prop. 1.3.11]. The elements between this minimal generating
set play an essential role in the connection of certain module border bases and
reduced Gro¨bner bases, and thus get a name.
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Definition 3.2. LetM be an order module. We call the elements of the minimal
generating set of the monomial submodule Tn〈e1, . . . , er〉 \M the corners of M.
Proposition 3.3. Let U ⊆ P r be a P -submodule and let σ be a term ordering
on Tn〈e1, . . . , er〉. Then there exists a unique Oσ(U)-module border basis G of U ,
and the reduced σ-Gro¨bner basis of U is the subset of G corresponding to the corners
of Oσ(U).
Proof. By Macaulay’s Basis Theorem [KR00, Thm. 1.5.7], the set εU (Oσ(U)) is
a K-vector space basis of P r/U and we have #εU (Oσ(U)) = #Oσ(U). Thus
Proposition 3.1 implies the existence of a unique Oσ(U)-module border basis G
of U .
In order to prove the second claim, we let bek ∈ LTσ{U} with k ∈ {1, . . . , r}
be a corner of Oσ(U). The element of the reduced σ-Gro¨bner basis of U with
leading term bek has the form bek − NFσ,U (bek) where NFσ,U (bek) ⊆ 〈Oσ(U)〉K
by [KR00, Defn. 2.4.8]. Since the Oσ(U)-module border basis G of U is unique,
this element of the reduced σ-Gro¨bner basis coincides with the element in G corre-
sponding to bek. According to the definition of the reduced σ-Gro¨bner basis of U ,
cf. [KR00, Defn. 2.4.12], the corners of Oσ(U) are exactly the leading terms of the
elements of the reduced σ-Gro¨bner basis of U and hence the claim follows. 
Remark 3.4. The proof of Proposition 3.3 gives rise to an algorithm for the
computation of a module border basis of a given P -submodule U ⊆ P r with
codimK(U, P
r) <∞. Let σ be any term ordering on Tn〈e1, . . . , er〉. We first have
to compute a σ-Gro¨bner basis H of P r/U to determine the order module Oσ(U)
with Macaulay’s Basis Theorem [KR00, Thm. 1.5.7]. Then we have to compute its
border
∂Oσ(U) = {b1eβ1 , . . . , bνeβν}.
Using H and the Division Algorithm for Gro¨bner Bases [KR00, Thm. 1.6.4], we
then compute
Gj = bjeβj −NFσ,U (bjeβj) = bjeβj −NRσ,H(bjeβj) ∈ U ⊆ P
r
for all j ∈ {1, . . . , ν} and see that G = {G1, . . . ,Gν} ⊆ P
r is the Oσ(U)-module
border basis of U according to Proposition 3.1.
In section 5, we give a more efficient algorithm for the computation of module
border bases which uses linear algebra, and which is an analogous version of the
Border Basis Algorithm in [KR05, Thm. 6.4.36].
4. Characterizations of Module Border Bases
In this section, we want to characterize module border bases in an analogous way
as border bases have been characterized in [KR05, Section 6.4.B] and in [KK05]. In
particular, we characterize module border bases via the special generation property
in Theorem 4.1, via border form modules in Theorem 4.3, via rewrite rules in
Theorem 4.8, via commuting matrices in Theorem 4.13, and via liftings of border
syzygies in Theorem 4.20. At last, we proof Buchberger’s Criterion for Module
Border Bases 4.22. This is the main result of this section as it allows us to check
easily, whether a given module border prebasis is a module border bases, or not.
Like in the previous section, we let O1, . . . ,Or ⊆ Tn be finite order ideals and
we letM = O1e1∪· · ·∪Orer = {t1eα1 , . . . , tµeαµ} be an order module with border
∂M = {b1eβ1, . . . , bνeβν} where µ, ν ∈ N, ti, bj ∈ T
n and αi, βj ∈ {1, . . . , r} for
all i ∈ {1, . . . , µ} and j ∈ {1, . . . , ν}. Furthermore, we let G = {G1, . . . ,Gν} ⊆ P r
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be an M-module border basis, where we write Gj = bjeβj −
∑µ
i=1 cijtieαi with
c1j , . . . , cµj ∈ K for every j ∈ {1, . . . , ν}.
We start to show the connection of module border bases and the special genera-
tion property which has originally been proven for border bases in [KK05, Prop. 9].
Our proof follows the corresponding version for border bases in [KR05, Prop. 6.4.23].
Theorem 4.1. (Module Border Bases and Special Generation)
The M-module border prebasis G is the M-module border basis of 〈G〉 if and only
if the following equivalent conditions are satisfied.
A1) For every vector V ∈ 〈G〉 \ {0}, there exist polynomials p1, . . . , pν ∈ P such
that
V = p1G1 + · · ·+ pνGν
and
deg(pj) ≤ indM(V)− 1
for all j ∈ {1, . . . , ν} with pj 6= 0.
A2) For every vector V ∈ 〈G〉 \ {0}, there exist polynomials p1, . . . , pν ∈ P such
that
V = p1G1 + · · ·+ pνGν
and
max{deg(pj) | j ∈ {1, . . . , ν}, pj 6= 0} = indM(V)− 1.
Proof. In order to show that A1) holds if G is the M-module border basis of 〈G〉,
we let V ∈ 〈G〉 \ {0}. We apply the Module Border Division Algorithm 2.14 to V
and G to obtain a representation
V = p1G1 + · · ·+ pνGν + c1t1eα1 + · · ·+ cµtµeαµ
with p1, . . . , pν ∈ P , c1, . . . , cµ ∈ K, and
deg(pj) ≤ indM(V)− 1
for all j ∈ {1, . . . , ν} with pj 6= 0. As V ∈ 〈G〉, this yields
〈G〉 = V + 〈G〉 = c1t1eα1 + · · ·+ cµtµeαµ + 〈G〉 ∈ P
r/〈G〉.
Hence Definition 2.13 yields c1 = · · · = cµ = 0 as G is the M-module border basis
of 〈G〉 and the claim follows.
Next we prove that A1) implies A2). Let V ∈ 〈G〉 \ {0} and let
V = p1G1 + · · ·+ pνGν
with p1, . . . , pν ∈ P and
deg(pj) ≤ indM(V)− 1
for all j ∈ {1, . . . , ν} where pj 6= 0 like in A1). If
deg(pj) < indM(V)− 1
for some j ∈ {1, . . . , ν}, Proposition 2.12 yields
indM(pjGj) ≤ deg(pj) + indM(Gj) = deg(pj) + 1 < indM(V).
Moreover, Proposition 2.12 also yields
indM(V) ≤ max{indM(pjGj) | j ∈ {1, . . . , ν}, pj 6= 0} ≤ indM(V).
Altogether, we see that there has to be at least one index j ∈ {1, . . . , ν} such that
pj 6= 0 and deg(pj) = indM(V)− 1.
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At last, we show that G is the M-module border basis of 〈G〉 if A2) holds.
Let V ∈ 〈G〉 ∩ 〈M〉K . Assume that V 6= 0. Then A2) yields the existence of
p1, . . . , pν ∈ P such that
V = p1G1 + · · ·+ pνGν
and
deg(pj) ≤ indM(V)− 1 = −1
for all j ∈ {1, . . . , ν} where pj 6= 0. Thus we have p1 = · · · = pν = 0 and this yields
the contradiction V = 0. Altogether, we have 〈G〉 ∩ 〈M〉K = {0} and the claim
follows with Corollary 2.19. 
Next we show the connection of module border bases and their border form
modules. The characterization of module border bases again is a straightforward
generalization of the concept of the border form of border bases like it has originally
been proven in [KK05, Prop. 11]. We follow the corresponding definition of the bor-
der form of a vector in [KR05, Defn. 6.4.24] and the corresponding characterization
in [KR05, Prop. 6.4.25].
Definition 4.2. a) Let V ∈ P r \ {0}. We write
V = a1u1ei1 + · · ·+ asuseis
with a1, . . . , as ∈ K \ {0}, u1ei1 , . . . , useis ∈ T
n〈e1, . . . , er〉 and
indM(u1ei1) ≥ indM(u2ei2) ≥ · · · ≥ indM(useis).
Then we call the vector
BFM(V) =
∑
j∈{1,...,s}
indM(ujeij )=indM(V)
ajujeij ∈ P
r
the border form of V with respect to M.
b) Let U ⊆ P r be a P -submodule. Then we call the P -submodule
BFM(U) = 〈BFM(V) | V ∈ U \ {0}〉 ⊆ P
r
the border form module of U with respect to M.
Theorem 4.3. (Module Border Bases and Border Form Modules)
The M-module border prebasis G is the M-module border basis of 〈G〉 if and only
if the following equivalent conditions are satisfied.
B1) For every V ∈ 〈G〉 \ {0}, we have
Supp(BFM(V)) ⊆ T
n〈e1, . . . , er〉 \M.
B2) We have
BFM(〈G〉) = 〈BFM(G1), . . . ,BFM(Gν)〉 = 〈b1eβ1, . . . , bνeβν 〉.
Proof. We start with the proof that condition B1) is satisfied if G is theM-module
border basis of 〈G〉. Let V ∈ 〈G〉\{0}. Assume that BFM(V) contains a term ofM
in its support. Then we have indM(V) = 0 and thus
V = BFM(V) ⊆ 〈M〉K
by Definition 4.2. Now Corollary 2.19 yields the contradiction
V ∈ 〈G〉 ∩ 〈M〉K = {0}.
Thus BFM(V) does not contain a term ofM in its support, and the claim follows.
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Next we show that B1) implies B2). Since Gj ∈ 〈G〉 \ {0}, we see that we have
BFM(Gj) = bjeβj ∈ BFM(〈G〉)
for every j ∈ {1, . . . , ν}. To prove the converse inclusion, we let V ∈ 〈G〉 \ {0}.
Then we have
Supp(BFM(V)) ⊆ T
n〈e1, . . . , er〉 \M
by B1). Thus Definition 4.2 and Proposition 2.7 yield that every term in the support
of BFM(V) is divisible by a term in ∂M = {b1eβ1 , . . . , bνeβν}. Thus we see that
BFM(V) ∈ 〈b1eβ1 , . . . , bνeβν 〉.
Finally, we prove that G is the M-module border basis of 〈G〉 if B2) is satisfied.
Assume that there exists a vector V ∈ 〈G〉∩〈M〉K \{0}. Then we have indM(V) = 0
and as a consequence we see that
BFM(V) = V ⊆ 〈M〉K .
Condition B2) and Proposition 2.7 now yield the contradiction V = 0. Altogether,
the claim follows with Corollary 2.19. 
We now define a rewrite relation corresponding to G and characterize module
border bases with it. For border bases, the analogous version has originally been
proven in [KK05, Prop. 14]. Like for the previous characterizations, our definition of
rewrite rules and the first proposition about it are straightforward generalizations of
the corresponding ones for border bases in [KR05, p. 432], [KR05, Remark 6.4.27],
and respectively in [KR00, Prop. 2.2.2].
Definition 4.4. a) Let V ∈ P r, and let tek ∈ Supp(V) such that there exists
a factorization
tek = t
′bjeβj
with t′ ∈ Tn and j ∈ {1, . . . , ν}. Let c ∈ K be the coefficient of tek in V .
Then the vector V − ct′Gj ∈ P r does not contain the term tek in its support
anymore. We say that V reduces to V − ct′Gj in one step using the
rewrite rule
Gj
−→ defined by Gj and write
V
Gj
−→ V − ct′Gj .
The passage from V to V − ct′Gj is also called a reduction step using Gj .
b) The reflexive, transitive closure of the rewrite rules
Gj
−→ defined by Gj for all
j ∈ {1, . . . , ν} is called the rewrite relation associated to G and is denoted
by
G
−→.
c) The equivalence relation generated by
G
−→ is denoted by
G
←→.
Proposition 4.5. a) If V1,V2 ∈ P r satisfy V1
G
−→ V2, and if c ∈ K and
t ∈ Tn, then we have ctV1
G
−→ ctV2.
b) If V1,V2 ∈ P r satisfy V1
Gj
−→ V2 for j ∈ {1, . . . , ν}, and if V3 ∈ P r, then
there exists a vector V4 ∈ P r such that V1 + V3
G
−→ V4 and V2 + V3
G
−→ V4.
c) If V1,V2,V3,V4 ∈ P r satisfy V1
G
←→ V2 and V3
G
←→ V4, then we have
V1 + V3
G
←→ V2 + V4.
d) If V1,V2 ∈ P r satisfy V1
G
←→ V2, and if p ∈ P , then we have pV1
G
←→ pV2.
e) For a vector V ∈ P r, we have V
G
←→ 0 if and only if V ∈ 〈G〉.
f) For vectors V1,V2 ∈ P r, we have V1
G
←→ V2 if and only if V1 − V2 ∈ 〈G〉.
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Proof. Firstly, we prove a). Let c ∈ K and t ∈ Tn. If c = 0, nothing has to
be shown. Thus we suppose c 6= 0. By induction it suffices to prove the claim
for a single reduction step using Gj where j ∈ {1, . . . , ν}. Let V1,V2 ∈ P r and
j ∈ {1, . . . , ν} be such that V1
Gj
−→ V2. Then Definition 4.4 yields the existence
of a term tˆeβj ∈ Supp(V1), a term t
′ ∈ Tn, and a coefficient c′ ∈ K such that
V2 = V1 − c′t′Gj does not contain the term tˆeβj = t
′bjeβj in its support anymore.
Therefore ctV2 = ctV1 − ctc′t′Gj does also not contain the term ttˆeβj = tt
′bjeβj in
its support anymore, i. e. we have ctV1
Gj
−→ ctV2 by Definition 4.4.
Secondly, we show b). We let V1,V2,V3 ∈ P r be such that V1
Gj
−→ V2 for some
j ∈ {1, . . . , ν}. According to Definition 4.4, there exist a term tbjeβj ∈ Supp(V1)
with t ∈ Tn, and a coefficient c ∈ K \ {0} such that we have V2 = V1 − ctGj and
such that V2 does not contain the term tbjeβj in its support anymore. Let c
′ ∈ K
be the coefficient of tbjeβj in V3. We distinguish two cases. If c
′ = −c, we have
V1 + V3 = V2 + ctGj + V3 = V2 + V3 − c
′tGj
and V2 + V3 − c′tGj does not contain the term tbjeβj in its support anymore, i. e.
we have V1+V3
Gj
−→ V2+V3. The claim now follows with V4 = V2+V3. If c′ 6= −c,
we define
V4 = V1 + V3 − (c+ c
′)tGj = V2 + ctGj + V3 − (c+ c
′)tGj = V2 + V3 − c
′tGj .
Then we see that V4 does not contain the term tbjeβj in its support anymore and
thus the claim follows.
For the proof of c), we let V1, . . . ,V4 ∈ P r be such that V1
G
←→ V2 and such
that V3
G
←→ V4. Then Definition 4.4 yields the existence of vectors V
′
0, . . . ,V
′
k ∈ P
r
satisfying V ′0 = V1, V
′
k = V2, and V
′
ℓ−1
Giℓ−→ V ′ℓ or V
′
ℓ−1
Giℓ←− V ′ℓ where iℓ ∈ {1, . . . , ν}
for all ℓ ∈ {1, . . . , k}. According to b), for all ℓ ∈ {1, . . . , k}, there exist vectors
V˜ ′ℓ ∈ P
r satisfying
V ′ℓ−1 + V3
G
−→ V˜ ′ℓ
G
←− V ′ℓ + V3.
Therefore, for all ℓ ∈ {1, . . . , k}, we have
V ′ℓ−1 + V3
G
←→ V ′ℓ + V3
and induction over ℓ ∈ {1, . . . , k} yields
V1 + V3
G
←→ V2 + V3.
by Definition 4.4. An analogous construction yields the claim
V2 + V4
G
←→ V2 + V3
G
←→ V1 + V3.
In order to show d), let V1,V2 ∈ P
r be such that V1
G
←→ V2 and let
p = c1u1 + · · ·+ csus ∈ P
be with coefficients c1, . . . , cs ∈ K and terms u1, . . . , us ∈ Tn. Then we have
ciuiV1
G
←→ ciuiV2
for all i ∈ {1, . . . , s} by a). Induction over i ∈ {1, . . . , s} and c) now yield the claim
pV1 = c1u1V1 + · · ·+ csusV1
G
←→ c1u1V2 + · · ·+ csusV2 = pV2.
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We go on with the proof of the equivalence e). Let V ∈ P r. If V
G
←→ 0,
we collect the monomials used in the various reduction steps and get polynomials
p1, . . . , pν ∈ P such that
V = p1G1 + · · ·+ pνGν ∈ 〈G〉.
For the converse implication, suppose that V ∈ 〈G〉. Then there exist polynomials
p1, . . . , pν ∈ P such that
V = p1G1 + · · ·+ pνGν ∈ 〈G〉.
Obviously, we have Gj
G
←→ 0 by Definition 4.4 and thus d) yields pjGj
G
←→ 0 for
all j ∈ {1, . . . , ν}. Therefore, induction over j ∈ {1, . . . , ν} together with claim c)
shows
V = p1G1 + · · ·+ pνGν
G
←→ 0.
Finally, we show the equivalence in f). Let V1,V2 ∈ P r. We have V
G
←→ V for
all V ∈ P r by Definition 4.4. In particular, we see that −V2
G
←→ −V2. Thus the
condition V1
G
←→ V2 is equivalent to the condition V1 − V2
G
←→ V2 − V2 = 0 by c).
We now see that the claim is a direct consequence of e). 
Next we define irreducible vectors and confluent and Noetherian rewrite rules
associated to a module border prebasis in the usual way, cf. [KR05, pp. 432–433].
Using Proposition 4.5, we can then characterize module border bases via confluent
rewrite rules as it has been done for border bases in [KR05, Prop. 6.4.28].
Definition 4.6. a) A vector V1 ∈ P r is called irreducible with respect to
the rewrite relation
G
−→ if there exist no j ∈ {1, . . . , ν} and no V2 ∈ P r \{V1}
such that V1
Gj
−→ V2.
b) The rewrite rule
G
−→ is called Noetherian if there exists no infinitely de-
scending chain
V0
Gi1−→ V1
Gi2−→ V2
Gi3−→ · · ·
with ij ∈ {1, . . . , ν}, Vj ∈ P
r \ {Vj−1} for all j ∈ N \ {0}, and V0 ∈ P
r.
c) The rewrite rule
G
−→ is called confluent if for all vectors V1,V2,V3 ∈ P r
satisfying V1
G
−→ V2 and V1
G
−→ V3, there exists a vector V4 ∈ P r such that
V2
G
−→ V4 and V3
G
−→ V4.
Remark 4.7. a) For r = 1, module border bases coincide with the usual
border bases. Thus [KR05, Exmp. 6.4.26] shows that the rewrite relation
G
−→
is not Noetherian, in general.
b) A vector V ∈ P r is irreducible with respect to
G
−→ if and only if V ∈ 〈M〉K
according to Definition 2.4 and Definition 4.6.
c) Considering the steps of the Module Border Division Algorithm 2.14 in detail,
we see that it performs reduction steps using Gj where j ∈ {1, . . . , ν} to
compute the normal remainder of a given vector. Thus for every V ∈ P r,
we have V
G
−→ NRG(V). In particular, NRG(V) ∈ 〈M〉K is irreducible with
respect to
G
−→.
Theorem 4.8. (Module Border Bases and Rewrite Rules)
The M-module border prebasis G is the M-module border basis of 〈G〉 if and only
if the following equivalent conditions are satisfied.
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C1) For all V ∈ P r, we have V
G
−→ 0 if and only if V ∈ 〈G〉.
C2) If V ∈ 〈G〉 is irreducible with respect to
G
−→, then we have V = 0.
C3) For all V ∈ P r, there is a unique vector W ∈ P r such that V
G
−→ W and
such that W is irreducible with respect to
G
−→.
C4) The rewrite relation
G
−→ is confluent.
Proof. We start to show that C1) implies C2). Let V ∈ 〈G〉 be irreducible with
respect to
G
−→. As we have V
G
−→ 0 by C1), V must be zero.
Next we show that C2) implies C3). Let V ∈ P r. According to Remark 4.7,
NRG(V) is a vector with the claimed properties. In order to show the uniqueness, we
letW ∈ P r be irreducible with respect to
G
−→ and satisfying V
G
−→W . Then we see
that NRG(V)
G
←→W by Definition 4.4 and it follows NRG(V)−W ∈ 〈G〉 according
to Proposition 4.5. Additionally, Remark 4.7 yields that NRG(V) −W ∈ 〈M〉K is
irreducible with respect to
G
−→. Thus the claim follows from C2).
In order to prove that C3) implies C4), we let V1,V2,V3 ∈ P r be satisfying
V1
G
−→ V2 and V1
G
−→ V3. According to Remark 4.7, we see that
V1
G
−→ V2
G
−→ NRG(V2) ∈ 〈M〉K
and
V1
G
−→ V3
G
−→ NRG(V3) ∈ 〈M〉K ,
and that both NRG(V2) and NRG(V3) are irreducible with respect to the rewrite
relation
G
−→. Thus C3) implies the equality NRG(V2) = NRG(V3) and the claim
follows by Definition 4.6.
We go on with the proof that C4) implies C1). Let V ∈ P r be satisfying V
G
−→ 0.
Then Proposition 4.5 yields V ∈ 〈G〉. For the converse implication, we let V ∈ 〈G〉.
Then Proposition 4.5 yields V
G
←→ 0. Let V0, . . . ,Vk ∈ P r be such that V0 = V ,
Vk = 0 and Vℓ−1
G
−→ Vℓ or Vℓ−1
G
←− Vℓ for all ℓ ∈ {1, . . . , k}. If there exists
no index ℓ ∈ {1, . . . , k} such that Vℓ−1
G
←− Vℓ, the claim follows immediately
with Definition 4.4. Thus suppose that Vℓ−1
G
←− Vℓ for some ℓ ∈ {1, . . . , k}. By
Definition 4.4, we see that Vk−1
G
−→ Vk = 0. Let s ∈ {1, . . . , k−1} be maximal such
that Vs−1
G
←− Vs. Then we have Vs
G
−→ 0, Vs
G
−→ Vs−1, and C4) yields Vs−1
G
−→ 0.
If we replace the sequence V0, . . . ,Vk−1, 0 with the shorter sequence V0, . . . ,Vs−1, 0,
we see that the claim follows by induction over the number of reduction steps
Vℓ−1
G
←− Vℓ where ℓ ∈ {1, . . . , k}.
Next we show that condition C1) is satisfied if G is the M-module border basis
of 〈G〉. If a vector V ∈ P r satisfies V
G
−→ 0, we have V ∈ 〈G〉 by Proposition 4.5.
Conversely, let V ∈ 〈G〉. Then it follows that V
G
−→ NRG(V) ∈ 〈M〉K by Re-
mark 4.7. Since V ∈ 〈G〉, we also have NRG(V) ∈ 〈G〉 according to Definition 4.4.
Hence the claim follows as Corollary 2.19 yields NRG(V) ∈ 〈G〉 ∩ 〈M〉K = {0}.
Finally, we prove that G is the M-module border basis of 〈G〉 if C2) holds.
Assume there exists a V ∈ 〈G〉 ∩ 〈M〉K \ {0}. Then indM(V) = 0 and therefore V
is irreducible with respect to
G
−→ according to Remark 4.7. Thus C2) yields the
contradiction V = 0 and the claim follows with Corollary 2.19. 
We go on with the characterization of module border bases via commuting ma-
trices. This characterization imitates the corresponding characterization for border
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bases originally published in [KK05, Prop. 16] and [KK05, pp. 13–15]. Our gener-
alization to the module setting follows the corresponding versions of border bases
in [KR05, Defn. 6.4.29], [KR05, Thm. 6.4.30], and [KR05, Prop. 6.4.32]. To ease
the notation, we let
δij =
{
1 if i = j
0 if i 6= j
denote the Kronecker delta and Iµ ∈ Matµ(K) denote the identity matrix for the
remainder of this section.
Definition 4.9. Given s ∈ {1, . . . , n}, we define the sth formal multiplication
matrix
Xs =
(
ξ
(s)
kℓ
)
1≤k,ℓ≤µ
∈ Matµ(K)
of G by
ξ
(s)
kℓ =
{
δki if xstℓeαℓ = tieαi ∈M,
ckj if xstℓeαℓ = bjeβj ∈ ∂M.
Example 4.10. We consider theM-module border prebasis G ⊆ P 2 from Exam-
ple 2.16, again. Recall, that
M = {xe1, ye1, e1, x
2e2, xe2, e2} = {t1eα1 , . . . , t6eα6},
and
G1 = x
2e1 − ye1 + e2,
G2 = xye1 − e2,
G3 = y
2e1 − xe2,
G4 = x
3e2 − e1,
G5 = x
2ye2 − e1 − e2,
G6 = xye2 + 3e1,
G7 = ye2 − xe1 − ye1 − e1 − e2.
Then the formal multiplication matrices X,Y ∈Mat7(Q) of G are
X =


0 0 1 0 0 0
1 0 0 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
−1 1 0 0 0 0


, Y =


0 0 0 0 0 1
0 0 1 0 0 1
0 0 0 1 −3 1
0 0 0 0 0 0
0 1 0 0 0 0
1 0 0 1 0 1


.
Remark 4.11. Similar to the interpretation of the formal multiplication matrices
of a border prebasis in [KR05, Page 434], we can interpret the multiplication matri-
ces of the M-module border prebases G the following way: Let s ∈ {1, . . . , n} and
let Xs ∈ Matµ(K) be the sth formal multiplication matrix of G. We can identify
every vector
V = c1t1eα1 + · · ·+ cµtµeαµ ∈ 〈M〉K ⊆ P
r
with the corresponding column vector
(c1, . . . , cµ)
tr ∈ Kµ.
Then the column vector
(c′1, . . . , c
′
µ) = Xs(c1, . . . , cµ)
tr ∈ Kµ
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corresponds to the vector
c′1t1eα1 + · · ·+ c
′
µtµeαµ = NRG(xsV) ∈ 〈M〉K ⊆ P
r.
In particular, we have
c′1t1eα1 + · · ·+ c
′
µtµeαµ + 〈G〉 = xsV + 〈G〉.
Lemma 4.12. Assume that µ 6= 0, i. e. M 6= ∅. Let X1, . . . ,Xn ∈ Matµ(K) be
the formal multiplication matrices of G and assume that X1, . . . ,Xn are pairwise
commuting. Then the K-vector subspace 〈M〉K ⊆ P r is a P -module with scalar
multiplication ◦ : P × 〈M〉K → 〈M〉K defined by
p ◦ (c1t1eα1 + · · ·+ cµtµeαµ) = (t1eα1 , . . . , tµeαµ)p(X1, . . . ,Xn)(c1, . . . , cµ)
tr
for all p ∈ P and all c1, . . . , cµ ∈ K. Moreover, the set {e1, . . . , er} ∩ M ⊆ M
generates 〈M〉K as a P -module.
Proof. As M is K-linearly independent, the map ◦ is well-defined. Moreover, the
K-vector subspace 〈M〉K ⊆ P r is obviously an additive group. Since the formal
multiplication matrices X1, . . . ,Xn ∈ Matµ(K) are pairwise commuting, for all
polynomials p, q ∈ P and all coefficients c1, . . . , cµ, d1, . . . , dµ ∈ K, we have
1 ◦ (c1t1eα1 + · · ·+ cµtµeαµ)
= (t1eα1 , . . . , tµeαµ)Iµ(c1, . . . , cµ)
tr
= c1t1eα1 + · · ·+ cµtµeαµ ,
and
(pq) ◦ (c1t1eα1 + · · ·+ cµtµeαµ)
= (t1eα1 , . . . , tµeαµ)(pq)(X1, . . . ,Xn)(c1, . . . , cµ)
tr
= (t1eα1 , . . . , tµeαµ)p(X1, . . . ,Xn)q(X1, . . . ,Xn)(c1, . . . , cµ)
tr
= p ◦ ((t1eα1 , . . . , tµeαµ)q(X1, . . . ,Xn)(c1, . . . , cµ)
tr)
= p ◦ (q ◦ (c1t1eα1 + · · ·+ cµtµeαµ)),
and
(p+ q) ◦ (c1t1eα1 + · · ·+ cµtµeαµ)
= (t1eα1 , . . . , tµeαµ)(p+ q)(X1, . . . ,Xn)(c1, . . . , cµ)
tr
= (t1eα1 , . . . , tµeαµ)(p(X1, . . . ,Xn) + q(X1, . . . ,Xn))(c1, . . . , cµ)
tr
= (t1eα1 , . . . , tµeαµ)p(X1, . . . ,Xn)(c1, . . . , cµ)
tr
+ (t1eα1 , . . . , tµeαµ)q(X1, . . . ,Xn)(c1, . . . , cµ)
tr
= (p ◦ (c1t1eα1 + · · ·+ cµtµeαµ)) + (q ◦ (c1t1eα1 + · · ·+ cµtµeαµ)),
and
p ◦ ((c1t1eα1 + · · ·+ cµtµeαµ) + (d1t1eα1 + · · ·+ dµtµeαµ))
= p ◦ ((c1 + d1)t1eα1 + · · ·+ (cµ + dµ)tµeαµ)
= (t1eα1 , . . . , tµeαµ)p(X1, . . . ,Xn)(c1 + d1, . . . , cµ + dµ)
tr
= (t1eα1 , . . . , tµeαµ)p(X1, . . . ,Xn)((c1, . . . , cµ)
tr + (d1, . . . , dµ)
tr)
= (t1eα1 , . . . , tµeαµ)p(X1, . . . ,Xn)(c1, . . . , cµ)
tr
+ (t1eα1 , . . . , tµeαµ)p(X1, . . . ,Xn)(d1, . . . , dµ)
tr
= (p ◦ (c1t1eα1 + · · ·+ cµtµeαµ)) + (p ◦ (d1t1eα1 + · · ·+ dµtµeαµ)).
Altogether, we see that that (〈M〉K ,+, ◦) is indeed a P -module.
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It remains to prove that the P -module 〈M〉K is generated by {e1, . . . , er} ∩M.
W. l. o. g. we suppose that we have e1, . . . , eℓ ∈ M and eℓ+1, . . . , er /∈ M for some
ℓ ∈ {1, . . . , r}, and that tkeαk = ek for all k ∈ {1, . . . , ℓ}. Let {e1, . . . , eµ} ⊆ K
µ
be the canonical K-vector space basis of Kµ, and let k ∈ {1, . . . , ℓ}. We prove by
induction on degree that t ◦ ek = tek for all t ∈ Ok. The induction starts with
1 ◦ ek = (t1eα1 , . . . , tµeαµ)1(X1, . . . ,Xn)e
tr
k
= (t1eα1 , . . . , tµeαµ)Iµe
tr
k
= (t1eα1 , . . . , tµeαµ)e
tr
k
= tkeαk
= ek.
For the induction step, suppose that t ∈ Ok with deg(t) > 0. Then there is a
factorization
tek = tieαi = xstjeαj
with i, j ∈ {1, . . . , µ} and s ∈ {1, . . . , n} by Definition 2.4. The induction hypothesis
yields
t ◦ ek = (xstj) ◦ eαj = xs ◦ (tj ◦ eαj ) = xs ◦ (tjeαk).
Thus we see that
t ◦ ek = xs ◦ (tjeαj )
= (t1eα1 , . . . , tµeαµ)xs(X1, . . . ,Xn)e
tr
j
= (t1eα1 , . . . , tµeαµ)Xse
tr
j
= (t1eα1 , . . . , tµeαµ)
(
ξ
(s)
1j , . . . , ξ
(s)
µj
)tr
= δ1it1eα1 + · · ·+ δµitµeαµ
= tieαi
= tek,
i. e. the above claim has been proven by induction. For every c ∈ K and every
i ∈ {1, . . . , µ}, we also have
c ◦ tieαi = (t1eα1 , . . . , tµeαµ)c(X1, . . . ,Xn)e
tr
i
= (t1eα1 , . . . , tµeαµ)cIµe
tr
i
= (t1eα1 , . . . , tµeαµ)ce
tr
i
= ctieαi .
Altogether, since {e1, . . . , er} ∩M = {e1, . . . , eℓ}, we see that
(c1t1) ◦ eα1 + · · ·+ (cµtµ) ◦ eαµ = c1t1eα1 + · · ·+ cµtµeαµ
for all c1, . . . , cµ ∈ K, i. e. the P -module 〈M〉K is generated by {e1, . . . , er}∩M. 
Theorem 4.13. (Module Border Bases and Commuting Matrices)
For all s ∈ {1, . . . , n}, we define the map
̺s : {1, . . . , µ} → N, i 7→
{
j if xstieαi = tjeαj ∈M,
k if xstieαi = bkeβk ∈ ∂M.
Then the M-module border prebasis G is the M-module border basis of 〈G〉 if and
only if the following equivalent conditions are satisfied.
D1) The formal multiplication matrices X1, . . . ,Xn ∈ Matµ(K) of G are pairwise
commuting.
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D2) The following equations are satisfied for every p ∈ {1, . . . , µ} and for every
s, u ∈ {1, . . . , n} with s 6= u:
1) If xstieαi = tjeαj , xutieαi = bkeβk , and xsbkeβk = bℓeβℓ with indices
i, j ∈ {1, . . . , µ} and k, ℓ ∈ {1, . . . , ν}, we have∑
m∈{1,...,µ}
xstmeαm∈M
δp̺s(m)cmk +
∑
m∈{1,...,µ}
xstmeαm∈∂M
cp̺s(m)cmk = cpℓ.
2) If xstieαi = bjeβj and xutieαi = bkeβk with indices i ∈ {1, . . . , µ} and
j, k ∈ {1, . . . , ν}, we have∑
m∈{1,...,µ}
xstmeαm∈M
δp̺s(m)cmk +
∑
m∈{1,...,µ}
xstmeαm∈∂M
cp̺s(m)cmk
=
∑
m∈{1,...,µ}
xutmeαm∈M
δp̺u(m)cmj +
∑
m∈{1,...,µ}
xutmeαm∈∂M
cp̺u(m)cmj .
If the equivalent conditions are satisfied, for all s ∈ {1, . . . , n}, the formal mul-
tiplication matrix Xs represents the multiplication endomorphism of the K-vector
space P r/〈G〉 defined by V + 〈G〉 7→ xsV + 〈G〉, where V ∈ P r, with respect to the
K-vector space basis ε〈G〉(M).
Proof. If µ = 0, i. e. if M = ∅ and ∂M = {e1, . . . , er} = G, the claim is obviously
true. Thus suppose that µ 6= 0.
We start with the proof that condition D1) is satisfied if G is the M-module
border basis of 〈G〉, i. e. that ε〈G〉(M) is a K-vector space basis of P
r/〈G〉 and
#ε〈G〉(M) = µ by Definition 2.13. Let s ∈ {1, . . . , n}. The formal multiplication
matrix Xs ∈ Matµ(K) defines a K-vector space endomorphism φs of P r/〈G〉 with
respect to theK-vector space basis ε〈G〉(M). We show that φs(V+〈G〉) = xsV+〈G〉
for all V ∈ P r/〈G〉, i. e. φs is the K-vector space endomorphism corresponding to
the multiplication by xs. Consider the expansions
φs(t1eα1 + 〈G〉) = ξ
(s)
11 (t1eα1 + 〈G〉) + · · ·+ ξ
(s)
µ1 (tµeαµ + 〈G〉),
...
φs(tµeαµ + 〈G〉) = ξ
(s)
1µ (t1eα1 + 〈G〉) + · · ·+ ξ
(s)
µµ (tµeαµ + 〈G〉).
Let u ∈ {1, . . . , µ}. Then we see that xstueαu ∈ ∂M according to Definition 2.5.
We now distinguish two cases. If xstueαu = tieαi ∈ M with i ∈ {1, . . . , µ}, Defini-
tion 4.9 yields
φs(tueαu + 〈G〉) = δ1it1eα1 + · · ·+ δµitµeαµ + 〈G〉 = tieαi + 〈G〉 = xstueαu + 〈G〉.
If xstueαu = bjeβj ∈ ∂M with j ∈ {1, . . . , ν}, Definition 4.9 yields
φs(tueαu + 〈G〉) = c1jt1eα1 + · · ·+ cµjtµeαµ + 〈G〉 = bjeβj + 〈G〉 = xstueαu + 〈G〉.
Therefore, we see that φs is the multiplication by xs for all s ∈ {1, . . . , n}. Since
the multiplication in P r/〈G〉 is commutative, and since the formal multiplica-
tion matrices X1, . . . ,Xn represent the endomorphisms φ1, . . . , φn, it follows that
XkXℓ = XℓXk for all k, ℓ ∈ {1, . . . , n}, i. e. the formal multiplication matrices
X1, . . . ,Xn are pairwise commuting.
Next we show that G is the M-module border basis of 〈G〉 if D1) holds. The
maps
{e1, . . . , er} → P
r, ek 7→ ek
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and
{e1, . . . , er} → 〈M〉K , ek 7→
{
ek if ek ∈ M∑µ
i=1 cijtieαi if ek = eβj ∈ ∂M
induce the P -module epimorphism
ϕ : P r ։ 〈M〉K , ek 7→
{
ek if ek ∈ M,∑µ
i=1 cijtieαi if ek = eβj ∈ ∂M
by the Universal Property of the Free Module as {e1, . . . , er}∩M generates 〈M〉K
as a P -module according to Lemma 4.12. Thus the Isomorphism Theorem induces
the P -module isomorphism
ϕ : P r/ ker(ϕ)
∼
−→ 〈M〉K , ek + ker(ϕ) 7→
{
ek if ek ∈M,∑µ
i=1 cijtieαi if ek = eβj ∈ ∂M.
In particular, it follows that εker(ϕ)(M) = ϕ
−1(M) is a K-vector space basis of
P r/ ker(ϕ) as M is a K-vector space basis of 〈M〉K .
We now show that 〈G〉 ⊆ ker(ϕ). Let {e1, . . . , eµ} ⊆ Kµ be the canonical K-vector
space basis of Kµ. W. l. o. g. we suppose that e1, . . . , eℓ ∈ M and eℓ+1, . . . , er /∈M
for some ℓ ∈ {1, . . . , r}, and that tkeαk = ek for all k ∈ {1, . . . , ℓ}. Furthermore, we
let j ∈ {1, . . . , ν}. We have to distinguish two cases.
For the first case, assume that Oβj = ∅. Then we have bj = 1 and eβj ∈ ∂M by
Definition 2.5. Hence
ϕ(Gj) = ϕ
(
bjeβj −
µ∑
i=1
cijtieαi
)
= bj ◦ ϕ(eβi)−
µ∑
i=1
(cijti) ◦ ϕ(eαi)
= 1 ◦
µ∑
i=1
cijtieαi −
µ∑
i=1
cij ◦ (ti ◦ eαi)
=
µ∑
i=1
cijtieαi −
µ∑
i=1
(t1eα1 , . . . , tµeαµ)cijti(X1, . . . ,Xn)e
tr
αi
=
µ∑
i=1
cijtieαi −
µ∑
i=1
(t1eα1 , . . . , tµeαµ)cije
tr
i
=
µ∑
i=1
cijtieαi −
µ∑
i=1
cijtieαi
= 0.
For the second case, assume that Oβj 6= ∅. Then deg(bj) ≥ 1 and eβj ∈ M by
Definition 2.5. Then there exist an s ∈ {1, . . . , n} and a k ∈ {1, . . . , µ} such that
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bjeβj = xstkeαk and we have βj = αk by Definition 2.5. Thus we see that
ϕ(Gj) = ϕ
(
bjeβj −
µ∑
i=1
cijtieαi
)
= bj ◦ ϕ(eβj )−
µ∑
i=1
(cijti) ◦ ϕ(eαi)
= bj ◦ eβj −
µ∑
i=1
cij ◦ (ti ◦ eαi)
= (t1eα1 , . . . , tµeαµ)
(
bj(X1, . . . ,Xn)e
tr
βj
−
µ∑
i=1
cijti(X1, . . . ,Xn)e
tr
αi
)
= (t1eα1 , . . . , tµeαµ)
(
Xstk(X1, . . . ,Xn)e
tr
αk
−
µ∑
i=1
cije
tr
i
)
= (t1eα1 , . . . , tµeαµ)
(
Xse
tr
k −
µ∑
i=1
cije
tr
i
)
= (t1eα1 , . . . , tµeαµ)
(
µ∑
i=1
ξ
(s)
ij e
tr
i −
µ∑
i=1
cije
tr
i
)
= (t1eα1 , . . . , tµeαµ)
(
µ∑
i=1
cije
tr
i −
µ∑
i=1
cije
tr
i
)
= 0.
Altogether, it follows that 〈G〉 ⊆ ker(ϕ).
The Universal Property of the Residue Class Module now induces the P -module
epimorphism
ψ : P r/〈G〉։ P r/ ker(ϕ)
ek + 〈G〉 7→
{
ek + ker(ϕ) if ek ∈M,∑µ
i=1 cijtieαi + ker(ϕ) if ek = eβj ∈ ∂M.
Moreover, we have ψ(ε〈G〉(M)) = εker(ϕ)(M). Since ε〈G〉(M) also generates the
K-vector space P r/〈G〉 by Corollary 2.18 and since εker(ϕ)(M) is a K-vector space
basis of P r/ ker(ϕ), we see that ε〈G〉(M) is also a K-vector space basis of P
r/〈G〉.
In particular, we have
µ ≥ #ε〈G〉(M) ≥ #εker(ϕ)(M) = #ϕ
−1(M) = #M = µ.
Altogether, it follows that #εG(M) = µ and Definition 2.13 yields that G is the
M-module border basis of 〈G〉.
Finally, we show that D1) is equivalent to D2). Let p, i ∈ {1, . . . , µ}, and let
s, u ∈ {1, . . . , n} such that s 6= u. In order to show this equivalence, we translate the
commutativity condition epXsXue
tr
i = epXuXse
tr
i back into the language of 〈M〉K .
As the resulting condition depends on the position of tieβi relative to the border
of M, we distinguish four cases.
tkeαk tℓeαℓ
tieαi tjeαj
First case: xsxutieαi ∈ M
Since M is an order module, we also see that we have xstieαi , xutieαi ∈ M. Say,
xstieαi = tjeαj , xutieαi = tkeαk , and xsxutieαi = tℓeαℓ where j, k, ℓ ∈ {1, . . . , µ}.
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Then we have
epXsXue
tr
i = epXse
tr
k = ξ
(s)
pk = δpℓ = ξ
(u)
pj = epXue
tr
j = epXuXse
tr
i ,
i. e. the commutativity condition holds in this case by Definition 4.9.
tkeαk bℓeβℓ
tieαi tjeαj
Second case: xsxutieαi ∈ ∂M and xstieαi , xutieαi ∈M
Say, xstieαi = tjeαj , xutieαi = tkeαk , and xsxutieαi = bℓeβℓ where j, k ∈ {1, . . . , µ}
and ℓ ∈ {1, . . . , ν}. Then we have
epXsXue
tr
i = epXse
tr
k = ξ
(s)
pk = cpℓ = ξ
(u)
pj = epXue
tr
j = epXuXse
tr
i ,
i. e. the commutativity condition holds in this case by Definition 4.9, again.
bkeβk bℓeβℓ
tieαi tjeαj
Third case: xstieαi ∈M and xutieαi ∈ ∂M
Since ∂M andM are order modules, we see that xsxutieαi ∈ ∂M by Definition 2.4
and Definition 2.5. Say, xstieαi = tjeαj , xutieαi = bkeβk , and xsxutieαi = bℓeβℓ
where j ∈ {1, . . . , µ} and k, ℓ ∈ {1, . . . , ν}. Then we have
epXsXue
tr
i = epXs(c1k, . . . , cµk)
tr
=
µ∑
m=1
ξ(s)pmcmk
=
∑
m∈{1,...,µ}
xstmeαm∈M
δp̺s(m)cmk +
∑
m∈{1,...,µ}
xstmeαm∈∂M
cp̺s(m)cmk,
and
epXuXse
tr
i = epXue
tr
j = ξ
(u)
pj = cpℓ
by Definition 4.9. Thus the commutativity condition holds in this case if and only
if equation (1) is satisfied for s, u and p.
bkeβk ∗
tieαi bjeβj
Fourth case: xstieαi ∈ ∂M and xutieαi ∈ ∂M
Say, xstieαi = bjeβj and xutieαi = bkeβk where j, k ∈ {1, . . . , ν}. Then we have
epXsXue
tr
i = epXs(c1k, . . . , cµk)
tr
=
µ∑
m=1
ξ(s)pmcmk
=
∑
m∈{1,...,µ}
xstmeαm∈M
δp̺s(m)cmk +
∑
m∈{1,...,µ}
xstmeαm∈∂M
cp̺s(m)cmk,
and
epXuXse
tr
i = epXu(c1j , . . . , cµj)
tr
=
µ∑
m=1
ξ(u)pmcmj
=
∑
m∈{1,...,µ}
xutmeαm∈M
δp̺u(m)cmj +
∑
m∈{1,...,µ}
xutmeαm∈∂M
cp̺u(m)cmj .
by Definition 4.9. Thus the commutativity condition holds in this case if and only
if equation (2) is satisfied for s, u and p.
Altogether, we have regarded all possible cases and have seen that condition D1)
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holds if and only if, the equations (1) and (2) are satisfied for all s, u ∈ {1, . . . , n}
such that s 6= u and all p ∈ {1, . . . , µ}, i. e. if and only if D2) is satsfied. 
Example 4.14. We consider Example 4.10, again. We have seen that the formal
multiplication matrices X,Y ∈ Mat7(Q) of G are
X =


0 0 1 0 0 0
1 0 0 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
−1 1 0 0 0 0


, Y =


0 0 0 0 0 1
0 0 1 0 0 1
0 0 0 1 −3 1
0 0 0 0 0 0
0 1 0 0 0 0
1 0 0 1 0 1


.
Since
X ·Y =


0 0 0 1 −3 1
0 0 0 0 0 1
0 0 0 0 0 0
0 1 0 0 0 0
1 0 0 1 0 1
0 0 1 0 0 0


6=


−1 1 0 0 0 0
−1 1 0 1 0 0
−1 1 0 0 1 −3
0 0 0 0 0 0
1 0 0 0 0 0
−1 1 1 0 1 0


= Y · X,
condition D1) of Theorem 4.13 yields that G is not the M-module border basis
of 〈G〉.
The next characterization shows the connection of module border bases and the
existence of liftings of border syzygies. The definitions and proofs of this charac-
terization follow the corresponding ones for border bases in [KK05, Section 5].
We now investigate the connection ofM-module border bases and special syzygy
modules. Recall, that we call (p1, . . . , ps) ∈ P s a syzygy of (V1, . . . ,Vs) ∈ (P r)s if
p1V1+ · · ·+psVs = 0 holds. For a vector (V1, . . . ,Vs) ∈ (P r)s, the set of all syzygies
of (V1, . . . ,Vs) is a P -submodule of P s and is denoted by SyzP (V1, . . . ,Vs).
Definition 4.15. A syzygy (q1, . . . , qν) ∈ SyzP (b1eβ1 , . . . , bνeβν ) ⊆ P
ν is called a
border syzygy with respect to M.
We have defined module border bases over the free P -module P r with its canoni-
cal P -module basis {e1, . . . , er} ⊆ P r. Since border syzygies with respect toM are
vectors in the free P -module P ν , we must distinguish these two free modules. In
order to make this distinction easier, we let {ε1, . . . , εν} ⊆ P ν denote the canonical
P -module basis of P ν . To shorten notation, we let
σij =
lcm(bi,bj)
bi
εi −
lcm(bi,bj)
bj
εj
for all i, j ∈ {1, . . . , ν}. Then σij is a fundamental syzygies of (b1eβ1, . . . , bνeβν ) for
all i, j ∈ {1, . . . , ν} such that βi = βj and [KR00, Thm. 2.3.7] yields that the set
{σij | i, j ∈ {1, . . . , ν}, i < j, βi = βj}.
is a generating system of the P -submodule SyzP (b1eβ1, . . . , bνeβν ) ⊆ P
r. We now
determine an even smaller generating system. But before that, we have to generalize
the concepts of neighbors and neighbor syzygies from [KK05, Defn. 17/20]
Definition 4.16. Let i, j ∈ {1, . . . , ν} with i 6= j.
a) The border terms bieβi, bjeβj ∈ ∂M are called next-door neighbors with
respect to M if βi = βj and if bi, bj ∈ ∂Oβi are next-door neighbors with
respect to Oβi , i. e. if we have
xkbieβi = bjeβj
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for some k ∈ {1, . . . , n}. In this case, the fundamental syzygy
σij = xkεi − εj ∈ SyzP (b1eβ1 , . . . , bνeβν )
is called a next-door neighbor syzygy with respect to M.
b) The border terms bieβi , bjeβj ∈M are called across-the-street neighbors
with respect to M if βi = βj and if bi, bj ∈ ∂Oβi are across-the-street
neighbors with respect to Oβi , i. e. if we have
xkbieβi = xℓbjeβj
for some k, ℓ ∈ {1, . . . , n}. In this case, the fundamental syzygy
σij = xkεi − xℓεj ∈ SyzP (b1eβ1 , . . . , bνeβν )
is called an across-the-street neighbor syzygy with respect to M.
c) The border terms bieβi , bjeβj ∈M are called neighbors with respect to M
if βi = βj and if bi, bj ∈ ∂Oβi are neighbors with respect to Oβi , i. e. if they
are next-door or across-the-street neighbors with respect toM. In this case,
the fundamental syzygy σij ∈ SyzP (b1eβ1 , . . . , bνeβν ) is called a neighbor
syzygy with respect to M.
Example 4.17. We proceed with Example 4.14 and determine the neighbors
with respect to M. Recall, that the border of M was
∂M = {x2e1, xye1, y
2e1, x
3e2, x
2ye2, xye2, ye2}.
We see that x · xye2 = x2ye2, x · ye2 = xye2, i. e. the border terms xye2 and x2ye2
and the border terms ye2 and xye2 are next-door neighbors with respect to M.
Moreover, we have y ·x2e1 = x ·xye1, y ·xye1 = x ·y2e1 and y ·x3e2 = x ·x2ye2, i. e.
the border terms x2e1 and xye1, the border terms xye1 and y
2e1, and the border
terms x3e2 and x
2ye2 are across-the-street neighbors with respect toM. Obviously,
there are no further neighbors with respect to M.
Now we prove an analogous version of [KK05, Prop. 21] for the border syzyigies
with respect to M.
Proposition 4.18. The set of all neighbor syzygies with respect to M generates
the P -submodule SyzP (b1eβ1, . . . , bνeβν ) ⊆ P
ν .
Proof. As previously mentioned, [KR00, Thm. 2.3.7] yields that the P -submodule
SyzP (b1eβ1 , . . . , bνeβν ) ⊆ P
ν is generated by the set
{σij | i, j ∈ {1, . . . , ν}, i < j, βi = βj}.
Let i, j ∈ {1, . . . , ν} be with i < j and βi = βj . We prove that the fundamental
syzygy σij ∈ SyzP (b1eβ1 , . . . , bνeβν ) is a P -linear combination of neighbor syzygies
with respect to M. Let bij =
lcm(bi,bj)
bi
and bji =
lcm(bi,bj)
bj
. Since βi = βj , we see
that bi, bj ∈ ∂Oβi and that σij = bijεi−bjiεj is a syzygy of (b1eβ1 , . . . , bνeβν ) if and
only if σij is a syzygy of (b1, . . . , bν). Moreover, [KK05, Prop. 21] yields that σij
is a P -linear combination of fundamental syzygies σkℓ such that k, ℓ ∈ {1, . . . , ν},
bk, bℓ ∈ ∂Oβi , i. e. βk = βℓ = βi, and such that bk, bℓ ∈ ∂Oβi are neighbors with
respect to Oβi . Furthermore, we see that two border terms bk, bℓ ∈ ∂Oβi with
k, ℓ ∈ {1, . . . , ν} are neighbors with respect to Oβi if and only if bkeβi and bℓeβi
are neighbors with respect to M by Definition 4.16. Altogether, it follows that
the fundamental syzygy σij is also a P -linear combination of neighbor syzygies σkℓ
such that k, ℓ ∈ {1, . . . , ν} and bkeβk is a neighbor of bℓeβℓ with respect to M. 
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We are now able to define liftings of border syzygies with respect toM similar to
[KK05, Defn. 22]. Later, we use liftings to characterize module border basis similar
to the corresponding characterization for border bases in [KK05, Prop. 25].
Definition 4.19. Let (p1, . . . , pν) ∈ SyzP (b1eβ1, . . . , bνeβν ) be a border syzygy
with respect to M. Then we call a syzygy
(P1, . . . , Pν) ∈ SyzP (G1, . . . ,Gν)
a lifting of (p1, . . . , pν), if one of the following conditions holds for
V = p1G1 + · · ·+ pνGν .
1. We have V = 0 and
(P1, . . . , Pν) = (p1, . . . , pν).
2. We have V 6= 0 and
deg(Pj − pj) ≤ indM(V)− 1
for all j ∈ {1, . . . , ν} such that Pj − pj 6= 0.
In this situation, we also say that the border syzygy (p1, . . . , pν) with respect toM
lifts to the syzygy (P1, . . . , Pν) of (G1, . . . ,Gν).
Theorem 4.20. (Module Border Bases and Liftings of Border Syzygies)
The M-module border prebasis G is the M-module border basis of 〈G〉 if and only
if the following equivalent conditions are satisfied.
E1) Every border syzygy with respect to M lifts to a syzygy of (G1, . . . ,Gν).
E2) Every neighbor syzygy with respect to M lifts to a syzygy of (G1, . . . ,Gν).
Proof. We start to show that condition E1) is satisfied if G is theM-module border
basis of 〈G〉. Let
(p1, . . . , pν) ∈ SyzP (b1eβ1 , . . . , bνeβν )
be a border syzygy with respect to M and let
V = p1G1 + · · ·+ pνGν .
If V = 0, we see that (p1, . . . , pν) is a lifting of (p1, . . . , pν) by Definition 4.19. Thus
we suppose that V 6= 0. Since V ∈ 〈G〉 \ {0}, condition A1) of Theorem 4.1 yields a
representation
V = p1G1 + · · ·+ pνGν = q1G1 + · · ·+ qνGν
with q1, . . . , qν ∈ P and
deg(qj) ≤ indM(V)− 1
for all j ∈ {1, . . . , ν} such that qj 6= 0. Let
(P1, . . . , Pν) = (p1, . . . , pν)− (q1, . . . , qν).
Then (P1, . . . , Pν) is a syzygy of (G1, . . . ,Gν) by construction. Moreover, we have
deg(Pj − pj) = deg(−qj) ≤ indM(V)− 1
for all j ∈ {1, . . . , ν} with Pj − pj 6= 0, i. e. (p1, . . . , pν) lifts to (P1, . . . , Pν) by
Definition 4.19.
Since E1) logically implies E2) according to Definitions 4.15 and Definition 4.16,
it remains to prove that G is the M-module border basis of 〈G〉 if E2) holds. For
all s ∈ {1, . . . , n}, we let
̺s : {1, . . . , µ} → N, i 7→
{
j if xstieαi = tjeαj ∈M,
k if xstieαi = bkeβk ∈ ∂M.
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be like in Theorem 4.13. We have to distinguish two cases.
Given next-door neighbors bk, bℓ ∈ ∂M with respect to M, say
xsbkeβk = bℓeβℓ
where s ∈ {1, . . . , n}, k, ℓ ∈ {1, . . . , ν}, and k 6= ℓ, the corresponding next-door
neighbor syzygy with respect to M is of the form
σkℓ = xsεk − εℓ ∈ SyzP (b1eβ1, . . . , bνeβν )
by Definition 4.16. If xsGk − Gℓ 6= 0, Definition 4.19 and Proposition 2.12 yield
indM(xsGk − Gℓ) = 1.
Let λkℓ be a lifting of σkℓ. Then there exist d1, . . . , dν ∈ K such that
λkℓ = xsεk − εℓ +
ν∑
w=1
dwεw
and λkℓ is also a syzygy of (G1, . . . ,Gν) by Definition 4.19. Thus we have
0 = xsGk − Gℓ +
ν∑
w=1
dwGw
= xs
(
bkeβk −
µ∑
m=1
cmktmeαm
)
−
(
bℓeβℓ −
µ∑
m=1
cmℓtmeαm
)
+
ν∑
w=1
dw
(
bweβw −
µ∑
m=1
cmwtmeαm
)
= −
µ∑
m=1
cmk(xstmeαm) +
µ∑
m=1
cmℓtmeαm
+
ν∑
w=1
dwbweβw −
ν∑
w=1
dw
µ∑
m=1
cmwtmeαm
= −
∑
m∈{1,...,µ}
xstmeαm∈M
cmkt̺s(m)eα̺s(m) −
∑
m∈{1,...,µ}
xstmeαm∈∂M
cmkb̺s(m)eβ̺s(m)
+
µ∑
m=1
cmℓtmeαm +
ν∑
w=1
dwbweβw −
ν∑
w=1
dw
µ∑
m=1
cmwtmeαm
As ∂M is K-linearly independent, comparison of the coefficients of bweβw for all
w ∈ {1, . . . , ν} yields
dw =
{
cmk if bweβw ∈ xsM,
0 if bweβw /∈ xsM.
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As M is K-linearly independent, comparison of the coefficients of tpeαp for all
p ∈ {1, . . . , µ} yields
0 = −
∑
m∈{1,...,µ}
xstmeαm∈M
δp̺s(m)cmk + cpℓ −
ν∑
w=1
dwcpw
= −
∑
m∈{1,...,µ}
xstmeαm∈M
δp̺s(m)cmk + cpℓ −
∑
w∈{1,...,ν}
bweβw∈xsM
cmkcpw
= −
∑
m∈{1,...,µ}
xstmeαm∈M
δp̺s(m)cmk + cpℓ −
∑
m∈{1,...,µ}
xstmeαm∈∂M
cmkcp̺s(m),
i. e. the equations (1) of condition D2) of Theorem 4.13 are satisfied.
Given across-the-street neighbors bk, bℓ ∈ ∂M with respect to M, say
xsbkeβk = xubjeβj
with s, u ∈ {1, . . . , n}, k, j ∈ {1, . . . , ν}, and k 6= j, the corresponding across-the-
street neighbor syzygy with respect to M is of the form
σkj = xsεk − xuεj ∈ SyzP (b1eβ1 , . . . , bνeβν )
by Definition 4.16. If xsGk − xuGj 6= 0, Definition 4.19 and Proposition 2.12 yield
indM(xsGk − xuGj) = 1.
Let λkj be a lifting of σkj . Then there exist d1, . . . , dν ∈ K such that
λkj = xsεk − xuεj +
ν∑
w=1
dwεw,
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and such that λkj is also a syzygy of (G1, . . . ,Gν) by to Definition 4.19. Thus we
have
0 = xsGk − xuGj +
ν∑
w=1
dwGw
= xs
(
bkeβk −
µ∑
m=1
cmktmeαm
)
− xu
(
bjeβj −
µ∑
m=1
cmjtmeαm
)
+
ν∑
w=1
dw
(
bweβw −
µ∑
m=1
cmwtmeαm
)
= −
µ∑
m=1
cmk(xstmeαm) +
µ∑
m=1
cmj(xutmeαm)
+
ν∑
w=1
dwbweβw −
ν∑
w=1
dw
µ∑
m=1
cmwtmeαm
= −
∑
m∈{1,...,µ}
xstmeαm∈M
cmkt̺s(m)eα̺s(m) −
∑
m∈{1,...,µ}
xstmeαm∈∂M
cmkb̺s(m)eβ̺s(m)
+
∑
m∈{1,...,µ}
xutmeαm∈M
cmjt̺u(m)eα̺u(m) +
∑
m∈{1,...,µ}
xutmeαm∈∂M
cmjb̺u(m)eβ̺u(m)
+
ν∑
w=1
dwbweβw −
ν∑
w=1
dw
µ∑
m=1
cmwtmeαm
As ∂M is K-linearly independent, comparison of the coefficients of bweβw for all
w ∈ {1, . . . , ν} yields
dw =


cmk − cmj if bweβw ∈ xsM∩ xuM,
cmk if bweβw ∈ xsM\ xuM,
−cmj if bweβw ∈ xuM\ xsM,
0 if bweβw /∈ xsM∪ xuM.
As M is K-linearly independent, comparison of the coefficients of tpeαp for all
p ∈ {1, . . . , µ} yields
0 = −
∑
m∈{1,...,µ}
xstmeαm∈M
δp̺s(m)cmk +
∑
m∈{1,...,µ}
xutmeαm∈M
δp̺u(m)cmj −
ν∑
w=1
dwcpw
= −
∑
m∈{1,...,µ}
xstmeαm∈M
δp̺s(m)cmk +
∑
m∈{1,...,µ}
xutmeαm∈M
δp̺u(m)cmj
−
∑
w∈{1,...,ν}
bweβw∈xsM
cmkcpw +
∑
w∈{1,...,ν}
bweβw∈xuM
cmjcpw
= −
∑
m∈{1,...,µ}
xstmeαm∈M
δp̺s(m)cmk +
∑
m∈{1,...,µ}
xutmeαm∈M
δp̺u(m)cmj
−
∑
m∈{1,...,µ}
xstmeαm∈∂M
cmkcp̺s(m) +
∑
m∈{1,...,µ}
xutmeαm∈∂M
cmjcp̺u(m),
MODULE BORDER BASES 37
i. e. the equations (2) of condition D2) of Theorem 4.13 are satisfied.
Altogether, we see that condition D2) of Theorem 4.13 is satisfied and thus G is
the M-module border basis of 〈G〉. 
At last, we use all previous characterizations above to prove Buchberger’s Cri-
terion for Module Border Bases similar to Buchberger’s Criterion for Border Ba-
sis [KR05, Prop. 6.4.34]. It allows us to easily determine, whether a given module
border prebasis is a module border basis, or not. But before that, we have to define
the S-vector of two border vectors in G in the usual way, cf. [KR05, Page 438].
Definition 4.21. Let i, j ∈ {1, . . . , ν}. Then we call the vector
S(Gi,Gj) =
lcm(bi,bj)
bi
Gi −
lcm(bi,bj)
bj
Gj ∈ 〈G〉 ⊆ P
r
the S-vector of Gi and Gj .
Theorem 4.22. (Buchberger’s Criterion for Module Border Bases)
The M-module border prebasis G is the M-module border basis of 〈G〉 if and only
if the following equivalent conditions are satisfied.
F1) We have NRG(S(Gi,Gj)) = 0 for all i, j ∈ {1, . . . , ν}.
F2) We have NRG(S(Gi,Gj)) = 0 for all i, j ∈ {1, . . . , ν} such that the border
terms bieβi , bjeβj ∈ ∂M are neighbors with respect to M.
Proof. We start to show that condition F1) is satisfied if G is theM-module border
basis of 〈G〉. Let i, j ∈ {1, . . . , ν}. If we have S(Gi,Gj) = 0, we trivially get
NRG(S(Gi,Gj)) = 0 by Definition 2.15. Thus suppose that S(Gi,Gj) 6= 0. We
apply the Module Border Division Algorithm 2.14 to S(Gi,Gj) and G to obtain a
representation
S(Gi,Gj) = V +NRG(S(Gi,Gj)) ∈ 〈G〉
with V ∈ 〈G〉 and NRG(S(Gi,Gj)) ∈ 〈M〉K . Then we have
NRG(S(Gi,Gj)) = S(Gi,Gj)− V ∈ 〈G〉 ∩ 〈M〉K = {0}
by Corollary 2.19.
Since F2) is a logical consequence of F1) by Definition 4.16, it remains to prove
that G is the M-module border basis of 〈G〉 if F2) holds. Let bieβi, bjeβj ∈ ∂M be
next-door neighbors with respect to M, i. e. i 6= j and
xsbieβi = bjeβj
for some s ∈ {1, . . . , n} by Definition 4.16. Let
σij = xsεi − εj ∈ SyzP (b1eβ1 , . . . , bνeβν )
be the corresponding next-door neighbor syzygy with respect to M. If we have
S(Gi,Gj) = 0, we see that σij is a lifting of σij according to Definition 4.19. Thus
suppose that S(Gi,Gj) 6= 0. Since NRG(S(Gi,Gj)) = 0 according to F2), the Module
Border Division Algorithm 2.14 applied to the S-vector S(Gi,Gj) and G yields a
representation
S(Gi,Gj) = p1G1 + · · ·+ pνGν +NRG(S(Gi,Gj)) = p1G1 + · · ·+ pνGν
with polynomials p1, . . . , pν ∈ P such that
deg(pℓ) ≤ indM(S(Gi,Gj))− 1
for all ℓ ∈ {1, . . . , ν} with pℓ 6= 0. We now prove that (P1, . . . , Pν) ∈ P ν defined by
Pi = xs − pi, Pj = 1 − pj, and Pℓ = −pℓ for all ℓ ∈ {1, . . . , ν} \ {i, j} is a lifting
of σij . By construction, we see that
(P1, . . . , Pν) ∈ SyzP (G1, . . . ,Gν).
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Moreover, we have
deg(Pi − xs) = deg(−pi) ≤ indM(S(Gi,Gj))− 1
if Pi − xs = −pi 6= 0,
deg(Pj − 1) = deg(−pj) ≤ indM(S(Gi,Gj))− 1
if Pj − 1 = −pj 6= 0, and
deg(Pℓ − 0) = deg(−pℓ) ≤ indM(S(Gi,Gj))− 1
for all ℓ ∈ {1, . . . , ν} \ {i, j} with Pℓ − 0 = −pℓ 6= 0. Hence (P1, . . . , Pν) is a lifting
of the next-door neighbor syzygy σij with respect to M by Definition 4.19.
Now suppose that bieβi , bjeβj ∈ ∂M are across-the-street neighbors with respect
to M, i. e. i 6= j and
xsbieβi = xubjeβj
for some s, u ∈ {1, . . . , n} by Definition 4.16. Let
σij = xsεi − xuεj ∈ SyzP (b1eβ1 , . . . , bνeβν )
be the corresponding across-the-street neighbor syzygy with respect to M. If
S(Gi,Gj) = 0, we see that σij is a lifting of σij according to Definition 4.19. Thus
suppose that S(Gi,Gj) 6= 0. Since NRG(S(Gi,Gj)) = 0 according to F2), the Module
Border Division Algorithm 2.14 applied to the S-vector S(Gi,Gj) and G yields a
representation
S(Gi,Gj) = p1G1 + · · ·+ pνGν +NRG(S(Gi,Gj)) = p1G1 + · · ·+ pνGν
with polynomials p1, . . . , pν ∈ P such that
deg(pℓ) ≤ indM(S(Gi,Gj))− 1
for all ℓ ∈ {1, . . . , ν} with pℓ 6= 0. We now prove that (P1, . . . , Pν) ∈ P
ν defined by
Pi = xs − pi, Pj = xu − pj, and Pℓ = −pℓ for all ℓ ∈ {1, . . . , ν} \ {i, j} is a lifting
of σij . By construction, we see that
(P1, . . . , Pν) ∈ SyzP (G1, . . . ,Gν).
Moreover, we have
deg(Pi − xs) = deg(−pi) ≤ indM(S(Gi,Gj))− 1
if Pi − xs = −pi 6= 0,
deg(Pj − xu) = deg(−pj) ≤ indM(S(Gi,Gj))− 1
if Pj − xu = −pj 6= 0, and
deg(Pℓ − 0) = deg(−pℓ) ≤ indM(S(Gi,Gj))− 1
for all ℓ ∈ {1, . . . , ν} \ {i, j} with Pℓ − 0 = −pℓ 6= 0. Hence the vector (P1, . . . , Pν)
is a lifting of the across-the-street neighbor syzygy σij with respect to M by Defi-
nition 4.19.
Altogether, we have proven that every neighbor syzygy with respect to M lifts to
a syzygy of (G1, . . . ,Gν). Therefore, condition E2) of Theorem 4.20 yields that G is
the M-module border basis. 
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Example 4.23. We consider Example 4.17, again. Recall, that the M-module
border prebasis was of the form G = {G1, . . . ,G7} ⊆ P 2 with
G1 = x
2e1 − ye1 + e2,
G2 = xye1 − e2,
G3 = y
2e1 − xe2,
G4 = x
3e2 − e1,
G5 = x
2ye2 − e1 − e2,
G6 = xye2 + 3e1,
G7 = ye2 − xe1 − ye1 − e1 − e2,
and that b1eβ1 = x
2e1 and b2eβ2 = xye1 are across-the-street neighbors with respect
to M. We have already seen in Example 4.14 that G is not the M-module border
basis of 〈G〉. Since
NRG(S(G1,G2)) = NRG(yG1 − xG2) = xe1 + ye1 + e1 + e2 6= 0,
condition F2) of Buchberger’s Criterion for Module Border Bases 4.22 also yields
that G is not the M-module border basis of 〈G〉.
5. The Module Border Basis Algorithm
In this final section of Part 1, we determine the Module Border Basis Algo-
rithm 5.3 that allows us to compute module border bases of arbitrary P -submodules
of P r with finite K-codimension in P r with linear algebra techniques. The algo-
rithm was originally developed in [KK06, Prop. 18]. Our algorithm is a straightfor-
ward adaption of the Border Basis Algorithm as described in [KR05, Thm. 6.4.36].
But first of all, we have to describe what we mean by reducing a vector against
a matrix as it was described in [KR05, p. 392].
Definition 5.1. Let r, s ∈ N.
a) Let (c1, . . . , cs) ∈ Ks, (d1, . . . , ds) ∈ Ks \ {0}, and let i ∈ {1, . . . , s} be
minimal such that di 6= 0. Then the ith component of
(c1, . . . , cs)−
ci
di
(d1, . . . , ds) ∈ K
s
is 0. If ci 6= 0 in this situation, we say that (d1, . . . , ds) is a reduceer
of (c1, . . . , cs).
b) Let v ∈ Ks and M ∈Matr,s(K). We say that v can be reduced against M,
if there is a row vector w ∈ Ks of M such that w is a reducer of v.
Before we generalize the Border Basis Algorithm [KR05, Thm. 6.4.36] to the
module setting, we have to generalize the auxiliary algorithm [KR05, Lemma 6.4.35].
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Algorithm 2 computeOrderModule(d, {V1, . . . ,V̺}, σ)
Require: d ∈ N,
̺ ∈ N \ {0} and {V1, . . . ,V̺} ⊆ 〈Tn≤d〈e1, . . . , er〉〉K \ {0},
V := 〈V1, . . . ,V̺〉K ⊆ 〈Tn≤d〈e1, . . . , er〉〉K is a K-vector subspace such that
(V + x1V + · · ·+ xnV ) ∩ 〈T
n
≤d〈e1, . . . , er〉〉K = V,
σ is a degree compatible term ordering on Tn
1: L := Tn≤d〈e1, . . . , er〉
2: Let ℓ1, . . . , ℓs ∈ Tn be terms and u1, . . . , us ∈ {1, . . . , r} be indices such that
L = {ℓ1eu1 , . . . , ℓseus} and ℓ1eu1 >σPos ℓ2eu2 >σPos · · · >σPos ℓseus .
3: Determine a K-vector space basis {B1, . . . ,Bk} ⊆ 〈L〉K of V .
4: for i = 1, . . . , k do
5: Determine ai1, . . . , ais ∈ K such that Bi = ai1ℓ1eu1 + · · ·+ aisℓseus .
6: end for
7: V := (aij)1≤i≤k,1≤j≤s ∈Matk,s(K).
8: Compute a row echolon form W ∈Matk,s(K) of V using row operations.
9: Let M ⊆ L be the set of terms in L corresponding to the pivot-free columns
of W, i. e. the columns of W in which no row of W has its first non-zero entry.
10: return M
Lemma 5.2. Let d ∈ N and let L = Tn≤d〈e1, . . . , er〉. Moreover, let ̺ ∈ N \ {0}
and V = 〈V1, . . . ,V̺〉 ⊆ L with {V1, . . . ,V̺} ⊆ 〈L〉K \ {0} be a K-vector subspace
such that
(V + x1V + · · ·+ xnV ) ∩ 〈L〉K = V.
Let σ be a degree compatible term ordering on Tn. Then Algorithm 2 is actually an
algorithm and the result
M := computeOrderModule(d, {V1, . . . ,V̺}, σ)
of Algorithm 2 applied to the input data d, {V1, . . . ,V̺}, and σ satisfies the following
conditions.
i) The set M⊆ L is an order module.
ii) The set εV (M) is a K-vector space basis of 〈L〉K/V .
iii) We have #εV (M) = #M.
Proof. Firstly, we show that the procedure is actually an algorithm. Since the op-
erations in line 3, line 5, and line 8 can be computed with linear algebra techniques,
and since the procedure is obviously finite, the procedure is an algorithm.
Secondly, we show the correctness of the algorithm. We start with the proof that
the set εV (M) is a K-vector space basis of 〈L〉K/V and #εV (M) = #M. Let
M = {ℓj1euj1 , . . . , ℓjweujw }
with j1, . . . , jw ∈ {1, . . . , s}, and let c1, . . . , cw ∈ K be such that
V = c1ℓj1euj1 + · · ·+ cwℓjweujw ∈ V.
Let {e1, . . . , es} denote the canonical K-vector space basis of Ks. Then the corre-
sponding vector
c1ej1 + · · ·+ cvejw ∈ K
s
of V has all its non-zero entries in the columns corresponding toM by line 9. As W
is in row echolon form according to line 8, this vector cannot be further reduced
against W by Definition 5.1. Since the rows of V correspond to the K-vector space
basis {B1, . . . ,Bk} by the construction in line 5, and since W corresponds to these
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basis elements by line 3 and line 8, and since we also have V ∈ V , it follows that
V = 0. Thus we get c1 = · · · = cw = 0, i. e. εV (M) is K-linearly independent. In
particular, we get #εV (M) = #M. Let
W = d1ℓ1eu1 + · · ·+ dsℓseus ∈ 〈L〉K
with d1, . . . , ds ∈ K. Then the corresponding vector
d1e1 + · · ·+ dses ∈ K
s
can be reduced against W to obtain a vector
d′1ej1 + · · ·+ d
′
wejw ∈ K
s
with d′1, . . . , d
′
w ∈ K by Definition 5.1. Let
W ′ = d′1ℓj1euj1 + · · ·+ d
′
wℓjweujw ∈ 〈M〉K
be the corresponding element in 〈M〉K . Then the considerations above show that
W + V =W ′ + V
and hence εV (M) is also a generating set of the K-vector space 〈L〉K/V . Alto-
gether, we have proven that εV (M) is a K-vector space basis of 〈L〉K/V .
Finally, we prove thatM is an order module. Let ℓieui ∈ L\M with i ∈ {1, . . . , s}
and t ∈ Tn be such that tℓieui ∈ L. The setM is an order module by Definition 2.4
if we show that tℓieui ∈ L \M. As ℓieui ∈ L \M, one row of W has the form
(0, . . . , 0, ci, . . . , cs) ∈ K
s
where ci 6= 0 according to the construction of M in line 9. The corresponding
vector in 〈L〉K is
V = ciℓieui + · · ·+ csℓseus ∈ 〈L〉K .
Moreover, line 2 yields that ℓieui = LTσ Pos(V). Hence we see that
tℓieui = LTσ Pos(tV),
and the degree compatibility of σ yields Supp(tV) ⊆ L. Since every line of the
matrix V corresponds to a vector in V by line 5, and since W is constructed from V
using row operation by line 8, we see that V ∈ V . Hence the hypothesis
(V + x1V + · · ·+ xnV ) ∩ 〈L〉K = V
and induction on the degree of t also yield tV ∈ V . Thus we see that the vector
in Ks corresponding to tV can be reduced against W to zero by Definition 5.1. In
particular, we have to reduce the entry of this vector that corresponds to tℓieui ,
i. e. there has to be one row in W which has its first non-zero entry in the column
that corresponds to the term tℓieui . Altogether, line 9 yields tℓieui ∈ L \M and
the claim follows. 
We now have all ingredients to generalize the Border Bases Algorithm as de-
scribed in [KR05, Thm. 6.4.36] to the module setting.
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Algorithm 3 moduleBB({B1, . . . ,Bk}, σ)
Require: k ∈ N and {B1, . . . ,Bk} ⊆ P r \ {0},
codimK(〈B1, . . . ,Bk〉, P r) <∞,
σ is a degree compatible term ordering on Tn
1: if k = 0 then
2: return (∅, ∅)
3: end if
4: V := 〈B1, . . . ,Bk〉K
5: d := max{deg(t) | ℓ ∈ {1, . . . , k}, teu ∈ Supp(Bℓ)}
6: repeat
7: L := Tn≤d〈e1, . . . , er〉
8: V ′ := (V + x1V + · · ·+ xnV ) ∩ 〈L〉K
9: while V 6= V ′ do
10: V := V ′
11: V ′ := (V + x1V + · · ·+ xnV ) ∩ 〈L〉K
12: end while
13: Compute ̺ ∈ N and {V1, . . . ,V̺} ⊆ 〈L〉K \ {0} with V = 〈V1, . . . ,V̺〉K .
14: M := computeOrderIdeal(d, {V1, . . . ,V̺}, σ)
15: d := d+ 1
16: until ∂M⊆ L
17: Let t1, . . . , tµ ∈ Tn be terms and α1, . . . , αµ ∈ {1, . . . , r} be indices such that
M = {t1eα1 , . . . , tµeαµ}.
18: Let b1, . . . , bν ∈ Tn be terms and β1, . . . , βν ∈ {1, . . . , r} be indices such that
∂M = {b1eβ1, . . . , bνeβν}.
19: G := ∅
20: for j = 1, . . . , ν do
21: Determine c1j , . . . , cµj ∈ K such that bjeβj + V =
∑µ
i=1 cijtieαi + V .
22: G := G ∪ {bjeβj −
∑µ
i=1 cijtieαi}
23: end for
24: return (M,G)
Theorem 5.3. (The Module Border Basis Algorithm)
Let k ∈ N, let U = 〈B1, . . . ,Bk〉 ⊆ P r with vectors {B1, . . . ,Bk} ⊆ P r \ {0} be a
P -submodule such that codimK(U, P
r) <∞, and let σ be a degree compatible term
ordering on Tn. Then Algorithm 3 is actually an algorithm and the result
(M,G) := moduleBB({B1, . . . ,Bk}, σ)
of Algorithm 3 applied to the input data {B1, . . . ,Bk} and σ satisfies the following
conditions.
i) The set M⊆ Tn〈e1, . . . , er〉 is an order module.
ii) The set G ⊆ P r is the M-module border basis of U .
Proof. Firstly, we prove that every step of the procedure can be computed. The
maximum in line 5 can be computed as obviously k 6= 0 in this situation. In
particular, it follows that dimK(V ) ≥ 1 in line 4. We can compute the intersection
ofK-vector spaces for the computation of V ′ in line 8 and line 11 with linear algebra
techniques. In line 14, the while-loop in line 9 has already been finished. In this
situation, the construction of V in line 4 and during the while-loop in line 9 yields
̺ = dimK(V ) ≥ 1 and
V = V ′ = (V + x1V + · · ·+ xnV ) ∩ 〈L〉K ,
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after the while-loop. In other words, the input data d, {V1, . . . ,V̺}, and σ in
line 13 satisfy the requirements of Algorithm 2. Thus we can compute an order
moduleM⊆ 〈L〉K such that εV (M) is a K-vector space basis of 〈L〉K/V and such
that #εV (M) = #M according to Lemma 5.2 in line 14. Moreover, the repeat-
until-loop in line 6 only stops if ∂M ⊆ L. Thus we can compute the coefficients
c1j , . . . , cµj ∈ K for all j ∈ {1, . . . , ν} in line 21 with linear algebra techniques, too.
All the other steps of the procedure can be trivially computed.
Secondly, we show that the procedure stops after a finite amount of time. We start
to show that the while-loop in line 9 eventually terminates. By the construction
of V and V ′ in line 10 and line 11, we see that we always have V ⊆ V ′ ⊆ 〈L〉K .
Assume that V 6= V ′ in this situation, i. e. the while-loop in line 9 is executed at
least one time. For every i ∈ N, we let V ′i be the K-vector subspace V
′ ⊆ 〈L〉K
after the ith iteration of the while-loop. Since we have
#L = #Tn≤d〈e1, . . . , er〉 <∞,
i. e. dimK(〈L〉K) <∞, the chain
V ′0 ⊆ V
′
1 ⊆ V
′
2 ⊆ · · ·
must eventually get stationary. In this situation, we have V ′i = V
′
i−1 for some
i ∈ N \ {0} and therefore V = V ′ in line 9. Thus the while-loop terminates after
the ith iteration.
Thirdly, we prove that the repeat-until-loop in line 6 stops after a finite amount of
time. Let H = {H1, . . . ,Hv} ⊆ P r with v ∈ N be the reduced σPos-Gro¨bner basis
of U . For all j ∈ {1, . . . , v}, there is a representation
Hj = pj1B1 + · · ·+ pjkBk
with pj1, . . . , pjk ∈ P . Let
d′ = max{deg(t) | j ∈ {1, . . . , v}, l ∈ {1, . . . , k}, teu ∈ Supp(pjℓBℓ)}.
This maximum exists as k > 0 in this situation as we have seen above. Then we
have H ⊆ 〈L〉K after the while-loop in the case that d = d′. Now suppose that we
are in the situation that d = d′ during the repeat-until-loop. Let M be the result
of Algorithm 2 computed in line 14. ThenM is an order module such that εV (M)
is a K-vector space basis of 〈L〉K/V and #εV (M) = #M by Lemma 5.2. Let
L = {ℓ1eu1 , . . . , ℓseus}
with ℓ1, . . . , ℓs ∈ Tn, u1, . . . , us ∈ {1, . . . , r}, and
ℓ1eu1 >σ Pos · · · >σPos ℓseus
be like in line 2 of Algorithm 2 during the computation of M by Algorithm 2 in
line 14. Furthermore, we let W ∈ Matm,s(K) with m ∈ N be the matrix in row
echolon form used during the computation of M by Algorithm 2 in line 14. Let
j ∈ {1, . . . , v}. We write
Hj = c1ℓ1eu1 + · · ·+ csℓseus
with c1, . . . , cs ∈ K. Then the vector
(c1, . . . , cs) ∈ K
s
corresponds to Hj . Let
LTσ Pos(Hj) = ℓweuw
with w ∈ {1, . . . , s}. Then it follows that
(c1, . . . , cs) = (0, . . . , 0, 1, cw+1, . . . , cs).
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by [KR00, Defn. 2.4.12]. Since Hj ∈ V , we see that there exists a vector in Ks
corresponding to a vector in V which has its first non-zero entry in the wth column
of W, namely the vector
(0, . . . , 0, 1, cw+1, . . . , cs) ∈ K
s
corresponding to Hj . Thus the construction of M in line 9 of Algorithm 2 yields
that
LTσ Pos(Hj) /∈M,
and it follows that
M⊆ Oσ Pos(U).
Thus
∂M⊆ ∂M⊆ ∂Oσ Pos(U) ⊆ L
as H ⊆ 〈L〉K and hence the repeat-until-loop terminates in the case that d = d′.
Altogether, we see that the procedure is actually an algorithm.
It remains to prove the correctness. We have to distinguish two cases. For
the first case, we suppose that the algorithm stops in line 2. Then we see that
〈B1, . . . ,Bk〉 = {0} and the assumption codimK({0}, P r) <∞ yields r = 0. Thus ∅
is obviously the ∅-module border basis of 〈B1, . . . ,Bk〉 = {0} by Definition 2.13.
For the second case, we now suppose that k 6= 0. AsM is computed in line 14 with
the use of Algorithm 2, Lemma 5.2 yields that M is an order module.
For all j ∈ {1, . . . , ν}, we let
Gj = bjeβj −
ν∑
i=1
cijtieαi ∈ P
r
with c1j , . . . , cµj ∈ K be like in line 22. Then G = {G1, . . . ,Gν} is an M-module
border prebasis. We now show that LTσ Pos(Gj) = bjeβj for all j ∈ {1, . . . , ν}.
Let j ∈ {1, . . . , ν}. Consider W ∈ Matm,s(K) and ℓ1eu1 , . . . , ℓseus ∈ L like above,
again. We write
Gj = c1ℓ1eu1 + · · ·+ csℓseus
with c1, . . . , cs ∈ K. Then the vector
(c1, . . . , cs) ∈ K
s
corresponding to Gj represents a K-linear dependency of the terms in L. Assume
that
LTσ Pos(Hj) = ℓweuw 6= bjeβj
with w ∈ {1, . . . , s}. As σ is degree compatible, (c1, . . . , cs) ∈ Ks is a vector which
has its first non-zero entry in the column corresponding to the term ℓweuw ∈ M.
But this is a contradiction to the construction of M in line 9 of Algorithm 2, i. e.
we have
LTσ Pos(Gj) = bjeβj .
We go on with the proof that the normal remainders of the S-vectors of all neighbors
with respect to M vanish. Let bieβi, bjeβj ∈ ∂M with i, j ∈ {1, . . . , ν} and i 6= j
be neighbors with respect to M. We have already shown that we have ∂M⊆ L at
the end of the algorithm, i. e. we have ∂M⊆ L. Using the Module Border Division
Algorithm 2.14 applied to S(Gi,Gj) and G, we can compute c1, . . . , cν ∈ K such
that
NRG(S(Gi,Gj)) = S(Gi,Gj)−
ν∑
w=1
cwGw ∈ 〈M〉K .
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Since we have also already seen that G ⊆ V , i. e. we have S(Gi,Gj) ∈ V as
bieβi , bjeβj ∈ ∂M are neighbors, and εV (M) is a K-vector space basis of 〈L〉K/V ,
it follows that
V = S(Gi,Gj) + V = NRG(S(Gi,Gj)) + V.
In particular, we see that
NRG(S(Gi,Gj)) ∈ V ∩ 〈M〉K = {0}.
Altogether, we see that condition F2) of Buchberger’s Criterion for Module Border
Bases 4.22 is satisfied, i. e. G is the M-module border basis of 〈G〉.
Therefore, the claim follows if we show that G generates U . For every j ∈ {1, . . . , ν},
we have already seen that Gj ∈ V ⊆ U , i. e. we have 〈G〉 ⊆ U . For the converse inclu-
sion, we let w ∈ {1, . . . , k}. We apply the Module Border Division Algorithm 2.14
to Bw and G to obtain a representation
Bw = V +NRG(Bw)
with V ∈ 〈G〉 and NRG(Bw) ∈ 〈M〉K . During the Module Border Division Algo-
rithm 2.14, we always subtract multiples of the form tGj with a term t ∈ Tn and
j ∈ {1, . . . , ν} to eliminate the term tbjeβj . Since σ is a degree compatible term
ordering on Tn and since we have bjeβj = LTσ Pos(Gj), it follows that all the vectors
that are used for these reductions satisfy tGj ∈ 〈L〉K . Thus we have
V ∈ V ⊆ 〈L〉K
because G ⊆ V . Altogether, we see that
V = Bw + V = NRG(Bw) + V.
Since εV (M) is a K-vector space basis of 〈L〉K/V by Lemma 5.2, it follows that
NRG(Bw) ∈ V ∩ 〈M〉K = {0}.
Thus it also follows that
Bw = V +NRG(Bw) = V ∈ 〈G〉,
Therefore, we see that
U = 〈B1, . . . ,Bk〉 ⊆ 〈G〉.
Altogether, we have proven that G is the M-border basis of U . 
Example 5.4. Let K = Q, P = Q[x, y], and σ = DegRevLex. Furthermore, we
let
U = 〈B1, . . . ,B5〉
= 〈(−2, 3x− 1), (3x+ 4, 2), (0, y − 1), (y − 1, 0), (x+ y + 1,−x+ y)〉.
Since we have xe2, xe1, ye2, ye1 ∈ LTσ Pos(U), we immediately see that
codimK(U, P
2) = #Oσ Pos(U) ≤ #{e1, e2} = 2 <∞
with Macaulay’s Basis Theorem [KR00, Thm. 1.5.7]. Thus the requirements of the
Module Basis Algorithm 3 are satisfied.
We consider the steps of the Module Border Basis Algorithm 3 applied to the
input data {B1, . . . ,B5} and σ in detail. We initialize
V = 〈(−2, 3x− 1), (3x+ 4, 2), (0, y − 1), (y − 1, 0), (x+ y + 1,−x+ y)〉K
in line 4 and thus have d = 1 and
L = T2≤1〈e1, e2〉 = {xe1xe2, ye1, ye2, e1e2}
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in line 5. Moreover, we compute that
V ′ = (V + xV + yV ) ∩ 〈L〉K = V
in line 8. Thus the while-loop in line 9 does not need to be executed and we have
{V1, . . . ,V5} = {B1, . . . ,B5} in line 13.
Next we consider the computation of M in line 14 with Algorithm 2 applied to
the input data 1, {B1, . . . ,B5}, and σ. We order the terms in L according to σPos
descendingly and compute the matrix
V =


0 3 0 0 −2 −1
3 0 0 0 4 2
0 0 0 1 0 −1
0 0 1 0 −1 0
1 −1 1 1 1 0

 ∈Mat5,6(Q)
like in line 7 of Algorithm 2. The (reduced) row echolon form needed in line 8 of
Algorithm 2 is then
W =


1 0 0 0 43
2
3
0 1 0 0 − 23 −
1
3
0 0 1 0 −1 0
0 0 0 1 0 −1
0 0 0 0 0 0

 ∈ Mat5,6(Q),
i. e. we get the order module
M = {e1, e2} ⊆ T
2〈e1, e2〉
after line 14 of Algorithm 3.
As the border of M satisfies
∂M = {xe1, xe2, ye1, ye2} ⊆ L,
we stop the computation of the repeat-until-loop in line 6. We then proceed with
the computation of the for-loop in line 20 and get the set G = {G1, . . . ,G4} ⊆ P 2
with
G1 = xe1 +
4
3e1 +
2
3e2,
G2 = xe2 −
2
3e1 −
1
3e2,
G3 = ye1 − e1,
G4 = ye2 − e2.
According to Theorem 5.3, M is an order module and G is the M-module border
basis of U . In particular, since the set of all corners of M is {xe1, xe2, ye1, ye2}
by Definition 3.2, G is also the reduced σ-Gro¨bner basis of U according to Propo-
sition 3.3.
Remark 5.5. In contrast to the theory of border bases in [KR05, Section 6.4]
or [KK05], we explicitly had allowed that order ideals in Tn are empty by Defi-
nition 2.1. The reason is as follows: Let σ be a degree compatible term ordering
on Tn, and let k ∈ N \ {0} and {B1, . . . ,Bk} ⊆ P r \ {0} be vectors such that
U = 〈B1, . . . ,Bk〉 ⊆ P r is a P -submodule with codimK(U, P r) < ∞. Moreover,
assume that r ≥ 2 and e1 − e2 ∈ U , i. e. U contains a K-linear dependency of the
elements {e1, . . . , er}. Then the result M in line 14 of the Module Border Bases
Algorithm 5.3 applied to {B1, . . . ,Bk} and σ does not contain all the elements of
{e1, . . . , er}, namely the above K-linear dependency yields e1 /∈ M as e1 >σPos e2.
By allowing empty order ideals in Definition 2.1, this fact does not vanish, but the
result of the algorithm is still an order module according to Definition 2.4.
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Part 2. Module Border Bases of Quotient Modules
In Part 1, we have defined module border basis of P -submodules U ⊆ P r with
finite K-codimension and r ∈ N. In Part 2, we extend this theory to module border
bases of P -submodules US ⊆ P r/S of quotient modules of P r modulo an arbitrary
given P -submodule S ⊆ P r with finite K-codimension and r ∈ N.
In Section 6, we introduce the general concept of quotient module border bases.
We start to generalize order modules to order quotient modules in Definition 6.1.
In Definition 6.3, we introduce quotient module border bases as a straightforward
generalization of module border bases. Given a quotient module border basis, we
then construct characterizing module border prebases in Definition 6.7. The central
result of this section, Theorem 6.10, then allows us to characterize quotient module
border bases with the use of these characterizing module border prebases. As a
consequence of this, we will determine an algorithm for the computation of quotient
module border bases in Corollary 6.14. Moreover, we deduce characterizations of
quotient module border bases similar to the characterizations of module border
bases in Section 4. In particular, we characterize quotient module border bases
via the special generation property in Corollary 6.16, via border form modules
in Corollary 6.17, via rewrite rules in Corollary 6.18, via commuting matrices in
Corollary 6.19, via liftings of border syzygies in Corollary 6.20, and via Buchberger’s
Criterion for Quotient Module Border Bases in Corollary 6.21.
In Section 7, we apply the notion of quotient module border bases to subideal
border bases, which have been introduced in [KP11]. To this end, we then see in
Proposition 7.3 that every subideal border basis is isomorphic as P -module to a
quotient module border basis. We will use this isomorphy to deduce an algorithm
for the computation of subideal border bases in Corollary 7.3 and to characterize
subideal border bases in Remark 7.7.
6. Quotient Module Border Bases
In this section, we define module border bases of arbitrary quotient modules of
free P -modules of finite rank over the polynomial ring P . To this end, we always
let r ∈ N and S ⊆ P r be a P -submodule. Moreover, we let {e1, . . . , er} be the
canonical P -module basis of the free P -module P r. Recall, for every P -module M
(respectively K-vector space) and for every P -submodule U ⊆ M (respectively
K-vector subspace), we let
εU :M ։M/U, m 7→ m+ U
be the canonical P -module epimorphism (K-vector space epimorphism).
We start with the generalization of order modules defined in Definition 2.4 and
their border in Definition 2.5.
Definition 6.1. Let M = O1e1 ∪ · · · ∪ Orer with order ideals O1, . . . ,Or ⊆ Tn
be an order module.
a) We call the set
εS(M) = O1 · (e1 + S) ∪ · · · ∪ Or · (er + S) ⊆ P
r/S
an order quotient module.
b) The set
∂εS(M) = εS(∂M) = ∂O1 · (e1 + S) ∪ · · · ∪ ∂Or · (er + S) ⊆ P
r/S
is called the (first) border of εS(M).
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Example 6.2. Let K = Q, P = Q[x, y], let {e1, e2} be the canonical P -module
basis of P 2, and let
S = 〈xe1 − ye2〉 ⊆ P
2.
Additionally, we let O1 = {x, y, 1} ⊆ T2 and O2 = {x, 1} ⊆ Tn. Then both O1
and O2 are order ideals by Definition 2.1 and
MS = O1 · (e1 + S) ∪ O2 · (e2 + S)
= {xe1 + S, ye1 + S, e1 + S, xe2 + S, e2 + S}
is an order quotient module with border
∂MS = ∂O1 · (e1 + S) ∪ ∂O2 · (e2 + S)
= {x2, xy, y2} · (e1 + S) ∪ {x
2, xy, y} · (e2 + S)
= {xye1 + S, y
2e1 + S, x
2e2 + S, xye2 + S, ye2 + S}
according to Definition 6.1 as x2e1 + S = xye2 + S. In particular, we also see that
xe1 + S = ye2 + S ∈M
S ∩ ∂MS .
Similar to the definition of order modules in Definition 2.4, we now define quo-
tient module border prebases to be the images of module border prebases under
the canonical P -module epimosphism εS .
Definition 6.3. Let M = O1e1 ∪ · · · ∪ Orer be an order module with finite
order ideals O1, . . . ,Or ⊆ Tn. We write M = {t1eα1 , . . . , tµeαµ} and the border
∂M = {b1eβ1 , . . . , bνeβν} with µ, ν ∈ N, ti, bj ∈ T
n, and αi, βj ∈ {1, . . . , r} for all
i ∈ {1, . . . , µ} and j ∈ {1, . . . , ν}. Moreover, we let G = {G1, . . . ,Gν} ⊆ P r be an
M-module border prebasis with Gj = bjeβj −
∑µ
i=1 cijtieαi where c1j , . . . , cµj ∈ K
for all j ∈ {1, . . . , ν}.
a) We call the set εS(G) = {εS(G1), . . . , εS(Gν)} ⊆ P r/S where
εS(Gj) = Gj + S = bjeβj −
µ∑
i=1
cijtieαi + S
an εS(M)-quotient module border prebasis.
b) Let US ⊆ P r/S be a P -submodule. The εS(M)-quotient module border
prebasis εS(G) ⊆ P r/S is called an εS(M)-quotient module border basis
of US if εS(G) ⊆ US , if the set
(εUS ◦ εS)(M) = {(t1eα1 + S) + U
S, . . . , (tµeαµ + S) + U
S}
is a K-vector space basis of (P r/S)/US, and if #(εUS ◦ εS)(M) = µ.
Remark 6.4. One might think that all the definitions and propositions about
module border bases in Part 1 can be generalized to quotient module border bases
in a straightforward way. Unfortunately, the situation is more complicated than
expected. We have already seen one big difference concerning module border bases
and quotient module border bases in Example 6.2. Namely, we have seen that it
can happen that the order quotient module and its border have some elements in
common, i. e. the straightforward, analogous version of Proposition 2.7 is wrong.
Since most of the propositions in Part 1 are based on this proposition, the theory of
quotient module border bases needs much more care in the definitions and proofs.
Moreover, we see that quotient module border bases are indeed a real extension of
module border bases—meaning that the theory cannot be copied from the usual
module border bases in a straightforward way—and thus also of the usual border
bases.
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As we have seen in Remark 6.4, we cannot proof analogous versions of every
proposition in Part 1. Fortunately, we can reuse some of the concepts, e. g. we can
prove the uniqueness of quotient border bases—if there exists one—similar to the
proof in Proposition 3.1.
Proposition 6.5. (Uniqueness of Quotient Module Border Bases)
Let MS ⊆ P r/S be a finite order quotient module, US ⊆ P r/S be a P -submodule,
and let GS ,G′S ⊆ P r/S be two MS-quotient module border bases of US. Then we
have GS = G′S .
Proof. We write the order quotient module MS = {t1eα1 + S, . . . , tµeαµ + S} and
its border ∂MS = {b1eβ1 + S, . . . , bνeβν + S} with µ, ν ∈ N, terms ti, bj ∈ T
n, and
αi, βj ∈ {1, . . . , r} for all i ∈ {1, . . . , µ} and j ∈ {1, . . . , ν}. Then the MS-quotient
module border bases GS and G′S are of the form GS = {GS1 , . . . ,G
S
ν } ⊆ P
r/S with
GSj = bjeβj −
∑µ
i=1 cijtieαi +S where c1j , . . . , cµj ∈ K for all j ∈ {1, . . . , ν}, and of
the form G′S = {G′S1 , . . . ,G
′S
ν } ⊆ P
r/S with G′Sj = bjeβj −
∑µ
i=1 c
′
ijtieαi + S where
c′1j , . . . , c
′
µj ∈ K for all j ∈ {1, . . . , ν} by Definition 6.3. Assume that cij 6= c
′
ij
for some i ∈ {1, . . . , µ} and j ∈ {1, . . . , ν}. Then we have the non-trivial K-linear
dependency
US = GSj − G
′S
j + U
S
=
(
bjeβj −
µ∑
k=1
ckjtkeαk − bjeβj +
µ∑
k=1
c′kjtkeαk + S
)
+ US
=
(
µ∑
k=1
(−ckj + c
′
kj)tkeαk + S
)
+ US
in contradiction to Definition 6.3 and the claim follows. 
For the remainder of this section, we let
MS = {t1eα1 + S, . . . , tµeαµ + S} ⊆ P
r/S
be a finite order quotient module with border
∂MS = {b1eβ1 + S, . . . , bνeβν + S} ⊆ P
r/S
where µ, ν ∈ N, ti, bj ∈ Tn, and αi, βj ∈ {1, . . . , r} for all i ∈ {1, . . . , µ} and
j ∈ {1, . . . , ν}. Moreover, we let GS = {GS1 , . . . ,G
S
ν } ⊆ P
r/S with
GSj = bjeβj −
µ∑
i=1
cijtieαi + S,
where cij ∈ K for all i ∈ {1, . . . , µ} and j ∈ {1, . . . , ν}, be an MS-quotient module
border prebasis .
We have already seen in Definition 6.3 that quotient module border bases are
very similar to module border bases, cf. Definition 2.13. We now want to study their
similarity in more detail. In order to do this, we regard special order modules that
correspond to MS in Definition 6.6 and construct special module border prebasis
G ⊆ P r that correspond to GS in Definition 6.7. If there exists such a corresponding
module border prebasis G ⊆ P r, we can reduce the question whether GS is the
MS-quotient module border bases of 〈GS〉, or not, in Theorem 6.10 to the question
whether G is the module border basis of 〈G〉 and S ⊆ 〈G〉. This result is the core of
the theory of quotient module border bases as it implicitly allows us to reuse many
results of Part 1. In particular, we use this theorem to compute and characterize
quotient module border bases at the end of this section.
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Definition 6.6. We call an order moduleM⊆ Tn〈e1, . . . , er〉 an order module
characterizing MS if εS(M) = MS and if the restriction εS |M of εS to M is
injective.
Definition 6.7. LetM⊆ Tn〈e1, . . . , er〉 be an order module characterizingMS .
By choosing suitable representatives of the elements in MS ⊆ P r/S, we can
w. l. o. g. assume that
M = {t1eα1 , . . . , tµeαµ} ⊆ T
n〈e1, . . . , er〉
as εS(M) =MS and as εS |M is injective by Definition 6.6. The border ofM then
has the form
∂M = {b1eβ1 , . . . , bνeβν , bν+1eβν+1, . . . , bωeβω} ⊆ T
n〈e1, . . . , er〉
with an ω ∈ N such that ω ≥ ν, bν+1, . . . , bω ∈ Tn, and βν+1, . . . , βω ∈ {1, . . . , r}.
For all j ∈ {1, . . . , ν}, we define
Gj = bjeβj −
µ∑
i=1
cijtieαi ∈ P
r.
For all j ∈ {ν + 1, . . . , ω}, there exists a unique index k ∈ {1, . . . , ν} such that
bjeβj + S = εS(bjeβj ) = εS(bkeβk) = bkeβk + S
according to Definition 6.1 and we define
Gj = bjeβj −
ν∑
i=1
ciktieαi ∈ P
r.
We call the set G = {G1, . . . ,Gω} ⊆ P r the M-module border prebasis char-
acterizing GS .
Example 6.8. We consider Example 6.2, again. Recall, that
S = 〈xe1 − ye2〉 ⊆ P
2,
that the order quotient module has the form
MS = {x, y, 1} · (e1 + S) ∪ {x, 1} · (e2 + S)
= {xe1 + S, ye1 + S, e1 + S, xe2 + S, e2 + S},
and that its border is
∂MS = {x2, xy, y2} · (e1 + S) ∪ {x
2, xy, y} · (e2 + S)
= {xye1 + S, y
2e1 + S, x
2e2 + S, xye2 + S, ye2 + S}.
Then the set GS = {GS1 , . . . ,G
S
5 } ⊆ P
2/S with
GS1 = xye1 − ye1 + S
GS2 = y
2e1 − e1 − e2 + S
GS3 = x
2e2 + e1 + S
GS4 = xye2 − xe1 + e2 + S
GS5 = ye2 − e2 + S
is an MS-quotient module border prebasis according to Definition 6.3.
Moreover, we immediately see that the set
M = {x, y, 1} · e1 ∪ {x, 1} · e2
= {xe1, ye1, e1, xe2, e2} ⊆ T
n〈e1, e2〉
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is an order module characterizingMS by Definition 6.6. The border of M is
∂M = {x2, xy, y2} · e1 ∪ {x
2, xy, y} · e2
= {xye1, y
2e1, x
2e2, xye2, ye2, x
2e1} ⊆ T
2〈e1, e2〉.
Furthermore, the set G = {G1, . . . ,G6} ⊆ P 2 with
G1 = xye1 − ye1
G2 = y
2e1 − e1 − e2
G3 = x
2e2 + e1
G4 = xye2 − xe1 + e2
G5 = ye2 − e2
G6 = x
2e1 − xe1 + e2
is the M-module border prebasis characterizing GS according to Definition 6.7 as
x2e1 + S = xye2 + S.
Note that
#GS = 5 < 6 = #G
and that the construction yields
εS(G6) = x
2e1 − xe1 + e2 + S = xye2 − xe1 + e2 + S = εS(G4) = G
S
4 .
After the following auxiliary lemma, we are ready to prove our main result,
namely the characterization of quotient module border bases via characterizing
module border bases.
Lemma 6.9. Let B1, . . . ,Bk ∈ P r and let BSℓ = εS(Bℓ) = Bℓ + S ⊆ P
r/S be
for every index ℓ ∈ {1, . . . , k}. Furthermore, we let U = 〈B1, . . . ,Bk〉 ⊆ P r and
US = 〈BS1 , . . . ,B
S
k 〉 ⊆ P
r/S.
In addition, suppose there exists an order module M⊆ Tn〈e1, . . . , er〉 characteriz-
ing MS and let G ⊆ P r be the M-module border prebasis characterizing GS.
a) We have εS(U) = U
S. In particular, εS(〈G〉) = 〈GS〉.
b) We have ε−1S (U
S) = U + S. In particular, ε−1S (〈G
S〉) = 〈G〉+ S.
c) The set G is an M-module border prebasis.
Proof. The definitions of U and US immediately yield the first claim of a). Thus
we go on with the proof of the first claim of b). For the first inclusion, we let
V = p1B1 + · · ·+ pkBk + S ∈ U + S
with polynomials p1, . . . , pk ∈ P and S ∈ S. Then we see that
εS(V) = p1εS(B1) + · · ·+ pkεS(Bk) + εS(S)
= p1B
S
1 + · · ·+ pkB
S
k ∈ U
S .
For the converse inclusion, we letW ∈ ε−1S (U
S) ⊆ P r. Then there exist polynomials
q1, . . . , qk ∈ P such that
εS(W) = q1B
S
1 + · · ·+ qkB
S
k = εS(q1B1 + · · ·+ qkBk).
Thus we have
W − (q1B1 + · · ·+ qkBk) ∈ ker(εS) = S
and this yields W ∈ U + S.
Let G = {G1, . . . ,Gω} ⊆ P r with ω ≥ ν be written like in Definition 6.7. Then the
second claims of a) and b) follow by the construction of G according to Definition 6.7
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and the above proofs as for all j ∈ {ν+1, . . . , ω}, there exists a k ∈ {1, . . . , ν} such
that εS(Gj) = GSk .
Finally, the construction of M in Definition 6.6 and G in Definition 6.7 yield
that M is an order module and that G is an M-module border prebasis. 
We now use Lemma 6.9 to proof the main result of this section, namely the
characterization of quotient module border bases via characterizing module border
bases.
Theorem 6.10. (Characterization of Quotient Module Border Bases)
Suppose that there exists an order module M ⊆ Tn〈e1, . . . , er〉 characterizing MS
and let G ⊆ P r be the M-module border prebasis characterizing GS ⊆ P r/S. Then
the following conditions are equivalent.
i) The MS-quotient module border prebasis GS is theMS-quotient module bor-
der basis of 〈GS〉.
ii) The M-module border prebasis G is the M-module border basis of 〈G〉 and
we have S ⊆ 〈G〉.
Proof. Let M⊆ Tn〈e1, . . . , er〉 and G = {G1, . . . ,Gω} ⊆ P r with ω ≥ ν be written
like in Definition 6.7. In particular, i. e. M = {t1eα1 , . . . , tµeαµ}.
Firstly, we prove that S ⊆ 〈G〉 if GS is the MS-quotient module border basis
of 〈GS〉. Suppose that GS is theMS-quotient module border basis of 〈GS〉. Assume
that S 6⊆ 〈G〉. Let S ∈ S\〈G〉. We apply the Module Border Division Algorithm 2.14
to S and G to obtain a representation
S = p1G1 + · · ·+ pωGω + c1t1eα1 + · · ·+ cµtµeαµ
with p1, . . . , pω ∈ P and c1, . . . , cµ ∈ K. Since S /∈ 〈G〉, we see that
c1t1eα1 + · · ·+ cµtµeαµ 6= 0
and thus there exists an index i ∈ {1, . . . , µ} such that ci 6= 0. Moreover, Lemma 6.9
yields
〈GS〉 = εS(S) + 〈G
S〉
= εS(p1G1 + · · ·+ pωGω + c1t1eα1 + · · ·+ cµtµeαµ) + 〈G
S〉
= (p1εS(G1) + · · ·+ pωεS(Gω) + (c1t1eα1 + · · ·+ cµtµeαµ) + S) + 〈G
S〉
= (c1t1eα1 + · · ·+ cµtµeαµ + S) + 〈G
S〉.
As εS(M) = MS and εS |M is injective according to Definition 6.6 and as ci 6= 0,
it follows that ε〈GS〉(M
S) ⊆ (P r/S)/〈GS〉 is K-linearly dependent in contradiction
to Definition 6.3. Altogether, we have proven that S ⊆ 〈G〉.
Secondly, we prove the claimed equivalence. Suppose that S ⊆ 〈G〉. Then
Lemma 6.9 yields ε−1S (〈G
S〉) = 〈G〉 and hence εS induces a P -module isomorphism
P r/〈G〉 = P r/ε−1S (〈G
S〉) ∼= εS(P
r)/〈GS〉 = (P r/S)/〈GS〉
according to the Second Noether Isomorphism Theorem. As εS(M) = MS and
as εS |M is injective by Definition 6.6, it follows that G is the M-module border
basis of 〈G〉 if and only if GS is the MS-quotient module border basis of 〈GS〉 by
Definition 2.13 and Definition 6.3. 
Example 6.11. Let K = Q and P = Q[x, y]. Furthermore, we let
S = 〈(x+ y + 1,−x+ y)〉 ⊆ P 2
be a P -submodule,
εS : P
2
։ P 2/S, V 7→ V + S,
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be the canonical P -module epimorphism, and {e1, e2} be the canonical P -module
basis of P 2. Consider the order module
M = {e1, e2} ⊆ T
2〈e1, e2〉,
and the M-module border prebasis G = {G1, . . . ,G4} ⊆ P 2 with
G1 = xe1 +
4
3e1 +
2
3e2,
G2 = xe2 −
2
3e1 −
1
3e2,
G3 = ye1 − e1,
G4 = ye2 − e2.
In Example 5.4, we have shown that G is the M-module border basis of
U = 〈(x+ y + 1,−x+ y), (−2, 3x− 1), (3x+ 4, 2), (0, y − 1), (y − 1, 0)〉 ⊆ P 2.
In particular, we hence have U = 〈G〉 by Corollary 2.17. Let
MS = εS(M) = {e1 + S, e2 + S}
and GS = {GS1 , . . . ,G
S
4 } = εS(G) ⊆ P
2/S with
GS1 = εS(G1) = xe1 +
4
3e1 +
2
3e2 + S,
GS2 = εS(G2) = xe2 −
2
3e1 −
1
3e2 + S,
GS3 = εS(G3) = ye1 − e1 + S,
GS4 = εS(G4) = ye2 − e2 + S.
Then we see that M is an order module characterizing the order quotient mod-
ule MS by Definition 6.6 and G is the M-module border prebasis characterizing
the M-quotient module border prebasis GS by Definition 6.7. As we also have
S = 〈(x+ y + 1,−x+ y)〉 ⊆ 〈G〉,
and as G is the M-module border basis of 〈G〉, Theorem 6.10 yields that GS is the
MS-quotient module border basis of
〈GS〉 = 〈εS(G)〉
= 〈(−2, 3x− 1) + S, (3x+ 4, 2) + S, (0, y − 1) + S, (y − 1, 0) + S〉 ⊆ P 2/S.
Remark 6.12. The assumption in Theorem 6.10 that an order module M char-
acterizing MS exists, is crucial as the following example shows.
Let P = Q[x, y], {e1, e2} be the canonical P -module basis of P 2, and
S = 〈xe1 − ye2〉 ⊆ P
2.
We consider the order quotient module
MS = {x2, x, 1} · (e1 + S) ∪ {y
2, y, 1} · (e2 + S)
= {x2e1 + S, xe1 + S, e1 + S, y
2e2 + S, ye2 + S, e2 + S}
= {e1 + S, y
2e2 + S, ye2 + S, e2 + S, xye2 + S}
= {1} · (e1 + S) ∪ {xy, y
2, y, 1} · (e2 + S) ⊆ P
2/S.
We see that #MS = 5 as
xe1 + S = ye2 + S ∈ M
S,
and that
x2e1 + S = xye2 + S ∈M
S .
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Assume that there exists an order module M ⊆ T2〈e1, e2〉 characterizing MS .
Then we have #MS = 5, y2e2 ∈ M, and x2e1 ∈ M or xye2 ∈ M. If x2e1 ∈ M,
Definition 6.6 and Definition 2.4 yield the contradiction
#M≥ #({x2, x, 1} · e1 ∪ {y
2, y, 1} · e2) = 6 > 5 = #M
S .
If xye2 ∈M, Definition 2.4 yields that xe2 ∈ M and hence we get the contradiction
εS(xe2) = xe2 + S ∈MS by Definition 6.6.
Thus there exists no order module characterizingMS by Definition 6.6. In particu-
lar, we see that we cannot use Theorem 6.10 for everyMS-quotient module border
basis.
Remark 6.13. Although we have seen in Remark 6.4 that we cannot reuse the the
results of module border bases in Part 1 in a straightforward way, we can identify
quotient module border bases with their characterizing module border bases—if
they exist—according to Theorem 6.10. This allows us to define similar concept
like the Module Border Division Algorithm 2.14—and thus the normal remainder—
for quotient module border bases the following way.
Suppose that there exists an order module M ⊆ Tn〈e1, . . . , er〉 characteriz-
ing MS. Firstly, we have to compute an order module M characterizing MS like
in Definition 6.6 and the M-module border prebasis G characterizing GS like in
Definition 6.7. Secondly, we have to determine one representative V ∈ P r of a
given element VS ∈ P r/S and apply the Module Border Division Algorithm 2.14
to V and G to obtain a representation
V = p1G1 + · · ·+ pωGω + c1t1eα1 + · · ·+ cµtµeαµ
with p1, . . . , pω ∈ P and c1, . . . , cµ ∈ K. Finally, we have to apply εS to this result
and get a similar representation of VS ∈ P r/S, namely
VS = εS(V)
= p1εS(G1) + · · ·+ pωεS(Gω) + (c1t1eα1 + · · ·+ cµtµeαµ) + S
= q1G
S
1 + · · ·+ qνG
S
ν + (c1t1eα1 + · · ·+ cµtµeαµ) + S ∈ P
r/S
with polynomials q1, . . . , qν ∈ P , cf. Lemma 6.9 and Definition 6.7. We can then
define the element
c1t1eα1 + · · ·+ cµtµeαµ + S ∈ P
r/S,
which is a representative of the residue class VS + 〈GS〉 ∈ (P r/S)/〈GS〉, to be the
normal remainder of VS ∈ P r/S with respect to GS and V . In particular, we are
then able to generalize Corollary 2.17 and Corollary 2.18 to quotient module border
bases using this construction.
Many other concepts can be defined for quotient module border bases the same
way, e. g. an MS-index like in Definition 2.10 or the special generation property in
Theorem 4.1. But note that the result of the last step, namely applying εS to the
result in P r, can lead to inconsistencies if we do not distinguish between different
representatives of the given residue class, as the following example shows.
We consider Example 6.8, again. Recall, that we have had
xe1 + S = ye2 + S ∈M
S ∩ ∂MS .
Then the above construction assigns xe1+S theMS-index indM(xe1) = 0, whereas
the same residue class ye2 + S is also assigned the MS-index indM(ye2) = 1.
Altogether, we see that we can reuse the concepts of Part 1 but we sometimes
must not define these concepts for a given residue class in P r/S itself, but only for
a specific representative of it in P r.
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We now use Theorem 6.10 to determine an algorithm that computes a quo-
tient module border basis of an arbitrary P -submodule US ⊆ P r/S with finite
K-codimension in P r/S. The idea of this algorithm is, that we first compute an
M-module border basis G ⊆ P r of the P -submodule ε−1S (U
S) ⊆ P r and then ap-
ply εS to the result to derive the εS(M)-quotient module border prebasis εS(G),
again. Then we see that M is an order module characterizing εS(M) and that G
is the εS(M)-module border prebasis characterizing εS(G), and hence the claim
follows with Theorem 6.10.
Algorithm 4 quotModuleBB({B1, . . . ,Bk}, {S1, . . . ,Sℓ}, σ)
Require: k ∈ N and {B1, . . . ,Bk} ⊆ P r \ {0},
ℓ ∈ N and {S1, . . . ,Sℓ} ⊆ P r \ {0},
codimK(〈B1, . . . ,Bk〉+ 〈S1, . . . ,Sℓ〉, P r) <∞,
σ is a degree compatible term ordering on Tn
1: S := 〈S1, . . . ,Sℓ〉
2: Let εS : P
r
։ P r/S, ek 7→ ek + S.
3: (M,G) := moduleBB({B1, . . . ,Bk,S1, . . . ,Sℓ}, σ)
4: MS := εS(M)
5: GS := εS(G)
6: return (MS ,GS)
Corollary 6.14. (The Quotient Module Border Basis Algorithm)
Let ℓ ∈ N and S = 〈S1, . . . ,Sℓ〉 ⊆ P r with {S1, . . . ,Sℓ} ⊆ P r\{0} be a P -submodule.
Let k ∈ N and US = 〈B1 + S, . . . ,Bk + S〉 ⊆ P r/S with {B1, . . . ,Bk} ⊆ P r \ {0}
be a P -submodule such that codimK(U
S , P r/S) < ∞. Moreover, let σ be a degree
compatible term ordering on Tn. Then Algorithm 4 is actually an algorithm and
the result
(MS ,GS) := quotModuleBB({B1, . . . ,Bk}, {S1, . . . ,Sℓ}, σ)
of Algorithm 4 applied to the input data {B1, . . . ,Bk}, {S1, . . . ,Sℓ}, and σ satisfies
the following conditions.
i) The set MS ⊆ P r/S is an order quotient module.
ii) The set GS ⊆ P r/S is the MS-quotient module border basis of US.
Proof. Let U = 〈B1, . . . ,Bk〉+ S ⊆ P r.
We start to prove that the procedure is actually an algorithm. First, we check
that the requirements of the algorithm are satisfied, i. e. if codimK(U, P
r) < ∞
holds. Since Lemma 6.9 yields that
ε−1S (U
S) = 〈B1, . . . ,Bk〉+ S = U,
we have
P r/U = P r/ε−1S (U
S) ∼= εS(P
r)/US = (P r/S)/US
by the Second Noether Isomorphism Theorem. In particular, we see that
codimK(U, P
r) = codimK(U
S , P r/S) <∞,
and the requirements of the algorithm are satisfied. Additionally, since we have
U = 〈B1, . . . ,Bk,S1, . . . ,Sℓ〉, it follows that line 3 can be computed in a finite
amount of time by Theorem 5.3. As all the other steps can obviously be computed
in a finite amount of time, we see that the procedure is actually an algorithm.
Next we show the correctness. According to the Module Border Basis Algo-
rithm 5.3, we compute an order module M ⊆ Tn〈e1, . . . , er〉 such that G ⊆ P r is
the M-module border basis of U in line 3. In particular, MS = εS(M), which is
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computed in line 4, is an order quotient module by Definition 6.1 and GS = εS(G),
which is computed in line 5, is an MS-quotient module border prebasis by Defini-
tion 6.3.
We now prove that M is an order module characterizing MS . As U is generated
by G according to Corollary 2.17, Lemma 6.9 shows that
US = εS(U) = εS(〈G〉) = 〈εS(G)〉 = 〈G
S〉.
We write M = {t1eα1 , . . . , tµeαµ} with µ ∈ N, terms t1, . . . , tµ ∈ T
n, and indices
α1, . . . , αµ ∈ {1, . . . , r}. Let i, j ∈ {1, . . . , µ} be such that
tieαi + S = εS(tieαi) = εS(tjeαj ) = tjeαj + S.
According to the definition of U and the considerations above, we then have
tieαi − tjeαj ∈ S ∩ 〈M〉K ⊆ U ∩ 〈M〉K .
As G is theM-module border basis of U , Corollary 2.19 yields tieαi = tjeαj . Hence
it follows that the restriction εS |M is injective and thus M is an order module
characterizingMS = εS(M) by Definition 6.6.
If we show that G ⊆ P r is theM-module border prebasis characterizing GS ⊆ P r/S,
Theorem 6.10 yields that GS is the MS-quotient module border basis of US . We
write ∂M = {b1eβ1 , . . . , bωeβω} with ω ∈ N, terms b1, . . . , bω ∈ T
n and indices
β1, . . . , βω ∈ {1, . . . , r}. Additionally, we write G = {G1, . . . ,Gω} with
Gj = bjeβj −
µ∑
i=1
cijtieαi
where c1j , . . . , cµj ∈ K for all j ∈ {1, . . . , ω}. Let v, w ∈ {1, . . . , ν} be such that
bveβv + S = bweβw + S.
Then we have
bveβv − bweβw ∈ S ⊆ U.
Since
Gv − Gw = bveβv − bweβw −
µ∑
i=1
(civ − ciw)tieαi ∈ 〈G〉 = U,
it follows that
U =
µ∑
i=1
(−civ + ciw)tieαi + U.
As G is the M-module border basis of U , this equation yields civ = ciw for all
i ∈ {1, . . . , µ} by Definition 2.13. Altogether, Definition 6.7 yields that G is the
M-module border prebasis characterizing GS . In particular, GS is theMS-quotient
module border basis of 〈GS〉 = US by Theorem 6.10. 
Example 6.15. Let K = Q, P = Q[x, y], σ = DegRevLex, and {e1, e2} be the
canonical P -module basis of P 2. Moreover, we let
S = 〈S1〉 = 〈(x + y + 1,−x+ y)〉 ⊆ P
2
and
US = 〈B1 + S, . . . ,B4 + S〉 ⊆ P
2/S
with
{B1, . . . ,B4} = {(−2, 3x− 1), (3x+ 4, 2e2), (0, y − 1), (y − 1, 0)}.
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Like in Example 5.4, we have
codimK(〈B1, . . . ,B4〉+ 〈S1〉, P
r) = codimK(〈B1, . . . ,B4,S1〉, P
r) <∞,
i. e. the requirements of the Quotient Module Border Bases Algorithm 4 are satisfied.
We now take a closer look at the steps of Algorithm 4 applied to {B1, . . . ,B4},
{S1}, and σ. We see that the construction of S in line 1 and of εS in line 2 coincides
with our definitions of S and εS . In line 3, we apply the Module Border Basis
Algorithm 3 to {B1, . . . ,B4,S1} and σ. As we have already seen in Example 5.4,
the result of Algorithm 5.3 applied to this input data is the order module
M = {e1, e2} ⊆ T
2〈e1, e2〉
and the M-module border basis G = {G1, . . . ,G4} ⊆ P 2 with
G1 = xe1 +
4
3e1 +
2
3e2,
G2 = xe2 −
2
3e1 −
1
3e2,
G3 = ye1 − e1,
G4 = ye2 − e2
of 〈B1, . . . ,B4,S1〉. Line 4 now yields the order quotient module
MS = εS(M) = {e1 + S, e2 + S} ⊆ P
2/S
and the MS-quotient module border prebasis GS = εS(G) = {GS1 , . . . ,G
S
4 } ⊆ P
2/S
with
GS1 = εS(G1) = xe1 +
4
3e1 +
2
3e2 + S,
GS2 = εS(G2) = xe2 −
2
3e1 −
1
3e2 + S,
GS3 = εS(G3) = ye1 − e1 + S,
GS4 = εS(G4) = ye2 − e2 + S.
Then the algorithm returns (MS ,GS) and stops.
According to Corollary 6.14, GS is the MS-quotient module border basis of US .
Note that this result coincides with Example 6.11
At last, we now derive characterizations of quotient module border bases from
Theorem 6.10 and from the characterizations of module border bases in Section 4.
Corollary 6.16. (Quotient Module Border Bases and Special Generation)
Suppose there exists an order module M ⊆ Tn〈e1, . . . , er〉 characterizing MS and
let G = {G1, . . . ,Gω} ⊆ P r be the M-module border prebasis characterizing GS
like in Definition 6.7. Then the MS-quotient module border prebasis GS is the
MS-quotient module border basis of 〈GS〉 if and only if S ⊆ 〈G〉 and the following
equivalent conditions are satisfied.
A1) For every vector V ∈ 〈G〉 \ {0}, there exist polynomials p1, . . . , pω ∈ P such
that
V = p1G1 + · · ·+ pωGω
and
deg(pj) ≤ indM(V)− 1
for all j ∈ {1, . . . , ω} with pj 6= 0.
A2) For every vector V ∈ 〈G〉 \ {0}, there exist polynomials p1, . . . , pω ∈ P such
that
V = p1G1 + · · ·+ pωGω
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and
max{deg(pj) | j ∈ {1, . . . , ω}, pj 6= 0} = indM(V)− 1.
Proof. This corollary is a direct consequence of Theorem 4.1 and Theorem 6.10. 
Corollary 6.17. (Quotient Module Border Bases and Border Form Mod-
ules)
Suppose there exists an order module M ⊆ Tn〈e1, . . . , er〉 characterizing MS and
let G = {G1, . . . ,Gω} ⊆ P r be the M-module border prebasis characterizing GS
like in Definition 6.7. Then the MS-quotient module border prebasis GS is the
MS-quotient module border basis of 〈GS〉 if and only if S ⊆ 〈G〉 and the following
equivalent conditions are satisfied.
B1) For every V ∈ 〈G〉 \ {0}, we have
Supp(BFM(V)) ⊆ T
n〈e1, . . . , er〉 \M.
B2) We have
BFM(〈G〉) = 〈BFM(G1), . . . ,BFM(Gω)〉 = 〈b1eβ1, . . . , bωeβω〉.
Proof. This corollary is a direct consequence of Theorem 4.3 and Theorem 6.10. 
Corollary 6.18. (Quotient Module Border Bases and Rewrite Rules)
Suppose there exists an order module M ⊆ Tn〈e1, . . . , er〉 characterizing MS and
let G = {G1, . . . ,Gω} ⊆ P r be the M-module border prebasis characterizing GS
like in Definition 6.7. Then the MS-quotient module border prebasis GS is the
MS-quotient module border basis of 〈GS〉 if and only if S ⊆ 〈G〉 and the following
equivalent conditions are satisfied.
C1) For all V ∈ P r, we have V
G
−→ 0 if and only if V ∈ 〈G〉.
C2) If V ∈ 〈G〉 is irreducible with respect to
G
−→, then we have V = 0.
C3) For all V ∈ P r, there is a unique vector W ∈ P r such that V
G
−→W and W
is irreducible with respect to
G
−→.
C4) The rewrite relation
G
−→ is confluent.
Proof. This corollary is a direct consequence of Theorem 4.8 and Theorem 6.10. 
Corollary 6.19. (Quotient Module Border Bases and Commuting Matri-
ces)
Suppose that there exists an order module M ⊆ Tn〈e1, . . . , er〉 characterizing MS
and let G = {G1, . . . ,Gω} ⊆ P
r be the M-module border prebasis corresponding
to GS like in Definition 6.7. For all s ∈ {1, . . . , n}, we define the map
̺s : {1, . . . , µ} → N, i 7→
{
j if xstieαi = tjeαj ∈M,
k if xstieαi = bkeβk ∈ ∂M.
Then theMS-quotient module border prebasis GS is theMS-quotient module border
basis of 〈GS〉 if and only if S ⊆ 〈G〉 and the following equivalent conditions are
satisfied.
D1) The formal multiplication matrices X1, . . . ,Xn ∈ Matµ(K) of G are pairwise
commuting.
D2) The following equations are satisfied for every p ∈ {1, . . . , µ} and for every
s, u ∈ {1, . . . , n} with s 6= u.
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1) If xstieαi = tjeαj , xutieαi = bkeβk , and xsbkeβk = bℓeβℓ with indices
i, j ∈ {1, . . . , µ} and k, ℓ ∈ {1, . . . , ω}, we have∑
m∈{1,...,µ}
xstmeαm∈M
δp̺s(m)cmk +
∑
m∈{1,...,µ}
xstmeαm∈∂M
cp̺s(m)cmk = cpℓ.
2) If xstieαi = bjeβj and xutieαi = bkeβk with indices i ∈ {1, . . . , µ} and
j, k ∈ {1, . . . , ω}, we have∑
m∈{1,...,µ}
xstmeαm∈M
δp̺s(m)cmk +
∑
m∈{1,...,µ}
xstmeαm∈∂M
cp̺s(m)cmk
=
∑
m∈{1,...,µ}
xutmeαm∈M
δp̺u(m)cmj +
∑
m∈{1,...,µ}
xutmeαm∈∂M
cp̺u(m)cmj .
If the equivalent conditions are satisfied, for all s ∈ {1, . . . , n}, the formal mul-
tiplication matrix Xs represents the multiplication endomorphism of the K-vector
space (P r/S)/〈GS〉 defined by VS + 〈G〉 7→ xsVS + 〈G〉, where VS ∈ P r/S, with
respect to the K-vector space basis ε〈GS〉(M
S) ⊆ (P r/S)/〈GS〉.
Proof. This corollary is a direct consequence of Theorem 4.13 and Theorem 6.10.

Corollary 6.20. (Quotient Module Border Bases and Liftings of Border
Syzygies)
Suppose there exists an order module M ⊆ Tn〈e1, . . . , er〉 characterizing MS and
let G = {G1, . . . ,Gω} ⊆ P r be the M-module border prebasis characterizing GS
like in Definition 6.7. Then the MS-quotient module border prebasis GS is the
MS-quotient module border basis of 〈GS〉 if and only if S ⊆ 〈G〉 and the following
equivalent conditions are satisfied.
E1) Every border syzygy with respect to M lifts to a syzygy of (G1, . . . ,Gω).
E2) Every neighbor syzygy with respect to M lifts to a syzygy of (G1, . . . ,Gω).
Proof. This corollary is a direct consequence of Theorem 4.20 and Theorem 6.10.

Corollary 6.21. (Buchberger’s Criterion for Quotient Module Border
Bases)
Suppose there exists an order module M ⊆ Tn〈e1, . . . , er〉 characterizing MS and
let G = {G1, . . . ,Gω} ⊆ P r be the M-module border prebasis characterizing GS
like in Definition 6.7. Then the MS-quotient module border prebasis GS is the
MS-quotient module border basis of 〈GS〉 if and only if S ⊆ 〈G〉 and the following
equivalent conditions are satisfied.
F1) We have NRG(S(Gi,Gj)) = 0 for all i, j ∈ {1, . . . , ω}.
F2) We have NRG(S(Gi,Gj)) = 0 for all i, j ∈ {1, . . . , ω} such that the border
terms bieβi , bjeβj ∈ ∂M are neighbors with respect to M.
Proof. This corollary is a direct consequence of Theorem 4.22 and Theorem 6.10.

7. Subideal Border Bases
In this final section, we apply the theory of quotient module border bases in-
troduced in Section 6 to the theory of subideal border bases of zero-dimensional
ideals, which have been recently introduced in [KP11]. To this end, we show that
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every subideal border basis is isomorphic to a quotient module border basis in
Proposition 7.3. Using this isomorphy, we can apply all the results of Section 6
to subideal border bases and get the following new results about subideal border
bases. We start to deduce an algorithm that computes subideal border bases for an
arbitrary zero-dimensional ideal in Corollary 7.4 and that does not need to com-
pute any Gro¨bner basis. By now, the only way to compute an arbitrary subideal
border basis has been given in [KP11, Section 6] and requires the computation of
a Gro¨bner basis. After that, we deduce characterizations of subideal border bases
in Remark 7.7 that have not been proven in [KP11]. In particular, this yields an
alternative proof of the characterization of subideal border bases via the special
generation property, which has already been proven in [KP11, Coro. 3.6], and we
get the new characterizations via border form modules, via rewrite rules, via com-
muting matrices, via liftings of border syzygies, and via Buchberger’s Criterion for
Subideal Border Bases.
Similar to the previous sections, we fix some notation. We let J = 〈F 〉 ⊆ P be the
ideal in P generated by the set F = {f1, . . . , fr} ⊆ P \ {0} where r ∈ N. Recall, for
every P -module M (respectively K-vector space) and every P -submodule U ⊆ M
(respectively K-vector subspace), we let
εU :M ։M/U, m 7→ m+ U
be the canonical P -module epimorphism (K-vector space epimorphism).
We start to recall the definition of an OF -order ideal, its border, and of an
OF -subideal border basis as introduced in [KP11, Defn. 2.1] and [KP11, Defn. 2.7].
Definition 7.1. Let O1, . . . ,Or ⊆ Tn be order ideals.
a) We call the set
OF = O1 · f1 ∪ · · · ∪ Or · fr ⊆ J
an F -order ideal.
b) Let OF = O1f1 ∪ · · · ∪ Orfr ⊆ J be an F -order ideal. Then we call the set
∂OF = ∂O1 · f1 ∪ · · · ∪ ∂Or · fr ⊆ J
the (first) border of OF .
Definition 7.2. Let OF = O1f1 ∪ · · · ∪ Orfr ⊆ J be an F -order ideal where we
let O1, . . . ,Or ⊆ Tn be finite order ideals. We write OF = {t1fα1 , . . . , tµfαµ} and
∂OF = {b1fβ1 , . . . , bνfβν} with µ, ν ∈ N, terms ti, bj ∈ T
n, and αi, βj ∈ {1, . . . , r}
for all i ∈ {1, . . . , µ} and j ∈ {1, . . . , ν}.
a) A set of polynomials G = {g1, . . . , gν} ⊆ J is called an OF -subideal border
prebasis if the polynomials have the form
gj = bjfβj −
µ∑
i=1
cijtifαi
with cij ∈ K for all i ∈ {1, . . . , µ} and j ∈ {1, . . . , ν}.
b) Let G = {g1, . . . , gν} be an OF -subideal border prebasis. We call G an
OF -subideal border basis of the ideal I ⊆ P if G ⊆ I, if the set
εI∩J(OF ) = {t1fα1 + I ∩ J, . . . , tµfαµ + I ∩ J}
is a K-vector space basis of J/I ∩ J , and if #εI∩J(OF ) = µ.
For the remainder of this section, we always let OF = O1f1 ∪ · · · ∪ Orfr be an
F -order ideal with finite order ideals O1, . . . ,Or ⊆ Tn. Moreover, we write the
F -order ideal OF = {t1fα1 , . . . , tµfαµ} and its border ∂OF = {b1fβ1 , . . . , bνfβν}
with µ, ν ∈ N, terms ti, bj ∈ Tn, and indices αi, βj ∈ {1, . . . , r} for all i ∈ {1, . . . , µ}
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and j ∈ {1, . . . , ν}. Furthermore, we let G = {g1, . . . , gν} ⊆ J with polynomials
gj = bjfβj −
∑µ
i=1 cijtifαi where cij ∈ K for all i ∈ {1, . . . , µ} and j ∈ {1, . . . , ν}
be an OF -subideal border prebasis.
We now prove th central result of this section, namely that every subideal border
prebasis is isomorphic as a P -module to a quotient module border prebasis.
Proposition 7.3. Let S = SyzP (f1, . . . , fr) ⊆ P
r. Then
ϕ : P r/S
∼
−→ J, ek + S 7→ fk
is a P -module isomorphism such that ϕ−1(OF ) ⊆ P r/S is an order quotient module
and ϕ−1(G) ⊆ P r/S is a ϕ−1(OF )-quotient module border prebasis.
Proof. The two maps
{e1, . . . , er} → P
r, ek 7→ ek
and
{e1, . . . , er} → J, ek 7→ fk
induce the P -module epimorphism
ϕ˜ : P r ։ J, ek 7→ fk
by the Universal Property of the Free Module. Additionally, we see that S = ker(ϕ˜)
and the Isomorphism Theorem induces the P -module isomorphism
ϕ : P r/S
∼
−→ J, ek + S 7→ fk.
Moreover,
ϕ−1(OF ) = O1(e1 + S) ∪ · · · ∪ Or(er + S) ⊆ P
r/S
is a quotient order module by Definition 6.1 and
ϕ−1(G) = {ϕ−1(g1), . . . , ϕ
−1(gν)} ⊆ P
r/S
with
ϕ−1(gj) = bjeβj −
µ∑
i=1
cijtieαi + S
for all j ∈ {1, . . . , ν} is an ϕ−1(OF )-quotient module border prebasis according to
Definition 6.3. 
Using the isomorphism constructed in Proposition 7.3, the problem of the com-
putation of subideal border bases is reduced to the problem of the computation of
quotient module border bases, which we have already solved in Corollary 6.14. We
now deduce an algorithm for the computation of subideal border bases from these
results.
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Algorithm 5 subidealBB({h1, . . . , hs}, {f1, . . . , fr}, σ)
Require: s ∈ N and {h1, . . . , hs} ⊆ P \ {0},
codimK(〈h1, . . . , hs〉, P ) <∞,
r ∈ N and {f1, . . . , fr} ⊆ P \ {0},
σ is a degree compatible term ordering on Tn
1: I := 〈h1, . . . , hs〉
2: J := 〈f1, . . . , fr〉
3: Compute {S1, . . . ,Sℓ} ⊆ P r \ {0} such that 〈S1, . . . ,Sℓ〉 = SyzP (f1, . . . , fr),
where ℓ ∈ N.
4: S := 〈S1, . . . ,Sℓ〉
5: Let ϕ : P r/S
∼
−→ J, ek + S 7→ fk.
6: Compute qvw ∈ P for all v ∈ {1, . . . , r} and w ∈ {1, . . . , k}, where k ∈ N, such
that I ∩ J = 〈
∑r
v=1 qvwfv | w ∈ {1, . . . , k}〉.
7: for w = 1, . . . , k do
8: Bw :=
∑r
v=1 qvwev
9: end for
10: (MS ,GS) := quotModuleBB({B1, . . . ,Bk}, {S1, . . . ,Sℓ}, σ)
11: OF := ϕ(M
S)
12: G := ϕ(GS)
13: return (OF , G)
Corollary 7.4. (Computation of Subideal Border Bases)
Let r ∈ N, let F = {f1, . . . , fr} ⊆ P r \ {0}, and let J = 〈F 〉 ⊆ P be an ideal.
Moreover, let s ∈ N, let I = 〈h1, . . . , hs〉 ⊆ P with {h1, . . . , hs} ⊆ P \ {0} be a
zero-dimensional ideal, and let σ be a degree compatible term ordering on Tn. Then
Algorithm 5 is actually an algorithm and the result
(OF , G) := subidealBB({h1, . . . , hs}, {f1, . . . , fr}, σ)
of Algorithm 5 applied to the input data {h1, . . . , hs}, {f1, . . . , fr}, and σ satisfies
the following conditions.
i) The set OF ⊆ J is an F -order ideal.
ii) The set G ⊆ J is an OF -subideal border basis of I.
Proof. We start to prove that the procedure is actually an algorithm. We can
compute a generating system {S1, . . . ,Sℓ} ⊆ P
r\{0} with ℓ ∈ N of SyzP (f1, . . . , fr)
in line 3 according to [KR00, Thm. 3.1.8]. Let S = 〈S1, . . . ,Sℓ〉 be like in line 4,
and let
ϕ : P r/S
∼
−→ J, ek + S 7→ fk
be like in line 5. Then we see that S and ϕ coincide with S and ϕ in Proposition 7.3.
In particular, ϕ is a P -module isomorphism. We can compute the polynomials
qvw ∈ P for all v ∈ {1, . . . , r} and w ∈ {1, . . . , k}, where k ∈ N, such that
I ∩ J =
〈 r∑
v=1
qvwfv
∣∣∣ w ∈ {1, . . . , k}〉
as proposed in line 6 according to [KR00, Prop. 3.2.3]. Thus it only remains to
prove, that line 10 can be computed. For every w ∈ {1, . . . , k}, we let
Bw =
r∑
v=1
qvwev
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be like in line 8 and we let US = 〈B1 + S, . . . ,Bw + S〉 ⊆ P r/S.
If we show that codimK(U
S , P r/S) < ∞, then Corollary 6.14 yields that we can
compute line 10. The First Noether Isomorphism Theorem yields
J/I ∩ J ∼= I + J/I ⊆ P/I.
As ϕ is an P -module isomorphism, and as we have ϕ(US) = I∩J and ϕ(P r/S) = J
by construction, it follows that
codimK(U
S , P r/S) = codimK(I ∩ J, J) ≤ codimK(I, P ) <∞.
Thus the conditions of Corollary 6.14 are satisfied in line 10. In particular, in line 10,
it follows thatMS ⊆ P r/S is an order quotient module and that GS ⊆ P r/S is the
MS-quotient module border bases of US . Thus the claim follows with Definition 7.1
and Definition 7.2 since ϕ is a P -module isomorphism. 
Example 7.5. Let K = Q and P = Q[x, y].Moreover, let F = {f1, f2} ⊆ P \ {0}
be with
f1 = x− y, f2 = x+ y + 1,
let J = 〈F 〉, let
I = 〈h1, h2〉 = 〈x
2 + xy, y − 1〉 ⊆ P,
and let σ = DegRevLex. Then we have x2, y ∈ LTσ(I), i. e. I ⊆ P has finite
K-codimension in P according to the Finiteness Criterion [KR00, Prop. 3.7.1].
We now take a closer look at the steps of Algorithm 5 applied to {h1, h2}, {f1, f2},
and σ. The definition of I and J above obviously coincide with the definition of I
and J in the lines 1–2. In the lines 3–4, we compute the syzygy module
S = SyzP (f1, f2) = 〈S1〉 = 〈x + y + 1,−x+ y〉 ⊆ P
2
with the help of [KR00, Thm. 3.1.8]. Let {e1, e2} ⊆ P 2 be the canonical P -module
basis of the free P -module P 2 and let
ϕ : P 2/S
∼
−→ J, ek + S 7→ fk
be like in line 5. Then we use [KR00, Prop. 3.2.3] to compute
q11 = −2, q12 = 3x− 1,
q21 = 3x+ 4, q22 = 2,
q31 = 0, q32 = y − 1,
q41 = y − 1, q42 = 0,
in line 6. Therefore, we have
{B1, . . . ,B4} = {(−2, 3x− 1), (3x+ 4, 2), (0, y − 1), (y − 1, 0)} ⊆ P
2
after the for-loop in line 7.
Note that {B1, . . . , B4}, {S1}, and σ is exactly the input data of Algorithm 4 in
Example 6.15. Thus it follows that
MS = {e1 + S, e2 + S} ⊆ P
2/S
is an order quotient module and GS = {GS1 , . . . ,G
S
4 } ⊆ P
2/S with
GS1 = xe1 +
4
3e1 +
2
3e2 + S,
GS2 = xe2 −
2
3e1 −
1
3e2 + S,
GS3 = ye1 − e1 + S,
GS4 = ye2 − e2 + S.
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is the MS-quotient module border basis of 〈B1 + S, . . . ,B4 + S〉 as computed in
line 10. Altogether, we compute
OF = ϕ(M
S) = {f1, f2} ⊆ J
in line 11 and
G = ϕ(GS) = {ϕ(GS1 ), . . . , ϕ(G
S
4 )} ⊆ J
with
ϕ(GS1 ) = xf1 +
4
3f1 +
2
3f2,
ϕ(GS2 ) = xf2 −
2
3f1 −
1
3f2,
ϕ(GS3 ) = yf1 − f1,
ϕ(GS4 ) = yf2 − f2
in line 12.
According to Corollary 7.4, the set OF ⊆ J is an F -order ideal and G ⊆ J is an
OF -subideal border basis of I.
As Remark 6.4 has already shown for quotient module border bases, we cannot
hope to reuse all results of module border bases in a straightforward for subideal
border bases. The following remark explicitly shows some of these problems—using
the examples of a OF -index similar to Definition 2.10 and of a subideal border
division algorithm similar to Theorem 2.14—and compares these concepts with the
corresponding concepts introduced in [KP11].
Remark 7.6. Using the isomorphism in Proposition 7.3, we can try to define
and proof the concepts about module border bases for subideal border bases as
described in Remark 6.13. Unfortunately, there are the same problems, e. g. this
construction does not yield an OF -index that is well-defined for any arbitrary poly-
nomial p ∈ J .
But one can also define some of the concepts directly as it has been done in [KP11].
In that paper, many concepts we have seen in Section 2 have directly been in-
troduced for subideal border bases, e. g. an OF -index, a Subideal Border Division
Algorithm, a normal remainder, and a characterization of subideal border bases via
the special generation property.
In the author’s master’s thesis [Kri11], several other characterizations have been
proven following the approach of [KP11], e. g. a direct version of characterizations
via border form modules, via rewrite rules, via liftings of border syzygies, and via
Buchberger’s Criterion.
Although we cannot define all the concepts that we introduced in Part 1 for
subideal border bases according to Remark 7.6, we can characterize subideal border
bases via the isomorphism constructed in Proposition 7.3 the same way we have
characterized quotient module border bases in Section 6. In particular, this yields
a new proof of the characterization via special generation, which has first been
proven in [KP11, Coro. 3.6], and new characterizations via border form modules,
via rewrite rules, via commuting matrices, via liftings of border syzygies and via (a
weaker version of) Buchberger’s Criterion for Subideal Border Bases for Subideal
Border Bases.
Remark 7.7. (Characterizations of Subideal Border Bases)
Using the isomorphism in Proposition 7.3, all the characterizations of quotient
module border bases in Section 6 immediately yield analogous characterizations of
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subideal border bases. In particular, we can characterize subideal border bases via
the following properties:
A) special generation, cf. Corollary 6.16,
B) border form modules, cf. Corollary 6.17,
C) rewrite rules, cf. Corollary 6.18,
D) commuting matrices, cf. Corollary 6.19,
E) liftings of border syszygies, cf. Corollary 6.20,
F ) Buchberger’s Criterion for Subideal Border Bases, cf. Corollary 6.21.
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