Abstract. We show that Gentzen's sequent calculus admits generalization of semi-terms of particularly simple form. This theorem extends one of the main results in [BS95] to languages L with functions of arbitrary arity and the central result in [KP88] to semi-terms.
Introduction
It is well-known that cut-free proofs in Gentzen's sequent calculus admit a much simpler structure than arbitrary proofs. E.g. recall that cut-free proofs have the subformula property: Any formula occurring in the proof is a subformula of the endformula. Furthermore, much is known about the term-structure of cut-free proofs. We can transform any cut-free proof Π of A into a most-general termminimal cut-free proof Π so that the maximal depth of terms t in Π is elementarily bounded in the length 1 of the given proof Π and the logical complexity of A, cf. [KP88] . (Note that the logical structure of Π and Π coincides.)
In this paper we study cut-free proofs in the context of generalizations of proofs, i.e., we are interested in the question whether we can generalize a given proof to a similar proof of a more general statement. Here one of the first questions is:
Is it possible to transform a given proof of A(t) into a proof of A(t ), where t is the result of replacing sufficiently deep subterms of t by corresponding variables?
This form of generalization is usually called generalization of (particularly) simple form. Some calculi admit this type of generalization trivially without changing the (logical) structure of derivations. Take for example first-order resolution calculi: The generalizations are provided by lifting lemmas (cf. [CL73] , Lemma 5.1). We conclude from the results stated in the first paragraph that cut-free proofs in Gentzen's LK admit generalization of simple form.
To make this precise, we have to fix what is understood by "logical structure". Usually the logical structure of a sequent calculus proof is described as its proofskeleton, i.e., as a rooted tree whose nodes are labeled by inference rules. We write τ (t) to denote the maximal depth of the term t.
For any sequent S(a), and any proof-skeleton, there exists an M ∈ IN, such that for any term t it holds: If there exists a cut-free proof Π of S(t) (in Gentzen's LK) with the fixed skeleton, then there exists a most-general term r such that (i) the transformed proof Π proves S(r), (ii) the proof-skeletons of Π and Π coincide, (iii) rσ = t, for some substitution σ, and (iv) τ (r) ≤ M . We say that cut-free sequent calculus proofs admit generalizations of particularly simple form with bound M .
However, proof-skeletons are a too restrictive measure of the logical structure of proofs. We consider the following question: Does Gentzen's LK admit generalization of simple form for terms containing bound variables?
The answer to this question is negative, if we demand that the transformed proof has the same skeleton as the original one, cf. Section 2. However, if we admit controlled variations in the skeleton, then we can answer the question positively. We allow that single quantifier introductions are replaced by introductions of blocks of quantifiers. These changes necessarily trigger variations in the logical form of the endformula A.
Let an extension A of the formula A be obtained by replacing strong quantifier occurrences Qx in A by Qx, z for a (suitably defined) string of bound variables z. (Note that A is logical stronger than A.) Now, we can show the following:
For any sequent S(a), and any skeleton, there exists an M ∈ IN, such that for any term or semi-term t it holds: If there exists a cut-free proof Π of S(t) (in Gentzen's LK) with the fixed skeleton, then there exists a most-general term or semi-term r and a cut-free proof Π such that (i) the transformed proof Π proves S (r), (ii) the proof-skeletons of Π and Π almost coincide: Single quantifier introductions are replaced by introductions of blocks of quantifiers, (iii) rσ = t, and (iv) τ (r) ≤ M . Similar to above the bound M is computed by an elementary function depending only on the length of the given proof and the number of symbols in A(a). Although this result is presented with respect to Gentzen's LK it is by no means necessary to stick to Gentzen's original formulation. In particular the theorem is true for any analytic sequent calculus that admits the usual quantifier rules.
We believe that this result is not only of interest in the area of generalization of proofs, but also of general interest, as we gain an extended insight into the structure of cut-free proofs. In [Pud98] the correspondence between the structure of proofs and the complexity of programs is emphasized. In a similar way our results can be applied to study the complexity of programs via the study of (the structure of) proofs.
Preliminaries
Recall that terms are constructed from constants, free variables, and function symbols; while semi-terms are like terms but may as well contain bound variables. We employ an arbitrary (but equivalent) variant of Gentzen's sequent calculus [Gen34] , denoted as LK. The length (denoted as |Π|) of a proof Π is the number of sequents in Π. The size (denoted as size(Π)) of a proof Π is the number of symbols in Π.
We employ proof-matrices as partial proof-descriptions. Assume A can be written as A(t 1 , . . . , t n ) such that all maximal occurring terms and semi-terms are indicated. Then A is called term-free if the t i are distinct (free) variables. It is important to note that the number of distinct proof-matrices for a given length k cannot be uniformly bounded, contrary to the fact that only finitely many skeletons of length bounded by k can exists.
2 This is due to the fact that arbitrary complex sequents can be attached to the nodes. However, if we restrict our attention to cut-free matrices together with a given endsequent, the subformula property enables us to consider only finitely many matrices.
We restate an example from [BW01] . This example will show that not even cut-free LK admits generalization of semi-terms of simple form, if the logical structure of the proof or the endsequent is kept fixed. Table 1 . Representation of even numbers
Let s denote the successor function. We consider the matrix Σ given in Table 1 together with the endformula A(f, a) ∀xP
where f denotes an unary function variable and a is free variable. (To simplify the presentation of Σ, certain (mandatory) unification-steps have already be applied. Furthermore we write r(α) to indicate a variable r that can only be instantiated with a semi-term containing the bound variable α.)
If the basic language L contains at most unary function symbols, then the dependencies between different formula abstractions can be represented by a system of linear Diophantine equations. With respect to our example the obtained system of linear Diophantine equation reduce (by transitive closure and extensionality) to the equations: f = α and a = f + α. Thus, the endformula becomes derivable by a proof with matrix Σ iff f (x) becomes s n (x) and a is instantiated by s 2n (0). We say that Σ represents the set of even numbers. Now we show that LK doesn't admit generalization of semi-terms of simple form (for some bound M ), if the proof-matrix of the initial proof is to be kept fixed. Assume to the contrary that LK admits generalization of semi-terms of simple form (for some bound M ). Assume further a proof Π (with matrix Σ) of an instance A(t, t ) such that the depth of the (semi-)terms t, t is ≥ M . By assumption there exists a semi-term s and a term s , such that A(s, s ) is provable with matrix Σ. In particular there exists a h < M , such that s = s h (b), where b is fresh free variable. This contradicts the fact that Σ represents the set of even numbers.
Therefore, if we are interested in generalization of semi-terms of particularly simple form, then we have to alter the logical structure. Note that the example shows that the central result of [KP88] is not (directly) applicable if we admit generalizations of semi-terms.
Consider a formula A, and let W be the set consisting of the variables in A that are bound by strong quantifiers 3 together with the constants occurring in A; let V be a subset of W . We frequently take the liberty to abbreviate a tuple of terms t 1 , . . . , t n by writing t. The following definitions are parameterized wrt. V .
Definition 2. Assume A can be written as A(t 1 , . . . , t n ) where t 1 , . . . , t n denote all maximal terms and semi-terms in A with the proviso that the included semi-terms contain only bound variables from V . Then A(a 1 , . . . , a n ) denotes an abstraction (wrt. V ) of A(t 1 , . . . , t n ). (The variables a 1 , . . . , a n denote free variables.) Definition 3. A binding assignment (wrt. V ) δ is a function from the set of variables V into the power-set of V , i.e. δ: V → 2 V . We extend the assignment δ to (semi-)terms: If t is a constant, then δ(t) = {c} for an arbitrary constant c ∈ W . Now let t be a (semi-)term, then δ(t) = x∈var(t) δ(x).
Let A(t 1 , . . . , t n ) and its abstraction A(a 1 , . . . , a n ) be defined as above. Let δ denote a binding assignment.
Definition 4. Let A(s 1 , . . . , s n ) be an instance of the abstraction A(a 1 , . . . , a n ). An extension A (s) of A(s) (wrt. V ) is obtained by replacing each occurrence of a strong quantifier Qy in A(a) by Qy, z, if y ∈ δ(a j ) s.t. z is a subset of the bound variables in s j . Let δ(a j ) = {y 1 , . . . , y k }. Assume z 1 , . . . , z k denote the chosen subsets of bound variables, respectively. Then we demand that the union of these subsets equals the set of bound variables in s j .
Let Π a given cut-free proof. It simplifies the presentation if we fix the denotation of its end-sequent S. W.l.o.g. we assume S is closed and has the form
where x i , y j denote tuples of bound variables and A is quantifier-free. We can restrict our attention to the case where card(x i ) = card(y i ) = 1 for all i; this restriction does not imply a loss in generality, as the general case follows easily form the special one. We rewrite S
such that B is quantifier-free and B does not contain any semi-terms not indicated above. The terms t 1 (y), . . . , t p (y) do not contain other bound variables, than those indicated.
Let W be the set of variables bound by strong quantifiers and constants occurring in S; let V be a subset of W such that the variables occurring in V are exactly those that occur in the tuple t 1 , . . . , t p . These variables will be called distinguished later on. If the set W contains constants, then V includes a constant c representing the constants occurring in W . The tuple of semi-terms t 1 , . . . , t p together with the term-tuple t p+1 , . . . , t p+q are sometimes called parameters.
Using Definition 2 an abstraction S(a 1 , . . . , a p , a p+1 , . . . , a p+q ):
→ ∃x 1 ∀y 1 · · · ∃x m ∀y m B(s 1 (x, y), . . . , s k (x, y), a 1 , . . . , a p , a p+1 , . . . , a p+q ) of S is defined. (The a i are sometimes called abstraction variables.) The endsequent S naturally induces a specific binding assignment δ: V → 2 V . Let V i denote the distinguished variables in the parameter term t i , i = 1, . . . , p. Then set δ(a i ) = V i for all i. Furthermore, if the tuple t p+1 , . . . , t p+q is non-empty, then set δ(a p+i ) = {c}, for all i = 1, . . . , q. W.l.o.g. we assume that V can be written as V ≡ {y i1 , . . . , y ir , c};
Usually it is not necessary, to distinguish in our denotation between parametervariables a i that abstract semi-terms and variables a p+j abstracting terms. If one the other hand a separation seems useful, we employ the binding assignment δ. Hence, we usually write S(a 1 , . . . , a n ) as shorthand for the abstraction  S(a 1 , . . . , a p , a p+1 , . . . , a p+q ) .
We allow substitution to be applied to proofs. The set of free variables except the eigenvariables in Π is denoted as var(Π). Let Π be a proof, and σ be a substitution such that the domain of σ (denoted dom(σ)) is a subset of var(Π).
Then Πσ denotes the proof obtained from Π by replacing every formula A in Π by Aσ. (To make this definition independent of the choice of σ, we assume that Πσ ≡ Π, if dom(σ) ∩ var(Π) = ∅.) Analogously the application of substitutions to proof-matrices is defined.
Preprocessing
Let Σ be the proof-matrix induced by the cut-free proof Π. Using the information coded in the endsequent, we will define an instantiation of the abstraction variables in Σ by (renaming of) semi-terms in the end-sequent. The obtained sequent-tree is called instantiated proof-matrix Σ .
We start the construction of Σ by setting Σ equal to Σ and define instantiations of Σ inductively: First assign S(a) to the root of Σ . If a node e in Σ is not a leaf, then we assume inductively that terms or semi-terms have already been assigned to the variables in the sequent T labeling e. Consider a successor e of e. Each side formula in T , defines term instances for the corresponding formula in the sequent T that labels e . Now we consider the principal formulas; we restrict our attention to the case where T follows from T by a quantifier inference. The other cases are similar, but simpler.
(i) Assume that T follows by a weak quantifier inference from T . Furthermore assume that the principal formula has the form ∃xA(x) (∀xA(x)) such that x occurs in a context of the form s i (x, y)ρ (i = 1, . . . , k) where ρ is a variable renaming (ρ may rename free variables to bound variables). Let B be the auxiliary formula in T , then unify B with A(λ); λ is a fresh abstraction variable. We set δ(λ) = {c}. This concludes the definition of the instantiated proof-matrix Σ .
Remark 1. In the given procedure a little bit of care is necessary, if we apply substitutions. Instantiations must not affect eigenvariables. This can be prevented by restricting substitutions to variables λ s.t. δ(λ) = {c}.
Lemma 1. Let Σ be a given cut-free proof-matrix with end-sequent S(a). Assume there exists an instantiation S(a)ρ which is provable with Σ (so that the binding function δ is respected). Then S(a)ρ is provable with Σ (so that the binding function δ is respected).
Standard unification is not appropriate to find correct solutions for the unsolved positions in Σ . In this section, we define semi-term unification, which will do the job nicely. Semi-term unification may be conceived as sorted unification with a specific (pseudo-linear) sort theory. The given unification procedure employs ideas from [Wei96] . We assume familiarity with the theory of standard unification, compare e.g. [BS01] . However, we will review some crucial notions. A unification problem U is either or ⊥ or a conjunction of equations (
is the unifier induced by U . A weakening problem is an unification problem of the form x = t with x ∈ V; x ∈ var(t). Let σ, ρ be substitutions. If there exists a substitution ρ with τ • ρ = σ, where • denotes concatenation of substitutions, we say that τ is more general or an extension of σ.
Definition 5. Let V be defined as above. Two terms s, t are variants if they can be transformed into each other by mappings of the form {λ 1 → µ 1 , . . . , λ n → µ n }, where δ(λ i ) = ∅ and δ(µ i ) = {y} and y ∈ V for all i.
Example 1. Assume s ≡ h(a 1 , . . . , a n ) such that the a i are fully indicated in s and δ(a i ) = ∅ for all i. The term t ≡ h(z 1 , . . . , z n ) is a variant of s if δ(z i ) = {y} for all i and y ∈ V .
Clearly the 'variant' relation is an equivalence relation.
Definition 6. A semi-term unification problem is a triple Γ ≡ U, X, δ where U denotes a standard unification problem, X is a partition of var(U ); V is a set of of bound variables and δ: V → 2 V is a binding assignment. The problem U, X, δ is solved by a substitution σ, called semi-term unifier, if it is solved in the standard sense and σ in addition fulfills: Let C = x 1 , . . . , x n denotes a variables-class in X. Then x 1 σ, . . . , x n σ are variants and δ(x i σ) ⊆ δ(x i ) for all i.
The emphasized property of semi-term unification is sometimes called the semi-term property. We employ the usual rule-set for standard unification, extended by the rules Partition and Weakening as defined in Table 2 and Table 3 . As the partition X induces an (uniquely defined) equivalence relation ∼ it may be convenient to denote the partition X through the relation ∼. In the course of unification it may become necessary to extend the previous existing partition X; we write X ⊕ x, y (or alternatively X ⊕ x ∼ y) to indicate the extension of X by the pair x, y .
5 We set τ ( U, X, δ ) = τ (U ), where τ (U ) denotes the maximal term-depth in U . Pick an equation x = s, such that s ≡ f (s1, . . . , sm), f a function symbol and s is non-ground.
are fresh variables, and t = f (s1, . . . , si 1 −1, zi 1 , . . . , zi n , si n+1 , . . . , sm) for fresh variables zi j . Mark the investigated equation. Pick an equation x = s, such that for s, δ(s) ⊆ δ(x) and δ(x) = {y} ⊂ V . A related extension of standard unification, called congruence unification is presented in [BZ95] . Congruence unification can be conceived as standard unification plus the rule Partition, compare [BM01] . A congruence unification problem U, X is solved by an unifier σ, if σ is a standard unifier and σ fulfills the property: If x ∼ y, then xσ, yσ are variants. Congruence unification has similar properties as standard unification. Theorem 1. Let U, X be a congruence unification problem. Then there exists a finite set {σ 1 , . . . , σ k } of most general congruence unifiers of U, X iff U, X is solvable. Moreover for each i, τ (U σ i ) ≤ φ(τ (U )), where φ is an elementary function.
Any unifier σ of a congruence unification problem can be represented in the form (x 1 = t 1 ∧ · · · ∧ x k = t k ) s.t. all x i are pairwise distinct variables and x i ∈ var(t i ) for all i. Moreover we can assume that σ meets the property If x ∼ y, then xσ, yσ are variants. An unification problem is in congruence solved form if these restriction are met. (Note that a congruence solved form is not necessarily a standard solved form.)
To deal properly with the binding function δ we change the usual definition of the unification rule Application, as follows.
In addition x = t is marked as "unsolved" if δ(t) ⊆ δ(x). Any marked equation is ignored in further unification steps, and a semi-term unification problem is only solved, if for all marked equations the corresponding constraints are fulfilled. (In particular an unsolved equation in the unification problem Γ cannot be used to define the (partial) solution Γ induced by Γ .)
The rule Weakening, see Table 3 , is only applied if no other rule is applicable. In the definition of the rule we assume that the maximal arity of the function symbols in the basic language L is 2. It is easy to see how the definition is extended to the general case.
6 Table 3 . Weakening
In all cases assume that the pair x, z ∈ X picked is either unmarked or the labels differs from δ(x), δ(z) ; furthermore assume δ(x) = ∅.
Assume for the picked pair x ∼ z, δ(x) = {y} ⊂ V and δ(z) = ∅ holds. Mark the variable-pair x ∼ z. Assume f is a binary.
Mark the variable-pair x1, z1 ( x2, z2 ) with V1, V3 , ( V2, V4 ). Table 4 . Deciding weakening problems algorithm DecideECP(x1 = t1 ∧ · · · ∧ xn = tn, X, δ) begin U := {x1 = t1, . . . , xn = tn} while U is not solved do Pick a variable pair x, z from X. Apply Weakening on with x, z respect to X and δ. Exhaustively apply unification steps to U , except Weakening. If U ≡ false then return false Remove all pairs x = s, s ground from U . end. return true end. Table 4 presents a non-deterministic algorithm which decides whether a conjunction of semi-term weakening problem has a solution. A solution σ is minimal if for any other solution λ of x = t, size(tσ) ≤ size(tλ). Let t be a term, assume the existence of two sub-terms t 1 , t 2 of depth k, such that t 1 occur above t 2 (in the tree representation of t). If k is greater than 1, t 1 , t 2 non-ground and δ(t 1 ) = δ(t 2 ), then t is called cyclic. A solution of a weakening problem x = t is cyclic if tσ is.
We can transform DecideECP such that all possible weakening steps are enumerated; we obtain a finite representation of all minimal unifiers of semi-term weakening problems. The following lemma established a term bound on the solutions to semi-term weakening problems, obtained through DecideECP.
Lemma 2. Let Γ = U, X, δ be an semi-term unification problem, so that U is in (congruence) solved form. Let {σ 1 , . . . , σ k } denote the finite set of minimal semi-term unifiers of the unification problem U, X, δ . Then for each i, there exists a elementary function ϕ, such that τ (Γ σ i ) ≤ ϕ(τ (U ), card(X), card(V )).
Combining Theorem 1 and Lemma 2 we conclude that semi-term unification for arbitrary term tuples remains decidable.
Theorem 2. Let U ≡ (s 1 = t 1 ∧ · · · ∧ s n = t n ) and Γ = U, X, δ be a semiterm unification problem. Then there exists a finite set {σ 1 , . . . , σ k } of minimal semi-term unifiers of Γ iff Γ is solvable. Moreover for each i, there exists a elementary function ψ, such that τ (Γ σ i ) ≤ ψ(τ (U ), card(X), card(V )).
Proof. First, we apply (altered) standard unification plus Partition rules to Γ . The obtained unification problem Γ ≡ U , X , δ is in congruence solved form. Due to Theorem 1 there exists an elementary function φ, such that
Second, we apply the procedure DecideECP to Γ . The obtained unification problem Γ ≡ U , X , δ induces a minimal semi-term unifier. By Lemma 2 there exists an elementary function ϕ, such that
By definition τ (U ) ≤ φ(τ (U )). (Note that τ (Γ ) = τ (U ).) In the transformation of U into congruence solved form new equivalence classes are added, hence card(X ) ≥ card(X). However, there exist only finitely many terms (up-to renaming) with fixed term-depth. Clearly there exists an (elementary) function φ (d) that bounds the maximal number of terms in L with depth d. (Apart from d, φ depends on the underlying signature L.) From φ we easily obtain a function φ , that bounds the number of variables in Γ ; φ elementary. Per definition X is a partition of variables in U , hence we have found an (elementary) bound of card(X ) depending only on τ (U ) (and L). In summary we obtain,
The final touch
In this section we define a specific semi-term unification problem Γ . The finite set of minimal solutions of Γ is employed to define suitable instantiations of the unsolved positions in Σ .
Let Σ denote the instantiated proof-matrix; let δ denote the fixed binding function. We set Γ = U, X, δ . The set of equations U is defined by induction on the number of initial sequents in Σ . For each initial sequent in Σ   A(s 1 , . . . , s n ) → A(t 1 , . . . , t n ) we add the equations s i = t i (i = 1, . . . , n) to the previously defined unification problem U .
To solve the yet uninstantiated unsolved positions in Σ , we introduce, by induction on the number of unsolved inference Q, equivalences between variables in U . Assume Q is of the following form. 
such that y ∈ δ(λ i ) for all i. We add m equivalences to the previously defined partition X λ 1 ∼ µ 1 , . . . , λ m ∼ µ m
This completes the definition of Γ .
As the sequent S is provable (by the proof Π) the unification problem Γ is solvable. By Theorem 2 there exists a finite set of minimal solutions of Γ σ 1 , σ 2 , . . . , σ k . Let σ be an arbitrary minimal solution. We apply this solution to Σ . The following lemma is an easy consequence of Theorem 2.
Lemma 3. Assume σ is a minimal solution of Γ . Then σ uniquely defines an instance S(t 1 , . . . , t n ) of the abstraction S(a). This instance in turn uniquely defines an extension S (t 1 , . . . , t n ) such that τ (t i ) ≤ φ(|Π|, size(S(a))), where φ is elementary.
Remark 2. Notice that it is sufficient to consider minimal solutions. Any nonminimal solution of Γ will either be an instantiation of one of the solutions σ 1 , . . . , σ k or contain a cycle. However, with respect to cyclic solutions it is easy to see that any (non-minimal) cyclic solutions can be shortened by removing the cycle. Hence, we can always suppose that a given solution is cycle-free.
where N is chosen "sufficiently large" wrt. M.
We conclude as before that T ∃x∀y∀z(x<y ⊃ A(s h+1 (z))) for some h. This is logically equivalent to T ∃x∀y(¬(x<y) ∨ ∀zA(s h+1 (z))). Now we use ∀x∃y(x<y) and ∀x(s h (0)<x ⊃ ∃y(x=s h+1 (y))) to conclude T ∀y(s h (0)<y ⊃ A(y)).
Conclusion
The results of this paper indicate, that the notion of skeleton (and consequently the notion of length as measured by the number of steps) should not be considered as absolute proof invariants independent of the generalization problem under consideration. On the contrary, there is an intrinsic relation between the classes of proofs to be generalized and the notions of abstract proof structures needed for the calculation of most general proofs.
