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Abstract
Battery storage, particularly residential battery storage coupled with rooftop PV, is emerging as an essential component of the smart
grid technology mix. However, including battery storage and other flexible resources like electric vehicles and loads with thermal
inertia into a probabilistic analysis based on Monte Carlo (MC) simulation is challenging, because their operational profiles are
determined by computationally intensive optimization. Additionally, MC analysis requires a large pool of statistically-representative
demand profiles to sample from. As a result, the analysis of the network impact of PV-battery systems has attracted little attention
in the existing literature. To fill these knowledge gaps, this paper proposes a novel probabilistic framework to study the impact
of PV-battery systems on low-voltage distribution networks. Specifically, the framework incorporates home energy management
(HEM) operational decisions within the MC time series power flow analysis. First, using available smart meter data, we use a
Bayesian nonparametric model to generate statistically-representative synthetic demand and PV profiles. Second, a policy function
approximation that emulates battery scheduling decisions is used to make the simulation of optimization-based HEM feasible within
the MC framework. The efficacy of our method is demonstrated on three representative low-voltage feeders, where the computation
time to execute our MC framework is 5% of that when using explicit optimization methods in each MC sample. The assessment
results show that uncoordinated battery scheduling has a limited beneficial impact, which is against the conjecture that batteries
will serendipitously mitigate the technical problems induced by PV generation.
Keywords: Distributed energy resources, battery storage, rooftop PV, Monte Carlo analysis, home energy management, policy
function approximation, Bayesian nonparametrics.
1. Introduction
Residential rooftop PV constitutes an increasingly important
part of the electricity supply mix. In Australia, for example,
the annual installed capacity of small-scale PV systems has
grown from less than 200 MW in 2009 to 1.1 GW in 2017, with
the average installation size rising from 1.5 kW to 5.5 kW [1].
Improvements in small-scale battery storage technologies con-
tinue apace, and battery storage is becoming a popular technol-
ogy in countries with a high penetration of rooftop PV. In Aus-
tralia, 12 % of the 172,000 residential solar installations in 2017
included a battery, while this proportion was only 5 % in 2016.
Given this, a total of 28,000 battery systems had been installed
by the end of 2017 [2]. In addition, projections by AEMO
see residential battery capacity reaching 6.6 GW by 2035, with
3.8 GW expected to be installed as part of PV-battery systems
[3]. A key driver to this trend is their falling costs, which are
predicted to drop by 50 % from 2017 to 2037 [4]. A similar
rapid storage deployment has been observed in Germany. Ac-
cording to the German Solar Industry Association, more than
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100,000 solar battery system were installed in 2018, and more
than a half new PV installations come with battery storage.
Rooftop PV penetration levels have in many jurisdictions
reached levels where network issues have started to emerge;
these include over-voltages, reverse power flows, and phase un-
balance [5]. At the same time, it is widely conjectured that
battery systems will largely mitigate the problems of excessive
PV generation [6]. However, battery storage and other flexi-
ble resources like electric vehicles and loads with thermal in-
ertia pose a challenge in power system planning in operation.
This is because their operational profiles are determined by the
tools of optimization. To properly capture the varying sys-
tem conditions requires optimization horizons of up to a day
or even more, which is computationally burdensome. For this
reason, including flexible resources in the existing Monte Carlo
(MC) approaches, commonly used in probabilistic power sys-
tem analysis, becomes infeasible.
Very little work has been done so far to address the issue
of how to include optimization in MC simulation. A possi-
ble solution is to reformulate the problem, for example by us-
ing a two-point estimate method as in [7], but this requires
some strong assumptions, such as modeling random variables
by well-behaved probability distributions. Using such assump-
tions to properly capture the stochastic behavior of residential
users with PV-battery systems is overly simplistic; in fact, it
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requires the use of more sophisticated modelling techniques,
such as Bayesian nonparametric models. However, no existing
research has investigated the extent to which hybrid PV-battery
systems can benefit distribution networks with high PV pene-
tration, due to the infeasibility of the resulting MC simulation,
as discussed above. Because grid integration of large popula-
tions of behind-the-meter distributed energy resources has be-
come a hot topic in Australia [8], methods and tools to study the
impact of PV-battery systems on low-voltage (LV) distribution
networks are desperately needed.
This paper fills this important knowledge gap by proposing
a novel probabilistic framework that: (1) overcomes the draw-
back of existing MC approaches that cannot explicitly include
optimization due to its excessive computational burden; and (2)
provides a principled statistical way to generate a large number
of residential demand and PV traces required for MC analysis.
The proposed framework has a broad application appeal in the
power system context; it can be used in applications that re-
quire optimization for resource scheduling, such as probabilis-
tic studies of the impact of distributed energy resources (DER)
scheduling on distribution networks (the focus of this paper),
economic appraisal of DER investments in network planning
using real options analysis, and probabilistic estimation of DER
capacity available for power system frequency and voltage ser-
vices.
1.1. Related Work
In this subsection we review the existing methods for: (i) as-
sessing the impact of PV generation on distribution networks
using MC analysis; (ii) solving the battery scheduling problem
with a home energy management (HEM) system; and (iii) mod-
eling customers’ solar generation and electrical demand.
1.1.1. Monte Carlo Approaches
MC analysis has been employed in many studies to capture
uncertainties in the location and size of DER when assessing
their impacts on voltage profiles and peak loading in LV net-
works [9–13]. In particular, [9] applied a probabilistic approach
to evaluate the impacts of distributed generation with different
penetration levels on voltage profiles. The authors in [11] pro-
posed a probabilistic methodology based on MC analysis to in-
vestigate the impact of electric heat pumps on LV networks,
with a focus on voltage and thermal limits. A similar approach
was used in [12] to probabilistically allocate PV, combined heat
and power systems, electric heat pumps and electric vehicles
(EVs), to investigate the prevalence of voltage problems on
LV feeders with different penetration levels of these low car-
bon technologies. The authors in [13] studied the impact of PV
generation and electric heat pumps on LV networks using MC
analysis that captures uncertainties in building characteristics
(geometry and insulation quality), feeder size, cable type and
heat pump and PV penetration levels. In addition, [14] pro-
posed a probabilistic approach using MC analysis to investigate
the maximum PV penetration level that can be tolerated by an
LV network without voltage problems. However, none of these
studies includes battery storage. Furthermore, they assume that
schedules of flexible devices are independent of PV generation,
which might not be true in practice. Charging of EVs, for exam-
ple, should preferably coincide with co-located PV generation
to minimize grid in-feed. Additionally, flexible technologies
with thermal inertia can serve as ”solar sponges” to maximize
self-consumption [15].
1.1.2. Home Energy Management
Battery scheduling determines the “behavior” of the PV-
battery system and hence the impact on the network. The
scheduling problem is typically formulated as an optimization
problem and solved using a HEM system. The objective can
vary but it is usually to minimize energy expenditure for the
user [16]. In jurisdictions where the PV buyback tariff is less
than the electricity tariff (e.g. in Australia), energy expenditure
minimization coincides with self-consumption maximization.
Several methods have been proposed to solve the HEM prob-
lem, including stochastic mixed integer linear programming
[17, 18], mixed integer quadratic programming [19], dynamic
programming (DP) [20] and approximate dynamic program-
ming [21]. A common feature of these methods is a relatively
high computational burden, which hinders a direct implementa-
tion in a MC framework. To improve the computational perfor-
mance, [22] proposed a policy function approximation (PFA)
algorithm, which uses the battery schedules from the solution
of the HEM problem to train an artificial neural network (ANN)
that maps demand and PV generation to battery scheduling out-
put. The ANN is then used as a PFA to obtain the battery sched-
ule without having to solve the underlying optimization prob-
lem.
1.1.3. Solar and Demand Modeling
For synthesizing stochastic demand and PV profiles, Markov
chains using a bottom-up approach starting at the appliance
level are typically used. Examples include the simulation
of building occupancy profiles for the purposes of generating
lighting demand [23] and residential energy demand profiles
[24, 25]. However, such bottom-up approaches are computa-
tionally expensive, and it is difficult to model energy usage at
the appliance level in a way that represents the diversity of cus-
tomer behavior.
Given these shortcomings, [26] proposed a methodology
for generating residential demand and solar profiles using a
Markov process specific to the features of the existing smart
meter data. Instead of working up from the appliance level, the
method generates the synthetic profiles by clustering a set of
observed profiles using a Dirichlet process, and then generat-
ing transition matrices used in the Markov process from these
clusters.
1.2. Contributions
Within this context, this work proposes a novel probabilistic
impact assessment framework that embeds the battery schedul-
ing optimization problem in the MC analysis to assess the ef-
fects of battery scheduling on LV networks. The incorporation
of battery scheduling in such analysis has not been addressed in
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the existing literature, for two reasons: (i) a large number of res-
idential demand and PV traces is needed for the MC analysis,
and (ii) incorporating the HEM problem within the MC anal-
ysis, which is impractical due to the excessive computational
burden. To solve these problems, we build on our previous
work on PFA [22] and Bayesian modeling [26] by combining
them into a unified MC framework1. Specifically:
• We use a Markov chain approach to synthesize large num-
bers of statistically similar, but independent demand and
PV profiles using smart meter data;
• We incorporate battery scheduling optimization within the
MC analysis by training a PFA using an ANN to estimate
the near-optimal battery schedules for a large pool of cus-
tomers, which reduces the computational time required to
solve the HEM problem by more than 95 %;
• We complete a comprehensive PV hosting capacity assess-
ment using a probabilistic time-series power flow analysis
for several representative LV feeders to show that uncoor-
dinated battery scheduling has a limited beneficial impact
on LV networks; this disproves the conjecture that battery
storage will serendipitously mitigate the technical prob-
lems induced by PV generation.
The proposed framework overcomes the shortcoming of ex-
isting MC power flow studies, which fail to accommodate
schedulable batteries. Thus, for the first time, our work
provides a MC framework that explicitly includes the DER
scheduling used to manage customers’ behind-the-meter energy
use. Furthermore, the proposed framework allows MC power
flow analysis to be conducted with exiguous smart meter data.
Smart-meter roll-out is ongoing, but there are still many juris-
dictions where coverage is still patchy, e.g. NSW in Australia
[27]. By filling these existing gaps, the proposed framework
provides a tool-chain for technically and financially evaluating
future DER deployment and investment, as we demonstrate in a
rooftop PV hosting capacity assessment. Moreover, our frame-
work can be used to develop other types of future network as-
sessments and investigations, including real options valuations
of staged DER deployment and probabilistic DER power sys-
tem service capacity estimation.
The remainder of the paper is organized as follows. Section
2 describes the module that synthesizes large pools of demand
and PV profiles. Section 3 presents the HEM system used to
compute the battery schedules for each customer from the large
data pool. The probabilistic power flow study via MC anal-
ysis is described in Section 4. The three modules described
in Sections 2, 3 and 4 are used to form the probabilistic im-
pact assessment framework, shown in Fig. 1. This framework
is used to assess the impacts of battery scheduling under time-
of-use tariffs and self consumption maximization on mitigating
network issues, and the results are discussed in Section 5. Sec-
tion 6 draws conclusions.
1Due to the space constraints we couldn’t explain our previous work [22, 26]
in full detail. Nevertheless, the summary provided below is detailed enough to
make the paper sufficiently self-contained.
Module I: Demand and PV Synthesis Analysis
Module II: HEM Problem
Module III: MC Impact Analysis
Step 1
Cluster the features of observed customers n ∈ N
from the Ausgrid Solar Home Electricity Data
Step 2
Apply Dir(α) to assign the features
to unobserved customers m ∈ M
Step 3
Synthesize net load traces using a Markov process
Step 4
Formulate a sequential optimization problem and solve it using DP
Step 5
Use an ANN to implement a PFA with the results from step 4
Step 6
Apply the net load traces to the PFA
to estimate their battery scheduling profiles
Step 7
Randomly sample from net load traces for load allocation
Step 8
Randomly sample from Dload for PV-battery
assignment specific to PPV and Pb
Step 9
Run power flow analysis to plot probabilistic curves
regarding voltage, current and phase unbalance
Figure 1: Overview of the Methodology.
2. Demand and PV Trace Models
Probabilistic assessment of the impact of DER on LV distri-
bution networks requires a large pool of synthetic demand and
PV traces to sample from. In many jurisdictions smart meter-
ing data are scarce, so we need to be able to generate statisti-
cally representative samples also when only a limited number
of demand and PV traces is available [27]. This is the pur-
pose of Module 1 in Fig. 1; to use an existing data set to gen-
erate a larger pool of demand and PV profiles (net load traces).
Module 1 works by assigning Markov processes according to
a Dirichlet distribution identified via clustering, as explained
below.
2.1. Data Preparation
This work extends the non-parametric Bayesian model [26]
to generate net load traces that are statistically similar to his-
torical demand and PV generation of observed customers. The
observed data was collected from the Ausgrid Solar Home Elec-
tricity Data [28].
Let n ∈ N and m ∈ M denote the set of observed and un-
observed customers, respectively. The module first applies a
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clustering technique, namely maximum a-posteriori Dirichlet
process mixtures [29], to cluster n ∈ N customers into repre-
sentative sets k ∈ K according to their features. This technique
is useful for instances in which the number of clusters cannot
be easily determined. The features of demand are the day types
(weekday or weekend) and number of residents, while those
for PV include the PV capacity, panel orientation and weather
information. Clustering is important because (i) considering
each customer as a single category is computationally expen-
sive, and (ii) it provides generalizable statistical information as
the demand and PV generation in each set are correlated with
their features.
2.2. Estimating the Dirichlet Distribution
After clustering, we could compute the frequencies, {pk}k∈K ,
of each k ∈ K in the population N . These frequencies can be
interpreted as the probability of an unobserved customer having
certain features. However, they are only an estimate across the
observed customers, and directly using them to allocate features
fails to properly consider the error in this estimate, which can
be significant where the fraction of customers observed is small.
Thus, a Bayesian estimation approach is employed.
Specifically, in Step 2 in Module 1, the model uses the count
of each k ∈ K in the observed N as a hyperparameter of a
Dirichlet distribution, which itself is sampled to yield a cate-
gorical probability distribution over the features for unobserved
customers, m ∈ M. Formally, this is given by:
α Vector of cluster counts
p | α ∼ Dir(α)
Km | p ∼ Cat(p)
In more detail, α is a vector of concentration hyper-
parameters given by the number (c.f. frequency) of observed
customers within each k ∈ K . Sampling from Dir(α) yields the
parameters, p of a categorical probability distribution, Cat(p)
over the features for unobserved customers, m ∈ M. Finally,
Km is the random variable assigning a cluster to each unob-
served customer m, which is drawn from Cat(p). This Bayesian
approach to assigning clusters to unobserved customers ensures
that the error in the estimate previously discussed is probabilis-
tically accounted for.
2.3. Markov Chain Process
Step 3 in Module 1 involves synthesizing a large number of
net load traces based on the feature assignments, by (i) gener-
ating Markov transition matrices and then (ii) sampling a trace,
as follows.
First, a time-inhomogeneous Markov process is identified
by constructing a set of observed state transition matrices,
{Tn,t} ∀ n, t; each of which is indexed by the states for one ob-
served customer for one time-step. Following this, a matrix
of transition frequencies that records all observed state transi-
tions is constructed for each Tn,t. An unobserved state transi-
tion matrix, denoted Tm,t, is generated specific to each of these
transition frequency matrices. For this study, a time-step of 30
minutes is used as such, 48 different state transition matrices
will be required to sample a profile over a one day.
Synthetic profiles can be directly sampled from the transition
matrices Tm,t, by first defining the initial state. Specifically, we
sum each row of the first transition matrix, and run Gaussian
kernel density estimation over these sums to give a probability
measure; the initial state is then sampled from a categorical dis-
tribution defined by this measure. Gaussian kernel density es-
timation ensures that unobserved state transitions are attainable
(i.e. all states communicate and the Markov chain is recurrent).
Given this, we run kernel estimation over each row of each tran-
sition matrix to provide the probability measures for the rest of
the states. This process is continued for each remaining time-
step to construct one net load trace for one year. The net load
traces serve as the inputs to the HEM problem in Module 2 for
fast battery scheduling estimation. For more details regarding
the non-parametric Bayesian model, please see [26].
3. Home Energy Management
The choice of the HEM optimization formulation is arbitrary;
none of the existing solution techniques is computationally ef-
ficient enough to be directly used in MC analysis. In this work
(Module 2) we used DP2 in conjunction with PFA [22] to emu-
late battery scheduling policies for the large pool of customers
synthesized in Module 1, allowing the HEM operational deci-
sions to be feasibly included within the MC analysis. Specif-
ically, the process first formulates a Markov decision process
(MDP) for each observed customer, n ∈ N . The objective is
to minimize the energy costs for each customer, with costs and
benefits given by time-of-use tariffs and feed-in-tariffs. The de-
cision variables of this algorithm include the optimal schedul-
ing policies for each battery system over a year. Next, using
the observed data set and the outputs from solving the HEM
problem, an ANN is trained as a PFA algorithm, which is then
used to compute fast solutions to the battery scheduling prob-
lem for the net load traces synthesized in Module 1. The details
of Module 2 are discussed below.
3.1. Scheduling Problem
The general formulation of the scheduling problem for each
HEM system follows [21]. In brief, the battery scheduling prob-
lem comprises a sequence of time-steps, T = {1...t...T }, where
T and t represent the total number of time-steps and a particu-
lar time-step in a decision horizon, respectively. The decision
horizon is 24 hours with a 30-minute resolution, which makes
T = 48 time-steps. Given that each HEM system has one con-
trollable battery system, the MDP consists of the following:
• A set of state variables, st ∈ S to represent electricity
demand (sdt ), PV output (s
pv
t ), electricity tariff (s
p
t ), grid
power (sgt ) and battery state of charge (SOC, s
b
t );
2DP is notorious for the curse of dimensionality, but in this study we con-
sider deterministic DP with only one schedulable device, so the computational
performance is comparable to mixed-integer linear programming.
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• A decision variable, xbt ∈ X to describe each control action
for the battery system, including charging and discharging
rates;
• Constraints for all control and state variables, denoted as
sM; and
• A random variable, wt ∈ W to capture the perturbation
information given by non-controllable inputs, such as de-
mand (wdt ) and PV generation (w
pv
t ).
Thus, the state transition function for describing the evolu-
tion of a state from t to t + 1 is:
st+1 = sM(st, xt,wt). (1)
Each state contains the information that is necessary and suf-
ficient to make decisions and compute rewards, costs and tran-
sitions. An optimal control action is taken to minimize the elec-
tricity cost for each observed customer. The problem is solved
using DP, which computes the value function that provides the
expected future discounted electricity cost for each state. An
optimal policy, pi is extracted from the value function by select-
ing the state transitions that follow a minimum value function
path, such action minimizes the expected sum of future costs
over the decision horizon; that is:
F = min
pi
E
 T∑
t=0
Ct(st, xt,wt)
 , (2)
where Ct(st, xt,wt) = s
p
t (s
d
t + w
d
t − ηixit) is the cost of energy
incurred at time-step t, which accumulates over time. ηi is the
inverter efficiency (1/ηi when inverter power is negative), and
xit is the inverter power, which is formulated as:
xit = s
pv
t + w
pv
t − µbxbt . (3)
where ηb is the battery charging efficiency (1/ηb for discharg-
ing efficiency). The energy balance constraint (4), and battery
operation constraints (5) to (8) are shown as follows:
sdt + w
d
t = η
ixit + s
g
t . (4)
sbt+1 = s
b
t +
(
ηbxb+t −
1
ηb
xb−t
)
. (5)
0 ≤ xb+t ≤ γc. (6)
0 ≤ xb−t ≤ γd. (7)
sbmin ≤ sbt ≤ sbmax. (8)
The SOC at time-step t + 1 of a battery (sbt ) is a function of
the SOC at time-step t, and the charging (xb+t ) and discharging
(xb−t ) rates for this time interval, given by (5). The charging
and discharging rates are constrained by the maximum charging
and discharging rates, denoted γc and γd, respectively, given by
(6) and (7). In addition, the state of charge cannot exceed the
minimum and maximum SOC at all times, as described in (8).
For more details regarding the HEM formulation, please visit
[21].
Solving this HEM problem using DP for each customer for
one year requires 3 hours. This is time-consuming, and there-
fore impractical within MC analysis.
Algorithm 1 PFA Algorithm
1: Obtain battery scheduling policies by solving the HEM problem
for n ∈ N over one year.
2: Train an ANN with the population N by iterating through Steps 3
to 7.
3: for n ∈ N do
4: for t ∈ T do
5: Train an ANN using sbt−1, s
d
t , s
pv
t and s
p
t as inputs, and sbt as
target.
6: end for
7: end for
8: Use the trained ANN to compute optimal battery schedules for
sythesized customers by iterating through Steps 9 to 15.
9: for m ∈ M do
10: for t ∈ T do
11: Compute sbt from the ANN.
12: Modify xbt and s
b
t so that they are within the constraints (6) to
(8).
13: sbt = s
b
t+1.
14: end for
15: end for
ANN
PV Output
Demand
Tariff
SOC(t-1)
SOC(t)
Figure 2: The PFA model.
3.2. Policy Function Approximation
MC analysis requires thousands of runs, so solving the HEM
problem exactly is computationally prohibitive. Instead we use
a PFA, implemented in Step 5 in Module 2. The PFA, illustrated
in Fig. 2, refers to a lookup table that returns a battery schedule
for a given set of inputs, including PV output, demand, elec-
tricity tariff and SOC at the previous time-step. The battery
scheduling decisions generated in Step 4 in Module 2 are used
to train the ANN. Similar to the HEM problem, the choice of
the ANN is arbitrary. We showed in [22] that several machine
learning techniques could be used with similar performance. In
this work, we use a recurrent neural network (RNN) because it
has been shown to provide close-to-optimal performance when
executing battery schedules trained on similar data [22]. The
PFA algorithm is shown in Algorithm 1, and explained in more
details below.
The training process requires a training data set, which in-
cludes historical demand (sdt ), PV generation (s
pv
t ), electricity
tariff (spt ), and the calculated SOC with a delay of 1 time-step
(sbt−1), while the SOC at the current time-step (s
b
t ) is the target.
The ANN learns to use the present and the most recent informa-
tion to predict the output (target) for each time-step. We use the
trained ANN as the PFA to emulate the outputs from the battery
scheduling optimization.
Specifically, we feed the net load traces synthesized in Mod-
ule 2 into the PFA to compute sbt . To prevent the outputs from
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Figure 3: Example scheduling estimates from PFA (pPFAb ), the calculated sched-
ules from DP (pDPb ), and the corresponding PV generation (pPV), demand (pd),
grid powers, pPFAg and p
DP
g , from PFA and DP, respectively.
violating the battery operation constraints, a control strategy is
implemented. This strategy compares the outputs of the PFA
at t and t − 1, and adjust sbt so that both sbt and xbt satisfy the
boundaries set by (6) to (8), before feeding back to the PFA. By
doing so, the constraints on both battery operation and capacity
are included within the PFA algorithm.
A set of generated demand and PV profiles were used to ver-
ify the accuracy of the PFA before feeding the net load traces to
the ANN (Step 6 in Module 3). Fig. 3 illustrates the difference
between the calculated and estimated battery schedules from
DP and the PFA, respectively, for one particular day. Specif-
ically, the energy costs for the same customer are $2.24 and
$2.29, using the calculated and estimated battery schedules, re-
spectively. These results are acceptably close, hence, we con-
sider the loss in performance of the PFA to be fit for purpose.
This result corroborates those in [22] that the PFA provides
close-to-optimal battery schedules.
4. Probabilistic Impact Assessment Framework
To probabilistically assess the impact of residential batter-
ies on distribution networks, Module 3 incorporates the HEM
problem within the MC analysis, summarized in Algorithm 2.
The MC simulation is run 100 times for 11 PV and 3 battery
penetration levels, resulting in 3300 yearly power flow simula-
tions with a half hourly resolution. The results provide insights
regarding the probabilities for a technical issue to occur based
on different PV and battery penetration levels, which define the
percentage of customers that have a PV system alone, or a PV-
battery system.
4.1. Sampling Process
The Ausgrid data set [28] provides smart meter and PV gen-
eration data with a 30-minute resolution for 150 customers for
a period of three years. We increased the size of individual
PV systems to better represent the average residential PV size,
which was around 5.5 kW in Australia in 2017. The battery size
is decided based on the size of each PV system. In Australia,
2 kWh of battery is typically used per 1 kW of PV installed. The
Table 1: Battery storage specifications
Attached PV size (kW) ≤ 4 5-6 7-10
Battery Capacity (kWh) 6.5 9.8 14.0
Battery Power (kW) 4.2 5.0 5.0
Manufacturer LG LG Tesla
Algorithm 2 Probabilistic Impact Assessment
1: for i = 1:100 do
2: Randomly sample net load traces fromDload.
3: for PPV = 0%:10%:100% do
4: Randomly sample fromDload a set of PV assignmentsDPV.
5: for Pb = 0%:50%:100% do
6: Randomly sample from DPV a set of battery assignments
Db.
7: Run power flow analysis.
8: end for
9: end for
10: end for
batteries used are from LG and Tesla, which provide three bat-
tery sizes to match the PV size ranges. The detailed allocation
is summarized in Table 1.
For each customer obtained from the Ausgrid smart meter
data set, we calculated the battery scheduling policies for the
whole year using DP, which we then used to train the ANN in
the PFA. The PFA was then used to provide battery scheduling
policies for the 3000 synthetic demand and PV traces gener-
ated in Module 1. To capture the uncertainties in the power
flow study, we probabilistically sample from this pool of syn-
thetic net load traces for random allocation of loads, PV and
battery systems. In more detail, each load assignment accounts
for eleven levels of PV penetration, denoted PPV, ranging from
0 % to 100 %. Specific to each PPV, a set of load traces with a
PV systemDPV is randomly sampled from the set of load traces
Dload. Following this, three battery penetration levels Pb (0 %,
50 %, 100 %) are implemented for each PPV. A set of traces
with a battery system Db is randomly drawn from DPV. This
process covers both Steps 7 and 8 in Module 3.
4.2. Power Flow Analysis
The sampled data are used to run yearly power flow sim-
ulations for all MC realization paths (Step 9 in Module 3)3.
Yearly voltage profiles for each customer and feeder head load-
ing are used to determine the probabilities of a technical prob-
lem, namely over-voltage and/or congestion problem, accord-
ing to the specific metrics defined below.
4.2.1. Voltage Problem
The maximum and minimum phase voltage thresholds at
each busbar are 241.5 V (1.05 pu) and 218.5 V (0.95 pu) phase-
to-neutral, respectively. This provides room for voltage rise and
3We use OpenDSS [30] for power flow analysis.
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Table 2: LV test feeders
Feeder Name Length (m) No. of customers Feeder head ampacity (A)
AUS 1 10235 302 1155
AUS 2 5656 223 1200
UK 5656 223 400
drop when peak load or high PV penetration occurs. The daily
voltage profile is calculated for each customer and checked
for compliance with the modified standard BS EN 50160 [31],
which states that customers’ voltages must be between 0.95 and
1.05 p.u during 95% of the time and never below 0.9 or above
1.1 p.u.
4.2.2. Thermal Loading Problem
The thermal loading level is defined by the ratio of the half-
hourly maximum current to the transformer capacity. Specif-
ically, if the ratio is greater than 1, the network has a thermal
problem.
4.2.3. Phase unbalance
This study also investigates the effects of PV-battery systems
on the voltage unbalance factor, which is a measure of the phase
unbalance [32]. Specifically, it is the ratio between negative and
positive sequence voltages.
5. Results and Evaluation
The probabilistic impact assessment framework is applied to
two typical Australian LV networks and one UK LV network.
The results are analyzed by running yearly power flow analy-
sis. The magnitude of a technical problem (over-voltage, trans-
former loading level and phase unbalance) is recorded at differ-
ent levels of PPV and Pb.
5.1. Computational Performance
Computational performance is the linchpin of the proposed
framework. Solving the scheduling problem for each net load
trace for one year using DP requires 3 hours. Given the 3300
yearly power flow simulations (100 MC runs for 11 PV pene-
tration levels each with three battery penetration levels), this is
clearly impractical. By using the PFA algorithm to emulate the
battery scheduling policies, we were able to reduce the compu-
tational time to five minutes for each customer, which is more
than a 95 % reduction. Training the ANN only takes 30 min-
utes, which is negligible. Thus, the use of PFAs is essential to
making the entire MC process computationally feasible.
5.2. Test Networks
In order to evaluate the method, two four-wire three-phase
unbalanced LV test networks with different lengths are adopted
from Electricity North West Limited (ENWL), a British net-
work operator [33]. Typically, Australian LV networks are de-
signed to have higher capacity than the UK ones, mainly due to
much larger air-conditioning loads. To match this design, the
UK test networks are transformed into Australian-type LV net-
works by tripling the transformer and line capacity4. These test
feeders are denoted as AUS 1 and AUS 2, respectively. Each
feeder is supplied by a 2250 kVA 11 kV/0.4 kV 3-phase trans-
former. In addition, one of the selected UK feeders is supplied
as the third test case, denoted UK, with a lower feeder head
ampacity for comparison. The details of the test networks are
summarized in Table 2. We sample from the pool of net load
traces synthesized in Module 1 of our method for allocation to
load points.
5.3. HEM formulation
The HEM objective is to minimize energy expenditure un-
der a time-of-use (ToU) tariff with the peak demand period
from 2pm–8pm. The PV buy-back rate (the “feed-in tariff”)
is much lower than the electricity tariff so there is no incentive
for the HEM to export power to the grid. As a benchmark, we
use self-consumption maximization (SCM) heuristic scheduling
strategy, whereby the energy from the solar PV is first used to
meet the demand, and then any excess PV generation is used
to charge the battery, or exported to the grid if the battery is
full. For brevity, the SCM is applied only to AUS 2 which has
a larger potential for greater technical problems, and the results
are compared with the HEM under ToU tariff.
5.4. Voltage Problems
The frequency of voltage problems with respect to increasing
PPV and Pb on the LV feeders is shown in Fig. 4, row one. The
percentage of customers with a voltage problem follows an in-
creasing trend across all test feeders with respect to rising PPV,
especially from 30 % to 100 %, while the UK feeder presents
more voltage problems due to higher line impedances.
Voltage problems can be reduced by 10-20 % across all test
feeders using HEM under ToU (Fig. 4). This scheduling strat-
egy encourages batteries to charge when electricity price is low,
and discharge when the price is high (during peak hours). How-
ever, the time-span for high PV outputs can extend and even
overlap with peak demand, especially in summer. This is il-
lustrated for some specific case in Fig. 5, in which the peak
demand occurs between 4 and 6pm, causing the battery to dis-
charge during high PV output. This reduces the grid power sup-
ply (pg), when compared to the case without the battery ( pˆg).
As a result, pg and pˆg cross at around 4:30pm, where the volt-
ages become the same (as highlighted in the black boxes). Fur-
thermore, at 4:30pm, rising demand causes the battery to de-
crease its charging power at high PV output, which keeps the
voltage at a high level. In these scenarios, HEM under ToU is
less effective at reducing over-voltage problems. It should be
also realized that the SOC reaches the peak at 5pm while the
battery is still charging. This is because the battery switches to
discharging at 5:30pm, which leads to a decreasing SOC from
5 to 5:30pm.
4For transformers, we reduced the impedance, while for transmission lines
we only reduced the resistance. The reactance mainly depends on the distance
between the conductors, so we left it unchanged.
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Figure 4: Percentage of customers with voltage problems, transformer loading level and phase unbalance. Pink, green and blue bars represent 0 %, 50 % and 100 %
battery penetration levels, respectively. Each bar from top to bottom shows the maximum, 75 percentile, median, 25 percentile and minimum value.
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Figure 5: Voltage profiles (top), grid power (pg and pˆg denote grid power with
and without battery, respectively) (middle), battery scheduling (pb), PV (pPV),
demand (pd), and the SOC (bottom) of a customer with 3 kW PV and 6.5 kWh
battery on AUS 2 on a particular summer day, with 100% PPV.
In addition, longer feeders (AUS 1) experience larger voltage
drops, and hence, the rate of increase in frequency of voltage
problems with respect to PPV is lower when compared with the
smaller feeders (AUS 2 and UK). This is illustrated in Fig. 4,
where the voltage problems increase at a slower rate towards
high PPV for AUS 1. More so, there is a greater chance for
longer feeders (AUS 1) to concentrate PV installations in par-
ticular parts of the network. Consequently, there is a greater
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Figure 6: Voltage profiles (top), grid power profiles (middle), battery schedul-
ing, PV, demand and the SOC (bottom) of a customer with 7 kW PV and
14 kWh battery installed on AUS 2 on a particular summer day, assuming 100 %
PPV.
variability in the voltage metric at low PPV, as illustrated at
40 % PPV for AUS 1 (Fig. 4).
Compared to the SCM benchmark, HEM under ToU is more
effective in mitigating over-voltage problems (Fig. 7). The
SCM forces batteries to charge with excess PV output to reach
the battery’s full capacity, which usually occurs before the end
of the high solar generation time period. Due to this, batteries
fail to consistently reduce voltage problems across the entire
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Figure 7: Comparisons between HEM under ToU and SCM on AUS 2.
PV generation period. This can be seen in Fig. 6, where the
battery reaches its full capacity at 3pm (purple curve). As a re-
sult, all excess solar generation after 3pm is exported to the grid,
as illustrated by the section where pˆg overlaps pg, keeping the
voltage at a high level between 3 and 6pm. On the other hand,
the HEM under ToU considers the price of electricity, which is
an indication of the timely demand and PV generation. In this
method (Fig. 5), the charging profile (blue curve in the bottom
plot) is more evenly distributed throughout the PV generation
period, hence a more consistent reduction of the problems is
expected. Although the HEM with ToU helps reduce voltage
problems, it is far from a panacea for voltage problems on dis-
tribution feeders.
5.5. Thermal Problems
This subsection evaluates the occurrence of thermal prob-
lems across all test feeders. The transformer loading drops be-
tween 0 % and 40 % PPV for all test feeders, as illustrated by
Fig. 4, row two. Within this interval, all solar generation is
consumed by demand. However, with greater PPV (more than
40 %), excess solar generation is exported to the grid, accumu-
lating at the feeder head and increasing the transformer loading
level. All test feeders follow these trends with the turning point
at roughly 40 %. Before this point, PV systems alone helps in
transformer loading reduction. Additionally, the loading levels
are higher for longer feeders (AUS 1), as well as the feeders
with lower transformer capacity (UK).
Batteries reduce the transformer loading levels by charging
with solar generation, and then discharge during peak periods.
They become more effective as both PV and battery capacities
increase after 40 % PPV. For example, in AUS 1 (Fig. 4, row
two), a 5 % reduction in thermal loading is achieved at 40 %
PPV, this proportion increases to 20 % at 100 % PPV. In con-
trast to the voltage problem reduction, HEM under ToU is more
effective on longer feeders (AUS 1) that have higher battery ca-
pacities for charging with excess PV generation. Compared to
the benchmark, the HEM under ToU is more effective in ther-
mal loading reduction, as seen in Fig. 7. This is because the
SCM forces the battery to charge to its full capacity before the
end of the PV generation period, as explained previously for
voltage problem reduction.
5.6. Phase Unbalance
This subsection presents the impacts on the voltage unbal-
ance factor, with the results shown in Fig. 4, row three. In-
creasing PPV can amplify phase unbalance. Using AUS 1 as
an example, when PPV on the feeder is low, typically between
0 % and 40 %, solar generation alone helps reduce the phase
unbalance. When PPV is greater than 40 %, unused solar gen-
eration is exported to the grid, and hence, increasing the phase
unbalance. In this case, the unbalance is improved by charging
the battery with excess solar generation. Specifically, the volt-
age unbalance factor for AUS 1 is reduced from 1.6% to 1.2%
at 100 % PPV. PV and battery systems are shown to mitigate
cases of high unbalance, as on AUS 1; while the impacts are
less pronounced for the other test feeders (AUS 2 and UK) as
they are rather balanced to begin with. Overall, the improve-
ment on phase unbalance for either the HEM under ToU or the
SCM is limited.
6. Conclusions
This paper proposed a novel methodology that can (i) ex-
plicitly incorporate battery scheduling in a MC analysis, and
(ii) synthesize statistically representative demand and PV pro-
files using (possibly limited) smart meter consumption data.
The framework first models a large pool of net load traces by
sampling from an appropriately-identified Markov process; this
overcomes the drawback of bottom-up demand modeling that
fails to properly capture the diversity of customer behavior.
Then, the corresponding battery schedules are computed from
a PFA, which was itself trained on solutions to the set of bat-
tery scheduling problems of the original customer data. One
hundred simulations were carried out per penetration level to
capture the uncertainties in the size and location of demand
and PV-battery systems. The results show that the PFA re-
duces the time needed to compute battery schedules by more
than 95 %, which makes it feasible to incorporate DER schedul-
ing in a MC framework. The results indicate that uncoor-
dinated PV-battery systems have limited beneficial impact on
LV networks, which goes against the conjecture that battery
scheduling will serendipitously mitigate the technical problems
induced by high PV penetration. Perhaps surprisingly, the in-
clusion of ToU tariffs in the HEM problem only marginally af-
fects the peak demand compared to SCM, which goes to show
that at very high penetration levels, DER scheduling needs to
be coordinated by a distribution system operator, using a distri-
bution power flow [34–36] or peer-to-peer trading with network
constraint envelopes [37].
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