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Abstract
Let (X1, X2, X3) be a 3-variate normal vector with zero means and a non-singular co-variance matrix ,
where for i = j , ij 0. It is shown here that it is then possible to determine the three variances and the
three correlations based only on the knowledge of the density of the minimum {X1, X2, X3}. Our method
consists of careful determination and analysis of the asymptotic orders of various bivariate tail probabilities.
© 2006 Elsevier Inc. All rights reserved.
AMS 2000 subject classiﬁcation: 60E05; 62E10
1. Background and motivation
In many statistical problems, the underlying distribution is often known, though not some of
the parameters deﬁning the distribution. In order to make any inferential conclusion based on
some prior information (for example, as in this paper, when we know the density of min {X1, X2,
. . . , Xn} at any point, where (X1, . . . , Xn) is an n-variate non-singular normal with unknown
parameters), it is necessary to know whether there is a unique distribution that can produce the
given information (that is, if there is a unique set of parameters for the unknown n-variate normal
that can result in the given density of the minimum).
Note that the density of the minimum {X1, X2, X3} does not always determine uniquely the
parameters of the distribution of {X1, X2, X3}. For example, if Xi has exponential density with
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parameter i (or i , respectively) for i = 1, 2, 3 and the Xi’s are assumed independent, then
P (min {X1, X2, X3} > t) = e−(1+2+3)t
(or e−(1+2+3)t , respectively); this means that as long as 1 + 2 + 3 = 1 + 2 + 3, the
density of the minimum remains the same (even when i may be different from i , for each i).
Let us take a look at another example. Let F be a cdf. Let Z1, Z2 be independent such that the
cdf of Z1 is F
1
3 and that of Z2 is F
2
3
. If Y1, Y2 are i.i.d. each with cdf F
1
2 , then the distribution
of min {−Y1,−Y2} is the same as that min {−Z1,−Z2} since
P (min {−Y1,−Y2}  − x) = F(x) = P (min {−Z1,−Z2}  − x) .
However, the functions F
1
3 and F
2
3 can both be very different from F 12 .
In this paper, we consider the old problem of identifying the parameters of a non-singular
n-variate normal vector (X1, X2, . . . , Xn) by knowing the density of the min {X1, X2, . . . , Xn}
at any point. In other words, the problem is this:
If {X1, X2, . . . , Xn} and {Y1, Y2, . . . , Yn} are two n-variate non-singular normal with zero
means such that min {X1, X2, . . . , Xn} and min {Y1, Y2, . . . , Yn} have the same density at any
point, then is it true that for some permutation {i1, i2, . . . , in} of {1, 2, . . . , n}, the covariance
matrices of (X1, X2, . . . , Xn) and
{
Yi1 , Yi2 , . . . , Yin
}
are identical?
This is the problem of identiﬁcation in the same sense as considered by many authors, including
[2]. In this paper, we consider n = 3 and the case when all the correlations are negative, and
solve the harder problem of identifying (determining) the unknown parameters of the density
of {X1, X2, . . . , Xn} uniquely from the density of the minimum using standard operations of
mathematical analysis including limiting operations.
This problem, though mathematical, is important in statistics, since estimation of the unknown
parameters knowing only the density of the minimum should be done only after resolution of the
above-mentionedmathematical problem. Indeed, while commenting on the problem of estimation
of the unknown parameters in the distribution of the bivariate {supply, demand} based on their
observed minima as considered by Hartley and Mallela [12], Gilliland and Hannan write on p. 651
(in [11]): “Though the identiﬁability question is simple in the singular case, . . . we have found it
quite non-trivial in the general full-rank case (even in the bivariate case). The results of this (our)
article establish the component identiﬁability implicitly assumed in [12].”
It is relevant to mention the (statistical) identiﬁcation of the parameters deﬁned in [7]. Let
f(x) be the value of the density of min {X1, X2, X3}, when the unknown tri-variate normal has
zero means and parameter vector  ≡ (21, 22, 23, 12, 13, 23). Then, according to Deﬁnition
2 in [7], the parameter vector  is locally identiﬁed if there is an open set N() containing  in
S ≡ (0,∞) × (0,∞) × (0,∞) × (−1, 1) × (−1, 1) × (−1, 1) such that the following holds:
′ ∈ N(), ′ =  ⇒ f = f′ .
If N() happens to be all of S, then  is called globally identiﬁed in [7]. Let us point out that when
 is identiﬁed in the sense of the present paper,  is globally (and therefore, locally) identiﬁed in
the sense of [7]. It may be noted that local identiﬁcation, as remarked in the middle of p. 147 in
[7], is difﬁcult to apply in practice and, as such, not very useful.
In this paper, we determine the unknown parameters
(
21, 
2
2, 
2
3, 12, 13, 23
)
of a tri-variate
normal (X1, X2, X3) with zero means, uniquely in terms of the density of the minimum
{X1, X2, X3}, under the assumption that 120, 230, 130. Previously, this problem was
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solved completely for the bi-variate case in [11,4], for the general n-variate case (with n3, but
with a common correlation) in [8].
Our method is based on computing and analyzing the orders of various tail probabilities oc-
curring in the expression for the density of the minimum. Our methods, as we will show in a
subsequent paper, can be extended to the general n-variate case and used to ﬁnd also the means
when they are unknown. We will use frequently the following deﬁnition:
Two real functions f and g are said to be of the same order as t → −∞ (respectively, as t → ∞)
when
lim
t→−∞
f (t)
g(t)
= 1
(
respectively, lim
t→∞
f (t)
g(t)
= 1
)
.
Sections 2–6 contain the proof of the main result.
2. The pdf of the minimum
Let (X1, X2, X3) be a tri-variate normal random vector with zero means and non-singular
covariance matrix
 =
⎛
⎜⎜⎝
21 1212 1313
1212 
2
2 2323
1313 2323 
2
3
⎞
⎟⎟⎠ .
Let Y = min {X1, X2, X3}, f be the pdf of Y and F be the cdf of Y.
It iswell-known thatf (x2, x3 | x1) is a bivariate normal densitywithmeans
(
12
(
2
1
)
x1, 13(
3
1
)
x1
)
, variances
(
22
(
1 − 212
)
, 23
(
1 − 213
))
, and correlation
23 − 1213√
1 − 212
√
1 − 213
.
The conditional densities f (x1, x3 | x2) and f (x1, x2 | x3) also have similar expressions. We
now have the following expression for F(t):
F(t)= P (Y  t)
= P (X1 t, X1X2, X1X3)
+P (X2 t, X2X1, X2X3)
+P (X3 t, X3X1, X3X2)
=
∫ t
−∞
∫ ∞
x1
∫ ∞
x1
f (x2, x3 | x1)1 (x1) dx2 dx3 dx1
+
∫ t
−∞
∫ ∞
x2
∫ ∞
x2
f (x1, x3 | x2)2 (x2) dx1 dx3 dx2
+
∫ t
−∞
∫ ∞
x3
∫ ∞
x3
f (x1, x2 | x3)3 (x3) dx1 dx2 dx3,
where i (x) is the normal density with mean 0 and standard deviation i .
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Thus, we have
f (t)= F ′(t)
=1(t)
∫ ∞
t
∫ ∞
t
f (x2, x3 | t) dx2 dx3
+2(t)
∫ ∞
t
∫ ∞
t
f (x1, x3 | t) dx1 dx3
+3(t)
∫ ∞
t
∫ ∞
t
f (x1, x2 | t) dx1 dx2
= 1
1

(
t
1
)
P
⎛
⎜⎝W21 1 − 21 21
2
√
1 − 221
t,W31
1 − 31 31
3
√
1 − 231
t
⎞
⎟⎠
+ 1
2

(
t
2
)
P
⎛
⎜⎝W12 1 − 12 12
1
√
1 − 212
t,W32
1 − 23 32
3
√
1 − 223
t
⎞
⎟⎠
+ 1
3

(
t
3
)
P
⎛
⎜⎝W13 1 − 13 13
1
√
1 − 213
t,W23
1 − 23 23
2
√
1 − 223
t
⎞
⎟⎠ ,
where (x) is the standard normal density, (W21,W31), (W12,W32), and (W13,W23) are bivariate
normal vectors, each with zero means, variances all 1, and with correlations
23 − 1312√
1 − 212
√
1 − 213
,
13 − 1223√
1 − 212
√
1 − 223
, and
12 − 1323√
1 − 213
√
1 − 223
,
respectively.
3. Useful lemmas
Lemma 3.1. Let (Y1, Y2) be a bivariate normal with zero means, variances all 1, and correlation
 such that −1 < 0. Let  > 0,  > 0. Then we have: As t → −∞,
1 − P (Y1t, Y2t)
∼ 1|ut | (ut) if  = ,
∼ 2|ut | (ut) if  = ,
where u = min{, }.
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Proof. Let M be the covariance matrix of
(
1

Y1,
1

Y2
)
. Then it can be veriﬁed that
(1, 1)M−1 =
(
(− )
1 − 2 ,
(− )
1 − 2
)
≡ (1, 2) say,
where each entry is positive (since 0). By Theorem 2.1 in [8], we have: as t → ∞,
P (Y1t, Y2t)
∼ 1
2	
√| detM| 12t2 exp
{
−1
2
t2
(
1′M−11
)}
= (constant) 1
t2
exp
{
−1
2
· t
2
1 − 2
(
2 − 2+ 2
)}
.
Now let t → −∞. Then,
1 − P (Y1t, Y2t)
= P (Y1t, Y2t)
+P (Y1t, Y2t)
+P (Y1t, Y2t) .
Let Ti be the ith term on the right (above). Since (−Y1,−Y2) ∼ N (0, 0; 1, 1; ) and −t → ∞
(as t → −∞), we have
(a) T1 ∼ (constant) 1
t2
exp
{
−1
2
t2
1 − 2
(
2 − 2+ 2
)}
= (constant) 1
t2
exp
{
−1
2
2t2
}
exp
⎧⎨
⎩−12 t2
(
− √
1 − 2
)2⎫⎬
⎭ ,
which is
o
(
1√
2	 |t | exp
{
−1
2
2t2
})
as well as
o
(
1√
2	 |t | exp
{
−1
2
2t2
})
.
(b) T2 = P (−Y2(−t)) − T1
∼ 1√
2	 |t | exp
{
−1
2
2t2
}
,
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and similarly,
T3 ∼ 1√
2	 |t | exp
{
−1
2
2t2
}
.
The proof of the lemma is now clear. 
Below, Z stands for the standard normal.
Lemma 3.2. Let 0 <  < . Then, as t → −∞,
1
1

(
t
1
) [
P (Zt) − P (W21t,W31t)
]
∼ 1
2	1|t | exp
{
−1
2
t2
(
1
21
+ 2
)}
.
Proof. First, notice that
P (Zt) − P (W21t,W31t)
= P (W21t) − P (W21t,W31t)
= P (W21t,W31t)
= P (W31t) − P (W21t,W31t)
= P (−W31(−t)) − P (−W21(−t),−W31(−t)) .
By Lemma 3.1, the second term above, as t → −∞, is
o
(
1√
2	 |t | exp
{
−1
2
2t2
})
.
Thus, the proof of this lemma is now clear. 
Let us remark that Lemma 3.2 holds for any bivariate normal (W1,W2) with zero means,
variances all 1, and negative correlation.
Lemma 3.3. Let  > 0. Then as t → −∞,
1
1

(
t
1
)
[P (Zt) − P (W21t,W31t)]
∼ 1
2	1|t | exp
{
−1
2
(
2 + 1
21
)
t2
}
.
Proof. The proof is similar to that of Lemma 3.2. 
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Lemma 3.4. Let 0 <  < . Then, as t → −∞,
1
1

(
t
1
) [
P (Zt) − P (W21t,W31t)
]
∼ 1
2	1|t | exp
{
−1
2
2t2
}
.
Proof. The proof is similar to that of Lemma 3.2. 
Lemma 3.5. Let 1, 2, . . . , n be all positive numbers, and (Y1, Y2, . . . , Yn) be a n-variate
normal with zero means, variances all 1, and correlations all negative. Then, if
a = min {1, 2, . . . , n}
and
k = card {i | i = a, 1 in} ,
1 − P (Y11t, Y22t, . . . , Ynnt) ,
as t → −∞, has order
k√
2	 a|t | exp
{
−1
2
a2t2
}
.
Proof. Let Ai = {Yii t}. Then
1 − P
(
n⋂
i=1
Ai
)
= P
(
n⋃
i=1
Aci
)
=
n∑
i=1
P
(
Aci
)− ∑
i1 =i2
P
(
Aci1 ∩ Aci2
)
+
∑
i1,i2,i3
all different
P
(
Aci1 ∩ Aci2 ∩ Aci3
)
− · · ·
+(−1)n−1P
(
n⋂
i=1
Aci
)
.
Notice that for i1 = i2, as t → −∞, −t → ∞, then
P
(
Aci1 ∩ Aci2
)
= P (Yi1 < i1 t, Yi2 < i2 t)
= P (−Yi1 > i1(−t),−Yi2 > i2(−t))
= o
(
1√
2	 a|t | exp
{
−1
2
a2t2
})
,
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by Lemma 3.1. This means that for 2mn,
P
(
Aci1 ∩ Aci2 ∩ · · · ∩ Acim
)
= o
(
1√
2	 a|t | exp
{
−1
2
a2t2
})
.
Since whenever i > a, as t → −∞,
P
(
Aci
)= P (Yi < i t)
= P (−Yi > i (−t))
∼ 1√
2	 i |t |
exp
{
−1
2
2i t
2
}
= o
(
1√
2	 a|t | exp
{
−1
2
a2i t
2
})
,
the lemma is now clear. 
Lemma 3.6. Let  be a n × n non-singular covariance matrix such that for all i = j , 1 in,
1jn, ij 0. Then, for all i, j , 1 in, 1jn,
(
−1
)
ij
0.
Proof. We use induction on n. The lemma is easily veriﬁed when n = 1 or n = 2. Let us assume
that the lemma is true for nk, where k2. We will now consider a (k+1)×(k+1) non-singular
covariance matrix  such that all its correlations are negative. Write this (k+ 1)× (k+ 1) matrix
 as
 =
(
11 12
21 22
)
,
where 11 is k × k, 12 is k × 1, 21 is 1 × k, and 22 = 2k+1 is 1 × 1. Writing
−1 =
(
A B
C D
)
where A is k × k and C is 1 × k
we have: since −1 = Ik+1,
11A + 12C = Ik, 21A + 2k+1C = 0,
11B + 12D = 0, 21B + 2k+1D = 1.
It follows that
A−1 = 11 − 1
2k+1
1221, C = − 1
2k+1
21A.
Notice that for i = j , 1 ik, 1jk,(
A−1
)
ij
= (11)ij − 1
2k+1
[
(12)i,k+1 (21)k+1,j
]
< 0.
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Thus, by induction hypothesis, since A−1 is also a k × k non-singular covariance matrix, for all
i, j , 1 ik, 1jk, Aij 0. Then, for 1jk,
Ck+1,j = − 1
2k+1
k∑
i=1
(21)k+1,i (A)ij 0.
Similarly, for 1 ik, since
(
−111
)
ij
0 for jk (by induction),
Bi,k+1 = −
(
−111 12D
)
i,k+1
= −Dk+1,k+1 ·
k∑
j=1
(
−111
)
ij
(12)j,k+1 0.
The proof is now complete. 
4. The case of a 3-variate normal with correlations all negative
Let (Y1, Y2, Y3) be normal with zero means, variances 21, 
2
2, 
2
3 (all positive), and correlations
12, 13, and 23, all negative.
Let f be the pdf of Y = min {Y1, Y2, Y3}. It is given that f is known, and we need to ﬁnd the
(unknown) parameters 21, 22, 23, 12, 13 and 23 based on the knowledge of f.
We assume, with no loss of generality, that
21 > 
2
2 > 
2
3. (4.1)
Note that then
1
21
= sup
{
m2 | lim
t→−∞
f (t)
(mt)
= 0
}
. (4.2)
Alternatively, we can also ﬁnd 1 by observing that
− 1
221
= lim
t→−∞ [ln f (t)] /t
2. (4.3)
Let us now write:
f (t) = g1(t) + g2(t) + g3(t), (4.4)
where
g1(t) = 1
1

(
t
1
)
P
⎛
⎜⎝W21 1 − 122
12
√
1 − 212
t,W31
1 − 133
13
√
1 − 213
t
⎞
⎟⎠ ,
g2(t) = 1
2

(
t
2
)
P
⎛
⎜⎝W12 2 − 121
12
√
1 − 212
t,W32
2 − 233
23
√
1 − 223
t
⎞
⎟⎠ ,
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and ﬁnally,
g3(t) = 1
3

(
t
3
)
P
⎛
⎜⎝W13 3 − 131
13
√
1 − 213
t,W23
3 − 232
23
√
1 − 223
t
⎞
⎟⎠ .
To ﬁnd 2, we consider
f (t) − 1
1

(
t
1
)
= g2(t) + g3(t) + T (1),
where
T (1) = 1
1

(
t
1
)⎡⎢⎣−1 + P
⎛
⎜⎝W21 1 − 122
12
√
1 − 212
t,W31
1 − 133
13
√
1 − 213
t
⎞
⎟⎠
⎤
⎥⎦
which has, as t → −∞, by Lemma 3.1, the same order as
− 1 or 2
2	1 |u1t | exp
{
−1
2
t2
(
1
21
+ u21
)}
,
where
u21 +
1
21
= min
{
1
21
+
(
1 − 122
)2
21
2
2
(
1 − 212
) , 1
21
+
(
1 − 133
)2
21
2
3
(
1 − 213
)
}
= min
{
21 + 22 − 21212
21
2
2
(
1 − 212
) , 21 + 23 − 21313
21
2
3
(
1 − 213
)
}
.
Let us call the ﬁrst quantity on the right A3 and the second quantity A2. Notice that
A3 >
1
22
and A2 >
1
23
>
1
22
.
Thus,
f (t) − 1
1

(
t
1
)
= 1√
2	 2
e
− 12 t
2
22
[
g2(t) + g3(t) + T (1)
2(t)
]
,
where
2(t) =
1√
2	 2
e
− 12 t
2
22 ,
and since
lim
t→−∞
g2(t)
2(t)
= 1, lim
t→−∞
g3(t) + T (1)
2(t)
= 0,
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it follows that
− 1
222
= lim
t→−∞
(
ln
[
f (t) − 1
1

(
t
1
)])/
t2. (4.5)
Since 1 and 2 are now known, we consider
f (t) − 1
1

(
t
1
)
− 1
2

(
t
2
)
= g3(t) + T (1) + T (2),
where T (1) is as before, and
T (2) = 1
2

(
t
2
)⎡⎢⎣P
⎛
⎜⎝W12 2 − 121
12
√
1 − 212
t,W32
2 − 233
23
√
1 − 223
t
⎞
⎟⎠− 1
⎤
⎥⎦
which has, as t → −∞, by Lemma 3.1, the same order as
− 1 or 2
2	2 |u2t | exp
{
−1
2
t2
(
1
22
+ u22
)}
,
where
1
22
+ u22 = min
{
21 + 22 − 21212
21
2
2
(
1 − 212
) , 22 + 23 − 22323
22
2
3
(
1 − 223
)
}
.
This means that, as t → −∞,
f (t) − 1
1

(
t
1
)
− 1
2

(
t
2
)
is either
∼ (constant) exp
{
−1
2
t2
23
}
,
or
∼
(
constant
|t |
)
· exp
{
−1
2
t2A3
}
,
accordingly as
1
23
A3 or
1
23
> A3.
Let
s = sup
{
v : lim
t→−∞ e
vt2
[
f (t) − 1
1

(
t
1
)
− 1
2

(
t
2
)]
= 0
}
.
Then, it is clear that s = 1
223
if
lim
t→−∞ e
st2
[
f (t) − 1
1

(
t
1
)
− 1
2

(
t
2
)]
= 0
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and
s = 1
2
A3
(
≡ 1
2
· 
2
1 + 22 − 21212
21
2
2
(
1 − 212
)
)
,
otherwise.
In Section 5 below, we consider the ﬁrst case when 1
23
A3, when we have already identiﬁed
21, 
2
2 and 
2
3, and we still need to identify the three (unknown) correlations. In Section 6, we
consider the other case when A3 < 123
, and we have identiﬁed 21, 
2
2, and A3 (in which case, 12
can be identiﬁed uniquely in terms of 1, 2, and A3, using the fact that A3 > 122
> 1
21
).
5. How to identify the correlations when the variances are already identiﬁed: the case
A3 123
With
A1 = 
2
2 + 23 − 22323
22
2
3
(
1 − 223
) , A2 = 21 + 23 − 21313
21
2
3
(
1 − 213
) ,
A3 = 
2
1 + 22 − 21212
21
2
2
(
1 − 212
) ,
note ﬁrst that min {A1, A2, A3}  1
23
in this case, since A1 >
1
23
, A2 >
1
23
.
Let us consider in this case the expression
h(t)≡ 1
1

(
t
1
)
+ 1
2

(
t
2
)
+ 1
3

(
t
3
)
− f (t)
= t1 + t2 + t3,
where
ti = −gi(t) + 1
i

(
t
i
)
, i = 1, 2, 3.
Then, using Lemma 3.1, we have, as t → −∞,
ti ∼ ci2	iui |t | e
− 12 t2
(
u2i + 12
i
)
, i = 1, 2, 3,
where ci is 1 or 2,
u21 +
1
21
= min {A2, A3} , u22 +
1
22
= min {A1, A3} ,
and
u23 +
1
23
= min {A1, A2} .
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Notice that
c1 = 2 when A2 = A3,
c2 = 2 when A1 = A3,
and
c3 = 2 when A1 = A2.
Let r = min {A1, A2, A3}. Then 1
23
r . Clearly,
t1 + t2 + t3 ∼ (constant) · 1|t | · e
− 12 rt2 .
In other words,
− 1
2
r = lim
t→−∞
ln (t1 + t2 + t3)
t2
, (5.1)
so that r is known.
If possible, we now deﬁne the non-positive (0) quantities r1, r2 and r3 as follows:
r1 = − 1
23
[√(
22 −
1
r
)(
23 −
1
r
)
− 1
r
]
, (5.2)
r2 = − 1
13
[√(
21 −
1
r
)(
23 −
1
r
)
− 1
r
]
, (5.3)
and
r3 = − 1
12
[√(
21 −
1
r
)(
22 −
1
r
)
− 1
r
]
. (5.4)
Note that r1, r2 and r3 are unique non-positive solutions of the equations
22 + 23 − 223r1
22
2
3
(
1 − r21
) = r when r 1
22
+ 1
23
,
21 + 23 − 213r2
21
2
3
(
1 − r22
) = r when r 1
21
+ 1
23
,
and
21 + 22 − 212r3
21
2
2
(
1 − r23
) = r when r 1
21
+ 1
22
.
Let us also observe that when such r1, r2 and r3 exist, then
1 − r32
12
√
1 − r23
= 1 − r23
13
√
1 − r22
(≡ b1, say) (5.5)
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(the reason for the equality being that the square of either side is then r − 1
21
), and similarly,
2 − r31
12
√
1 − r23
= 2 − r13
23
√
1 − r21
(≡ b2, say), (5.6)
3 − r21
13
√
1 − r22
= 3 − r12
23
√
1 − r21
(≡ b3, say). (5.7)
If only r3 exists, then b1 and b2 are deﬁned by the left sides in (5.5) and (5.6). If only r2 and r3
exist, then, of course, b1, b2, and b3 are all properly deﬁned by the left sides of (5.5), (5.6), and
(5.7). Moreover,
1 + 21b21 = 21
(
1
21
+ b21
)
= 21r
= 21
(
1
22
+ b22
)
> 22
(
1
22
+ b22
)
= 1 + 22b22.
Thus, we have:
1b1 > 2b2 (> 3b3, similarly). (5.8)
Let us ﬁrst consider the case:
r = 1
23
. (5.9)
Since A1 >
1
23
, A2 >
1
23
, it follows that
A3 = r = 
2
1 + 22 − 21212
21
2
2
(
1 − 212
) ,
and this means that
12 = r3, (5.10)
by the deﬁnition of r3 in (5.4). Thus, since 120, r3 must be non-positive and, therefore, from
(5.4) we have(
21 −
1
r
)(
22 −
1
r
)
 1
r2
or
r 1
21
+ 1
22
. (5.11)
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Note that (5.11) holds whenever r = A3. Since r = min {A1, A2, A3}, r must be either A1 or A2
or A3. Thus, since when r = A2, we must have
r 1
21
+ 1
23
, (5.12)
and when r = A1, we must have
r 1
22
+ 1
23
, (5.13)
it follows that at least one of the inequalities (5.11), (5.12), and (5.13) must hold.
Let us now consider the case
r >
1
23
. (5.14)
Since one or more of (5.11), (5.12) and (5.13) must hold, we consider the (mutually exclusive)
possibilities:
1
21
+ 1
22
r < 1
21
+ 1
23
, (5.15)
1
21
+ 1
23
r < 1
22
+ 1
23
, (5.16)
r 1
22
+ 1
23
. (5.17)
If (5.15) occurs, then
12 = r3. (5.18)
If (5.16) occurs, then r = min {A2, A3} < A1. Write
L = lim
t→−∞
√
2	 |t |h(t)

(√
r t
) ,
where h(t) = t1 + t2 + t3 (known). Notice that in this case, r = A3 = A2 (when u1 = b1, u2 = b2
and u3 = b3) implies that
L = 2
1b1
+ 1
2b2
+ 1
3b3
. (5.19)
Similarly, r = A3 < min {A1, A2} implies that
L = 1
1b1
+ 1
2b2
, (5.20)
and r = A2 < min {A1, A3} implies that
L = 1
1b1
+ 1
3b3
. (5.21)
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Since 1b1 > 2b2 > 3b3, (5.19), (5.20) and (5.21) are mutually exclusive. Since b1, b2 and b3
are known quantities, in case of (5.16) and (5.19), we have
12 = r3, 13 = r2, (5.22)
in case of (5.16) and (5.20), we have
13 = r2, (5.23)
and in case of (5.16) and (5.21), we have
12 = r3. (5.24)
Now consider the ﬁnal possibility (5.17), when
r = min {A1, A2, A3} ,
whence for each of the following cases:
r = A1 = A2 = A3, (5.25)
r = A1 = A2 < A3, (5.26)
r = A1 = A3 < A2, (5.27)
r = A2 = A3 < A1, (5.28)
we observe that the values of L are, respectively, given by
L = 2
1b1
+ 2
2b2
+ 2
3b3
, (5.29)
L = 1
1b1
+ 1
2b2
+ 2
3b3
, (5.30)
L = 1
1b1
+ 2
2b2
+ 1
3b3
, (5.31)
L = 2
1b1
+ 1
2b2
+ 1
3b3
. (5.32)
However,
L = 1
1b1
+ 1
3b3
when r = A2 < min {A1, A3} , (5.33)
L = 1
1b1
+ 1
2b2
when r = A3 < min {A1, A2} , (5.34)
L = 1
2b2
+ 1
3b3
when r = A1 < min {A2, A3} . (5.35)
Thus, looking at the values of L given in (5.29)–(5.35) which are all different, it is clear that
we can identify exactly which case occurs. Since r = A2 iff 13 = r2, r = A3 iff 12 = r3, and
r = A1 iff 23 = r1, in the case when we have ﬁrst determined 1, 2, 3, we know how to ﬁnd
at least one of the correlations.
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The rest of the procedure in this case is simple. Suppose we have determined 1, 2, 3 and
one of the correlations, say, 12. Note that in this case, r 123
, and from the preceding discussion,
it is clear that 12 is determined after identifying A3 = r . In other words, 12 = r3. Next, we
consider the function p(t) deﬁned by
p(t)= f (t) − 1
1


(
t
1
)
P
⎛
⎜⎝Z 1 − r32
12
√
1 − r23
t
⎞
⎟⎠
− 1
2


(
t
2
)
P
⎛
⎜⎝Z 2 − r31
12
√
1 − r23
t
⎞
⎟⎠− 1
3


(
t
3
)
.
Then using Lemmas 3.1 and 3.2 and the fact that r min {A1, A2}, it is easy to verify that
−p(t) = s1(t) + s2(t) + s3(t),
where, as t → −∞, s1(t) is of the same order as
1
2	1b|t | exp
{
−1
2
A2t
2
}
,
1
21
+ b2 = A2;
the term s2(t) has the same order as
1
2	2c|t | exp
{
−1
2
A1t
2
}
,
1
22
+ c2 = A1;
and ﬁnally, the term s3(t) has the same order as
1 or 2
2	3u3|t | exp
[
−1
2
t2 min{A1, A2}
]
,
where
1
23
+ u32 = min{A1, A2}.
Thus, we can ﬁnd
min {A1, A2} = lim
t→−∞ −
2
t2
ln[−p(t)] ≡ v, say.
We also have
lim
t→−∞ −2	|t |p(t)e
1
2 vt
2
= 1
1b
+ 1
2c
+ 2
3u3
, when A1 = A2;
= 1
2c
+ 1
3u3
, when A1 < A2, and in this case, 22c
2 = 22v − 1;
= 1
1b
+ 1
3u3
, when A2 < a1, and in this case, 21b
2 = 21v − 1.
Thus, we can easily identify at least one ofA1 andA2, and therefore, at least one of the correlations
23 and 13. Once one of these is known, the other one can also be identiﬁed similarly.
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6. How to identify 3, 13, and 23 when 1, 2, and 12 are known: the case A3 < 123
This case is very simple. In this case, since we know 1, 2, and 12, we consider the function
s(t) given by
s(t)= f (t) − 1
2

(
t
2
)
P
⎛
⎜⎝Z 2 − 121
12
√
1 − 212
t
⎞
⎟⎠
− 1
1

(
t
1
)
P
⎛
⎜⎝Z 1 − 122
12
√
1 − 212
t
⎞
⎟⎠ .
Notice that by Lemma 3.2,
1
1

(
t
1
)⎡⎢⎣P
⎛
⎜⎝W21 1 − 122
12
√
1 − 212
t,W31
1 − 133
13
√
1 − 213
t
⎞
⎟⎠
−P
⎛
⎜⎝Z 1 − 122
12
√
1 − 212
t
⎞
⎟⎠
⎤
⎥⎦
∼ − 1
2	1 |t | e
− 12 t2
(
1
21
+2
)
,
where
1
21
+ 2 = 1
21
+
⎛
⎜⎝ 1 − 133
13
√
1 − 213
⎞
⎟⎠
2
= 
2
1 + 23 − 21313
21
2
3
(
1 − 213
)
(≡ A2) > 1
23
.
Also, by Lemma 3.2,
1
2

(
t
2
)⎡⎢⎣P
⎛
⎜⎝W12 2 − 121
12
√
1 − 212
t,W32
2 − 233
23
√
1 − 223
t
⎞
⎟⎠
−P
⎛
⎜⎝Z 2 − 121
12
√
1 − 212
t
⎞
⎟⎠
⎤
⎥⎦
∼ − 1
2	2 |t | e
− 12 t2
(
1
22
+2
)
,
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where
1
22
+ 22 =
1
22
+
⎛
⎜⎝ 2 − 233
23
√
1 − 223
⎞
⎟⎠
2
= 
2
2 + 23 − 22323
22
2
3
(
1 − 223
) (≡ A1) > 1
23
.
As a result, the function s(t) deﬁned above has the same order as that of the term
1
3

(
t
3
)
,
and this means that
1
23
= sup
{
u > 0 : lim
t→−∞ e
1
2ut
2
s(t) = 0
}
.
This means we can now assume that 1, 2, 3, and 12 are known. Thus, the remaining two
correlations can be found using the same method discussed at the end of Section 5. Note that
since A3 < 123
, A2 >
1
23
and A1 > 123
in this case, A3 = r and consequently, 12 = r3.
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