A dominating set of a graph is a set of vertices such that every vertex not in the set is adjacent to a vertex in the set, while a paired-dominating set of a graph is a dominating set such that the subgraph induced by the dominating set contains a perfect matching. In this paper, we show that no minimum degree is sufficient to guarantee the existence of a disjoint dominating set and a paired-dominating set. However, we prove that the vertex set of every cubic graph can be partitioned into a dominating set and a paired-dominating set.
Introduction
Domination in graphs is now well studied in graph theory and the literature on this subject has been surveyed and detailed in the two books by Haynes, Hedetniemi, and Slater [7, 8] . Let G = (V E) be a simple undirected graph. A set D ⊆ V is a dominating set if every vertex not in D is adjacent to a vertex in D, while a set T ⊆ V is a total dominating set if every vertex is adjacent to some vertex of T . A set P ⊆ V is a paired-dominating set if P is a total dominating set, with the added requirement that the subgraph induced by P contains a perfect matching.
A simple yet fundamental observation in domination theory made by Ore [20] is that every graph of minimum degree at least one contains two disjoint dominating sets. Thus, the vertex set of every graph without isolated vertices can be partitioned into two dominating sets. In contrast to that, Zelinka [22, 23] showed that no minimum degree is sufficient to guarantee the existence of three disjoint dominating sets or of two disjoint total dominating sets. Since every paireddominating set is a total dominating set, Zelinka's result is true for paired-dominating sets. In [17] , the authors give an exchange argument for the following result which is somehow located between Ore's positive and Zelinka's negative observations. By a C 5 -component of a graph we mean a component that is a chordless 5-cycle.
Theorem 1.1.

If G is a graph of minimum degree at least 2 with no C 5 -component, then V (G) can be partitioned into a dominating set D and a total dominating set T .
A characterization of graphs whose vertex set can be partitioned into a dominating set and a total dominating set is given in [18] . The context of this research motivates the question of which graphs have disjoint dominating and paireddominating sets. Unlike the result of Theorem 1.1, where the vertex set of all connected graphs with minimum degree at least 2, except for one graph (namely, the 5-cycle), can be partitioned into a dominating set and a total dominating set, the situation now becomes much more complex. Our aim in this paper is twofold: first to show that no minimum degree is sufficient to guarantee the existence of a partition of the vertex set into a dominating set and a paired-dominating set; secondly, to prove that every cubic graph has a disjoint dominating set and paired-dominating set.
Notation
For notation and graph theory terminology we in general follow [7] . Specifically, let G = (V E) be a graph with vertex set V of order = |V | and edge set E of size = |E|. For a set S ⊆ V , the subgraph induced by S is denoted by G [S] . The minimum degree among the vertices of G is denoted by δ(G). A graph is -regular if every vertex in the graph has degree . 
A recent survey of total domination in graphs can be found in [14] . A matching in a graph G is a set of independent edges in G. If M is a matching in G, an M-matched vertex is a vertex incident with an edge in M while an M-unmatched vertex is a vertex not incident with an edge in M. An M-alternating path of G is a path whose edges are alternately in M and not in M. A perfect matching M in G is a matching in G such that every vertex of G is incident to an edge of M. For a set P ⊆ V , if P totally dominates V and G[P] contains a perfect matching M (not necessarily induced), then P is called a paired-dominating set of G, abbreviated PDS. Two vertices joined by an edge of M are said to be paired and are also called partners in P. Every graph without isolated vertices has a PDS since the end-vertices of any maximal matching form such a set. Paired-domination was introduced by Haynes and Slater [10, 11] as a model for assigning backups to guards for security purposes and is studied in [1-6, 9-13, 15, 16, 19, 21] inter alia.
Disjoint dominating and paired-dominating sets
In [17] , a graph whose vertex set can be partitioned into a DS and a TDS is called a DTDP-graph (standing for "dominating, total dominating, partitionable graph"). Hence Theorem 1.1 can be restated as follows.
Theorem 1.1.
Every connected graph with minimum degree at least 2 that is different from a 5-cycle is a DTDP-graph.
Following the notation of [17] , we call a graph whose vertex set can be partitioned into a DS and a PDS a DPDP-graph (standing for "dominating, paired-dominating, partitionable graph"). A TD-pair of a graph G is a pair (T D) of disjoint sets of vertices of G such that T is a TDS and D is a DS of G, while a PD-pair is a pair (P D) of disjoint sets such that P is a PDS and D is a DS of G. Every PD-pair in a graph is also a TD-pair in the graph, and so every DPDP-graph is a DTDP-graph. The converse, however, is not true in general. The simplest such counterexample is obtained from a star K 1 by subdividing at least two of the edges.
Main results
As remarked earlier, unlike the result of Theorem 1.1, where all connected graphs with minimum degree at least 2, except for one graph (namely, the 5-cycle), are DTDP-graphs, the situation becomes much more complex for DPDP-graphs. We shall prove the following two results, proofs of which can be found in Section 3.
Theorem 2.1.
No minimum degree is sufficient to guarantee the existence of a disjoint dominating set and paired-dominating set.
Theorem 2.2.
There exist infinite families of connected graphs with minimum degree two and maximum degree three that are not DPDP-graphs.
Although for every positive integer δ ≥ 1 there are infinite families of graphs with minimum degree δ whose vertex set cannot be partitioned into a DS and a PDS, our main result shows that the vertex set of every cubic graph can be partitioned into a DS and PDS. We shall prove the following result, a proof of which can be found in Section 3.
Theorem 2.3.
Every cubic graph is a DPDP-graph.
Proofs of Theorem 2.1 and Theorem 2.2
Recall the statement of Theorem 2.1.
Theorem 2.1.
No minimum degree is sufficient to guarantee the existence of a disjoint dominating set and paired-dominating set.
Proof of Theorem 2.1. Let ≥ 2 be an arbitrary fixed integer. We shall show that there exists a graph G with minimum degree that is not a DPDP-graph. Let G be the graph on ( + − 1)( + 1) vertices constructed as follows. Let F be the graph of ( − 1) disjoint copies of K 1 , and so
We construct the index set I = {( 1 2 −1 ) : 1 ≤ 1 2 −1 ≤ } and, for each ξ ∈ I, we let F ξ be the graph comprising disjoint copies of K 1 , and so F ξ = K 1 . Let X ξ be the set of vertices in F ξ with degree . Now we let G be the graph obtained from the disjoint union ( ξ∈I F ξ ) ∪ F as follows: For every ξ = ( 1 2 −1 ) ∈ I and for every = 1 2 − 1, join to each vertex with degree 1 in F ξ . Note that δ(G) = . When = 3, the graph G is sketched in Figure 1 . For the sake of contradiction suppose that G is a DPDP-graph. Let (P D) be a PD-pair in G. Thus, (P D) is a pair of disjoint sets such that P is a PDS and D is a DS of G. Since the set P totally dominates { 1 2 −1 }, we may assume, reassigning indices if necessary, that { }. Since P totally dominates X , for each ∈ {1 2 } there is a vertex ∈ N( ) that belongs Figure 1 . A sketch of G 3 .
to the set P. By construction, we note that for each such
is paired with 1 for some ∈ {1 2 − 1}. But then by the Pigeonhole Principle, there is an ∈ {1 2 − 1} such that 1 is paired with two or more vertices from the set { 1 2 }, a contradiction. Hence, G is not a DPDP-graph. The and labels are included in Figure 1 for the case when = 3. Vertices in P and D are represented by shaded circles and hollow squares, respectively.
Recall the statement of Theorem 2.2.
Theorem 2.2.
There exist infinite families of connected graphs with minimum degree two and maximum degree three that are not DPDP-graphs.
Proof of Theorem 2.2. For ≥ 1 an integer, let G be the graph obtained from a path P on 2 + 1 vertices as follows: For each vertex of the path P, add a 5-cycle and join to one vertex of this cycle. The graph G 2 is illustrated in Figure 2 . We note that if is a 5-cycle in G such that ( ) = ( ) = ( ) = ( ) = 2 and ( ) = 3 with N( ) = { }, then for any TD-pair (T D) in G where T is a TDS and D is a DS of G , we have either:
holds for some such 5-cycle in G , then the subgraph of G induced by the TDS T contains the path as a component and hence has no perfect matching. In this case, the (T D)-pair would not be a (P D)-pair. We may therefore assume that for every such 5-cycle in G , (ii) holds and so V (P) ⊂ T . In order to totally dominate the set V (P), the set of 2 + 1 degree-3 vertices in G not on the path P all belong to D. In the graph G 2 , illustrated in Figure 2 , this partition is represented with the vertices in T depicted by shaded circles and the vertices in D by hollow circles. However since P is a path on an odd number of vertices, we note that the subgraph of G induced by the TDS T has no perfect matching. 
Hence the (T D)-pair is not a (P D)-pair. Since every (P D)-pair is a (T D)-pair, the graph G is not a DPDP-graph.
Proof of Theorem 2.3
Before proceeding to the proof of Theorem 2.3, we introduce the following additional notation and definitions. Throughout this section, we restrict our attention to cubic graphs unless otherwise stated. By Theorem 1.1, every cubic graph has a TD-pair. For a given TD-pair = (T D) in a (cubic) graph G, we let ( ) be the number of M-unmatched vertices in a maximum matching M of the subgraph G[T ] induced by T . We note that is a PD-pair if and only if ( ) = 0. Furthermore, we let ξ( ) be the number of edges in G [T ] . We say that the TD-pair = (T D) is an optimal TD-pair in G if among all TD-pairs in G the following two conditions hold:
(1) ( ) is minimized.
be an optimal TD-pair in G, and let M be an arbitrary maximum matching in
and the component of G[T ] containing is an Malternating -path (possibly, of length 1) that starts and ends with edges of M and every vertex in this component has a T -epn in G.
A graphical sketch of a M -desirable vertex is given in Figure 3 . Vertices in T and D are represented by shaded and hollow circles, respectively. We proceed further by proving the following two lemmas. 
Let
= (T D) be an optimal TD-pair in a cubic graph G and let M be a maximum matching in G[T ]. If is an M-unmatched vertex in T , then the component of G[T ] containing is an odd cycle and every vertex in this component has a T -epn in G.
Proof. Let G, and M be defined as in the statement of the lemma and suppose is an M-unmatched vertex in T .
Let U be the set of all M-unmatched vertices in T and let S = T \ U. We note that U is an independent set and that M is a perfect matching in G [S] . Since T is a TDS in G, the vertex has a neighbor in T . Since U is an independent set, such a neighbor of belongs to S. Let P : 0 1 1 be a longest M-alternating path in G[T ] that starts at = 0 . We note that ∈ M for = 1 2 . Further, by the maximality of M, we note that . We note, therefore, that since G is a cubic graph, each internal vertex on the path P has degree 2 in G[T ] and is adjacent in G[T ] only to the vertices immediately preceding it and succeeding it on P.
is a TD-pair with ( ) < ( ), contradicting our choice of . Hence, ∈ T . As observed earlier, ∈ S ∪ { 0 }. If ∈ S, then ∈ M for some ∈ V (P). But then
is an M-alternating path in G[T ] that starts at 0 and has length exceeding that of P, contradicting our choice of P. Hence, = 0 and the desired result follows.
Lemma 3.2.
If = (T D) is an optimal TD-pair in a cubic graph G and M is a maximum matching in G[ 
Proof. Let G, and M be defined as in the statement of the lemma. Let U be the set of all M-unmatched vertices in T and let S = T \ U. We note that U is an independent set and that M is a perfect matching in G [S] . By Lemma 3.1, every vertex in U has two neighbors in S and one neighbor in D. Hence we have the following claim.
Claim 3.1.
Let 0 ∈ U. We show that 0 is a M -desirable vertex. By Lemma 3.1, the component of G[T ] containing is an odd cycle and every vertex in this component has a T -epn in G.
is a TD-pair in G with ( ) < ( ), contradicting our choice of . Hence, ∈ S and we may assume that 1 ∈ M. We show next that ∈ T .
Claim 3.2.
∈ T .
Proof. For the sake of contradiction suppose that ∈ D.
is a TD-pair in G with ( ) = ( ) but ξ( ) < ξ( ), contradicting our choice of . Hence, 2 ∈ T . By Claim 3.1,
is a TD-pair in G with ( ) = ( ) but with ξ( ) < ξ( ), contradicting our choice of . Hence,
is a TD-pair in G with ( ) < ( ), contradicting our choice of . We conclude that ∈ T . By Claim 3.2, ∈ T . Let N( ) = { 1 2 }. Since T totally dominates , we may assume 1 ∈ T . If ∈ U, then by Lemma 3.1, { 1 2 } ⊂ T and ∈ epn( T ), a contradiction since is also adjacent to the vertex ∈ T . Hence, ∈ S and we may assume that 1 ∈ M. We note that possibly = 1 . Claim 3.3.
Proof. For the sake of contradiction, suppose that 2 ∈ T and 2 ∈ T . By Claim 3.1, 2 ∈ ipn( T ) and
is a TD-pair in G with ( ) < ( ), contradicting our choice of . Hence, Proof. By Claim 3.3, 2 ∈ D or 2 ∈ D. Renaming vertices if necessary, we may assume that 2 ∈ D. For the sake of contradiction, suppose that 2 ∈ T . By Claim 3.1, 2 ∈ ipn( T ) and thus
is a TD-pair in G with ( ) < ( ), contradicting our choice of . Hence, 2 ∈ D, as desired.
Claim 3.5.
The component of G[T ] containing is an M-alternating -path that starts and ends with edges of M. Furthermore, every vertex in this component has a T -epn in G.
Proof. Let We are now in a position to present a proof of our main result. Recall the statement of Theorem 2.3.
Theorem 2.3.
Every cubic graph is a DPDP-graph. is an M-alternating -path that starts and ends with edges of M and every vertex in this component has a T -epn in G. This, however, contradicts our choice of . We deduce, therefore that the graph G is a DPDP-graph.
