In this paper, we propose a converting technique based method to solve nonlinear multi-commodity network flow (NMNF) problems with a large number of capacity constraints and discuss the associated implementation. We have combined this method with a successive quadratic programming (SQP) method and a parallel dual-type (PDt) method possessing decomposition effects. We have tested our method in solving a kind of lattice-type network system examples of NMNF problems. The simulation results show that the proposed algorithm is efficient for solving NMNF problems and successfully handles a large number of coupling capacity constraints. Furthermore, the computational efficiency of the proposed algorithm is more significant while the numbers of capacity constraints are increased. key words: NMNF problems, capacity constraints, SQP method, PDt method, decomposition effects
Introduction
Most of the network systems are formed by a number of nodes interconnected with each other through the network lines. The nonlinear multi-commodity network flow (NMNF) problems are a type of nonlinearly programming problems and have been a typical research subject in network system history; the NMNF problems are computationally difficult because of their large dimension and nonlinearity; the NMNF problems have important applications to traffic assignment [1] - [5] , wireless network systems [6] - [12] , circuit switch network systems [13] , [14] , and power systems [15] - [17] . The NMNF problems belong to a type of nonlinearly constrained optimization problems and there are numerous techniques listed in [18] , [19] ; and the NMNF problems are typical convex programming problems and the solution techniques mostly instigate from nonlinear programming algorithms that are especially to exploit the linear constraint structure with various approaches [20] - [33] . In our current research, the parallel dual-type (PDt) method was developed in [34] , [35] , the PDt method takes advantage of the special structure of inequality constraints and network sparsity. The method is numerically stable and copes with the difficulties induced by the inequality constraints; most of its computations lie in two stages; the first one is solving a set of linear equations to obtain an ascent direction of the dual function, and the other one is solving a largedimension projection problem so as to compute the gradient of the dual function required in setting the above mentioned linear equations [34] , [35] . The PDt method is computationally efficient if the object system possesses the following two properties: 1) sparsity structure so that the algorithm can use a sparse-matrix technique to solve the set of linear equations and 2) decoupling inequality constraints so that the algorithm can decompose the large-dimension projection problem into some independent branch wise or node wise projection sub-problems. We used the proposed PDt method to solve quite a few examples of quadratic programming problems in power system and obtained some successful results. The NMNF problems with flow balance constraints and simple nonnegative constraints own the above two properties. However, if the large dimension of capacity constraints in NMNF problems are considered. Property 2) may no longer be suitable since these complicated large capacity constraints are coupled when these directed branches formed a connecting diagram. To handle this intractable problem encountered with a large coupling inequality constraints in NMNF problems. In this paper, we use the framework of the PDt method, combining with the successive quadratic programming (SQP) method and use the converting technique to transpose the coupling capacity constraints into the equality constraint and branch wise inequality constraints; therefore, we can enable the proposed PDt method to solve NMNF problems with a large number of capacity constraints. Furthermore, we will demonstrate the computational efficiency through the simulation results. The paper is organized in the following manner. Section 2 states the formulation of NMNF problems with a large number of capacity constraints. In Sect. 3, we present the combinations of the SQP method and use the converting technique associated with the PDt method to solve NMNF problems. The simulation results those are used to demonstrate the computational efficiency are given in Sect. 4. Finally, Sect. 5 gives a brief conclusion. 
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The NMNF problems with a large number of capacity constraints can be stated as follows:
subject to
The object of NMNF problems with a large number of capacity constraints is to find an optimal flow solution that satisfies the flow balance constraints (1b), the nonnegative inequality constraints (1c), and a large number of capacity constraints (1d) while minimizing the objective function (1a).
Solution Methodology
The large number of capacity constraints in (1d) can be rewritten as
The Converting Technique
Let c denotes the vector of slack variables used to convert the capacity constraints h( f ) ≤ 0 into equality constraints h( f ) − c = 0 and the branch wise inequality constraints c ≤ 0. Furthermore, we define g be the vector of equality constraints of the all g k i on the left hand side of (1b). Therefore,
T . After these conversion arrangement, the NMNF problems (1a)-(1d) becomes
The Successive Quadratic Programming (SQP) Method
The SQP method uses the following iterations to solve the NMNF problems with a large number of capacity constraints given in (3a)-(3e),
where α(t) > 0 is a step-size determined by the centralized Amijo rule [36] , and (∆ f, ∆c) is the solution of the following QP sub-problems:
where the diagonal matrix D i j is defined by
and
2 δI corresponding to commodity k and the diagonal entry is 
The PDt method [34] , [35] differs from the traditional Lagrange method [18] , [19] by treating the inequality constraints as the domain of primal variables in the dual function and uses the projection theory [37] to handle the inequality constraints. From the problem formulations (7c), (7d), the large number of capacity constraints is converted into equality constraints and branch wise inequality constraints. With this arrangement, we can use the PDt method to solve the NMNF problems with a large number of capacity constraints. Let Γ denotes the set of (∆ f, ∆c) satisfying the inequality constraints of flows. Hence, we can rewrite (7a)-(7e) as
where
The dual problem of the QP sub-problems (8a)-(8c) is
where the dual function,
is a function of (λ
T . PDt method uses the following iteration to solve (10):
where β(w) > 0 is a step-size determined by the centralized Armijo's rule [36] ; the vector ∆λ(w) is of the following form: ∆λ(w)
T , ∆λ h (w) T ] and can be obtained by solving the following linear equations:
in which the column vector ∇ λ φ(λ(w)) is the gradient of φ(λ) with respect to λ at λ(w), and the matrix ∇ 2 φ u (λ(w)) denotes the Hessian of the unconstrained dual function φ(λ).
The φ u (λ(w)) is defined as
From the Duality Theorem [36] , the ∇ 2 φ u (λ(w)) can be computed by
The gradient of φ(λ(w)) is
and can be computed by
The (∆f , ∆ĉ) in (16) and (17) can be obtained by solving the following projection problem:
where (∆f , ∆c) computed by
is the solution of the φ u (λ(w)) shown in (13) . Furthermore, Γ can be expressed as
Since Γ c and Γ f are two disjoint subsets, the projection problem (18) can be decomposed into the following two independent projection sub-problems:
where the vectors ∆c = (∆c 1 , . . . , ∆c |M| ) T and ∆f (19) and (20), respectively.
The projection sub-problem in (22) can be solved by the following analytical formulae:
in which ∀m ∈ M. Due to the node wise and branch wise decomposition effect, the projection problem in (23) can be solved by the following analytical formulae:
Advantage of the proposed method
Since the large number of capacity constraints is converted into the equality constraints and the branch wise inequality constraints; and the constraints set Γ can be decomposed into two disjoint subsets Γ c and Γ f . Hence, the large projection problem (18) can be decomposed two independent sets of small projection sub-problems (22) and (23) . Furthermore, the projection sub-problems in (22) and (23) are branch wise and/or node wise and can be easily solved by the analytical formulae (24) and (25), respectively. And the formulae (24) are nothing but a set of comparison checks of these |M| inequalities in (24) . Furthermore, the formulae (25) are also a set of comparison checks of some branch wise and node wise ∀(i, j) ∈ B, k ∈ K inequalities in (25).
The Converting Technique Based PDt Algorithm for NMNF Problems with a Large Number of Capacity Constraints
The proposed Converting technique based PDt algorithm for NMNF problems is using the converting technique to transpose the problems formulation of NMNF (1a)-(1d) into (3a)-(3e) and using the SQP method (4) to solve (3a)-(3e) where (∆ f, ∆c) is the solution of the QP sub-problems (5a)-(5e). The proposed method uses (11) to solve (9) which is the dual problem of QP sub-problems (8a)-(8c). The ∆λ(w) in (11) is obtained by solving (12) using the linear programming technique. (∆f , ∆ĉ) is needed to set up the ∇φ λ g , ∇φ λ h and can be computed by using the analytical formulae (24) and (25) .
The Converting technique based PDt algorithm
Step 0: Set the initial step-sizes α, β, the initial values f (0), λ(0), parameters ε 1 , ε 2 , δ, η, and set w = 0, t = 0.
Step 1: Using the converting technique to transpose the NMNF problems (1a)-(1d) to (3a)-(3e) and go to Step 4.
Step 2: If ∆f , ∆ĉ ∞ ≤ ε 2 , stop and f (t) is the solution; otherwise go to Step 3.
Step 3: Update f (t + 1) = f (t) + α(t)∆f , and c(t + 1) = c(t) + α(t)∆ĉ, set t = t + 1.
Step 4: Using the analytical formulae (24) to solve (22) for ∆ĉ and using the analytical formulae (25) to solve (23) for ∆f .
Step 5: Compute ∇ 2 φ u (λ(w)) by (14) .
Step 6: Compute ∇φ λ g (λ(w)) and ∇φ λ h (λ(w)) by (16) and (17); and form ∇ λ φ(λ(w)) by (15).
Step 7: Solve (12) to obtain ∆λ(w).
Step 8: If β(w)∆λ(w) ∞ ≤ ε 1 , go to Step 2; otherwise, update λ(w + 1) by (11) and return to Step 4.
Simulation Results
We have tested our method in solving a kind of latticetype network system examples of NMNF problems with a large number of capacity constraints. In the experiment, we set the network size and varied the different numbers of capacity constraints and the different numbers of commodities. The test system shown in Fig. 1 is a 36-node, 120-branch lattice-type network system. The capacity values C i j are set to be 20 in some specified branches (i, j), ∀(i, j) ∈ B in the following test examples. In each case, we assumed the flow value sent from the source node to the destination nodes for each commodity is 30. We set the following parameters: ε 1 = ε 2 = 0.0001, δ = 0.01, η = 0.01 in the proposed algorithm, and initial zero flow are set to solve the entire tests NMNF problems. The objective functions for all the tested NMNF problems are of the form:
We considered four different numbers of capacity constraints cases in NMNF problems; Case (a): 10 branches capacity constraints, Case (b): 20 branches capacity constraints, Case (c): 30 branches capacity constraints, and Case (d): 40 branches capacity constraints. Fig. 1 36-node, 120 -branch lattice-type network system for NMNF problems.
We also considered four different numbers of commodities ranging from a Two-commodity case to a Five-commodity case in these test examples of NMNF problems. Therefore, we have formed 16 NMNF problems of the form (3a)-(3e) in the 36-node, 120-branch lattice-type network system, and each NMNF problem results from a combination of the four different numbers of capacity constraints and four different numbers of commodities. We used the proposed algorithm to solve these NMNF problems on a single Pentium 4 PC, the processor speed of it is 3.2 GHz, and the memory RAM of the PC is 1000 Mbytes. The software language used in the computer code is C ++ . We solved 100 examples in each case of the NMNF problems in the 36-node, 120-branch lattice-type network system. The average CPU time (Time) expressed in seconds consumed by our algorithm and the final objective values (Obj.) are shown in Tables 1-4 . For the purpose of making comparison, we used the well-known Lagrange relaxing method [18] , [19] to solve the same examples of the NMNF problems with the same set up and the same terminated criteria described above. The Lagrange relaxing method is one of the most efficient methods for solving the nonlinearly constrained optimization problems, the well-known Lagrange relaxing method associated with the Karush-Kuhn-Tucker (KKT) theorem uses Lagrange multiplier and KKT multiplier to relax the equality and inequality constraints. We abbreviated this method as the Lagrange+KKT method in the sequel. The corresponding average CPU time (Time) expressed in seconds and the final Table 1 Comparison the efficiency of our algorithm with the Lagrange+KKT method for Two-Commodity NMNF problems. Table 2 Comparison the efficiency of our algorithm with the Lagrange+KKT method for Three-Commodity NMNF problems. Table 3 Comparison the efficiency of our algorithm with the Lagrange+KKT method for Four-Commodity NMNF Problems. objective values (Obj.) are also shown in Tables 1-4. In Table 1 (Cases (a)-(d)), we see that the efficiency of our algorithm versus the Lagrange+KKT method are about 3.621, 3.842, 4.151, and 4.364 times in solving the same examples of the Two-Commodity NMNF problems with the 10, 20, 30, and 40 branches capacity constraints, respectively; the comparison of the computational efficiency of our algorithm with the Lagrange+KKT method in solving the same problems within the different numbers of capacity constraints, we found the Lagrange+KKT method needs more CPU time than our algorithm in Cases (b)-(d) since the numbers of the capacity constraints are increased. These test results show that the efficiency of the proposed algorithm versus the Lagrange+KKT method in solving the same examples of the Two-Commodity NMNF problems increases while the numbers of the capacity constraints are increasing. The similar test results also appear in every Cases (a)-(d) of Tables 2-4 . This addresses that the proposed algorithm is more efficient for solving the NMNF problems with a large number of capacity constraints.
The comparison of the computational efficiency of our algorithm with the Lagrange+KKT method in solving the same NMNF problems within the different numbers of commodities in the 36-node, 120-branch lattice-type network system, we found the Lagrange+KKT method needs a little more CPU time than our algorithm while the numbers of commodities are increasing. Furthermore, in each Case (a) (10 branches capacity constraints) of Tables 2, 3 , and 4, the efficiency of our algorithm versus the Lagrange+KKT method apparently increases about 5.241, 7.525, and 9.254 times in solving the same examples of the NMNF problems with Three, Four, and Five-Commodity, respectively. The similar test results also appear in each Cases (b), (c), and (d) of Tables 2, 3 , and 4. This addresses the computational efficiency of our algorithm is more efficient for solving the NMNF problems while the numbers of commodities are increasing. These test results show that the performance of our algorithm is noteworthy for solving NMNF problems with a large number of capacity constraints, as well as commodities.
Conclusion
In this paper, we proposed a converting technique based method to solve nonlinear multi-commodity network flow (NMNF) problems. We combined this method with a successive quadratic programming (SQP) method and a parallel dual-type (PDt) method possessing decomposition effects. With the decomposition effect, our algorithm is computationally efficient. We solved a kind of lattice-type network system examples of NMNF problems with different numbers of coupling capacity constraint and different numbers of commodities. As seen from the simulation test results, the proposed algorithm achieves a constant CPU time saving with respect to the well-known Lagrange relaxing method in solving NMNF problems.
