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Abstract 
The numerical solution and theoretic analysis of the anomalous subdiffusion equation (Asub-DE) with Dirichlet 
boundary condition and initial condition are investigated. The compact finite difference operator is proposed to derive 
the higher-order implicit finite difference scheme of the Asub-DE, largely due to its 4th-order approximation to the 
second-order derivative. The solvability of the implicit finite difference scheme is discussed. By Fourier method, we 
provide the stability analysis of the implicit finite difference scheme. The matrix analysis method is applied in the 
study of the convergence of the scheme. As this scheme gives fourth-order accuracy in space but only first-order in 
time, the improvement of the implicit finite difference scheme is presented. Finally, a numerical examples is given to 
demonstrate the effect of the mentioned schemes. 
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1. Introduction 
Anomalous diffusion equations(ADEs) have gained great attention because they are widely used in 
science and engineering during the recent years. It has been suggested that phenomena of anomalous 
diffusion in transport processes through fractal media can be well described as fractional diffusion 
equations. Metzler and Klafter[1] pointed out that fractional equations have become a complementary 
tool in the description of anomalous transport processes in their review article. Liu and Xu[2]considered 
both simple and extended Stefan problems wiht time fractional condition and obtained an exact solution. 
However, most of FDEs are difficult to get analytical solution, which contains complicated functions such 
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as Mittag-Leffler function. Therefore, many authors have turned to numerical methods. According to 
what the authors have known, at present, finite difference methods are the most common algorithms.  Liu 
et al. [3] considered the modified anomalous subdiffusion equation with a nonlinear term and gave a new 
implicit difference method. Galeone and Garrappa[4] used fractional linear multistep methods to derive 
explicit methods for FDEs. Cui[5] first used the compact finite difference method to get a fully discrete 
implicit scheme which is based on the relationship between Riemann-Liouville and Gr¨unwald-Letnikov 
definitions of fractional derivatives for the fractional diffusion equation. Chen et al. [6] studied a variable-
order anomalous subdiffusion equation and proposed a implicit scheme of high spatial accuracy for the 
equation. However, higher-order numerical schemes for anomalous diffusion equations are still limited. 
Therefore, it is interesting to discuss new higher-order numerical methods. The fractional diffusion 
equation describing sub-diffusion[7] is concerned as follows. 
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where constant KJ  is the generalized diffusion coefficient and 10 tD J , 0 1J  is the Riemann 
Liouville fractional differential operator [8] defined by 
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Suppose that Eq.(1) satisfies initial condition and Dirichlet boundary condition as follows 
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2. An implicit finite difference scheme(IFDS) of problem (1),(3) 
We now discretize time and space by time instants and grid points, respectively. Let 
, 0,1, ,kt k k NW  and , 0,1, ,jx jh j M  , where /h L M and /T NW  denote the time 
step and space step, respectively. The following notations are used to bring some convenience.  
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In addition, C denotes some different positive constant when it appears at different place. By integrating 
both sides of Eq.(1) from kt to 1kt  , we have 
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where ( , ) ( , ) ( , )v x t u x t u x tW   . Let 
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Then,  1 1 2 3( , ) ( , )j k j ku x t u x t I I I      .                                                                                              (4) 
It is suggested that the compact finite difference operator[5]gives higher-order approximation to 
2
2
u
x
w
w
defined by
2 42
4 6
2 2 2 4
( , ) ( , )1( , ) ( )
(1 1/12 ) 240
j k j kx
j k
x
u x t u x t
u x t h O h
h x x
G
G
w w
  
 w w
                         (5) 
Based on (5), 4th-order approximations of 1 2,I I  in space will be provided. Introduce a sequence 
{ }jb , ( 1) ( ) , 0,1, ,jb j j j NJ J    . 
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Lagrange¶s mean value theorem gives˖
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By (5), we have 412R Chd . Therefore, we obtain 
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where 2 3 2[ [ [ Wd d  . Thus, we get 
2 2
21 10
1
( ) ( )
kt
k
K
R C d C
t
J
JW K WJ K 
d d
* ³ . 
With the help of (5), we obtain 
2 44
1 1
1 12 2 4
( , )( , ) ( , )
(1 1/12 ) 240
x i
j i j i
x
v thLv x t v x t
h x
G ]
G

 
w 
 w
 
2 54
1 4
12 2 4
( , )( , )
(1 1/12 ) 240
x
j i
x
uhv x t
h x t
G ] [W
G 
w 
 w w
. 
Hence we have 
1
4 1 4
22 1
0(1 )
k
k i
i
K
R Ch b ChJJW W
J


 
 
d d
*  ¦ . 
As for 3I , we can take the following approximation 
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Let kju be the numerical solution at the point ( , )j kx t . After packing like terms, we provide the IFDS for 
problem (1),(3) as follows. 
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2.2. Theorem 1. IFDS (9)-(10) exists a unique solution. 
Proof. IFDS (9)-(10) can be written in the matrix form, i.e., 
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invertible. Therefore, IFDS (9)-(10) has a unique solution. 
3. Stability analysis of the IFDS 
In this section, we use the Fourier method to discuss the stability of the IFDS. Denote the 
approximate solution of IFDS (10)-(11) . Let k k kj j ju zH   ,  1 2 1, , , Tk k k kMH H H  İ . Obviously, kjH  
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3.2. Theorem 3. IFDS (9)-(10) is unconditionally stable under the 2L norm 
Proof. Applying Theorem 2 in (14), we have 
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Discrete Gronwall Lemma(See Lemma 1.4.2 in [10])) is properly used in the proof for the convergence of 
IFDS. 
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4.2. Theorem 4. The IFDS(11)-(12) is convergent with fourth order accuracy in space and first order 
accuracy in time, that is to say, 1 4
2
( ), 0,1, , 1k C h k NW d   e  
Proof. Taking the inner product for system (20), we get 
1 1 1 1
1
1 1 1 1 1 1
1
( , ) ( , )
( , ) ( , ) ( , ) ( , )
k
k k k k i k k k
i
i

     
 
­  
°
®   °¯ ¦
Ae e R e
Ae e Be e B e e R e
                                                           (21) 
Denote the minimum eigenvalue of A by min ( )O A and maximum eigenvalue of A  by max ( )O A . 
Since A , B  and iB are symmetric matrices, we can employ the property of Rayleigh-Ritz ratio(see 
Theorem 4.2.2 in [11]): min max
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Here, it is necessary to point out that the tridiagonal matrix has its advantage to calculate 
corresponding eigenvalues . Now that A , B  and iB are tridiagonal matrices, we use the formula (see 
[12]) to compute their eigenvalues 
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which ends the proof of Theorem 4. 
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5.  Improvement of the IFDS(IIFDS) 
In this section, the method which is used to improve the accuracy of IFDS is presented. Integrating 
both sides of Eq.(1) from 0 to 1kt  , we get 
1 1
2
1
1 12 0
0
( , )
( , ) ( ,0) ( ) ( , )
( )
i k
i
k t tj
j k j k jt
i
u xK
u x t u x t d f x t dt
x
J JK K K
J
 
 
 
w
   
* w¦³ ³ . 
/DJUDQJH¶VLQWHUSRODWLRQIRUPXODJLYHV 
2 2 2 4
11
12 2 2 2 2
( , ) ( , ) ( , ) ( , )( ) ( 0 1 ( )( )
2
j j i j i ji i
i i
u x u x t u x t u xt t t t
x x x x t
K [K K K K
W W


cw w w w     
w w w w w
 .        (23) 
Denote  1 1
1( 1) [( 1) ]
1l
c l l lJ J J
J
     

, 1 1
1 [( 1) ]
1l
d l l lJ J J
J
    

. 
By using  (5) and (23)  , we obtain the improved implicit finite difference scheme(IIFDS). 
2 1 2 0 2
0 1
0
[1 (1/12 ) ] [1 (1/12 ) ] ( )
k
k i
x j k x j k i k i x j
i
d u c u c d uP G P G P G   
 
      ¦
2 1
0
(1 1/12 )( )
2
k
i i
x j j
i
f fW G 
 
  ¦                                                                       (24) 
Here, we can prove that the local truncation error of IIFDS is 2 4( )O hW  . 
6. Numerical examples 
2 2 1
1
0 2
2 2
2[ ] (2 )cos( ) , 0 1,0 1,
(2 )
(1, ) , (0, ) , ( ,0) 0.
t
u u tD t x x t
t x
u t t u t t u x
J
J S S
J

w w   d d  d
w w * 
    
­
°
®
°
¯
                                            (25) 
The exact solution of (25) is     2, cosu x t x tS . We define the maximum error of numerical 
solutions ^ `1
1 1
max .Nj jj ME u uf d d   Table 1 shows the maximum errors computed by the IFDS and 
IIFDS with 0.25J   for problem (25).  Table 2 presents the maximum errors by the IIFDS with 
0.25J  .  It can be seen from the two tables that the numerical results are in agreement with  theoretic 
analysis. 
 
Table 1: Maximum errors of IFDS and IIFDS with 0.25J   
 IFDS order IIFDS 
1/ 4h W   0.0216 - 3.2606e-4 
2 1/ 64h W   0.0023 3.2313 2.0004e-5 
1/16, 1/1024h W   1.6863e-4 3.7697 1.2445e-6 
1/ 8h W   0.0133 - 2.0004e-5 
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1/16, 1/128h W   0.0012 3.4703 1.2445e-6 
1/ 32, 1/ 2048h W   8.8493e-5 3.7613 7.9033e-8 
 
 
Table 2: Maximum errors of IIFDS with 0.25J   
 
7.  Conclusions 
In this paper, we give the implicit finite difference and its improvement for the Asub-DE. The local 
truncation errors for the two schemes are also presented, respectively. For the IFDS, we have proved its 
solvability. By Fourier method, stability for the IFDS is discussed. The matrix analysis method is applied 
in the convergence of the IFDS. The improvement of the IFDS is given. Finally, we provide a numerical 
example to demonstrate the efficiency of the mentioned schemes.  
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