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Abstract
In this paper we consider the mean field limit and non-relativistic limit of rel-
ativistic Vlasov-Maxwell particle system to Vlasov-Poisson equation. With the rel-
ativistic Vlasov-Maxwell particle system being a starting point, we carry out the
estimates (with respect to N and c) between the characteristic equation of both
Vlasov-Maxwell particle model and Vlasov-Poisson equation, where the probabilistic
method is exploited. In the last step, we take both large N limit and non-relativistic
limit (meaning c tending to infinity) to close the argument.
Keywords: probabilistic method, mean field limit, non-relativistic limit, Vlasov-Maxwell
equation, Vlasov-Poisson equation.
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1 Introduction
The time evolution of plasmas is a very important topic of physics. In many cases, for
example when considering the plasma in a nuclear fusion reactor, the temperature of the
particles forming the plasma is sufficiently high to neglect quantum effects. Given that the
number of particles forming the plasma is very high, also a mean-field approximation for
the internal electromagnetic forces of the system can be argued [11], thus the system is in
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good approximation given by the relativistic Vlasov-Maxwell equations:
∂tfm + vˆ · ∇xfm + (Em + c−1vˆ ×Bm) · ∇vfm = 0,
∂tEm = c∇×Bm − jm, ∇ · Em = ρm,
∂tBm = −c∇× Em, ∇ ·Bm = 0,
(1.1)
where vˆ =
v√
1 + c−2v2
, ρm(t, x) =
∫
R3
fm(t, x, v) dv and jm(t, x) =
∫
R3
vˆfm(t, x, v) dv. The
parameter c is the speed of light, (Em, Bm) is the electro-magnetic field, and the distribution
function fm(t, x, v) ≥ 0 describes the density of particles with position x ∈ R3 and velocity
v ∈ R3. Assuming that there are no external electromagnetic fields, the initial data
fm(0, x, v) = f0(x, v),
Em(0, x) = E0(x),
Bm(0, x) = B0(x),
(1.2)
satisfy the compatibility conditions ∇ · E0(x) = ρ0(x) =
∫
R3
f0(x, v) dv, ∇ ·B0(x) = 0.
Local existence and uniqueness of classical solutions to this initial value problem for smooth
and compactly supported data was established in [9]. These solutions can be extended
globally in time provided the momentum support can be controlled assuming certain con-
ditions on the initial data, e.g. smallness [10] closeness to neutrality [8] or closeness to
spherical symmetry [23]. It is worth to mention that different approaches to the results
in [9] were given in [2, 16]. In order to obtain global existence of solutions, DiPerna and
Lions restricted the solution concept to weak solutions. We refer to [5].
As was shown in [25] using an integral representation for the electric and magnetic
field due to Glassey and Strauss [9], the solutions of relativistic Vlasov-Maxwell system
converge in the point-wise sense to solutions of the non-relativistic Vlasov-Poisson system
(below) at the rate of 1/c as c tends to infinity. The Vlasov-Poisson system reads
∂tfp + v · ∇xfp + Ep · ∇vfp = 0,
Ep(t, x) =
1
4pi
∫
R3
ρp(t, y)
x− y
|x− y|3 dy,
ρp(t, y) =
∫
R3
fp(t, y, v) dv,
(1.3)
with the initial data fp(0, x, v) = f0(x, v). Here the indexes m and p in (1.1) and (1.3)
stand for Maxwell and Poisson respectively. We note that there are global existence results
for classical solutions of the Vlasov-Poisson system [20, 21, 26].
However, a more interesting and challenging question is to consider what the corre-
sponding particle model of relativistic Vlasov-Maxwell equation might be and whether we
2
can prove the validity of the mean field description rigorously in the limit N →∞. Up to
our knowledge and at the time of this writing, taking both the mean field limit and the
non-relativistic limit (or classical limit) of the Vlasov-Maxwell system into account is rare
in the literatures. Concerning the mean field limit, Braun and Hepp [4] and Dobrushin
[6] have proposed rigorous derivations of a system analogous to the Vlasov-Poisson system
with a twice differentiable mollification of the Coulomb potential. Hauray and Jabin [12]
have succeeded in treating the case of singular potentials, but not including the Coulomb
singularity yet. Recently, Lazarovici and Pickl [19] gave a probabilistic proof of the valid-
ity of the mean field limit and propagation of chaos for the N -particle systems in three
dimensions with Coulomb potential with N -dependent cutoff, which provides us with a
very constructive idea of method. Lazarovici generalized this result including electromag-
netic fields, proving the validity of the relativistic Vlasov-Maxwell equation [18] considering
charges of radius N−δ with δ < 1/12.
Writing down the correspondingN -particle model of the non-relativistic Vlasov-Maxwell
system is a perplexing task because one needs to find a suitable description for the elec-
tromagnetic self-interaction within the theory of classical electrodynamics [7, 14, 27]. The
problem of deriving a regularized version of the Vlasov-Maxwell system from a particle
model was explicitly mentioned by Kiessling in [15]. Only after several years did Golse [11]
establish the mean field limit of a N -particle system towards a regularized version of the
relativistic Vlasov-Maxwell system with the help of [7] by Elsken, Kiessling and Ricci.
In the present work, we want to combine the mean field limit and non-relativistic limit
of the regularized relativistic Vlasov-Maxwell particle model to Vlasov-Poisson equation.
The method we apply here is more or less along the line of [9, 11, 19] using a mollifier
for regularization removes the difficulties caused by the electromagnetic self-interaction
forces. Unlike regularizing the Coulomb potential in the mean field limit established in
[4, 6], the regularization of the self-interaction force in the Vlasov-Maxwell system is more
difficult since the electromagnetic field involves both a scalar and vector potentials [11].
The solutions of the relativistic Vlasov-Maxwell system, as was discussed by Glassey and
Strauss in [9], are closely related to the wave equation. This connection uses Kirchhoff’s
formula, which we also used in this paper. We would like to mention that there are other
representations of the solutions of the relativistic Vlasov-Maxwell system, for example
[2, 3], but they are all in fact equivalent.
This paper is organized as follows: in Section 2, we prepare the regularization-procedure
of both, the relativistic Vlasov-Maxwell and the Vlasov-Poisson system, and provide esti-
mates between the solutions of these two systems. In Section 3, we introduce the particle
model of the relativistic Vlasov-Maxwell system and apply the probabilisitic method to
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carry out the estimates between the characteristic equation of the particle model and that
of the relativistic Vlasov-Maxwell system. We summarize our results in Section 4.
2 Regularization of the Vlasov-Maxwell and the Vlasov-
Poisson Systems
Let χ ∈ C∞0 satisfy
χ(x) = χ(−x) ≥ 0, supp(χ) ⊂ B1(0),
∫
R3
χ(x) dx = 1,
and define the regularizing sequence
χN(x) = N3θχ
(
N θx
)
. (2.1)
The regularized version of the Vlasov-Maxwell System (VMN) with unknown (fNm , B
N
m , E
N
m)
is given by:
∂tf
N
m + vˆ · ∇xfNm +
(
ENm + c
−1vˆ ×BNm
) · ∇vfNm = 0,
∂tE
N
m = c∇×BNm − χN ∗x χN ∗x jNm , ∇ · ENm = χN ∗x χN ∗x ρNm,
∂tB
N
m = −c∇× ENm , ∇ ·BNm = 0,
(2.2)
and initial data (IVMN) 
fNm (0, x, v) = f0(x, v),
ENm(0, x) = χ
N ∗x χN ∗x E0(x),
BNm(0, x) = χ
N ∗x χN ∗x B0(x),
(2.3)
The regularized version of the Vlasov-Poisson System (VPN) with unknown (fNp , E
N
p ) is
given by: 
∂tf
N
p + v · ∇xfNp + ENp · ∇vfNp = 0,
ENp (t, x) =
1
4pi
∫∫∫
R9
x− y
|x− y|3χ
N(p)χN(z)ρNp (t, y − p− z) dydpdz,
ρNp (t, y) =
∫
R3
fNp (t, y, v) dv,
(2.4)
with the initial data fNp (0, x, v) = f0(x, v).
Theorem 2.1. Let f0 be a nonnegative C
1-function with compact support in R6 and B0
be in C20(R3) ∩W 1,∞(R3) ∩W 2,1(R3). Assume further that
‖∇xB0‖L∞(R3) + ‖B0‖L∞(R3) ≤ 1
c2
,
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and
E0(x) =
1
4pi
∫∫
R6
x− y
|x− y|3f0(y, v) dvdy.
Then
1. There exists a T > 0 such that (VPN) with initial data fNp (0, x, v) = f0(x, v) admits
a unique C1-solution (fNp , E
N
p ) on the time interval [0, T ).
2. There exists a T ∗ > 0 (independent of c) such that for c ≥ 1, (VMN) with the
initial condition (IVMN) has a unique C1- solution (fNm , B
N
m , E
N
m) on the time interval
[0, T ∗). Furthermore there exist nondecreasing functions (independent of c and N)
q(t) : [0, T ∗)→ R and H(t) : [0, T ∗)→ R such that
fNm = 0, if |v| ≥ q(t),
‖ENm(t, x)‖L∞([0,T ∗)×R3) + ‖BNm(t, x)‖L∞([0,T ∗)×R3) ≤ H(t).
3. Let T˜ = min(T , T ∗), then for every T ∈ [0, T˜ ) there exists a constant M (depending
on T and the initial data, but not on c) such that for c ≥ 1
‖fNm − fNp ‖L∞([0,T )×R3×R3) + ‖ENm − ENp ‖L∞([0,T )×R3) + ‖BNm‖L∞([0,T )×R3) ≤
M
c
.
The proof of the Theorem involves many long and tedious calculations since it includes
many cut-offs and mollifications, however, no technical difficulties other than presented in
the paper [25] appear. Therefore we deliver the proof in the appendix at the end of the
paper for those readers who want to take a closer look at the details.
Remark 2.1. In the current setting, i.e., repulsive particle interactions, both T and T ∗
can be global. But in the attractive case, there might be lack of global existence of solutions.
Therefore both existence results we give are locally in time. The limits N →∞ and c→∞
in our paper are taken in the time interval where both solutions exist.
We assume in Theorem 2.1 that f0 has compact support, so let
q0 = sup{|v| : there existsx ∈ R3 such that f0(x, v) 6= 0}.
Further, we define the characteristic curves (x(t, x0, v0, t0), v(t, x0, v0, t0)) (or in short (x(t), v(t)))
by 
dx
dt
= vˆ,
dv
dt
= ENm + c
−1vˆ ×BNm .
(2.5)
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Therefore fNm remains non-negative if f0 is non-negative and
sup{fNm (t, x, v) : x ∈ R3, v ∈ R3, t ∈ [0, T ∗)} = ‖f0‖L∞(R3×R3).
We also define
p0 = sup{|x| : there exists v ∈ R3 such that f0(x, v) 6= 0}.
Hence fNm (t, x, v) = 0, if |x| ≥ p0 + tq(t).
Before we prove the Theorem, we write the second order form of Maxwell’s equation:
∂ttE
N
m − c2∆ENm = −χN ∗x χN ∗x (c2∇xρNm + ∂tjNm),
∂ttB
N
m − c2∆BNm = cχN ∗x χN ∗x ∇× jNm ,
ENm(0, x) = χ
N ∗x χN ∗x E0,
BNm(0, x)) = χ
N ∗x χN ∗x B0,
∂tE
N
m(0, x) = c∇×BNm(0, x)− χN ∗x χN ∗x jNm(0, x),
∂tB
N
m(0, x) = −c∇× ENm(0, x).
(2.6)
Proposition 2.1. Let Y (t, x) ∈ D′(R× R3) satisfy{
∂ttY − c2∆Y = δ(t,x)=(0,0),
suppY ⊂ {(t, x) ∈ R+ × R3, |x| ≤ ct},
(2.7)
then Y (t, x) =
1t>0
4pic|x|δ(|x| − ct).
The proof of this Proposition is standard. Y (t, x) is called the fundamental solution of
the wave equation. Set Y N = χN ∗x χN ∗x Y, then the solutions of (2.6) are given in terms
of {
ENm = ∂tY
N ∗x E0 + Y N ∗x (c∇×B0 − jNm(0, ·))− Y N ∗t,x (c2∇ρNm + ∂tjNm),
BNm = ∂tY
N ∗x B0 − cY N ∗x ∇× E0 + cY N ∗t,x ∇× jNm .
(2.8)
Using that∫
|y−x|≤ct
h(ct− |y − x|, y) dy = c2
∫ t
0
∫
|ω|=1
(t− τ)2h(cτ, x+ c(t− τ)ω) dωd(cτ),
we can also write the solutions of (2.6) in the form
ENm = E0 −
1
4pic2
∫∫∫
R9
dpdzdyχN(p)χN(z)
(c2∇yρNm + ∂tjNm)(t− c−1|x− y|, y − p− z)
|x− y| ,
BNm = B0 +
1
4pic
∫∫∫
R9
dpdzdyχN(p)χN(z)
∇y × jNm(y − p− z, t− c−1|x− y|)
|x− y| ,
(2.9)
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where 
E0 = ∂t
∫
|ω|=1
t
4pi
ENm(0, x+ ctω) dω +
t
4pi
∫
|ω|=1
∂tE
N
m(0, x+ ctω) dω,
B0 = ∂t
∫
|ω|=1
t
4pi
BNm(0, x+ ctω) dν +
t
4pi
∫
|ω|=1
∂tB
N
m(0, x+ ctω) dω.
(2.10)
3 Combined Mean Field Limit and Non-relativistic
Limit
3.1 Regularized Vlasov-Maxwell Particle System
The regularized Vlasov-Maxwell system is given by
∂tf
N
m + vˆ · ∇xfNm +
(
ENm + c
−1vˆ ×BNm
) · ∇vfNm = 0,
∂tE
N
m = c∇×BNm − χN ∗x χN ∗x jNm , ∇ · ENm = χN ∗x χN ∗x ρNm,
∂tB
N
m = −c∇× ENm , ∇ ·BNm = 0,
(3.1)
where vˆ =
v√
1 + c−2v2
, ρNm(t, x) =
∫
R3
fNm (t, x, v) dv, j
N
m(t, x) =
∫
R3
vˆfNm (t, x, v) dv and the
initial data 
fNm (0, x, v) = f0(x, v),
ENm(0, x) = χ
N ∗x χN ∗x E0(x),
BNm(0, x) = χ
N ∗x χN ∗x B0(x),
(3.2)
satisfy the compatibility conditions ∇ · E0(x) = ρNm(0, x) = ρ0(x), ∇ ·B0(x) = 0.
We consider the corresponding interacting particle system with position xi ∈ R3 and
velocity vi ∈ R3, i = 1, . . . , N . The equations of the characteristics read
d
dt
xi = vˆ(vi) =
vi√
1 + c−2v2i
,
d
dt
vi = E
N
m(t, xi) + c
−1vˆ(vi)×BNm(t, xi),
(3.3)
where{
ENm = ∂tY
N ∗x E0 + Y N ∗x (c∇×B0 − jNm(0, .))− Y N ∗t,x (c2∇ρNm + ∂tjNm),
BNm = ∂tY
N ∗x B0 − cY N ∗x ∇× E0 + cY N ∗t,x ∇× jNm .
(3.4)
Before we present the analytical results in this section, we introduce the following
notations:
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Definition 3.1. 1. For any 1 ≤ i ≤ N (labeling the particle with position xi,Nm ∈ R3
and velocity vi,Nm ∈ R3) we denote the pair-interaction force by
F 1,Nm (t, x
i,N
m ) = −
1
N − 1
N∑
j=1,j 6=i
∫ t
0
(vˆ(vj,Nm (s))∂t + c
2∇x)Y N(t− s, xi,Nm (t)− xj,Nm (s)) ds,
F 2,Nm (t, x
i,N
m , v
i,N
m ) = −
1
N − 1
N∑
j=1,j 6=i
∫ t
0
vˆ(vi,Nm (t))×
(
vˆ(vj,Nm (s))×
∇xY N(t− s, xi,Nm (t)− xj,Nm (s))
)
ds,
and the mean-field force of the Vlasov system by
F 3,Nm (t, x
i,N
m , v
i,N
m ) = E0 ∗x ∂tY N(t, xi,Nm ) + (c∇×B0 − jNm(0, ·)) ∗x Y N(t, xi,Nm )
+c−1vˆ(vi,Nm )×B0 ∗x ∂tY N(t, xi,Nm )
−vˆ(vi,Nm )× (∇× E0) ∗x Y N(t, xi,Nm ).
2. Let (XNm (t), V
N
m (t)) be the trajectory on R6N which evolves according to the Newtonian
equation of motion for the regularized Vlasov-Maxwell system, i.e.,
d
dt
XNm (t) = Vˆ (V
N
m (t)),
d
dt
V Nm (t) = Ψ
1,N
m (t,X
N
m (t), V
N
m (t)) + Ψ
2,N
m (t,X
N
m (t), V
N
m (t)) + Γ
N
m(t,X
N
m (t), V
N
m (t)),
(3.5)
where Ψ1,Nm (t,X
N
m (t), V
N
m (t)) and Ψ
2,N
m (t,X
N
m (t), V
N
m (t)) denote the total interaction
force with(
Ψ1,Nm (t,X
N
m (t), V
N
m (t))
)
i
= F 1,Nm (t, x
i,N
m )
= − 1
N − 1
N∑
j=1,j 6=i
∫ t
0
(vˆ(vj,Nm (s))∂t + c
2∇x)Y N(t− s, xi,Nm (t)− xj,Nm (s)) ds,(
Ψ2,Nm (t,X
N
m (t), V
N
m (t))
)
i
= F 2,Nm (t, x
i,N
m , v
i,N
m )
= − 1
N − 1
N∑
j=1,j 6=i
∫ t
0
vˆ(vi,Nm (t))×
(
vˆ(vj,Nm (s))×∇xY N(t− s, xi,Nm (t)− xj,Nm (s))
)
ds
while ΓNm(t,X
N
m (t), V
N
m (t)) stands for the self-driven force with(
ΓNm(t,X
N
m (t), V
N
m (t))
)
i
= F 3,Nm (t, x
i,N
m , v
i,N
m )
= EN0 ∗x ∂tY N(t, xi,Nm ) + (c∇×BN0 − jNm(0, ·)) ∗x Y N(t, xi,Nm )
+c−1vˆ(vi,Nm )×BN0 ∗x ∂tY N(t, xi,Nm )− vˆ(vi,Nm )× (∇× EN0 ) ∗x Y N(t, xi,Nm ).
8
3. Let (X
N
m(t), V
N
m(t)) be the trajectory on R6N which evolves according to the regularized
Vlasov-Maxwell equation
∂tf
N
m + vˆ · ∇xfNm +
(
ENm + c
−1vˆ ×BNm
) · ∇vfNm = 0, (3.6)
i.e.,
d
dt
X
N
m(t) = Vˆ (V
N
m(t)),
d
dt
V
N
m(t) = Ψ
1,N
m (t,X
N
m(t)) + Ψ
2,N
m (t,X
N
m(t), V
N
m(t)) + Γ
N
m(t,X
N
m(t), V
N
m(t)),
(3.7)
where (
Ψ
1,N
m (t,X
N
m(t))
)
i
= F
1,N
m (t, x
i,N
m ) = −(c2∇ρNm + ∂tjNm) ∗t,x Y N(t, xi,Nm ) (3.8)
= −
∫∫
R6
∫ t
0
dsdydv
(c2∇+ vˆ(v)∂s)fNm (s, xi,Nm − y, v)Y N(t− s, y),(
Ψ
2,N
m (t,X
N
m(t), V
N
m(t))
)
i
= F
2,N
m (t, x
i,N
m , v
i,N
m )
= −
∫∫
R6
∫ t
0
dsdydv
vˆ(vi,Nm )× vˆ(v)×∇xfNm (s, xi,Nm − y, v)Y N(t− s, y), (3.9)(
ΓNm(t,X
N
m(t), V
N
m(t))
)
i
= F
3,N
m (t, x
i,N
m , v
i,N
m )
= EN0 ∗x ∂tY N(t, xi,Nm ) + (c∇×BN0 − jNm(0, ·)) ∗x Y N(t, xi,Nm )
+c−1vˆ(vi,Nm )×BN0 ∗x ∂tY N(t, xi,Nm )
−vˆ(vi,Nm )× (∇× EN0 ) ∗x Y N(t, xi,Nm ).
represent the total interaction forces and the self-driven force, respectively.
(X(t), V (t)) and (X(t), V (t)) without superscript N denote the particle configurations
driven by the force without cut-off. (X, V ) and (X,V ), without the argument t, stand for
the stochastic initial data, which are independent and identically distributed. Note that
we always consider the same initial data for both systems, that means (X, V ) = (X,V ).
The following lemma gives us and estimates on the interaction forces, which will be used
in the limiting procedure.
Lemma 3.1. Let F
1,N
m (t, x) and F
2,N
m (t, x, v) be defined as in (3.8) and (3.9). Then there
exists a constant M such that
‖F 1,Nm (t, x)‖L∞([0,T ]×R3) + ‖F 2,Nm (t, x, v)‖L∞([0,T ]×R3×R3) ≤ cM.
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Proof. By definition, we know that
‖F 1,Nm (t, x)‖L∞([0,T ]×R3)
= ‖ − (c2∇ρNm + ∂tjNm) ∗t,x Y N(t, x)‖L∞([0,T ]×R3)
=
∥∥∥∫∫
R6
∫ t
0
(c2∇x + vˆ(v)∂s)fNm (s, x− y, v)Y N(t− s, y) dsdydv
∥∥∥
L∞([0,T ]×R3)
, (3.10)
where for s < t
Y N(t− s, y) =
∫
R3
∫
|z|≤c(t−s)
1
4pic|z|δ(|z| − c(t− s))χ
N(y − p− z)χN(p) dzdp
=
∫
R3
∫
|ω|=1
∫ c(t−s)
0
τ
4pic
δ(τ − c(t− s))χN(y − p− τω)χN(p) dτdωdp
=
∫
R3
∫
|ω|=1
t− s
4pi
χN(y − p− c(t− s)ω)χN(p) dωdp,
and
‖Y N(t− s, y)‖L∞([0,T ]×R3) ≤ M
4pic
∫
R3
χN(p) dp =
M
4pic
.
So
(3.10)
=
∥∥∥ 1
4pi
∫∫∫
R9
dpdydv
∫ t
0
ds
∫
|ω|=1
dω
(t− s)(c2∇x + vˆ(v)∂s)fNm (s, x− y, v)χN(y − p− c(t− s)ω)χN(p)
∥∥∥
L∞([0,T ]×R3)
≤ cM
(
sup
0≤t≤T
‖∂tfNm (t, ·, ·)‖L∞(R3×R3) + sup
0≤t≤T
‖∇xfNm (t, ·, ·)‖L∞(R3×R3)
)
.
And similarly we have
‖F 2,Nm (t, x, v)‖L∞([0,T ]×R3×R3)
=
∥∥∥− ∫∫
R6
∫ t
0
vˆ(v)× vˆ(z)×∇xfNm (s, x− y, z)Y N(t− s, y) dsdydz
∥∥∥
L∞([0,T ]×R3×R3)
≤ cM
(
sup
0≤t≤T
‖∇xfNm (t, ·, ·)‖L∞(R3×R3)
)
.
3.2 Regularized Vlasov-Poisson Particle Model
In this section, we consider the Vlasov-Poisson particle model and deduce estimates of the
distance between the solutions of Vlasov-Maxwell and Vlasov-Poisson
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The regularization of the Vlasov-Poisson System (VPN) with unknown (fNp , E
N
p ) is
given by

∂tf
N
p + v · ∇xfNp + ENp · ∇vfNp = 0,
ENp (t, x) =
1
4pi
∫∫∫
R9
dydpdz
x− y
|x− y|3χ
N(p)χN(z)ρNp (t, y − p− z),
ρNp (t, y) =
∫
R3
fNp (t, y, v) dv,
(3.11)
with the initial data fNp (x, v, 0) = f0(x, v). Thus, the corresponding Vlasov-Poisson equa-
tions of characteristics read
d
dt
xNp = v
N
p ,
d
dt
vNp = E
N
p (t, x
N
p ) =
1
4pi
∫∫∫
R9
dydpdz
xNp − y
|xNp − y|3
χN(p)χN(z)ρNp (t, y − p− z).
(3.12)
Now we can compare the solutions of the Vlasov-Maxwell and Vlasov-Poisson equations.
This requires a more detailed estimate on the respective solutions, which we denote by fNm
and fNp . Using the results in section 3, we know that
‖ENm + c−1vˆ ×BNm − ENp ‖L∞(R3) ≤ ‖ENm − ENp ‖L∞(R3) + ‖c−1vˆ ×BNm‖L∞(R3)
≤ c−1M. (3.13)
We will next compare the N -particle Vlasov-Maxwell equation with the Vlasov-Poisson
equation. Since the N -body system is subject to a regularized force it is most natural
to introduce that regularization also for the Vlasov-Poisson system. The translation of
the one-body Vlasov-Poisson system to an N -body dynamics is straight forward: each
particle moves with the same flow given by the Vlasov-Poisson equation. This allows now
comparison with the N -body characteristics coming from the N -particle Vlasov-Maxwell
equation.
Definition 3.2. Let (X
N
p (t), V
N
p (t)) be the trajectory on R6N which evolves according to
the regularized Vlasov-Poisson equation
∂tf
N
p + v · ∇xfNp + ENp · ∇vfNp = 0, (3.14)
i.e., 
d
dt
X
N
p (t) = V
N
p (t),
d
dt
V
N
p (t) = Ψ
N
p (t,X
N
p (t)),
(3.15)
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where (
Ψ
N
p (t,X
N
p (t))
)
i
= F
N
p (t, x
i,N
p ) = E
N
p (t, x
i,N
p )
=
1
4pi
∫∫∫
R9
dydpdz
xi,Np − y
|xi,Np − y|3
χN(p)χN(z)ρNp (t, y − p− z).
3.3 Estimates for the Mean Field Limit
In this section, we present our key results in full detail. To show the desired convergence,
our method can be summarized as follows. First, we start from the Newtonian system with
carefully chosen cut-off and meanwhile introduce an intermediate system which involves
a convolution-type interaction with cut-off, respectively mollifier given in (2.1). Then, we
show convergence of the intermediate system to the final mean field limit, where the law of
large number comes into play. The crucial point of this method is that we apply stochastic
initial data or in other words we consider a stochastic process. This enables us to use tools
from probability theory, which helps to better understand the mean field process. The
overall procedure can be summarized as follows:
The following assumptions are used throughout this section.
Assumption 3.1. We assume that
(a) E0 and B0 are all Lipschitz continuous functions.
(b) α ∈
(
0,
1
8
)
, β ∈
(
α,
1− α
4
)
and θ ∈
(
0,
1− α− 4β
16
)
.
Definition 3.3. Let St : R6N × R→ R be the stochastic process given by
St = min
{
1, Nα sup
0≤s≤t
∣∣∣(XNm (s), V Nm (s))− (XNm(s), V Nm(s))∣∣∣∞}.
The set, where |St| = 1, is defined as Nα, i.e.,
Nα :=
{
(X, V ) : sup
0≤s≤t
∣∣∣(XNm (s), V Nm (s))− (XNm(s), V Nm(s))∣∣∣∞ > N−α
}
. (3.16)
Here and in the following we use | · |∞ as the supremum norm on R6N . Note that
E0(St+dt − St | Nα) ≤ 0,
since St takes the value of one for (X, V ) ∈ Nα.
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Theorem 3.1. Let fNm (t, x, v) be a solution of the regularized Vlasov-Maxwell equation
(3.6). Suppose that Assumptions 3.1 are satisfied. Then there exists a constant M such
that
P0
(
sup
0≤s≤t
∣∣∣(XNm (s), V Nm (s))− (XNm(s), V Nm(s))∣∣∣∞ > N−α
)
≤ eMt · c4N−(1−α−4β−16θ).
The proof of the theorem will be presented later in this section.
Definition 3.4. The sets Nβ and Nγ are characterized by
Nβ :=
{
(Xm, Vm) :
∣∣∣Ψ1,Nm (XNm(t), V Nm(t))−Ψ1,Nm (XNm(t), V Nm(t))∣∣∣∞ > N−β} , (3.17)
Nγ :=
{
(Xm, Vm) :
∣∣∣Ψ2,Nm (XNm(t), V Nm(t))−Ψ2,Nm (XNm(t), V Nm(t))∣∣∣∞ > N−γ} . (3.18)
Next, we will see that the probability of both sets Nβ and Nγ tends to 0 as N goes to
infinity. We prove the following two lemmas:
Lemma 3.2. There exists a constant M <∞ such that
P0(Nβ) ≤Mc4 ·N−(1−4β−16θ).
Proof. First, we let the setNβ evolve along the characteristics of the regularized Vlasov-
Maxwell equation
Nβ,t :=
{
(X
N
m(t), V
N
m(t)) :
∣∣∣NβΨ2,Nm (XNm(t), V Nm(t))−NβΨ1,Nm (XNm(t), V Nm(t))∣∣∣∞ > 1}
and consider the following fact
Nβ,t ⊆
N⊕
i=1
N iβ,t,
where
N iβ,t :=
{
(xi,Nm , v
i,N
m ) :
∣∣∣∣∣
Nβ · 1
N − 1
N∑
j=1,j 6=i
∫ t
0
(vˆ(vj,Nm (s))∂t + c
2∇x)Y N(t− s, xi,Nm (t)− xj,Nm (s)) ds
−Nβ
∫∫
R6
∫ t
0
(c2∇+ vˆ(v)∂s)fNm (s, xj,Nm − y, v)Y N(t− s, y) dsdydv
∣∣∣∣∣
∞
> 1
}
.
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We therefore get
Pt(Nβ,t) ≤
N∑
i=1
Pt(N iβ,t) = NPt(N 1β,t),
where in the last step we used symmetry in exchanging any two coordinates.
Using Markov inequality gives
Pt(N 1β,t) ≤ Et
(Nβ · 1
N − 1
N∑
j=2
FN1 (t, x
1,N
m − xj,Nm )−NβFN1 (t, x1,Nm )
)4
=
(
Nβ
N − 1
)4
Et
( N∑
j=2
FN1 (t, x
1,N
m − xj,Nm )− (N − 1)FN1 (t, x1,Nm )
)4 .
(3.19)
Let hj := F
N
1 (t, x
1,N
m −xj,Nm )−FN1 (t, x1,Nm ). Then, each term in the expectation (3.19) takes
the form of
∏N
j=2 h
kj
j with
∑N
j=1 kj = 4, and more importantly, the expectation assumes
the value of zero whenever there exists a j such that kj = 1. This can be easily verified by
integrating over the j-th variable first or, in other words, by acknowledging the fact that
∀ j = 2, . . . , N , there holds
Et
[
FN1 (t, x
1,N
m − xj,Nm )− FN1 (t, x1,Nm )
]
= 0.
Then, we can simplify the estimate (3.19) to
Pt(N 1β,t) ≤
(
Nβ
N − 1
)4
Et
[
N∑
j=2
h4j +
N∑
2≤m<n
(
4
2
)
h2mh
2
n
]
.
Since
‖F 1,Nm ‖L∞([0,T ]×R3) ≤Mc2N4θ,
and
‖F 1,Nm (t, x)‖L∞([0,T ]×R3) ≤ cM
(
sup
0≤t≤T
‖fNm (t, ·, ·)‖L∞(R3×R3) + sup
0≤t≤T
‖∇xfNm (t, ·, ·)‖L∞(R3×R3)
)
we thus have for any fixed j
|hj| ≤ |FN1 (t, x1,Nm − xj,Nm )|+ |FN1 (t, x1,Nm )|
≤ cM
(
N4θ + sup
0≤t≤T
‖fNm (t, ·, ·)‖L∞(R3×R3) + sup
0≤t≤T
‖∇xfNm (t, ·, ·)‖L∞(R3×R3)
)
.
Therefore |hj| is bounded to any power and we obtian
Et
[
h2mh
2
n
] ≤Mc4N16θ and Et [h4j] ≤Mc4N16θ
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and consequently
Pt(N 1β,t) ≤
(
Nβ
N − 1
)4
·
(
Mc4 · (N − 1) +Mc4N16θ · (N − 1)(N − 2)
2
)
≤ Mc4N16θ ·N−(2−4β−16θ).
By noticing the fact that
P0(Nβ) = Pt (Nβ,t) ≤ NPt(N 1β,t)
≤ N ·Mc4 ·N−(2−4β−16θ) = Mc4 ·N−(1−4β−16θ),
we obtain the desired result.
In fact, this result holds for any β if we change the power in the proof to be another even
number (depending on β) greater than four. So with similar estimates we get:
Lemma 3.3. There exists a constant M <∞ such that
P0(Nγ) ≤Mc4 ·N−(1−4γ−16θ).
Lemma 3.4. Let Nα, Nβ, Nγ be defined as in (3.16)-(3.18). Suppose that fNm (t, x, v) is a
solution of the regularized Vlasov-Maxwell equation and Assumption 3.1 is satisfied. Then
there exists a constant M <∞ such that∣∣∣(Vˆ (V Nm (t)),Ψ1,Nm (t,XNm (t), V Nm (t)) + Ψ2,Nm (t,XNm (t), V Nm (t)) + ΓNm(t,XNm (t), V Nm (t)))
−
(
Vˆ (V
N
m(t)),Ψ
1,N
m (t,X
N
m(t), V
N
m(t)) + Ψ
2,N
m (t,X
N
m(t), V
N
m(t)) + Γ
N
m(t,X
N
m(t), V
N
m(t))
)∣∣∣
∞
≤MSt(X, V )N−α +N−β
for all initial data (X, V ) ∈ (Nα ∪Nβ ∪Nγ)c.
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Proof. Applying triangle inequality gives∣∣∣(Vˆ (V Nm (t)),Ψ1,Nm (t,XNm (t), V Nm (t)) + Ψ2,Nm (t,XNm (t), V Nm (t)) + ΓNm(t,XNm (t), V Nm (t)))
−
(
Vˆ (V
N
m(t)),Ψ
1,N
m (t,X
N
m(t), V
N
m(t)) + Ψ
2,N
m (t,X
N
m(t), V
N
m(t)) + Γ
N
m(t,X
N
m(t), V
N
m(t))
)∣∣∣
∞
≤
∣∣∣Vˆ (V Nm (t))− Vˆ (V Nm(t))∣∣∣∞ + ∣∣∣Ψ1,Nm (t,XNm (t), V Nm (t))−Ψ1,Nm (t,XNm(t), V Nm(t))∣∣∣∞
+
∣∣∣Ψ2,Nm (t,XNm (t), V Nm (t))−Ψ2,Nm (t,XNm(t), V Nm(t))∣∣∣∞
+
∣∣∣ΓNm(t,XNm (t), V Nm (t))− ΓNm(t,XNm(t), V Nm(t))∣∣∣∞
≤
∣∣∣Vˆ (V Nm (t))− Vˆ (V Nm(t))∣∣∣∞ + ∣∣∣Ψ1,Nm (t,XNm (t), V Nm (t))−Ψ1,Nm (t,XNm(t), V Nm(t))∣∣∣∞
+
∣∣∣Ψ1,Nm (t,XNm(t), V Nm(t))−Ψ1,Nm (t,XNm(t), V Nm(t))∣∣∣∞
+
∣∣∣Ψ2,Nm (t,XNm (t), V Nm (t))−Ψ2,Nm (t,XNm(t), V Nm(t))∣∣∣∞
+
∣∣∣Ψ2,Nm (t,XNm(t), V Nm(t))−Ψ2,Nm (t,XNm(t), V Nm(t))∣∣∣∞
+
∣∣∣ΓNm(t,XNm (t), V Nm (t))− ΓNm(t,XNm(t), V Nm(t))∣∣∣∞
=: |I1|+ |I2|+ |I3|+ |I4|+ |I5|+ |I6|.
Next, we estimate term by term.
• Since (X, V ) /∈ Nα,
|I1| :=
∣∣∣Vˆ (V Nm (t))− Vˆ (V Nm(t))∣∣∣∞ ≤MSt(X, V )N−α.
• Note, that F 1,Nm is Lipschitz continuous in x. We denote L as the global Lipschitz
constant for all the Lipschitz continuous functions in this paper. Thus we obtain∣∣∣∣∣ 1N − 1 ∑
i 6=j
F 1,Nm (t, x
i,N
m )−
1
N − 1
∑
i 6=j
F 1,Nm (t, x
i,N
m )
∣∣∣∣∣
≤ 1
N − 1
∑
i 6=j
L · 2|xi,Nm − xi,Nm |. (3.20)
Since (X, V ) /∈ Nα, it follows in particular for any 1 ≤ i ≤ N that
|xi,Nm − xi,Nm | ≤ N−α.
So together with (3.20), we have∣∣∣Ψ1,Nm (t,XNm (t), V Nm (t))−Ψ1,Nm (t,XNm(t), V Nm(t))∣∣∣∞ ≤ 2LN−α,
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and thus
|I2| :=
∣∣∣Ψ1,Nm (t,XNm (t), V Nm (t))−Ψ1,Nm (t,XNm(t), V Nm(t))∣∣∣∞ ≤MSt(X, V )N−α.
Similarly
|I4| :=
∣∣∣Ψ2,Nm (t,XNm (t), V Nm (t))−Ψ2,Nm (t,XNm(t), V Nm(t))∣∣∣∞ ≤MSt(X, V )N−α.
• Since (X, V ) /∈ Nβ, it follows directly
|I3| :=
∣∣∣Ψ1,Nm (t,XNm(t), V Nm(t))−Ψ1,Nm (t,XNm(t), V Nm(t))∣∣∣∞ ≤ N−β.
• Since (X, V ) /∈ Nγ, it follows directly
|I5| :=
∣∣∣Ψ2,Nm (t,XNm(t), V Nm(t))−Ψ2,Nm (t,XNm(t), V Nm(t))∣∣∣∞ ≤ N−β.
• Since E0 and B0 under Assumption 4.1(a) are Lipschitz continuous, we have for each
1 ≤ i ≤ N , (xi,Nm , vi,Nm ) =
(
(XNm (t), V
N
m (t))
)
i
, (xi,Nm , v
i,N
m ) =
(
(X
N
m(t), V
N
m(t))
)
i
and
together with the fact that (X, V ) /∈ Nα, there holds
|I6| :=
∣∣∣ΓNm(t,XNm (t), V Nm (t))− ΓNm(t,XNm(t), V Nm(t))∣∣∣∞ ≤ LSt(X, V )N−α.
Combining all the six terms, we end up with∣∣∣(Vˆ (V Nm (t)),Ψ1,Nm (t,XNm (t), V Nm (t)) + Ψ2,Nm (t,XNm (t), V Nm (t)) + ΓNm(t,XNm (t), V Nm (t)))
−
(
Vˆ (V
N
m(t)),Ψ
1,N
m (t,X
N
m(t), V
N
m(t)) + Ψ
2,N
m (t,X
N
m(t), V
N
m(t)) + Γ
N
m(t,X
N
m(t), V
N
m(t))
)∣∣∣
∞
≤MSt(X, V )N−α +N−β
for all (X, V ) ∈ (Nα ∪Nβ ∪Nγ)c.
Using all the Lemmas above we can now prove Theorem 3.1:
Proof of Theorem 3.1
From the definition of the Newtonian flow (3.5) and the characteristics of the Vlasov
equation (3.7), we know that
(XNm (t+ dt), V
N
m (t+ dt))
= (XNm (t), V
N
m (t))
+
(
Vˆ (V Nm (t)),Ψ
1,N
m (t,X
N
m (t), V
N
m (t)) + Ψ
2,N
m (t,X
N
m (t), V
N
m (t)) + Γ
N
m(t,X
N
m (t), V
N
m (t))
)
dt+ o(dt),
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and
(X
N
m(t+ dt), V
N
m(t+ dt))
= (X
N
m(t), V
N
m(t))
+
(
Vˆ (V
N
m(t)),Ψ
1,N
m (t,X
N
m(t)) + Ψ
2,N
m (t,X
N
m(t), V
N
m(t)) + Γ
N
m(t,X
N
m(t), V
N
m(t))
)
dt+ o(dt).
Thus∣∣∣(XNm (t+ dt), V Nm (t+ dt))− (XNm(t+ dt), V Nm(t+ dt))∣∣∣∞ ≤ ∣∣∣(XNm (t), V Nm (t))− (XNm(t), V Nm(t))∣∣∣∞
+
∣∣∣(Vˆ (V Nm (t)),Ψ1,Nm (t,XNm (t), V Nm (t)) + Ψ2,Nm (t,XNm (t), V Nm (t)) + ΓNm(t,XNm (t), V Nm (t)))
−
(
Vˆ (V
N
m(t)),Ψ
1,N
m (t,X
N
m(t)) + Ψ
2,N
m (t,X
N
m(t), V
N
m(t)) + Γ
N
m(t,X
N
m(t), V
N
m(t))
)∣∣∣
∞
dt+ o(dt),
i.e.,
St+dt − St
≤
∣∣∣(Vˆ (V Nm (t)),Ψ1,Nm (t,XNm (t), V Nm (t)) + Ψ2,Nm (t,XNm (t), V Nm (t)) + ΓNm(t,XNm (t), V Nm (t)))
−
(
Vˆ (V
N
m(t)),Ψ
1,N
m (t,X
N
m(t)) + Ψ
2,N
m (t,X
N
m(t), V
N
m(t)) + Γ
N
m(t,X
N
m(t), V
N
m(t))
)∣∣∣
∞
dt+ o(dt),
Taking the expectation over both sides yields
E0 [St+dt − St]
= E0 [St+dt − St | Nα ] + E0 [St+dt − St | N cα ]
≤ E0 [St+dt − St | (Nβ ∪Nγ) \ Nα ] + E0 [St+dt − St | (Nα ∪Nβ ∪Nγ)c ]
≤ E0
[ ∣∣∣Vˆ (V Nm (t))− Vˆ (V Nm(t))∣∣∣∞ ∣∣∣ (Nβ ∪Nγ) \ Nα ]Nαdt
+E0
[ ∣∣∣Ψ1,Nm (t,XNm (t), V Nm (t))−Ψ1,Nm (t,XNm(t))∣∣∣∞ ∣∣∣ (Nβ ∪Nγ) \ Nα ]Nαdt
+E0
[ ∣∣∣Ψ2,Nm (t,XNm (t), V Nm (t))−Ψ2,Nm (t,XNm(t), V Nm(t))∣∣∣∞ ∣∣∣ (Nβ ∪Nγ) \ Nα ]Nαdt
+E0
[ ∣∣∣ΓNm(t,XNm (t), V Nm (t))− ΓNm(t,XNm(t), V Nm(t))∣∣∣∞ ∣∣∣ (Nβ ∪Nγ) \ Nα ]Nαdt
+E0 [St+dt − St | (Nα ∪Nβ ∪Nγ)c ] + o(dt)
=: J1 + J2 + J3 + J4 + J5 + o(dt),
where in the second step we use E0(St+dt − St | Nα) ≤ 0 and decompose the set N cα into
(Nβ ∪Nγ) \ Nα and (Nα ∪Nβ ∪Nγ)c .
Since (X, V ) /∈ Nα, it follows
J1 = E0
[ ∣∣∣Vˆ (V Nm (t))− Vˆ (V Nm(t))∣∣∣∞ ∣∣∣ (Nβ ∪Nγ) \ Nα ]Nαdt
≤ L(P0(Nβ) + P0(Nγ))dt.
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Due to the definition of Ψ1,Nm , Ψ
1,N
m , Ψ
2,N
m , Ψ
2,N
m and Γ
N
m, we obtain
J2 + J3 + J4 ≤M
(
P0(Nβ) + P0(Nγ)
)
Nαdt.
Thanks to Lemma 4.1 and Lemma 4.2, we get
J1 + J2 + J3 + J4 ≤ M
(
P0(Nβ) + P0(Nγ)
)
Nαdt
≤ Mc4 ·N−(1−4β−16θ)Nαdt.
On the other hand, Lemma 3.4 states that
J5 = E0 [St+dt − St | (Nα ∪Nβ ∪Nγ)c ]
≤ (M · E0 [St]N−α +N−β) ·Nαdt+ o(dt)
= M · E0 [St] dt+Nα−βdt+ o(dt).
Therefore, we can determine the estimate
E0 [St+dt]− E0[St] ≤ E0 [St+dt − St]
≤ M · E0 [St] dt+M · c4 ·N−(1−α−4β−16θ)dt+ o(dt).
Equivalently, we have
d
dt
E0[St] ≤M · E0[St] +M · c4 ·N−(1−α−4β−16θ).
Gronwall’s inequality yields
E0 [St] ≤ eMt · c4 ·N−(1−α−4β−16θ).
The proof is completed by the following Markov inequality
P0
(
sup
0≤s≤t
∣∣∣(XNm (s), V Nm (s))− (XNm(s), V Nm(s))∣∣∣∞ > N−α
)
= P0(St = 1) ≤ E0 [St] .
3.4 Estimates for the Non-relativistic Limit
Due to the key estimate (3.13), it is easy to repeat the whole procedure in the previous
subsection to obtian
Theorem 3.2. Let fNm (t, x, v) and f
N
p (t, x, v) be the solutions to the regularized Vlasov-
Maxwell equation (3.6) and (3.14) respectively with the same initial data f0. Suppose that
Assumptions 3.1 are satisfied. Then
P0
(
sup
0≤s≤t
∣∣∣(XNm(s), V Nm(s))− (XNp (s), V Np (s))∣∣∣∞ > N−α
)
≤ eMtM
c
.
Remark 3.1. We point out that the proof is straightforward when we use the flows of (3.7)
and (3.15).
19
3.5 Combined Limit
Now with all the estimates we achieved above, we take c = Nη, η ∈ (0, 1−α−4β−16θ
4
)
.
Theorem 3.3. Let fNm (t, x, v) and f
N
p (t, x, v) be the solutions to the regularized Vlasov-
Maxwell equation (3.6) and (3.14) respectively with the same initial data f0. Suppose that
Assumption 3.1 is satisfied. Then
lim
N→∞,c→∞
P0
(
sup
0≤s≤t
∣∣∣(XNm (s), V Nm (s))− (XNp (s), V Np (s))∣∣∣∞ > N−α
)
= 0.
4 Summary
In this paper we compared the time evolution of the one particle density of the N -particle
Vlasov-Maxwell system with the Vlasov-Poisson equation. We showed closeness of both
time evolutions for N and c being large enough.
5 Appendix: Proof of Theorem 2.1
Proof. 1. Using the same method as Kurth, R. in [17], it is easy to prove that (VPN)
has a unique C1-solution (fNp , E
N
p ) on the time interval [0, T > 0).
2. The proof of existence of solutions of (VMN) is similar to Glassey, R., Strauss, W [9],
while the proof of existence of functions q(t) and F (t) with the respective properties
follows the ideas of Jack Schaeffer as given in [25]. Therefore we omit the proof in
this manuscript.
3. Next we prove the third part of the theorem. Similar to (A13) and (A14) in the
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Appendix of [25], we use the convenient notation ν =
y − x
|y − x| , x, y ∈ R
3. We obtain
ENm(t, x)
= E0 − 1
4pict
∫∫∫
R9
dvdpdz
∫
|x−y|=ct
dSyχ
N(p)χN(z)f0(y − p− z, v) ν − c
−2vˆ · νvˆ
(1 + c−1vˆ · ν)
− 1
4pi
∫∫∫
R9
dvdpdz
∫
|x−y|<ct
dy
χN(p)χN(z)
fNm (t− c−1|x− y|, y − p− z, v)
|x− y|2
(1− c−2|vˆ|2)(ν + c−1vˆ)
(1 + c−1vˆ · ν)2
− 1
4pic2
∫∫∫
R9
dvdpdz
∫
|x−y|<ct
dyχN(p)χN(z)
fNm (t− c−1|x− y|, y − p− z, v)
|x− y|(1 + c−1vˆ · ν)2(1 + c−2|v|2) 12
×
[
(1 + c−1vˆ · ν)(ENm + c−1vˆ ×BNm) + c−2(vˆ · νν − vˆ)vˆ · ENm
−(ν + c−1vˆ)ν · (ENm + c−1vˆ ×BNm)
]∣∣∣
(t−c−1|x−y|,y−p−z)
= E0 − E1 − E2 − E3,
and
BNm
= B0 +
1
4pict
∫∫∫
R9
dvdpdz
∫
|x−y|=ct
dSyχ
N(p)χN(z)f0(y − p− z, v) (ν × c
−1vˆ)
(1 + c−1vˆ · ν)
+
1
4pic
∫∫∫
R9
dvdpdz
∫
|x−y|<ct
dy
χN(p)χN(z)
fNm (t− c−1|x− y|, y − p− z, v)
|x− y|2
(1− c−2|vˆ|2)(ν × vˆ)
(1 + c−1vˆ · ν)2
+
1
4pic2
∫∫∫
R9
dvdpdz
∫
|x−y|<ct
dyχN(p)χN(z)
fNm (t− c−1|x− y|, y − p− z, v)
|x− y|(1 + c−1vˆ · ν)2(1 + c−2|v|2) 12
×
[
(1 + c−1vˆ · ν)ν × (ENm + c−1vˆ ×BNm)
−c−2(ν × vˆ)(vˆ + cν) · (ENm + c−1vˆ ×BNm)
]∣∣∣
(t−c−1|x−y|,y−p−z)
= B0 + B1 + B2 + B3,
where
∣∣∣
(t−c−1|x−y|,y−p−z)
means ENm(t− c−1|x−y|, y−p−z) and BNm(t− c−1|x−y|, y−
p− z). In order to prove Theorem 2.1, we note that the core of the proof consists in
comparing the integral representation of (ENm , B
N
m) given above with the one of E
N
p
given in (VPN) that is
ENp (t, x) =
1
4pi
∫∫∫∫
R12
dvdydpdzχN(p)χN(z)fNp (t, y − p− z)
x− y
|x− y|3 .
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To obtain uniform convergence, we will thoroughly calculate ENm and B
N
m . First, we
consider ENm .
Lemma 5.1. ([25], Lemma 1) Let g be a continuous function of compact support on
R3, then there exists a constant M > 0 such that
r
∫
|ω|=1
|g(x+ rω)| dω ≤M.
for all r > 0.
Note that for |v| ≤ q(t), with q(t) ≥ 1,
|vˆ| ≤ q(t)
(1 + c−2|v|2) 12 ≤ q(t),
and
1
1 + c−1vˆ · ν ≤ 2c
−2(c2 + q2(t)) ≤ 4q2(t).
From the proposition and the above two inequalities, we get ∀x ∈ R3, t ∈ [0, T ]∣∣∣ 1
4pict
∫∫∫
R9
dvdpdz
∫
|x−y|=ct
dSyχ
N(p)χN(z)f0(y − p− z, v) c
−2vˆ · νvˆ
(1 + c−1vˆ · ν)
∣∣∣
≤ M
c2
tq4(t)
∫∫∫
R9
dvdpdzχN(p)χN(z)
∫
|ω|=1
dωctf0(x− p− z + ctω, v)
≤ Mq4(t)c−2 = O(c−2)
and ∣∣∣ 1
4pict
∫∫∫
R9
dvdpdz
∫
|x−y|=ct
dSyχ
N(p)χN(z)f0(y − p− z, v) c
−1vˆ · νν
(1 + c−1vˆ · ν)
∣∣∣
≤ M
c
tq3(t)
∫∫∫
R9
dvdpdzχN(p)χN(z)
∫
|ω|=1
dωctf0(x− p− z + ctω, v)
≤ Mq3(t)c−2 = O(c−1).
Hence ∀x ∈ R3, t ∈ [0, T ]
E1(t, x) =
1
4pict
∫∫∫
R9
dvdpdz
∫
|x−y|=ct
dSyχ
N(p)χN(z)f0(y − p− z, v)ν +O(c−1).
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As ∣∣∣ 1
4pi
∫∫∫
R9
dvdpdz
∫
|x−y|<ct
dy
χN(p)χN(z)
fNm (t− c−1|x− y|, y − p− z, v)
|x− y|2
|vˆ|2(ν + c−1vˆ)
(1 + c−1vˆ · ν)2c2
∣∣∣
≤ 1
4pic2
∫
|y|<P0+tq(t)
∫
|v|<q(t)
(4q2(t))2q2(t)(1 + c−1q(t))
‖f0‖L∞(R3×R3)
|x− y|2 dvdy
≤ M
c2
q6(t)(1 + c−1q(t))q3(t)
∫
|y|<P0+tq(t)
1
|x− y|2 dy
≤ M
c2
,
where we have in the last step used the fact that
sup
x
∫
|y|<P0+tq(t)
1
|x− y|2 dy < M(P0, q(t)). (5.1)
In the same way, we obtain∣∣∣ 1
4pi
∫∫∫
R9
dvdpdz
∫
|x−y|<ct
dy
χN(p)χN(z)
fNm (t− c−1|x− y|, y − p− z, v)
|x− y|2
vˆ
(1 + c−1vˆ · ν)2c
∣∣∣ ≤ M
c
,
so we have
E2(t, x)
=
1
4pi
∫∫∫
R9
dvdpdz
∫
|x−y|<ct
dy
χN(p)χN(z)
fNm (t− c−1|x− y|, y − p− z, v)
|x− y|2
ν
(1 + c−1vˆ · ν)2 +O(c
−1)
=
1
4pi
∫∫∫
R9
dvdpdz
∫
|x−y|<ct
dy
χN(p)χN(z)
fNm (t− c−1|x− y|, y − p− z, v)
|x− y|2 ν +O(c
−1),
where the following estimate has been used∣∣∣ 1
(1 + c−1vˆ · ν)2 − 1
∣∣∣ = |2c−1vˆ · ν + c−2(vˆ · ν)2|
(1 + c−1vˆ · ν)2 ≤
M
c
q4(t)
(
q(t) + c−1q2(t)
) ≤ M
c
.
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Recalling Theorem 2.1 and |vˆ| < c, we get
|E3| ≤ 1
4pic2
∫∫∫
R9
dvdpdz
∫
|x−y|<ct
dy
(
4q2(t)
)2
χN(p)χN(z)6H(t− c−1|x− y|)f
N
m (t− c−1|x− y|, y − p− z, v)
|x− y|
≤ M
c2
∫
|y|<P0+tq(t)
1
|x− y| dy
∫
|v|<q(t)
‖f0‖L∞(R3×R3) dv ≤ M
c
.
Lemma 5.2. ([25], Lemma 2) Let g ∈ C2(R3). Assume that ∆g has compact support
for c > 0 and t ≥ 0,
∂t
(
t
∫
|ω|=1
g(x+ ctω) dω
)
= −
∫
|x−y|>ct
∆g(y)
|x− y| dy.
Now using this lemma, we estimate E0. We know
E0 = ∂t
∫
|ω|=1
t
4pi
ENm(0, x+ ctω) dω +
t
4pi
∫∫
R6
dpdz
∫
|ω|=1
dω
χN(p)χN(z)
(
c∇×B0(x− p− z + ctω)−
∫
R3
vˆf0(x− p− z + ctω, v) dv
)
.
From Lemma 3.1, we get
t
4pi
∣∣∣∣∫∫
R6
dpdz
∫
|ω|=1
dωχN(p)χN(z)(c∇×B0(x− p− z + ctω)
∣∣∣∣ ≤ Mc
and by Lemma 3.2, we obtain
t
4pi
∣∣∣∣∫∫
R6
dpdz
∫
|ω|=1
dωχN(p)χN(z)
∫
R3
vˆf0(x− p− z + ctω, v) dv
∣∣∣∣
=
1
4pic
∣∣∣∣∫∫
R6
dpdz
∫
|ω|=1
dωχN(p)χN(z)
∫
R3
vˆctf0(x− p− z + ctω, v)dv
∣∣∣∣ ≤ Mc ,
thus
E0 = ∂t
∫
|ω|=1
t
4pi
ENm(0, x+ ctω) dω +O(c
−1).
Now, in order to further calculate E0, we set
g(x) :=
1
4pi
∫∫∫∫
R12
dvdydpdzχN(p)χN(z)
f0(y − p− z, v)
|x− y| .
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Note that∇g(x) = −ENm(0, x) and ∆g(x) =
∫∫∫
R9
dvdpdzχN(p)χN(z)f0(x−p−z, v).
Using Lemma 3.2, we get
∂t
∫
|ω|=1
t
4pi
ENm(0, x+ ctω) dω
= −∂t
∫
|ω|=1
t
4pi
∇g(x+ ctω) dω
= − 1
4pi
∇
∫
|x−y|>ct
∆g(y)
|x− y| dy
= − 1
4pi
∇
∫∫∫
R9
dvdpdz
∫
|x−y|>ct
dyχN(p)χN(z)
f0(y − p− z, v)
|x− y|
= − 1
4pi
∫∫∫
R9
dvdpdz
∫
|x−y|>ct
dyχN(p)χN(z)
∇yf0(y − p− z, v)
|x− y| .
Recall that f0 has compact support, so by the divergence theorem, we have
−
∫∫∫
R9
dvdpdz
∫
|x−y|=ct
dSyχ
N(p)χN(z)
f0(y − p− z, v)ν
|x− y|
=
∫∫∫
R9
dvdpdz
∫
|x−y|>ct
dy∇y
(
χN(p)χN(z)
f0(y − p− z, v)
|x− y|
)
=
∫∫∫
R9
dvdpdz
∫
|x−y|>ct
dyχN(p)χN(z)
∇yf0(y − p− z, v)
|x− y|
−
∫∫∫
R9
dvdpdz
∫
|x−y|>ct
dyχN(p)χN(z)
f0(y − p− z, v)ν
|x− y|2
Hence
E0 =
1
4pi
∫∫∫
R9
dvdpdz
∫
|x−y|=ct
dSyχ
N(p)χN(z)
f0(y − p− z, v)ν
|x− y|
− 1
4pi
∫∫∫
R9
dvdpdz
∫
|x−y|>ct
dyχN(p)χN(z)
f0(y − p− z, v)ν
|x− y|2 +O(c
−1).
Therefore
ENm(t, x)
= − 1
4pi
∫∫∫
R9
dvdpdz
∫
|x−y|<ct
dyχN(p)χN(z)
fNm (t− c−1|x− y|, y − p− z, v)ν
|x− y|2
− 1
4pi
∫∫∫
R9
dvdpdz
∫
|x−y|>ct
dyχN(p)χN(z)
f0(y − p− z, v)ν
|x− y|2 +O(c
−1)
= − 1
4pi
∫∫∫∫
R12
dvdpdzdy
χN(p)χN(z)
fNm (max{0, t− c−1|x− y|}, y − p− z, v)ν
|x− y|2 +O(c
−1).
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From the representation of ENp (t, x) from (VPN), we have
|ENm(t, x)− ENp (t, x)|
=
1
4pi
∣∣∣ ∫∫∫∫
R12
dvdpdzdyχN(p)χN(z)
ν
|x− y|2
× (fNm (max{0, t− c−1|x− y|}, y − p− z, v)− fNp (t, y − p− z, v)) ∣∣∣+O(c−1)
≤ M
c
+
1
4pi
∫∫∫∫
R12
dvdpdzdy
χN(p)χN(z)
|fNm − fNp |(max{0, t− c−1|x− y|}, y − p− z, v)
|x− y|2
+
1
4pi
∫∫∫∫
R12
dvdpdzdy
χN(p)χN(z)
|fNp (max{0, t− c−1|x− y|}, y − p− z, v)− fNp (t, y − p− z, v)|
|x− y|2 .
Recall that (fNp , E
N
p ) is a C
1-solution of (VPN). Now since ENp is C
1 and f0 has
compact support, it follows that
qNp = sup{|v| : ∃x ∈ R3, τ ∈ [0, t] s.t. fNp (τ, x, v) 6= 0}
is finite on [0, T ]. Also ∂tf
N
p is bounded on [0, T ]× R6. Let
Q := max{q(T ), qNp (T )}
and
G(t) := sup
{|fNm (τ, x, v)− fNp (τ, x, v)| : x ∈ R3, v ∈ R3 and τ ∈ [0, t]} .
Then
|ENm(t, x)− ENp (t, x)|
≤
∫
|y|<P0+TQ
∫
|v|<Q
G(max{0, t− c−1|x− y|})
|x− y|2 dvdy
+
∫∫∫∫
R12
dvdpdzdy
χN(p)χN(z)
1
|x− y|2
∫ t
max{0,t−c−1|x−y|}
|∂tfNp (τ, y − p− z, v)| dτ +
M
c
≤ G(t)MQ3
∫
|y|<P0+TQ
1
|x− y|2 dy +MQ
3
∫
|y|<P0+TQ
c−1|x− y|
|x− y|2 dy +
M
c
≤ MG(t) + M
c
,
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where we have used (5.1). Now we begin to estimate BNm . Using Lemma 3.2, we get
for the first term B1
|B1| = 1
4pict
∣∣∣∣∫∫∫
R9
dvdpdz
∫
|x−y|=ct
dSyχ
N(p)χN(z)f0(y − p− z, v) (ν × c
−1vˆ)
(1 + c−1vˆ · ν)
∣∣∣∣
≤ 1
4pi
∫∫∫
R9
dvdpdzχN(p)χN(z)4q2(t)c−1q(t)
∫
|ω|=1
ctf0(x− p− z + ctω, v) dω
≤M
c
∫∫
R6
χN(p)χN(z) dpdz =
M
c
.
Secondly we look into B2.
|B2| = 1
4pic
∣∣∣ ∫∫∫
R9
dvdpdz
∫
|x−y|<ct
dy
χN(p)χN(z)
fNm (t− c−1|x− y|, y − p− z, v)
|x− y|2
(1− c−2|vˆ|2)(ν × vˆ)
(1 + c−1vˆ · ν)2
∣∣∣
≤ 1
4pic
∫∫∫
R9
dvdpdz
∫
|x−y|<ct
dyχN(p)χN(z)
‖f0‖L∞(R3×R3)(4q2(t))22q(t)
|x− y|2
≤ M
c
∫
|y|<P0+TQ
∫
|v|<Q
1
|x− y|2 dvdy ≤
M
c
,
where (5.1) has been used again. The last term B3 can be shown to be O(c−2) in
the same way as E3. Now, what is left is B0. It is easy to calculate that ∂tB0 =
−c∇× E0 = 0. Using Lemma 3.2 and Theorem 2.1, we get
∣∣∣∣∂t ∫|ω|=1 t4piBNm(0, x+ ctω) dω
∣∣∣∣
=
∣∣∣∣∂t ∫∫
R6
dpdz
∫
|ω|=1
dω
t
4pi
χN(p)χN(z)B0(x− p− z + ctω)
∣∣∣∣
≤
∫∫
R6
dpdz
1
4pict
χN(p)χN(z)
∫
|ω|=1
ct|B0(x− p− z + ctω)| dω
+
∫∫
R6
dpdz
1
4pi
χN(p)χN(z)
∫
|ω|=1
ct|∇B0(x− p− z + ctω)| dω
≤ M
∫∫
R6
1
4pict
χN(p)χN(z) dpdz +
∫∫
R6
dpdz
∫
|ω|=1
1
4pi
χN(p)χN(z)ct
1
c2
dω
≤ M
c
.
Hence
BNm = B0 + B1 + B2 + B3 = O(c−1). (5.2)
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Combing (5.2) and (5.2), we know that
|ENp − ENm − c−1vˆ ×BNm | ≤MG(t) +
M
c
, t < T, (5.3)
for |vˆ| < c.
It remains to estimate fNm − fNp . For ease of notation, we define g = fNm − fNp . It is
not difficult to calculate that
∂tg + vˆ · ∇xg + (ENm + c−1vˆ ×BNm) · ∇vg
= (v − vˆ) · ∇xfNp + (ENp − ENm − c−1vˆ ×BNm) · ∇vfNp
=
|v|2vˆ
c2(1 +
√
1 + c−2|v|2) · ∇xf
N
p + (E
N
p − ENm − c−1vˆ ×BNm) · ∇vfNp
(5.4)
Note that both |∇xfNp | and |∇vfNp | are bounded on [0, T ]×R6 and ∇xfNp (t, x, v) = 0
if |v| > qNp (t). Hence
|∂tg + vˆ · ∇xg + (ENm + c−1vˆ ×BNm) · ∇vg|
≤ M
c2
+M |ENp − ENm − c−1vˆ ×BNm |
≤ M
c
+MG(t), 0 ≤ t ≤ T.
(5.5)
For any x ∈ R3, v ∈ R3, t ∈ [0, T ], we define (x(t), v(t)) as in (2.5) and calculate∣∣∣∣ ddtg(t, x(t), v(t))
∣∣∣∣ = |∂tg + vˆ · ∇xg + (ENm + c−1vˆ ×BNm) · ∇vg| (5.6)
≤ M
c
+MG(t), 0 ≤ t ≤ T. (5.7)
Note that g(t, x(t), v(t))|t=0 = 0, so ∀x, v, t, let (x(0), v(0)) be the corresponding
initial data of (2.5). Then
|g(t, x, v)| = |g(t, x(t), v(t))− g(0, x(0), v(0))|
=
∣∣∣∣∫ t
0
d
ds
g(s, x(s), v(s)) ds
∣∣∣∣
≤
∫ t
0
(
M
c
+MG(s)
)
ds
≤ Mt
c
+
∫ t
0
MG(s) ds, 0 ≤ t ≤ T.
By the definition of g and G(t) we get
G(t) ≤ M
c
+M
∫ t
0
G(s) ds, 0 ≤ t ≤ T.
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Using the Gronwall’s inequality, we get
G(t) ≤ M
c
exp(Mt) ≤ M
c
, 0 ≤ t ≤ T.
Therefore
‖fNm − fNp ‖L∞([0,T )×R3×R3) + ‖ENm − ENp ‖L∞([0,T )×R3) + ‖BNm‖L∞([0,T )×R3) ≤
M
c
.
for all c ≥ 1. This completes the proof of Theorem.
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