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Abstract
It is proved that a linear transformation on the vector space of upper triangular matrices
that maps the set of matrices of minimal rank 1 into itself, and either has the analogous prop-
erty with respect to matrices of full minimal rank, or is bijective, is a triangular equivalence,
or a flip about the south-west north-east diagonal followed by a triangular equivalence. The
result can be regarded as an analogue of Marcus–Moyls theorem in the context of triangular
matrices. © 2000 Elsevier Science Inc. All rights reserved.
AMS classification: 15A03; 15A04
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1. Introduction and main result
Study of linear preserver problems is a very active research area in theory of linear
transformations in finite- and infinite-dimensional vector spaces (see, e,g, the volume
[6] in which many aspects of the linear preserver problems in finite-dimensional
spaces are represented and where an exhaustive bibliography up to 1992 is given as
well). One of the basic and often used results in this area is the following theorem on
rank 1 preservers due to Marcus and Moyls [4]: If F is an algebraically closed field
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of characteristic zero and  V Fmn ! Fmn is an F-linear transformation on the
vector space ofm nmatrices over F such that rank A D 1 ) rank .A/ D 1, then
there exist invertible matrices M 2 Fmm and N 2 Fnn such that .A/ D MAN
(or .A/ D MATN in the case when m D n) for every A 2 Fmn. (We denote by
the superscript T the transpose operation.)
In this paper, we prove an analogue of this result in the context of upper triangular
matrices. The vector space of upper triangular matrices with entries in a field has
been extensively studied in recent years from a point of view of completion prob-
lems; however, to our knowledge linear maps on upper triangular matrices preserving
properties related to completion problems have not been studied yet.
Let F be a field. (Throughout the paper we assume that F is not the two-element
field; all matrices are assumed to have entries in F.) Denote by UTn the unital
algebra of upper triangular n n matrices. Given an upper triangular matrix A D
Taij Uni;jD1 2 UTn, aij D 0 for n > i > j > 1, we denote by mr.A/ the minimal pos-
sible rank of matrices of the form AC T , where T is strictly lower triangular. It is
described by Woerdeman’s formula [7]:
mr.A/D
nX
mD1
(
rankTaij UiD1;:::;mIjDm;:::;n

−
n−1X
mD1
(
rankTaij UiD1;:::;mIjDmC1;:::;n

: (1.1)
In many completion problems of triangular matrices, the minimal rank plays the role
similar to the rank of a matrix [5].
We need also the operator Trunc of lower triangular truncation, i.e., Trunc.X/ is
the upper triangular matrix obtained from a square size matrix X by replacing all
strictly lower triangular entries in X with zeros.
We now state the main result of this paper.
Theorem 1.1. Let  V UTn ! UTn be an F-linear transformation with the fol-
lowing propertiesV
(i) If mr.A/ D 1; then mr .A/ D 1I
(ii) If mr.A/ D n; then mr .A/ D n.
Then either
.A/ D Trunc.T AS/ (1.2)
for some lower triangular invertible S and T or
.A/ D Trunc.T G.A/S/ (1.3)
for some lower triangular invertible S and T ; where G V UTn ! UTn is the flip
transformationV The .i; j/th entry of G.A/ coincides with the .nC 1 − j; nC 1 −
i/th entry of A.
Conversely; if  has the form (1.2) or (1.3); then
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mr .A/ D mr.A/ (1.4)
for every A 2 UTn.
As we shall see later, hypothesis (ii) may be replaced by the hypothesis that  be
bijective. On the other hand, an example shows (see Section 3) that the hypothesis
(i) alone does not guarantee that  is of the form (1.2) or (1.3).
LetLTn be the group of invertible lower triangular matrices. In connection with
formulas (1.2) and (1.3) note that there is a natural action of the group LTn 
LTn as linear transformations on the vector space of upper triangular matrices.
This action is defined by
QT.S1;S2/.A/ D Trunc.S1AS−12 /; A 2 UTn; (1.5)
where S1; S2 2LTn. The group action property means that
QT.S1;S2/.R1;R2/ D QT.S1;S2/  QT.R1;R2/; S1; S2; R1; R2 2LTn; (1.6)
and that QT.I;I / is the identity transformation. A verification of (1.6) is straightforward.
In particular,A ! Trunc.SAT / is a bijective linear tranformation onUTn, provid-
ed the lower triangular matrices S and T are invertible. We say that A;B 2 UTn are
triangularly equivalent if A and B are in the same orbit of the group action (1.5), i.e.,
B D Trunc.S1AS−12 / for some S1; S2 2LTn.
In Section 2, we prove Theorem 1.1. Some corollaries and an example are given
in Section 3.
2. Proof of Theorem 1.1
Assume that  is given by (1.2). It is easy to see that the rank of the p  q block in
the upper-right corner ofA 2 UTn coincides with the rank of the p  q block in the
upper-right corner of .A/ (here p C q 6 nC 1). In view of Woerdeman’s formula,
mr .A/ D mr.A/ for every A 2 UTn. If  is given by (1.3), then the rank of the
p  q block in the upper-right corner of A 2 UTn coincides with the rank of the
q  p block in the upper-right corner of .A/, and by Woerdeman’s formula, (1.4)
follows again. This proves the converse statement of the theorem.
We now prove the direct statement. First of all observe that the set of linear trans-
formations onUTn of the forms
A 7! Trunc.T AS/; A 2 UTn
or A 7! Trunc.TG.A/S/; A 2 UTn; (2.1)
is a group, under the composition operation of linear transformations. Indeed, this
group property can be established without difficulty using the easily verified formu-
las:
Trunc .T1.Trunc.T2AS2//S1/ D Trunc.T1T2AS2S1/;
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T1; T2; S2; S1 2LTn; (2.2)
G.Trunc X/ D Trunc.G.X//;
where the flip transformation G is understood as a linear transformation on Fnn;
G.TAS/ D G.S/G.A/G.T /; S; T 2LTn:
To verify the latter formula, just observe that
G.X/ D
2
666664
0 0    0 1
0 0    1 0
:::
:::
:::
:::
:::
0 1    0 0
1 0    0 0
3
777775
XT
2
666664
0 0    0 1
0 0    1 0
:::
:::
:::
:::
:::
0 1    0 0
1 0    0 0
3
777775
; X 2 Fnn:
Because of this group property, when convenient, we will replace the given linear
transfomation  with the properties (i) and (ii) by the composition of  and a linear
transformation having one of the forms (2.1).
We will use the notation Eij to denote the matrix with all entries, except the
.i; j/th entry, equal to zero, and the exceptional entry is equal to 1.
It is easy to see (e.g., using the Woerdeman’s formula) that mr.A/ D n if and
only if A is diagonal with non-zero diagonal elements. Since F has more than two
elements, there exists a basis in the linear space Dn of n n diagonal matrices that
consists of matrices having minimal rank n. Therefore,  mapsDn intoDn.
Consider the .1; 1/th entry, call it 1.d1; : : : ; dn/, of the matrix

0
BBB@
2
6664
d1 0    0
0 d2    0
:::
:::
.
.
.
:::
0 0    dn
3
7775
1
CCCA :
Since 1.d1; : : : ; dn/ is a linear functional of dj , j D 1; 2; : : : ; n, we must have
1.d1; : : : ; dn/ D
nX
jD1
jdj
for some j 2 F . We are going to show that at most one of the j ’s is different
from zero. Assume the contrary, say 1; 2 =D 0. Select d1; : : : ; dn 2 F n f0g such
that
Pn
jD1 j dj D 0. (To ensure such a selection, let d3 D    D dn D 1, 0 =D d2 =D
−−12 .
Pn
jD3 j /, d1 D −−11 .2d2 C
Pn
jD3 j /, which is possible again because F
has more than two elements.) But then
mr
0
BBB@
2
6664
d1 0    0
0 d2    0
:::
:::
.
.
.
:::
0 0    dn
3
7775
1
CCCA D n; mr 
0
BBB@
2
6664
d1 0    0
0 d2    0
:::
:::
.
.
.
:::
0 0    dn
3
7775
1
CCCA < n;
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a contradiction with (ii). Arguing analogously with respect to the .2; 2/th entry, then
the .3; 3/th entry etc., of

0
BBB@
2
6664
d1 0    0
0 d2    0
:::
:::
.
.
.
:::
0 0    dn
3
7775
1
CCCA ;
we obtain that

0
BBB@
2
6664
d1 0    0
0 d2    0
:::
:::
.
.
.
:::
0 0    dn
3
7775
1
CCCA D
2
6664
1d .1/ 0    0
0 2d .2/    0
:::
:::
.
.
.
:::
0 0    nd .n/
3
7775
for some fixed j 2 F n f0g and some function  V f1; 2; : : : ; ng ! f1; 2; : : : ; ng.
Next, we show that  is actually a permutation, i.e., is onto. Assume the contrary,
i.e., there exist i; j 2 f1; 2; : : : ; ng, i 6D j , such that  .i/ D  .j/. Then the minimal
rank of .E .i/; .i// > 1, a contradiction with (i). After composing  with a multi-
plication by an appropriate diagonal matrix we may assume that all j are equal to 1.
Consider now the matrix units Eij (i 6 j ). We have (; ; γ 2 F , i < j ):
mr.Eii C Ejj C γEij / D
8<
:
0 if  D  D γ D 0;
2 if γ D 0 and ;  =D 0;
1 otherwise:
Let p D min. −1.i/;  −1.j//, q D max. −1.i/;  −1.j// and let Xij D .Eij /.
By (i) we have
mr.Epp C Eqq CXij / D 1 (2.3)
for all ;  2 F . Fix i and j and write Xij D Txu;vUnu;vD1, where xu;v 2 F and xu;v D
0 if u > v. We claim that xu;v D 0 for every pair .u; v/ such that u < p and v > p.
Assume the contrary, say xu;v =D 0 for some u < p and some v > p. Consider the
2  2 submatrix of Epp C Xij in the positions .u; p/, .p; p/, .u; v/ and .p; v/.
This submatrix is
xu;p xu;v
 C xp;p xp;v

:
By (2.3), the rank of this 2  2 matrix does not exceed 1 for any , which is im-
possible if xu;v =D 0. Analogously, xu;v D 0 for every pair .u; v/ such that u < q
and v > q . The consideration of the 2  2 block at the intersection of rows p and q
and columns p and q of the matrix Epp C Eqq CXij , together with (2.3) shows
that xp;q =D 0. Now, taking into account that mr Xij D 1, and considering suitable
2  2 submatrices ofXij , we conclude that xu;v D 0 unless p 6 u 6 v 6 q . In other
words,Xij is supported on the triangle f.u; v/ V p 6 u 6 v 6 qg and the entry at the
vertex .p; q/ is non-zero.
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Now we show that  −1 is monotonic, i.e., either i < j )  −1.i/ <  −1.j/ or
i < j )  −1.i/ >  −1.j/. Arguing by contradiction assume that  −1.i/ <
 −1.j/ >  −1.k/ for some i < j < k or that −1.i/ >  −1.j/ <  −1.k/ for some
i < j < k. We will consider only the first case which will be further divided into two
subcases. Assume first that  −1.i/ <  −1.k/. Since mr.Eik C Ejk/ D 1, we have
mr.Xik CXjk/ D 1: (2.4)
However, by the properties of Xij obtained in the preceding paragraph, the 2  2
submatrix of Xik CXjk at the intersection of rows  −1.i/,  −1.k/ and columns
 −1.k/,  −1.j/ has the form
f 0
g h

;
where f 2 F and h 2 F are non-zero, a contradiction with (2.4). If −1.k/< −1.i/,
then we get a contradiction in a similar way by considering Eij and Eik instead of
Eik and Ejk .
We assume from now on that −1 is increasing; then −1.i/ D i for i D 1; : : : ; n.
If  −1 is descreasing, we consider in place of  the composition of  with the
flip map G; indeed,

0
BBB@G
0
BBB@
2
6664
d1 0    0
0 d2    0
:::
:::
.
.
.
:::
0 0    dn
3
7775
1
CCCA
1
CCCAD
0
BBB@
2
6664
dn 0    0
0 dn−1    0
:::
:::
.
.
.
:::
0 0    d1
3
7775
1
CCCA
D
2
6664
d1 0    0
0 d2    0
:::
:::
.
.
.
:::
0 0    dn
3
7775 :
We will start with the case n D 2. In this case we know that  is of the form
a c
0 b

7!

a C c γ c
0 b C c

for some ; ; γ with γ 6D 0. Verifying that
a C c γ c
0 b C c

D Trunc

1 0
γ−1 γ−1
 
a c
0 b
 
1 0
 γ

we complete the proof in the case n D 2.
Assume now that n > 2. Since .Eij / is supported on the triangle f.u; v/ V i 6
u 6 v 6 j g, the subspace spanned by Eij with 2 6 i 6 j 6 n is -invariant. We
may use induction on n and assume that the restriction of  to spanfEij V 2 6 i 6
j 6 ng is of the formX 7! Trunc.WXY/ for some invertible .n− 1/ .n− 1/ low-
er triangular matrices W and Y. Notice that because of our assumption  .i/ D i,
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i D 1; 2; : : : ; n, we cannot have the form X 7! Trunc.WG.X/Y / for the restriction
of  to spanfEij V 2 6 i 6 j 6 ng. Replacing  with the composition of  and of
A 7! Trunc. QWA QY /, where
QW D

1 0
0 W−1

and QY D

1 0
0 Y−1

;
we may (and do) assume that .Eij / D Eij for 2 6 i 6 j 6 n (cf. formula (2.2)).
Fix j, 2 6 j 6 n and consider E1;j C E2;j . It is easy to see that mr.E1;j C
E2;j / D 1 for every  2 F . Therefore,
mr..E1;j /C .E2;j // D mr..E1;j /C E2;j / D 1 (2.5)
for every  2 F . On the other hand, we know that .E1;j / has the form .E1;j / D
Tbp;qUnp;qD1 with bp;q D 0 if q > j or if p > q , whereas b1;j =D 0. Combining this
information with (2.5), we see, by considering suitable 2  2 submatrices of
.E1;j /C E2;j , that actually bp;q D 0 unless .p; q/ D .1; 1/ or p 6 q D j . It fol-
lows that


0 x
0 0

D
2
66664
Pn−1
iD1 cixi a1;2x1 a1;3x2    a1;nxn−1
0 a2;2x1 a2;3x2    a2;nxn−1
0 0 a3;3x2    a3;nxn−1
:::
:::
:::
.
.
.
:::
0 0 0 0 an;nxn−1
3
77775 ; (2.6)
where x D Tx1; : : : ; xn−1U is an arbitrary row vector and the elements
a1;2; : : : ; an;n; c1; : : : ; cn−1 2 F
do not depend on the choice of the vector x. We already know that a1;j 6D 0 for
j D 2; : : : ; n. Since
mr 

0 x
0 0

D 1
for non-zero x, it follows that
ai;j D ia1;j (2.7)
for some i 2 F . Now we use the property that
mr 
0
BBBBB@
2
666664
0 x
0 x
0 0
:::
:::
0 0
3
777775
1
CCCCCA
D 1 (2.8)
for every non-zero row vector x with n− 1 components and for every  2 F . Using
(2.6) and (2.7), equality (2.8) implies
0 D det

a1;2 a1;j
2a1;2 C 1 2a1;j C 1

D .a1;2 − a1;j /:
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Therefore, a1;j D a1;2 for j D 3; 4; : : : ; n and hence (2.6) can be rewritten in the
form


0 x
0 0

D
2
66664
Pn−1
iD1 cixi a1x1 a1x2    a1xn−1
0 a2x1 a2x2    a2xn−1
0 0 a3x2    a3xn−1
:::
:::
:::
.
.
.
:::
0 0 0 0 anxn−1
3
77775
for some a1; : : : ; an 2 F , where a1 =D 0. Now clearly  is given by
.A/ D Trunc.SAT /;
where
S D
2
66664
a1 0 0    0
a2 1 0    0
a3 0 1    0
:::
:::
:::
.
.
.
:::
an 0 0    1
3
77775 and T D
2
666664
a−11 0 0    0
c1a
−1
1 1 0    0
c2a
−1
1 0 1    0
:::
:::
:::
.
.
.
:::
cn−1a−11 0 0    1
3
777775
:
This completes the proof. 
3. Corollaries and example
We start with a variation of Theorem 1.1 in which the preservation of minimal
rank n hypothesis is replaced by bijectivity.
Corollary 3.1. Let  V UTn ! UTn be a bijective linear transformation preserv-
ing minimal rank 1; that is; mr.A/ D 1 implies mr .A/ D 1. Then  has either the
form (1.2) or the form (1.3).
For the proof of Corollary 3.1 an easily verifiable characterization of the minimal
rank is needed:
Proposition 3.2. Let A 2 UTn. Then mr.A/ D k if and only if A can be written as
A D A1 C    C Ak; whereAj 2 UTn and mr.Aj / D 1; but A cannot be written as
the sum of less than k matrices having minimal rank 1.
Proof of Corollary 3.1. By Proposition 3.2, mr A 6 n− 1 if and only if A can be
written as a sum of at most n− 1 matrices with minimal rank 1. It follows that 
maps the set of all matrices of minimal rank at most n− 1 into itself, and conse-
quently, the inverse of  maps the set of matrices with minimal rank n into itself.
So, the inverse maps the diagonal matrices with non-zero entries into the diagonal
matrices with non-zero entries. Similarly, as in the proof of Theorem 1.1 (but this
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time applying bijectivity) we get that the inverse of  just permutes the diagonal
entries and multiply them by non-zero constants. The same must be then true for
. So,  preserves minimal rank 1 and minimal rank n. Applying Theorem 1.1 we
complete the proof. 
Corollary 3.3. Let  V UTn ! UTn be a linear transformation with the following
propertiesV
(i) if mr.A/ D 1; then mr .A/ D 1I
(ii) if mr.A/ D n; then mr .A/ D nI
(iii) trace .A/ D trace A for every A 2 UTn.
Then either
.A/ D Trunc.SAS−1/; A 2 UTn (3.1)
or
.A/ D Trunc.SG.A/S−1/; A 2 UTn
for some S 2LTn.
Proof. In view of Theorem 1.1, all we have to do is to prove that if S1 and S2 are
invertible lower triangular matrices such that
trace.Trunc.S1AS2// D trace A (3.2)
for every A 2 UTn, then S2 D S−11 . Let V D S2S1. We have
trace.V A/ D trace A
for every A 2 UTn. If V had a non-zero strictly lower triangular entry, say, in the
.k; j/th position (k > j ), then for the matrix Ejk we have
trace.V Ejk/ =D 0; trace Ejk D 0;
a contradiction with (3.2). So V is diagonal. Now it is easy to see that all the diagonal
entries of V are equal to 1. 
Transformations of type (3.1) are called triangular similarity. Triangular similar-
ity, and in particular, canonical forms of generic matrices under triangular similarity
have been studied in [1–3]. (Triangular similarity is called U-similarity in [2].)
The following example shows that preservation of minimal rank 1 and the trace is
not sufficient to guarantee that a linear transformation onUTn is bijective, let alone
is of the form (1.2) or (1.3).
Example 3.1. Define  V UTn ! UTn as follows:


Tai;j Uni;jD1

D Tbi;j Uni;jD1 .ai;j D 0 for i > j/;
where bi;j D 0 if i =D 1 and b1;j D a1;j C a2;jC1 C    C an−jC1;n. Clearly,
trace.A/ D trace .A/ for every A 2 UTn. Let now A D Tai;j Uni;jD1 2 UTn be of
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minimal rank 1 and let j be the maximal index such that the diagonal a1;j ; : : : ;
an−jC1;n of A is non-zero. Then exactly one of the elements a1;j ; : : : ; an−jC1;n is
non-zero, otherwise, A would have a 2  2 invertible submatrix in its upper triangular
part, a contradiction with the hypothesis that the minimal rank of A is 1. It follows
that .A/ =D 0 and because of the definition of  it is clear that mr..A// D 1.
Therefore,  maps the set of upper triangular matrices of minimal rank 1 into itself.
However,  is evidently not bijective.
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