CONVEXITY PROPERTIES OF A GENERALIZED NUMERICAL RANGE JOHN DE PILLIS
A numerical range W n (A) of a bounded linear operator A on Hubert space £%f is defined to be the set of complex numbers W n (A) = {tτ(AM): dimension M = n} where M runs over all orthogonal ^-dimensional projections on Sff, and tr( ) is the trace functional.
It is known that W n (A) is always convex (the Hausdorff-Toeplitz theorem tells us that TΓi(A) is convex). In what follows, we replace the trace functional by the more general elementary symmetric functions, and derive certain convexity results.
The classical Haudorίf-Toeplitz theorem has it that for any bounded linear operator A on Hubert space 3ίf, the numerical range is a convex subset of the Complex plane (cf. [4] , [9] , [10] ).
Let P x denote the orthogonal projection P x ; y -> ζy, xyx onto the one-dimensional subspace spanned by x. Then (Ax, αζ> can be shown to equal tr (AP β ), the trace of the operator AP X (equivalently (Ax, x> = tr (P X AP X ), the trace of the compression of A to the space sp [#] spanned by x.)
In light of the above interpretation, it is natural to ask whether the set
where M runs over all ^-dimensional orthogonal projections on 3(f, is convex; as a convenient ambiguity, we use the symbol M to represent both the ^-dimensional subspace M and the orthogonal projection on 3ίf whose range is M. This question seems to have been raised first by Halmos [5] , and consequently answered in the affirmative, by C. A. Berger [1] , [6] . The convexity of W n (A) when A is normal was proved by R. C. Thompson [11, Theorem 2] , which appeared almost simultaneously with Berger's thesis [1] . In this paper, we extend the notion of n th order numerical range ( First, a quasi-convexity is shown for the set (1.2) for n = r and with A replaced by A + z for large complex z (Theorem 5.2). Then, we present a convexity statement (Theorem 6.1) for those linear operators which exhibit a certain kind of strong convergence (Definition 3.4) . It is somewhat surprising that the badly nonlinear elementary symmetric functions allow for any convexity properties relative to (1.2) at all, but we are able to prove as our principal result, the following property of W r>n (A) 
is also in W r , n (A) provided the n-dimensional subspaces M and N are mutually orthogonal. More specifically, for every pair of mutually orthogonal n-dimensional subspaces, M and N, and for every λe (0,1), there exists an n-dimensional subspace U λ such that
Due to the constructive nature of our proof, we are able to show the interesting fact that U λ may be chosen once and for all so that (1.3) remains valid for each r = 1, 2, •••, n.
We proceed to the development of these results now.
2* Preliminaries. Throughout, ^f will be a Hilbert space (finite or infinite dimensional) with inner product < , >. For each r = 1, 2, , we construct the vector space Proof. The fact that g; is o.n. in A*'S^f is immediate from (2.1). Similarly, by extending i? to an o.n. basis for all of <^g^, the second assertion of our proposition follows from (2.1) and (2.2) . (See also de Pillis [3] .) This ends the proof.
Given (2.5) . To see this, observe that C r (AM) = C r (A)C r (ikί) (from (2.2)), and that C r (M)e σ = e σ .
REMARK. Let us write tr (AM) in the form For j = 0, we define Σαeρ r , 0 <C 0 (-A)e α , e σ > to be the number 1. The equivalence of (2.8)' and (2.8) follows from the orthogonality of the set {e u e 2 , •••, e r } along with use of (2.1) and (2.2). Finally, we define Berger bases for a pair of r-dimensional subspaces M and N in £έf, after C. A. Berger, who proved [1] , [6] , that such pairs of bases always exist for any such M and N. In what follows, A will be a fixed bounded linear operator on Hubert space <^ and x is a unit vector in DEFINITION 3.1. The unit vector x z e ^f is defined for each sufficiently large complex z by the conditions that
<s,,a?>>0.
REMARK. Since A is bounded, sufficiently large complex z may always be found so that A + z is invertible; that is, so that a unit vector x z always exists which is sent by A + z to a scalar multiple of the fixed unit vector x. We note that if Condition (1) above obtains for some unit vector x z , then it obtains equally well for the vector τ£ x z , where w is any complex scalar of modulus one. Hence, Condition (2) is presented to allow a unique x z \ as we shall now see, x z has the further property that x z -> x as z -> oo. In fact, we present a stronger statement of convergence in the following lemma: LEMMA 3.2. Given the bounded linear operator A and unit vectors x and x z defined in Definition 3.1. Then
Consequently, x z ->x as z -> oo.
Proof. We write the expression ((A+z)x z , x z y in two ways:
Subtraction of (3.2) from (3.1) gives us
From (3.3) it follows that ζx z , xy -> 1 as z -• oo to see this, divide through by z and let z go to infinity. This, in turn, implies that (3.4) x z > x as z > oo .
Again from (3.3) we may deduce that z (1 -| ζx β , xy | 2 ) -* 0 as z -> oo use the continuity of both A and the inner product along with (3.4) to show that the right-hand side of (3.3) goes to zero as z->oo. The lemma is proved.
For later convenience, the following notations are introduced: We then define the vectors x z in Λ r £ίf, and x s in A'gef, for j = 1, 2, , r by the following equations:
We shall have occasion to use the notion of an operator A having power r on a vector α?, the definition of which follows now. Proof. Observe that for all z, x z = x whenever x is an eigenvector of A.
4. Induction hypothesis. In the following section, we shall refer to and hence extend the induction hypothesis which we now present. In what follows, we shall prove that under certain restrictions on A, or on the subspaces M and N, the induction hypothesis may be extended from the cases j = 1, 2, , r-1 to the cases j -1, 2, , r -1, r.
Induction Hypothesis. Given a bounded linear operator
REMARK 4.2. The fixed o.n. sets {#J, {y^ and {^} meet all the conditions described above if the operator A is replaced by A + z, where z is any complex scalar (i.e., z is a complex scalar multiple of the identity operator). 5* A quasi-convexity result. We now extend our induction hypothesis to a convexity result involving the operator A + z (Theorem 5.2). REMARK 5.1. Let F be some scalar-valued function on the unit sphere of ££*, which has convex range. That is, for all λe(0, 1), and for all x, y in §ίf such that ||a?|| = \\y\\ = 1, there exists u, \\u\\ = 1 such that (5.1)
XF(x) + (l-\)F(y) = F(u) .
Now let pjβ, z) and p z (θ, z) be two complex valued functions of z, whose values have the same argument Θ for each z; the common argument, θ, necessarily depends on z. Then
where u z is a unit vector depending on z. 
This, in turn, is equivalent to the equation
for a(z) and b(z) defined in (5.7). which is equivalent to (5.5) and to (5.7) . Notice that (A + z)u z is a certain linear combination of the vectors x r and y r . This is so because u,e&j) [ are Berger bases for M and N 9 respectively (Definition 2.3). Accordingly, we may write (5.11) as follows:
We note that the quotients a(z)/(a(z) + b{z)) and b(z)/(a(z) + b(z))
If we combine (5.12) with (5.5), we obtain the final equality (5.13)
Statement (5.13) above completes the proof of the theorem.
6* A convexity result for W r , n (A). In this section, we combine the quasi-con vexity result (Theorem 5.2) with the notion of A having sufficient integer power on certain x (Definition 3.4) to obtain a convexity theorem for A (Theorem 6.1). As a consequence, we obtain our main convexity result (Theorem 6.2) which holds for arbitrary but fixed linear operator A so long as the subspace M and N are mutually orthogonal. We substitute ζx z , x r yx r for x z into our expression for φ(z) to obtain If we substitute the explicit polynomial expressions for each of the three inner products in (6.2) (see (2.8) ), we obtain the following expression for <p(z): , n,
Note that U λ does not depend on r.
Proof. Let 
for each σ e ζ> w , r .
Note that x σ(r) and y ff(r) are eigenvectors for (the compression of) A on the spaces M σ and N σ , respectively: This follows from (6.6a) and (6.6b). Thus, A has unbounded power on x σ{r) and y σ(r) when restricted to M σ and N σ (Proposition 3.6). Consequently, for x z and y z of Defini- This implies that z k [1 -\(u z The Supporting Institutions listed above contribute to the cost of publication of this Journal, but they are not owners or publishers and have no responsibility for its content or policies.
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