In this paper we propose a chi-square test for identification. Our proposed test statistic is based on the distance between two shrinkage extremum estimators. The two estimators converge in probability to the same limit when identification is strong, and their asymptotic distributions are different when identification is weak. The proposed test is consistent not only for the alternative hypothesis of no identification but also for the alternative of weak identification, which is confirmed by our Monte Carlo results. We apply the proposed technique to test whether the structural parameters of a representative Taylor-rule (2003) and to the editor, associate editor, two anonymous referees, Craig Burnside, Mehmet Caner, Graham Elliott and participants of the first ERID conference for comments. We thank seminar participants at the University of Washington, Seattle, the Federal Reserve Bank of St. Louis, the UNC-NCSU econometrics workshop and the University of Tokyo for helpful comments.
Introduction
The validity of statistical inference in a growing number of macroeconomic models has been questioned in the recent literature. Many of these models are estimated using first order moment conditions and exploiting exogenous instruments, such as in the widely used Generalized Method of Moments (GMM) estimation procedure. As Nelson and Startz (1990a,b) discovered, however, inference is unreliable when the correlation between instruments and endogenous variables is "weak", a situation referred to as the "weak identification" (or "weak instruments") problem. See Canova and Sala (2009) , Iskrev (2007) and Ruge-Murcia (2007) for empirical evidence in dynamic stochastic general equilibrium (DSGE) models, Mavroeidis (2010) for the monetary policy rule, Nason and Smith (2005) and Dufour, Khalaf and Kichian (2006) for the new Keynesian Phillips curve, and Yogo (2004) for consumption Euler equations, to name a few. While methods to construct confidence sets that are robust to weak identification have been recently developed, they can be too large to be informative; in addition, applied researchers are often interested in point estimates, in which case their main interest is in whether a model is identified or not. This paper proposes a new test for identification by testing the null hypothesis of strong identification against the alternative hypothesis of weak (or no) identification. Our proposed test statistic is based on the distance between two bias-corrected shrinkage extremum estimators. Under the null hypothesis of strong identification, the two estimators converge in probability to the same limit and the proposed test statistic has an asymptotic chi-square distribution. Under the alternative hypothesis of weak identification, they converge weakly to different random variables. Our test overcomes two limitations existing in the literature. First, the proposed test is consistent not only for the alternative hypothesis of no identification but also for the alternative of weak identification, whereas existing tests mainly focus on the alternative hypothesis of strict non-identification. Second, our test has the advantage of being applicable to both linear and nonlinear models that may have a large number of parameters, whereas existing tests can only be applied to models with a limited number of parameters and mainly to linear models or non-linear models where the second derivative is independent of the parameter vector.
In the existing literature on identification, identification is often defined in terms of the underlying probability distribution function (see Hsiao, 1983) . In many econometric problems, however, true probability measures or likelihood functions are not available to the econometrician, and parameters are estimated by extremum estimators. In this case, we say that parameters are identified if there is a unique minimizer of the estimation objective function. This definition of identification has been extensively used in the econometric literature (see Amemiya, 1985; Gallant and White, 1988; and Newey and McFadden, 1994, for example) . We follow this definition of identification in our paper, and refer to this definition of identification as the "identification condition for extremum estimators". 1
Identification restrictions traditionally take the form of exclusion restrictions (see Hsiao, 1983 ).
In the linear simultaneous equation model, instruments are exogenous if they are excluded from the equation of interest. However, the validity of instruments also requires instruments to be relevant.
When instruments are only weakly correlated with the endogenous variables, the TSLS estimator is biased towards the probability limit of the OLS estimator and standard inference performs poorly (Bound, Jaeger and Baker, 1995; Nelson and Startz, 1990a,b) . To explain the Monte Carlo findings, Staiger and Stock (1997) and Stock and Wright (2000) propose an alternative asymptotic theory in which the correlation is modeled local to zero, and refer to it as "weak identification". Our paper is interested in this concept of identification, and focuses on the relevance condition while maintaining the assumption that the exogeneity conditions hold. In our paper, we test the null hypothesis that this correlation is nonzero and is not local to zero against the alternative that it is local to zero.
A few other papers have considered tests in the presence of weak instruments. In particular, Stock and Yogo (2005) propose to test the null hypothesis that the correlation between endogeneous variables and instruments is local to zero against the alternative that it is not local to zero. Hahn and Hausman (2002) test the null that this correlation is local to zero against the alternative that it is fixed and different from zero, as we do. Our paper is related to these tests, but differs in a crucial way. The advantage of our test relative to that in Stock and Yogo (2005) is that our test does not rely on the Hessian of the objective function whereas the latter test does. Since the Hessian depends on nuisance parameters in nonlinear models, it is unclear how to extend the methods by Stock and Yogo (2005) and Hahn and Hausman (2002) to nonlinear models. Our test can instead be applied to both linear and non-linear models. Wright (2002) proposes a test for the null hypothesis of strong identification by comparing the volume of Wald confidence sets and that of Stock and Wright's (2000) S confidence set. The difference between the two volumes is bounded in probability when the parameters are strongly identified, and diverges to infinity when parameters 1 A referee suggested to use "Q-identification" to refer to this definition of identification. Although we like the suggestion of the referee, we believe it would be confusing since a large body of the literature uses this definition of identification. This is why we call it instead the "identification condition for extremum estimators". are weakly identified (because Wald confidence sets are not robust to weak identification whereas the S set is). A potential drawback of this test is that it is not applicable when the number of parameters is more than two. The rank test of Wright (2003) tests the null hypothesis that the relevance condition does not hold against the alternative that it holds. Because his test does not allow for weak identification, the asymptotic null distribution depends on nuisance parameters that cannot be consistently estimated. In fact, our Monte Carlo experiment shows that the rank test of Wright (2003) can suffer from the size distortion when instruments are weak.
There is also a relationship between the tests proposed in this paper and literatures on (i) tests of rank; (ii) reduced rank regression; (iii) tests of overidentification; (iv) tests of no identification; (v) tests of weak identification; and (vi) empirical applications of tests of weak identification. In Section 3.1 we review these literatures in detail and consider a simple linear IV model to illustrate the differences between the existing tests and our test. The advantages of our approach relative to the above mentioned literatures can be summarized as follows. We test the null of strong identification rather than no identification, so that there is no nuisance parameter under the null hypothesis in our setup. Our test allows us to: (i) avoid highly time-consuming searches over the set of all possible parameter configurations that satisfy the null hypothesis of weak identification (as our null hypothesis is strong identification); (ii) have a test with exact size; and (iii) obtain a test that is suitable for highly parameterized nonlinear models, and therefore is especially useful for researchers interested in addressing issues of identification in macroeconomic models.
The idea of shrinkage has been used in the recent literature on many and weak instruments. Carrasco (2008) considers regularization of two-stage least squares estimators in the presence of many instruments. Okui (2007) uses shrinkage in linear simultaneous equations with many instruments and with many weak instruments. While they focus on the estimation problem in linear simultaneous equations, our focus is on testing for identification in possibly nonlinear models.
Monte Carlo simulations confirm that our test has good size and power for reasonable sample sizes. To show the usefulness of the proposed technique, we present an empirical application to the analysis of identification of the parameters of a Taylor rule monetary policy reaction function. We find that the monetary policy parameters were identified in the pre-Volker period, but not in the Volker-Greenspan era.
The rest of the paper is organized as follows: Section 2 presents the assumptions and the theoretical results. Section 3 shows Monte Carlo results using both the Consumption Capital Asset Pricing Models (CCAPM) and the Taylor rule model. Section 4 provides an empirical application addressing the issue of whether the parameters in the U.S. monetary policy reaction function are identified.
Lastly, we mention notational conventions that are used throughout the paper. Let ∇ x f (x), ∇ xx f (x) and ∇ xxx f (x) denote the gradient vector (∂/∂x)f (x), the Hessian matrix (∂ 2 /∂x∂x )f (x) and the matrix of third derivatives (∂/∂x )vec(∇ xx f (x)), respectively. When x = [x 1 , x 2 ] , we will sometimes write f (x) as f (x 1 , x 2 ), not f ([x 1 , x 2 ] ) to simplify the notation. x is the Euclidean norm of x, ( n i=1 x 2 i ) 1/2 when x is an (n × 1) vector, and A is the matrix norm, max x =1 Ax when A is an (m × n) matrix. Finally, I k denotes the (k × k) identity matrix.
Assumptions and Theorems
Consider an extremum estimatorθ T that maximizes some objective function Q T (θ),
where Θ ⊂ k .
(1) includes maximum likelihood, classical minimum distance estimators and generalized method of moments estimators, as discussed in Gallant and White (1988) and Newey and McFadden (1994) . A shrinkage estimator coaxes the parameter estimate in some direction by imposing possibly incorrect restrictions,
where {λ T } is a sequence of positive constants that converges to zero as T → ∞. A well-known shrinkage estimator is a ridge regression estimator withθ = 0 k×1 (Hoerl and Kennard, 1970a,b) . We are interested in testing the null hypothesis of strong identification, whose definition is as follows.
Definition (The Null Hypothesis).
Under the null hypothesis, the parameters are strongly identified, that is: plim T →∞ Q T (θ) is uniquely maximized at some θ 0 ∈ Θ, where Θ is compact in p .
Suppose θ = [α , β ] where α is possibly weakly identified and β is always strongly identified. Note that it is possible that there are no strongly identified parameters, and our analysis allows for that possibility. Note that empirical researchers do not need to know which parameters are possibly weakly identified and which are strongly identified in order to implement our method in practice.
The distinction between α and β is made only for the theoretical derivations. Our objective is to test the null hypothesis that the parameter θ 0 = [α 0 , β 0 ] is strongly identified against the alternative hypothesis that α 0 is only weakly identified in a sense that we will make precise shortly.
We will impose the following set of assumptions:
Assumptions.
(a) Θ = Θ A × Θ B is non-empty and compact in k where
(c) Under the null hypothesis H 0 , there is a function Q(θ) such that
holds on Θ, where ⇒ denotes weak convergence of random functions on Θ with respect to the sup norm and Z(·) is a zero-mean Gaussian process with covariance kernel Σ(θ 1 , θ 2 ) = E(Z(θ 1 )Z(θ 2 ) ) that is positive definite at
(d) Under the alternative hypothesis H 1 :
(i) There are stochastic processes on Θ, Q α (θ), Q αβ (θ) and Q β (β), such that sup θ∈Θ Q T (θ)−
, and sup θ∈Θ |Q α (θ)| is bounded with probability one;
(ii) There is a stochastic process
(e) λ T = κT −1/2 for some κ ∈ (0, ∞).
(f) There is a unique α * ∈ Θ A that maximizes
where
Remarks.
1. Assumptions (b), (c) and (d) are high-level assumptions. Our definition of weak identification in Assumption (d) follows those of Staiger and Stock (1997) and Stock and Wright (2000) . 
where y and Y are T × 1 and T × k matrices of endogenous variables and X is a T × matrix of exogenous variables linked to the regressors via the relationship Y = XΠ 0 + V , with V being a T × k matrix of error terms.
In their model, our null and alternative hypotheses simplify to
where C is an × k matrix of constants.
2. Assumption (d) is also satisfied in the generalized IV model considered in Stock and Wright (2000) in which
where φ t (θ) is the moment function evaluated at observation t,
, m 1 (θ) and m 2 (β) are some functions, andŴ T is a weighting matrix that converges to W . See also Guggenberger and Smith (2005) who consider generalized empirical likelihood estimators under assumptions similar to those of Stock and Wright (2000) .
3. We can cast our high-level assumptions into the classical minimum distance (CMD) estimation framework. Suppose that
where Π 0 denotes a vector of reduced-form parameters, θ 0 denotes structural parameters and g(·) maps the structural parameters into the reduced-form parameters. For example, Π 0 is a vector of impulse responses, θ is a vector of structural parameters of a dynamic stochastic general equilibrium (DSGE) model and g(·) is the mapping implied by the DSGE model. The CMD estimator maximizes
whereΠ T is a consistent estimator of Π 0 andŴ T is the weighting matrix. Assumptions (b) and (c) are satisfied under the standard assumptions, such as asymptotic normality of the estimator of the reduced-form parameters and smoothness of the function g(·). Assumption
under the alternative hypothesis.
4. Under the alternative hypothesis, parameters can be all unidentified, i.e., α = θ, β = ∅,
5. While our nonlinear framework is general, our assumptions rule out the use of heteroskedasticity autocorrelation consistent (HAC) covariance matrix estimators. Because the HAC covariance matrix estimator is a nonparametric estimator, it converges at rate slower than T 1/2 and estimators with HAC covariance matrix estimators will violate Assumption (d). Dynamic models based on rational expectations typically imply that Euler residuals and one-periodahead forecast errors are serially uncorrelated and do not require the use of HAC covariance matrix estimators.
6. The shrinkage parameter, λ T , determines the harshness of the penalty term. Assumption (e) requires that λ T converges to zero so that the two objective functions converge in probability to the same limit. As a result, the two estimators converge in probability to the true parameter value under the null hypothesis. Assumption (e) requires that λ T does not converge to zero too fast, so that the two estimators behave differently under the alternative hypothesis.
7. Existence of a unique maximizer in Assumption (f) only simplifies the asymptotic distribution of the weakly identified parameter, α. The consistency of our proposed test does not necessarily require this assumption, which is made for convenience only. Wright (2000, p.1062) impose an analogous assumption in their Theorem 1(ii).
In what follows, we will first derive the asymptotic properties of both the extremum estimator and the shrinkage estimator. Under the null hypothesis (strong identification), both estimators are consistent. However, under the alternative hypothesis (weak identification), the extremum estimator does not converge to any constant whereas the shrinkage estimator converges in probability to the value it is shrunk towards. This implies that one cannot construct a consistent test against weak identification using the extremum estimator and is the reason why we focus on shrinkage estimators in this paper.
Theorem 1 (Asymptotic Distributions of Extremum Estimators). Suppose that assumptions (a)-(f)
hold.
(a) Under the null hypothesis,
(b) Under the alternative hypothesis,
where α * and b * (α) are defined in (3) and (4), respectively, in Assumption (f), andθ =
Remarks. Equation (11) in part (a) of Theorem 1 is a standard result for extremum estimators and is presented for reference. Equation (12) shows that the shrinkage estimator has a higher-order bias term but has the same asymptotic distribution as the extremum estimator. This is because λ T converges to zero at rate T −1/2 . Part (b) shows that the two estimators behave differently in the presence of weakly identified parameters. As Stock and Wright (2000) show for the GMM estimator, the extremum estimator is inconsistent and converges to a random variable. The shrinkage estimator converges in probability toθ because the restriction imposed on the shrinkage estimator constrains the shrinkage estimator in the limit when the parameter is weakly identified.
Consider two extremum estimators,θ
and their shrinkage versions,
For example,θ 1T andθ 2T can be GMM estimators with identity and optimal weighting matrices.
Define a test statistic byR
In order to ensure that the test statistic has a well-defined limiting distribution under the null hypothesis and that the test is consistent under the alternative, we make additional assumptions.
(g) α * 1 = α * 2 with probability one where α * 1 and α * 2 are defined in (3) forθ 1T andθ 2T , respectively.
(h) (i) Under the null hypothesis,Σ T is a consistent estimator of Σ ≡ AV ar T
and D ΣD is non-singular, where
(ii) Under the alternative hypothesis, there are random matrices Σ * 11 , Σ * 12 , Σ * 21 and Σ * 22 such that
for i, j = 1, 2.
1. Assumption (g) requires that the two extremum estimators converge to different random variables when the parameters are weakly identified. Consider a linear simultaneous equation model with two endogenous variables, for example. Let N (µ, Σ) denote a normally distributed random vector with mean µ and covariance matrix Σ. Then the GMM estimator with the identity weighting matrix converges weakly to the random variable that maximizes a non-
where z i is a l × 1 vector of instruments, C is a l × 1 vector of Pitman drift parameters such that Π = T −1/2 C, ε i is the disturbance term in the structural equation, and η i is the disturbance term of the reduced form equation for the endogenous variable included on the right hand side of the structural equation. The two-stage least squares estimator converges weakly to the random variable that maximizes another non-central χ 2 random function of
Unless the instruments are orthonormal, i.e., E(z i z i ) = cI l for some c > 0, α * and α * * are different in general and Assumption (g) is satisfied when parameters are weakly identified. 3. In IV and GMM estimation, one can achieve Assumptions (g) and (h.i) by adding a relevant instrument. For example, ifθ 2T is an IV/GMM estimator based on Z 1 , thenθ 1T is an IV/GMM estimator based on Z 1 and Z 2 , where Z 2 is a set of relevant instruments. 2 In empirical macroeconomics, we generally have a plenty of candidates for Z 2 , such as lagged values of Z 1 .
4. As an example ofΣ T , consider a linear IV model. Let
and Y i are the ith row of X, y and Y , respectively, and the rest of the notation follows the notation in Remark 1 on Assumptions (a)-(f). ThenΣ T is an estimate of the covariance matrix of
5. Another example ofΣ T is for the GMM estimator in the second remark on Assumptions (a)-(f). Letθ 1,T andθ 2,T be the GMM estimators with weighting matrices [(1/T )
is the Jacobian matrix of φ s (θ) and
Our main result is the asymptotic distribution ofR T . We state it formally in the following Theorem.
Theorem 2 (Asymptotic Properties of the Proposed Test Statistic). Suppose that Assumptions (a)-(f)
hold for Q 1T (θ) and Q 2T (θ) with common θ 0 as well as Assumptions (g) and (h).
(a) If the null hypothesis H 0 is true,R
(b) If the alternative hypothesis H 1 is true and if
1. Theorem 2 shows that one can use central χ 2 critical values to test the null hypothesis of strong identification. This is because there are no nuisance parameters under the null hypothesis.
2. Theorem 2(b) shows that if we construct the test statistic using two non-shrinkage extremum estimators with κ = 0 the test will be inconsistent. Because the standard extremum estimator is inconsistent under weak identification, √ T (θ 1T −θ 2T ) diverges at rate T 1/2 . Under the alternative hypothesis of weak identification, however, the asymptotic covariance estimator
Therefore the test statistic based on the two extremum estimators with κ = 0 will be bounded in probability under the alternative hypothesis and thus the test will be inconsistent. 3 3. Theorem 2(b) shows that the test rejects the null hypothesis with probability approaching one whether parameters are not identified at all or only weakly identified.
4. Theorem 2(b) implies that the power is increasing in κ. That is, the test is more powerful the larger λ T is. There is a size-power trade-off, however. In general, the type I error of the test is bigger for larger values of λ T , because there is some approximation error of order O p (λ T ). 4
We will discuss the choice of λ T in the next section.
Literature Review and Local Power Analysis
In this section we provide a discussion of how our paper is related to the literatures on tests of weak identification, tests of overidentification, tests of rank, the reduced rank regression, and the local alternative hypotheses of rank condition. The section also provides some intuition regarding our test in a simplified setup and show that the proposed test has nontrivial asymptotic local power in a simple linear IV model. 
Literature Review
Identification is quite commonly defined as follows: The probability measures P θ and P θ are observationally equivalent if P θ = P θ (see Definition 2.2 of Hsiao, 1983, p.226 , for example). When there are no two probability measures that are observationally equivalent, we say that the true probability measure is identifiable and the population likelihood function achieves its maximum at a unique value (see Lemma 5.35 of van der Vaart, 1998, p.62) . In many econometric problems, however, the true probability measures or likelihood functions are not available to the econometrician, and parameters are estimated by extremum estimators that maximize or minimize some estimation objective function, e.g. GMM. In this case, we say that parameters are identified if there is a unique minimizer of the objective function (see Amemiya ,1985 , p.106, Gallant and White, 1988 , p.19, and Newey and McFadden, 1994 , p.2121 , for example). We focus on this identification condition for extremum estimators.
The following simple example illustrates how various rank conditions for identification are related.
Example
Suppose that data are generated by
, Σ is a 2 × 2 positive definite matrix and E (Z i Z i ) is full rank and diagonal, i = 1, ..., N , where N is the total sample size. The econometrician estimates:
where 
To simplify our discussion, we focus on the case in which the two instruments are excluded from the structural equation. Cases in which one of the exogenous variables is included in the structural equation can be analyzed in an analogous fashion. The 2SLS maximizes the population objective function
The following two conditions ensure that the 2SLS estimator is consistent and asymptotically normal:
(A) the instruments are exogenous, that is, they are uncorrelated to the disturbance term in the structural equation; this requires that E (Z i u i ) = 0: 
Thus, the relevance condition is:
Relevance condition:
i.e. γ 21 − γ 11 b 21 = 0 or γ 22 − b 21 γ 12 = 0.
Note that, since the words identification and rank conditions have been used to mean different conditions in the literature, we refer to condition (i) as the validity condition and to condition (ii)
as the relevance condition.
When the validity condition and the relevance condition are both satisfied, then the 2SLS population objective function (37) has a unique minimum at β 0 and the identification condition for extremum estimators is satisfied. If, in addition, the disturbance terms are Gaussian, these two conditions also imply identification of the true probability measure (which is the definition of identification discussed in the chapter by Hsiao, 1983) . We have the following cases:
(a) If the validity conditions jointly hold for both instruments and the relevance condition holds then
(b) If the validity condition fails (γ 11 = 0 or γ 12 = 0) but the relevance condition is satisfied
because |A| = (γ 11 γ 22 − γ 12 γ 21 )(b 22 + β 0 b 21 ) = (γ 11 γ 22 − γ 12 γ 21 )∆ = 0, provided that γ 11 γ 12 γ 21 γ 22 is full rank. 
Thus the rank of the (2 × 2) matrix A is 1 if and only if the validity and relevance conditions are both satisfied.
Here below we discuss in detail the relationship between our paper and: (i) tests of rank; (ii) reduced rank regression; (iii) tests of overidentification; (iv) tests of no identification; and (v) tests of weak identification, paying special attention to the alternative hypotheses of the rank condition.
(vi) Finally, we discuss why it is important to focus on tests for weak identification as the alternative hypothesis instead of under-identification by reviewing many papers that recently have empirically encountered such problem.
(i) Our paper is related to the literature of tests of rank of a matrix -see the survey by Anderson (1984) , and Donald (1996, 1997) , Robin and Smith (2000) , Gill and Lewbel (1992) , Kleibergen and Paap (2006) for recent contributions.
(ii) Note that when rank(A) < 2, the reduced form of simple example (36) is a reduced rank regression. The technique of reduced rank regression was introduced by Anderson and Rubin (1949) and Anderson (1951) . There exist several applications of tests of rank and reduced rank regressions. In a recent paper, Anderson and Kunitomo (2009) develop tests on coefficients in reduced rank regressions. In our example, their test simplifies to testing:
so that A has rank 1. Anderson and Kunitomo (2009, Section 4.2) show that their test is robust to weak instruments; however, they require E(Z i Y i ) = CN −δ ,, where 0 < δ < 1/2, which is a slower rate than that in our paper.
(iii) Rubin (1949, 1950) develop tests of overidentifying restrictions, and Kunitomo (1992, 1994) propose tests of block identifiability. These papers focus on testing whether the validity conditions (38) hold and the maintained hypothesis for these tests is that the relevance conditions (39) are satisfied; a rejection of tests implies that some of the validity conditions are not satisfied. 5 In our example, they test the null hypothesis that
which boils down to the null (40), against the alternative (41). 6 See also Sargan (1958 ), Durbin (1959 , Hausman (1978) , Wu (1973) , and Hansen (1982) for tests of overidentifying restrictions and the tests of Newey (1985) and Eichenbaum, Hansen and Singleton (1985) for tests of a subset of such validity conditions. The maintained hypothesis for these tests is that the relevance conditions are satisfied. Even if the validity condition fails, if the relevance condition is not satisfied, these tests may not be consistent.
(iv) Koopmans and Hood (1953) and Wright (2003) propose tests for no identification (42) against the alternative (40). These papers focus on testing the null hypothesis that the relevance conditions do not hold against the alternative that they hold and the maintained hypothesis for these tests is that the validity conditions are satisfied. The test of Wright (2003) tests the rank of the lower 1 × 2 submatrix of the above A matrix, Π, for example. In their survey, Stock et al. (2002) describe methodologies to detect whether instruments are relevant or not. Among such methods, there is the methodology by Cragg and Donald (1993) . Cragg and Donald (1993) propose a rank test on Π to test the null that the instruments are not relevant against the alternative that they are relevant; their test, however, is not capable of determining whether the instruments are "sufficiently strong" so that standard inference is reliable. This is the main problem we are interested in.
(v) Our paper focuses on the relevance condition (39) and maintains the assumption that the exogeneity condition (38) holds. In particular, we focus on the empirically relevant problem, corroborated by Monte Carlo evidence, that even if the relevance condition is technically satisfied in population, if the correlation between instruments and endogenous variables are "weak", the standard asymptotic approximation performs poorly (Bound, Jaeger and Baker, 1995; Nelson and 5 In addition to tests for identifiability, Kunitomo (1992, 1994 ) also discuss tests for predeterminedness, that is testing the null hypothesis that cov (ut, w2i) = 0 against the alternative that cov (ut, w2i) = 0. 6 Note that the null parameter value is specified in (43) whereas the value of β0 is unspecified in (44). , 1990a,b) . To explain the Monte Carlo findings, Staiger and Stock (1997) and Stock and Wright (2000) propose an alternative asymptotic theory in which the correlation is modeled local to zero:
Startz
for some 2 × 1 vector C. Anderson and Kunitomo (2009) also develop tests on coefficients of one structural equation in a set of simultaneous equations that are robust to a particular case of weak instruments, where the rate is slower than the one we consider.
In our paper, we test the null hypothesis that E(Z i Y i ) has rank 1 (so that (40) is satisfied under the maintained validity assumption) and is not local to zero against the alternative that it is local to zero, (45). In this example, γ 21 − γ 11 b 21 = C 1 N −1/2 and γ 22 − b 21 γ 12 = C 2 N −1/2 for some C 1 and C 2 . Note that our alternative hypothesis includes the case of no identification considered in the tests in (iv) as a special case with C 1 = C 2 = 0. A few papers have considered tests for relevance in the presence of weak instruments: Stock and Yogo (2005) propose to test the null hypothesis (45) against the alternative (40). Hahn and Hausman (2002) test the null (41) against the alternative (45), as we do. Our paper is related to these tests, but differs in a fundamental way. The advantage of our test is that it does not rely on the Hessian of the objective function whereas the test proposed by Stock and Yogo (2005) does. Since the Hessian depends on nuisance parameters in nonlinear models, it is unclear how to extend these methods to nonlinear models. Our test can instead be applied to both linear and non-linear models. In addition, the asymptotic null distributions of the existing tests for testing the null (42) against the alternative (40) depend on nuisance parameters since C 1 and C 2 cannot be consistently estimated, and thus are not robust to weak identification.
In fact, our Monte Carlo experiment shows that the rank test of Wright (2003) 
Local Power Analysis
In this section we provide some intuition regarding our test in a simplified setup and show that the proposed test has nontrivial asymptotic local power in a simple linear IV model. First we will define more general null and alternative hypotheses, and then we find the probability limits and asymptotic distributions of the shrinkage estimator under these alternatives and local alternatives.
The general null and alternative hypotheses allow us to derive analytic local power results. These results include Theorem 2 as a special case.
Consider the IV model in remark 1 on page 8 with k = = 1:
The null and alternative hypotheses considered in Section 2 can be written as H 0 : d = 0 and
respectively. Now suppose that Π j,T = c j T d with c j = 0 and define a new null hypothesis by
and an alternative hypothesis by
We assume that X 1 and X 2 are independent and satisfy c 2 1 /E(x 2 1,i ) = c 2 2 /E(x 2 2,i ) and that E(u i |x 1,i , x 2,i ) = σ 2 where x j,i and u i denote the i-th row of X j and U , respectively, where i = 1, 2, ...T . Letθ j,T and θ j,T denote the 2SLS and shrinkage estimator based on X j for j = 1, 2. That is, we consider two IV estimators that use different instruments:θ j,T andθ j,T denote the IV and shrinkage estimators which use instruments X j and which maximize objective functions Q j,T (θ) and Q j,T (θ) − λ T θ 2 , respectively.
First we will consider the probability limit of the shrinkage estimator under the null and alternative hypotheses. Let θ 0 denote the true parameter value. Because the objective function for the shrinkage estimatorθ j,T is
, and using Assumption (e) it follows that can be shown that the shrinkage estimator is T 1/2+d -consistent and asymptotically normal:
We also have
whereΠ j,T = (X j X j ) −1 X j Y andû j,t = y i −θ j,T x i . Combining (48)- (50) we can show that
for d ∈ (−1/4, 0]. Thus, our test statistic has the same asymptotic null distribution under the more general null hypothesis (46).
Similarly, it can be shown that,
and that, if d ∈ (−1/2, −1/4),R T diverges at rate T −1−4d .
Remarks.
1. Comparing (51) and (52), we interpret the case with d = −1/4 as a local alternative. Because the null distribution (51) is bounded above by the distribution under the local alternative (52), our test has nontrivial local power against the local alternative. The asymptotic local power of our test depends on two factors. First, the local power is increasing in the degree of shrinkage, κ. (52) also shows that the test would not have any local power if it is constructed from non-shrinkage extremum estimators. Second, the asymptotic local power approaches one as the strength of instruments, c 1 and c 2 , approaches zero. It is interesting to note that the asymptotic local power does not depend on the choice ofθ. This is because the shrinkage estimators are centered at their means.
2. The number d = −1/4 turns out to be special when it comes to identification. In a recent paper Antoine and Renault (2009) show that the standard Wald test is valid when the quality of instruments is mixed. They show that the fastest rate at which Π T converges to zero must be slower than d = −1/4 in our notation. Thus, their conditions for the validity of Wald tests and our null hypothesis (46) shows that our test is consistent for more general fixed alternatives than the one considered in Section 2.
Empirical implementation of our proposed test
The test that we propose is easy to implement even in highly-dimensional models and has the advantage of having power against weak identification. However, in order to implement the test, one needs to choose the shrinkage parameter, λ T , while ensuring that it satisfies Assumption (e): satisfies Assumption (e) and is asymptotically valid. Therefore, we expect that the proposed estimatorκ T (and effectively κ * ) obtained via cross-validation will converge to the value of κ that minimizes the mean-squared error of the shrinkage estimator under the null hypothesis. Under the alternative hypothesis,κ T is nonzero and is finite by construction. Our choice of κ that minimizes the mean-squared error of the shrinkage estimator may not be optimal for testing our hypothesis, but is asymptotically valid. We outline our cross-validation procedure below and investigate its small sample properties in the next section. It is left for future research to theoretically investigate the effect of cross validation on the performance of the proposed test. anonymous referee suggests, it could be possible that when the identification is strong, the variance of the estimator may be small even without shrinkage so that the cross validation would choose a small κ to reduce the bias. This property might make the size distortion small. On the other hand, when the identification is weak, the variance of the estimator may be large and the cross validation might choose a large κ to reduce the variance at the cost of bias Suppose that we estimate parameters by GMM in which moment functions are serially uncorrelated when they are evaluated at the true parameter values, as in the models considered in Sections 4 and 5.
Step 0. Estimate θ by GMM:θ
, and m(z t , θ) is a moment function satisfying E[m(z t , θ 0 )] = 0 for some θ 0 ∈ Θ (for example,θ 1T andθ 2T can be GMM estimators with identity and optimal weighting matrices).
Step 1. Pick an arbitrary value of λ T such that λ T ∈ {λ 1,T , λ 2,T , ..., λ L,T } , where λ j,T = c j T −1/2 for j = 1, 2, ..L, c j is a positive constant, and L is finite.
Step 2. Pick an arbitrary t ∈ {1, 2, ..., T } .
Step 3. Use all the sample observations except t to estimate their shrinkage versions,
Step 4. Repeat
Step 3 for t = 1, 2, ..., T and construct a criterion function based on a Mean Squared Error (MSE) estimate of these parameter estimates such as 9
Step 5. Repeat steps 2-4 for all values of λ T , thus obtaining a vector of L × 1 Mean Square
Error estimates:
inflation. This might make the test more powerful. We are grateful to the anonymous referee for this conjecture. 9 Alternatively, one could consider the determinant (as opposed to the trace) as the criterion function. In the Monte Carlo section, we will investigate both.
Step 6. Choose λ * T such that λ * T = arg min l=1,...,L trace (M SE(λ l,T )) .
Step 7. Re-estimate the shrinkage estimators evaluated at λ * T :
and evaluate the test statistic byR
T ,
Step 8. Reject the null hypothesis of strong identification in favor of weak or no identification at significance level α ifR T is bigger than the (1 − α) − th percentile of a χ 2 k distribution.
Monte Carlo Experiments
We analyze the finite sample performance of our proposed test in two setups: the Consumption Capital Asset Pricing Model (CCAPM) and the Taylor rule monetary policy model. We will compare the performance of our test with that of Wright (2003) and discuss a cross-validation method to estimate λ T . 10
Consumption Capital Asset Pricing Models
In this sub-section, we investigate the finite-sample performance of the proposed test using the Consumption Capital Asset Pricing Model used in Wright (2003) . Consumption and dividend growth are assumed to follow a first-order Gaussian vector autoregression
where C t is consumption, D t is dividend, µ is a 2 × 1 vector, Φ is a 2 × 2 matrix of constants,
iid ∼ N (0, Λ), and (54) is approximated by a 16-state Markov chain. Then asset prices are generated so that they satisfy the Euler equation
where δ is discount factor, R t is the gross stock return and γ is the coefficient of relative risk aversion. See Tauchen and Hussey (1991) for the quadrature method used to simulate data. 
, and W T is a weighting matrix. We use the identity matrix forθ 1,T andθ 1,T and the optimal weighting matrix forθ 2,T andθ 2,T .
We consider one model where the parameters are strongly identified, two models where the parameters are not (or only partially) identified, and two models where the parameters are weakly identified. See Table 1 for the parameter values in each of the five models. Model SI is a slight modification of experiment 1B of Tauchen (1986) and model F R of Wright (2003) , in which correlation is introduced among the instruments to satisfy our assumptions (g) and (h). In model SI, the parameters are strongly identified. Models P I1 and P I2 are the same as models RF 1 and RF 2 of Wright (2003) . In these models, the instruments C t+1 /C t and D t+1 /D t are independent of C t+1 /C t and R t+1 , and the rank of the Jacobian matrix is 1. Models W I1 and W I2 are modifications of models N RF 1 and N RF 2 of Wright (2003) which is based on Kocherlakota (1990) . In these models, Φ is the same as the one in Wright (2003) when the sample size is 90 for which the value of Φ is obtained in Kocherlakota (1990) . As the sample size grows, Φ converges to the matrix of zeros, which means that the instruments become weak.
We consider three sample sizes, T = 50, 100, 200, and set the number of Monte Carlo replications to 1000. We select λ T via the cross validation method discussed in Section 3. We set the set of κ in Assumption (e) to κ ∈ {1, 5, 10} in this Monte Carlo experiment. Unlike simple parametric hypotheses, the distinction between our null and alternative hypotheses is murky in small samples.
We report the median of the absolute value of the bias as well as the coverage probability of 95% confidence intervals based on t tests to assess the quality of the conventional asymptotic approximation. When identification is weak, the standard asymptotic approximation will perform poorly and we expect to see large biases and poor coverage probabilities. We compute rejection probabilities of both Wright's (2003) test as well as ourR T test at the 5% significance level. We expect Wright's (2003) test to reject the null in model SI whereas our test is expected to reject the null in models PI1, PI2, WI1 and WI2. Table 2 shows the bias of the GMM estimators, coverage probabilities of 95% Wald confidence intervals and the rejections frequencies of Wright's (2003) test and our test implemented with a nominal size equal to 5%. As expected, the GMM estimates are highly biased and the coverage probabilities are not accurate when the parameters are not identified or weakly identified. When the parameters are strongly identified (model SI), the rejection frequencies of Wright's (2003) test increase as the sample size grows. Our proposed test is conservative in that the actual size is smaller than the nominal size. When the parameters are not identified (models P I1 and P I2), Wright's (2003) test is also conservative. Our test is powerful in that it rejects the null with probability higher than 90% even for the sample size 50. Our test has power even when the parameters are weakly identified. When the parameters are weakly identified, Wright's (2003) test rejects the null hypothesis of lack of identification 26.6%-46.6% of the times, which could mislead practitioners to believe that the model is strongly identified. While the size and power of our test does depend on the choice of κ, our test performs well when κ is chosen to minimize either the determinant or trace of MSE.
The Taylor Rule Model
We now consider the performance of a simple Taylor-rule model for monetary policy in a second series of Monte Carlo experiments. We focus on the same model that will be considered in the empirical application in the next section. The model is a simplified version of the monetary policy reaction function considered by Clarida, Gali and Gertler (2000, hereafter CGG) and it is based on the following moment conditions: 11
where r t is the Fed Fund Rate, π t+1 is the inflation rate, y t+1 is the average output gap between time t and t + 1 and X t is a vector of four instruments. We generate the instruments as:
, Ω X ) and Ω X = S X S X where S X was set to which had been randomly drawn.
We generate the data as follows:
where ε t is N (0, 1), β = 2, γ = 3, rr * is the sample average of the simulated values of r t − π t+1
(on average, it is equal to unity), and π * is chosen such that rr * ≡ rr * − (β − 1) π * = 1 (which means that on average the Central Bank aims at zero inflation). The vector of regressors consists of a constant as well as Y t = {π t+1 , y t+1 } , where the latter are generated by:
where B xz ≡ ϑ [I 2×2 0 2×2 ] , and u X,t ∼ N 2×1 (0 2×1 , I 2×2 ). We consider three cases: ϑ = 0 (no identification, labeled "NI"), ϑ = T −1/2 (weak identification, labeled "WI"), ϑ = 1 (strong identification, labeled "SI").
We will compare the performance of our method with that proposed by Wright (2003) . In applying Wright's (2003) method, we excluded the derivative of the moment condition with respect to the constant. 12 In the no identification case, we implemented Wright's (2003) method by testing the null hypothesis that the rank is 3 against the alternative that the rank is full (equal to four).
Our method was implemented with a cross-validation choice of λ T = κT 1/2 for values of κ within a grid from 0.1 to 100, as well as with a fixed choice for λ T = κT 1/2 , where κ = 1, 5, 10. For the cross validation, we consider both the trace, as in (53), as well as a determinant. Table 3 reports the results. The main findings of the previous sub-section do carry over to this case. In particular, we note that Wright's (2003) test has a tendency to reject the null hypothesis of no identification when the parameters are weakly identified. Our test, implemented with the cross-validation choice for λ T , performs really well in terms of both size and power in small samples. Wright's (2003) method also performs well in terms of size. However, in the weak identification case, Wright's (2003) test rejects the null hypothesis of lack of strong identification 20-30% of the times, thus incorrectly concluding that the model is identified in 20-30% of the cases. In the same situation, our test, instead, does reject the null hypothesis of strong identification 50-60% of the times, thus showing quite good power properties. Finally, the cross-validation procedure significantly improves the size properties of our test in finite samples relative to the case in which λ T is pre-determined. The only notable difference with the results in the previous sub-section is that the cross-validation implemented with the determinant (rather than the trace) sometimes improves the power of the test.
6 Is the U.S. monetary policy rule identified? An analysis of identification of the U.S. forward-looking Taylor rule.
The issue of whether the parameters of structural macroeconomic models are well identified has recently received a lot of attention. In their review, An and Schorfheide (2007) acknowledge that identification problems in DSGE models are an important issue. They note that it is difficult to directly detect identification problems in large DSGE models since the mapping from the vector of structural parameters to the reduced form parameters is highly non-linear and, typically, has to be evaluated numerically. Lack of identification, therefore, constitutes a challenge for researchers because it is unclear which features of the posterior distribution are generated by prior information on rather than by information from the sample via the likelihood. So far, the main diagnostic tool to judge the extent to which data provide information regarding the parameters of interest has been to compare the prior and the posterior estimates. The method we propose in this paper has the advantage of testing whether the model's parameters suffer from weak identification prior to estimation.
The lack of identification of the parameters of various DSGE models has been documented in several papers. Canova and Sala (2009) compare the informativeness of different estimators with respect to key structural parameters in selected DSGE models, whereas Iskrev (2007) considers the issue of parameter identification in the Smets and Wouters (2007) model. Ruge-Murcia (2007) instead examines the implications of weak identification on competing estimators of DSGE models.
A distinctive feature of interest in many DSGE models is the monetary policy reaction function.
We therefore focus on it for our analysis. Usually, the monetary policy reaction function is a Taylor rule -see Taylor (1993) . CGG estimate the monetary policy reaction function by GMM based on the following moment conditions:
The set of instruments X t includes 4 lags of inflation, output gap, the Fed Fund Rate, interest rate spread, money growth, and inflation in commodity prices. Let θ = {ρ 1 , ρ 2 , β, γ, π * }. Note that π * is not directly identifiable from (58); it is instead estimated as: ( rr * − rr * )/ (1 − β) , where rr * ≡ rr * − (β − 1) π * and rr * is the sample average of the real interest rate. The parameter β is typically interpreted as the "inflation-aversion" parameter, whereas γ is interpreted as the "output-gap reaction" parameter.
We follow CGG and use the same quarterly data spanning the period 1960:1-1996:4. In particular, we collect interest rate and inflation data from CITIBASE. The Fed Fund Rate is the average value in the first month of each quarter, expressed in annual rates (FYFF). The inflation rate is the annualized rate of change of the GDP deflator (GDPP) between two subsequent quarters. The output gap is from the Congressional Budget Office.
In CGG, the structural parameters have a one-to-one relationship with the parameters in a standard linear GMM moment condition:
that is, E [g t (α)] = 0, where g t (α) ≡ (r t − α Z t ) X t for Z t being the vector containing a constant, the one-step ahead inflation rate, the interest rate lagged one and two periods, and the one-step ahead output gap. The structural parameters estimates are recovered from the estimated GMM parameters via a non-linear mapping procedure. To estimate the GMM parameters, let
The shrinkage GMM estimator satisfies:
From (60), the first order conditions give:
We will consider two shrinkage estimators: α 1 = α (W * ) , where W * is the inverse of the asymptotic variance of g t (α) , and α 2 = α (I). In the implementation, we chose λ T by using the cross validation method described in Section 3.
Panel A in Table 4 shows the empirical results for the GMM parameters, α. Our results show that we do not reject the null hypothesis of identification in both the Volker-Greenspan period as well as in the Pre-Volker period. Panel B shows instead the results for the structural parameters, θ. The results for the latter are very different, and show that we cannot reject the null of strong identification in the Pre-Volker period but we do reject identification in the Volker-Greenspan era.
Our results suggest that, while identification issues are not a concern for the GMM parameters, they are indeed a concern for the structural parameters in the monetary policy reaction function.
In passing, note that Mavroeidis (2010) estimates the joint confidence sets for the inflation-aversion and output gap reaction parameters by using Stock and Wright's (2000) identification-robust test. 13
His objective is rather different from ours. While we want to test whether the parameters are weakly identified, he instead wants to estimate a confidence set that is robust to weak identification.
Conclusions
This paper provides a new test for identification. The test has a limiting chi-square distribution under the null hypothesis of identification. Among the advantages of our test, we have: (i) the test is simple to implement; (ii) the test has power against weak identification; (iii) unlike most of the tests available in the literature, our test directly focuses on the null hypothesis of interest (identification) rather than the opposite (no identification).
We document the good small sample size and power properties of our test via Monte Carlo simulations calibrated on both a Consumption Capital Asset Pricing Model and a Taylor rule monetary policy reaction function. Finally, we implement our test to analyze whether the structural 13 He finds that the confidence sets are much wider in the Volker-Greenspan's subsample than in the Pre-Volker era, and that the confidence sets contain parameters included in both the determinate and the indeterminacy regions, which is consistent with our results. However, his analysis is computationally very demanding, and very difficult to implement in highly dimensional parameter spaces.
parameters of the Taylor rule monetary policy reaction function are identified in the data. We show that identification is a concern mainly in the Volker-Greenspan era.
In this paper we used the quadratic penalty term. Recently Caner (2009) developed GMM estimators with least absolute shrinkage and selection operator (LASSO) under strong identification.
Extending our results to non-quadratic penalty terms, such as LASSO, is an interesting avenue of research but is beyond the scope of this paper.
Appendix A: Proofs of the Theorems
Proof of Theorem 1.
Part (a): Equation (11) trivially follows from Theorem 3.1 of Newey and McFadden (1994, p.2143) and Assumptions (a), (b) and (c). Because λ T = o(1), it follows from Theorem 2.1 of Newey and McFadden (1994, p.2121) and Assumptions (a), (b) and (c) thatθ
By applying the mean value theorem to (61) we obtaiñ
whereθ T is a point between θ 0 andθ T . Because Q T (θ) is twice continuously differentiable by Assumption (b), its third derivatives are bounded on the compact set Θ. Becauseθ T p → θ 0 and
is non-singular with probability approaching one. Thus,
is finite in a shrinking neighborhood of θ 0 with probability approaching one, and
It follows from (62) and (64) that
Therefore equation (12) follows from (65) and Assumptions (c.ii), (c.iii) and (f.i).
Equation (13) in Part (b): We will follow the proof of Theorem 1 of Stock and Wright (2000) .
First, we will showβ T = β 0 + O p (T −1/2 ). Second, we will find a limiting representation for ∇Q T (α, β 0 + bT −1/2 ). Third, we will prove equation (13).
It follows from Assumption (d.i) that
uniformly in θ. Because Q β (β) is uniquely maximized at β 0 by Assumption (d.iv), we can show thatβ T p → β 0 by using the standard argument. Next we will show thatβ T = β 0 + O p (T −1/2 ). The first order condition for maximizing Q T (θ) with respect to β is
By applying the mean value theorem to (67) we obtain
bounded and non-singular by Assumptions (a), (b) and (c.iii) we havê
Next we will find a limiting representation for ∇Q T (α, β 0 + bT −1/2 ) as an empirical process in
Thus by Lemma 3.2.1 of van der Vaart and Wellner (1996, p.286) , we conclude that
where α * maximizes (3) and b * (α) is given in (4).
Equation (14) in Part (b): First, we will show the consistency and convergence rates ofα T andβ T . 
and
An application of the mean value theorem to the first order condition forβ T ,
around β 0 yieldsβ
whereβ T is a point betweenβ T and β 0 . By Assumptions (d.i), (d.iv) and (e), (73) can be written
It follows from (74) and Assumptions (a), (d.i), (d.iv) and (e) that
It follows from (71), (75) and Assumptions (d.ii) and (d.iii) that
whereβ T is a point betweenβ T and β 0 .
Second we will consider a limiting representation for
as an empirical process in [a , b ] ∈ Θ A × Θ B where Θ A × Θ B is a compact set in k 1 × k 2 . By using Taylor's theorem, (77) can be written as Part (b): First we will show a result which will be used in the subsequent proofs. Using equations (6) and (7) of Magnus and Neudecker (1999, p.11) , result 0.7.4 of Horn and Johnson (1985, p.19) and Assumption (d), we obtain Notes: The table reports median absolute biases (labeled "bias"), coverage probabilities of 95% confidence intervals (labeled "coverage"), and empirical rejection probabilities of the tests (last six columns). "Our Test" denotes our proposed R T test, eq. (19) ; it is either implemented with a crossvalidation method for the choice of λ based on the trace, labeled "trace", or on the determinant, labeled "det". "κ = 1, 5, 10" refers to the proposed test implemented with a pre-determined choice of λ = κT −1/2 . " Wright (2003) " is the test proposed by Wright (2003) . and for the cases of strong identification ("SI"), weak identification ("WI") and no identification ("NI"). "Our Test" denotes our proposed R T test, eq. (19); it is either implemented with a crossvalidation method for the choice of λ based on the trace, labeled "trace", or on the determinant, labeled "det". "κ = 1, 5, 10" refers to the proposed test implemented with a pre-determined choice of λ = κT −1/2 . " Wright (2003) " is the test proposed by Wright (2003) . 
