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Abstract
We present acceleration of the vibrational frequency calculations required in
free energy basin-hopping (FEBH) global optimisation using sparse Cholesky
factorisation. We describe an interface with the SuiteSparse software package
that facilitates these calculations, and present results detailing the accuracy and
speedups obtained for atomic clusters and biomolecules. For the larger systems,
exploiting sparsity reduces the computational cost by factors of ten to thirty,
with no significant loss in accuracy. This approach will therefore provide access
to the vibrational density of states, and hence to local harmonic free energies, for
structure prediction and thermodynamic properties of more complex systems.
1. Introduction
Free energy basin-hopping (FEBH) [1] provides a means to locate the po-
tential energy minimum corresponding to the lowest local free energy minimum
of a molecular or condensed matter system at a specified temperature. The
procedure is analogous to basin-hopping global optimisation [2, 3], but the ac-5
cept/reject criterion is based upon the approximate free energy of the current
minimum, rather than just the potential energy. Using the harmonic approxim-
ation within the superposition framework, the difference in free energy between
the current (old) minimum and the new minimum is [1]
Fnew(T )− Fold(T ) = Vnew − Vold + kBT ln onewν
κ
new
ooldν
κ
old
, (1)
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where F is the free energy, V is the potential energy, o is the point group or-10
der and νκ is the product of vibrational normal mode frequencies. Hence, the
mass-weighted Hessian and the log product of its non-zero eigenvalues must be
calculated for each minimum in the chain of proposed moves. These additional
calculations significantly increase the computational expense for each step in-
volving a new minimum. In this contribution, we show how the calculation of15
the log product of vibrational normal modes of the Hessian matrix at a potential
energy minimum can be accelerated by exploiting the sparsity of this matrix.
Terms corresponding to rigid rotor degrees of freedom for molecular systems
have a negligible effect for the systems considered here, so the vibrational dens-
ity of states corresponding to this normal mode analysis is the key object of20
interest.
We routinely use the LAPACK DSYEV routine [4] for matrix diagonalisation
and vibrational normal mode analysis, which provides the information required
to calculate equilibrium thermodynamics and rates within the harmonic approx-
imation [5]. However, the individual normal mode frequencies are not required25
in FEBH. Only the log product of positive Hessian eigenvalues (identical to the
log of the determinant of the Hessian with zero eigenvalues shifted to unity) is
needed within the harmonic approximation to the vibrational density of states.
Hence, the DSYEV routine produces unnecessary information. Furthermore,
the algorithm scales as O(N3), making it relatively expensive for larger system30
sizes.
Georgescu and Mandelshtam [6] have tackled a similar problem, and they
exploited two properties of the Hessian matrix to speed up their calculations.
Firstly, the Hessian is symmetric positive definite if the zero eigenvalues cor-
responding to translation and rotation are excluded. This property means that35
a Cholesky factorisation can be used to uniquely decompose the matrix into a
product of a lower triangular matrix and its conjugate transpose:
A = LLt. (2)
The determinant of the Hessian can then be calculated from the product of
2
diagonals of L and Lt. Secondly, the Hessian is expected to be sparse, with many
negligible components, for reasonably short-ranged interatomic potentials. The40
two potentials we focus on here are the Lennard-Jones (LJ) form [7] and the
AMBER force field [8]. The LJ pair potential is [7]
V (r) = 4
[(σ
r
)12
−
(σ
r
)6]
, (3)
where  is the well depth and 21/6σ is the pair equilibrium separation [9]. The
second derivative tends to zero as r−8, so components of the Hessian corres-
ponding to interactions between distant particles are negligible.45
The AMBER potential consists of bonded terms, which are short-ranged
by definition, and non-bonded terms [10]. The van der Waals interactions are
modelled using the LJ form and are hence relatively short-ranged. The electro-
static interactions are modelled as point charges and are longer-ranged. These
interactions are often truncated through the use of a cutoff. However, the graph-50
ics processing unit (GPU) implementation of the AMBER 12 potential is used
here [11, 12], which does not support cutoffs. For this reason, we take an al-
ternative approach and simply set all values of the Hessian below a certain
threshold to zero after the second derivatives have been calculated. Then, we
employ a sparse Cholesky factorisation on CPU, instead of DSYEV, to find the55
log product of eigenvalues used in the FEBH calculations. Our results indic-
ate that run times can be decreased by factors of ten to thirty for the larger
examples considered, providing faster structure prediction, and access to more
complex systems.
2. Methods60
For the sparse implementation of FEBH, the usual call to DSYEV after the
calculation of the mass-weighted Hessian was replaced with sparse routines. At
a local minimum, the Hessian for an isolated molecule has six zero eigenvalues
corresponding to overall translation and rotation, so the determinant will be
zero. It is necessary to calculate the log product of the non-zero eigenvalues65
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corresponding to vibrational modes, so we apply a procedure that shifts the
zero eigenvalues by λshift = 1. After ensuring that the Cartesian coordinates
are in the centre of mass frame and coincident with the principal axes of ro-
tation, we construct normalised eigenvectors, ν, corresponding to infinitesimal
translations and rotations of the system (see AppendixA) [13]. We then shifted70
the corresponding Hessian eigenvalues according to the following equation:
H†αβ = Hαβ + λshiftνανβ . (4)
Before the Cholesky factorisation, all values of the Hessian below a specified
magnitude were set to zero to ensure the sparsity of the matrix.
To perform the Cholesky factorisation, an interface to SuiteSparse (a pack-
age of sparse matrix solvers) was implemented [14]. The SuiteSparse library75
is mostly written in C, so an interface was constructed using the Fortran ISO
C BINDING module to ensure interoperability between C and Fortran types,
and to allow safe management of pointers and their associated memory. For
our purposes, we required only functionality from the SuiteSparse CHOLMOD
package [15]. The nonzero lower triangular elements of the Hessian were copied80
into a cholmod_triplet matrix, as triplets of nonzero values with their row and
column indices. The cholmod_triplet_to_sparse function was used to con-
vert this representation into a cholmod_sparse object, which was then passed
to cholmod_analyze. This function selects a matrix ordering option that gives
the best reduction in matrix fill-in and performs a symbolic factorisation. The85
most efficient algorithm to use for factorisation (either supernodal or simplicial)
is automatically selected. The numeric factorisation was then performed using
cholmod_factorize. The cholmod_change_factor function was then used to
convert the returned factor to an LDLt form, where D is diagonal. This pro-
cedure allowed the required diagonal entries to be accessed more easily, so that90
the determinant could then be calculated through accumulation of the logs of
these values. The integration of SuiteSparse into our existing CMake build was
greatly facilitated by the CMake scripts available on GitHub written by Jose
Luis Blanco and Jerome Esnault [16].
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3. Results and discussion95
We have run tests to compare the calculation of the Hessian determinant
using DSYEV and the new sparse Cholesky factorisation method as a function
of system size for both LJ clusters and selected biomolecules represented by the
AMBER force field [8]. Our objective was to achieve a significant speedup with
minimal loss of accuracy. To this end, we wish to find the largest magnitude for100
the Hessian cutoff that still provides sufficient accuracy. If the Hessian cutoff
is too large, not only do we lose accuracy, but the Cholesky factorisation can
fail outright because the matrix is no longer positive definite. Factorisation
failures due to non-positive definite matrices can also occur if the minima are
not converged tightly enough, so the root mean square (RMS) force convergence105
criterion for the local minima is also an important parameter. For a given set
of parameters, even if the calculations are still reasonably accurate, too many
factorisation failures will reduce the efficiency of the FEBH procedure. We
regard a proportion of factorisation failures below 1% as ideal.
The GMIN FEBH code [17] was compiled on the x86_64 architecture run-110
ning the Ubuntu 14.04.4 operating system, using Intel compiler version 16.0.4
with the MKL library version 11.3.4. The tests were run on 2.40GHz Intel Xeon
E5-2620 v3 CPUs and employed version 4.5.3 of SuiteSparse.
3.1. Atomic clusters described by the Lennard-Jones potential
Tables 1a and 1b show the percentage of factorisation failures for LJ1000 and115
LJ5000 clusters respectively, for various combinations of the RMS force conver-
gence criterion for local minimisation and the Hessian cutoff. These percentages
are calculated from 100 FEBH runs of nine steps each, starting from randomly
generated atomic configurations, giving 1000 local minima. The FEBH step
size was set to a maximum of 0.43σ for any individual Cartesian coordinate,120
and angular steps were taken for individual LJ atoms above a pair binding en-
ergy tolerance of 0.52 . For both cluster sizes, the values for the RMS force
were chosen to span a range showing the effects of both ‘under-convergence’
5
and ‘over-convergence’. The effect of an RMS force that is too large can be
seen in the 10−3 row of Table 1a and the 10−4 row of Table 1b, both of which125
exhibit factorisation failure frequencies greater than 1%. Similarly, the Hessian
cutoff spans a range of values that demonstrate the effects of a cutoff that is
both too large and too small. An increased number of factorisation failures is
observed for a Hessian cutoff value that is too large, such as in the 10−2 column
of Table 1a and the 2 × 10−3 column of Table 1b. A visual representation of130
the effect of varying the Hessian cutoff on overall sparsity for LJ1000 is shown
in Figure 1.
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(a) LJ1000
RMS force
/ σ−1
Hessian cutoff / σ−2
10−6 10−3 10−2
10−3 4.1 4.1 18.2
10−5 0.7 0.7 15.3
10−7 0.9 0.9 13.3
(b) LJ5000
RMS force
/ σ−1
Hessian cutoff / σ−2
10−6 10−3 2 × 10−3
10−4 3.2 3.1 11.4
10−6 0.4 0.4 6.5
10−8 0.0 0.0 4.3
Table 1: Percentage of factorisation failures (resulting from a non-positive definite Hessian)
for two LJ cluster sizes as a function of RMS force convergence threshold and the cutoff for
neglect of Hessian matrix elements.
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We aim for the calculation of the log product of Hessian eigenvalues using the
sparse matrix method to produce essentially the same result as full diagonalisa-
tion. The percentage errors in the sparse calculations relative to diagonalisation135
were found to be much less than 1% for all combinations of parameters. This
high level of accuracy can be accounted for by the fact that the magnitude of
the neglected Hessian matrix elements is indeed very close to zero. These values
are many orders of magnitude smaller than the largest values in the matrix, and
so contribute little to the final result.140
The principal objective of this study was to speed up the calculation of the
log product of eigenvalues of the Hessian, and Tables 2a and 2b summarise the
results. The values are reported as the average time for a DSYEV calculation
divided by the average time for a sparse calculation from the same basin-hopping
runs used to produce all the preceding results. Timings for the calculations145
that failed were not included in the averages. As expected, the speedups are
greater for larger values of the Hessian cutoff, due to the greater sparsity of
the resulting matrices. The RMS force threshold does not seem to affect the
speedups obtained for either system to a large extent. Greater efficiency gains
were obtained for the large Hessian matrices associated with the larger LJ5000150
cluster.
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(a) LJ1000
RMS force
/ σ−1
Hessian cutoff / σ−2
10−6 10−3 10−2
10−3 2.9 4.6 7.7
10−5 2.8 4.5 7.8
10−7 2.8 4.5 7.7
(b) LJ5000
RMS force
/ σ−1
Hessian cutoff / σ−2
10−6 10−3 2 × 10−3
10−4 7.7 34.0 37.7
10−6 9.2 35.2 36.8
10−8 10.1 36.2 38.1
Table 2: Average speedups for finding the log product of positive eigenvalues for two LJ cluster
sizes as a function of RMS force convergence threshold and the cutoff for neglect of Hessian
matrix elements.
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(a) 10−2 σ−2 (b) 10−3 σ−2 (c) 10−6 σ−2
Figure 1: Visualisation of cutoff variation for neglect of Hessian matrix elements on the sparsity
of the resulting matrix. The plots are derived from a single LJ1000 minimum converged to an
RMS force tolerance of 10−5 σ−1. Non-zero matrix elements are coloured black and matrix
elements set to zero are coloured white. Each subfigure is labelled with the appropriate value
for the cutoff.
3.2. Test cases for proteins
The activity of biological systems is strongly temperature dependent, so
these molecules constitute an important application for structure prediction
using FEBH [1]. The systems investigated here are a truncated monomeric155
version (3522 atoms) of the trimeric haemagglutinin (HA) glycoprotein of the
influenza A(H1N1) virus and a full monomeric structure (7585 atoms) [18].
The symmetrised [19, 20] AMBER ff99SB forcefield [8] was used in both cases
with an effectively infinite non-bonded cutoff (999.99Å). All tests used the
modified GB solvent model [21, 22] (AMBER input flag igb = 2) at a salt160
concentration 0.2M with a cutoff of 12Å for the calculation of the effective Born
radii. The tests considered here employ 100 starting structures each, taken from
high temperature molecular dynamics (MD) runs. For the truncated monomer,
nine basin-hopping steps were taken for each structure to generate 1000 local
minima, with Cartesian moves of the backbone atoms set to a maximum value of165
0.2Å. However, due to the computational expense of the DSYEV calculations
for the full monomer, no basin-hopping steps were performed for these starting
structures and only 100 minimised structures were obtained. To reduce the
overall time taken for the tests, the minimisations were carried out using a GPU-
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accelerated implementation [23] of L-BFGS [24] (the limited-memory version of170
the BFGS algorithm, named for Broyden [25], Fletcher [26], Goldfarb [27] and
Shanno [28]). GeForce GTX TITAN Black GPUs were used, with NVIDIA
Linux driver version 375.26 and NVIDIA CUDA Toolkit 8.0.
Due to the lack of GPU-accelerated analytical second derivatives for the AM-
BER potential, numerical second derivatives with calls to the GPU-accelerated175
AMBER energy and gradient subroutine were used in calculating the Hessian
matrix. A central difference approximation of the form
∂2V
∂xixj
≈ ∇iV (X + ζx)−∇iV (X− ζx)
2ζxj
(5)
was employed in calculating these derivatives, where V (X) is the energy at
configuration X in nuclear configuration space and ζ  1. We performed some
preliminary tests to determine the optimal value of ζ for the final benchmarks.180
We minimised the 100 full monomeric structures for a range of values of ζ and
recorded the percentage of factorisation failures resulting from a non-positive
definite Hessian matrix. Based on the results in Table 3, we chose a value of
10−4 for ζ.
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Table 3: Percentage of factorisation failures (resulting from a non-positive definite Hessian)
for the HA full monomer as a function of the value of ζ used in calculating the numerical
second derivatives. A value of 10−6 kcalmol−1 Å−1 was used for the RMS force convergence
threshold and the cutoff for neglect of Hessian matrix elements was set to 10−6 kcalmol-1 Å-2.
ζ
% of
factorisation
failures
10−2 5
10−3 3
10−4 0
10−5 11
10−6 25
10−7 9
We also tested the SuiteSparse GPU implementation [29] to accelerate our185
calculations. However, we opted not to use this approach in our tests as the
speedup only amounted to about 5–10% for the examples considered here. This
result is likely due to the relatively small size of our matrices compared to those
benchmarked by the developers, for both the clusters and proteins considered
here.190
Tables 4a and 4b show the percentage of factorisation failures for the trun-
cated monomer and the full monomer with various values of the RMS force
convergence criterion and the Hessian cutoff. As for the atomic clusters con-
sidered in Section 3.1, fewer factorisation failures are observed for smaller values
of the RMS force and Hessian cutoff.195
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(a) Truncated HA monomer
RMS force
/
kcalmol-1Å-1
Hessian cutoff / kcalmol-1Å-2
10−8 10−5 3 .5 × 10−5
10−4 1.8 1.8 6.3
10−5 0.8 0.8 5.2
10−6 0.0 0.0 4.7
(b) Full HA monomer
RMS force
/
kcalmol-1Å-1
Hessian cutoff / kcalmol-1Å-2
10−9 10−6 6 .0 × 10−6
10−4 3.0 3.0 24.0
10−5 0.0 0.0 20.0
10−6 0.0 0.0 19.0
Table 4: Percentage of factorisation failures (resulting from a non-positive definite Hessian)
for two protein examples as a function of RMS force convergence threshold and the cutoff for
neglect of Hessian matrix elements.
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The calculations of the log product of eigenvalues were highly accurate for
all combinations of parameters, with average percentage errors below 1%. The
associated speedups are shown in Tables 5a and 5b. The efficiency gains with
respect to Hessian cutoff and RMS force are similar to the results we obtained
for the LJ clusters.200
(a) Truncated HA monomer
RMS force
/
kcalmol-1Å-1
Hessian cutoff / kcalmol-1Å-2
10−8 10−5 3 .5 × 10−5
10−4 7.3 7.7 8.4
10−5 7.1 7.8 8.6
10−6 7.3 7.7 8.5
(b) Full HA monomer
RMS force
/
kcalmol-1Å-1
Hessian cutoff / kcalmol-1Å-2
10−9 10−6 6 .0 × 10 6
10−4 14.6 16.9 17.3
10−5 14.6 16.8 16.6
10−6 14.8 16.7 18.0
Table 5: Average speedups for finding log product of eigenvalues for two protein examples as
a function of RMS force convergence threshold and the cutoff for neglect of Hessian matrix
elements.
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4. Conclusions
This contribution has described the implementation of a new interface between
our free energy basin-hopping (FEBH) global optimisation routines and the
SuiteSparse package, which allows us to perform sparse Cholesky factorisation
to obtain vibrational frequencies within the FEBH framework. Tests were per-205
formed for both LJ clusters and selected biomolecules represented using the
AMBER potential. A significant speedup was achieved for the calculation of the
vibrational density of states from the product of non-zero Hessian eigenvalues,
with negligible loss of accuracy, with respect to the fastest matrix diagonalisa-
tion routine that does not exploit sparsity. Exploiting sparsity will therefore210
accelerate structure prediction and provide access to larger and more complex
systems. This capability may be important for a wide range of molecular and
condensed matter systems where finite temperature effects are significant. It
enables us to estimate local free energies, along with other potentially useful
thermodynamic properties, such as the heat capacity. We are currently ex-215
ploiting these results to investigate the effect of mutations on the properties of
proteins and nucleic acids. Another possibility for future work would be to ap-
ply this method to systems with longer-range interactions. This would enable us
to compare the range of validity of these sparse methods in important systems
such as metallic and ionic clusters.220
Notes
Additional data related to this publication is available on Zenodo:
https://doi.org/10.5281/zenodo.814244
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AppendixA. Shifting the Hessian eigenvalues
The translational and rotational eigenvalues must be shifted from zero to
one at each local minimum of interest to obtain the product of positive Hessian
eigenvalues. To do this, we must find normal mode vectors for translation and230
rotation, where the molecule is aligned so that the principal axes and the centre
of mass cooincide with the fixed axis system and the origin. The corresponding
Hessian eigenvectors are then orthogonal, as detailed below.
Let Xαx be the x coordinate of atom α, etc. A rotation of the position vector
of atom α, X0α, through angle θ about an axis defined by the unit vector nˆ is235
given by
Xα = X
0
α cos θ + nˆ(nˆ ·X0α)(1− cos θ) + X0α ∧ nˆ sin θ. (A.1)
Taking a Taylor series about θ = 0, the displacement vector for this rotation is
∆α = Xα−X0α = θ

nˆzX
0
αy − nˆyX0αz
nˆxX
0
αz − nˆzX0αx
nˆyX
0
αx − nˆxX0αy
+12θ2

−X0αx + nˆ2xX0αx + nˆx(nˆyX0αy + nˆzX0αz)
−X0αy + nˆ2yX0αy + nˆy(nˆxX0αx + nˆzX0αz)
−X0αz + nˆ2zX0αz + nˆz(nˆxX0αx + nˆyX0αy)

(A.2)
A Taylor expansion of the potential energy gives
V (X0) = V (X0 + ∆) = V (X0) + G(X0)T∆ +
1
2
∆TH(X0)∆ + . . . , (A.3)
where ∆ = {∆1,∆2, . . . ,∆N}T , G(X0) = ∇V (X0), orGα(X0) = ∂V (X0)/∂Xα,
and Hαβ(X0) = ∂2V (X0)/∂Xα∂Xβ . The potential energy of an isolated mo-240
lecule must be invariant to rotation, so the terms in ∆ must be equal to zero.
At a stationary point, G(X0) = 0 and equating terms in α2 to zero gives
H(X0)∆ =

nˆzX
0
1y − nˆyX01z
nˆxX
0
1z − nˆzX01x
nˆyX
0
1x − nˆxX01y
...
 = 0. (A.4)
This result implies that ∆ is an eigenvector of H with eigenvalue zero. We re-
quire eigenvectors of the mass-weighted Hessian corresponding to mass-weighted
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coordinates, QX = Xα
√
mα, where mα is the mass of atom α, and the corres-245
ponding components are 
√
m1(nˆzX
0
1y − nˆyX01z)
√
m1(nˆxX
0
1z − nˆzX01x)
√
m1(nˆyX
0
1x − nˆxX01y)
...
 . (A.5)
We can prove that the rotational eigenvectors are orthogonal if we choose ro-
tations about directions corresponding to eigenvectors of the moment of inertia
tensor:
I =
∑
α
mα

(X0αy)
2 + (X0αz)
2 −X0αxX0αy −X0αxX0αz
−X0αyX0αx (X0αx)2 + (X0αz)2 −X0αyX0αz
−X0αzX0αx −X0αzX0αy (X0αx)2 + (X0αy)2
 . (A.6)
Using equation (A.5) with two eigenvectors of I corresponding to Ieˆa = λaeˆa250
and Ieˆb = λbeˆb, replacing nˆ, we can construct the dot product as:∑
α
mα
[
(eˆazX
0
αy − eˆayX0αz)(eˆbzX0αy − eˆbyX0αz) + (eˆaxX0αz − eˆazX0αx)(eˆbxX0αz − eˆbzX0αx)
+(eˆayX
0
αx − eˆaxX0αy)(eˆbyX0αx − eˆbxX0αy)
]
=
∑
α
mα
[
eˆaxeˆbx
{
(X0αz)
2 + (X0αy)
2
}− eˆby eˆaxX0αxX0αy − eˆbz eˆaxX0αxX0αz
+eˆay eˆby
{
(X0αz)
2 + (X0αx)
2
}− eˆbz eˆayX0αyX0αz − eˆbxeˆayX0αyX0αx
+eˆaz eˆbz
{
(X0αx)
2 + (X0αy)
2
}− eˆbxeˆazX0αzX0αx − eˆby eˆazX0αzX0αy]
= eˆTa Ieˆb = eˆ
T
a λbeˆb = λbeˆ
T
a eˆb = 0. (A.7)
The dot product of an infinitesimal rotation and a translation corresponding to
axes defined by eigenvectors eˆa and eˆb of I is∑
α
mα[(eˆazX
0
αy − eˆayX0αz)eˆbx + (eˆaxX0αz − eˆazX0αx)eˆby + (eˆayX0αx − eˆaxX0αy)eˆbz]
= (eˆay eˆbz − eˆaz eˆby)
∑
α
mαX
0
αx + (eˆaz eˆbx − eˆaxeˆbz)
∑
α
mαX
0
αy + (eˆaxeˆby − eˆay eˆbx)
∑
α
mαX
0
αz
= (eˆa ∧ eˆb) ·
∑
α
mαX
0 = 0, (A.8)
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when the centre-of-mass is at the origin, because
∑
αmαX
0 = 0. Hence the
Hessian eigenvectors corresponding to infinitesimal rotations and translations255
are orthogonal if the system centre of mass is at the origin and the system
is oriented so that the principal axes of the inertia tensor are aligned with
the global frame. This alignment enables us to shift the six corresponding
eigenvalues to unity individually.
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