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In this  research,  we  propose  an intelligent  decision  support  system  for acute  lymphoblastic  leukaemia
(ALL)  diagnosis  using  microscopic  images.  Two  Bare-bones  Particle  Swarm  Optimization  (BBPSO)  algo-
rithms  are  proposed  to identify  the most  signiﬁcant  discriminative  characteristics  of  healthy  and  blast
cells to  enable  efﬁcient  ALL  classiﬁcation.  The  ﬁrst  BBPSO  variant  incorporates  accelerated  chaotic  searcheywords:
eature selection
are-bones particle swarm optimization
cute lymphoblastic leukaemia
lassiﬁcation
mechanisms  of  food  chasing  and  enemy  avoidance  to  diversify  the search  and  mitigate  the  premature
convergence  of  the  original  BBPSO  algorithm.  The  second  BBPSO  variant  exhibits  both  of  the  abovemen-
tioned  new  search  mechanisms  in  a  subswarm-based  search.  Evaluated  with  the  ALL-IDB2  database,  both
proposed algorithms  achieve  superior  geometric  mean  performances  of  94.94%  and  96.25%,  respectively,
and  outperform  other  metaheuristic  search  and  related  methods  signiﬁcantly  for  ALL classiﬁcation.
© 2017  The  Author(s).  Published  by Elsevier  B.V. This  is  an open  access  article  under  the CC  BY  license. Introduction
Leukaemia is a type of cancer pertaining to white blood cells
WBCs), in which abnormal and immature WBCs are produced
y the bone marrow and enter the bloodstream. There are two
ypes of acute leukaemia, i.e. acute lymphoblastic leukaemia (ALL)
nd acute myeloid leukaemia (AML). Since ALL diagnosis asso-
iates closely with morphological changes of WBCs and manual
orphological analysis may  suffer from several potential limita-
ions (e.g. non-standard precision and relying heavily on medical
rofessionals’ knowledge and skill) [1–3], many automatic ALL
iagnosis methods have been proposed in recent years [1–5]. In
rder to achieve robust and efﬁcient computerized diagnosis, iden-
ifying the characteristics of healthy and blast cells is a crucial
actor. Although many studies on the separation and retrieval of the
ucleus and cytoplasm or purely nuclei of the cells using segmen-
ation techniques are available, limited investigations have been
onducted on the selection of signiﬁcant discriminative character-
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568-4946/© 2017 The Author(s). Published by Elsevier B.V. This is an open access article(http://creativecommons.org/licenses/by/4.0/).
istics from the segmented regions to effectively beneﬁt subsequent
ALL diagnosis [2–7].
This research aims to deal with the aforementioned chal-
lenges by proposing an intelligent decision support system with
evolutionary feature optimization for robust ALL classiﬁcation.
Speciﬁcally, we  propose two  Bare-bones Particle Swarm Opti-
mization (BBPSO) algorithms to extract the most signiﬁcant
discriminative characteristics of normal and abnormal lymphocytic
cells for ALL classiﬁcation. The proposed BBPSO variants incorpo-
rate accelerated search mechanisms of attraction to the food source
and avoidance of enemies to diversify the search and overcome
premature convergence of the original BBPSO algorithm.
Fig. 1 shows the overall ﬂow of the proposed system. It con-
tains the following key steps: (a) WBC  identiﬁcation from blood
smear images, (b) nucleus-cytoplasm separation, (c) feature extrac-
tion, (d) BBPSO-based feature optimization, and (e) lymphocyte
and lymphoblast identiﬁcation. After employing marker-controlled
watershed segmentation to extract WBCs from microscopic
images, a stimulating discriminant measure (SDM)-based cluster-
ing algorithm proposed in our previous research [2] is used for
nucleus-cytoplasm separation. We initially extract 80 raw fea-
tures from the segmented nucleus and cytoplasm sub-images.
The proposed BBPSO algorithms are then used to identify the
most signiﬁcant discriminative characteristics of healthy and blast
cells from the extracted raw features, respectively. Both 1-Nearest
 under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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eighbour (1NN) and Support Vector Machine (SVM) with Gaussian
adial Basis Function (RBF) kernel are used to classify lymphocytes
nd lymphoblasts using the identiﬁed optimal feature subsets.
The contributions of this research are summarized, as follows.
. We  propose two BBPSO algorithms for feature optimization.
Besides the original position updating operation of the BBPSO
algorithm, the proposed variants incorporate mechanisms of
attraction to the food source and avoidance of enemies to
increase search diversity and overcome local optima of the
original BBPSO algorithm. These two new behaviours are also
accelerated by the Logistic chaotic map.
. The food chasing behaviour is guided by the average personal
best experience and the global best solution to enable the search
to reach attractive optimal regions more effectively. The mecha-
nism of ﬂeeing from enemies enables the particles to move away
from unpromising search regions, in order to accelerate conver-
gence. The ﬁrst proposed BBPSO variant incorporates these two
new search behaviours to guide the search in the main swarm,
while the second proposed variant exhibits these strategies in
the subswarm-based search. These two search mechanisms and
the original BBPSO operation work in a cooperative manner to
lead the search to attain global optima.
. In comparison with other metaheuristic search methods, the
proposed BBPSO algorithms possess efﬁcient discriminative
capabilities in which signiﬁcant discriminating features for
lymphocytes and lymphoblasts are revealed. Evaluated with
180 microscopic images extracted from the ALL-IDB2 database
[3], the proposed algorithms show great efﬁciency, and out-
perform other search methods across different experimental
settings under different ﬁtness evaluations. They also com-
pare favourably with other related methods for ALL diagnosis
reported in the literature.
The organisation of this paper is as follows. Section 2 intro-
uces the related research on automatic ALL diagnosis and feature
ptimization techniques. Section 3 presents the proposed ALL
iagnosis system including its pre-processing steps, the proposed
BPSO-based feature optimization methods and ALL identiﬁcation
sing both 1NN and SVM. Evaluation of the proposed algorithms
nd comparison with other search methods using the ALL-IDB2
atabase are discussed in Section 4. Finally, we draw conclusions
nd identify future research directions in Section 5.h focuses on (d) feature optimization).
2. Related work
In this section, we  discuss related research on automatic ALL
diagnosis and state-of-the-art feature optimization techniques.
2.1. Automatic leukaemia diagnosis
Deﬁned by the French-American-British classiﬁcation systems
[1,4], there are three subtypes of ALL, i.e. L1 to L3 and eight subtypes
of AML, i.e. M0  to M7.  Many research studies have been dedicated
to the automatic diagnosis of ALL, AML  and their subtypes in order
to promote early diagnosis. Neoh et al. [2] proposed an automatic
ALL diagnosis system using microscopic blood images. Their work
proposed a clustering algorithm with the stimulating discriminant
measure (i.e. SDM) that took both within and between cluster scat-
ter variances into account for nucleus-cytoplasm separation. The
SDM-based clustering algorithm was integrated with the Genetic
Algorithm (GA) to perform robust segmentation of nucleus, cyto-
plasm and background regions. Single and ensemble classiﬁers
were applied in their work for ALL recognition. Bootstrapping and
10-fold cross validation were used for system evaluation. Shad-
owed C-means (SCM) clustering was  used by Mohapatra et al. [5]
to perform lymphocyte image segmentation. It clustered each pixel
into one of the three regions, i.e. cytoplasm, nucleus and back-
ground. An ensemble classiﬁer, consisting of a neural network (NN),
SVM, and k-Nearest Neighbour (kNN), was used to recognize lym-
phocytes and lymphoblasts. The ensemble classiﬁer outperformed
other single models including the NN, kNN, Naïve Bayes Classiﬁer
(NB), SVM, and Radial Basis Function Network (RBFN). Furthermore,
Madhloom et al. [6] integrated colour features with morphological
reconstruction to localize and isolate blast cells. They also applied
the Fisher Discriminant Ratio (FDR) to rank and select features from
each cell for subsequent ALL recognition using kNN. Their work
employed 260 cell images with 180 and 80 images for training and
test respectively, and achieved 92.5% accuracy for the distinction
of healthy and blast cells.
Agaian et al. [4] proposed an AML  detection system which
employed K-means Clustering and morphological ﬁltering to seg-
ment nuclei from leucocytes. Local Binary Patterns (LBP) and
Hausdorff Dimension (HD) were used in their work to extract
useful features in addition to other extracted shape, Gray Level Co-
occurrence Matrix (GLCM) and colour features. The SVM classiﬁer
was used to recognize AML  and healthy cells. Meera and Matthew
[7] introduced Fuzzy Local Information C-means for AML  image
segmentation with multiple nuclei, and used both GLCM and HD
features with the SVM for identiﬁcation of healthy and blast cells.
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.2. Feature extraction techniques
Feature extraction is an important step in contributing to
ccurate recognition of normal and blast cells. Features that are
ommonly extracted from the microscopic blood cell images
nclude shape, colour, texture and statistical based information.
enerally, shape-based features cover the geometric information
uch as area, perimeter, elongation, and eccentricity, while colour-
ased features include the type of colour space information such
s RGB, CIELAB (CIE L*a*b*), or Hue-Saturation-Intensity (HSI). For
extural features, GLCM, which provides information such as homo-
eneity, contrast, and entropy, is usually employed, whereas for
tatistical-based features, information such as mean and standard
eviation is often used. Ongun et al. [8] adopted afﬁne invariants,
IE L*a*b* colour space, colour histogram, and shape-based features
rom heuristic reasoning of haematologist to make up a total of 57
eatures for the classiﬁcation of 12 types of blood cells (e.g. mono-
yte, neutrophil, myelocyte, plasma, etc). Putzu et al. [1] focused on
he detection of abnormality in lymphocytes. A total of 30 shape,
1 colour and 80 GLCM-based texture descriptors were extracted
rom the obtained sub-images. Besides the GLCM textural features,
ome researchers employed different methods to interpret textu-
al information from the cell images. As an example, LBP textural
xtraction was proposed by Singhal and Singh [9] for the detection
f lymphocytes and lymphoblasts while Rezatoﬁghi and Soltanian-
adeh [10] used the LBP features for WBC  extraction. In addition,
D was adopted by Mohapatra et al. [5] to extract roughness of the
ucleus boundary of lymphocytes and lymphoblasts. The inﬂuence
f the LBP operator on HD has also been evaluated by Agaian et al.
4]. Their experiments indicated the positive impact of LBP on HD,
hich boosted the AML  classiﬁcation performance greatly. A colour
eature called cell energy was also employed in their work, which
layed a very important role in distinguishing between normal and
bnormal cells.
.3. Feature selection algorithms
The retrieval of shape, colour, texture and statistical based infor-
ation from the blood cells often entails a large set of input features
or the classiﬁcation system, which could be computationally
ostly. While inadequate features reduce classiﬁcation accuracy, a
arge feature set that involves redundant and insigniﬁcant infor-
ation can reduce classiﬁcation performance as well [11–13].
herefore, optimal feature selection is crucial for the improvement
f classiﬁcation results. In this section, we ﬁrst introduce well-
nown evolutionary optimization algorithms for feature selection,
ncluding Particle Swarm Optimization (PSO), Cuckoo Search (CS)
nd Dragonﬂy Algorithm (DA), followed by other advanced mod-
ﬁed optimization mechanisms. Techniques dedicated to feature
election and dimension reduction for leukaemia classiﬁcation are
lso introduced.
.3.1. PSO and bare-bones PSO
A number of classical, well-known optimization algorithms
ave been applied to diverse engineering optimization tasks. Intro-
uced by Kennedy and Eberhart [14], PSO is an efﬁcient technique
or feature selection [15,16]. In PSO, each particle has a position in
he search space. The particle is characterised by a position vector,
i = (xi1, xi2, . . .,  xiD), and a velocity vector, vi = (vi1, vi2, . . .,  viD), where
 denotes the dimension of the search space. All particles move in
he search space to search for the optimal solutions. In PSO, the best
osition ever achieved by a particle, i.e. the personal best, pbest, and
he best position of the overall swarm, i.e. the global best, gbest, are
sed to update the velocity and position of each particle.
BBPSO is a variant of PSO [17]. Compared with PSO, it does not
onsider the velocity, but only updates the particles’ positions. Theomputing 56 (2017) 405–419 407
Gaussian distribution is employed for position updating in BBPSO,
as in Eq. (1).
xt+1
id
= 
(
pbestt
id
+ gbestt
d
2
, |pbesttid − gbesttd|
)
(1)
where  denotes the Gaussian distribution,
pbestt
id
+gbestt
d
2 represents
the mean or expectation of the distribution with |pbestt
id
− gbestt
d
|
as the standard deviation. Using Eq. (1), the new position of a par-
ticle is distributed according to the Gaussian distribution, although
other distribution functions can also be applied. Compared with
conventional PSO, BBPSO does not require any operating parame-
ters. Therefore, BBPSO is more efﬁcient, which has been extensively
applied to real-world single and multi-objective optimization prob-
lems [18,19].
2.3.2. Cuckoo search
Proposed by Yang and Deb [20], Cuckoo search (CS) possesses
both local and global search mechanisms to attain global conver-
gence. CS employs the following three main principles for searching
the global optimal solutions. Firstly, each cuckoo lays one egg (solu-
tion) at a time, which is discarded in a randomly chosen nest.
Secondly, the best nests with high-quality eggs are selected for the
next generation. Thirdly, the host bird discovers the egg laid by a
cuckoo with a probability, pa, therefore, a fraction (pa) of the worse
nests is abandoned and replaced by the new nests. The algorithm
employs the following strategy to generate new nests (solutions).
xt+1
i
= xti + ˛s ⊗ H (pa − ε) ⊗
(
xtk − xtl
)
(2)
where xt
k
and xt
l
denote the solutions selected randomly by random
permutation, while s denotes the step size and H(v) represents a
Heaviside function. Note that ε is a random number drawn from
a uniform distribution, while ⊗ represents the entry-wise product
of two vectors. The new solution, xt+1
i
, is accepted if it has a better
ﬁtness value than that of xt
i
.
In each iteration, the Levy ﬂights operation deﬁned in Eq. (3) is
used to perform the global random walk.
xt+1
i
= xti +  ˛ × () (3)
where xt+1
i
and xt
i
denote the ith solution in t+1-th and t-th gener-
ations, respectively, while   represents the Levy ﬂights operation
with  as the random step length (1 <  ≤ 3), and  is the step-size
scaling factor. CS employs these local and global search operations
to search for the global optima.
Although CS shows impressive search capabilities, its search
strategy could be further enhanced. For instance, the new nest
(solution) generation strategy shown in Eq. (2) relies purely on two
randomly selected individuals, xt
k
and xt
l
, and it does not explicitly
employ optimal solutions identiﬁed so far for promising offspring
generation. Therefore, it could be further improved by considering
more explicit optimal signals, i.e. local and global best experiences,
to increase the likelihood of generation of promising offspring solu-
tions. Motivated by this perspective, we incorporate both personal
and global best experiences to guide the attraction search mecha-
nism and enable fast convergence in this research.
2.3.3. Dragonﬂy algorithm
Proposed by Mirjalili [21], DA simulates and implements static
and dynamic swarming behaviours of dragonﬂies to balance
between global exploration and local exploitation. It employs
the following ﬁve social interaction behaviours, i.e. separation,
alignment, cohesion, attraction (towards food), and distraction
(outwards enemies) to guide the search process. Its velocity and
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osition updating operations are deﬁned in Eqs. (4) and (5), respec-
ively.
xt+1 = (sSi + aAi + cCi + fFi + eEi) + wxt (4)
t+1 = xt + xt+1 (5)
In Eq. (4), Si, Ai, Ci, Fi, and Eirepresent the social behaviours of
eparation, alignment, cohesion, attraction, and distraction, respec-
ively while s, a, c, f, and e are the corresponding weights for the
ve actions. In addition, xt+1 and xt represent the step/velocity
ector in the t+1-th and t-th iterations, respectively, with w as the
nertia weight. In Eq. (5), xt+1 and xtindicate the positions of an indi-
idual in the t+1-th and t-th iterations, respectively. Eqs. (4) and (5)
odel the social behaviours of an artiﬁcial dragonﬂy when it has
t least one neighbouring individual.
Among the ﬁve social behaviours, the distraction (i.e. evading)
peration distinguishes DA from other swarm intelligence algo-
ithms, and is deﬁned as follows.
i = xε + x (6)
here Ei denotes the distraction action and xε represents the posi-
ion of an enemy with x denoting the position of the current
ndividual. Since this evading operation moves the current indi-
idual away from each solution with a lower ﬁtness value, the
earch process is very likely to be computationally inefﬁcient. In
his research, we  propose an evading mechanism that is guided by
ore explicit enemy signals, i.e. average personal historical and
lobal worst experiences, for enemy avoidance. The rationale is to
nsure each particle ﬂees away from local and global unpromising
earch regions effectively, therefore accelerating convergence.
.3.4. Other feature optimization techniques
There are also other modiﬁed or hybrid metaheuristic search
lgorithms proposed in recent years to overcome the limitations
f some existing methods. Since a constant setting of operation
arameters in CS may  have a negative impact on its performance,
alian et al. [22] and Li and Yin [23] developed modiﬁed CS with
elf-adaptive parameter settings to overcome the problem associ-
ted with constant CS parameter settings. Valian et al. [22] adjusted
he search parameters according to the number of generations,
nd recommended a comparatively larger parameter setting at the
eginning to increase solution diversity and a smaller parameter
etting in the later iterations to ﬁne-tune the identiﬁed solutions.
he work achieved impressive performance in complex engineer-
ng optimisation problems. Li and Yin [23] proposed two new local
earch strategies for CS. Based on a decreasing probability rule, the
trategies aimed to balance between exploitation and exploration,
nd an adaptive parameter setting was introduced to enhance
opulation diversity. Their work compared favourably with other
elated research based on a study with 16 benchmark functions.
ordehi [24] proposed an enhanced leader PSO (ELPSO), which
mployed successive mutation strategies such as Gaussian, Cauchy,
pposition-based and differential evolution (DE) based mutation,
o further enhance the swarm leader. The results indicated its
fﬁciency in terms of accuracy and scalability. Zhang et al. [12]
roposed a binary BBPSO-based feature selection algorithm. Their
ork used a reinforced memory strategy for personal best updating
f each particle to retain particle diversity. It also used a uniform
ombination to diversify the swarm when stagnation occurred. The
ffects of uniform combination were strengthened along with the
ncrease of stagnant iterations. The binary BBPSO algorithm showed
 competitive performance in terms of classiﬁcation accuracy
nd convergence rate. Neoh et al. [25] proposed two  evolution-
ry algorithms under a layered cascade evolutionary framework,
.e. direct similarity and Pareto-based feature selection, for facial
xpression recognition. The direct similarity feature selection algo-omputing 56 (2017) 405–419
rithm integrated the concept of micro Genetic Algorithm and
focused on identifying common features within each class. Mean-
while, the Pareto-based optimization took both between-class and
within-class variations into account for multi-objective feature
optimization. Both optimization strategies achieved impressive
performances and outperformed other baseline methods (e.g. GA
and AdaBoosting) signiﬁcantly. A comprehensive review of PSO and
its applications has also been conducted by Zhang et al. [15].
There was  also other research dedicated to dimension reduc-
tion for automatic leukaemia diagnosis. In order to select the input
features for effective classiﬁcation of normal and abnormal lym-
phocytes, Mohapatra et al. [5] applied an independent-sample “t”
test to select 32 statistically signiﬁcant features out of 44 raw
features, representing shape, colour and texture information of
nucleus and cytoplasm. Madhloom et al. [6] selected 7 out of 30
raw features, representing shape, colour and texture information
of nucleus, cytoplasm and the whole cell, by employing FDR that
considered cross-correlation among features for the identiﬁcation
of lymphocytes and lymphoblasts. In addition, Rezatoﬁghi and
Soltanian-Zadeh [10] further proposed sequential forward selec-
tion along with FDR for the recognition of ﬁve types of WBCs. Huang
and Hung [26] used the Principal Component Analysis (PCA) to
reduce the feature dimensions from 85 to 7 in leucocyte recogni-
tion. Despite the popularity of the ﬁlter-based approach, Osowski
et al. [27] proposed an embedded method to recognize 11 types
of blood cells (e.g. basophilic erythroblast, neutrophilic myelocyte,
lymphocyte, etc) by using the GA to ﬁne-tune the features with
respect to the SVM performance during the training stage. Escalante
et al. [28] employed PSO to guide the search process and automat-
ically select ensemble classiﬁcation models for different types of
leukaemia detection. Their work achieved high accuracy for clas-
siﬁcation model selection without user intervention. The system
achieved 97.68% for ALL and AML  leukaemia detection, and 94.21%
for subtypes of ALL (L1 and L2) and AML  (M2, M3  and M5)  identiﬁ-
cation. Besides the detection of ALL and AML, the GA was  employed
by Chan et al. [29] to obtain optimal feature parameter values for
recognition of anaemia abnormal red blood cells.
3. The proposed all recognition system
There are ﬁve key steps of our proposed system: (a) WBC
identiﬁcation from blood smear images, (b) nucleus and cyto-
plasm separation, (c) feature extraction, (d) modiﬁed BBPSO-based
feature optimization, and (e) lymphocyte and lymphoblast clas-
siﬁcation. First of all, modiﬁed marker-controlled watershed
segmentation and morphological operations proposed in our pre-
vious research [30] are used to extract WBCs from microscopic
images automatically. Then, an SDM-based clustering algorithm
utilising both within- and between-cluster scatter variances as
proposed in our recent work [2] is used to perform nucleus-
cytoplasm separation. A set of 80 raw features comprising 16
shape descriptors, 54 GLCM textural descriptors, and 10 CIELAB
colour descriptors is extracted from the segmented nucleus and
cytoplasm sub-images. These 16 extracted shape features include
information with respect to the cell size, nucleus size, nucleus
shape, and details of cytoplasm, which consists of cytoplasm and
nucleus areas, nucleus to cytoplasm ratio, length to diameter ratio,
major axis length, orientation, ﬁlled area, perimeter, solidity, eccen-
tricity, minor axis length, convex area, form factor, compactness
based on Mohapatra et al. [5], another compactness measure based
on Mohapatra et al. [31], and roundness of the nucleus region.
The 54 texture features consist of 13 descriptors from the GLCM
matrix, including correlation, sum of variance, normalized inverse
difference moment, sum of average, contrast, difference variance,
entropy, cluster prominence, cluster shade, dissimilarity, energy,
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omogeneity, and normalized inverse difference, computed in four
ifferent angles (i.e. 0, 45, 90, and 135) plus two additional descrip-
ors, i.e. skewness and kurtosis. In addition, the 10 colour features
onsist of the mean and standard deviations of the a* and b* com-
onents of the CIELAB colour space for both nucleus and cytoplasm,
long with two descriptors pertaining to the ratio of the mean of a*
nd b* components between cytoplasm and nucleus. Since identify-
ng the most discriminative characteristics of normal and abnormal
ymphocytic cells and removing the redundant features have a
reat impact in boosting classiﬁcation accuracy, in this research,
e propose two modiﬁed BBPSO algorithms to identify signiﬁcant
iscriminative feature subsets of healthy and blast cells from the
0 raw features to beneﬁt subsequent robust ALL classiﬁcation. We
ntroduce the proposed BBPSO algorithms in detail in the following
ection.
.1. The proposed BBPSO algorithms with attraction and ﬂee
perations
Motivated by the accelerated search strategies of PSO, CS and
A, we propose two modiﬁed BBPSO algorithms that incorporate
wo new operations, i.e., attraction to the food source and ﬂee from
he enemies. The aim is to mitigate premature convergence of the
riginal BBPSO algorithm. The ﬁrst variant explores both the attrac-
ion and ﬂee operations in the primary swarm while the second
mbeds them in the subswarm-based search. These special food
hasing and ﬂeeing behaviours show great potential in increasing
ocal and global search capabilities of the original BBPSO algorithm.
he details of both proposed variants are as follows.
.1.1. The modiﬁed BBPSO variant 1
As mentioned above, the ﬁrst proposed BBPSO algorithm
denoted as Algorithm 1) incorporates not only the conventional
ovement of BBPSO deﬁned in Eq. (1), but also the newly proposed
ttraction and ﬂee operations to guide the search process. The new
earch behaviour with attraction to the food source is deﬁned in
qs. (7) and (8).
t+1
i
= xti + c
(
pbest’
id
+ gbestt
d
2
− xti
)
(7)
best’ =
∑t
k=1pbest
k
id (8)id t
here pbest’
id
and gbestt
d
represent the average personal best
xperience and the global best solution in the d-th dimension,
espectively. Note that c denotes the Logistic chaotic map, whichomputing 56 (2017) 405–419 409
provides chaotic adaptive steps of the search behaviour. In Eq. (7),
each particle is guided by the mean of pbest’
id
and gbestt
d
to move
towards the food source (i.e. optimal regions) to accelerate the
search process. In addition, pbest’
id
is further deﬁned in Eq. (8),
where pbestk
id
represents the personal best solution for the i-th par-
ticle obtained in the k-th iteration, k = 1, 2, . . .,  t. As indicated in
Eq. (8), instead of using the personal best solution identiﬁed from
the current iteration, the proposed attraction action is enhanced
by employing the mean of the personal historical best experiences
obtained from the past t number of iterations. Overall, this food
chasing mechanism can be viewed as a special case of CS, where
c = ˛s ⊗ H (pa − ε) as shown in Eq. (2), and also a special case of
PSO, where the personal and global best solutions are combined to
guide the search process.
Algorithm 1. Pseudo-Code of the Proposed BBPSO Algorithm 1.
Guided by the global and the average personal best solutions, the
proposed attraction search mechanism enables the overall popu-
lation to reach promising search regions more efﬁciently in fewer
iterations. It also shows great efﬁciency in escaping from the local
optimum trap owing to the consideration of both local and global
promising solutions.
Motivated by the concept of enemy avoidance in DA, the pro-
posed ﬂee mechanism is deﬁned in Eqs. (9) and (10).
xt+1
i
= xti − c
(
pworst’
id
+ gworstt
d
2
− xti
)
− ˛ε (9)
pworst’id =
∑t
k=1pworst
k
id
t
(10)
where pworst’
id
and gworstt
d
represent the average personal worst
experience and the global worst solution in the d-th dimension,
respectively, while and ε represent a randomization vector (with
each dimension ∈ (0, 1)) and a random walk strategy such as the
Levy ﬂights, respectively. Note that c also denotes the Logistic
chaotic map. This search action allows each particle to ﬂee away
from enemies and move away from less optimal search regions
(e.g. avoidance of enemies) to achieve fast convergence. In addition,
pworst’
id
, is further deﬁned in Eq. (10), where pworstk
id
represents
the personal worst solution for the i-th particle identiﬁed in the
k-th iteration. Similar to the attraction behaviour, instead of using
the personal worst solution identiﬁed from the current iteration,
the proposed ﬂee operation is enhanced by using the mean of the
personal historical worst experiences from the past t number of
iterations.
In comparison with the evading action in DA, the proposed
mechanism is guided by both average personal historical and global
worst experiences for enemy avoidance. It provides a way for each
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article to ﬂee away from local and global unpromising search
egions effectively, therefore accelerating convergence.
Algorithm 1 lists the ﬁrst proposed BBPSO variant. After initialis-
ng the original swarm, in each iteration, any of the three actions (i.e.
he movements deﬁned in Eqs. (7) and (9) and the original search
ehaviour of BBPSO deﬁned in Eq. (1)) is randomly selected to guide
he search of each particle. Moreover, the original search strategy of
BPSO together with both attraction to the food source and ﬂeeing
rom enemies operations work in a collaborative manner to drive
he search process out of the local optimum trap. For instance, when
he search guided by the food chasing behaviour that follows the
lobal and the average personal best experiences (e.g. the special
ases of PSO and CS) stagnates, the ﬂeeing from enemies operation
s able to drive the particles out of the less optimal regions, in order
o overcome premature convergence. On the other hand, when the
nemy avoidance behaviour shows limited improvements in ﬁnd-
ng the best solution, the search mechanism guided by the global
nd the average personal best solutions leads the overall popula-
ion to reach more promising search regions effectively, in order to
scape from the local optimum trap. These two new search opera-
ions and the original search behaviour of BBPSO work alternatively
o increase search diversity and attain global optima.
.1.2. The proposed BBPSO variant 2 with subswarms
In this research, both the newly proposed search mechanisms,.e. attraction to the food source and ﬂeeing from enemies, are also
mbedded in the subswarms to evaluate their efﬁciency. The pro-
osed second BBPSO variant (denoted as Algorithm 2) explores
hese new search mechanisms in subswarm-based search activi-omputing 56 (2017) 405–419
ties. Algorithm 2 shows the pseudo-code of the proposed second
BBPSO variant, while its ﬂowchart is shown in Fig. 2.
Algorithm 2. Pseudo-Code of the Proposed BBPSO Algorithm 2.
As illustrated in Algorithm 2, this second BBPSO variant with
subswarms ﬁrstly performs the conventional BBPSO operation for
N number of iterations to identify the initial global best solution,
gbest bbpso. Subsequently, the overall population is divided into
two subswarms, s1 and s2.  We  employ the newly proposed search
mechanisms, i.e. attraction to the food source and ﬂeeing from
enemies, in the subswarms, in the search process. Speciﬁcally,
we embed the original movement of BBPSO and the food chas-
ing behaviour in subswarm s1,  and randomly select any of the two
operations in each iteration to update the position of each parti-
cle in s1.  Similarly, the original operation of BBPSO and the ﬂeeing
from enemies mechanism are employed in subswarm s2.  In each
iteration, any of the two  operations is randomly selected to update
the position of each particle in s2. After N number of iterations,
the subswarm leaders of both s1 and s2, i.e. gbest s1 and gbest s2,
are identiﬁed. Then, the three optimal solutions, i.e. gbest bbpso,
gbest s1 and gbest s2, are compared with each other. The one with
the highest ﬁtness value is identiﬁed as the global best solution, i.e.
gbest, while, the worst leader among the three is discarded. More-
over, both food chasing and enemy ﬂeeing operations embedded in
the subswarms also work collaboratively to reduce the probability
of being trapped in local optima.
The search process iterates until the termination criteria are
met, i.e. (1) the maximum number of generations is reached, or
(2) the most optimal solution is found. In this research, the initial
population of 30 particles and the maximum number of generation
of 200 are set for each experiment. The ﬁtness function deﬁned in
Eq. (11), as formulated in other studies [32,33], is used to evaluate
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ach particle.
tness (C) =  ∗ performanceC + (1 − ) ∗ (numberfeaturesC )−1
(11)
here  and 1 −  denote the weights for classiﬁcation
erformance,performanceC, and the number of selected
eatures,numberfeaturesC, respectively. Since classiﬁcation per-
ormance is more important than the number of selected features,
 is assigned a higher value than that of 1 − . For ﬁtness eval-
ation, we convert the continuous value in each dimension of
ach particle into a binary setting (i.e. 0 or 1) with ‘1′ indicating
he selection of a speciﬁc dimension and ‘0′ representing the
on-selection of that dimension. In order to have slow movements
nd avoid premature convergence, we use a continuous value
n each dimension for each particle during the search process,
nd conversion to a binary setting takes place only for ﬁtness
valuation.
Since the samples extracted from the ALL-IDB2 database are
imited, the training and test data sets employed for the evalua-
ion of the proposed algorithms exhibit imbalanced class instances.
nstead of using the traditional accuracy measure, we employ the
eometric mean (GM) as the performance indicator because it is fre-
uently used for evaluation of imbalanced data problems [34,35].
herefore, it is employed in this research for ﬁtness evaluation 
PSO algorithm 2 with subswarms.
during the training phase and generation of the ﬁnal classiﬁcation
results during the test phase.
We have also compared the two  proposed BBPSO algorithms
(with and without subswarms) with other conventional and
state-of-the-art metaheuristic search methods to evaluate their
efﬁciency. The detailed evaluation results are provided in Section
4.
3.2. ALL recognition
The proposed BBPSO based optimization algorithms are ﬁrst
used to identify the signiﬁcant discriminative features pertaining
to healthy and blast cells. Then, the selected features are normal-
ized into the range of [–1,1]. Two classiﬁcation techniques, i.e. 1NN
and RBF-based SVM, are used for ALL detection in this research.
1NN is selected because it is a popular nonparametric classiﬁca-
tion technique with an efﬁcient computational cost, and it has been
employed frequently for ﬁtness evaluation and/or ALL classiﬁcation
[12,36,37]. The RBF-based SVM model is selected because the RBF
kernel supports nonlinear mapping of data samples and possesses
fewer hyper-parameters. In order to provide a concrete evaluation
methodology, we  employ a consistent classiﬁcation technique for
both ﬁtness evaluation (during training) and test in each experi-
ment. Speciﬁcally, during the training stage, 1NN and RBF-based
SVM with 10-fold cross validation are employed for ﬁtness evalu-
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Table 1
Parameters and levels used in the CCD method.
Parameters\levels Low (-1) Medium (0) High (+1)
 2 4 8
Co  2 4 8
(8)(5)
(4)
Medium (6)
Medium (2)
(9)
(7)(1)
(3)
Low (- ) 
High (+ ) 
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tHigh (+ ) 
Fig. 3. The 9 experimental conﬁgurations in CCD employed in this research.
tion. During the test stage, the trained 1NN and RBF-based SVM
odels with hold-out validation are utilized for ALL classiﬁcation
or each test set.
In order to maximize the SVM performance, during both ﬁtness
valuation and test, it is necessary to identify the optimal parameter
ettings for the scaling factor,  , and the soft margin constant, Co.
lthough the grid search method is often used for parameter selec-
ion, it is a computational-expensive process [38]. This problem is
ntensiﬁed as we conduct the ﬁtness evaluation for each particle
n each iteration during the training stage. Therefore, parameter
uning using the grid search method during the training stage is
omputationally prohibitive, and sometimes infeasible. To mitigate
his problem, a widely accepted design of experiment method, i.e.
he centre composite design (CCD) [35,39], is employed to identify
Fig. 4. Sample sub-images fromomputing 56 (2017) 405–419
the optimal parameter setting of SVM during the training stage. This
CCD method divides each parameter into different levels, and eval-
uates all the possible combinations from different levels pertaining
to the parameters for optimal setting selection. It offers an afford-
able computational cost in comparison with that of grid search.
This design of experiment method is especially useful when the
optimal setting is subject to multiple (e.g. more than two) parame-
ters, in order to overcome the computational cost of the grid search
method.
In this research, the CCD method with 10-fold cross validation is
used to identify the optimal parameter setting for Co and  of SVM at
the training stage. Following the CCD method, three different levels,
i.e. low, medium and high, have been identiﬁed for each parameter.
Therefore, a full factorial design of 9 (i.e. 32) key combinations of Co
and  has been used. Since CCD employs fewer parameter combina-
tions as compared with those of grid search, we employ the ranges
of 21 − 23 and 21 − 23 for Co and  , respectively, for the search of
the optimal SVM parameter settings. These ranges are identiﬁed
based on trial and error for diverse training sets employed in this
research. Table 1 and Fig. 3 indicate the detailed parameter settings
and experimental conﬁgurations.
During the training stage, the CCD method uses all 9 key combi-
nations of Co and  (as indicated in Fig. 3) to evaluate each particle.
The parameter setting that achieves the best GM score for a spe-
ciﬁc particle under 10-fold cross validation is used to generate the
ﬁtness value of that particle using Eq. (11). The optimal setting iden-
tiﬁed for the ﬁnal global best solution is used to train the SVM using
the entire training set. The trained SVM model is subsequently used
with hold-out validation for evaluation of the test set.
 the ALL-IDB2 data set.
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Table  2
Average GM results over 30 runs for 90 test images and the results with the entire set of 80 raw features.
Methods Avg. no of selected features 1NN
(hold-out)
Avg. no of selected features SVM
(hold-out)
GA 34.23 0.7935 33.30 0.7458
PSO  34.47 0.8977 34.07 0.8597
BBPSO 35.37 0.8989 33.57 0.8482
Binary  BBPSO [12] 44.87 0.9081 41.77 0.8659
ELPSO  [24] 33.8 0.8759 34.93 0.8618
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. Evaluation
To compare the proposed BBPSO algorithms with other state-
f-the-art PSO variants and classical methods, we  implement the
ollowing search methods, i.e. BBPSO, binary BBPSO [12], ELPSO
24], GA, and PSO. We  employ 180 microscopic images from the
LL-IDB2 database for experimentation. Some sample images are
llustrated in Fig. 4. Two  experimental settings with different pro-
ortions of training and test samples have been used to evaluate
he efﬁciency of both of the proposed BBPSO algorithms.
The ﬁrst experimental setting employs two distinctive sets of 90
mages for training and test, respectively. For both data sets, two
hirds of the images (i.e. 60) are blast cells while the remaining
mages (i.e. 30) represent healthy cells. The second experimental
etting uses 100 images with 50 normal and 50 abnormal instances
or training, and the remaining 80 (70 abnormal and 10 normal)
nseen images for test. Since our algorithms and other optimization
ethods are all stochastic methods, we have conducted 30 trials for
ach algorithm. As discussed earlier, during the training stage, both
NN and RBF-based SVM with 10-fold cross validation have been
mployed for ﬁtness evaluation of each algorithm. During the test
tage, the trained 1NN and RBF-based SVM models with hold-out
alidation have been employed for evaluation of all methods.
For the ﬁrst experimental setting, we have compared the pro-
osed algorithms with other state-of-the-art PSO variants and
lassical search methods over 30 trials. Table 2 shows the aver-
ge GM performance of each algorithm integrated with both 1NN
nd SVM classiﬁers for evaluation of the 90 unseen test images
ver 30 runs. To compare the efﬁciency of the feature optimiza-
ion process, the classiﬁcation results using the entire set of 80
aw features without any feature selection are provided in the
ast row of Table 2. Overall, both proposed BBPSO algorithms have
omparatively higher convergence rates with smaller numbers
f iterations to achieve a reasonable classiﬁcation performance
Fig. 5. Boxplots for different optimization methods int0.9315 10.50 0.9171
0.9567 26.33 0.9287
0.8683 – 0.8322
of normal and abnormal lymphocytic cells. Comparatively, other
methods exhibit lower convergence rates with more iterations to
produce the results shown in Table 2.
As illustrated in Table 2, with the 1NN classiﬁer, the ﬁrst BBPSO
variant without subswarms (i.e. Algorithm 1) achieves an average
GM performance of 93.15%, while the second BBPSO variant with
subswarms (i.e. Algorithm 2) achieves the highest GM measure of
95.67%, over 30 runs. Both algorithms outperform all other meth-
ods, and exhibit the fastest convergence speed in comparison with
other classical methods and PSO variants. Both algorithms are able
to converge within 80 to100 iterations, on average, over 30 runs.
The average numbers of selected features for Algorithms 1 and 2
are 10.33 and 26.83, respectively. Comparatively, other methods
achieve convergence within 150–200 iterations with a larger set of
features, e.g. an average of 35.37 selected features for BBPSO, 44.87
for binary BBPSO, 33.8 for ELPSO, 34.23 for GA and 34.47 for PSO.
Algorithm 1 outperforms BBPSO, binary BBPSO, ELPSO, GA and PSO
by 3.26%, 2.34%, 5.56%, 13.8% and 3.38%, respectively. Algorithm 2
outperforms BBPSO, binary BBPSO, ELPSO, GA and PSO by 5.78%,
4.86%, 8.08%, 16.32%, and 5.9%, respectively. When SVM is used for
ﬁtness evaluation and test, Algorithm 1 achieves an average GM
score of 91.71% over 30 runs. It outperforms BBPSO, binary BBPSO,
ELPSO, GA and PSO by 6.89%, 5.12%, 5.53%, 17.13% and 5.74%, respec-
tively. Similarly, Algorithm 2 obtains an average GM performance
of 92.87% over 30 runs. It outperforms BBPSO, binary BBPSO, ELPSO,
GA and PSO by 8.05%, 6.28%, 6.69%, 18.29% and 6.9%, respectively.
Furthermore, as indicated in Table 2, the experimental results
of both proposed algorithms outperform those using the original
set of 80 raw features without any feature selection greatly. Under
the same experimental setting, the performances of some base-
line methods are comparable with, or sometimes lower than, the
result obtained using the 80 raw features. From the clinical perspec-
tive, important features for ALL diagnosis include the cytoplasm
and nucleus areas, ratio between the nucleus area and the cyto-
egrated with 1NN (a) and SVM (b), respectively.
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Table 3
Average GM results over 30 runs for 80 test images and the results with the entire set of 80 raw features.
Methods Avg. no. of selected features 1NN
(hold-out)
Avg. no of selected features SVM
(hold-out)
GA 30.93 0.7900 25.90 0.8261
PSO  33.50 0.9016 36.53 0.9279
BBPSO 33.53 0.9063 36.33 0.9331
Binary  BBPSO [12] 39.83 0.8802 29.87 0.8987
ELPSO [24] 32.20 0.9027 31.87 0.9024
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The  prop. BBPSO 2 (with subswarms) 24.1 
80  (entire set) - 
lasm area, form factor and compactness (supporting diagnosis in
erms of irregularity of cell shape in nucleus), perimeter, texture
hanges related to open or close chromatin, and eccentricity [1–5].
he experimental results indicate that these important features
ave been identiﬁed and included in the selected feature subsets
f both proposed algorithms. Note that a few of the abovemen-
ioned clinically important features, such as the nucleus area and
atio of nucleus to cytoplasm, are often overlooked, or they do not
o-exist in the selected feature subsets by other optimization meth-
ds, despite the fact that these methods sometimes select more
eatures, which may  lead to performance degradation owing to the
se of insigniﬁcant features.
We have also compared the proposed algorithms and other
ethods using boxplots. Fig. 5 illustrates the classiﬁcation per-
ormance variations for all algorithms over 30 trials for 90 test
mages with 1NN and SVM, respectively. In both boxplot diagrams,
he ﬁrst two boxplots depict the results of Algorithm 1 (without
ubswarms) and Algorithm 2 (with subswarms), respectively. Inte-
rated with 1NN, Algorithm 2 achieves the highest average GM
erformance of 95.67% over 30 runs. As shown in Fig. 5(a), 50% of the
M results of Algorithm 2 (with the median of 96%) are higher than
he maximum results of BBPSO (96%), binary BBPSO (96%), and PSO
96%). Besides that, 25% of the results of Algorithm 1 (with the 3rd
uartile of 96%) outperform the maximum scores of BBPSO, binary
BPSO and PSO. In addition, 75% of the GM results of Algorithm 2
with the 1st quartile of 95%) are higher than the maximum results
f ELPSO (94%) and GA (93%), while 50% of the results of Algorithm
 (with the median of 94%) are higher than the maximum results
f ELPSO and GA.
As indicated in Fig. 5(b), in combination with SVM, 50% of the
M results of both proposed algorithms (with the medians of 94%
or Algorithm 1 and 93% for Algorithm 2) are higher than the max-
mum GM scores of BBPSO (93%), binary BBPSO (92%), ELPSO (93%)
nd PSO (92%). At least 75% of the classiﬁcation results of both algo-
Fig. 6. Boxplots for different optimization methods int0.9463 17.00 0.9480
0.9561 26.43 0.9614
0.8185 - 0.9281
rithms (with the 1st quartiles of 88% for Algorithm 1 and 91% for
Algorithm 2) are higher than the maximum result of GA (87%). The
median (94%) of Algorithm 1 outperforms those of BBPSO (86%),
binary BBPSO (86%), ELPSO (86%), GA (76%) and PSO (86%) by 8%,
8%, 8%, 18%, and 8%, respectively.
In the second experimental setting, we  have evaluated all algo-
rithms using 100 images for training with a 50:50 split for healthy
and blast instances and 80 (70 abnormal and 10 normal) unseen
images for test. A total of 30 runs for each algorithm have been con-
ducted. Table 3 shows the average GM results integrated with both
1NN and RBF-based SVM for evaluation of the 80 unseen test images
over 30 runs, as well as the result from the original set of 80 raw fea-
tures for this experimental setting. Fig. 6 shows the classiﬁcation
performance variations in boxplots of both proposed algorithms
and all other methods.
As shown in Table 3, with the SVM classiﬁer, Algorithm 2 with
subswarm-based attraction and ﬂeeing operations achieves the
highest average GM score of 96.14%, while Algorithm 1 without
subswarms achieves an average GM performance of 94.80%. Both
algorithms outperform all other methods with fewer selected fea-
tures (17 for Algorithm 1 and 26.43 for Algorithm 2). Algorithm 2
outperforms GA, PSO, BBPSO, binary BBPSO and ELPSO by 13.53%,
3.35%, 2.83%, 6.27%, and 5.9%, respectively. With the 1NN classi-
ﬁer, Algorithm 2 achieves the best GM performance of 95.61% and
outperforms GA, PSO, BBPSO, binary BBPSO and ELPSO by 16.61%,
5.45%, 4.98%, 7.59%, and 5.34%, respectively.
As indicated in Fig. 6(a), in combination with the 1NN classiﬁer,
25% of the results of Algorithm 2 (with the 3rd quartile of 97%) out-
perform the maximum results of all other methods. All the results of
both proposed algorithms are higher than the maximum GM score
(91%) of the GA. The medians of both algorithms (i.e. 96%) are also
higher than those of BBPSO (92%), binary BBPSO (88%), ELPSO (91%),
GA (79%) and PSO (91%) by 4%, 8%, 5%, 17%, and 5%, respectively.
egrated with 1NN (a) and SVM (b), respectively.
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Table  4
Average GM results for 90 test images using the ﬁtness function deﬁned in Eq. (12).
Methods Avg. no of selected features 1NN
(hold-out)
Avg. no of selected features SVM
(hold-out)
GA 33.83 0.7909 37.23 0.7584
PSO  32.57 0.8970 31.63 0.8676
BBPSO 32.93 0.8951 32.37 0.8575
Binary  BBPSO [12] 37.77 0.8970 37.13 0.8595
ELPSO  [24] 32.37 0.8717 32.87 0.8553
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Fig. 6(b) indicates that in combination with the SVM classiﬁer,
5% of the results of Algorithm 1 (with the 3rd quartile of 97%) are
igher than the maximum performances of BBPSO (97%), binary
BPSO (97%), GA (96%) and PSO (97%). Similarly, 50% of the GM
esults of Algorithm 2 (with the median of 97%) outperform the
aximum scores of BBPSO, binary BBPSO, GA and PSO.
Since the current ﬁtness function deﬁned by Eq. (11) focuses
ore on classiﬁcation performance as compared with the num-
er of selected features, we have applied another ﬁtness function
eﬁned in Eq. (12), which indicates a comparatively more balanced
rade-off between the GM result and the number of selected fea-
ures.
tness2 (C) =  ∗ PerformanceC + (1 − ) ∗
(
1 − numberfeaturesC
numberall
)
(12)
here numberall and numberfeaturesCindicate the overall number of
aw features (i.e. 80) and the number of selected features, respec-
ively. The second part of Eq. (12) indicates that the number of
elected features has more inﬂuences on the overall ﬁtness function
han the corresponding part of the original ﬁtness function deﬁned
n Eq. (11). In addition, the same weight settings of and 1 −  as
n Eq. (11) are used in Eq. (12). Note that PerformanceC represents
he performance evaluation using GM.
A series of tests has been conducted using the new ﬁtness func-
ion in Eq. (12) for the above two experimental settings, in order
o further evaluate the efﬁciency of the proposed algorithms. Eval-
ated with a benchmark of 30 runs using the ﬁrst experimental
etting (with unbalanced 90 images for training and 90 unseen sam-
les for test), Table 4 and Fig. 7 illustrate the average GM scores of
ll methods and the detailed performance variations of all algo-
ithms integrated with both 1NN and SVM classiﬁers over 30 runs,
espectively.
Fig. 7. Boxplots for different optimization methods int0.9409 10.77 0.9130
0.9478 11.17 0.9270
0.8683 - 0.8322
When integrated with 1NN classiﬁer, the results in Table 4 indi-
cate that Algorithm 2 achieves a higher average GM score of 94.78%,
whereas Algorithm 1 obtains an average GM result of 94.09%.
Both proposed algorithms outperform all other search methods.
Speciﬁcally, Algorithm 1 outperforms BBPSO, binary BBPSO, ELPSO,
GA, and PSO by 4.58%, 4.39%, 6.92%, 15% and 4.39%, respectively.
Algorithm 2 outperforms BBPSO, binary BBPSO, ELPSO, GA, and
PSO by 5.27%, 5.08%, 7.61%, 15.69% and 5.08%, respectively. Further-
more, in combination with the SVM classiﬁer, Algorithm 2 achieves
the best GM performance of 92.70%. It outperforms BBPSO, binary
BBPSO, ELPSO, GA, and PSO by 6.95%, 6.75%, 7.17%, 16.86% and
5.94%, respectively.
As shown in Fig. 7(a), integrated with the 1NN classiﬁer, 25%
of the results of both proposed algorithms (with the 3rd quar-
tile of 96%) are higher than the maximum GM performances of
all other methods. The median (95%) of both proposed algorithms
also outperforms those of BBPSO (89%), binary BBPSO (91%), ELPSO
(89%), GA (79%), and PSO (91%) by 6%, 4%, 6%, 16% and 4%, respec-
tively. When SVM-based classiﬁcation is utilized, as illustrated in
Fig. 7(b), 50% of the results of both proposed algorithms (with the
same median of 93%) are higher than the maximum GM scores
of nearly all other methods. The median of both proposed algo-
rithms also outperforms those of BBPSO (86%), binary BBPSO (87%),
ELPSO (86%), GA (77%), and PSO (87%) by 7%, 6%, 7%, 16% and 6%,
respectively.
We have used the new ﬁtness function deﬁned in Eq. (12) to
further evaluate the efﬁciency of all algorithms under the second
experimental setting with balanced 100 images for training and 80
unseen images for test. A total of 30 runs have been conducted for
each algorithm. Table 5 and Fig. 8 show the average GM results of all
methods and the detailed performance variations of all algorithms
integrated with both classiﬁers over 30 trials, respectively.
As shown in Table 5, when 1NN is used, Algorithm 2 achieves
the highest average GM score of 96.25%, whereas Algorithm 1
egrated with 1NN (a) and SVM (b), respectively.
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Table 5
Average GM results for 80 test images using the ﬁtness function deﬁned in Eq. (12).
Methods Avg. no. of selected features 1NN
(hold-out)
Avg. no of selected features SVM
(hold-out)
GA 35.53 0.7872 29.53 0.8310
PSO  32.40 0.9047 32.57 0.8970
BBPSO 31.73 0.8964 31.20 0.9138
Binary  BBPSO [12] 36.53 0.8940 36.03 0.9227
ELPSO [24] 30.47 0.8864 33.37 0.9166
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The  prop. BBPSO 2 (with subswarms) 20.97 
80  (entire set) - 
chieves an average GM result of 94.94%. Both proposed algorithms
utperform all the other methods signiﬁcantly. Algorithm 2 outper-
orms BBPSO, binary BBPSO, ELPSO, GA, and PSO by 6.61%, 6.85%,
.61%, 17.53% and 5.78%, respectively. When integrated with SVM,
lgorithm 2 achieves the best GM performance of 96.19%. It outper-
orms BBPSO, binary BBPSO, ELPSO, GA, and PSO by 4.81%, 3.92%,
.53%, 13.09% and 6.49%, respectively.
As indicated in Fig. 8(b), when integrated with the SVM classiﬁer,
5% of the results of Algorithm 1 and 50% of the GM performances
f Algorithm 2 (with the 3rd quartile of 97% for Algorithm 1 and
he median of 97% for Algorithm 2) are higher than the maxi-
um  results of all other methods. The median (97%) of Algorithm 2
lso outperforms those of BBPSO (92%), binary BBPSO (92%), ELPSO
92%), GA (86%) and PSO (93%) by 5%, 5%, 5%, 11% and 4%, respec-
ively. The minimum performance of Algorithm 2 (with the lower
hisker of 96%) is higher than 75% of the results of BBPSO (with
he 3rd quartile of 96%), binary BBPSO (with the 3rd quartile of
4%), ELPSO (with the 3rd quartile of 93%), GA (with the 3rd quar-
ile of 92%), and PSO (with the 3rd quartile of 95%). In combination
ith 1NN, as indicated in Fig. 8(a), the medians of both proposed
lgorithms outperform those of all other methods signiﬁcantly. The
edian (96%) of both algorithms is higher than those of BBPSO
91%), binary BBPSO (89%), ELPSO (90%), GA (80%) and PSO (92%) by
%, 7%, 6%, 16% and 4% respectively. Besides that, 25% of the results
f Algorithm 2 (with the 3rd quartile of 98%) are higher than the
aximum GM results of nearly all other methods.
Evaluated with the new ﬁtness function under the two  exper-
mental settings, the empirical results further ascertain the
ffectiveness of the proposed algorithms. Overall, the proposed
lgorithms outperform all other PSO variants and classical search
ethods across two different experimental settings with two  ﬁt-
ess functions.
Fig. 8. Boxplots for different optimization methods int0.9494 20.87 0.9453
0.9625 17.27 0.9619
0.8185 - 0.9281
We  have also compared our results with other related ALL detec-
tion studies reported in the literature. To the best of our knowledge,
Putzu et al. [1] and Madhukar et al. [40] achieved high recognition
performances using the ALL-IDB database. Evaluated using 10-fold
cross validation, Putzu et al. [1] obtained 93.2% accuracy using RBF-
based SVM with 131 features. Using SVM and leave-one-out cross
validation, Madhukar et al. [40] achieved 93.5% accuracy with a high
dimensional feature vector consisting of shape, texture, and HD fea-
tures of the nuclei extracted to distinguish the normal and blast
cells. However, both studies did not employ feature selection pro-
cesses. Evaluated using SVM with hold-out validation, when trained
with balanced 100 instances and tested with 80 unseen images,
our study yields comparatively smaller discriminative feature sub-
sets for healthy and blast cells classiﬁcation, and achieves average
GM results of 94.80% and 96.19% over 30 runs using Algorithm 1
with the ﬁtness function deﬁned in Eq. (11) and Algorithm 2 with
the ﬁtness function deﬁned in Eq. (12), respectively. The perfor-
mances of our algorithms are obtained by averaging the results
of 30 runs in each experimental setting. In short, our algorithms
compare favourably with other related methods for ALL detection
reported in the literature, indicating the efﬁciency of the proposed
search mechanisms.
Overall, in comparison with all other methods, the pro-
posed algorithms incorporate two  new accelerated chaotic search
behaviours. Algorithm 1 employs the food chasing movement moti-
vated by the special cases of PSO and CS to move towards promising
search regions and the ﬂee operation to avoid unattractive areas.
Both these behaviours help overcome the local optimum trap and
achieve fast convergence. On the other hand, Algorithm 2 enables
the subswarm-based attraction and ﬂee operations to work in a
collaborative manner to avoid premature convergence. Both pro-
posed search behaviours have also been further enhanced by using
the Logistic chaotic map  and the average personal best and worst
egrated with 1NN (a) and SVM (b), respectively.
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Table  6
GM results for the sonar data set using the ﬁtness function deﬁned in Eq. (11).
Methods Avg. no. of selected features 1NN
(hold-out)
Avg. no of selected features SVM
(hold-out)
GA 24.47 0.8018 20.53 0.7940
PSO  29.80 0.8526 32.17 0.8541
BBPSO 29.43 0.8490 29.50 0.8544
Binary  BBPSO [12] 30.67 0.8532 32.13 0.8443
ELPSO  [24] 28.37 0.8564 31.70 0.8505
The  prop. BBPSO 1 (without subswarms) 30.33 0.8810 28.00 0.8885
The  prop. BBPSO 2 (with subswarms) 28.30 0.8984 33.43 0.8839
60  (entire set) - 0.8405 - 0.8280
Table 7
GM results for the sonar data set using the ﬁtness function deﬁned in Eq. (12).
Methods Avg. no. of selected features 1NN
(hold-out)
Avg. no of selected features SVM
(hold-out)
GA 29.17 0.8213 23.57 0.7938
PSO  26.33 0.8382 28.63 0.8429
BBPSO 26.67 0.8482 29.10 0.8453
Binary  BBPSO [12] 28.07 0.8513 34.60 0.8579
ELPSO  [24] 27 0.8467 28.47 0.8508
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In the sign test, a binomial distribution is used to deﬁne the critical
T
pThe  prop. BBPSO 1 (without subswarms) 24.6 
The  prop. BBPSO 2 (with subswarms) 24.27 
60  (entire set) - 
xperiences from the past iterations. These mechanisms lead to the
mpressive performance of the proposed algorithms, which show
igniﬁcant efﬁciency in escaping from local optima.
To further evaluate the efﬁciency of the proposed BBPSO algo-
ithms, a new, cross-domain data set (sonar) from the UCI Machine
earning Repository [41] has also been used. This sonar data set has
0 attributes, 2 classes, and 208 instances. We  employ 140 and 68
nstances for training and test, respectively. The training data set
as a balanced number of samples for each class, with the remaining
amples for test. Furthermore, each optimization algorithm is used
or feature selection with both classiﬁers using hold-out validation
or test. The detailed GM results using both ﬁtness evaluations are
hown in Tables 6–7, respectively.
As indicated in Tables 6–7, the two proposed BBPSO algorithms
chieve the best performances for this sonar data set, and they out-
erform all other methods consistently. Using the ﬁtness function
eﬁned in Eq. (11), Algorithm 1 with the SVM classiﬁer achieves
he highest GM performance of 88.85%. It outperforms BBPSO,
inary BBPSO, ELPSO, GA and PSO by 3.41%, 4.42%, 3.8%, 9.45% and
.44%, respectively. Integrated with the 1NN classiﬁer, Algorithm 2
btains the best GM performance of 89.84%. It outperforms BBPSO,
inary BBPSO, ELPSO, GA and PSO by 4.94%, 4.52%, 4.2%, 9.66% and
.58%, respectively. The results further ascertain the efﬁciency of
he proposed attraction and ﬂee search mechanisms in both algo-
ithms.
able 8
-Values of the Wilcoxon rank sum test for Algorithm 1, with ObjFun1 and ObjFun2 indic
Datasets BBPSO B
90 test images (ObjFun1, 1NN) 0.003366 0
90  test images (ObjFun1, SVM) 1.37E-05 4
90  test images (ObjFun2, 1NN) 2.1E-06 1
ALL  90 test images (ObjFun2, SVM) 6.52E-05 0
80  test images (ObjFun1, 1NN) 0.000168 1
80  test images (ObjFun1, SVM) 0.010148 0
80  test images (ObjFun2, 1NN) 6.2E-05 0
80  test images (ObjFun2, SVM) 0.009297 0
ObjFun1, 1NN 5.29E-05 0
sonar  ObjFun1, SVM 0.000192 6
ObjFun2, 1NN 0.003615 0
ObjFun2, SVM 0.001012 00.8763 27.10 0.8851
0.8968 22.60 0.8789
0.8405 - 0.8280
To further indicate the efﬁciency of the proposed algorithms, the
two-sided Wilcoxon rank sum test [42,43] has been conducted. This
statistical test is a non-parametric method to determine whether
two solutions are signiﬁcantly different statistically. It tests the null
hypothesis (whether both solutions have an equal median) with a
p-value, which is set at the 95% signiﬁcance level (i.e.,  = 0.05) in
this study. As such, the null hypothesis (i.e., both solutions have
an equal median) is rejected if the p-value is lower than 0.05. We
employ this Wilcoxon rank sum test to further indicate the signiﬁ-
cance level of the proposed algorithms. Tables 8 and 9 illustrate the
detailed results of the rank sum test.
As indicated in Tables 8 and 9, the p-values for all the experi-
ments conducted for ALL classiﬁcation, are lower than 0.05. This
indicates the GM results of our algorithms for both experimen-
tal settings with two  ﬁtness functions are signiﬁcantly better than
those from other baseline methods, statistically. The results for the
sonar data set also indicate that the proposed algorithms outper-
form other methods statistically, with all the p-values lower than
0.05.
Besides the Wilcoxon rank sum test, another popular statistical
test, i.e. the two-tailed sign test [42,44], has also been conducted.number of wins needed to achieve the 95% signiﬁcance level (i.e.,
 = 0.05) under different experimental settings. Pairwise compar-
isons are conducted and the number of cases that an algorithm is
ating the ﬁtness functions in Eq. (11) and Eq. (12), respectively.
inary BBPSO ELPSO GA PSO
.002999 7.12E-06 6.93E-10 0.006017
.02E-05 4.05E-05 1.16E-09 1.91E-05
.54E-05 3.39E-08 5.3E-11 1.48E-05
.000148 2.19E-05 7.09E-09 0.000396
.12E-05 0.019694 4.46E-11 6.69E-05
.002763 0.001142 1.56E-08 0.010493
.000124 0.000156 2.43E-10 0.000886
.003619 0.001671 1.12E-06 0.001774
.000462 0.000979 2.24E-06 0.001334
.89E-05 9.31E-05 1.13E-08 0.000699
.00492 0.00101 3.78E-06 0.000647
.005608 0.000988 3.42E-08 0.000798
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Table 9
p-Values of the Wilcoxon rank sum test for Algorithm 2, with ObjFun1 and ObjFun2 indicating the ﬁtness functions in Eqs. (11) and (12), respectively.
Datasets BBPSO Binary BBPSO ELPSO GA PSO
90 test images (ObjFun1, 1NN) 6.36E-08 4.56E-08 1.65E-09 5.89E-11 1.33E-07
90  test images (ObjFun1, SVM) 7.05E-09 7.61E-09 5.97E-08 4.04E-11 6.45E-09
90  test images (ObjFun2, 1NN) 1.25E-07 9.79E-07 7.39E-09 3.13E-11 1.01E-06
ALL  90 test images (ObjFun2, SVM) 2.05E-08 1.45E-08 1.38E-08 5.21E-10 1.26E-07
80  test images (ObjFun1, 1NN) 4.65E-06 1.26E-06 0.001165 3.26E-11 3.46E-06
80  test images (ObjFun1, SVM) 9.6E-06 5.16E-05 1.82E-05 1.24E-09 4.53E-05
80  test images (ObjFun2, 1NN) 7.02E-06 2.08E-05 1.7E-05 2.87E-11 4.24E-05
80  test images (ObjFun2, SVM) 7E-06 9.03E-07 1.22E-06 6.83E-09 2.07E-06
ObjFun1, 1NN 4.24E-09 5.65E-08 9.99E-08 1.74E-08 6.16E-07
sonar  ObjFun1, SVM 0.000157 4.9E-05 8.56E-05 6.43E-09 0.000892
ObjFun2, 1NN 9.3E-06 3.53E-05 2.31E-07 3.39E-09 6.89E-07
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[ObjFun2, SVM 0.001111 
he overall winner is identiﬁed. According to [42], for a total of 12
xperiments (as in Tables 2–7), the critical number of wins for the
ign test at the 95% signiﬁcance level is 10. In other words, an algo-
ithm needs to become an overall winner for at least 10 times, in
rder to achieve the signiﬁcance level of  = 0.05. Since the two pro-
osed algorithms win each baseline method 12 times, respectively,
oth proposed algorithms show a statistically signiﬁcant improve-
ent (at the 95% signiﬁcance level) over GA, PSO, ELPSO, BBPSO
nd binary BBPSO. These statistical tests indicate the effectiveness
nd superiority of the proposed algorithms.
. Conclusions
In this research, we have proposed two modiﬁed BBPSO algo-
ithms for feature optimization to enhance ALL classiﬁcation. Both
roposed algorithms employ accelerated chaotic search mecha-
isms of attraction to the food source and ﬂeeing from enemies
o diversify the search and escape from the local optimum trap.
hese two new search behaviours have also been further enhanced
y the Logistic chaotic map. The ﬁrst proposed algorithm explores
he two new search operations in the main swarm, while the sec-
nd proposed algorithm embeds these actions in the subswarm
ased search. Moreover, instead of using the personal best and
orst experiences from the current iteration for the attraction and
ee actions, we take the mean of the personal historical best and
orst positions from the past iterations, respectively, to further
nhance the proposed search mechanisms. Evaluated with the ALL-
DB2 database with 100 images for training and 80 for test, using
NN with hold-out validation, our studies achieve superior average
M scores of 94.94% and 96.25% using both proposed Algorithms
 and 2 with the ﬁtness function deﬁned in Eq. (12), respectively.
n comparison with other advanced and classical search methods,
oth proposed algorithms are able to identify smaller numbers of
eatures and to achieve faster convergence rates, which outper-
orm other methods and related studies for ALL diagnosis reported
n the literature. We  have also evaluated the proposed algorithms
sing a cross-domain sonar data set from the UCI Machine Learn-
ng Repository. Both proposed algorithms outperform other related
ethods consistently for the sonar data set, which further indicates
he efﬁciency and robustness of the proposed BBPSO-based feature
ptimization algorithms. The empirical results from the two statis-
ical tests, i.e. the Wilcoxon rank sum and the sign tests, for both ALL
nd sonar data sets have also indicated statistically signiﬁcant per-
ormances of both proposed algorithms. For further work, we  will
se other medical image data sets [45–47] to further evaluate the
fﬁciency of the proposed algorithms in general medical diagnosis
roblems.
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