Abstract Applications of statistical models to describe spatial dependence in geo-referenced data are widespread across many disciplines including the environmental sciences. Most of these applications assume that the data follow a Gaussian distribution. However, in many of them the normality assumption, and even a more general assumption of symmetry, are not appropriate. In non-spatial applications, where the data are uni-modal and positively skewed, the Birnbaum-Saunders (BS) distribution has excelled. This paper proposes a spatial log-linear model based on the BS distribution. Model parameters are estimated using the maximum likelihood method. Local influence diagnostics are derived to assess the sensitivity of the estimators to perturbations in the response variable. As illustration, the proposed model and its diagnostics are used to analyse a real-world agricultural data set, where the spatial variability of phosphorus concentration in the soil is considered-which is extremely important for agricultural management.
Introduction
Spatial statistical models take into account the dependence of a variable over space using geo-referenced data. These models are essential in many fields; see, for example, Krige (1951) , Mardia and Marshall (1984) , Waller and Gotway (2004) and Militino et al. (2006) . Recent studies include Borssoi et al. (2011) , Uribe-Opazo et al. (2012) and Grzegozewski et al. (2013) . All these works assume a normal (or Gaussian) distribution in the modelling. However, such an assumption is not always appropriate; see Davis (1952) and Lange et al. (1989) . One approach to deal with non-normality is to transform the data to achieve at least approximate normality. Nevertheless, when working with data transformations, problems, such as the difficulty of interpreting the results from the analysis on the original scale, can be introduced into the modelling; see Azzalini and Capitanio (1999) . When the normality assumption is not valid, an alternative approach can be carried out in the modelling by using some non-normal distribution to be suitable for the data under analysis. For example, Assumpção et al. (2011 Assumpção et al. ( , 2014 conducted a geo-statistical study using the Student-t distribution, which has heavier tails than the normal distribution. De Bastiani et al. (2015) studied spatial modelling and diagnostics based on the family of elliptic (symmetric) distributions, which has as members the Gaussian and Student-t cases. With all of this said, elliptic models are still not appropriate if the data follow a skew distribution.
There has been little work in the literature that investigates the use of asymmetric distributions to analyse spatial data. However, in non-spatial situations, many distributions have been proposed to model phenomena that give rise to skew data, such as, the Birnbaum-Saunders (BS), exponential, gamma, log-normal and Weibull distributions; see Johnson et al. (1994 Johnson et al. ( , 1995 . In particular, the BS distribution was proposed for modelling random variables describing processes of fatigue by Birnbaum and Saunders (1969) . Applications in earth sciences of the BS distribution have been considered by, for example, Leiva et al. (2008 Leiva et al. ( , 2009 Leiva et al. ( , 2016a , Podlaski (2008) , Vilca et al. (2010) , Marchant et al. (2013) and Saulo et al. (2013) . What makes this distribution attractive for the analysis of skew data are its properties and its relationship with the normal distribution; see Johnson et al. (1995, pp. 651-663) . In contrast to its original application to fatigue processes, Leiva et al. (2015a) justified why the BS distribution is suitable for modelling earth and environmental data using theoretical arguments based on the law of proportionate effects. Rieck and Nedelman (1991) defined a relationship between the BS distribution and its logarithmic version, named the log-BS distribution. They used this relationship to propose a BS fixed effect model; whereas Villegas et al. (2011) considered a BS mixed effect model. A multivariate extension to the BS fixed effect model was studied by Marchant et al. (2016) . An approach to BS spatial modelling was provided by Xia et al. (2011) , who presented a methodology based on semi-Markov processes to produce a spatio-temporal model for the movement of tourists. The authors considered several distributions, including the BS model. To date, however, spatial models based on the BS distribution have not been studied.
The identification of cases that can produce substantial changes in the estimated parameters is an important step in any statistical investigation. The task of detecting possible atypical cases can be addressed by eliminating cases one-by-one from the data set and measuring the effects on estimated parameters-this is known as global influence; see Cook (1987) . Another method for detecting cases that could potentially be influential was proposed by Cook (1987) , which is known as local influence. This method studies the effect of small perturbations introduced into the models and/or the data on the maximum likelihood (ML) estimates. Different perturbation schemes are often considered to evaluate the sensitivity of ML estimates of the model parameters to such perturbations. The local influence method has at least two advantages over the global influence method: it has a lower computational cost, especially when the number of cases is large, and it allows us to detect groups of data exerting a joint influence. Zhu et al. (2007) proposed a methodology for choosing a perturbation scheme that is appropriate for the particular model to be considered. Gimenez and Galea (2013) applied the method proposed by Zhu et al. (2007) to heteroscedastic models with functional measurement errors. Galea et al. (2004) applied the local influence method in the BS fixed effect model, whereas Leiva et al. (2014 Leiva et al. ( , 2016b and Liu et al. (2016) derived diagnostic tools in accelerated life models, in fixed effect models with stochastic restrictions and in the possibly heteroskedastic linear model with exact restrictions. In spatial modelling, diagnostic techniques have been discussed for Gaussian models by Militino et al. (2006) and Uribe-Opazo et al. (2012) , for Student-t models by Assumpção et al. (2014) , and for elliptic models by De Bastiani et al. (2015) .
The main objective of this paper is to develop a spatial log-linear model based on the BS distribution and to derive its corresponding diagnostics. This distribution can be more appropriate than the Gaussian distribution in the analysis of spatial data with positive asymmetric behaviour. ML estimators of the model parameters and local influence diagnostic tools are derived for the BS spatial model. A computational framework in R code of the developed methodology is available from the authors under request. Specifically, Sect. 2 provides a background on uni/multi-variate BS and log-BS distributions, and on spatial modelling. Section 3 formulates the BS spatial loglinear model, estimates its parameters using the ML method and derives an appropriate perturbation scheme for the response variable using the methodology proposed by Zhu et al. (2007) . Section 4 conducts two Monte Carlo (MC) simulation studies for evaluating the performance of the corresponding ML estimators and diagnostic tools. Section 5 illustrates the potential applications of the proposed model and its diagnostics with real-world data from agricultural engineering. Section 6 discusses some conclusions and possible future work. Detailed algebra is presented in appendices.
Background

The Birnbaum-Saunders distribution
If a random variable T follows a BS distribution with shape parameter a and scale parameter b; we use the notation T $ BSða; bÞ: The distribution can be defined by its cumulative distribution function (CDF) given by
where UðÁÞ is the CDF of the standard normal distribution. Then, the probability density function (PDF) of T obtained from (1) is expressed as f T ðt; a; bÞ ¼ 1 2a
where /ðÁÞ is the standard normal PDF. Thus, in turn the PDF in (2) can be re-written as 
then bT $ BSða; bbÞ; which means that the BS distribution is closed under scalar multiplication, (iii) 1=T $ BSða; 1=bÞ; which means that the BS distribution is closed under reciprocity, (iv) the median of the distribution of T is b; which can be directly obtained when q ¼ 0:5 from its quantile function given by tðq; a; bÞ ¼ F À1 T ðq; a; bÞ
where z(q) is the standard normal quantile function, and (v) the BS distribution is positively skewed as a increases and approximately symmetrical around b as a goes to zero; see Fig. 1 (left).
The log-Birnbaum-Saunders distribution
A continuous random variable Y has a log-BS distribution with shape parameter a [ 0 and location parameter l 2 R; which is denoted by log-BS(a, l) if and only if Z ¼ ð2=aÞsinhððY À lÞ=2Þ $ Nð0; 1Þ: Then, the CDF of Y is given by
Consequently, from (4), the PDF of Y is obtained as
Some properties of the log-BS distribution are presented as follows. If Y $ log-BSða; lÞ; then: (i) T ¼ expðYÞ $ BS ða; bÞ; which means that the log-BS PDF given in (5) can be obtained from the standard normal PDF or from the BS PDF defined in (3), (ii) EðYÞ ¼ l; (iii) there is no closed form for the variance of Y, but based upon an asymptotic approximation for the moment generating function of the log-BS distribution, it follows that, if a ! 0; then VarðTÞ ¼ a 2 À a 4 =4; and if a ! 1; then VarðTÞ ¼
then X $ log-BSða; AEl þ dÞ; and (v) the log-BS distribution is symmetric around l; unimodal for a 2 and bimodal for a [ 2; see Fig. 1 (right). If a random vector Y ¼ ðY 1 ; . . .; Y n Þ > follows an nvariate log-BS distribution, the notation Y $ log-BS n ða; l; RÞ is used. Here, the vector of shape parameters is a ¼ ða 1 ; . . .; a n Þ > ; with a i [ 0; the vector of location parameters is l ¼ ðl 1 ; . . .; l n Þ > ; with l i 2 R; for i ¼ 1; . . .; n; and R is an n Â n positive definite (non-singular) matrix of scale and dependence parameters. The CDF of Y can be defined from (4) as F Y ðy; a; l; RÞ ¼U n 2 a 1 sinh y 1 À l 1 2 ; . . .; 2 a n sinh y n À l n 2 ; RÞ;
where U n ðÁ; RÞ is the CDF of the n-variate normal distribution with mean vector equal to zero and variance-covariance matrix R: Therefore, the PDF of Y can be obtained from (6) as
where / n ðÁ; RÞ is the PDF of the n-variate normal distribution with mean vector equal to zero and variance-covariance matrix R:
Spatial models
Consider a stochastic process fYðsÞ; s 2 Dg; which is defined over a region D, with D & R 2 ; described by the spatial linear model
where lðÁÞ is a mean function and eðÁÞ is the model error. This error has mean zero and common variance r 2 ; which means that EðYðsÞÞ ¼ lðsÞ and VarðYðsÞÞ ¼ r 2 ; for all s 2 D:
If the spatial process fYðsÞ; s 2 Dg is assumed to be stationary, then its mean function is constant, that is, lðsÞ ¼ l; for all s 2 D: If it is further assumed to be isotropic, then its covariance function only depends on the distance between spatial locations, that is, ! 0 are parameters known as nugget effect and partial sill, respectively, whereas u 3 ! 0 is a parameter related to the effective range or spatial dependence radius a ¼ gðu 3 Þ; see Mardia and Marshall (1984) and Uribe-Opazo et al. (2012) . The nugget effect is related to an analytical error, indicating an unexplained variability from one point of the sampling grid to another. This variability may be attributed to measurement errors or to a variability not captured due to the sampling distance used; see, for example, Cambardella et al. (1994) . The nugget effect can also act as a regulatory tool in spatial design for random fields making many designs feasible; see Müller and Stehlík (2009, 2010) . We assume a particular parametric form for the scale and dependence matrix given by
where I n is the n Â n identity matrix and R ¼ ðr ij Þ is an n Â n symmetric matrix with diagonal elements r ii ¼ 1; for i ¼ 1; . . .; n: Specific forms for r ij given by r ij ¼ r ij =u 2 ; with i 6 ¼ j and u 2 6 ¼ 0; define the model used to explain the spatial dependence, with the most common forms being those obtained from the Matérn and power exponential families; see Isaaks and Srivastava (1989) and Diggle and Ribeiro (2007) . In the family of Matérn models, we have
where d is a shape parameter, CðÁÞ is the usual gamma function and K d ðÁÞ is the modified Bessel function of third kind of order d: From (11), we get
; i 6 ¼ j:
In the family of power exponential models, for i 6 ¼ j; we have r ij ¼ expðÀðh ij =u 3 Þ p Þ; where 0\p 2 is a shape parameter, which implies
Although the models in (12) and (13) have no finite range, the effective range a can be defined as the smallest distance between two locations, such that the covariance has dropped to 5 % of the maximum covariance, C(0). The exponential and Gaussian models are members of the power exponential family when p ¼ 1 and 2, respectively, and also of the Matérn family when d ¼ 0:5 and d ! 1; respectively. In stationary processes, from the covariance function given in (9), it is possible to define the variogram function by
where Cð0Þ ¼ u 1 þ u 2 and C(h) is specified from Cðh ij Þ ¼ r ij ; for h ¼ h ij ; with a suitable member of the Matérn or power exponential families given in (12) and (13), respectively. The plot of points ðh; cðhÞÞ obtained from the variogram function given in (14) is a useful tool in spatial statistics.
Kriging interpolation
In geo-statistical analyses, a commonly used method for interpolation is Kriging; see Krige (1951) . The Kriging prediction is given by a linear combination of the observed data y ¼ ðy 1 ; . . .; y n Þ > defined as
where b yðs 0 Þ is the predicted value at a new location s 0 and k 1 ; . . .; k n are weights chosen to define the best linear unbiased predictor. This can be achieved by minimizing the variance of the error with respect to the weights whilst requiring the predictor to be unbiased. It may be shown that, under the stationarity assumption, the values k 1 ; . . .; k n are given by the solution to Ck ¼ !; where
and . is a Lagrange multiplier introduced to ensure unbiasedness when minimizing the error variance.
Accuracy measures
To quantify the similarity between two maps, the global accuracy (GA) and kappa (j) indexes can be used.
Consider two maps (one called the reference map and the other the model map), both divided into the same m classes, denoted by M i ; for i ¼ 1; . . .; m: In addition, let N ij ; for i; j ¼ 1; . . .; m; be the number of pixels (a pixel is defined as a single point in an image; for example, in our application of Sect. 5, 1 pixel %85 m 2 ) belonging to class M i of the model map and to class M j of the reference map, and N be the total number of pixels in each map. The GA index is based on those pixels that belong to the same class in both maps and is defined as GA ¼ ð P m i¼1 N ii Þ=N: Model and reference maps have an acceptable similarity if the GA index is greater than 0.85; see Anderson et al. (1976) . The j index is based on all of the pixels (those belonging to the same class or not) and is defined as j ¼ ðN
Model and reference maps have a low similarity if j\0:67; a medium similarity if 0:67 j 0:80; and a high similarity if j [ 0:80; see Krippendorff (2004) . 
Assume stationarity, such that l i ¼ lðs i Þ ¼ l; and the model error g i ¼ gðs i Þ $ BSða; 1Þ; for i ¼ 1; . . .; n: Then, expðlÞ is the median of the model. Note that the shape parameter a is also assumed to be constant across the spatial locations; see Marchant et al. (2016) . Applying a logarithmic transformation to (16), a BS spatial log-linear model is obtained as
where e i ¼ logðg i Þ $ log-BSða; 0Þ; for i ¼ 1; . . .; n: Note that the BS spatial log-linear model defined in (17) has a similar form to the model given in (8). For ease of notation, the model in (17) can be written in matrix form as
with n Â 1 vectors covariance between all pairs ðY i ; Y j Þ is determined by the n Â n scale and dependence matrix R satisfying the conditions given in (10), where the elements of R can be modelled with the Matérn structure given in (11).
Parameter estimation
Let h ¼ ða; l; u 1 ; u 2 ; u 3 Þ > be the vector of unknown parameters of the spatial model formulated in (18) to be estimated. Then, the likelihood function for h; based on the observations y ¼ ðy 1 ; . . .; y n Þ > of Y; obtained from (7), is given by
where V ¼ ðV 1 ; . . .; V n Þ > is an n Â 1 vector with elements
The corresponding log-likelihood function for h obtained from (19) is then
The ML method defines the estimator b h of h as the vector which maximises LðhÞ; or equivalently 'ðhÞ; over the parameter space of h: Thus,
When the value in (21) is associated with an extreme point, it can be obtained from the solution of a system of equations created from the score vector and given by o'ðhÞ oa
see details of the score vector in Appendix 1. Note that no analytical solution to the system of equations given in (22) can be obtained. Then, the ML estimator b h must be computed with an iterative procedure to solve the non-linear system. Here the Broyden-Fletcher-Goldfarb-Shanno (BFGS) quasiNewton procedure (see Nocedal and Wright 1999; Lange 2001) may be used through the functions optim and optimx implemented in the R software; see www.R-project.org and R- Team (2015) . The signs of the determinants of the corresponding Hessian matrix and of its minors were also checked to ensure that a valid maximum had been found. Under the usual regularity conditions, the ML estimator b h is consistent for h and has an asymptotic normal distribution. Then, as n ! 1;
where JðhÞ ¼ lim n!1 IðhÞ=n; with IðhÞ being the expected Fisher information matrix given in Appendix 3, and ! D denotes convergence in distribution. Asymptotic confidence intervals (CIs) of an 100 Â ð1 À fÞ % level for l; a and u i ; with i ¼ 1; 2; 3; can be obtained from the asymptotic normality property given in (23) as
CIðl; ð1 À fÞ Â 100 %Þ ¼ b l À zð1 À f=2Þ c SEðb lÞ;
where b h Ã is the ML estimate of h Ã ¼ logðhÞ; with h ¼ a or h ¼ u i ; for i ¼ 1; 2; 3; and c SEð b h Ã Þ is the estimated asymptotic standard error (SE) of the ML estimator of h Ã ;
see Leiva et al. (2016c) .
Local influence
Let 'ðhÞ be the log-likelihood function for the vector of model parameters h ¼ ða; l; u 1 ; u 2 ; u 3 Þ > given in (18), which is referred to as the non-perturbed log-likelihood. Then, let x ¼ ðx 1 ; . . .; x n Þ > 2 X & R n be an n Â 1 perturbation vector, where X is an open set of relevant perturbations. Let 'ðhjxÞ be the log-likelihood function perturbed by x; called the perturbed log-likelihood, and b h x be the ML estimate of h obtained from 'ðhjxÞ: In addition, let x 0 2 X be an n Â 1 non-perturbation vector, such that 'ðhjx 0 Þ ¼ 'ðhÞ: Suppose that 'ðhjxÞ is twice continuously differentiable in a neighbourhood of ð b h; x 0 Þ: Now comparing the parameter estimates b h and b h x using local influence, we are able to investigate how the inference is affected by the perturbation. Consider the likelihood displacement (LD) given by
which is used to assess the influence of the perturbation x:
Large values of LDðxÞ in (24) indicate that b h and b h x differ considerably related to the contours of the non-perturbed log-likelihood function 'ðh). The method studies the local behaviour of the influence plot aðxÞ ¼ ðx > ; LDðxÞÞ > around x 0 : Cook (1987) suggested invigilating the direction of maximum curvature, C max ; of the surface aðxÞ: For LDðxÞ in (24),
with B being an n Â n matrix and d a unit-length direction vector. 
Note that (25) must be evaluated at h ¼ b h and x ¼ x 0 : Then, d max is a unit-length eigenvector associated with the maximum absolute eigenvalue C max of B: A large absolute value of any element of d max reveals that the case is likely to be influential. Other important directions correspond to the canonical basis vectors d ¼ e i ; for i ¼ 1; . . .; n; where e i is an n Â 1 vector with a one (1) in its ith position and zeros (0) in the other positions. In this case, the curvature is given by C i ¼ 2jb ii j; where b ii is the ði; iÞ element of the matrix B; for i ¼ 1; . . .; n: The plot of C i ¼ C d i versus the index i can also be used to identify influential cases. We use index plots of C i and jd max i j as diagnostic measures of local influence in Sect. 5. Although there is no consensus about a benchmark to determine an influential case, we use a value analogous to that proposed by Zhu and Lee (2001) , which indicates the case i as influential if C i [ C þ 2SEðCÞ; for i ¼ 1; . . .; n; where C and SEðCÞ denote, respectively, the mean normal curvature and the corresponding sample SE. Similarly, in the index plot of jd max i j; the case i is indicated as influential if jd max i j [ jd max j þ 2SEðjd max jÞ; for i ¼ 1; . . .; n; where jd max j and SEðjd max jÞ denote, respectively, the mean of the elements in absolute value of the vector d max and the corresponding sample SE. We use these benchmark values in the simulation study and in the agricultural application considered in Sects. 4 and 5, respectively.
Selection of the appropriate perturbation
Suppose that the perturbation of the response variable is of the form Y x ðsÞ ¼ YðsÞ þ Ax; where A is a symmetric and non-singular matrix. Hence, Y x 0 ðsÞ ¼ YðsÞ and
where a i is the ith row of the matrix A: In this case, the perturbed log-likelihood function is given by
where
. . .; n: Then, the corresponding score vector obtained from (26) is given by (see details in Appendix 4)
Consider the variance of the score vector given in (27) as a function of the perturbation vector x; that is, GðxÞ ¼ VarðUðxÞÞ ¼ EðUðxÞU > ðxÞÞ; recalling that EðUðxÞÞ ¼ 0: For the BS spatial log-linear model, we have that (again see details in Appendix 4)
According to Zhu et al. (2007) , the perturbation x is appropriate if and only if Gðx 0 Þ ¼ cI n ; for c [ 0; with GðÁÞ given in (28). In general, for an arbitrary symmetric and non-singular matrix A; GðxÞ 6 ¼ cI n : Instead, for the perturbation to be appropriate, A must be found using the condition
for some value of c [ 0: Given that c is non-negative, considering c ¼ 1 immediately shows that A ¼ ðð1=aÞR
1 2 Þ À1 satisfies the condition given in (29). Thus, for the BS spatial log-linear model, an appropriate perturbation scheme for the response variable is given by
Now consider the perturbation matrix D defined in (25), the perturbation given in (30), and
Then, the elements of D obtained from (31) are expressed as 
where M ¼ ðm 1 ; . . .; m n Þ > ; with m i ¼ l i x; for i ¼ 1; . . .; n;
and l i being now the ith row of the matrix
Detailed algebra of the above expressions is presented in Appendix 5.
Simulation study
In this section, we conduct two MC simulation studies based on n sampling points y ¼ ðy 1 ; . . .; y n Þ > generated from a log-BS distribution with shape parameter a 2 f0:3; 1:0g; scale parameter l ¼ 2 and spatial structure described by the Matérn model with d ¼ 0:5; u 1 2 f0:5; 1:0g; u 2 2 f0:5; 1:0g and u 3 2 f1:0; 1:5g: We consider a regular grid with a minimum distance between points of one unit. We evaluate the performance of the estimators of the model parameters for small and large sample sizes. Then, we assess the performance of the proposed diagnostic methodology on the detection of influential cases.
Study I: ML estimation
To assess the efficiency of the estimator b h j empirically, we use the absolute relative bias (ARB) and the root mean squared error (RMSE) defined as the square root of the mean squared error given by
b h jk ; with b h jk being the ML estimate of h j 2 fa; l; u 1 ; u 2 ; u 3 g for the kth MC replication. Note
We consider p ¼ 500 MC replications in each case. Table 1 displays the empirical ARBs and RMSEs of the corresponding ML estimators. Note that, for n ¼ 100; all the ARBs are small. In particular, the ARBs of the ML estimators of the parameter a are less than 10 % in 15 of 16 cases studied, further in 50 % of these cases the ARBs are less than 2 %: For the ML estimator of the parameter l; the ARBs are less than 1 % in practically all cases. For the ML estimators of the parameters describing the spatial structure, the ARBs are greater than 10 % in a few cases with a maximum of 13 %: However, for n ¼ 36; this picture is quite different, because only the ARBs of the ML estimator of the parameter l remain low. For the other parameters, in various scenarios, the ARBs are high. In general, the RMSEs are small for the estimators of a and l; but are moderate for the spatial parameters. As expected the values increase for n ¼ 36 compared to those for n ¼ 100: Such results show the sensitivity of the ML estimators of the BS spatial model to small samples.
Study II: influence diagnostics
We evaluate the performance of the corresponding diagnostic tools in detecting influential cases. In order to carry out this evaluation, we generate two data sets using a response variable as given in (18), with scale matrix structure described by the Matérn family model, considering the shape parameter d 2 f0:5; 1:0g and n ¼ 100: After generating each data set y ¼ ðy 1 ; . . .; y n Þ > ; we contaminate its maximum value to generate an outlier. This contamination is similar to that used in Ortega et al. (2003) to study the influence of a perturbation in an explanatory variable for generalized log-gamma fixed effect models. Specifically, we consider the contamination
For the first data set (d ¼ 0:5; n ¼ 100), the contaminated case according to (35) results to be case #59. Figure 3 displays the index plot of C i (left) and jd max j (right) for the spatial structure described by the Matérn family model with d ¼ 0:5; considering the contaminated case according to (35) . This study of local influence shows that case #59 is detected as potential influential.
Similarly to the first data set, for the second data set (d ¼ 1:0; n ¼ 100), the contaminated case according to Therefore, the proposed diagnostic methodology seems to be effective for detecting outlying and potential influential cases. Soil sampling locations were defined at points forming a regular square lattice with an inter-point distance of about 140 m. In addition, extra locations were chosen at random across the region. This leads to a total of n ¼ 102 locations, which were geo-referenced in UTM coordinates using a GPS device. To analyse the chemical properties, four soil samples were collected at depths from 0.0 to 0.2 m and mixed to produce a single representative sample at each location. The mixed soil samples were analysed by the Laboratory of the Cooperativa Central de Desenvolvimento Tecnológico e Econômico Ltda. (Coodetec, Brazil) to determine the concentration of macro and micro nutrients. Phosphorus concentration was chosen as the study variable, because it has a positive effect on plant growth and nutrition. Furthermore, its spatial variability is extremely important for agricultural management. According to the classification given by COAMO/COODETEC (2001), the phosphorus concentration in clayey soil is considered as follows. For soybean planting, it must be: (i) low for levels less than 3 mg/dm 3 ; (ii) medium for levels between 3.1 and 6 mg/dm 3 ; (iii) high for levels between 6.1 and 9 mg/dm 3 ; and (iv) very high for levels greater than 9 mg/dm 3 : For corn planting, the phosphorus concentration must be: (i) low for levels less than 2 mg/dm 3 ; (ii) medium for levels between 2.1 and 4.5 mg/dm 3 ; (iii) high for levels between 4.6 and 11 mg/dm 3 ; and (iv) very high for levels greater than 11 mg/dm 3 :
Exploratory and spatial dependence analysis
The exploratory data analysis (EDA) for the phosphorus concentration is divided in two: non-spatial and spatial. From the non-spatial point of view, the sample mean of the phosphorus concentration in the soil of the area under study is 18.11 mg/dm 3 ; whereas the corresponding sample coefficients of variation (CV), skewness (CS) and kurtosis (CK) are CV = 0.41 (41 %), CS = 1.787 and CK = 5.104. These descriptive statistics indicate a reasonable degree of homogeneity around the mean, a positive skewness and a high kurtosis level, such as visualized in the box-plot of Fig. 6 (left) . From this box-plot, note that four outliers, identified as cases #32, #53, #57 and #59, are detected. The circled points in Fig. 6 (right) identify these outlying cases, which are located at the lower part of the studied region. The non-spatial EDA supports the use of the BS distribution. From the spatial point of view, a standard analysis of sample variograms (omitted here), using the directions 0 ; 45 ; 90 and 135 ; shows that the directional variograms have similar behaviour until a distance of about 900 m is attained. Therefore, we can assume that there is isotropy up until that distance.
Parameter estimation and Kriging
To choose the best model for describing the spatial dependence structure of the phosphorus concentration, the cross-validation criterion and the maximum value of the log-likelihood function are considered. Note that the parameter d corresponds to the order of the variogram model in the Matérn family, which it is not estimated to avoid identifiability problems in the estimation of covariance matrix parameters. Thus, several variogram models based on the Matérn family are fitted and then the model with the smallest cross-validation value is chosen. Once d is determined, the best Matérn model with parameter d is used to estimate h by the ML method using a profile likelihood approach. Therefore, using this criterion, the best model corresponds to the Matérn family with parameter Table 4 . Then, we obtain the fitted spatial map shown in Fig. 8 (left) for the soil phosphorus concentration by using the BS spatial model obtained from (16) and the ordinary Kriging interpolation described in (15). Observe that this is obtained from the ML estimates provided above, the fitted scale and dependence matrix b R ¼ 0:134I n þ 0:020 b R; with b R given from (11), and d ¼ 2:5. According to the classification provided by COAMO/COODETEC (2001) (see Sect. 5.1), note that the phosphorus concentration is considered very high for both soybean and corn planting, which is suitable for both crops.
Model selection
We compare the spatial BS and Gaussian models using the Akaike (AIC) and Schwarz Bayesian (BIC) information criteria. These are given by AIC ¼ À2'ð b hÞ þ 2d and Thus, a model whose information criterion has a smaller value is better; see Ferreira et al. (2012) , Leiva et al. (2015b) and references therein. Besides the AIC and BIC information criteria, the Bayes factor (BF) can also be used to compare the BS and Gaussian spatial models. The BF, denoted by B 12 ; allows us to compare M1 (model considered as correct) to M2 (model to be contrasted with M1) by 2 logðB 12 Þ % BIC M 2 À BIC M 1 ; where BIC M j stands for the BIC associated with the model M j , for j ¼ 1; 2: The BF provides an objective value to quantify the degree of superiority of one model with respect to another. An interpretation of the BF is displayed in the Table 2. Thus,  according to Tables 2 and 3 , we detect that the BS model is superior to the Gaussian model with a very strong evidence in its favor when the data are not transformed by the logarithm.
Influence diagnostics
To evaluate the effect of atypical cases on the fitted spatial map shown in Fig. 8 (left) , we carry out local influence diagnostics. By using a response variable perturbation scheme for the detection of influential cases, plots of C i versus i and jd max i j versus i are considered. It is clear to see from Fig. 7 that cases #2, #48 and #94 are identified as influential by both techniques. Note that these three cases are different from the outlying cases detected by the boxplot in Fig. 6 (left) , which indicates the relevance of using the local influence method instead of a simple analysis employing the box-plot. Table 4 shows estimated model parameters and the corresponding estimated asymptotic SEs in parenthesis, for various spatial models fitted with the complete data set and subsets of it when the influential cases are removed, either individually or jointly. As usual in the local influence method, once one or more influential cases are identified, the cases are removed from the data set to investigate how their removal affects the model selection, the estimation of parameters and the construction of maps. Note that removal of the influential cases causes dramatic changes in the estimated spatial range, b a; especially when cases #32 and #48 are removed together. This is due to the considerable change in the estimate b u 3 and a change in the estimated variogram model chosen to describe the spatial variability. Table 4 also shows the p-values for hypotheses of the form H 0 : h j ¼ 0 versus H 1 : h j 6 ¼ 0; where h j is any of the parameters of the vector h ¼ ða; l; u 1 ; u 2 ; u 3 Þ > : To test
the ML estimator of h j and SEð b h j Þ the corresponding SE. The asymptotic distribution of Z is known to be normal; see results detailed in (23). From the p-values shown in this table, it follows that, in all models, the hypothesis H 0 is rejected at a 5 % significance level for the parameters l and u 3 ; whereas H 0 is not rejected in the tests for the parameters a; u 1 and u 2 : Note that no inferential changes are detected when removing the influential cases. Observe that, in the cases when the parameter space is the set of the positive real numbers, we should restrict H 1 to this set, which was considered accordingly in the calculation of the corresponding p-value. Note also that, for the Matérn model, the spatial dependence radius a is a function of u 3 ; that is, a ¼ cu 3 ; where c is a constant that depends on d; so that b a ¼ c b u 3 and then SEðb aÞ ¼ cSEð b u 3 Þ: Figure 8 displays contour maps of the soil phosphorus concentration using the BS spatial model and ordinary Kriging interpolation. The maps were created based on two scenarios: (i) using the complete data set (reference map) and (ii) removing the influential cases #2, #48 and #94, individually and jointly. To construct the maps, we consider five classes of equal size obtained by dividing the range of estimated phosphorus concentration into five equal width intervals. Note that the removal of the cases individually does not change the map significantly. However, the joint removal of the cases causes a dramatic change. A more objective comparison of the maps is carried out using the GA and j indexes; see Table 4 .
Thus, when the influential cases are removed individually, the model maps are similar to the reference map displayed in Fig. 6 when the cases are removed jointly. Using the classification of Krippendorff (2004) for the j index, note the following: (i) the model map created removing the influential case #48 has a high similarity compared to the reference map, (ii) the map created removing cases #2 and #94 has a medium similarity, and (iii) the other maps have a low similarity, which suggests that the cases are only jointly influential.
Conclusions and future work
We have proposed a novel spatial log-linear model based on the BS distribution. This is an alternative to the Gaussian model for describing data with spatial dependency structure and, most importantly, with a positive skew distribution. ML estimates of the model parameters were calculated using an iterative approach. Local influence diagnostics for the new model were derived and corresponding equations for the most appropriate perturbation obtained. We evaluated the performance of the estimation procedure and diagnostic tools by simulation. For large samples, estimation and diagnostics have a good performance. The proposed approach was also used to analyse real-world agricultural engineering data. In this application, influential cases were detected, and their removal caused a considerable change in the spatial dependence radius and on the spatial maps. Importantly, not all these influential cases would have been identified as traditional outliers. Some possible issues to be addressed in future studies are the following. First, because the BS distribution is based on the normal distribution, a heavy-tailed version based, for example, on the Student-t distribution can be considered thereby reducing the influence of atypical data which can have an adverse effect on spatial maps. Second, explanatory variables may be considered in the spatial modelling, which can help to improve its predictive power. Third, other perturbation schemes could be considered to assess the influence of atypical data. Fourth, we could consider more than one random variable in the spatial modelling by means of multivariate structures for the BS distribution. Work on these four issues is currently under progress and we hope to report some findings in a future paper.
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Considering the Matérn model to describe the spatial variability given in (11), we have that oR=ou 3 ¼ ðor ij =ou 3 Þ; where, for
Appendix 2: The observed information matrix 
au is a 3 Â 1 vector with elements given by
where oR=ou i is given in Appendix 1. Then, with
Moreover, ' uu ¼ ð € ' u j u k Þ is a 3 Â 3 symmetric matrix with elements given by Since the model error e $ log-BS n ða1; 0; RÞ; we have that ð2=aÞV $ N n ð0; RÞ; with V given in (19). Then (see Muirhead 1982) , W ¼ ð2=aÞV > R À1 ð2=aÞV $ v 2 n ; where v 2 n denotes the chi-squared distribution with n degrees of freedom, and then, EðWÞ ¼ n: Thus,
Moreover, by using E X > AX À Á ¼ ðEðXÞÞ > AðEðXÞÞ þ trðACÞ; where C is the covariance matrix of X (see Kendrick 2002) , I uu ¼ ðI u j u k Þ is a symmetric 3 Â 3 matrix with elements
In addition, I ua ¼ I > au ¼ ðI u 1 a ; I u 2 a ; I u 3 a Þ > is a 3 Â 1 vector with elements given by
where trðAÞ denotes the trace of the matrix A: To obtain the elements I al ; I ll and I lu ; for ðy i À lÞ=2 expected to be small enough with coshðÁÞ % 1, using expansion in Taylor series for coshðÁÞ and a to be small enough, we have
Furthermore, I ul ¼ I > lu ¼ ðI u 1 l ; I u 2 l ; I u 3 l Þ > is a 3 Â 1 vector with elements given by
Appendix 4: Score vector UðxÞ and matrix GðxÞ Score vector used in the local influence method is given by
where T x ¼ ðT x 1 ; . . .; T x n Þ; with T x i ¼ tanhððy i þ A i x À lÞ=2Þ; and A i is the ith row of the matrix A: For coshððy i þ a i x À lÞ=2Þ % 1; with i ¼ 1; . . .; n; we get where r ij is the (i, j) element of the matrix A; for i; j ¼ 1;...;n: Furthermore, for coshððy i þa i xÀlÞ=2Þ% 1; with i ¼ 1;...;n; T x can be approximated by V x ; from which it follows that UðxÞ ¼ ð1=2ÞAV x Àð2=a 2 ÞAR À1 V x : Thus,
A: To find the appropriate perturbation, according to the methodology proposed by Zhu et al. (2007) , it is necessary to find A; such that GðxÞ ¼ cI n ; for c [ 0: Considering c ¼ 1; then A must satisfy ðða=4ÞR ð1=2Þ À ð1=aÞR is an appropriate perturbation for the BS log-linear spatial model. 
A:
In addition, Details about oR 1 2 =ou j can be found in De Bastiani et al. (2015) .
