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Abstract
The well-posedness of a system of partial differential equations and dynamic
boundary conditions, both of Cahn–Hilliard type, is discussed. The existence of
a weak solution and its continuous dependence on the data are proved using a
suitable setting for the conservation of a total mass in the bulk plus the boundary.
A very general class of double-well like potentials is allowed. Moreover, some further
regularity is obtained to guarantee the strong solution.
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1 Introduction
The Cahn–Hilliard equation [5,14] yields a famous description of the evolution phenomena
on the solid-solid phase separation. In general, an evolution process goes on diffusively.
However, the phenomenon of the solid-solid phase separation does not seem to follow on
this structure: more precisely, each phase concentrates and this process is usually known
as spinodal decomposition. The Cahn–Hilliard equation is a celebrated model which
describes this decomposition by the simple framework of partial differential equations.
Thereon, the volume conservation is a key property of the structure: you can observe the
pattern formation that is restricted by the property of conservation on the decomposition.
On the other hand, in the real world there are many phenomena of pattern formation which
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do not have the structure of conservation. However, there is a possibility that actually
the structure of conservation is hidden somewhere, and we only cannot find it at the level
of observation.
In this paper, a system coupling the same kind of equations and dynamic boundary
conditions of Cahn–Hilliard type is investigated. We aim to describe it at once. Let
0 < T < +∞ be some fixed time and let Ω ⊂ Rd, d = 2 or 3, be a bounded smooth
domain occupied by a material: the boundary Γ of Ω is supposed to be smooth enough
as well. We start from the following equations of Cahn–Hilliard type in the domain
Q := Ω× (0, T )
∂tu−∆µ = 0 in Q, (1.1)
µ = −∆u +W ′(u)− f in Q, (1.2)
where ∂t denotes the partial derivative with respect to time and, as usual, ∆ represents
the Laplacian operator acting on the space variables. Here, the unknowns u and µ : Q→
R stand for the order parameter and the chemical potential, respectively. In order to
consider the dynamics on the boundary Σ := Γ× (0, T ), we also introduce the unknowns
uΓ, µΓ : Σ→ R such that
uΓ = u|Γ, µΓ = µ|Γ on Σ, (1.3)
u|Γ and µ|Γ being the traces of u and µ, and consider the same type of equations on the
boundary
∂tuΓ + ∂νµ−∆ΓµΓ = 0 on Σ, (1.4)
µΓ = ∂νu−∆ΓuΓ +W
′
Γ(uΓ)− fΓ on Σ, (1.5)
where the extra terms in (1.4) and (1.5) contain the outward normal derivative ∂ν on Γ,
and where ∆Γ denotes the Laplace–Beltrami operator on Γ (see, e.g., [19, Chapter 3]). We
can say that this kind of dynamic boundary condition (1.4)–(1.5) is a sort of transmission
problem between the dynamics in the bulk Ω and the one on the boundary Γ. Together
with the conditions
u(0) = u0 in Ω, (1.6)
uΓ(0) = u0Γ on Γ, (1.7)
the initial and boundary value problem expressed in (1.1)–(1.7) is termed (P). In (1.2)
and (1.5), the nonlinear terms W ′ and W ′Γ play some important role, since they are the
derivatives of the functions W and WΓ usually referred as double-well potentials, with
two minima and a local unstable maximum in between. The prototype model is provided
by W (r) = WΓ(r) = (1/4)(r
2 − 1)2 so that W ′(r) = W ′Γ(r) = r
3 − r, r ∈ R, is the
sum of an increasing function with a power growth and another smooth (in particular,
Lipschitz continuous) function which breaks the monotonicity properties of the former
and is related to the non-convex part of the potential W or WΓ. To our knowledge, this
problem (P) was formulated by Goldstein, Miranville and Schimperna [17] and analyzed
from various viewpoints (see [7–9, 18]). In this paper, we treat more general cases for
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such nonlinearities, that is, we let W ′ and W ′Γ be the sum of a maximal monotone graph
and of a Lipschitz perturbation and we are able to show the existence of strong solutions
for our system under appropriate assumptions. Our treatment is related to the approach
followed in [6, 12] for some other class of problems.
As is well known, for the usual Cahn–Hilliard system (1.1)–(1.2), the conservation of
(the mean value of) u is guaranteed under the homogeneous Neumann boundary condition
∂νµ = 0 on Σ,
for µ; namely, thanks to this, by simply integrating (1.1) over Ω we easily obtain from
(1.6) that ∫
Ω
u(t)dx =
∫
Ω
u0dx for all t ∈ [0, T ].
Let us mention the related papers [1, 7, 21, 22] on which the structure of conservation
was treated in an abstract framework. The new issue of the problem (P) is the natural
consequence of a mass constraint involving the values of u both in the bulk and on the
boundary. In fact, it arises as an outcome of (1.1) and (1.4) that the solution u satisfies∫
Ω
u(t)dx+
∫
Γ
uΓ(t)dΓ =
∫
Ω
u0dx+
∫
Γ
u0ΓdΓ for all t ∈ [0, T ]. (1.8)
Concerning the model, let us point out that, under suitable choices of W ′ and W ′Γ, we
could flexibly realize some dynamics for pattern formation respecting (1.8). For example,
we may examine the case when every pattern is going to disappear, namely the bulk comes
to be occupied by a single phase except near the boundary (occupied by another phase)
and thus (1.8) plays as a conservation law. We invite the reader to compare the approach
of this paper with the one adopted in [10], where the Allen–Cahn equation, coupled with
dynamic boundary conditions, is investigated under a mass constraint which involves the
solution inside the domain and its trace on the boundary. In that case, the constraint is
rather imposed (in opposition with (1.8), which is a gift of the problem) and the system
of nonlinear partial differential equations can be formulated as a variational inequality.
A brief outline of the present paper along with a short description of the various items
is as follows.
In Section 2, we present the main results, consisting in the well-posedness of the system
(1.1)–(1.7) of partial differential equations and dynamic boundary conditions, both of
Cahn–Hilliard type. We define a weak and strong solution of the problem (P). We also
write the system as an evolution inclusion.
In Section 3, we prove the continuous dependence on the data and this result entails
the uniqueness property.
In Section 4, we prove the existence result. The proof is split in several steps. First,
we construct an approximate solution by substituting the maximal monotone graphs with
their Yosida regularizations. The solvability of the approximate problem is guaranteed by
the abstract theory of doubly nonlinear evolution inclusions [13]. Moreover, arguing in a
similar way as in [11], we show that the solution satisfies suitable regularity properties and
uniform estimates. Finally, from these estimates, we can pass to the limit and conclude
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the existence proof of the weak solution. Next, we can proceed by considering some
additional uniform estimates in order to obtain the strong solution.
Finally, Section 5 contains an Appendix collecting some useful verifications.
Anyway, for the reader’s convenience, a detailed index of sections and subsections
follows.
1. Introduction
2. Main results
2.1. Weak formulation
2.2. Definition of the solution and main theorem
2.3. Abstract formulation
3. Continuous dependence
4. Existence
4.1. Approximation of the problem
4.2. A priori estimates
4.3. Passage to the limit as ε→ 0
4.4. Regularity result
5. Appendix
2 Main results
In this section, our main result is stated. We present our system of equations and condi-
tions now:
∂tu−∆µ = 0 a.e. in Q, (2.1)
µ = −∆u+ ξ + π(u)− f, ξ ∈ β(u) a.e. in Q, (2.2)
uΓ = u|Γ, µΓ = µ|Γ, ∂tuΓ + ∂νµ−∆ΓµΓ = 0 a.e. on Σ, (2.3)
µΓ = ∂νu−∆ΓuΓ + ξΓ + πΓ(uΓ)− fΓ, ξΓ ∈ βΓ(uΓ) a.e. on Σ, (2.4)
u(0) = u0 a.e. in Ω, uΓ(0) = u0Γ a.e. on Γ, (2.5)
where f : Q → R, fΓ : Σ → R, u0 : Ω → R, u0Γ : Γ → R are given functions; β stands
for the subdifferential of the convex part β̂ and π stands for the derivative of the concave
perturbation π̂ of a double well potential W (r) = β̂(r) + π̂(r) for all r ∈ R. Here β is
generalized to the case of maximal monotone graph in R× R. βΓ and πΓ have the same
property as β and π, respectively. Typical examples of β, βΓ and π, πΓ are given as
follows:
• β(r) = βΓ(r) = r
3, π(r) = πΓ(r) = −r for all r ∈ R with D(β) = D(βΓ) = R for the
prototype double well potential W (r) = (r2 − 1)2/4;
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• β(r) = βΓ(r) = ln((1 + r)/(1 − r)), π(r) = πΓ(r) = −2cr for all r ∈ D(β) with
D(β) = D(βΓ) = (−1, 1) for the logarithmic double well potential W (r) = ((1 +
r) ln(1 + r) + (1 − r) ln(1 − r))− cr2 where c > 0 is a large constant which breaks
convexity;
• β(r) = βΓ(r) = ∂I[−1,1](r), π(r) = πΓ(r) = −r for all r ∈ D(β) with D(β) =
D(βΓ) = [−1, 1] for the singular potential W (r) = I[−1,1](r)− r
2/2.
Of course, it is not necessary that β and βΓ are the same graph or the same kind of graphs,
what is important is that they respect the compatibility condition (A6), which is stated
below. Our working assumption is that the boundary potential somehow dominates the
potential in the bulk, cf. [6, 10–12] for analogous approaches. We also point out that
a mixing of the first two cases is considered by the results reported in [7]: there, the
inclusions in (2.2) and (2.4) actually reduce to the equalities ξ = β(u) and ξΓ = βΓ(uΓ).
In the present paper, we can handle also the case of effective graphs.
2.1 Weak formulation
We treat the problem (P) by a system of variational formulations. To this aim, we
introduce the spaces H := L2(Ω), V := H1(Ω), HΓ := L
2(Γ), VΓ := H
1(Γ) with usual
norms | · |H, | · |V , | · |HΓ, | · |VΓ and inner products (·, ·)H, (·, ·)V , (·, ·)HΓ, (·, ·)VΓ, respectively.
Moreover, we put H := H ×HΓ and
V :=
{
(z, zΓ) ∈ V × VΓ : zΓ = z|Γ
}
.
Then, H and V are Hilbert spaces with the inner products
(u, z)H := (u, z)H + (uΓ, zΓ)HΓ for all u := (u, uΓ), z := (z, zΓ) ∈H ,
(u, z)V := (u, z)V + (uΓ, zΓ)VΓ for all u := (u, uΓ), z := (z, zΓ) ∈ V ,
and related norms. As a remark, let us restate that if z := (z, zΓ) ∈ V then zΓ is exactly
the trace of z on Γ; while, if z := (z, zΓ) is just in H , then z ∈ H and zΓ ∈ HΓ are
independent. From now on, we use the notation of a bold letter like u to denote the pair
which corresponds to the letter, that is (u, uΓ) for u. Now, for z := (z, zΓ) ∈ V and
t ∈ (0, T ), we test (2.1) by z and use (2.3) to infer∫
Ω
∂tu(t)zdx+
∫
Γ
∂tuΓ(t)zΓdΓ +
∫
Ω
∇µ(t) · ∇zdx+
∫
Γ
∇ΓµΓ(t) · ∇ΓzΓdΓ = 0. (2.6)
We also test (2.2) by z and exploit (2.4); then we obtain∫
Ω
µ(t)zdx+
∫
Γ
µΓ(t)zΓdΓ
=
∫
Ω
∇u(t) · ∇zdx+
∫
Γ
∇ΓuΓ(t) · ∇ΓzΓdΓ +
∫
Ω
(
ξ(t) + π
(
u(t)
)
− f(t)
)
zdx
+
∫
Γ
(
ξΓ(t) + πΓ
(
uΓ(t)
)
− fΓ(t)
)
zΓdΓ. (2.7)
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Now, let us take z = 1 := (1, 1) in (2.6) and integrate with respect to time getting∫
Ω
u(t)dx+
∫
Γ
uΓ(t)dΓ = m0
(
|Ω|+ |Γ|
)
for all t ∈ [0, T ],
where |Ω| :=
∫
Ω
1dx, |Γ| :=
∫
Γ
1dΓ and
m0 :=
∫
Ω
u0dx+
∫
Γ
u0ΓdΓ
|Ω|+ |Γ|
is a sort of mean value for our problem. Then the mean value of the variable u is conserved
in the sense that
m
(
u(t)
)
= m(u0) = m0 for all t ∈ [0, T ],
where
m(z) :=
∫
Ω
zdx+
∫
Γ
zΓdΓ
|Ω|+ |Γ|
for all z ∈H . (2.8)
The duality pairing between V ∗ and V is denoted by 〈·, ·〉V ∗,V and it is understood
that H is embedded in V ∗ in the usual way, i.e., such that 〈u, z〉V ∗,V = (u, z)H for all
u ∈ H and z ∈ V . Then, with the help of the later Remark 2 (see also the comments
in [22, pp. 5674–5675]), we can rewrite (2.6) as〈
u′(t), z
〉
V
∗,V
+ a
(
µ(t), z
)
= 0 for all z ∈ V ,
where u′(t) denotes now the time derivative of the vectorial function and the bilinear form
a(·, ·) : V × V → R is defined by
a(u, z) :=
∫
Ω
∇u · ∇zdx+
∫
Γ
∇ΓuΓ · ∇ΓzΓdΓ for all u, z ∈ V .
We also introduce the subspace H0 of H by
H0 := {z ∈H : m(z) = 0} ,
and V 0 := V ∩H0 with their norms: |z|H0 := |z|H for all z ∈H0 and
|z|V 0 :=
√
a(z, z) for all z ∈ V 0.
Let us define the linear bounded operator F : V 0 → V
∗
0 by
〈Fz, z˜〉V ∗
0
,V 0 := a(z, z˜), z, z˜ ∈ V 0, (2.9)
as well. Then we see that there exists cp > 0 such that
cp|z|
2
V
≤ 〈Fz, z〉V ∗
0
,V 0 = |z|
2
V 0
for all z ∈ V 0 ; (2.10)
this is checked in the Appendix. Therefore, thanks to the fact |z|2
V 0
≤ |z|2
V
for all z ∈ V 0,
we see that | · |V 0 and | · |V are equivalent norm on V 0 and then F is the duality mapping
from V 0 to V
∗
0. Additionally, we can define the inner product in V
∗
0 by
(z∗1, z
∗
2)V ∗0 := 〈z
∗
1,F
−1z∗2〉V ∗0,V 0 for all z
∗
1, z
∗
2 ∈ V
∗
0.
Then, we obtain V 0 →֒ →֒H0 →֒ →֒V
∗
0 (this is also checked in the Appendix), where
“→֒ →֒” stands for the dense and compact embedding, namely (V 0,H0,V
∗
0) is a standard
Hilbert triplet.
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2.2 Definition of the solution and main theorems
In order to define our solution we use that following additional notation: the variable
v := u − m01 with initial value v0 := u0 − m01, namely, (v, vΓ) = (u − m0, uΓ − m0)
and (v0, v0Γ) = (u0 − m0, u0Γ − m0); the datum f := (f, fΓ); the nonlinearity pi(z) :=
(π(z), πΓ(zΓ)) for z = (z, zΓ) ∈H ; the further space W := H
2(Ω)×H2(Γ).
The solution is defined as follows.
Definition 2.1. The triplet (v,µ, ξ) is called the weak solution of (P) if
v ∈ H1(0, T ;V ∗0) ∩ L
∞(0, T ;V 0) ∩ L
2(0, T ;W ),
µ ∈ L2(0, T ;V ),
ξ = (ξ, ξΓ) ∈ L
2(0, T ;H), ξ ∈ β(v +m0) a.e. in Q, ξΓ ∈ βΓ(vΓ +m0) a.e. on Σ
and they satisfy 〈
v′(t), z
〉
V
∗
0
,V 0
+ a
(
µ(t), z
)
= 0 for all z ∈ V 0, (2.11)(
µ(t), z
)
H
= a
(
v(t), z
)
+
(
ξ(t) + pi(v(t) +m01)− f(t), z
)
H
for all z ∈ V , (2.12)
for a.a. t ∈ (0, T ), and
v(0) = v0 in H0. (2.13)
Remark 1. Thanks to the regularity v ∈ L2(0, T ;W ), we see that (2.12) implies that
µ = −∆u+ ξ + π(u)− f a.e. in Q,
µΓ = ∂νu−∆ΓuΓ + ξΓ + πΓ(uΓ)− fΓ a.e. on Σ,
with u = v +m0 and uΓ = vΓ +m0.
Next, we introduce the notion of strong solution: we ask the reader to let us use the
variable u (instead of v) here.
Definition 2.2. The triplet (u,µ, ξ) is called the strong solution of (P) if
u ∈ W 1,∞(0, T ;V ∗) ∩H1(0, T ;V ) ∩ L∞(0, T ;W ),
µ ∈ L∞(0, T ;V ) ∩ L2(0, T ;W ),
ξ ∈ L∞(0, T ;H),
and they satisfy
∂tu−∆µ = 0 a.e. in Q, (2.14)
ξ ∈ β(u), µ = −∆u + ξ + π(u)− f a.e. in Q, (2.15)
uΓ = u|Γ, µΓ = µ|Γ, ∂tuΓ + ∂νµ−∆ΓµΓ = 0 a.e. on Σ, (2.16)
ξΓ ∈ βΓ(uΓ), µΓ = ∂νu−∆ΓuΓ + ξΓ + πΓ(uΓ)− fΓ a.e. on Σ, (2.17)
u(0) = u0 a.e. in Ω, uΓ(0) = u0Γ a.e. on Γ. (2.18)
The first result states the continuous dependence on the data. The uniqueness of the
component v of the solution is also guaranteed by this theorem. We assume that
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(A1) f ∈ L2(0, T ;H);
(A2) u0 := (u0, u0Γ) ∈ V ;
(A3) β, βΓ, maximal monotone graphs in R× R, are the subdifferentials
β = ∂β̂, βΓ = ∂β̂Γ
of some proper lower semicontinuous and convex functions β̂ and β̂Γ : R→ [0,+∞]
satisfying β̂(0) = β̂Γ(0) = 0 with some effective domains D(β) and D(βΓ), respec-
tively. This implies that 0 ∈ β(0) and 0 ∈ βΓ(0);
(A4) π, πΓ : R → R are Lipschitz continuous functions with Lipschitz constants L and
LΓ, respectively;
Then, we obtain the following continuous dependence on the data.
Theorem 2.1. Assume (A1)–(A4). For i = 1, 2 let (v(i),µ(i), ξ(i)) be a weak solution of
(P) corresponding to the data f (i) and v
(i)
0 . Then, there exists a positive constant C > 0,
depending only on cp, L, LΓ and T , such that
∣∣v(1)(t)− v(2)(t)∣∣2
V
∗
0
+
∫ t
0
∣∣v(1)(s)− v(2)(s)∣∣2
V 0
≤ C
{∣∣v(1)0 − v(2)0 ∣∣2V ∗
0
+
∫ t
0
∣∣f (1)(s)− f (2)(s)∣∣2
V
∗
ds
}
for all t ∈ [0, T ]. (2.19)
The second result deals with the existence of the weak solution. To the aim, we further
assume that:
(A5) either f ∈ W 1,1(0, T ;H) or f ∈ L2(0, T ;V );
(A6) D(βΓ) ⊆ D(β) and there exist positive constants ̺, c0 > 0 such that∣∣β◦(r)∣∣ ≤ ̺∣∣β◦Γ(r)∣∣+ c0 for all r ∈ D(βΓ); (2.20)
(A7) m0 ∈ intD(βΓ) and the compatibility conditions β̂(u0) ∈ L
1(Ω), β̂Γ(u0Γ) ∈ L
1(Γ)
hold.
The minimal section β◦ of β is specified by β◦(r) := {r∗ ∈ β(r) : |r∗| = mins∈β(r) |s|} and
same definition applies to β◦Γ. These assumptions are the same as in [6, 10, 12].
Theorem 2.2. Under the assumptions (A2)–(A7), there exists a weak solution of the
problem (P).
About the strong solution, we refer the reader to Subsection 4.4.
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2.3 Abstract formulation
In this subsection, an abstract formulation of the problem is given. We can write the
problem as an evolution equation including a subdifferential operator: here, one can find
some analogies with the approach followed in [10, 11, 21, 22].
We define the lower semicontinuous and convex functional ϕ :H0 → [0,+∞] by
ϕ(z) :=


1
2
∫
Ω
|∇z|2dx+
1
2
∫
Γ
|∇ΓzΓ|
2dΓ if z ∈ V 0,
+∞ otherwise.
Then we claim that the subdifferential ∂ϕ on H0 fulfills ∂ϕ(z) = (−∆z, ∂νz −∆ΓzΓ) for
z ∈ D(∂ϕ) = W ∩ V 0: this is checked precisely in the Appendix (see Lemma C). We
also note that (cf. (2.9)–(2.10))
2ϕ(z) = a(z, z) = 〈Fz, z〉V ∗
0
,V 0 = |z|
2
V 0
for all z ∈ V 0, (2.21)
by collecting in this formula part of our notation.
At this point, we emphasize that our problem is equivalent to the following Cauchy
problem for a suitable evolution equation.
v′(t) + F
(
Pµ(t)
)
= 0 in V ∗0, for a.a. t ∈ (0, T ), (2.22)
µ(t) = ∂ϕ
(
v(t)
)
+ ξ(t) + pi
(
u(t)
)
− f (t) in H , for a.a. t ∈ (0, T ), (2.23)
ξ(t) ∈ β
(
u(t)
)
in H , for a.a. t ∈ (0, T ), (2.24)
v(0) = v0 in H0, (2.25)
where u = v +m01 = (v +m0, vΓ +m0) and β(z) := (β(z), βΓ(zΓ)),
Pz := z −m(z)1 =
(
z −m(z), zΓ −m(z)
)
, (2.26)
with m(z) defined by (2.8), for all z = (z, zΓ) ∈H . Note that the projection operator P
acts as linear bounded operator both from V to V 0 and from H to H0. Moreover, it is
easy to see that
(z∗,P z˜)H0 =
{∫
Ω
z∗z˜dx+
∫
Γ
z∗Γz˜Γ
}
−m(z˜)
{∫
Ω
z∗dx+
∫
Γ
z∗Γ
}
= (z∗, z˜)H for all z
∗ ∈H0 and z˜ ∈H . (2.27)
Remark 2. Note that in Definitions 2.1 and 2.2, v′ ∈ L2(0, T ;V ∗0) can be easily ex-
tended to L2(0, T ;V ∗) by setting 〈v′(t), 1〉V ∗,V := 0, namely〈
v′(t), z
〉
V
∗,V
:=
〈
v′(t),Pz
〉
V
∗
0
,V 0
for all z ∈ V ,
because we know the following orthogonal decomposition V = V 0 ⊕R with R = {r1 :
r ∈ R}. Therefore, we have〈
v′(t), 1
〉
V
∗,V
=
〈
v′(t),P1
〉
V
∗
0
,V 0
=
〈
v′(t), 1−m(1)1
〉
V
∗
0
,V 0
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and it is clear that 1 − m(1) = 0 in V 0. Thus, we can identify the dual space V
∗
0 by
{z∗ ∈ V ∗ : 〈z∗, 1〉V ∗,V = 0} and we know that (2.11) holds for all z ∈ V , that is,
its variational formulation implies the structure of volume conservation (see, e.g., [22,
p. 5674]).
Now, it is straightforward to check that (2.22) and (2.23) yield the single abstract
equation
F−1
(
v′(t)
)
+ ∂ϕ
(
v(t)
)
= P
(
−ξ(t)− pi
(
v(t) +m01
)
+ f (t)
)
in H0, for a.a. t ∈ (0, T ), (2.28)
where
ξ(t) ∈ −β
(
v(t) +m01
)
in H , for a.a. t ∈ (0, T ). (2.29)
Based on the abstract theory developed in [13], we expect that (2.28)–(2.29) can be
solved by the approach for doubly nonlinear evolution inclusions, which will be discussed
in Section 4.
3 Continuous dependence
In this section, we prove Theorem 2.1.
Proof of Theorem 2.1. For i = 1, 2 let (v(i),µ(i), ξ(i)) be a weak solution of (P) corre-
sponding to the data (f (i), v
(i)
0 ). We consider the difference between equations (2.28) writ-
ten, at the time s ∈ (0, T ), for v(1)(s) = (v(1)(s), v
(1)
Γ (s)) and v
(2)(s) = (v(2)(s), v
(2)
Γ (s)),
respectively. Then, we take the inner product with v(1)(s) − v(2)(s) in H0. Using the
property (2.27) as well as (2.29) and the monotonicity of β, βΓ we obtain
1
2
d
ds
∣∣v(1)(s)− v(2)(s)∣∣2
V
∗
0
+
∣∣v(1)(s)− v(2)(s)∣∣2
V 0
≤
〈
f (1)(s)− f (2)(s), v(1)(s)− v(2)(s)
〉
V
∗,V
−
(
π
(
v(1)(s) +m0
)
− π
(
v(2)(s) +m0
)
, v(1)(s)− v(2)(s)
)
H
−
(
πΓ
(
v
(1)
Γ (s) +m0
)
− πΓ
(
v
(2)
Γ (s) +m0
)
, v
(1)
Γ (s)− v
(2)
Γ (s)
)
HΓ
(3.1)
for a.a. s ∈ (0, T ). By virtue of the compact embedding of V 0 into H0, for each δ > 0
there exists a positive constant cδ (depending on δ) such that
|z|H0 ≤ δ|z|V 0 + cδ|z|V ∗0 for all z ∈ V 0, (3.2)
(see, e.g., [23, Sect. 8, Lemma 8]). Then, in view of (2.10) and the Lipschitz continuities
of π and πΓ we infer that
1
2
d
ds
∣∣v(1)(s)− v(2)(s)∣∣2
V
∗
0
+ cp
∣∣v(1)(s)− v(2)(s)∣∣2
V
≤
1
cp
∣∣f (1)(s)− f (2)(s)∣∣2
V
∗
+
cp
4
∣∣v(1)(s)− v(2)(s)∣∣2
V
+ (L+ LΓ)
{
2δ
∣∣v(1)(s)− v(2)(s)∣∣2
V 0
+ 2cδ
∣∣v(1)(s)− v(2)(s)∣∣2
V
∗
0
}
,
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for a.a. s ∈ (0, T ), Therefore, taking δ = cp/(8(L+LΓ)) and applying the Gronwall lemma,
we find a constant C > 0, with the dependencies specified in the statement, such that
(2.19) holds. 
4 Existence
This section is devoted to the proof of Theorem 2.2. We make use of the Yosida approx-
imation for maximal monotone operators β, βΓ and of well-known results of this theory
(see [2, 3, 20]). For each ε ∈ (0, 1], we define βε, βΓ,ε : R → R, along with the associated
resolvent operators Jε, JΓ,ε : R→ R by
βε(r) :=
1
ε
(
r − Jε(r)
)
:=
1
ε
(
r − (I + εβ)−1(r)
)
,
βΓ,ε(r) :=
1
ε̺
(
r − JΓ,ε(r)
)
:=
1
ε̺
(
r − (I + ε̺βΓ)
−1(r)
)
for all r ∈ R, where ̺ > 0 is the same constant as in the assumption (2.20). Note that
the two definitions are not symmetric since in the second it is ε̺ and not directly ε to be
used as approximation parameter. Now, we easily have βε(0) = βΓ,ε(0) = 0. Moreover,
the related Moreau–Yosida regularizations β̂ε, β̂Γ,ε of β̂, β̂Γ : R→ R fulfill
β̂ε(r) := inf
s∈R
{
1
2ε
|r − s|2 + β̂(s)
}
=
1
2ε
∣∣r − Jε(r)∣∣2 + β̂(Jε(r)) = ∫ r
0
βε(s)ds,
β̂Γ,ε(r) := inf
s∈R
{
1
2ε̺
|r − s|2 + β̂Γ(s)
}
=
∫ r
0
βΓ,ε(s)ds for all r ∈ R.
It is well known that βε is Lipschitz continuous with Lipschitz constant 1/ε and βΓ,ε is also
Lipschitz continuous with constant 1/(ε̺). In addition, we have the standard properties∣∣βε(r)∣∣ ≤ ∣∣β◦(r)∣∣, ∣∣βΓ,ε(r)∣∣ ≤ ∣∣β◦Γ(r)∣∣ and
0 ≤ β̂ε(r) ≤ β̂(r), 0 ≤ β̂Γ,ε(r) ≤ β̂Γ(r) for all r ∈ R. (4.1)
Here, thanks to [6, Lemma 4.4], we have that∣∣βε(r)∣∣ ≤ ̺∣∣βΓ,ε(r)∣∣+ c0 for all r ∈ R, (4.2)
with the same constants ̺ and c0 as in (2.20).
4.1 Approximation of the problem
In this subsection, we consider an approximation for (2.28) stated as the following Cauchy
problem: for each ε ∈ (0, 1] find vε := (vε, vΓ,ε) satisfying
εv′ε(t) + F
−1v′ε(t) + ∂ϕ
(
vε(t)
)
= P
(
−βε
(
vε(t) +m01
)
− pi
(
vε(t) +m01
)
+ f(t)
)
in H0, for a.a. t ∈ (0, T ), (4.3)
vε(0) = v0 in H0. (4.4)
The structure of this approximate problem fits into the framework of the general problem
treated in [13]. Namely, thanks to the abstract theory of doubly nonlinear evolution
inclusions, we can solve the Cauchy problem (4.3)–(4.4).
12 Equation and boundary condition of Cahn–Hilliard type
Proposition 4.1. For each ε ∈ (0, 1], there exists a unique
vε ∈ H
1(0, T ;H0) ∩ C
(
[0, T ];V 0
)
∩ L2(0, T ;W ),
such that vε satisfies (4.3)–(4.4).
Proof. As the argumentation follows the analogous proof performed in [11], we only
sketch it. We claim that for a given v¯ := (v¯, v¯Γ) ∈ C([0, T ];H0) there exists a unique
v ∈ H1(0, T ;H0) ∩ L
∞(0, T ;V 0) ⊂ C
(
[0, T ];H0
)
such that(
εI + F−1
)
v′(t) + ∂ϕ
(
v(t)
)
∋ P
(
−βε
(
v¯(t) +m01
)
− pi
(
v¯(t) +m01
)
+ f (t)
)
in H0, for a.a. t ∈ (0, T ),
v(0) = v0 in H0.
Indeed, it suffices to apply the abstract theory of doubly nonlinear evolution inclusions
(see in particular [13, Thm. 2.1]). We point out that, thanks to the presence of εI, the
operator εI + F−1 is coercive in H0, which is an important assumption of Theorem 2.1
in [13]. Then, we construct the map Ψ : v¯ 7→ v from C([0, T ];H0) into itself. Next, for
a given v¯(i) ∈ C([0, T ];H0), we put v
(i) := Ψv¯(i), i = 1, 2. Using the monotonicity of ∂ϕ,
it is not difficult to deduce the estimate∣∣v(1)(t)− v(2)(t)∣∣2
H0
≤ cε
∫ t
0
∣∣v¯(1)(s)− v¯(2)(s)∣∣2
H0
ds for all t ∈ [0, T ],
where cε is a constant depending on L, LΓ and ε. Therefore, we can prove that there
exists a suitable k ∈ N such that Ψk is a contraction mapping in C([0, T ];H0). Hence,
being ε > 0 there exists a unique fixed point for Ψ which yields the unique solution vε of
the problem (4.3)–(4.4). Finally, thanks to the fact that ∂ϕ(vε) ∈ L
2(0, T ;H0), we easily
reach the conclusion, by simply observing that H1(0, T ;H0) ∩ L
2(0, T ;W ) is contained
in C([0, T ];V 0). 
Now, for each ε ∈ (0, 1] we set
µε(t) := εv
′
ε(t) + ∂ϕ
(
vε(t)
)
+ βε
(
uε(t)
)
+ pi
(
uε(t)
)
− f (t) for a.a. t ∈ (0, T ), (4.5)
where uε := vε +m01 = (vε +m0, vΓ,ε +m0). We expect (4.5) to give the approximate
sequence for the chemical potential. Then, we can rewrite the evolution equation (4.3) as
F−1
(
v′ε(t)
)
+ µε(t)− ωε(t)1 = 0 in V , for a.a. t ∈ (0, T ),
where
ωε(t) := m
(
βε
(
uε(t)
)
+ pi
(
uε(t)
)
− f (t)
)
, t ∈ (0, T ). (4.6)
Hence, we realize that Pµε = µε − ωε1 ∈ L
2(0, T ;V 0) and ωε ∈ L
2(0, T ). From these
regularities it follows that µε ∈ L
2(0, T ;V ) and the pair (vε,µε) satisfies
v′ε(t) + F
(
Pµε(t)
)
= 0 in V ∗0, for a.a. t ∈ (0, T ). (4.7)
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Moreover, we see that (vε, vΓ,ε, µε, µΓ,ε) fulfill the following weak formulations:∫
Ω
∂tvε(t)zdx+
∫
Γ
∂tvΓ,ε(t)zΓdΓ +
∫
Ω
∇µε(t) · ∇zdx
+
∫
Γ
∇ΓµΓ,ε(t) · ∇ΓzΓdΓ = 0 for all z = (z, zΓ) ∈ V 0, (4.8)
∫
Ω
µε(t)zdx+
∫
Γ
µΓ,ε(t)zΓdΓ
= ε
∫
Ω
∂tvε(t)zdx+ ε
∫
Γ
∂tvΓ,ε(t)zΓdΓ +
∫
Ω
∇vε(t) · ∇zdx+
∫
Γ
∇ΓvΓ,ε(t) · ∇ΓzΓdΓ
+
∫
Ω
(
βε
(
vε(t) +m0
)
+ π
(
vε(t) +m0
)
− f(t)
)
zdx
+
∫
Γ
(
βΓ,ε
(
vΓ,ε(t) +m0
)
+ πΓ
(
vΓ,ε(t) +m0
)
− fΓ(t)
)
zΓdΓ
for all z = (z, zΓ) ∈ V , (4.9)
for a.a. t ∈ (0, T ). In particular, from (4.9) we deduce the equations
µε = ε∂tvε −∆vε + βε(vε +m0) + π(vε +m0)− f a.e. in Q, (4.10)
µΓ,ε = ε∂tvΓ,ε + ∂νvε −∆ΓvΓ,ε + βΓ,ε(vΓ,ε +m0) + πΓ(vΓ,ε +m0)− fΓ a.e. on Σ. (4.11)
Arguing on (4.8), since ∂tvε ∈ L
2(0, T ;H) and ∂tvΓ,ε ∈ L
2(0, T ;HΓ), we can recover that
∆µε ∈ L
2(0, T ;H). On the other hand, we already know that µε ∈ L
2(0, T ;V ) and
µΓ,ε ∈ L
2(0, T ;VΓ). Then, we infer that (see, e.g., [4, Thm. 3.2, p. 1.79])
µε ∈ L
2
(
0, T ;H3/2(Ω)
)
and consequently, by a trace theorem [4, Thm. 2.27, p. 1.64], ∂νµε ∈ L
2(0, T ;HΓ). There-
fore, we also obtain that ∆ΓµΓ,ε ∈ L
2(0, T ;HΓ) so that we can write the equations
∂tvε −∆µε = 0 a.e. in Q, (4.12)
∂tvΓ,ε + ∂νµε −∆ΓµΓ,ε = 0 a.e. on Σ. (4.13)
Moreover, the additional information ∆ΓµΓ,ε ∈ L
2(0, T ;HΓ) implies (see, e.g., [19, p. 104])
µΓ,ε ∈ L
2(0, T ;H2(Γ)). Finally, this yields in particular that µΓ,ε ∈ L
2(0, T ;H3/2(Γ)),
whence (quoting again [4, Thm. 3.2, p. 1.79]) we obtain µε ∈ L
2(0, T ;H2(Ω)), that is
µε ∈ L
2(0, T ;W ).
From the next subsection, we can proceed with the a priori estimates.
4.2 A priori estimates
In this subsection, we obtain the uniform estimates independent of ε. We can adopt the
same strategy as in [6, 10–12]. Here, we use systematically the relations
uε = (uε, uΓ,ε) = vε +m01 = (vε +m0, vΓ,ε +m0).
14 Equation and boundary condition of Cahn–Hilliard type
Lemma 4.1. There exists a positive constant M1, independent of ε ∈ (0, 1], such that
ε1/2|vε|L∞(0,T ;H0) + |vε|L∞(0,T ;V ∗0) + |vε|L2(0,T ;V 0)
+
∣∣βε(uε)∣∣L1(0,T ;L1(Ω)) + ∣∣βΓ,ε(uΓ,ε)∣∣L1(0,T ;L1(Γ)) ≤M1. (4.14)
Proof. We test (4.3) at time s ∈ (0, T ) by vε(s) ∈ V 0. Then from (2.10), (2.27) and
the definition of the subdifferential with ϕ(0) = 0 we see that(
εv′ε(s), vε(s)
)
H0
+
(
v′ε(s), vε(s)
)
V
∗
0
+ ϕ
(
vε(s)
)
+
(
βε
(
uε(s)
)
, vε(s)
)
H
≤
(
f (s)− pi
(
uε(s)
)
, vε(s)
)
H
for a.a. s ∈ (0, T ). (4.15)
Now, let us recall the assumptions D(βΓ) ⊆ D(β) of (A6) and m0 ∈ intD(βΓ) of (A7).
Hence, we can exploit the useful inequalities (a proof is given in [16, Sect. 5]) stating the
existence of two constants δ0 > 0 and c1 > 0 such that
βε(r)(r −m0) ≥ δ0
∣∣βε(r)∣∣− c1, βΓ,ε(r)(r −m0) ≥ δ0∣∣βΓ,ε(r)∣∣− c1
for all r ∈ R and ε ∈ (0, 1]. Therefore, we easily have(
βε
(
uε(s)
)
, vε(s)
)
H
=
∫
Ω
βε
(
uε(s)
)
(uε(s)−m0)dx+
∫
Γ
βΓ,ε
(
uΓ,ε(s)
)
(uΓ,ε(s)−m0)dΓ
≥ δ0
∫
Ω
∣∣βε(uε(s))∣∣dx− c1|Ω|+ δ0 ∫
Γ
∣∣βΓ,ε(uΓ,ε(s))∣∣dΓ− c1|Γ| (4.16)
for a.a. s ∈ (0, T ). Moreover, in view of the assumption (A4) and the compactness
inequality (3.2), there exists a positive constant M˜1, depending only on L, LΓ, π(m0),
πΓ(m0), |Ω| and |Γ|, such that(
f(s)− pi
(
uε(s)
)
, vε(s)
)
H
≤
1
2
∫
Ω
∣∣f(s)∣∣2dx+ 1
2
∫
Ω
∣∣vε(s)∣∣2dx+ L ∫
Ω
∣∣vε(s)∣∣2dx+ ∣∣π(m0)∣∣ ∫
Ω
∣∣vε(s)∣∣dx
+
1
2
∫
Γ
∣∣fΓ(s)∣∣2dΓ + 1
2
∫
Γ
∣∣vΓ,ε(s)∣∣2dΓ + LΓ ∫
Γ
∣∣vΓ,ε(s)∣∣2dΓ + ∣∣πΓ(m0)∣∣ ∫
Γ
∣∣vΓ,ε(s)∣∣dΓ
≤ M˜1
(
1 +
∣∣f (s)∣∣2
H
+
∣∣vε(s)∣∣2
V
∗
0
)
+
1
4
∣∣vε(s)∣∣2
V 0
(4.17)
for a.a. s ∈ (0, T ). Therefore, collecting (4.15)–(4.17) it is straightforward to obtain
ε
d
ds
∣∣vε(s)∣∣2
H0
+
d
ds
∣∣vε(s)∣∣2
V
∗
0
+
1
2
∣∣vε(s)∣∣2
V 0
+ 2δ0
∫
Ω
∣∣βε(uε(s))∣∣dx+ 2δ0 ∫
Γ
∣∣βΓ,ε(uΓ,ε(s))∣∣dΓ
≤ 2c1
(
|Ω|+ |Γ|
)
+ 2M˜1
(
1 +
∣∣f (s)∣∣2
H
+
∣∣vε(s)∣∣2
V
∗
0
)
for a.a. s ∈ (0, T ).
Thus, the Gronwall inequality leads us to the conclusion. 
Using the regularity assumption (A5) for f , we can show the following estimate.
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Lemma 4.2. There exists a positive constant M2, independent of ε ∈ (0, 1], such that
ε1/2|v′ε|L2(0,T ;H0) + |v
′
ε|L2(0,T ;V ∗0) + |vε|L∞(0,T ;V 0)
+
∣∣β̂ε(uε)∣∣L∞(0,T ;L1(Ω)) + ∣∣β̂Γ,ε(uΓ,ε)∣∣L∞(0,T ;L1(Γ)) ≤M2. (4.18)
Proof. We test (4.3) at time s ∈ (0, T ) by v′ε(s) ∈ H0. Then, with the help of (2.27)
we have
ε
∣∣v′ε(s)∣∣2H0 + ∣∣v′ε(s)∣∣2V ∗0 + ddsϕ(vε(s))
+
d
ds
∫
Ω
β̂ε
(
vε(s) +m0
)
dx+
d
ds
∫
Γ
β̂Γ,ε
(
vΓ,ε(s) +m0
)
dΓ
≤
1
4
∣∣v′ε(s)∣∣2V ∗
0
+
∫
Ω
∣∣∇π(vε(s) +m0)∣∣2dx+ ∫
Γ
∣∣∇ΓπΓ(vΓ,ε(s) +m0)∣∣2dΓ + (f (s), v′ε(s))H
for a.a. s ∈ (0, T ). Integrating it over (0, t) with respect to s, in view of (4.1), (A2) and
(A7) we infer that
ε
∫ t
0
∣∣v′ε(s)∣∣2H0ds+ 34
∫ t
0
∣∣v′ε(s)∣∣2V ∗
0
ds+
1
2
∣∣vε(t)∣∣2
V 0
+
∫
Ω
β̂ε
(
uε(t)
)
dx+
∫
Γ
β̂Γ,ε
(
uΓ,ε(t)
)
dΓ
≤
1
2
|v0|
2
V 0
+
∫
Ω
β̂(u0)dx+
∫
Γ
β̂Γ(u0Γ)dΓ
+ L2
∫ t
0
∫
Ω
∣∣∇vε(s)∣∣2dxds+ L2Γ
∫ t
0
∫
Γ
∣∣∇Γvε(s)∣∣2dΓds+ ∫ t
0
(
f (s), v′ε(s)
)
H
ds (4.19)
for all t ∈ [0, T ]. Let us now recall (A5): if f ∈ W 1,1(0, T ;H), we can integrate the last
term of (4.19) by parts in time. With the help of the Young inequality and (2.10) we
easily obtain∫ t
0
(
f (s), v′ε(s)
)
H
ds
=
(
f (t), vε(t)
)
H
−
(
f (0), v0
)
H
−
∫ t
0
(
f ′(s), vε(s)
)
H
ds
≤
1
4
∣∣vε(t)∣∣2
V 0
+
1
4
∣∣v0∣∣2
H
+
(
1
cp
+ 1
)∣∣f ∣∣2
C([0,T ];H)
+
1
c
1/2
p
∫ t
0
∣∣f ′(s)∣∣
H
∣∣vε(s)∣∣
V 0
ds.
Combinig this with (4.19) and applying the Gronwall lemma in the form of [3, Lemme A.5,
p. 157], there is a positive constant M2, depending only on |v0|V 0 , cp, |β̂(u0)|L1(Ω),
|β̂Γ(u0Γ)|L1(Γ), L, LΓ, M1 and |f |W 1,1(0,T ;H), such that (4.18) holds. On the other hand, if
f ∈ L2(0, T ;V ) in (A5) it suffices to observe that∫ t
0
(
f(s), v′ε(s)
)
H
ds =
∫ t
0
〈
v′ε(s),Pf (s)
〉
V
∗
0
,V 0
ds ≤
1
4
∫ t
0
∣∣v′ε(s)∣∣2V ∗
0
ds+
∣∣f ∣∣2
L2(0,T ;V )
and collecting this and (4.19) leads to the estimate (4.18) with a small change in the
dependencies of M2. 
16 Equation and boundary condition of Cahn–Hilliard type
Lemma 4.3. There exist two positive constants M3 and M4, independent of ε ∈ (0, 1],
such that ∣∣βε(uε)∣∣L2(0,T ;L1(Ω)) + ∣∣βΓ,ε(uΓ,ε)∣∣L2(0,T ;L1(Γ)) ≤M3, (4.20)
|ωε|L2(0,T ) +
∣∣µε∣∣L2(0,T ;V ) ≤M4. (4.21)
Proof. Recalling (4.15) and (4.16), we easily infer that
δ0
∫
Ω
∣∣βε(uε(s))∣∣dx+ δ0 ∫
Γ
∣∣βΓ,ε(uΓ,ε(s))∣∣dΓ
≤ c1
(
|Ω|+ |Γ|
)
+
(
f (s)− pi
(
uε(s)
)
− εv′ε(s), vε(s)
)
H
− (v′ε(s), vε(s))V ∗0 (4.22)
for a.a. s ∈ (0, T ). Hence, by squaring we have(
δ0
∫
Ω
∣∣βε(uε(s))∣∣dx+ δ0 ∫
Γ
∣∣βΓ,ε(uΓ,ε(s))∣∣dΓ
)2
≤ 3c 21
(
|Ω|+ |Γ|
)2
+ 9
(∣∣f (s)∣∣2
H
+
∣∣pi(uε(s))∣∣2
H
+ ε2
∣∣v′ε(s)∣∣2H0
)∣∣vε(s)∣∣2
H0
+ 3
∣∣v′ε(s)∣∣2V ∗
0
∣∣vε(s)∣∣2
V
∗
0
for a.a. s ∈ (0, T ).
Then, due to Lemma 4.2, there exists a positive constant M3, depending on δ0, c1, T , |Ω|,
|Γ|, M2, L, LΓ, |π(m0)|, |πΓ(m0)|, |f |L2(0,T ;H) and independent of ε ∈ (0, 1], such that
(4.20) holds. Next, from the definition of ωε, given by (4.6), we have
|ωε(t)|
2 ≤
6(
|Ω|+ |Γ|
)2 {∣∣βε(uε(t))∣∣2L1(Ω) + ∣∣π(uε(t))∣∣2L1(Ω) + |Ω|∣∣f(t)∣∣2H
+
∣∣βΓ,ε(uΓ,ε(t))∣∣2L1(Γ) + ∣∣πΓ(uΓ,ε(t))∣∣2L1(Γ) + |Γ|∣∣fΓ(t)∣∣2HΓ
}
.
Then, by integrating over (0, T ), it follows that there is a positive constant M˜4, depending
only on |Ω|, |Γ|, M2, M3, L, LΓ, |π(m0)|, |πΓ(m0)| and |f |L2(0,T ;H), such that
|ωε|L2(0,T ) ≤ M˜4.
At this point, we test (4.7) at time s ∈ (0, T ) by Pµε(s) ∈ V 0 and obtain〈
F
(
Pµε(s)
)
,Pµε(s)
〉
V
∗
0
,V 0
= −
〈
v′ε(s),Pµε(s)
〉
V
∗
0
,V 0
for a.a. s ∈ (0, T ). Then, in view of (2.10) we deduce that∣∣Pµε(s)∣∣V 0 ≤ ∣∣v′ε(s)∣∣V ∗0
and ∣∣µε(s)∣∣V ≤ ∣∣Pµε(s)∣∣V + ∣∣ωε(s)1∣∣V
≤ c−1/2p
∣∣Pµε(s)∣∣V 0 + (|Ω|+ |Γ|)1/2|ωε(s)|
whence (4.21) follows by squaring and integrating over (0, T ), on account of the estimate
for |v′ε|L2(0,T ;V ∗0) in (4.18). 
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Lemma 4.4. There exist two positive constants M5 and M6, independent of ε ∈ (0, 1],
such that ∣∣βε(uε)∣∣L2(0,T ;H) + ∣∣βε(uΓ,ε)∣∣L2(0,T ;HΓ) ≤M5, (4.23)
|∆vε|L2(0,T ;H) + |vε|L2(0,T ;H3/2(Ω)) + |∂νvε|L2(0,T ;HΓ) ≤ M6. (4.24)
Proof. We test (4.10) by βε(uε) ∈ L
2(0, T ;V ) and use (4.11), by noting that (βε(uε))|Γ =
βε(uΓ,ε) ∈ L
2(0, T ;VΓ) as well. Then, by integrating over Ω, we infer that∫
Ω
β ′ε
(
uε(s)
)∣∣∇vε(s)∣∣2dx+ ∣∣βε(uε(s))∣∣2H
+
∫
Γ
β ′ε
(
uΓ,ε(s)
)∣∣∇ΓvΓ,ε(s)∣∣2dΓ + ∫
Γ
βΓ,ε
(
uΓ,ε(s)
)
βε
(
uΓ,ε(s)
)
dΓ
≤
(
f(s) + µε(s)− ε∂tvε(s)− π
(
uε(s)
)
, βε
(
uε(s)
))
H
+
(
fΓ(s) + µΓ,ε(s)− ε∂tvΓ,ε(s)− πΓ
(
uΓ,ε(s)
)
, βε
(
uΓ,ε(s)
))
HΓ
for a.a. s ∈ (0, T ). Recalling now the condition (4.2) we deduce that∫
Γ
βΓ,ε
(
uΓ,ε(s)
)
βε
(
uΓ,ε(s)
)
dΓ =
∫
Γ
∣∣βΓ,ε(uΓ,ε(s))∣∣∣∣βε(uΓ,ε(s))∣∣dΓ
≥
1
̺
∫
Γ
∣∣βε(uΓ,ε(s))∣∣2dΓ− c0
̺
∫
Γ
∣∣βε(uΓ,ε(s))∣∣dΓ
≥
1
2̺
∫
Γ
∣∣βε(uΓ,ε(s))∣∣2dΓ− c20
2̺
|Γ|,
because βε(r) and βΓ,ε(r) have the same sign for all r ∈ R. Also, we observe that∫
Ω
β ′ε
(
uε(s)
)∣∣∇vε(s)∣∣2dx ≥ 0, ∫
Γ
β ′ε
(
uΓ,ε(s)
)∣∣∇ΓvΓ,ε(s)∣∣2dΓ ≥ 0.
Moreover, by the Young inequality and the Lipschitz continuity of π and πΓ we can find
a positive constant M˜5, independent of ε ∈ (0, 1], such that(
f(s) + µε(s)− π
(
uε(s)
)
, βε
(
uε(s)
))
H
≤
1
2
∣∣βε(uε(s))∣∣2H + M˜5(1 + ∣∣f(s)∣∣2H + ∣∣µε(s)∣∣2H + ∣∣vε(s)∣∣2H + ε∣∣∂tvε(s)∣∣2H),(
fΓ(s) + µΓ,ε(s)− πΓ
(
uΓ,ε(s)
)
, βε
(
uΓ,ε(s)
))
HΓ
≤
1
4̺
∣∣βε(uΓ,ε(s))∣∣2HΓ + ̺M˜5(1 + ∣∣fΓ(s)∣∣2HΓ + ∣∣µΓ,ε(s)∣∣2HΓ + ∣∣vΓ,ε(s)∣∣2HΓ + ε∣∣∂tvΓ,ε(s)∣∣2HΓ).
Combining the above inequalities, integrating in (0, T ) with respect to s and recalling
(4.18) and (4.21) we infer that
1
2
∫ T
0
∣∣βε(uε(s))∣∣2Hds+ 14̺
∫ T
0
∣∣βε(uΓ,ε(s))∣∣2HΓds
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is bounded independently of ε, that is, there is a positive constant M5, independent of
ε ∈ (0, 1], such that ∣∣βε(uε)∣∣L2(0,T ;H) + ∣∣βε(uΓ,ε)∣∣L2(0,T ;HΓ) ≤M5.
Now, we can compare the terms in (4.10) and conclude that |∆vε|L2(0,T ;H) is uniformly
bounded as well. Hence, with the help of Lemma 4.1 and applying the theory of the
elliptic regularity (see, e.g., [4, Thm. 3.2, p. 1.79]), we have that
|vε|L2(0,T ;H3/2(Ω)) ≤ M˜6
and, owing to the trace theory (see, e.g., [4, Thm. 2.25, p. 1.62]), that
|∂νvε|L2(0,T ;HΓ) ≤ M˜6
for some positive constant M˜6 that is independent of ε ∈ (0, 1]. Thus, the lemma is
completely proved. 
Lemma 4.5. There exist two positive constants M7 and M8, independent of ε ∈ (0, 1],
such that ∣∣βΓ,ε(uΓ,ε)∣∣L2(0,T ;HΓ) ≤M7, |vε|L2(0,T ;W ) ≤M8. (4.25)
Proof. We test (4.11) by βΓ,ε(uΓ,ε) ∈ L
2(0, T ;VΓ) and integrate it on the boundary Γ,
deducing that∫
Γ
β ′Γ,ε
(
uΓ,ε(s)
)∣∣∇ΓvΓ,ε(s)∣∣2dΓ + ∣∣βΓ,ε(uΓ,ε(s))∣∣2HΓ
≤
(
fΓ(s) + µΓ(s)− ε∂tvΓ,ε(s)− ∂νvε(s)− πΓ
(
uΓ,ε(s)
)
, βΓ,ε
(
uΓ,ε(s)
))
HΓ
≤
1
2
∣∣βΓ,ε(uΓ,ε(s))∣∣2HΓ
+ 3
(∣∣fΓ(s)∣∣2HΓ + ∣∣µΓ(s)∣∣2HΓ + ε∣∣∂tvΓ,ε(s)∣∣2HΓ + ∣∣∂νvε(s)∣∣2HΓ + ∣∣πΓ(uΓ,ε(s))∣∣2HΓ
)
for a.a. s ∈ (0, T ). By neglecting the first positive contribution and integrating over (0, T ),
we find out that there is a positive constant M7, depending only on |fΓ|L2(0,T ;HΓ), M4, M2,
M6, LΓ, |πΓ(m0)|, |Γ| and T , such that∣∣βΓ,ε(uΓ,ε)∣∣L2(0,T ;HΓ) ≤M7.
Thanks to (4.14) and (4.24), by comparison in (4.11) we also infer that |∆ΓvΓ,ε|L2(0,T ;HΓ)
is bounded independently of ε ∈ (0, 1], and consequently (see, e.g., [19, Sect. 4.2]),
|vΓ,ε|L2(0,T ;H2(Γ)) ≤
(
|vΓ,ε|
2
L2(0,T ;VΓ)
+ |∆ΓvΓ,ε|
2
L2(0,T ;HΓ)
)1/2
≤ M˜8. (4.26)
for some constant M˜8. Then, using the theory of the elliptic regularity (see, e.g., [4,
Thm. 3.2, p. 1.79], by virtue of (4.14) and (4.24) it follows that |vε|L2(0,T ;H2(Ω)) is uniformly
bounded, whence (cf. (4.26))
|vε|L2(0,T ;W ) ≤M8
for some positive constant M8 independent of ε ∈ (0, 1]. Hence, (4.25) is proved. 
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4.3 Passage to the limit as ε→ 0
In this subsection, we conclude the existence proof by passing to the limit in the approx-
imating problem as ε→ 0. Indeed, owing to the estimates stated in Lemmas from 4.1 to
4.5, there exist a subsequence of ε (not relabeled) and some limit functions v, µ, ξ, ξΓ
and ω such that
vε → v weakly star in H
1(0, T ;V ∗0) ∩ L
∞(0, T ;V 0) ∩ L
2
(
0, T ;W
)
, (4.27)
εvε → 0 strongly in H
1(0, T ;H0), (4.28)
µε → µ weakly in L
2(0, T ;V ), (4.29)
βε(uε)→ ξ weakly in L
2(0, T ;H), (4.30)
βΓ,ε(uΓ,ε)→ ξΓ weakly in L
2(0, T ;HΓ), (4.31)
ωε → ω weakly in L
2(0, T ). (4.32)
From (4.27), due a well-known compactness results (see, e.g., [23, Sect. 8, Cor. 4]) we
obtain
vε → v strongly in C
(
[0, T ];H0
)
∩ L2(0, T ;V 0), (4.33)
which also entails
uε → u = v +m01 strongly in C
(
[0, T ];H
)
∩ L2(0, T ;V ), (4.34)
as ε→ 0. We point out that (4.33) implies v(0) = v0, that is,
v(0) = v0 a.e. in Ω, vΓ(0) = v0Γ a.e. on Γ.
Moreover, (4.34) and the Lipschitz continuity of π and πΓ ensure that
pi(uε)→ pi(u) strongly in C
(
[0, T ];H
)
,
whence (cf. (4.6)) ω = m(ξ + pi(u) − f) with ξ = (ξ, ξγ). Moreover, by applying [2,
Prop. 2.2, p. 38] and using (4.30)–(4.31) with (4.34), we deduce that
ξ ∈ β(u) a.e. in Q, ξΓ ∈ βΓ(uΓ) a.e. on Σ
due to the maximal monotonicity of β and βΓ. At this point, we can pass to the limit in
(4.8)–(4.9) obtaining (2.11)–(2.12). Thus, it turns out that the triplet (v,µ, ξ) is a weak
solution of (P).
4.4 Regularity result
In this subsection, we try to prove a regularity estimate allowing us to fix a strong solution
of (P). Then, our third theorem deals with the existence of the strong solution. To this
aim, we introduce the following additional regularity assumptions for f and u0:
(A8) f ∈ H1(0, T ;H);
(A9) u0 ∈W and the family {−∂ϕ(u0−m01)−βε(u0)−pi(u0) + f (0) : ε ∈ (0, ε0]} is
bounded in V for some ε0 ∈ (0, 1].
These assumptions, in particular (A9), can be compared with the analogous ones in [12].
Let us point out that (A8) entails the validity of (A1) and (A5).
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Theorem 2.3. Under the assumptions (A3), (A4), (A6)–(A9), there exists a strong
solution of (P).
Proof. Recall (4.3)–(4.4) at times s, s+h ∈ (0, T ). Take the difference of them and test
the resultant by vε(s+ h)− vε(s) where 0 < h < T − s. Then, by virtue of (A4) and the
compactness inequality (3.2), we have that
ε
2
d
ds
∣∣vε(s+ h)− vε(s)∣∣2
H0
+
1
2
d
ds
∣∣vε(s+ h)− vε(s)∣∣2
V
∗
0
+
∣∣vε(s+ h)− vε(s)∣∣2
V 0
+
(
βε
(
uε(s)
)
− βε
(
uε(s+ h)
)
, vε(s+ h)− vε(s)
)
H
≤ (L+ LΓ)
∣∣vε(s+ h)− vε(s)∣∣2
H
+
1
2
∣∣f ε(s+ h)− f ε(s)∣∣2H + 12 ∣∣vε(s+ h)− vε(s)∣∣2H
≤
1
2
∣∣f ε(s+ h)− f ε(s)∣∣2H + δ˜∣∣vε(s+ h)− vε(s)∣∣2V 0 + cδ˜∣∣vε(s+ h)− vε(s)∣∣2V ∗0
for a.a. s ∈ (0, T ), where δ˜ > 0 and cδ˜ > 0 is a constant depending on L, LΓ. Taking
δ˜ = 1/2, dividing the resultant by h2, integrating it over (0, t) with respect to s, and using
the monotonicity of β, we infer that
ε
2
∣∣∣∣vε(t+ h)− vε(t)h
∣∣∣∣2
H0
+
1
2
∣∣∣∣vε(t+ h)− vε(t)h
∣∣∣∣2
V
∗
0
+
1
2
∫ t
0
∣∣∣∣vε(s+ h)− vε(s)h
∣∣∣∣2
V 0
ds
≤
ε
2
∣∣∣∣vε(h)− v0h
∣∣∣∣2
H0
+
1
2
∣∣∣∣vε(h)− v0h
∣∣∣∣2
V
∗
0
+
1
2
∫ t
0
∣∣∣∣f (s+ h)− f (s)h
∣∣∣∣2
H
ds+ cδ˜
∫ t
0
∣∣∣∣vε(s+ h)− vε(s)h
∣∣∣∣2
V
∗
0
ds.
Now, we need that the first two terms in the right hand side remain bounded, uniformly
for all h > 0 sufficiently small. Therefore, we go back to (4.3) and integrate it from 0 to
h, then test by (vε(h)− v0)/h
2 getting
ε
2
∣∣∣∣vε(h)− v0h
∣∣∣∣2
H0
+
1
2
∣∣∣∣vε(h)− v0h
∣∣∣∣2
V
∗
0
≤ −
(
vε(h)− v0
h
,
1
h
∫ h
0
P
(
∂ϕ
(
vε(s)
)
+ βε
(
uε(s)
)
+ pi
(
uε(s)
)
− f(s)
)
ds
)
H0
≤
1
4
∣∣∣∣vε(h)− v0h
∣∣∣∣2
V
∗
0
+
∣∣∣∣1h
∫ h
0
(
∂ϕ
(
vε(s)
)
+ βε
(
uε(s)
)
+ pi
(
uε(s)
)
− f (s)
)
ds
∣∣∣∣
2
V
, (4.35)
where we have used some properties of the projection operator P defined by (2.26), in
particular that |Pz|V 0 ≤ |z|V for all z ∈ V . In order that the last quantity in (4.35) be
bounded, we need that v0 = u0 −m01 ∈ D(∂ϕ) and especially that
−∂ϕ(v0)− βε(u0)− pi(u0) + f (0)
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remains bounded in V for all ε ∈ (0, ε0] (compare with the assumption (2.40) in the
paper [12] and see the comments just following (2.40)). Therefore, thanks to (A8) and
(A9), the Gronwall inequality implies that the functions
t 7→
vε(t+ h)− vε(t)
h
are bounded in L∞(0, T − h;V ∗0) ∩ L
2(0, T − h;V 0), and
t 7→ ε1/2
vε(t+ h)− vε(t)
h
are bounded in L∞(0, T − h;H0) uniformly with respect to ε ∈ (0, ε0], so that passing to
the limit as h→ 0 we obtain the bounds
ε1/2|v′ε|L∞(0,T ;H0) + |v
′
ε|L∞(0,T ;V ∗0) + |v
′
ε|L2(0,T ;V 0) ≤M9, (4.36)
where M9 is a positive constant, independent of ε ∈ (0, ε0]. From estimate (4.36) it
follows that the estimates for {βε(uε)} and {βΓ,ε(uΓ,ε)} in (4.14) can be improved, since
the left hand side of (4.3) is now bounded in L∞(0, T ;V ∗0) so that we can test (4.3) by
vε (bounded in L
∞(0, T ;V 0)) and argue as in (4.16), but without a final integration in
time. Proceeding in this way, we obtain∣∣βε(uε)∣∣L∞(0,T ;L1(Ω)) + ∣∣βΓ,ε(uΓ,ε)∣∣L∞(0,T ;L1(Γ)) ≤ M10.
Also, the estimates (4.21) can be improved to
|ωε|L∞(0,T ) +
∣∣µε∣∣L∞(0,T ;V ) ≤M11,
since v′ε is bounded in L
∞(0, T ;V ∗0) and f ∈ L
∞(0, T ;H). At this point, we can proceed
analogously in modifying Lemmas 4.4 and 4.5 without making the final integrations over
(0, T ) in the proofs, but deducing L∞ bounds. In particular we find that∣∣βε(uε)∣∣L∞(0,T ;H) ≤ M12,
|∂νvε|L∞(0,T ;HΓ) ≤ M12,∣∣βΓ,ε(uΓ,ε)∣∣L∞(0,T ;HΓ) ≤M12,
|vε|L∞(0,T ;W ) ≤ M12
in the specified order. Of course, M10, M11 and M12 are positive constants independent
of ε ∈ (0, ε0]. Now, in the subsequent passage to the limit as ε → 0, for the solution we
derive the additional properties that
v ∈ W 1,∞(0, T ;V ∗0) ∩H
1(0, T ;V 0) ∩ L
∞(0, T ;W ),
µ ∈ L∞(0, T ;V ), ξ ∈ L∞(0, T ;H).
Under these regularities, (2.11) can be rewritten as (cf. Remark 2)∫
Ω
∂tv(t)zdx+
∫
Γ
∂tvΓ(t)zΓdΓ +
∫
Ω
∇µ(t) · ∇zdx+
∫
Γ
∇ΓµΓ(t) · ∇ΓzΓdΓ = 0
for all z = (z, zΓ) ∈ V , for a.a. t ∈ (0, T ). (4.37)
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Then, taking a test element z = (z, 0), with z ∈ D(Q), in (4.37) and integrating over
(0, T ), we are led to the equation
∂tv −∆µ = 0 in D
′(Q).
This implies that ∆µ ∈ L2(0, T ;H1(Ω)), due to the regularity of ∂tv. Moreover, thanks
to the fact that ∂tu = ∂tv, we also have ∂tu − ∆µ = 0 a.e. in Q. Furthermore, in
view of µΓ ∈ L
∞(0, T ;VΓ), we obtain the regularities (see, e.g., [4, Thm. 3.2, p. 1.79]
and [4, Thm. 2.25, p. 1.62])
µ ∈ L2
(
0, T ;H3/2(Ω)
)
, ∂νµ ∈ L
2(0, T ;HΓ)
by the trace theorem. The last condition implies that the boundary equation
∂tuΓ + ∂νµ−∆ΓµΓ = 0 holds true in L
2(0, T ;HΓ) and a.e. on Σ,
and provides additional regularity for µΓ: µΓ ∈ L
2
(
0, T ;H2(Γ)
)
, which even yields
µ ∈ L2
(
0, T ;H5/2(Ω)
)
. (4.38)
Thus, all the regularities for the strong solution specified in Definition 2.2 are finally
obtained, with the further regularity (4.38), and equations and conditions (2.14)–(2.18)
are satisfied. 
5 Appendix
We use the same notation as in the previous sections for function spaces.
Lemma A. Let Ω ⊂ Rd, d = 2, 3, be bounded, connected and smooth enough. Then,
there exists cp > 0 such that
cp|z|
2
V
≤ |z|2
V 0
for all z ∈ V 0.
Proof. It suffices to show that there exist Cp > 0 such that
|z|2H + |zΓ|
2
HΓ
≤ Cp
(
|∇z|2Hd + |∇ΓzΓ|
2
Hd
Γ
)
for all z := (z, zΓ) ∈ V 0.
If this is not the case, for any n ∈ N one can find z˜n := (z˜n, z˜Γ,n) ∈ V 0 such that
|z˜n|
2
H + |z˜Γ,n|
2
HΓ
> n
(
|∇z˜n|
2
Hd + |∇Γz˜Γ,n|
2
Hd
Γ
)
.
Taking zn := z˜n/(|z˜n|
2
H + |z˜Γ,n|
2
HΓ
)1/2, then (zn)|Γ = z˜Γ,n/(|z˜n|
2
H + |z˜Γ,n|
2
HΓ
)1/2. Therefore,
if we set zn := (zn, zΓ,n) with zΓ,n := (zn)|Γ, we see that zn ∈ V 0 and
1 = |zn|
2
H + |zΓ,n|
2
HΓ
> n
(
|∇zn|
2
Hd + |∇ΓzΓ,n|
2
Hd
Γ
)
for all n ∈ N; (5.1)
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hence, we have
|zn|
2
H ≤ 1, |zΓ,n|
2
HΓ
≤ 1, |∇zn|
2
Hd ≤
1
n
, |∇ΓzΓ,n|
2
Hd
Γ
≤
1
n
for all n ∈ N.
These inequalities imply that there exist a subsequence of n (not relabeled) and some
limit function z := (z, zΓ) ∈ V such that
zn → z weakly in V, strongly in H, (5.2)
zΓ,n → zΓ weakly in VΓ, strongly in HΓ (5.3)
as n→∞,
∇z = 0 a.e. in Ω, ∇ΓzΓ = 0 a.e. on Γ, (5.4)∫
Ω
zdx+
∫
Γ
zΓdΓ = 0; (5.5)
here the property (5.5) implies that z ∈ V 0. Now, since Ω is connected condition (5.4)
entails that z and zΓ are the same constant function. From (5.1)–(5.3) we have |z|H0 = 1,
that is, z 6= 0 and zΓ 6= 0, however in contradiction with (5.5). This completes the proof
of Lemma A. 
Lemma B. V 0 is densely and compactly embedded into H0.
Proof. The strategy of the proof is essentially same as in [10, Prop. A1.1]. For a fixed
z = (z, zΓ) ∈H0 and for n ∈ N, consider the following elliptic problem:
zn −
1
n
∆zn = z a.e. in Ω, (5.6)
1
n
∂νzn + (zn)|Γ = zΓ a.e. on Γ. (5.7)
Is is not difficult to check that (see, e.g., [10, Prop. A1.1]) this sequence zn := (zn, zΓ,n),
with zΓ,n := (zn)|Γ, satisfies
zn → z strongly in H as n→ +∞.
Moreover, thanks to z ∈H0 we obtain∫
Ω
zndx+
∫
Γ
zΓ,ndΓ =
∫
Ω
(
z +
1
n
∆zn
)
dx+
∫
Γ
(
zΓ −
1
n
∂νzn
)
dΓ
=
(∫
Ω
zdx+
∫
Γ
zΓdΓ
)
+
1
n
(∫
Ω
div∇zndx−
∫
Γ
∂νzndΓ
)
= 0.
This means that {zn}n∈N ⊂ H0, that is, V 0 is dense in H0. Next, from the compact
embeddings V ⊂ H and VΓ ⊂ H , we easily see that for any bounded sequence {zn}n∈N in
V 0, the sequences of each component, {zn}n∈N and {zΓ,n}n∈N, have common subsequences
that converge strongly to some limit functions z and zΓ, respectively. Therefore, we
complete the proof of Lemma B. 
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Lemma C. Let ϕ :H0 → [0,+∞] be defined by (4.23). Then the subdifferential ∂ϕ on
H0 is characterized by
∂ϕ(z) = (−∆z, ∂νz −∆ΓzΓ) with z = (z, zΓ) ∈ D(∂ϕ) =W ∩ V 0.
Proof. Let z∗ := (z∗, z∗Γ) ∈ ∂ϕ(z) in H0. Then, from the definition of subdifferential it
is straightforward to obtain
(z∗, z˜)H0 = (∇z,∇z˜)Hd + (∇ΓzΓ,∇Γz˜Γ)Hd
Γ
for all z˜ := (z˜, z˜Γ) ∈ V 0. (5.8)
For each z˜ ∈ D(Ω), put z˜ = (z˜, 0) and take the test function P z˜ ∈ V 0 above. Using the
property (2.27) we infer that∫
Ω
z∗z˜dx = (z∗, z˜)H = (z
∗,P z˜)H0
=
(
∇z,∇
(
z˜ −m(z˜)
))
Hd
+
(
∇ΓzΓ,∇Γ
(
0−m(z˜)
))
Hd
Γ
= (∇z,∇z˜)Hd,
namely, z∗ = −∆z in D′(Ω). Now, as z = (z, zΓ) ∈ D(ϕ) = V 0, we have that the trace
z|Γ = zΓ is in VΓ and −∆z = z
∗ lies in H . Hence, from the theory for elliptic regularity
(see, e.g., [4, Thm. 3.2, p. 1.79]), it follows that z ∈ H3/2(Ω). In turn, the trace theory
implies that ∂νz ∈ HΓ (cf. [4, Thm. 2.25, p. 1.62]). Then, recalling (5.8), for a general
test function z˜ ∈ V 0 we have that
(z∗, z˜)H0 = (z
∗, z˜)H + (z
∗
Γ, z˜Γ)HΓ
= (∇z,∇z˜)Hd + (∇ΓzΓ,∇Γz˜Γ)Hd
Γ
= −(∆z, z˜)H + (∂νz, z˜Γ)HΓ + (∇ΓzΓ,∇Γz˜Γ)Hd
Γ
,
whence, being −∆z = z∗ in H , we deduce that
(z∗Γ − ∂νz, z˜Γ)HΓ = (∇ΓzΓ,∇Γz˜Γ)Hd
Γ
.
The last equality implies that −∆ΓzΓ = z
∗
Γ − ∂νz is in HΓ and consequently zΓ ∈ H
2(Γ)
follows from the boundary version of the elliptic regularity theory. Since zΓ is the trace
of z on the boundary Γ and is sufficiently smooth (indeed, zΓ ∈ H
3/2(Γ)), by the elliptic
regularity again we conclude that z ∈ H2(Ω), which finally leads to D(∂ϕ) =W ∩V 0. 
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