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1. INTRODUCTION 
We denote by Pn the class of all polynomials p(z) := nrzO p,,z’ of degree 
at most n. The sub-class gn,,,, consists of those polynomials which are 
monotonic on [ - 1, 11. The notation (1 I \I is used for the uniform norm on 
[ - 1, 11, i.e., 
Let p be an arbitrary polynomial belonging to S$. It was proved by 
A. A. Markov (for references ee [7]) that 
IP’(X)l d n2 IIPII (-ldxbl). (1) 
If T,,(x) := cos(n arccos x) is the Chebyshev polynomial of the first kind of 
degree n, then 
However, in (1) equality is possible only at - 1 and + 1 and that too only 
for a constant multiple of T,,. 
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Taking note of the oscillatory character of the extremal polynomial 
T, on ( - 1, 1) one might think that IIp’jI/jIpII would be much smaller 
if p were monotonic on ( - 1, 1). But it was observed by Bernstein (see 
[l, pp. 47-501) that it is not so. He proved that 
SUP IIP’II = 
P t .@I?. M i 1 y ZIIPII (2) 
if n is odd. In the case of even n the sign of equality is to be replaced by > . 
However, we note that the supremum of IIp’II/IIpII taken over those 
polynomials in gn,M which are typically real in D(0; 1) := {z: IzI < 1 } is not 
so large. Let us recall that a function f(z) := C,“=, u,z” holomorphic in 
D(0; 1) is said to be typically real if [8, p. 941 it assumes real values only 
for real values of z and maps the upper half of the unit disk into the upper 
half-plane. In analytic terms, this is equivalent to the condition 
vf(z)}>O in D(0; 1). 
Considering, for arbitrary x0 E (- 1, 1) and sufficiently small E > 0, the 
image of the upper half of the disk {z: Iz- x01 <E} under the mapping 
z *f(z), we readily see that f’ cannot vanish on (- 1, 1) if f is typically 
real in D(0; 1). In view of (3), f’( x ) zs, indeed, positive for - 1 < x < 1. 
Thus, a typically real function is monotonic increasing on the unit interval. 
Let us denote by gn,TR the sub-class of gn consisting of typically real poly- 
nomials. We know that gnln,rR c Yn,M. The main purpose of this paper is to 
obtain the sharp analogue of (1) for polynomials in pn,TR as well as some 
coefficient estimates. It would be interesting to find the exact value of 
suPp.qTR (IP’(~MlPll) f oreachgiventin C-1, l].Theanswerfor<=+l 
is contained in the proof of Theorem 1 and for r = 0 it is given by 
Theorem 2. 
THEOREM 1. Zf p E P& then 
q IIPII if n is odd 
IIP’II G 
s; IIPII if n is even. 
(4) 
The estimate is sharp for each n. 
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THEOREM 2. up(z) := C;=, p,,zl’ E 9ti?p,.TR then 
IPI I G 
if’ n is odd 
if n is even. 
(5) 
The estimate is best possible. 
2. SOME AUXILIARY RESULTS 
2.1. For the proof of Theorem 1 we need the following result about 
typically real functions bounded on the unit interval. 
LEMMA 1. Let ,f he typically real in D(0; 1) and If(x)1 d 1 .for 
-1 <XC 1. Then 
If’(*~)l 6 2 
1 -f’(x) 
1-x2 for -l<x<l. (6) 
The estimate is sharp for each x. 
Proof. The hypothesis implies that f maps D(0; 1) onto a subset of 
G := C\{ (- co, - 1) u (1, co)} with f(0) =O, i.e., f is subordinate [6, Sec- 
tion 2.11 to 2z/( 1 + z’). Thus, in the standard notation 
t+. (7) 
Hence there exists a function o holomorphic in D(0; 1) with lo( < 1 
such that 
f(z)= 20(z) 
1 + 02(z)’ 
zED(0; 1). (8) 
From this we obtain 
f'(z)= 2 l:;;z)( :y:$)' 
=2 1 -Q?(z) 
w’(z) (1 -f*(z)) 
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which in conjunction with the well known estimate 
1 - k-WI2 
b’(z)l 6 1 _ lzl2 9 zeD(O; 1) 
gives us 
‘f’(z)‘<2 “1--‘-$)‘, zED(0; 1). 
For real values of z this latter inequality reduces to (6). The example 
f(z) := 2z/( 1 + z2) shows that the estimate is sharp for each XE (- 1, 1). 
Remark 1. We wish to mention in passing the following consequence of 
(8). Note that (i) o(O) =O, which implies “lo(z)/ 6 JzI for z~D(0; l),” and 
that (ii) o(x) E [w for - 1 <x < 1. 
PROPOSITION 1. Under the conditions of Lemma 1 
If( d 32 zED(0; l), 
If( 6 $7, X6(-1,1). 
The example f(z) := 2z/( 1 + z’) shows that in (9) eqaulity is possible at 
each point of the form iy with - 1 < y < 1 whereas (10) is sharp for each 
XE(-1,l). 
2.2. For the proof of Theorem 1 we shall also need 
LEMMA 2. Let n he even and p E .~???f,~~. If 1 is a real zero of p(z)/z, then 
I4 2 (n +2)/n. 
Proof Without loss of generality we may assume II < - 1’ and 
p(x)/x#O for il<x< -A. We write p(z)=z(z-il)g(z). Then gEPnP2 
and, in view of (3) g(z) #O for z ED(O; 1). For h(z) := zg’(z)/g(z) we 
deduce h(0) = 0, Re h(z) < (n - 2)/2 for z E D(0; 1). Hence 
h(z) = (n - 2) cp(4 
v(z)- 1 ’ 
where IcJ$z)/ d (z[ for z E D(0; 1). Besides, cp is real on the unit interval and 
extends to the endpoints as a holomorphic function. We have 
p’(x) = g(x){2x - A+ (x - A) h(x)} > 0, g(x) z 0 
409.‘146!2-6 
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for x E [ - 1, 11. Since g(0) = - $(0)/i. > 0 we conclude that 
4d-‘i) 2x-i+(n-2)(x-A)----- 
v(x) - 1 
20 for XE [-I, 11. 
Hence, for all E > 0 and x E [ - 1, 1 ] we have 
1 -2x-(n-2)xcp(x)l(rp(x)- 1) 
-j”# l+E+(n--)cp(x)/(cp(x)-l). 
Since - 2 > 0 and the expression on the right-hand side tends to 0 as E + cc 
we must have (letting E + 0) 
* -2x-(n-2)xcp(x)l(cp(x)-l) 
--A2 l+(n-2)cp(?c)/(cp(x)-1) 
for XE C-1, 11. 
Thus -Aax(2-ncp(x))/((n- l)q(x)- 1) for XE C-1, 11. In particular 
for - 1 <x d 0 we obtain 
2 -v(x) 
Aq’x’(n-l)q)(x)-l. (11) 
Since cp is continuous, it maps [ - 1, 0] onto a compact interval [a, h] 
containing the origin. Besides l/(n - 1) 4 [a, b] or else (11) would be 
violated. Hence q(x) < l/(n - 1) for - 1 < x < 0. Taking x = - 1 in (11) we 
get 
Ad 
2-ncp(-1) 
(n-l)cp(-1)-l’ 
Now elementary calculus shows that the maximum of (2-nq( - l))/ 
((n-1)&-1)-1) in the range - 1 < cp( - 1) < l/(n - 1) occurs for 
cp(-1)=-l and so 1<(2+n)/(-n), i.e., jII>(n+2)/n. 
2.3. For the proof of Theorem 2 we need a result from [lo]. Let 
us denote by &?,, the sub-class of 9” consisting of polynomials p(z) := 
C:=, pVzy with pi R and Re p(z)20 in D(0; 1). Let 0 := (z,, . . . . z,}, 
s< n, where the zi are distinct complex numbers of modulus 1 and 
associate with it the matrix 
D, := 
z, ‘.’ 
Zl I 
0 
ZB 
I 1 
... z, 
z; “. z:, I. 
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Denote by 5%?,,(O) the set of polynomials p E S?,, with Re p(zj) = 0, zj E 0 
and the subset consisting of those with real coefficients by B?:(O). A vector 
d E [w x C” is called a positive multiplier for Se,(O) if Re d. p > 0 holds in 
%?,JO) except for p s 0. Finally, with 
c := (co, c,, . . . . c,) E Iw x @” 
and 0 as above associate the hermitian matrix 
T(c,@):=[;@ :], 
where 
co c, ‘.. c, 
c:= “.I co ... cn-I 
[- 2, F,-, ... co 
and 0 is the null matrix. Now we are ready to state 
LEMMA 3 [ 10, Corollary 33. Let 0 be such that z E 0 implies Z E 0. Let 
c, dER”+‘, d a positive multiplier for S?;(o). If ~min, A,,, are the smallest 
and the greatest solutions of the equation 
det( T(c - Ad, 0)) = 0 (12) 
then for p~Sf;(@), p f 0 
These bounds are best possible, 
3. PROOFS OF THEOREMS 1 AND 2 
3.1. Proof of Theorem 1. Let us assume, as we may, that llpll = 1. 
The result is obvious for n = 1. In the case n = 2 the polynomial must be 
of the form 
p(z) :=p1z(l -cIz), 
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where CI E [ - $, 41 by Lemma 2. Hence 
lI~‘ll~2lal+1~4=~+2~ ___ ___ -- 
II Pll /=I + 1 3 nt12’ 
Now let n 3 3. The hypothesis p E Pfl.rR implies that the zeros z,, 
z2, . ..) z, - , of p(z)/z all lie in {z: IzI 3 1 }. Further, in the case of even n, at 
least one of them, say, Z, , must (according to Lemma 2) be real and of 
modulus > (n + 2)/n. Thus whether n is even or odd we have 
(v= 1, 2, . ..) n- 1) 
for all x E ( - 1, 1) and in the CUE of even n we can even claim that 
n 1 
<-- 
n+12’ 
(14) 
Consequently, for - 1 < x < 1 
XP’b) 
O<---- 
P(X) 
n+l 
2 I- if n is odd .- ‘- nt2n (15) -- nt12 if n is even. 
Taking x= 0 in (6) we see that [pI( d 2, i.e., Ip’(O)l dy3 for n = 3 
whereas /p’(O)1 < y,, for n B 4. If at some point 5 in ( - 1, 1 )\{O} we had 
p’(r) > Y,, then from (6) in conjunction with (15) we would obtain 
which is a contradiction. Hence 0 < p’(x) < Y,, for all x in (- 1, l)\(O). By 
continuity 0 d p’(x) d yn on the closed interval [ - 1, 11. 
From the above proof and Theorem 2 it is clear that 1 p’(x)l{ll pll < yn 
for all x in (- 1, 1). But equality is possible in (4). Indeed, for odd n the 
polynomial P(z) := (2/(n + l))(z + z3 + .. + z”) belongs to Pnjl.rR as the 
criterion (3) readily shows; besides it is obvious that 
IlP’ll =P(l)=+q I(PI(. 
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For even n the polynomial [ 11, p. 2461 
Q(z):‘~3(l+~z)1-z 
“‘2+((n+2)/n)(z-z”+‘) 
(1 +z)3 (1 -z) 
belongs to YnVTR and 
381 
IIQ’II =QV,=~;=~; IIQII 
3.2. Proof of Theorem 2. If p(z) := plz + C:=, pvzy belongs to 
9 n,TR then so does p*(z) := f(p(z) - p( -z)) = p,z + p3z3 + ... which is 
odd and IIp*ll Q IIpII. Hence if pi(n) denotes the desired upper bound for 
Ip, I we have p,(n- l)=p,(n) for n euen. Hereafter we may assume that 
n is odd; besides, we need to study only odd polynomials p. Since p(x) 
is increasing on [ - 1, l] we have [/pII = p( 1) = -p( - 1). From this 
consideration it is clear that PI(n) = l/min(p(l)) if p runs through all 
normalized odd typically real polynomials of degree n. Let p be such a 
polynomial. In view of (3) the set of these polynomials is in one-to-one 
correspondence with the polynomials 
4(z):=(l -z)p$$E9;n+,i ((l>), q(0) = 1. 
Z 
Since p( 1) = - q’( 1 )/q(O) we conclude that 
1 q’(l) 
--=max q(O)’ p&4 
4=qn+1),2WH 
Hence according to Lemma 3, -l/p,(n) is the largest solution 1 of the 
equation 
D,(l) := 
m m-l m-2 m-3 
1 1 1 1 
. m 1 
.m-1 1 
. . 
. -1 1 
. 1 0 
=o 
. ‘m+Z)x(m+2) 
where m := (n + 1)/2. We subtract the second row from the first row, the 
third from the second and so on; then expand with respect to the last 
column. This gives 
382 
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-2-I l+E. 1 l... 1 1 
-1 -i,-1 l+i, l..- 1 1 
. 
. . . . 
. . . . 
-1 -1 -1 -1 ... -E.-l 1 +I 
1 1 1 l... 1 1 
Next we subtract the second column from the first, the third from the 
second and so on; then expand with respect o the last row. We thus obtain 
(see [4, p. 5281) 
where U,(x) = sin(m + 1 )O/sin 8, x = cos Q is the Chebyshev polynomial of 
the second kind of degree m. Hence the largest zero of D,(I) is 
-(l + cos(x/(m + 1))). ’ and Theorem 2 is proved. 
Remark 2. In the course of the above proof we have in fact established 
the following stronger result. 
THEOREM 2’. Zfp(z):=Cf=, pvz’~PnTTR then 
i 
1 + cos 
IP, I G 
;(lP(L)l+ IP(- if n is odd 
(16) 
1 + cos ;(lP(l)l+ IP(-l)l) if n is even. 
The estimate is best possible. 
4. SOME FURTHER COEFFICIENT ESTIMATES 
4.1. It was proved by Visser [12] that for all polynomials p(z) := 
Cz=, p,,z” of degree n > 1, 
lPol+lP,l~~a_~ IP(Z (17) 
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Further, for n b 3 we also have (see [2]) 
IP, I + IPn I 6 ;“=: IP(Z (18) 
In analogy with (17) it was proved in [S, Corollary 21 that if p(x) is real 
for real x, then 
IPOI + lP,l G2”-’ IIPII for odd n. (19) 
The sharp estimate 
IP,I+IPnI~~~+~“-‘~IIPIl for odd n, (20) 
valid for all p E zS$ is of course trivial. Here we prove 
THEOREM 3. Zfp(z) := C;=, pvzy E 9& then 
IP1 I + IPnl G 2 IIPII for odd n, (21) 
IPA+IPn~,l62llPll for even n. (22) 
The estimates are best possible. 
Proof: First let n be even. The polynomial p*(z) := $(p(z) - p( -z)) is 
of odd degree n- 1 and IIp*ll < ilpll. H ence if (21) is proved then (22) 
follows as a corollary. Thus it is enough to prove (21) and we only need 
to consider odd polynomials p. Once again we have I/ pII = p( 1) = - p( - 1). 
Thus it suffices to estimate the functionals 
Pl+Pn PI--Pn 
P(l) ’ P(l) . 
Writing 
q(z):+z)p~zp,+ . ..- pnZ(n+1)12 
Z 
we see that the functionals (23) are equivalent to 
40f4m 
-4’(l)’ 4(z) := f qJJ’lE~;({l},, &I=0 
(23) 
where m := (n + 1)/2. In order to determine the upper and lower bounds 
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Following a historical trail that begins with J. Radon’s 1910 dissertation, one is 
led, almost perchance, to a non-trivial Lagrange problem which displays a number 
of remarkable features: it is quasi-regular, an explicit representation of its extremals 
can be obtained by simple integrations, it admits-in spite of having transcendental 
constraints-linear variations, and, finally, its extremals do not even yield a weak 
extremum. 0 1990 Academic Press, Inc. 
1. INTRODUCTION 
J. Radon (who was born 100 years ago on December 16, 1887) con- 
sidered in his 1910 Vienna dissertation [l] homogeneous variational 
problems with integrands that contain, next to x, y, i, j, also jI and j, by 
introducing the parameter-invariants 8 and K, the angle of the tangent line 
and the curvature, and the arclength s as parameter to arrive at the 
problem of minimizing 
where the coordinates and directions of the endpoints of the solution 
x=x(s), y = y(s) are prescribed. In a generalization of Weierstrass’ 
problem where the integrand only depends on x, y, A?, j, he establishes 
necessary conditions for a minimum and sufficient conditions for weak and, 
what Zermelo called, semi-strong minima. He applied his theory to 
problems where the integrand only depends on K and showed that in such 
a case one may obtain the extremals by simple quadratures. 
The problem was later taken up by W. Blaschke who showed [2] that 
the extremals for the problem in three dimensions with the integrand fi 
are generalized helices (what Emil Mueller called “Boeschungslinien”) and 
397 
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where 
VI -1 
-1 ul 0 
) := 
0 rl -1 -1 q kxk 
Further expansion of 82 (A) (with respect to the first column of the two 
determinants) yields 
Since Qk(2x) is nothing but U,(x), the Chebyshev polynomial of the 
second kind of degree k, our equation is equivalent to 
(1 -/I). U,-,(l -A)- U,_,(l -A)= fl (24) 
where “ - ” corresponds to the functional (pl - p,)/p( 1) and “ +” to 
(p, + p,)/p( 1). Our problem will be solved if we find the largest 1 for which 
at least one of the two Eq. (24) is satisfied. For ,? = 2, we have 
-v,~,(-l)-v,~,(-l)=(-l)~+’ 
so that A= 2 solves one of the equations in (24) for every m. In order to 
complete the proof we need to check that 
burn-I(x)- ~,-,(X)l’l 
for 1x1 > 1; but this is in fact trivial. 
4.2. The next theorem gives a universal bound for the coefficients 
of a typically real function fin terms of Ilfll. 
THEOREM 4. Let f(z) :=C,“=l a,zy be typically real in D(0; 1) with 
If(x)l<l,forxE(-1,l). Then wehaoe 
/a,1 62 (v = 1, 2, . ..). (25) 
Proof: Following the usual notation let 
(‘4 * B)(z) := f tL,fi,z” 
“=O 
386 RAHMAN ANDRUSCHEWEYH 
be the Hadamard product of the functions A(z) :=C;=o x,,z’ and B(z) := 
z;=” /j,.z’ holomorphic in D(0; 1). Considering the function B,(z) := 
z/(1 +z2) which can be written as (1/2i)(l/(l - iz) - l/(1 + iz)) we see that 
(A * B,,)(z)=; {A(iz)-A(-iz)j 
Hence, B, has the property that 
;a=: I(P * &)(z)l G ;a=: Mz)l forall pEPn. (26) 
But then (see [9, Theorem 4.61) every function F subordinate to B, 
(F< B,) must also have this property. The hypothesis onfimplies (see (7)) 
that F: ZH if(z) is such a function. Hence 
;“=; I@ * &f,(z,l ,< f?“=; Ip( forall KEYS. (27) 
The desired estimate (25) follows on taking p(z) := z” in (27). 
The function f(z) := 2z/( 1 + z’) shows that (25) is sharp for odd v. The 
result is certainly not sharp for every v. In fact, for v = 2 the best possible 
estimate happens to be 1. This is contained in the following result. 
THEOREM 5. Let f(z) :=C;“= I a,zy be typically real in D(0; 1) with 
If(x)1 Q 1 for x E (- 1, 1). Then we have 
Ia21 da,C-a,). (28) 
The inequality is sharp for each admissible a,. 
Proof: Let us first observe that if w(z) := C,“=, b,z” is a typically real 
function mapping D(0; 1) into itself then 
lb21 <2b,(l -b,). (29) 
We may clearly assume 6, B 0. Since the function 
w(z) 
(1 -4z))2 
= b,z + (b2 + 2b:)z2 + ... 
is also typically real we obtain [3, Theorem 1. lo] 
6, + 26: < 2h, 
and so (29) holds. 
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If f(z) := C,“=, u,z” satisfies the conditions of Theorem 5 then there 
exists o(z) as above such that (8) holds. In particular we obtain a, = 2b,, 
a2 = 2b, which when combined with (29) gives us the desired inequality 
(28). 
The sharpness of (28) depends on that of (29) and so we need to study 
the relation 
4z) b,z 
(1 -o(z))*=(1. (30) 
However, (30) defines a conformal mapping w which maps D(0; 1) onto 
the unit disk slit along the segment [ - 1, - (1 - Ji-b,)/( 1 + ,,/=;)I. 
Hence o fulfills the condition to be typically real with Iw(z)l < 1 in D(0; 1). 
The corresponding function 2w(z)/( 1 + w’(z)) = a, z/( 1 - (2 - ai)z + z’) is 
extremal for (28). 
As an immediate consequence of Theorem 5 we have 
COROLLARY 1. Under the conditions of Theorem 5 
Ia, I G 1, 
la, I + la, I 6 $. 
(31) 
(32) 
Both inequalities are sharp. 
In (31) equality holds forf(z) := z/( 1 - z + z’) whereas in (32) it does for 
f(z) := 3z/(2 - z + 2z*). 
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