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Armijo-type condition for the determination
of a Generalized Cauchy Point in trust
region algorithms using exact or inexact
projections on convex constraints
by A. Sartenaer∗
Abstract. This paper considers some aspects of two classes of trust region methods
for solving constrained optimization problems. The first class proposed by Toint uses
techniques based on the explicitly calculated projected gradient while the second class
proposed by Conn, Gould, Sartenaer and Toint allows for inexact projections on the
constraints. We propose and analyze, for each class, a step-size rule in the spirit of the
Armijo rule for the determination of a Generalized Cauchy Point. We then prove under
mild assumptions that, in both cases, the classes preserve their theoretical properties
of global convergence and identification of the correct active set in a finite number of
iterations. Numerical issues are also discussed for both classes.
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B-5000 Namur, Belgium
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1 Introduction
The optimization problem we consider in this paper is that of finding a local solution of
min f(x) (1.1)
subject to the constraint
x ∈ X, (1.2)
where x is a vector of Rn, f(·) is a continuously differentiable function from Rn into R and X
is a non-empty closed convex subset of Rn, also called the feasible set. The methods discussed
here to solve this problem are of trust region type and make use of the projected gradient (or an
approximation of it) that allows, in particular, a swift determination of the constraints active
at the problem’s solution.
The gradient projection algorithm, originally proposed by Goldstein [13] and Levitin and
Polyak [14], is designed to solve problem (1.1)–(1.2) and computes iterates of the form
xk+1 = PX(xk − ak∇f(xk)), k = 1, 2, . . . (1.3)
where PX is the projection operator onto X defined by the property that, for all x ∈ R
n,
‖PX(x)− x‖ ≤ ‖y − x‖
for all y ∈ X (see [20, p. 239], for instance), and ak ≥ 0 is the step-size. In large scale
constrained problems, algorithms based on this method are of great interest, for they allow to
drop and add many constraints at each iteration. They are of course especially efficient when
the set X is such that the projection can be easily computed. This is the case, for instance,
when the constraints of the problem are simple bounds or of the form x1 ≤ x2 ≤ . . . ≤ xn
(where xi denotes the i-th component of the vector x) [4].
Among the existing step-size rules for choosing ak in (1.3), Bertsekas [1] proposed a gen-
eralization of the well-known Armijo rule for an efficient and easily implementable variation
of the gradient projection method. This type of rule has thereafter been studied by Gafni
and Bertsekas [12] and by Dunn (see [11] for instance). Bertsekas [3] also analyzed projected
Newton methods using Armijo-type rules for the problem min{f(x)|x ≥ 0}. More recently,
Calamai and More´ [5] generalized the Armijo-type rule proposed by Bertsekas [1] and consid-
ered a gradient projection method that selects the step-size ak using conditions on the model’s
decrease and the steplength that are in the spirit of Goldstein’s rules (see [2] for instance).
Trust region methods for nonlinear optimization problems are another important ingredient
of the present paper. One of the main ideas behind the trust region approach is the combi-
nation of a rather intuitive framework with a powerful theoretical foundation ensuring global
convergence to a stationary point (i. e. convergence even from starting points that are far away
from the problem’s solution). These methods are now well-known for their strong numerical
reliability and efficiency associated with robust convergence properties (see [15] for a survey
on this subject).
In an attempt to combine gradient projection and trust region methods advantages and
develop globally convergent algorithms that allow rapid changes in the set of active constraints,
Conn, Gould and Toint [6] first proposed and studied an algorithm for bound constrained
problems. Toint [19] and More´ [16] then derived some strong convergence results for algorithms
that consider the more general case where the feasible region is a convex set on which the
projection is computable at a reasonable cost. However, if the explicitly calculated projected
gradient is not available or too costly to obtain, the above methods are useless. For that reason,
Conn, Gould, Sartenaer and Toint proposed a class of trust region algorithms that uses inexact
projections on convex constraints [8].
As usual in trust region approaches, the algorithms cited in the previous paragraph build,
at each iteration k, a model mk of the objective function at the current feasible point xk,
and a trust region of radius ∆k around xk. Inside this trust region, the algorithms first use
the first order information given by the gradient to calculate a point that sufficiently reduces
the value of the model mk. This point denoted x
C
k and called Generalized Cauchy Point is
crucial to ensure the global convergence of the algorithms and is also used to predict which
of the convex constraints are satisfied at the problem’s solution. However, the Generalized
Cauchy Point is computed making use of the first order information only. Therefore, once
an estimate of the set of constraints active at the problem’s solution is determined using
the selected Generalized Cauchy Point, this last one is then possibly refined by computing
a point xk + sk, based on second order information, that provides fast ultimate (quadratic
or superlinear) rate of convergence. This stage may be performed, as in [18] for instance,
using a truncated conjugate gradient technique for finding an approximate solution to the
quadratic programming subproblem. The current iterate xk and the trust region radius ∆k are
then updated using a classical framework based on the ratio of the achieved to the predicted
reduction (see [8] and [19]). Typically,
xk+1 =
{
xk + sk if ρk > η1
xk if ρk ≤ η1
and
∆k+1 =


2∆k if ρk ≥ η2
∆k if η1 < ρk < η2
1
2
min(‖sk‖2, ∆k) if ρk ≤ η1,
where
ρk =
f(xk)− f(xk + sk)
mk(xk)−mk(xk + sk)
represents the ratio of the achieved to the predicted reduction of the objective function and
0 < η1 < η2 < 1 are appropriate numbers (η1 = 0.25 and η2 = 0.75 usually in practice).
To determine a Generalized Cauchy Point (or GCP), theoretical conditions are imposed
that are in the spirit of the classical Goldstein conditions for a “projected search” on the
model along either the projected gradient path [16], [19], or an approximation of this path
[8]. The aim of this paper is to analyze the effect of replacing the Goldstein-like conditions by
other rules that are similar in spirit to the efficient Armijo one for the algorithms proposed in
[19] and [8]. Note that this issue has already been studied by More´ for its class of algorithms
(see [16]).
One motivation behind this analysis is the following: when introducing a particular imple-
mentation of the class of algorithms of Toint [19] in their LANCELOT software project [7], Conn,
Gould and Toint have chosen to adopt an Armijo-type condition rather than Goldstein-type
ones in their code. In order to connect theoretical and practical considerations, we show in this
paper under which assumptions the Armijo-type rule used in practice implies the Goldstein-
type conditions given in [19], so that the global convergence theory of [19] also applies for
the version included in LANCELOT. We then further point out the difficulties that arise when
trying to generalize the above adaptation to the second class of algorithms of Conn, Gould,
Sartenaer and Toint [8], and propose a way to circumvent these obstacles.
Section 2 of the paper studies the first class of algorithms proposed by Toint in [19] while
Section 3 considers the second class of algorithms of Conn, Gould, Sartenaer and Toint [8],
pointing out the main difficulty for replacing Goldstein-type rules by an Armijo-type rule.
Section 4 proposes a new algorithm for the second class and Section 5 analyzes its properties.
We discuss, in Section 6, some numerical issues for the given algorithms. Finally conclusions
are given in Section 7.
2 An Armijo-type rule for a class of trust region algo-
rithms using the explicit projected gradient path
We first describe more precisely the notations, the assumptions and the class of algorithms
considered by Toint in [19]. For convenience, we will denote by 〈·, ·〉 the Euclidean inner
product on Rn and by ‖ · ‖ the associated `2-norm
1. The convex set X is supposed to be
bounded and the gradient ∇f(x) of the objective function Lipschitz continuous on an open
subset of Rn containing X. For all k, the model mk is assumed to be differentiable in an open
subset of Rn containing the trust region and to satisfy the condition
mk(xk) = f(xk).
Its gradient vector at xk, gk
def
= ∇mk(xk), approximates the gradient of the objective function
at xk in the following sense: there exist non-negative constants (independent of k) κ1 and κ2
such that the inequality
‖gk −∇f(xk)‖ ≤ min[κ1∆k, κ2]
holds for all k, where ∆k is the radius of the trust region at iteration k.
If we define the projected gradient path by
dk(θ)
def
= PX(xk − θgk)− xk (θ ≥ 0) (2.1)
where PX is the projection on X, the technique described by Toint uses Goldstein-type rules
to calculate a Generalized Cauchy Point at a given iteration k and may be summarized as
follows.
Algorithm 1a
Find θAk such that
mk(xk + dk(θ
A
k )) ≤ mk(xk) + µ1〈gk, dk(θ
A
k )〉, (2.2)
‖dk(θ
A
k )‖ ≤ ν1∆k, (2.3)
and
θAk ≥ ν2θ
B
k or θ
A
k ≥ min{ν3∆k/‖gk‖, ν4}, (2.4)
where θBk (if required) is some strictly positive number that satisfies
mk(xk + dk(θ
B
k )) ≥ mk(xk) + µ2〈gk, dk(θ
B
k )〉. (2.5)
Set the Generalized Cauchy Point
xCk = xk + dk(θ
A
k ).
In this description, the constants should satisfy the inequalities
0 < µ1 < µ2 < 1,
0 < ν3 < ν1, 0 < ν2 ≤ 1 and ν4 > 0.
Typical values for these constants are µ1 = 0.1, µ2 = 0.9, ν1 = 1, ν2 = 0.5, ν3 = 0.5 and
ν4 = 0.01. As already mentioned, the Generalized Cauchy Point selected by Algorithm 1a
may thereafter be refined using second order information on the objective function, possibly
resulting in an improved iterate xk+1 = xk + sk. Note that each iterate xk generated by the
class of algorithms is feasible, that is belongs to X.
Since the continuous projected gradient path dk(θ) is available, we can replace the Goldstein-
type conditions (2.2)–(2.5) by an Armijo-type condition and state the following Generalized
Cauchy Point determination algorithm.
1Note that in his paper, Toint considers the more general context of a real Hilbert space.
Algorithm 1b
Find θk = γβ
nk where nk is the first non-negative integer n such that
mk(xk + dk(γβ
n)) ≤ mk(xk) + µ1〈gk, dk(γβ
n)〉, (2.6)
and
‖dk(γβ
n)‖ ≤ ν1∆k, (2.7)
and where the constants β and γ satisfy β ∈ (0, 1) and γ > 0.
Set the Generalized Cauchy Point
xCk = xk + dk(θk).
In the above algorithm, typical values for β and γ are β = 0.5 and γ = 1. The first lemma
recalls some properties of the quantities 〈gk, dk(θ)〉 and ‖dk(θ)‖.
Lemma 1 For all k ≥ 0,
1. dk(0) = 0 and the function θ 7→ ‖dk(θ)‖ is nondecreasing for θ ≥ 0,
2. if ‖dk(1)‖ > 0, then
〈gk, dk(θ)〉 ≤ −
‖dk(θ)‖
2
θ
< 0 (2.8)
for all θ > 0, and,
3. for all θ ≥ 0,
‖dk(θ)‖ ≤ θ‖gk‖. (2.9)
Proof. We first observe that xk ∈ X implies dk(0) = 0 by definition (2.1). The proof of
the second part of the first item and of the second item can be found in Lemma 4 of [19]. We
deduce the third item from the non-expansive character of the projection operator (see [20, p.
241]),
‖PX(x)− PX(z)‖ ≤ ‖x− z‖ for all x, z ∈ R
n,
for the choice x = xk − θgk and z = xk, together with the feasibility of xk and the definition
of dk(θ) in (2.1). 2
Note that the non-negative quantity ‖dk(1)‖ in the above lemma is denoted hk in [19] and is
used as a criticality measure by Toint, in the sense that condition hk = 0 (i. e. PX(xk−gk) = xk)
is a necessary and sufficient condition for xk to be a critical point (see Lemma 3 in [19]).
We now prove that the Armijo-type conditions (2.6)–(2.7) imply the Goldstein-type condi-
tions (2.2)–(2.5), with the additional assumption that the gradient of the model mk at a given
iteration k is Lipschitz continuous in an open domain containing the feasible set X.
Theorem 2 Assume that the gradient of mk is Lipschitz continuous in an open domain con-
taining X. Then, if ‖dk(1)‖ > 0, there always exists θk > 0 satisfying (2.6)–(2.7). Moreover,
θk satisfies conditions (2.2)–(2.5) for the choice
γ ≥ ν4 and β ≥ max{ν2, ν3/ν1}. (2.10)
Proof. The Lipschitz continuity of the gradient of mk implies that, for all θ ≥ 0,
mk(xk + dk(θ)) ≤ mk(xk) + 〈gk, dk(θ)〉+
1
2
Lk‖dk(θ)‖
2,
where Lk is the Lipschitz constant of the gradient of mk in the norm ‖ · ‖. We then deduce
from (2.8) that
mk(xk + dk(θ)) ≤ mk(xk) + 〈gk, dk(θ)〉 −
1
2
Lkθ〈gk, dk(θ)〉
= mk(xk) + (1− 1/2Lkθ)〈gk, dk(θ)〉,
such that
mk(xk + dk(θ)) ≤ mk(xk) + µ1〈gk, dk(θ)〉
for all θ satisfying
θ ∈ [0,
2(1− µ1)
Lk
].
On the other hand, the continuity of dk(·) as a function of θ, the fact that dk(θ) = 0 for
θ = 0 and the nondecreasing nature of ‖dk(θ)‖ imply that
‖dk(θ)‖ ≤ ν1∆k,
for all θ ≥ 0 sufficiently small. We thus obtain that θk = γβ
nk > 0 as defined in Algorithm 1b
always exists for some nk ≥ 0.
Let us now prove that conditions (2.2)–(2.5) are satisfied for θk = γβ
nk . Note that con-
ditions (2.2) and (2.3) obviously hold with θAk = θk. If nk = 0, then θk = γ and the result
immediately follows from (2.10) and the second part of (2.4). Suppose therefore that nk > 0.
In that case, the way in which θk is chosen implies that at least one of the two conditions
(2.6)–(2.7) must be violated for
θBk
def
= θk/β = γβ
nk−1. (2.11)
Assume first that condition (2.6) is not satisfied for θBk , that is
mk(xk + dk(θ
B
k )) > mk(xk) + µ1〈gk, dk(θ
B
k )〉.
Then, by (2.10), we have that θk ≥ ν2θ
B
k , and the inequality µ1 < µ2 together with the
inequality 〈gk, dk(θ
B
k )〉 < 0 from (2.8) imply that θ
B
k satisfies
mk(xk + dk(θ
B
k )) ≥ mk(xk) + µ2〈gk, dk(θ
B
k )〉.
The first part of condition (2.4) and condition (2.5) thus hold for θAk = θk and θ
B
k defined by
(2.11).
Suppose now that condition (2.7) is not satisfied for θBk , that is
‖dk(θ
B
k )‖ > ν1∆k.
In that case, using (2.9) in Lemma 1, we deduce that
θk = βθ
B
k ≥ β
‖dk(θ
B
k )‖
‖gk‖
≥ β
ν1∆k
‖gk‖
≥ ν3
∆k
‖gk‖
,
where the last inequality arises from (2.10). The second part of (2.4) is then satisfied for
θAk = θk, which completes the proof.2
We now briefly comment on the conditions under which Theorem 2 holds. First observe
that condition (2.10) is consistent with the theoretical requirement on the constants of both
Algorithms 1a and 1b as well as with the typical values given above for these constants.
Assumption (2.10) is therefore a quite natural non-restrictive condition. On the other hand,
the Lipschitz continuity of the gradient of mk is a slight strengthening of the original conditions
on the model.
The above theorem therefore shows that we can replace Algorithm 1a by Algorithm 1b
in the step determination algorithm of [19], without affecting the global convergence results
proven by Toint in [19]. As already mentioned, this result was established by More´ for a similar
class of algorithms described in [16] (see Theorem 4.2).
3 A class of trust region algorithms using inexact pro-
jections on the constraints
In [8], Conn, Gould, Sartenaer and Toint developed a class of trust region algorithms that
compute a Generalized Cauchy Point not on the projected gradient path but not far from
it. This was intended to produce algorithms adapted to cases where the projection onto the
feasible domain is expensive to calculate. By “not far”, we mean a point xCk = xk + s
C
k that
satisfies the inequality
gTk s
C
k ≤ −µ3αk(tk)
for some fixed µ3 ∈ (0, 1] and tk > 0, where αk(tk) > 0 represents the magnitude of the
maximum decrease of the linearized model achievable on the intersection of the feasible domain
with a ball of radius tk centered at xk:
αk(tk)
def
= | min
xk+d∈X
‖d‖(k)≤tk
〈gk, d〉|.
Here ‖ · ‖(k) denotes the norm associated with iteration k of the algorithm. The norms are
indeed allowed to be different at each iteration, as an indirect way to introduce dynamic scaling
of the variables, provided that these norms are uniformly equivalent (see [8]). Note that the
more µ3 is close to one, the more the candidate for a Generalized Cauchy Point will be near
the projected gradient path.
Before describing the class of algorithms, we recall the notations and assumptions used in
[8]. The gradient ∇f(x) of the objective function is assumed to be Lipschitz continuous in an
open domain containing L, where L
def
= X∩{x ∈ Rn | f(x) ≤ f(x0)} is supposed to be compact
and x0 is a feasible starting point. The model mk has to be differentiable, to have Lipschitz
continuous first derivatives in an open subset containing the trust region and to satisfy the
condition
mk(xk) = f(xk).
Finally, its gradient vector at xk, gk
def
= ∇mk(xk), approximates ∇f(xk) in the following sense:
there exists a non-negative constant κ1 such that the inequality
‖gk −∇f(xk)‖[k] ≤ κ1∆k
holds for all k, where the norm ‖ · ‖[k] is any norm that satisfies
|〈x, y〉| ≤ ‖x‖(k) ‖y‖[k]
for all x, y ∈ Rn. In particular, one can choose the dual norm of ‖ · ‖(k) defined by
‖y‖[k]
def
= sup
x6=0
|〈x, y〉|
‖x‖(k)
. (3.1)
The theoretical conditions on a Generalized Cauchy Point in [8] are the following.
Algorithm 2
Find a vector sCk such that, for some strictly positive tk ≥ ‖s
C
k ‖(k),
xk + s
C
k ∈ X, (3.2)
‖sCk ‖(k) ≤ ν1∆k, (3.3)
〈gk, s
C
k 〉 ≤ −µ3αk(tk), (3.4)
mk(xk + s
C
k ) ≤ mk(xk) + µ1〈gk, s
C
k 〉, (3.5)
and
tk ≥ min{ν3∆k, ν4} or mk(xk + s
C
k ) ≥ mk(xk) + µ2〈gk, s
C
k 〉. (3.6)
Set the Generalized Cauchy Point
xCk = xk + s
C
k .
Here the constants satisfy
0 < µ1 < µ2 < 1, µ3 ∈ (0, 1],
0 < ν3 < ν1 and ν4 ∈ (0, 1].
The GCP Algorithm given in [8] is a practical model algorithm for computing a Generalized
Cauchy Point that is coherent with the theoretical framework of Algorithm 2. This algorithm
is iterative and proceeds by bisection. At each iteration i, given a bisection parameter value
ti > 0, it computes first a candidate step si that satisfies condition (3.4) (with s
C
k = si and
tk = ti). It then checks conditions (3.5) and (3.6) until either an acceptable GCP is found or
two candidates xk + s
l
k and xk + s
u
k are known that violate, one the second part of condition
(3.6), the other condition (3.5). In this last case, the GCP Algorithm calls the RS Algorithm
that carries out a simple bisection linesearch on the model along a particular path between
these two points, yielding a suitable GCP in a finite number of iterations. This particular
path, called the restricted path, is obtained by applying the so-called restriction operator,
Rxk [y]
def
= arg min
z∈[xk,y]∩X
‖z − y‖2
where [xk, y] is the segment between xk and y, on the piecewise linear path consisting of the
segment [xk + s
l
k, xk + s
p
k] followed by [xk + s
p
k, xk + s
u
k], where
spk = max
[
1,
‖suk‖(k)
‖slk‖(k)
]
slk.
This restricted path is an approximation of the unknown projected gradient path between the
points xk + s
l
k and xk + s
u
k in the sense that each point on this path satisfies condition (3.4) for
some tk > 0. It also closely follows the boundary of the feasible domain, as does the projected
gradient path. We refer the reader to [8] for more details.
The RS Algorithm can thus be applied under the conditions that the second part of (3.6)
is violated at Rxk [xk + s
l
k] = xk + s
l
k and that (3.5) is violated at Rxk [xk + s
u
k] = xk + s
u
k. It
therefore depends on the three points xk + s
l
k, xk + s
p
k and xk + s
u
k defining the piecewise linear
path, on the centre xk, and on the current model mk (and hence on its gradient gk). Lemma 4.1
in [8] shows that this algorithm terminates with a suitable point at which the second part of
condition (3.6) and condition (3.5) hold in a finite number of iterations.
Note that in practice, we observe that the GCP Algorithm requires around four iterations
in average to find a suitable GCP without need, most of the time, to make a call to the RS
Algorithm. When called however, this last algorithm find an acceptable GCP in one or two
extra iterations.
As in Section 2 for the case of exact projections, we would like to reshape Algorithm 2 using
an Armijo-type condition, making valid the theoretical properties proved in [8]. Note however
that this is not a straightforward task, mainly because the Armijo-type rule usually requires
the search on the model to be performed along a given direction, or at least a given path (as
it is the case for [19]). The difficulty here arises from the non-existence of such a direction
(or path) since Algorithm 2 only generates points that are “not too far from the unavailable
projected gradient path” through condition (3.4). We will thus have to use some ingenuity in
order to include a rule which is in the spirit of the Armijo one and restate the GCP Algorithm
of [8], rather than Algorithm 2 itself, in an attempt to generalize Theorem 2 of Section 2.
4 An Armijo-type rule for the class of trust region al-
gorithms of Section 3
The reason why the second part of Theorem 2 in Section 2 holds is largely due to the fact that
condition (2.5) is allowed to be satisfied by another step than dk(θ
A
k ), namely dk(θ
B
k ), provided
that this step satisfies θAk ≥ ν2θ
B
k . Therefore, as soon as a step dk(γβ
nk) satisfying the Armijo-
type conditions (2.6) and (2.7) has been found, it is then easy to deduce the existence of another
step, dk(γβ
nk−1), satisfying the first part of (2.4) and (2.5) (see the proof of Theorem 2).
Unfortunately, it seems impossible to impose conditions analogous to the first part of (2.4)
and (2.5) in the framework of Algorithm 2, as the step sCk to be found does not belong to a
well-known path. It rather has to satisfy condition (3.4) for which the set of suitable solutions
for different values of tk does not define a single path. For that reason, we need here to adapt
the Armijo-type rule in order to derive the counterpart of Theorem 2 for a particular model of
Algorithm 2, related to the GCP Algorithm.
This particular model, denoted the GCPA Algorithm, depends on the current iterate xk ∈
X, on the current model mk and its gradient gk, on the current norm ‖ · ‖(k) and also on the
current trust region radius, ∆k > 0. It also depends on some scalars γ > 0 and β ∈ (0, 1). Its
inner iterations are identified by the index i.
GCPA Algorithm
Step 0 : initialization. Set i = 0. Choose su0 an arbitrary vector such that ‖s
u
0‖(k) > ν1∆k
and an initial parameter t0 = γ, for some γ > 0. Also choose β ∈ (0, 1).
Step 1 : compute a candidate step. Compute a vector si such that
‖si‖(k) ≤ ti, (4.1)
xk + si ∈ X,
and
〈gk, si〉 ≤ −µ3αk(ti). (4.2)
Step 2 : check the Armijo-type stopping rule on the model.
If
mk(xk + si) > mk(xk) + µ1〈gk, si〉, (4.3)
then set
sui+1 = si, (4.4)
and
ti+1 = βti, (4.5)
increment i by one and go to Step 1.
Else, go to Step 3.
Step 3 : compute a GCP.
If
mk(xk + si) < mk(xk) + µ2〈gk, si〉, (4.6)
and
ti < min{ν3∆k, ν4}, (4.7)
then set
slk = si and s
u
k = s
u
i , (4.8)
define
spk = max
[
1,
‖suk‖(k)
‖slk‖(k)
]
slk, (4.9)
apply the RS Algorithm with xk + s
l
k, xk + s
p
k and xk + s
u
k and STOP.
Else (that is if (4.3) and either (4.6) or (4.7) fail), then set
xCk = xk + si, (4.10)
and STOP.
Note that the update (4.4) in Step 2 is intended only to produce a well-defined step suk whenever
it is needed. The next lemma shows that the above GCPA Algorithm is correctly stated,
provided the following restriction on the possible choices of γ holds
γ ∈ [min{ν3∆k, ν4}, ν1∆k]. (4.11)
Lemma 3 Assume that (4.11) holds. Then the GCPA Algorithm has well-defined iterates.
Proof. We have to verify that all the required conditions for applying the RS Algorithm
are fulfilled when a call to this algorithm is made. For that, we distinguish two cases. Assume
first that (4.3) is violated for i = 0. In that case, (4.11) guarantees that t0 = γ also violates
condition (4.7), such that the algorithm immediately terminates with (4.10). Therefore, the RS
Algorithm may be called only at some iteration i where i > 0. But then the GCPA Algorithm
has passed at least once through (4.4) and ensures, together with (4.8) and (4.9), that the RS
Algorithm is applied with well-defined vectors xk + s
l
k, xk + s
p
k and xk + s
u
k. Moreover, the
mechanism of the GCPA Algorithm ensures that the piecewise path to be restricted is non-
empty, that (3.5) is always violated at Rxk [xk +s
u
k] = xk +s
u
k and similarly that the second part
of (3.6) is always violated at Rxk [xk + s
l
k] = xk + s
l
k. We thus deduce that the RS Algorithm is
applied in the appropriate context by finally noting that it can only produce a feasible point
because of the definition of the restriction operator. 2
Note that the restriction (4.11) on γ is actually due to the fact that the rule used in
the GCPA Algorithm is of backtracking type. That is, the sequence of parameters {ti} that
monitors the step-size of the candidate steps si in (4.1) form a decreasing sequence due to (4.5)
and the candidate steps computed in Step 1 are thus of decreasing length. Therefore, we need
to guarantee that the initial parameter t0 = γ (and thus the first step selected) is sufficiently
large, while the step-size being comparable to the trust region radius.
5 Properties of the GCPA Algorithm
Like for the GCP Algorithm in [8], we wish to show that the GCPA Algorithm is finite and
coherent with the theoretical framework presented in Algorithm 2 (that is, converges to a
point satisfying (3.2)–(3.6)). We first prove the desirable finiteness of the GCPA Algorithm at
non-critical points. Note that the quantity αk
def
= αk(1) mentioned in Theorem 4 below, where
αk(t)
def
= | min
x
k
+d∈X
‖d‖(k)≤t
〈gk, d〉|,
corresponds to the criticality measure of [8]. Moreover, we shall make use of the following
property
αk(t) ≥ tαk for all 0 ≤ t ≤ 1, (5.1)
which is an easy consequence of Lemma 2.2 in [8].
Theorem 4 Assume that (4.11) holds and that αk > 0. Then the GCPA Algorithm terminates
with a suitable xCk in a finite number of iterations.
Proof. Assume, for the purpose of obtaining a contradiction, that an infinite number
of iterations are performed. Note first that Lemma 4.1 in [8] ensures finite termination in the
case where the RS Algorithm is used. Therefore, the mechanism of the algorithm implies that,
for the algorithm to be infinite, one must have that (4.3) is satisfied for all i ≥ 0, and that
ti = β
iγ
for all i ≥ 0, where β ∈ (0, 1). Hence we obtain, using the inequalities αk > 0, µ1 < 1 and
µ3 > 0, that
‖si‖(k) ≤ ti ≤ min
[
1,
2(1− µ1)µ3αk
Lk
]
(5.2)
for all i ≥ i1, say, where Lk is the Lipschitz constant of the gradient of mk with respect to the
norm ‖ · ‖(k).
On the other hand, for all i ≥ 0, we have that
mk(xk + si)−mk(xk)− µ1〈gk, si〉 ≤ (1− µ1)〈gk, si〉+
1
2
Lk‖si‖
2
(k), (5.3)
where we have used the Taylor’s expansion of mk around xk and the definition of Lk. But (5.1)
and (5.2) imply that
αk(ti) ≥ tiαk
for all i ≥ i1, and hence, using (5.2) again, we deduce that
αk(ti) ≥ αk‖si‖(k)
for i ≥ i1. Condition (4.2) then gives, for such i, that
〈gk, si〉 ≤ −µ3αk(ti) ≤ −µ3αk‖si‖(k).
Introducing this inequality in (5.3), we obtain that
mk(xk + si)−mk(xk)− µ1〈gk, si〉 ≤ −(1− µ1)µ3αk‖si‖(k) +
1
2
Lk‖si‖
2
(k),
for i ≥ i1. Using (5.2), we now deduce that
mk(xk + si)−mk(xk)− µ1〈gk, si〉 ≤ 0
for all i ≥ i1. As a consequence, (4.3) is always violated for sufficiently large i and we obtain
the desired contradiction. 2
Let us now prove the consistency of the GCPA Algorithm with the theoretical framework
of Algorithm 2.
Theorem 5 Assume that (4.11) holds. Then the GCPA Algorithm can be used as an imple-
mentation of Algorithm 2.
Proof. We have to verify the compatibility of the GCPA Algorithm with the conditions
of Algorithm 2, that is we have to check that the step sCk = x
C
k − xk produced by the GCPA
Algorithm does indeed satisfy conditions (3.2)–(3.6). All these conditions except (3.4) are
clearly enforced by the mechanism of the GCPA and RS Algorithms. We can therefore restrict
our attention to the verification of (3.4) for the two different possible exits of the GCPA
Algorithm and their associated sCk = x
C
k − xk.
The first case is when the GCPA Algorithm terminates using (4.10). Then (4.2) ensures
that (3.4) holds for sCk = si and tk = ti.
The second and last case is when the algorithm terminates using the RS Algorithm. The
condition (4.2) again ensures that, in this case, (3.4) holds for sCk = s
l
k and some tk = t
l ≥
‖slk‖(k), and for s
C
k = s
u
k and some tk = t
u ≥ ‖suk‖(k). We are then exactly in the same position
than for the GCP Algorithm. Consequently, the result follows from Theorem 4.5 of [8], which
establishes that relation (3.4) is satisfied by every point on the restricted path. 2
According to Theorems 4 and 5, the GCPA Algorithm may be considered as a particular
model algorithm of the theoretical Algorithm 2, so that the properties proved in [8] remain
valid, especially the global convergence and the identification of the correct active set in a finite
number of iterations.
6 Numerical experiments
In [9] and [10], Conn, Gould and Toint report on intensive numerical experiments with the
LANCELOT code (Release A). This code proposes a list of 21 different algorithmic choices (see
[10]). Among those, the Armijo condition of Algorithm 1b is implemented under the name
appGCP (for approximate Generalized Cauchy Point). This variant is to be compared with the
default algorithmic choice that uses an exact Generalized Cauchy Point calculation, that is the
calculation of xk +dk(θe) where θe is the first minimizer of mk(xk +dk(θe)) subject to the trust
region constraint (2.3). Note that this exact calculation may be very costly compared with an
Armijo-type approach, especially in the presence of general nonlinear convex constraints.
The analysis in [10] based on computational tests shows that the appGCP variant decreases
the reliability compared with the default choice of an exact computation. This is to be expected,
given the less exacting conditions on a Generalized Cauchy Point imposed by the Armijo-type
approach. However, as pointed out in [10], this decrease in reliability is not dramatical. We can
even say that the cputimes are more than occasionally better for the appGCP variant on large
problems—see for instance problems BRITGAS, CLPLATEC (5041), DALLASL, DIXMAANF
(3000), DQRTIC (5000), GRIDNETD (3444), HYDROELM, JNLBRNGB (15625), NONDIA
(10000), PENALTY1 (1000) and SVANBERG (1000) in [9].
In [18], we have adapted the class of trust region algorithms developed in [8] to the nonlinear
network problem. The resulting algorithm, that uses the GCP Algorithm for the computation
of a Generalized Cauchy Point, is fully described and discussed on the light of numerical
experimentations. In order to make comparisons between Goldstein-type and Armijo-type
conditions, we then have implemented the GCPA Algorithm of Section 4 to replace the GCP
Algorithm in the solution of the nonlinear network problem. Note that for both methods, we
have used the same values for the algorithms’ constants (see [18]) and we have performed all
the computations in double precision on a DEC VAX 3500, under VMS, using the standard
Fortran Compiler (M ' 1.39×10
−17). The results, reported in [17], show that the performance
in term of number of iterations are identical for both the GCP and GCPA Algorithms on all
the problem tests performed (about 150), except for one, for which the difference observed was
very slight. This may be explained by the practical choice of a sufficiently big initial parameter
t0 in the GCP and the GCPA Algorithms, namely
t0 = τ0 and t0 = max
[
min(10−5∆k, 0.01), τ0
]
where
τ0 = min
[∣∣∣∣∣ 〈gk, gk〉〈gk,∇2f(xk)gk〉
∣∣∣∣∣ ‖gk‖∞, ∆k
]
,
respectively, that produces the same iterations for both algorithms. On the execution time
point of vue, we did not observe significant differences, considering the relative error margin due
to the busy character of the time-shared machine. We therefore conclude that, for the nonlinear
network application, an Armijo-type condition is at least competitive with a Goldstein-type
condition, while both much easier to understand and to implement.
7 Conclusions
In this paper, we propose some modifications of two classes of trust region algorithms using
either exact [19] or inexact [8] projections on convex constraints. These modifications intend to
replace Goldstein-type conditions in the search of a Generalized Cauchy Point by an Armijo-
type rule so as to preserve the theoretical results of [19] and [8].
This analysis completes the study on the use of Armijo-type rules in gradient projection
methods carried out by Bertsekas [1] and Dunn [11], for instance, by making the link with
trust region strategies.
It further ensures a theoretical support to the numerical results produced by LANCELOT
[7] and by the code based on the GCPA Algorithm described in [17].
Moreover, the numerical experiments performed on nonlinear network problems in [17]
and [18] show that the GCPA Algorithm is clearly comparable in performance with the GCP
Algorithm, while being easier to implement.
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