heterogeneous and dynamic problems of engineering technology and systems for industry and government.
Introduction
Today's electric power systems are often subject to stress due to heavy loading conditions. Under such conditions, a power system that appears to be functioning well could actually be very vulnerable to loss of stability. Stability loss can, in turn, trigger a chain of events leading to failure of the system. Stability loss can occur in several forms, but the most common one resulting from heavy load conditions is voltage instability, which leads to voltage collapse through cascading of system events [11] . This differs markedly from transient instability following a system contingency, since this type of instability usually results from slow changes in system parameters, such as loading or generation. There is an inherent difficulty in predicting voltage instability, since the parameter values at which it occurs depend on component dynamics in an uncertain and complex interconnected system. Inaccurate system models can easily yield incorrect results for the stability envelope of the system. When a system must be operated near its stability limits, any model uncertainty can result in the system exiting its stable operating regime without warning. Even the most detailed calculations are insufficient in these circumstances.
In this chapter, instability monitoring using (noisy) probe signals is considered. The use of probe signals is shown to help reveal an impending loss of stability. This is because probe signals propagate in the power system and give certain signatures near an instability that can be used as a warning signals for possible impending voltage collapse. Such warning signals are needed to alert system operators of a situation that may require preventive control, and to provide the operators with valuable additional time to take necessary preventive (rather than corrective) measures.
The chapter proceeds as follows. In Section 2, participation factors for linear systems are discussed. This includes both the modal participation factors, and newly introduced input-to-state participation factors. In Section 3, a signal-based approach to instability monitoring is presented. In Section 4, three case studies are given that demonstrate the proposed approach to instability monitoring. Concluding remarks are collected in Section 5.
Participation Factors
As mentioned above, the approach to instability monitoring presented in this chapter involves injecting probe signals at certain locations in a power network and monitoring the effects on measured output variables. Participation factors, specifically input-to-state participation factors introduced in this section, play an important role in selection of sites for probe signal injection and output measurement. Because of this, a brief summary of modal participation factors is given first, along with a derivation of input-to-state modal participation factors. This will be helpful background in the discussion of precursor-based monitoring in the next section.
Participation factors are nondimensional scalars that measure the interaction between the modes and the state variables of a linear system [9, 12, 2] . Since their introduction in [9, 12] , participation factors
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have been used for analysis, order reduction and controller design in a variety of fields, especially electric power systems. 1
Modal participation factors
Consider a general continuous-time linear time-invariant systeṁ
where x ∈ n , and A is a real n × n matrix. Suppose that A has a set of n distinct eigenvalues (λ 1 , λ 2 , . . . , λ n ). 
where δ ij is the Kronecker delta:
The definition of modal participation factors is as follows. The participation factor of the i-th mode in the k-th state is defined to be the complex number
This formula also gives the participation of the k-th state in the i-th mode. Participation factors measure the level of participation of modes in states and the level of participation of states in modes. The participation factors are dimensionless quantities that are independent of the units in which state variables are measured [9, 12, 2] .
Input-to-state participation factors
The concept of participation factors of modes in states and vice versa has been extended to linear time invariant systems with inputs [16] 
We consider the case where the input is applied to one component, say the q-th component, of the right side of (1. 
We take
as 
Precursor-Based Monitoring
As noted by Hauer [5] , the recurring problems of system oscillations and voltage collapse are due in part to system behavior not well captured by the models used in planning and operation studies. In the face of component failures, system models quickly become mismatched to the physical network, and are only accurate if they are updated using a powerful and accurate failure detection system. Therefore, it is important to employ nonparametric techniques for instability monitoring. In this work, noisy probe signals are used to help detect impending loss of stability.
Recently, Kim and Abed [7] developed monitoring systems for detecting impending instability in nonlinear systems. The work builds on Wiesenfeld's research on "noisy precursors of bifurcations," which were
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originally introduced to characterize and employ the noise amplification properties of nonlinear systems near various types of bifurcations [14, 15] . Noisy precursors are features of the power spectral density (PSD) of a measured output of a system excited by additive white Gaussian noise (AWGN). In [7] , the noisy precursors concept was extended from systems operating at limit cycles to systems operating near equilibria, and closed-loop monitoring systems were developed to facilitate use of noisy precursors in revealing impending loss of stability for such systems. It was shown in [7] that systems driven by white noise and operating near an equilibrium point exhibit sharply growing peaks near certain frequencies as the system nears a bifurcation. In particular, it was shown that for stationary bifurcation where an eigenvalue passes through the origin (as in the case of pitchfork or transcritical bifurcation), the peak in the PSD occurs at zero frequency. Analogously, for the case of Hopf bifurcation (complex conjugate pair of eigenvalues crossing the imaginary axis transversely), the peak in the PSD occurs near ω c , the critical frequency of the Hopf bifurcation.
In this work, we show that noisy precursors can be used as a warning signal indicating that the power system is operating dangerously close to instability. We also show that the spectrum of a measured state of the system is proportional to the square of the input-to-state participation factors. Thus, ISPFs can be used to determine the best location for applying the probe signal and for choosing which state to measure where the noisy precursor would be most apparent. Consider a nonlinear dynamic system ("the plant")
where x ∈ R n , µ is a bifurcation parameter, and ξ(t) ∈ R n is a zeromean vector white Gaussian noise process [7] . Let the system possess an equilibrium point x 0 . For small perturbations and noise, the dynamical behavior of the system can be described by the linearized system in the vicinity of the equilibrium point x 0 . The linearized system corresponding to (1.7) with a small noise forcing ξ(t) is given bẏ
where x now denotes x − x 0 (the state vector referred to x 0 ). For the results of the linearized analysis to have any bearing on the original nonlinear model, we must assume that the noise is of small amplitude. The noise ξ(t) can occur naturally or can be injected using available controls. We consider the case where the noise is applied to one state and the power spectral density of another state is calculated. That is, we consider the case where In steady state, the output of system (1.8) forced by a small AWGN is given by
The power spectral density of the output of a linear system with transfer function H(jω) is related to the power spectral density of the input by [6] 
Thus, the power spectrum of the p-th state is given by
Suppose that the system is nearing a Hopf bifurcation. Specifically, assume that a complex conjugate pair of eigenvalues is close to the imaginary axis, and has relatively small negative real part in absolute value compared to other system eigenvalues. Denote this pair as λ 1,2 = − ± jω c , with > 0 small and ω c > 0:
Under this assumption, S xp (ω) can be approximated as
Here, r i p denotes the p-th component of the i-th right eigenvector r i (the eigenvector corresponding to λ i ), and l i q denotes the q-th component of the i-th left eigenvector l i . Note that all terms containing λ i , i = 3, . . . , n have been neglected and only terms containing the critical eigenvalues λ 1 and λ 2 have been retained. After algebraic manipulation and substituting (r 1
, the power spectral density of x p can be rewritten as
(1.14)
where
For ω = ω c and sufficiently small ( ω c ), the power spectral density of x p is given by
Note that the ISPFs are related to the spectral densities of the states of a system driven by small AWGN as in Eq. (1.14). The amplitude of the spectrum is proportional to the square of the ISPFs. The input-tostate participation factors can be used to determine the best location for applying the probe signal and also the state that will have the highest spectral peak.
Case Studies
Below, the instability monitoring technique presented above is demonstrated on sample power system models. First, a single generator with dynamic load is considered. Then, a single generator with an infinite bus together with excitation control is considered. Finally, a three-generator nine-bus power system model is considered.
Single generator with dynamic load
Consider the single generator power system model with induction motor load [13] 
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The state variables are δ m (the generator phase angle, closely related to the mechanical angle of the generator rotor), ω (the rotor speed), δ (the load voltage phase angle) and V (the magnitude of the load voltage). The load includes a constant PQ load in parallel with an induction motor. The real and reactive powers supplied to the load by the network are
The values of the parameters for this model are given in the appendix.
It has been shown that a supercritical Hopf bifurcation occurs in this power system model as the reactive load Q 1 is increased through the critical value Q * 1 = 2.980138 [13] . Next, we consider the system operating at loads close to the Hopf bifurcation, say at Q 1 = 2. To monitor the system, an AWGN probe signal is applied to the mechanical power P m . Figure 1 .2 depicts the spectral densities for the four states δ m , ω, δ and V for Q 1 = 2.9 and σ = 0.001. As it is clear from this figure, the state ω has a higher peak than all other states. Figure 1 .3 demonstrates the variation of the spectral density peak near ω = ω c ≈ 6.6 rad/s as a function of the bifurcation parameter Q 1 . The values of the input-to-state participation factors of the critical mode in all states are given in Table 1.1. As predicted by the analysis in Section 3, the ordering of the peaks of the spectral densities of all states at ω c can be predicted from the values of the ISPFs. 
19).
The bifurcation parameter was set to Q1 = 2.9. White Gaussian noise of zero mean and (0.001) 2 power was added to P m .
Single generator connected to an infinite bus
Consider a synchronous machine connected to an infinite bus together with excitation control [1] . It was shown [1] that this system undergoes a Hopf bifurcation as the control gain in the excitation system is increased beyond a critical value. The dynamics of the generator is given by: 
with the following algebraic equations:
The subscripts d and q refer to the direct and quadrature axes, respectively. The dynamics of the excitation control is given by
Here V t is the terminal voltage and is given by
. An equilibrium point of this system is denoted by
The values of the parameters that appear in this power system model are given in Table 1 Table 1 .2), it is clear that mode 1 has higher participation in other states when the probe signal is applied to P m than when applied to V ref . This can be also seen from the power spectral densities shown in Figures 1.4 and 1.5 . Also, the ISPFs give an indication of which state to monitor. The higher the participation factor of the critical mode in a state, the higher the peak of the spectrum for that state. Figure 1 .6 shows the variation of the power spectral peak at the critical frequency as a function of the bifurcation parameter when noise is added to P m .
4.3
Three-generator nine-bus power system
Below, we consider the Western System Coordinating Council (WSCC) 3-machine, 9-bus power system model, which is widely used in the liter- ature [10, pp. 170-177] , [3] . The dynamics of this model includes three identical IEEE-Type I exciters for the three machines. The machine data and the exciter data are given in [10, 3] . In this model, a subcritical Hopf bifurcation occurs as the load on bus 5 is increased beyond 4.5 pu [10] . Our goal in this case study is to detect this impending loss of stability by using an AWGN probe signal and continuously monitoring the power spectral densities of certain states. This would give the system operator (or an automatic controller) valuable time to take appropriate preventive measures (e.g., shedding loads at certain buses). The simulations of this model were conducted using PSAT [3] . For values of the load on bus 5 close to 4.0 pu, the linearization of the system at the operating point has two complex conjugate pair of eigenvalues close to the imaginary axis, λ From the values of the ISPFs calculated for this system, we found that both of the critical modes have higher participation when the probe signal is applied to P m 3 , the mechanical power of generator number 3. Also, we found that these modes have high participation in the field voltage of the exciters. Therefore, in the following simulations, the probe signal is added to P m 3 and the power spectral densities of the field voltages of the three exciters (i.e., E fd i , i = 1, 2, 3) are monitored. peaks at 0.28 Hz and 1.3 Hz. These two frequencies correspond to the complex eigenvalues λ 3,4 and λ 1,2 , respectively. Note that the peak at 1.3 Hz that corresponds to the pair of complex eigenvalues λ 1,2 is higher than the peak at 0.28 Hz. However, when the load at bus 5 is increased to 4.4 pu, the peak at 0.28 Hz becomes much larger than the one at 1.3 Hz (see Figure 1 .8), which is an indicator that an instability is being approached. Power spectral density Power spectral densities of the states E fd 1 , E fd 2 and E fd 3 . The load on bus 5 was used as a bifurcation parameter. The load value is 4.0 pu. White Gaussian noise of zero mean and 0.05 power was added to P m 3 , the mechanical power of generator number 3.
Conclusions and suggested future research
An instability monitoring technique that aims at detection of impending instability has been described and illustrated in several example systems. The theme of the approach is to provide a warning when the margin of stability of a power system is compromised, without dependence on availability of an accurate system model. The approach consists of using additive white Gaussian noise probe signals and monitoring the spectral densities of certain measured states. Models are used in the approach in the selection of sites for probe signal injection and monitored output signal measurement (akin to actuator and sensor placement in control design). Input-to-state participation factors were presented and used as a tool for selection of probe and measurement siting.
The methods presented here are mathematically based but address engineering problems that are not easily defined in a crisp form. There are several directions that can be pursued for furthering the aims of this chapter.
A particularly challenging problem involves detection not only of the fact that an instability is near, but also detecting the severity of the Power spectral density impending instability from the point of view of nonlinear system behavior. For example, an oscillatory instability can be of the hunting type, in which small amplitude oscillations occur, or it can be divergent, resulting in complete loss of operation. Although this can be determined using analytical models using known methods of bifurcation analysis, it is not known how this can be achieved using a signal-based approach. Another direction involves studying use of other probe signals in addition to AWGN. Examples include periodic signals, chaotic signals covering an appropriate frequency range, and colored noise signals. The relative advantages and disadvantages of the various probe signals should be considered. In this regard, connections to past work in real-time probing of power systems and aircraft dynamics should be studied. In research aircraft, for example, it is common to use "chirp" signals to probe the aircraft for its stability properties in various parts of its flight envelope.
The integration of stability monitoring and fault detection is an important long-term research goal. In the meantime, it will be useful to pursue case studies that will shed light on what will be required to achieve this integration. Finally, we mention the application of closed-loop monitoring systems to electric power system models. These designs, as described in [7] , may provide added flexibility and surety to the conclusions reached regarding the presence of impending instability. In [2] , a new approach to defining modal participation factors was presented. The new approach involved taking an average or a probabilistic expectation of a quantitative measure of relative modal participation over an uncertain initial state vector. The new definitions were shown to reduce to the original definition of participation factors of [9, 12] if the initial state obeys a symmetry condition.
