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Summary
Viscothermal effects in air lead to a damping of high frequencies over time. Such effects cannot
be neglected in large-scale room acoustics simulations for the full audible bandwidth. In this study,
full-bandwidth room acoustics is modelled using a variant of the three-dimensional wave equation
including viscothermal losses in air following from a simplification of the Navier-Stokes equations
suitable for room acoustics applications. The model equation is numerically solved using time domain
finite difference methods. A three-step parameterised finite difference scheme is proposed to model
T60 decay times as a function of frequency more accurately than two-step schemes. Timing results
from parallelised implementations on a graphics processing unit (GPU) device are presented.
PACS no. 43.55.+p
1. Introduction
Finite difference (FD) methods have been used for
wave-based acoustics for some time [1, 2]. In the con-
text of room acoustics, they are often called “finite
difference time domain” (FDTD) methods [3], after the
electromagnetics literature [4], although preexisting
second-order (single-variable) wave equation formula-
tions [5, 6, 7] are preferred to “FDTD” staggered for-
mulations for simplicity and computational costs [8, 9].
It is well-known that the standard 3-D wave equa-
tion, or the equivalent first-order hyperbolic system, is
only a simplified model to describe sound propagation
in air [10, 11, 12]. The inclusion of sound attenuation
effects can offer more convincing artificial reverbera-
tion from physical models of rooms [13, 14]. The classic
model for sound attenuation is due to Stokes [15, 16],
which lead to the further inclusion of thermal, bulk
viscosity, and relaxation effects [10, 17, 11, 18, 12].
The purpose of this paper will be to improve upon
the two-step FD scheme presented in [13] for a vis-
cothermal 3-D wave equation, which is suitable for
large-scale room acoustics simulations on graphics pro-
cessing units (GPUs) [19, 9]. Related work includes
This work was supported by the European Research Coun-
cil, under grant StG-2011-279068-NESS, and by the Natural
Sciences and Engineering Research Council of Canada.
multistep FD schemes for nonlinear viscous wave equa-
tions in 1-D [20, 21], FD modelling of viscothermal
and relaxation effects for Burgers’ equation in 1-D
and 2-D [22], and 2-D FDTD modelling of relaxation
effects [23] and sound attenuation in the upper atmo-
sphere [24].
This paper is organised as follows. The simplified
model for sound propagation in air with viscothermal
effects is presented in Section 2, along with physical
constants that are suitable for indoor sound propaga-
tion. Finite difference schemes and stability conditions
are presented in Section 3. The numerical dispersion
and dissipation of these schemes are analysed in Sec-
tion 4. Simplified tests are conducted in Section 5
in order to verify the numerical T60 decay times pre-
dicted by frequency domain analysis. Timing results
for various GPU implementations are presented in
Section 6.
2. Models of Viscothermal Wave
Propagation
A very general linear model of acoustic wave propaga-
tion follows from the linearization of the Navier-Stokes
equations, including an assumption of Fourier heat
conduction [10, 25]. It may be written as a system
of three coupled partial differential equations in p, v
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and τ , representing, respectively, pressure deviation
from atmospheric pressure, the irrotational part of
the velocity vector field v, and temperature deviation
τ , which are all functions of time t and coordinates
x ∈ R3, as:
∂t (p− dτ) = −ρc
2
γ
∇ · v (1a)
β (∂t − clh∆) τ = γ − 1
γ
∂tp (1b)
ρ (∂t − clv∆)v = −∇p (1c)
Here, the operator ∂t represents partial differentiation
with respect to time t, and ∇, ∇· and ∆ are the three
dimensional gradient, divergence and Laplacian opera-
tors, respectively. The various constants which appear
here are: density ρ, wave speed c, ratio of specific heats
γ, pressure increase per unit temperature increase at
constant density β, and the two characteristic lengths
lh and lv, defined as
lh =
κ
ρcCp
lv =
4µ/3 + µB
ρc
(2)
where here, κ is the coefficient of thermal conductiv-
ity, Cp is heat coefficient at constant pressure, for a
constant unit mass, and µ and µB are viscosity and
bulk viscosity, respectively. Not included here is a sep-
arate uncoupled equation in the rotational part of the
velocity vector field.
Because v is irrotational, it may be written as
v = −∇Ψ, for a scalar velocity potential Ψ, and the
system (1) may be rewritten as
∂t (p− βτ) = ρc
2
γ
∆Ψ (3a)
β (∂t − clh∆) τ = γ − 1
γ
∂tp (3b)
ρ (∂t − clv∆) Ψ = p (3c)
In the interest of examining the frequency domain
behaviour of this model, as well as, ultimately, a simpli-
fied model and resulting numerical schemes, consider
the characteristic equation for system (3) resulting
from the assumption of wave-like solutions of the form
est+ξ·x, where here, s = σ+ jω is a complex frequency
domain variable, and ξ ∈ R3 is a vector spatial fre-
quency. It is given by
s3 + c (γlh + lv) |ξ|2s2
+ c2
(
1 + γlvlh|ξ|2
) |ξ|2s+ c3lh|ξ|4 = 0 (4)
2.1. A Simplified Model
The system (3), which is third order in time, possesses
three independent solutions (a fact which is easily de-
duced from the characteristic equation, or complex
dispersion relation (4)); only two of these correspond
to acoustic wave propagation. In the interest of simpli-
fication, consider the following approximation to (3b):
β∂tτ =
γ − 1
γ
(∂t + clh∆) p (5)
Under this approximation, and upon further neglect-
ing terms of second order in lh and lv, the system (3)
may be reduced to a single second order equation (a
viscothermal wave equation) in the velocity poten-
tial Ψ as
∂2t Ψ− cη∆∂tΨ− c2∆Ψ = 0 (6)
where
η = lv + (γ − 1) lh (7)
and with characteristic equation
s2 + cη|ξ|2s+ c2|ξ|2 = 0 (8)
The solutions to the above characteristic equation,
defining the phase velocity and frequency-dependent
loss characteristics for the system, are virtually identi-
cal to the two principal solutions of the characteristic
equation (4) for the complete system when ω  c/η,
which is satisfied for the audible range of frequencies
and physically reasonable choices of the constants c
and η. For these frequencies of interest, plane wave
solutions are of the form e−αtej(ωt−ξ·x), where α is
the temporal absorption coefficient in Nepers/s
α =
ω2η
2c
=
ω2
2ρc2
(
4
3
µ+ µB + (γ − 1) κ
Cp
)
(9)
and the spatial absorption coefficient is
α′cl = α/c (10)
which expresses the attenuation over the distance ct
in Nepers/m. The parameter α′cl is also known as the
modified classical absorption coefficient [11] (classical
when µB = 0 [12]). For the T60 decay time in seconds, a
simple expression for wave-like solutions as a function
of frequency is given by
T60 =
3 ln(10)
α
=
3c ln(10)
2ηpi2f2
(11)
2.2. Numerical values for η
One can find specific values in standard texts [10, 11,
17] for most of the parameters featured here, except
for the bulk viscosity µB , which seems to be unknown
for air [26]. However, it has been estimated to be on
the order of the viscosity µ [26], and in [11, 12] the
estimate µB ≈ 0.6µ is given. This estimate for µB
would result in a value for η on the order of 10−7 m for
air at standard conditions. In any case, the “frequency-
squared” absorption is lacking additional relaxation
effects due to nitrogen and oxygen [11, 18]. A more
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(a) 20% relative humidity
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(b) 30% relative humidity
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(c) 50% relative humidity
Figure 1: Absorption coefficients (from [18], and in agreement with [11]) at 20°C and standard pressure (one atm). Relaxation
frequencies for oxygen and nitrogen (fr,O2 and fr,N2 ) are marked by vertical dashed lines.
general absorption coefficient is often written as [11,
18, 22]
αtot = α
′
cl + αN2 + αO2 (12)
for plane wave solutions e−αtotctej(ωt−ξ·x), where αN2
and αO2 represent absorption due to relaxation pro-
cesses in oxygen or nitrogen respectively. These pro-
cesses are dependent on the ambient pressure, tem-
perature, and relative humidity of the air [18, 11, 12].
Examples at standard conditions with various rela-
tive humidities are shown in Fig. 1. Below their re-
spective relaxation frequencies, fr,N2 and fr,O2 , these
absorption coefficients (αr,N2 and αr,O2) behave as
“frequency-squared” absorptions, and above they be-
have as constants; this can be seen in Fig. 1. It can
also be seen that αtot ≈ αO2 in the frequency range
1 kHz-20 kHz for a relative humidity in the range of
30%-50%. This range of relative humidities is typical
of indoor conditions.
It makes sense to use a first-order approximation
to αO2 and attribute this value to an additional incre-
ment to the bulk viscosity, as suggested in [11]. This
can be accomplished from the expressions provided
in [18, 11, 12]. Values of η, due to oxygen relaxation,
are provided in Fig. 2, which should give relatively
accurate absorption for 1 kHz-20 kHz frequencies when
the relative humidity is between 30% and 80%. Indeed,
this does not properly model frequencies near and
below fr,N2 , but the absorption at those frequencies
should be negligible in comparison to wall absorption
effects in practical room acoustics situations.
3. Finite difference schemes
In this section, finite difference schemes for the ini-
tial value problem (6) will be developed and stability
conditions will be derived.
3.1. Grids and grid function
Let Ψni represent the discrete approximation
(a grid function) to the solution of interest,
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Figure 2: Values for η that can be attributed to first-order
approximations of oxygen relaxation effects at 20°C and standard
pressure (one atm), adapted from [18].
i.e. Ψni u Ψ(nk,xi) for n ∈ Z+, xi := ih, i =
(ix, iy, iz) ∈ Z3. The grid spacing is h and the time-step
is k.
3.2. Time difference operators
Shift operators in time and space may be defined as
st±Ψni := Ψ
n±1
i (13a)
sx±Ψni := Ψ
n
i±xˆ (13b)
where xˆ = (1, 0, 0) and the operators sy± and sz± are
similarly defined with yˆ = (0, 1, 0) and zˆ = (0, 0, 1)
respectively. Averaging and finite difference operators
can then be constructed as
µt− := (1 + st−)/2 = 1 +O(k) (14a)
δt− := (1− st−)/k = ∂t +O(k) (14b)
δtt := (st+ − 2 + st−)/k2 = ∂2t +O(k2) (14c)
δxx := (sx+ − 2 + sx−)/h2 = ∂2x +O(h2) (14d)
and similarly for δyy and δzz.
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3.3. Two-step scheme
A simple approximation to (6) is the following explicit
two-step scheme
δttΨ
n
i − c2δ∆Ψni − cηδt−δ∆Ψni = 0 (15)
where δ∆ is a discrete Laplacian operator (stencil),
of which there are many choices [27]; the simplest
choice is the 7-point stencil δ∆,SLF := δxx + δyy +
δzz [13], leading to a scheme that is sometimes known
as “standard leapfrog” (SLF) when η = 0 [28]. The
scheme (15) proceeds from the known or approximated
values Ψ0i ,Ψ
1
i and the approximation is updated with
the recursion:
Ψn+1i = (2 + (λ
2 + 2θ)δh∆)Ψ
n
i − (1 + 2θδh∆)Ψn−1i
(16)
where δh∆ := h
2δ∆, θ = λη/(2h), and λ = ck/h.
This scheme requires three states to be stored in
memory rather than two for the lossless case (when
η = 0). Choosing δ∆ = δ∆,SLF, (16) can be further
expanded to
Ψn+1i = 2Ψ
n
i −Ψn−1i +(λ2 +2θ)Qni −2θQn−1i (17)
where Qni is the sum defined as
Qni = Ψ
n
i+xˆ + Ψ
n
i−xˆ + Ψ
n
i+yˆ + Ψ
n
i−yˆ
+ Ψni+zˆ + Ψ
n
i−zˆ − 6Ψni (18)
Note that the variable Qn−1i does not need to be calcu-
lated at time-step n since it would have been calculated
at time-step n− 1. It is straightforward to work out
that this redundancy can be exploited without the use
of additional storage.
3.4. A parameterised three-step scheme
In the interest of providing a more accurate approxi-
mation to the viscothermal component, consider the
following three-step scheme with the free parame-
ter ε ∈ R
δttΨ
n
i − c2δ∆Ψni − cηεδt−δ∆Ψni
− cη(1− ε)µt−δt−δ∆Ψni = 0 (19)
The two-step scheme (15) is recovered with ε = 1. The
time-recursion for this three-step scheme is
Ψn+1i = (2 + (λ
2 + θ(1 + ε))δh∆)Ψ
n
i
− (1 + 2εθδh∆)Ψn−1i + θ(ε− 1)δh∆Ψn−2i (20)
This requires an extra state to be stored in memory
for ε 6= 1, as well as one extra initial state to start the
recursion. With the choice δ∆ = δ∆,SLF, this is
Ψn+1i = 2Ψ
n
i −Ψn−1i + (λ2 + θ(1 + ε))Qni
− 2εθQn−1i + θ(ε− 1)Qn−2i (21)
Again, there is a redundancy here in the variables
Qn−1i and Q
n−2
i , and only one stencil operation (Q
n
i )
needs to be computed per time-step. This redundancy
can also be exploited without the use of additional
storage.
3.5. Stability conditions
Stability conditions for (20) can be derived through
the use of the Schur-Cohn recursion [29]. Consider a
polynomial in z ∈ C of degree n:
An(z) = a0,n + a1,nz + · · ·+ an,nzn (22)
and the associated reciprocal polynomial:
A∗n(z) = an,n + an−1,nz + · · ·+ a0,nzn (23)
and define
An−1(z) = z−1(A∗n(0)An(z)−An(0)A∗n(z))(24)
According to Schur-Cohn theory [29], the roots of some
polynomial AN (z) will be |z| ≤ 1 as long as∣∣∣∣ a0,nan,n
∣∣∣∣ ≤ 1 , n = N, . . . , 1 (25)
In order to employ this recursion, the spatial Fourier
transform and the Z-transform are applied to (20),
z3 − (2− (λ2 + θ(ε+ 1))Λ)z2
+ (1− 2εθΛ)z + θ(ε− 1)Λ = 0 (26)
where Λ = Λ(ξ) is the Fourier symbol of the operator
− 14δh∆ and ξ ∈ R3 are the spatial frequencies. For now
it will be assumed that Λ ≥ 0 and Λ ∈ R, which is a
necessary condition for stability. Note that (26) has
three roots. Two roots must appear in a complex conju-
gate pair and these pertain to wave-like solutions. The
third root describes a parasitic mode that is heavily
damped and will only appear for a vanishingly small
period of time, so its existence is negligible.
Applying the Schur-Cohn recursion, the following
stability condition on the time-step can be obtained
from (26) for the special case of ε ≥ 1/2
k ≤ kmax :=
√
h2/(c2Λmax) + (εη/c)2 − εη/c (27)
where Λmax := maxξ Λ. This condition can be equiva-
lently expressed in terms of the spatial step
h ≥ hmin :=
√
Λmax(c2k2 + 2εηck) (28)
which also requires that ε ≥ 1/2. Stability conditions
can be derived for ε < 1/2, but they become more
complicated, and as will be seen, ε ≥ 1 happens to be
a useful range for the three-step scheme.
Condition (27) can be employed in order to choose
k if one initially sets the spatial step h, whereas con-
dition (28) can be used if one initially sets the time-
step k according to audio sampling considerations, i.e.
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k = 1/Fs where Fs is a sample rate of interest, such as
Fs = 44.1 kHz. Henceforth, it will be assumed that the
latter approach is employed, with k = 1/Fs for some
Fs. It will also be assumed that h = hmin, since this
maximises the temporal bandwidth that can be simu-
lated [27] and provides optimal numerical dispersion
in certain schemes [28].
With the simplest choice δ∆ = δ∆,SLF, the function
Λ can be written as
Λ = ΛSLF := Sx + Sy + Sz (29)
where Sx := sin2(ξ · xˆh/2) and similarly for Sy, Sz.
In this case, Λ ≥ 0 and Λmax = 3, and the usual
Courant limit for the lossless scheme λ ≤ √1/3 is
obtained when η = 0. Furthermore, when ε = 1 the
stability limit for the two-step viscothermal scheme [13]
is obtained from (28).
4. Numerical dispersion and loss
In this section, conventional numerical dispersion anal-
ysis will be expanded to include the effects of loss.
For this purpose, it will help to define a normalised
spatial frequency ξh := ξh as well as a normalised
angular frequency ωˆk := ωˆk ∈ R, and a normalised
absorption coefficient αk := αk ∈ R. These are related
by ln(z) = −αk + jωˆk, where z = z(ξh) is one of two
wave-like solutions to (26).
4.1. Numerical phase velocity
For frequencies f  c/η, which is a range that com-
prises the full audible bandwidth, the dispersion rela-
tion (8) predicts a phase velocity that is virtually con-
stant (non-dispersive) and an attenuation that scales
with the frequency squared [16]. As is well known, finite
difference schemes numerically introduce dispersion,
and thus, a variable numerical phase velocity.
A relative phase velocity for the scheme may be
written as
vrel(ξh) =
ωˆk
λ|ξh|
, ωˆk = = (ln(z(ξh))) (30)
where z is one of two roots of (26) that pertain to
wave-like solutions. vrel is also known as the dispersion
coefficient and ideally it should be unity for f  c/η.
For audio and acoustics applications it is desirable to
view the relative phase velocity as a function of tempo-
ral frequencies, but, even in the lossless FD scheme, a
numerical analogue of the dispersion relation ω = c|ξ|
does not hold. As in [30], the relative phase veloc-
ity along a fixed direction of plane wave propagation
can be reassigned to temporal frequencies through the
function that defines the numerical dispersion relation
(ωˆk as a function of ξh). This reassigned relative phase
velocity is plotted in Fig. 3a along the axial and diag-
onal directions with respect to the cubic grid (these
are the directions where extreme cases are generally
found [28]). As can be seen, even with a relatively large
choice of η, and for various choices of ε, the relative
phase velocity is virtually identical to the lossless case
for c = 340 m/s and Fs = 44.1 kHz.
It is important to point out that the axial directions
will not propagate plane waves with frequencies be-
yond a certain cutoff frequency, which is approximately
0.2Fs [28] for the simplest scheme (δ∆ = δ∆,SLF). To
mitigate the effect of this cutoff frequency, as well as
improve the relative phase velocity, one could choose
a wider stencil than the standard one (at the cost of
more computation), such as the 27-point stencil from
the “interpolated wideband” (IWB) scheme [28]. This
27-point stencil can be defined as
δh∆,IWB = δ
h
xx + δ
h
yy + δ
h
zz + δ
h
xxδ
h
yyδ
h
zz
+ δhxxδ
h
yy + δ
h
xxδ
h
zz + δ
h
yyδ
h
zz (31)
where δhxx := h2δxx and similarly for δhyy and δhzz. The
Fourier symbol of − 14δh∆,IWB is then
ΛIWB = Sx + Sy + Sz + SxSySz
− (SxSy + SxSz + SySz) (32)
and it is straightforward to show that 0 ≤ ΛIWB ≤ 1.
By simply choosing δh∆ = δ
h
∆,IWB the lossless IWB
scheme [28] can be generalised to the viscothermal
formulation (19), giving a three-step scheme with vir-
tually no directional cutoff frequency aside from the
Nyquist.1 The relative phase velocity for this scheme,
with various η and ε, is seen in Fig. 3b. Also, note
that the presence of small viscothermal losses does not
significantly affect the numerical phase velocity, as in
the case of δ∆ = δ∆,SLF.
4.2. Numerical dissipation
The numerical dissipation may be analysed by a rela-
tive absorption coefficient
αrel(ξh) =
αˆk
αk
, αˆk = −< (ln(z(ξh))) (33)
The relative absorption coefficient can also be reas-
signed back to temporal frequencies via ωˆk; this is
displayed in Fig. 4a for various choices of ε with
1 The minimum cutoff frequency may be used as a measure to
compare different schemes, leading to the choice of the IWB
scheme over other 27-point variants in some studies [31]. How-
ever, focussing on the cutoff frequency ignores the presence of
phase velocity errors, which can be as much as 40% for the
IWB scheme, as seen in Fig. 3b. The numerical phase (or group)
velocity is, arguably, more critical in determining the validity of
a simulated bandwidth. An error criterion in the range of 0.5%-
2% may be necessary in order to ensure that reflection errors
from modelled wall impedances are kept reasonably low [28, 32].
Whether or not such errors, or other artefacts caused by nu-
merical dispersion, are perceptible is another matter completely.
Currently, research on the perceptibility of dispersion error is
limited [33, 34]. More will be said about this in Section 7.
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Figure 3: Relative phase velocity for standard and IWB
schemes with η ∈ {0, 1e-5 m}, ε ∈ {1, 1.3}, c = 340 m/s and
Fs = 44.1 kHz
δ∆ = δ∆,SLF. Notice that αrel is correct at DC (f = 0),
which follows from the consistency of the scheme. Oth-
erwise, αrel varies with frequency.
Unlike the numerical phase velocity, the numerical
dissipation (as a function of temporal frequencies) ap-
pears to be isotropic, i.e. independent of the direction
of plane wave propagation, since the axial and diagonal
curves overlap for the same ε, aside from the effect of
the aforementioned cutoff frequency near 0.2Fs. This
isotropy is also seen with various 27-point stencils,
such as the case δh∆ = δ
h
∆,IWB, as displayed in Fig. 4b.
As in the previous case, the curves pertaining to axial
and diagonal directions (as well as other directions, left
out for brevity) overlap for the same ε. Furthermore,
these curves (Fig. 4b) are virtually identical to those
along diagonal direction of the standard scheme (blue
lines, Fig. 4a). As such, it should suffice to investigate
only the diagonal direction of the standard scheme for
the remainder of this study.
4.3. Normalising for memory costs
According to Figs. 4a and 4b, the three-step scheme
with a choice of ε ∈ [1.2, 1.3] results in an improved
approximation to the viscothermal component, in com-
parison to the two-step scheme. However, the three-
step scheme requires one extra state to be stored in
memory. Thus, the increase in memory over the two-
step scheme is a factor of 4/3. It is always possible to
oversample the grid of the two-step scheme, increasing
its memory cost, in order to improve the approxima-
tion up to a given f (by consistency), so it makes sense
to compare the two schemes for an equal memory cost.
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Figure 4: Relative absorption coefficients for standard and IWB
schemes with various ε, c = 340 m/s and Fs = 44.1 kHz
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Figure 5: αrel after normalising for memory costs. The two-step
scheme with Fs = 48.5 kHz has the same memory usage as the
three-step scheme with Fs = 44.1 kHz.
For an oversampling factor of X in the two-step
scheme (λ fixed), i.e. choosing Fs = 44.1X kHz, the
memory storage increases by a factor of X3. An
oversampling factor of X = 3
√
4/3 ≈ 1.101 ⇒
Fs = 48.5 kHz would then normalise for memory costs.
Relative absorption coefficients are plotted in Fig 5
with this normalisation taken into account. It can be
seen that the three-step scheme offers a better ap-
proximation to the viscothermal component than the
two-step scheme even at the same memory cost.
It is also worth plotting the numerical absorption
on a logarithmic scale in order to see how it deviates
from the classical frequency-power law (a straight line
on the log-log scale) for a particular choice of η. This
is shown in Fig. 7.
5. Numerical Experiments
In this section, T60 decay times obtained from simula-
tions with the two-step and three-step schemes will be
compared to the expression (11). It is expected that
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(c) Three-step, ε = 1.3, Fs = 44.1 kHz
Figure 6: T60 numerical tests for c = 340 m/s, η = 1e-6 m. White represents a level of -60dB and below.
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Figure 7: Classical and numerical absorption for c = 340 m/s
and η = 1.5e-6 m
the simulated T60 times will be close to the following
expression obtained from a frequency-domain analysis:
Tˆ60 =
3 ln(10)
αˆk/k
(34)
A small box of air (approximately one cubic me-
ter) was modelled with fully reflective boundaries and
η = 1e-6 m. As there is no loss at the boundaries,
the decay of the numerical solution is solely due to
the viscothermal component. In order to excite the
entire spectrum, uniform random vectors were used
to initialise the time recursions. A typical response,
obtained from a point within the box (the location is
immaterial) is displayed in Fig. 8.
The spectrograms displayed in Fig. 6 were calculated
using a Hann window of 512 samples with a 50 sample
hop size. In these spectrograms, zero decibels repre-
sents the average magnitude of the spectrum of the
output at the reference time t = 0 and white represents
a magnitude equal to or less than -60 dB. Thus, the
simulated T60 decay time is the demarcation between
greys and pure white. In each spectrogram, this de-
marcation coincides with what is predicted by (34). As
expected, the three-step schemes with Fs = 44.1 kHz
(Figs. 6b and 6c) have simulated T60 times that are
in better agreement with the model (11) than the
two-step scheme with Fs = 48.8 kHz (normalised for
computational cost).
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Figure 8: Response from simulation with viscothermal losses
(η = 1e-6 m) and lossless walls
6. GPU Implementation
The viscosity schemes considered here were imple-
mented for the CUDA architecture and tested with an
Nvidia Tesla K20 GPU device. The general threading
approach was to issue enough threads to cover the
entire 3-D data grid, as opposed to using a 2-D set
of threads and iterating over the last dimension. A
thread block size of 32×2×2 was used. In terms of
memory usage, the Kepler read-only data cache was
used where possible, but the use of shared memory
was not investigated. Constant memory was used to
store global coefficients (stencil weights, θ, λ, ε).
The viscosity schemes were tested with 7-, 13-, 19-,
and 27-point stencils operating on a cubic grid. These
stencils are special cases of the 3-D “interpolated
schemes” [35, 28, 27] (formulations for these stencils
are provided in the Appendix). Two versions of the
viscosity schemes were tested. The first version used a
standard implementation whereby each stencil opera-
tion was explicitly calculated from its standard data
grids. In the second version, the redundancy of the
algorithm (mentioned in Section 3) was exploited in
order to reduce the number of stencil operations, and
thus, the amount of data that was read from the grids.
The algorithm is memory bandwidth limited on such
GPU devices [9] and thus the reduction in memory
usage was exploited as opposed to the reduction in
floating-point operations.
Tests were conducted for a 640×480×480 sized grid
in both single and double precision, and in each case,
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Table I: Single precision timing results
lossless η > 0, two-step η > 0, three-step
stencil size time (s) CTI-A CTI-B CTI-A CTI-B
7-point 42 1.17x 1.31x 1.62x 1.69x
13-point 47 1.55x 1.21x 2.38x 1.55x
19-point 51 1.69x 1.14x 3.33x 1.49x
27-point 75 1.83x 1.12x 3.41x 1.27x
Table II: Double precision timing results
lossless η > 0, two-step η > 0, three-step
stencil size time (s) CTI-A CTI-B CTI-A CTI-B
7-point 68 1.31x 1.47x 1.90x 1.93x
13-point 78 1.54x 1.38x 2.54x 1.79x
19-point 79 2.27x 1.37x 3.63x 1.75x
27-point 89 2.73x 1.29x 4.62x 1.60x
2000 time-steps were computed. The timing results
are presented in Table I for single precision and Ta-
ble II for double precision. In these tables, the timings
for the two- and three-step viscosity schemes imple-
mented using the standard approach (version ‘A’) and
the data-reduced approach (version ‘B’) are compared
to the timings for the respective lossless schemes. The
comparison is presented in terms of a “compute time in-
crease” (CTI) (slow-down) of the viscosity timings over
the respective lossless timings. It should be mentioned
that frequency-independent impedance boundary con-
ditions (not featured here, similar to [13, 19, 9]) were
included in these GPU implementations.
It can be seen that the data-reduced approach pro-
vides lower computation times than the standard ap-
proach for 13-, 19-, and 27-point stencils. The im-
provements obtained from the data-reduced approach
become more substantial as the stencil size increases.
In the case of the 27-point scheme in double precision,
the data-reduced implementation is almost three times
as efficient as the standard approach. However, in the
special case of the 7-point stencil (δ∆,SLF) the standard
approach runs slightly faster than the data-reduced
approach. This may be due to caching effects for these
memory bandwidth limited algorithms. Comparing
the lossless case to the data-reduced form, the reason
for the increase in computation times is due to the
extra read and write requirements of the data-reduced
approach over and above that of the lossless case, even
though both compute only one stencil operation per
time-step.
7. Conclusions and Future Directions
Finite difference schemes were presented for a vis-
cothermal wave equation. Absorption parameters were
provided which are suitable for audible frequencies in
the context of room acoustics with standard indoor
conditions (temperature, pressure, relative humidity)
in air. Stability conditions for a three-step parame-
terised FD scheme were derived for the initial-value
problem. Numerical dispersion and numerical dissi-
pation were analysed in the frequency domain and
optimal parameters for the three-step scheme were
selected, demonstrating improved accuracy in the ap-
proximation to the viscothermal component over two-
step schemes. This improvement was confirmed by
numerical experiments analysing the numerical T60
decay times as a function of frequency via spectro-
grams. Timing results from a GPU implementation
on an Nvidia Tesla K20 GPU device were presented
and it was shown that using a data-reduced approach,
the computation times for the three-step schemes were
reasonable in comparison to lossless counterparts.
It should be pointed out that an additional redun-
dancy in the 13-point stencil operating over the cubic
grid could be exploited by implementing the 13-point
stencil on a face-centered cubic (FCC) grid [36]. This
comes at the expense of a slightly more complex kernel
operation and memory decomposition [37, 9].
It is important to consider the amount of numeri-
cal dispersion error in these FD schemes, which may
limit the amount of “usable bandwidth”. The improve-
ments offered by the three-step schemes are generally
in high frequencies where dispersion error is more
pronounced. Thus, it may not be critical to employ
three-step schemes over two-step viscothermal counter-
parts when the interest is only in a lower portion of the
simulated bandwidth. However, as the numerical dissi-
pation seems to be independent of the stencil (discrete
Laplacian) employed (aside from cutoff frequencies),
these three-step schemes will become more useful for
stencils which offer a wider bandwidth under which
dispersion error is kept to a reasonable level [27].
Other directions of future study are to incorporate
complex-impedance boundary conditions, taking into
account boundary layer effects due to viscosity [10, 12],
and to model complex geometries using a more general
finite volume framework [38].
8. Appendix
As in [28], a parameterised discrete Laplacian (nor-
malised by h2) using up to 27 points may be written as:
δh∆ = δ
h
xx+δ
h
yy+δ
h
zz+a(δ
h
xxδ
h
yy+δ
h
xxδ
h
zz+δ
h
yyδ
h
zz)+b(δ
h
xxδ
h
yyδ
h
zz)
The coefficients a, b and respective values for Λmax for
the various stencils used in the GPU tests are provided
in Table III.
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