TBTK is a software development kit for creating applications that perform quantum mechanical calculations. It provides tools for modeling and solving problems on second-quantized form and is on one hand aimed at enabling the development of applications that investigate specific physical questions. On the other hand, it aims to enable method developers to create an ecosystem of solvers for tight-binding, DFT, DMFT, quantum transport, etc. that can be easily integrated with each other. Both through the development of completely new solvers, as well as front ends and back ends to already well established packages. By providing data structures tailored for second-quantization, TBTK is intended to encourage reusability of code and results in the scientific community and enable the scalability that is necessary if quantum mechanical calculations are to become an integral part of the future industry.
Introduction
For more than half a century technological progress has been fueled by advances in semiconductor technology, with exponential progress described by Moore's law. The main driving factor behind this is the continuous decrease in transistor size. The International Technology Roadmap for Semiconductors (ITRS) targets 5 nm technology in 2021 (http://www.itrs2.net/), but further decrease is difficult. With a lattice constant of 0.54 nm, a silicon cube with side length 5 nm is roughly nine unit cells wide and contains no more than a few thousand silicon atoms. On this scale quantum mechanical effects starts to dominate and the traditional transistor model becomes invalid [1, 2] .
A proper understanding of semiconductors certainly require a quantum mechanical description already today, most notably in order to describe the band gaps that are fundamental to the way transistors work. However, for the semiconductor technology as we know it, semi-classical models or models exhibiting translational invariance have been sufficient [3] . Such models treat the properties of collections of a macroscopic number of atoms, while the detailed study of individual atoms or collections of up to a few thousand atoms largely has been of academic interest in the past.
Simultaneously the increased computational power that has been enabled by advances in semiconductor technology, in combination with algorithm development, has continuously increased the number of atoms that can be faithfully simulated using quantum mechanical models [4, 5, 6, 7, 8] . The system sizes that are accessible for both academic and industrial interests are therefore already overlapping. This is not least visible through recent advances in the field of quantum computing, where academia and industry are making significant advances together [9, 10, 11, 12] . However, independently of whether the dream of quantum computing is achieved or not, it is clear that the semiconductor industry has two choices: either move the microscopic modeling of quantum mechanical systems from research labs to the engineering department, or stall the technological progress. Academia should celebrate the former scenario as it will bring quantum mechanical experiments and calculations previously only done in research labs to an industrial scale, significantly boosting the amount of data available also for answering questions in fundamental science. The inevitable increase in interaction between industry and academia in this area is further both recognized and fueled by increased governmental spending on quantum technologies [16, 17] . While Moore's law certainly is a main driving factor behind the digital revolution, its significance would have been nowhere close to where it is today without parallel advancements in software development practices. Among these we note the development of concepts such as object oriented programming (OOP), application programming interfaces (API), software development kits (SDKs), and most recently the application markets. Through these, programming has gone from an imperative programming paradigm, often producing single purpose codes that only can be understood and used by a few experts, to a world wide collaborative effort that allows millions of people to collectively advance the current state of the art digital experience.
In contrast to modern industrial practices, much of the code development in the scientific community focusing on quantum mechanical calculations is still largely in the imperative programming paradigm. Many software packages are written by a few experts and are often intended to be executed using input files to generate the relevant output, thereby acting as black boxes to most users. Extensive experience with these packages are often required before any meaningful results can be obtained at all. Much other development is done in small communities or by individual researchers that often write single purpose scripts for each new publication, severely limiting reusability and scalability. Partly this is due to the nature of the sci-entific process, but largely it is due to the fact that significant overhead is associated with developing scalable approaches. A similar approach is untenable if quantum mechanical calculations are going to become an integral part of the future industry.
To avoid the overhead associated with low level details of languages such as FORTRAN and C/C++, it has become common to rely on software such as MATLAB and Mathematica instead. While the later two both comes packed with algorithms for solving specific problems, what makes them truly useful is the structure they provide for, and impose on, the data they process. In fact, in many cases these softwares even rely on external libraries such as BLAS and LAPACK (http://www.netlib.org/) for the actual algorithms. General purpose data structures defines conventions that both gives the user flexibility and provides a high level of abstraction, which is key to making code reusable and easy to work with. Similarly, the digital revolution has not so much been enabled by any specific software as it has been by the structure provided by libraries such as STL, OpenGL, and CUDA, as well as standards such as POSIX, HTML, and URL [18, 19, 20, 21, 22, 23] . Nevertheless, while both MATLAB and Mathematica for these reasons are excellent tools in many situations, they essentially force the user to think in terms of either matrices or analytical equations even when these are not the best possible abstractions for the given task. They provide limited support for further abstraction beyond what is already provided. In addition, the execution speed is often slower than for code developed in low level languages, and since the code is executed inside of specific environments scalability and reusability is severely limited.
A new generation of scientific codes has mitigated some of these problems by adopting more modern practices and provided interfaces through languages such as Python and Julia [13, 14, 15] . However, the fundamental problem has not been addressed since the focus remains algorithm centric. Little effort has gone into the development of general purpose data structures that are specifically tailored for quantum mechanical calculations, even though this is of fundamental importance to enable true scalability. In addition to help overcoming the overhead barrier, the use of such data structures in scientific applications will severely reduce the amount of unnecessary error checking associated with developing code from scratch. Time otherwise spent on struggling with numerical nuisance can thus be devoted to the actual physical questions at hand.
In this paper we give a brief introduction to TBTK, an SDK for modeling and solving Hamiltonians on second-quantized form. It brings together quantum physics with modern programming practices to significantly improve the ease with which quantum mechanical calculations can be implemented. TBTK contains an expanding set of native algorithms for performing such calculations. However, its main focus is on providing general purpose data structures that can be used to implement new applications, solvers, as well as front ends and back ends to already existing packages. As such, TBTK is not aimed at replacing the code base already developed in the scientific community, but rather to provide a glue that can bind it together.
Data structures: abstraction and efficiency
The main part of TBTK is a C++ library that contains data structures meant to simplify both the development of applications that investigate particular quantum mechanical questions, as well as enable method developers to implement general purpose reusable solvers. The data structures are especially designed with two purposes in mind: to provide abstractions that allow the developer to focus on physics instead of numerics, and to provide the same efficiency as highly optimized single purpose codes. Instead of being intended as a black box, developer are encouraged to dig as deep as wanted into the code. Through a strong emphasis on object oriented design, the code is divided into logical units protected by strong encapsulation, which enables developers to work on the level of abstraction appropriate for the given task. Further, while TBTK itself is implemented in C++, it aims to be a reference implementation that can work as a template for extending the data structures to other languages. A serious effort is therefore also put into providing serializations of the data structures to allow for easy transfer between different applications and languages.
With code becoming an important part of most scientific projects, in the same way that mathematical equations has been for centuries, TBTK also aims to make code readable enough that it can be included in scientific publications much like mathematical formulas are today. In fact, striving for readable (high level) code is an important factor in achieving good data abstraction and is contrary to what may be expected largely aiding performance and generality by enforcing good design practices.
Second quantization
The starting point for TBTK applications are Hamiltonians on second quantized form
where a ij are complex numbers, i and j are discrete indices and c † i and c i are creation and annihilation operators, respectively, for state i. Preliminary support is available for interaction terms H I , but in this brief introduction we focus on non-interacting Hamiltonians. In TBTK notation the complex numbers a ij are called hopping amplitudes which is derived from the codes initial focus on tight-binding calculations. However, the nomenclature is now more generally motivated by the fact that when the Schrödinger equation
is rewritten using finite differences
the a ij 's are seen to be amplitudes associated with the process whereby particles are annihilated in state j and recreated in state i. That is, the particle is hopping from state j to state i.
Physical indices and Hilbert space indices
In order to allow for Hamiltonians of arbitrary complexity to be specified, TBTK provides a flexible indexing scheme that underpins almost every aspect of the library. An important distinction is made between physical indices such as (x, y, z, sublattice, orbital, spin) that have an intuitive connection to the physical problem at hands, and Hilbert space indices that are linear representations of the corresponding physical indices. A typical mapping from a physical index to a Hilbert space index, say for a two dimensional lattice with a spin having the index structure (x, y, s), could be hard coded into an application as h = 2*SIZE Y*x + 2*y + s. The problem with such an explicit mapping is that it forces every aspect of the application to work with this convention, both limiting the applicability of the code and leaving unnecessary numerical details visible at every level of the code. TBTK solves this through a combination of flexible indices and a sophisticated storage structure for the hopping amplitudes and indices that automatically provides an efficient mapping between the physical indices and the Hilbert space indices. Application developers can therefore work with physical indices exclusively, while method developers can write general purpose solvers that only depends on the Hilbert space indices. In TBTK a physical index is specified using curly braces such as for example {x, y, s}.
For full generality TBTK also allows for indices with different index structures to be used simultaneously, as for example is the case for a system that consists of two subsystems with index structure (x, s) and (x, y, s), respectively. For this to be possible, the only requirement is that the indices differ in a subindex to the left of where the index structure first differs. This is easily solved by adding a subsystem index at the front, resulting in the numerical indices {0, x, s} and {1, x, y, s}.
Creating models
A hopping amplitude is uniquely determined by its complex value and the two indices i and j. A hopping amplitude with value 1 from state {x, y, s} to {x+1, y, s} is created using Here "+ HC" at the end of the last line implies that both the hopping amplitude and its Hermitian conjugate is added to the model. By allowing the user to specify the model using physical indices with arbitrary structure, it is relatively easy to specify virtually any Hamiltonian of interest. In fact, it is even possible to specify Hamiltonians that are time dependent or which depend on some yet undetermined parameters by passing so called callback functions as the first parameter to the hopping amplitudes. For more information on this we refer to the documentation 1 . Once all relevant hopping amplitudes are added to the model, the mapping between the physical indices and the Hilbert space indices are created using model . c o n s t r u c t ( ) ;
s e t S t a t i s t i c s ( S t a t i s t i c s : : F e r m i D i r a c ) ;
The model object is thus the general purpose container for model related information and can contain also other information not shown here.
Solvers
Different types of problems require different solution methods and these are generally implemented in solvers in TBTK. The numerical details of different solution methods can vary widely and the code implementing a specific method is usually the part where the majority of the computational time is spent. It is therefore important that solution algorithms can utilize whatever data structures that are best suited for the method at hand. Moreover, for general purpose solvers it is also important that they can work with minimal assumptions about the model. The mapping from physical indices to Hilbert space indices provides the key to solving both of these problems. Internally the solvers can request the hopping amplitudes from the model using the Hilbert space basis and set up whatever data structures that are best suited for the method. In this way method developers can create new solvers without worrying about the details of specific physical models, while application developers can specify models without worrying about the method specific details of particular solvers. In addition this allows application developers to switch between different solvers without having to modify the model.
TBTK comes packed with a number of different solvers that for example can perform diagonalization, Arnoldi iteration, and Chebyshev expansion of the Green's function [8] . Using diagonalization as an example, a typical solver can be setup and executed as follows: For other solvers the initialization may require more method specific parameters to be supplied. However, the main idea is to provide an interface to the application developer that minimizes the amount of necessary method specific knowledge while simultaneously providing the possibility to configure the solver on demand.
Extracting properties
The goal of a calculation is usually to extract some relevant properties. TBTK by default defines several properties such as eigenvalues, wave functions, density of states (DOS), (spinpolarized) local density of states (LDOS), etc. However, different solvers internally can use very different storage structures and it is desirable to limit the solvers responsibility to dealing with the general purpose problem formulated using Hilbert space indices. For this reason TBTK provides property extractors that bridge the gap between the method specific details of the solvers and the higher abstraction layer presented to application developers. Method developers are strongly advised to create similar property extractors in parallel with their solvers.
The property extractors provide a more intuitive interface to the application developer, allowing the application developer to extract properties from the solvers using physical indices. Moreover, they aim to provide uniform interfaces for the solvers to the outside world. Code that uses property extractors can therefore often work even if the solver is changed and makes it possible to try completely different solution method by simply changing a few lines of code related to the solver initialization. We do, however, note that not every solver can calculate every property, and some solvers can calculate some specific details that are not available through other solvers at all. Property extractors are therefore only approximately uniform, sometimes providing implementations for functions that simply print that the corresponding solver cannot be used to calculate the given property, while sometimes having additional functions not available in other property extractors.
A typical expression for setting up a property extractor and calculating a property is as follows P r o p e r t y E x t r a c t o r : : D i a g o n a l i z e r p r o p e r t y E x t r a c t o r ( s o l v e r ) ; P r o p e r t y : : DOS d o s = p r o p e r t y E x t r a c t o r . c a l c u l a t e D O S ( ) ;
Conclusion
TBTK is a software development kit that enables rapid development of applications that calculates quantum mechanical properties. It also aims to aid the scientific community and industry in developing codes that enable large scale collaborations through a scalable approach that encourages reusability. This is achieved through the introduction of a set of efficient general purpose data structures and build tools that draws from the latest best practices in software development. The intention is to enable the development of an ecosystem of solvers and tools that can perform tight-binding, DFT, DMFT, quantum transport, and other types of calculations and to make it easy to integrate the different methods with each other. In particular, TBTK aims to aid such development by providing data structures that allow developers to work at a higher level of abstraction, enabling them to put more focus on the physical ideas than on numerical details. This brief introduction has only scratched on the surface to outline the main design philosophy, and the interested reader is referred to the documentation 2 for a much more extensive introduction.
