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COMPARING HECKE COEFFICIENTS OF AUTOMORPHIC REPRESENTATIONS
LIUBOMIR CHIRIAC AND ANDREI JORZA
Abstract. We prove a number of unconditional statistical results of the Hecke coefficients for unitary cus-
pidal representations of GL(2) over number fields. Using partial bounds on the size of the Hecke coefficients,
instances of Langlands functoriality, and properties of Rankin-Selberg L-functions, we obtain bounds on
the set of places where linear combinations of Hecke coefficients are negative. Under a mild functoriality
assumption we extend these methods to GL(n). As an application, we obtain a result related to a question
of Serre about the occurrence of large Hecke eigenvalues of Maass forms. Furthermore, in the cases where
the Ramanujan conjecture is satisfied, we obtain distributional results of the Hecke coefficients at places
varying in certain congruence or Galois classes.
Introduction
The statistical properties of Hecke eigenvalues of automorphic forms represent a richly studied area at
the intersection of analytic and algebraic number theory. The Sato-Tate conjecture for modular forms
[11, 3], a seminal result on distributions of Hecke eigenvalues, was an important application of potential
modularity lifting [7, 26]. While much progress has been made recently to describe conjecturally the statistical
distribution of the Hecke eigenvalues of a particular automorphic representation [2], little is known for general
reductive groups and general number fields, and potential modularity liftings are not suitable for general
Sato-Tate conjectures. Even in the case of GL(2) over totally real fields where the Sato-Tate conjecture
is proved for Hilbert modular forms of regular weight, only the joint distribution of at most two Hilbert
modular forms is known [10].
The present article answers a number of questions regarding the distribution of Hecke coefficients of unitary
cuspidal representations under three levels of generality. For arbitrary unitary cuspidal representations of
GL(2) over arbitrary number fields F we obtain density bounds on the number of places where linear
combinations of Hecke coefficients are bounded. This level of generality includes Maass forms, for which
no connection to Galois representations is yet known. In the case of unitary cuspidal representations π of
GL(n,AF ) we obtain similar distributional results under a mild functoriality assumption, namely that π⊗π∨
is automorphic. As a consequence we obtain distributions of large Hecke coefficients on GL(2). Finally, we
obtain stronger density bounds in the context of unitary cuspidal representations that satisfy the Ramanujan
conjecture.
A refined multiplicity one conjecture due to Ramakrishnan [19] asserts that if π and π′ are cuspidal
autmorphic representations of GL(n,AF ) with the property that πv ≃ π′v, for all finite places v outside a set
of Dirichlet density < 1/2n2 then π ≃ π′. The statement would follow from the Ramanujan conjecture on
GL(n), but this is currently unavailable beyond n = 1. The only other case that is known unconditionally
is n = 2, which was proved by Ramakrishnan [20] using the Gelbart-Jacquet lift Ad(π). On the Galois side,
however, Ramakrishnan’s conjecture follows from Serre’s unitary trick on ℓ-adic representations (cf. [18]).
As a consequence, when π1 and π2 are non-isomorphic cuspidal representations of GL(2,AF ) with trivial
character (thus, with real Hecke coefficients) the set {v | av(π1) 6= av(π2)} has lower Dirichlet density at
least 1/8, and it is reasonable to expect that there is no bias towards one of the representations. The bound
1/8 is sharp and can only be achieved by pairs of dihedral representations [27]. When the πi’s correspond to
distinct classical holomorphic cusp forms, the first author proved in [6] that the set {p | ap(f) < ap(g)} has
density at least 1/16. If the forms do not have complex multiplication and have weight at least 2, the Sato-
Tate conjecture implies that for exactly half of the primes the corresponding Hecke eigenvalues are negative.
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Similarly, a joint version of the Sato-Tate conjecture due to Harris [10], gives that the set {p | ap(f) < ap(g)}
has density 1/2.
A natural question that arises in this context is whether similar estimates occur for more general unitary
cuspidal representations over number fields. Our first result (Corollary 2.6) gives a positive answer in this
direction.
Theorem A. Let F be a number field and π1, π2 two non-isomorphic unitary cuspidal representations on
GL(2,AF ) which have trivial central character and which are not solvable polyhedral. Then the set
(1) {v | av(πi) < 0} has upper Dirichlet density at least 0.1118.
(2) {v | av(π1) < av(π2)} has upper Dirichlet density at least 0.0414.
Our approach to Theorem A relies on replacing the bound |av(π)| ≤ 2 predicted by the Ramanujan
conjecture with a partial bound due to Ramakrishnan [21, Theorem A], which states that |av(π)| ≤ X for v
in a set of places of lower Dirichlet density at least 1− 1/X2, for any value of X ≥ 1. A careful analysis of
the known instances of Langlands functoriality combined with several combinatorial arguments lead to an
optimization problem (cf. Theorem 2.5) that can be solved via a number of computations in Sage [24].
As a corollary to Theorem A we obtain a distributional result on the Hecke coefficients of Maass forms
varying in certain congruence classes. For example, if g is a Maass eigenform on GL(2,AQ) which is not of
solvable polyhedral type then (cf. Remark 2.9):
δ({p | ap(g) < 0, p ≡ 1 (mod 8)})
δ({p ≡ 1 (mod 8)}) ≥ 0.0625,
where by δ and δ we denote the Dirichlet density and the upper Dirichlet density, respectively.
In a letter to Shahidi [25, Appendix] Serre asked a question about the occurrence of large/small Hecke
eigenvalues of Maass forms. This question has been studied by Walji [28] who obtains a lower bound of
av(π) ≥ 0.788 . . . on a set of places density at least 0.01. Our second result (Corollary 3.5) is concerned with
the large values of |av(π)|.
Theorem B. Let π be a unitary cuspidal representation of GL(2,AF ) which has trivial central character
and is not solvable polyhedral. Then {v | |av(π)| > 1} has upper Dirichlet density at least 0.001355.
To prove Theorem B we first generalize Theorem A to unitary cuspidal representations of GL(n,AF )
satisfying a functoriality assumption (cf. Theorem 3.4) and obtain a lower density bound on the occurence of
negative Hecke coefficients in terms of the number of poles of a Rankin-Selberg L-function. This assumption
is satisfied by the cuspidal representation Sym2 π of GL(3,AF ) and we remark that |av(π)| > 1 is equivalent
to av(Sym
2 π) > 0.
Finally, when π is a regular algebraic unitary cuspidal representation occurring in the cohomology of a
Shimura variety then π is known to satisfy the Ramanujan conjecture (cf. §1) and we obtain improved
bounds on the distribution of Hecke coefficients av(π) as v varies in certain Galois conjugacy classes (cf.
Corollaries 4.2 and 4.4).
Theorem C. Let f be a non-CM regular weight Hilbert cuspidal eigenform with trivial character. For any
coprime ideals a and m:
δ({v | av(f) < 0, v ≡ a (mod m)})
δ({v ≡ a (mod m)}) ≥
1
8
,
Moreover, if E/F is any Galois extension such that there exists a quadratic subextension L/F with Gal(E/L)
abelian of order n, then:
δ({v | av(f) < 0, v splits completely in E})
δ({v splits completely in E}) ≥
1
16
.
Note that the density ratios in Theorem C can be thought of as conditional probabilities. We prove
Theorem C in the more general context of unitary cuspidal representations of GL(2,AF ) satisfying the
Ramanujan conjecture. We remark that the Ramanujan conjecture on GL(2) is satisfied for regular algebraic
cuspidal representations on GL(2) over totally real fields and has been proven recently over CM fields (see §1).
Our strategy uses Dirichlet’s approach to primes in arithmetic progressions in the context of arbitrary linear
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combinations of Hecke coefficients of unitary cuspidal representations satisfying the Ramanujan conjecture
from Theorem 4.1.
The paper is organized as follows: in §1 we recall a number of results on cuspidal representations on
GL(n,AF ) related to Langlands functoriality and the Ramanujan conjecture. In §2 we consider the case of
GL(2) over number fields, and we deduce Theorem A (Corollary 2.6) from the optimization problem that
we set up in Theorem 2.5. Section §3 is devoted to extending these methods for GL(n). The main technical
result here is Theorem 3.4, which is followed by three applications, including Theorem B (Corollary 3.5). In
§4 we present several results that assume the Ramanujan conjecture, among which we mention Corollaries
4.2 and 4.4 that comprise Theorem C.
Notations
For a number field F we denote by AF the ring of adeles. For a finite place v we denote by Fv the v-adic
completion of F and by ̟v a choice of uniformizer. An automorphic representation π of GL(n,AF ) is a
restricted tensor product π ≃⊗′ πv over the places v of F where πv is a smooth representation of GL(n, Fv).
When v is a finite place of F such that πv is an unramified representation of GL(n, Fv) we denote by
av(π) the sum of the Satake parameters αv,j of πv. Explicitly, if πv is the normalized induction of the
character χv,1 ⊗ · · · ⊗ χv,n where χv,j : F×v → C× are continuous unramified, then αv,j = χv,j(̟v) and
av(π) =
n∑
j=1
αv,j . For convenience, if k ≥ 1 we denote av,k(π) =
n∑
j=1
αkv,j .
For a Dirichlet series Z(s) which converges absolutely when Re s > 1 we denote
D(Z(s)) = lim sup
s→1+
Z(s)
− log(s− 1) .
When F is a set of finite places of a number field F we define δ(F) as D(∑
v∈F
q−sv ).
If (sn)n≥1 is a sequence of reals in (1,∞) with lim
n→∞
sn = 1 we denote
D(sn)(Z(s)) = lim sup
n→∞
Z(sn)
− log(sn − 1) ,
and δ(sn)(F) = D(sn)(
∑
v∈F
q−sv ). We denote δ(sn)(F) = δ(sn)(F) if the limit exists, in which case we say that
F has (sn)-Dirichlet density.
1. Automorphic representations on GL(n) over number fields
The Sato-Tate and Lang-Trotter conjectures describe statistical behaviors of the Hecke coefficients av(π)
for a unitary cuspidal representation π of GL(n,AF ), as v varies among almost all places of a number field
F away from the infinite places and the places where πv is ramified. In this section we describe certain
properties satisfied by these Hecke coefficients that will be necessary for our applications.
First, if π is unitary the complex conjugate π is naturally isomorphic to the dual π∨. As a result, if
π ≃ π∨ then av(π) = av(π) and therefore av(π) ∈ R. When π is a unitary representation on GL(2,AF ),
self-duality is equivalent to π having quadratic central character, which must be trivial if π is not dihedral.
Remark that if π is an algebraic representation such that all av(π) are real numbers, the global Langlands
conjecture would imply that π ∼= π∨. We will mostly concern ourselves with self-dual representations for
simplicity of statements, but in Theorem 4.1 we explain how our methods yield slightly weaker information
in the context of non-self-dual representations.
The Ramanujan conjecture posits that for a unitary cuspidal representation π of GL(n,AF ), where F is a
number field, the local representation πv is a tempered representation for every place v of F . Equivalently,
|αv,i(π)| = 1 for every place v and 1 ≤ i ≤ n, which implies that |av(π)| ≤ n for all v.
Special cases of the Ramanujan conjecture are known, as follows:
(1) If F is a totally real field and π is a unitary cuspidal representation of GL(n,AF ) which is regular,
algebraic and essentially self-dual. (This includes cohomological Hilbert modular forms.)
(2) If F is a CM field and π is a unitary cuspidal representation of GL(n,AF ) which is regular, algebraic
and conjugate self-dual.
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(3) If F is a CM field and π is a unitary cuspidal representation of GL(2,AF ) which is regular and
algebraic, but without any assumptions on duality.
(4) If π is a unitary cuspidal representation on GL(n,AF ) satisfying the Ramanujan conjecture then the
base-change of π to a number field E/F will also satisfy the Ramanujan conjecture.
The first two cases are a consequence of the realization, due to Harris-Taylor [12], of such automorphic forms
in the cohomology of certain Shimura varieties. The third case is a recent stunning result by Allen, Calegari,
Caraiani, Gee, Helm, Le Hung, Newton, Scholze, Taylor, and Thorne [1].
For general unitary cuspidal representations and general number fields weaker bounds are known due to
[16] with an improvement for smaller rank groups due to [4]. Our general results rely on the following weaker
version of the Ramanujan conjecture, due to Ramakrishnan [21, proof of Theorem A]: if π is a cuspidal
unitary representation of GL(n,AF ) and X ≥ 1, then |av(π)| ≤ X for v in a set of places of Dirichlet density
at least 1− 1X2 .
Finally, our main results make use of a series of deep results on Langlands functoriality. If π is a cuspidal
representation of GL(2,AF ) then:
(1) Sym2 π is an automorphic representation of GL(3,AF ) by [9]. It is cuspidal if and only if π is not
dihedral, i.e., π is not the automorphic induction of a character from a quadratic extension.
(2) Sym3 π is an automorphic representation of GL(4,AF ) by [14]. It is cuspidal if and only if π is
neither dihedral nor tetrahedral, i.e., π does not become dihedral after a cubic extension.
(3) Sym4 π is an automorphic representation of GL(5,AF ) by [13]. It is cuspidal if and only if π is not
dihedral, tetrahedral, or octahedral (i.e., π becomes tetrahedral after a quadratic extension).
(4) If σ is another cuspidal representation of GL(2,AF ) then π ⊗ σ is an automorphic representation of
GL(4,AF ) by [22]. It is cuspidal unless π and σ are twist equivalent.
(5) If σ is a cuspidal representation of GL(3,AF ) then π ⊗ σ is an automorphic representation of
GL(6,AF ) by [14]. It is cuspidal unless either π is not dihedral and σ is a twist of Ad(π), or π
is dihedral and σ is the induction of a character on a cubic field E, with πE Eisensteinian [23].
(6) If τ is a cuspidal representation of GL(4,AF ) then ∧2τ is an automorphic representation of GL(6,AG)
by [13].
We say that π is solvable polyhedral if π is dihedral, tetrahedral, or octahedral.
2. Hecke coefficients for GL(2) over number fields
We begin by generalizing results of [6] to collections of cuspidal automorphic representations on GL(2)
over arbitrary number fields. The principle underlying our approach, already present in [15] is the following.
Suppose {fv} are real numbers indexed by (almost all) finite places of the number field F and
F = {v | fv < 0}.
Suppose, further, that |fv| ≤ B for a bound B that does not depend on v. Consider the Dirichlet series
Z(s) =
∑
v
f2v
qsv
.
When v /∈ F , fv ≥ 0 and therefore f2v ≤ Bfv, whereas if v ∈ F then −fv ≤ B. As
Z(s) ≤ B2
∑
v∈F
1
qsv
+B
(∑
v
fv
qsv
−
∑
v∈F
fv
qsv
)
we conclude that D(Z(s)) ≤ 2B2δ(F) + BD(
∑
v
fv
qsv
). For real numbers m,M such that m ≤ D(Z(s)) and
M ≥ D(∑v fvqsv ) we conclude that
δ(F) ≥ m−MB
2B2
.
In the context of this section, the last hypothesis of the above approach is not satisfied and the technical
difficulties lie in using Langlands functoriality to control the resulting errors terms.
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We note that solvable polyhedral representations are known to satisfy the Ramanujan conjecture, and we
will consider such representations in §4. In this section we will consider unitary cuspidal representations of
GL(2,AF ) which are not solvable polyhedral.
Lemma 2.1. Suppose π1, π2, π3, π4 are twist inequivalent unitary cuspidal representations of GL(2,AF )
which are not solvable polyhedral. Then the following Rankin-Selberg L-functions have the following poles at
s = 1:
L-function pole of order
L(π⊗2i × π∨⊗2i , s) 2
L(π⊗2i × π∨i ⊗ π∨j , s) 0
L(π⊗2i × π∨⊗2j , s) ≤ 1
L(πi ⊗ π∨i × πj ⊗ π∨j , s) 1
L(π⊗2i × π∨j ⊗ π∨k , s) 0
L(πi ⊗ π∨i × πj ⊗ π∨k , s) 0
L(π1 ⊗ π2 × π∨3 ⊗ π∨4 , s) ≤ 1
If π1, . . . , π4 are not assumed to be twist inequivalent then all of the above L-functions have poles at s = 1 of
order ≤ 2.
Proof. The first four lines in the table follow from [27, Lemma 5]. Note that
L(π⊗2i × π∨j ⊗ π∨k , s) = L(ωπiπ∨j × π∨k , s)L(Sym2 πi × (π∨j ⊗ π∨k ), s).
Since the representations are twist inequivalent it follows that π∨j ⊗ π∨k is cuspidal and the result follows
from properties of Rankin-Selberg L-functions.
The second to last line follows from the previous as
πi ⊗ π∨i ⊗ πj ⊗ π∨k ∼= π⊗2i ⊗ (ωπiπ∨j )∨ ⊗ π∨k ,
and the last line follows from the fact that π1 ⊗ π2 and π3 ⊗ π4 are cuspidal representations on GL(4,AF ).
When π1, . . . , π4 are not assumed to be twist inequivalent the upper bound 2 follows as in the first part,
using the fact that πi are not solvable polyhedral. 
Lemma 2.2. Let π1, . . . , πr be unitary cuspidal representations of GL(2,AF ). Let λ1, . . . , λr ∈ C and R a
set of places of F . Then for any sequence (sn)→ 1+ we have
D(sn)
(∑
v∈R
|∑λiav(πi)|2
qsv
)
≤ δ(sn)(R)1/2T 1/2 and D(sn)
(∑
v∈R
|∑λiav(πi)|
qsv
)
≤ δ(sn)(R)3/4T 1/4,
where T = 2
∑
i
|λi|4+6
∑
i<j
|λiλj |2+24
∑
i<j<k<l
|λiλjλkλl| if the representations π1, . . . , πr are pairwise twist
inequivalent and T = 2(
∑
i
|λi|)4 otherwise.
Proof. Let S be a finite set of places such that πi,v is unramified for all i and v /∈ S. By the Cauchy-Schwarz
inequality:
D(sn)
(∑
v∈R
|∑λiav(πi)|2
qsv
)2
≤ δ(sn)(R)D(sn)
(∑
v/∈S
|∑λiav(πi)|4
qsv
)
.
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Since∑
v/∈S
|∑λiav(πi)|4
qsv
=
∑
v/∈S
1
qsv
∑ |λi|4|av(πi)|4 +∑
i6=j
λ2i λj
2
av(π
⊗2
i ⊗ π∨⊗2j ) + 2
∑
i6=j
λ2i λiλjav(π
⊗2
i ⊗ π∨i ⊗ π∨j )
+
∑
i,j,k distinct
λ2i λjλkav(π
⊗2
i ⊗ π∨j ⊗ π∨k ) + 2
∑
i6=j
λiλjλj
2
av(πi ⊗ πj ⊗ π∨⊗2j )
+ 2
∑
i6=j
|λi|2|λj |2av(πi ⊗ π∨i ⊗ πj ⊗ π∨j ) + 4
∑
i,j,k distinct
|λi|2λjλkav(πi ⊗ π∨i ⊗ πj ⊗ π∨k )
+ 4
∑
i,j,k distinct
λiλjλk
2
av(πi ⊗ πj ⊗ π∨⊗2k ) +
∑
i,j,k,l distinct
λiλjλkλlav(πi ⊗ πj ⊗ π∨k ⊗ π∨l )
 ,
using Lemma 2.1 (see also Lemma 3.2) we get that
D(sn)
(∑
v∈R
|∑λiav(πi)|2
qsv
)2
≤ δ(sn)(R) ·

2
∑
i
|λi|4 + 3
∑
i6=j
|λiλj |2 +
∑
i,j,k,l distinct
|λiλjλkλl| twist inequivalent
2(
∑
i
|λi|)4 otherwise
Applying Cauchy-Schwarz again yields the second inequality. 
We now turn our attention to our main theorem for GL(2). We are grateful to the anonymous referee
for pointing out that Ramakrishnan’s result [21, Theorem A] did not apply in our setting as written. We
therefore adapt Ramakrishnan’s work to control Hecke operators in many intervals.
Lemma 2.3. Let F1, . . . ,Fm be a finite collection of sets of finite places of a number field F and (an)n≥1 →
1+ be any sequence. Then there exists a subsequence (sn)n≥1 → 1+ of (an) such that each set Fi has
(sn)-Dirichlet density.
Proof. We will prove the result by induction on m, in the base case m = 0 choosing (sn) = (an). Suppose
F1, . . . ,Fm all have (sn)-Dirichlet density and Fm+1 is an additional set of finite places. We choose (s′k) a
subsequence of (sn) such that
lim
k→∞
∑
v∈Fm+1 q
−s′k
v
− log(s− 1) = lim supn→∞
∑
v∈Fm+1 q
−sn
v
− log(s− 1) .
In this case Fi has (s′k)-Dirichlet density for each i ≤ m+ 1. 
The following lemma can be thought of as a version of [21, Theorem A].
Lemma 2.4. Let F be a number field. For 1 ≤ i ≤ r let πi be a cuspidal representation of GL(ni,AF ), and
let 1 < X = X0 < X1 < . . . < Xm < ∞. Then there exists a sequence of real numbers (sn)n≥1 → 1+ and
sets Rj for 0 ≤ j ≤ m and R∞ of finite places of F such that if v ∈ Rj then |av(πi)| ≤ Xj for all i, each
set Rj with j ≥ 1 has (sn)-Dirichlet density, and
m∑
j=1
X2j−1δ(sn)(Rj) +X2mδ(sn)(R∞) ≤ r.
Proof. For each i we define Ri,j as the set of finite places v of F such that Xj−1 ≤ |av(πi)| ≤ Xj , with the
convention that X−1 = 0. We also denote Ri,∞ the set of finite places v of F such that Xm ≤ |av(πi)|. As
in the proof of [21, Theorem A] we have
(1) logL(πi×π∨i , s) ≥
m∑
j=1
∑
v∈Ri,j
|av(πi)|2q−sv +
∑
v∈Ri,∞
|av(πi)|2q−sv ≥
m∑
j=1
X2j−1
∑
v∈Ri,j
q−sv +X
2
m
∑
v∈Ri,∞
q−sv .
We define recursively R∞ =
⋃r
i=1Ri,∞ and Rj = (
⋃r
i=1Ri,j) \
(
R∞ ∪
⋃m
k=j+1Rk
)
for each j ≤ m.
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Lemma 2.3 implies the existence of a sequence (sn)→ 1+ such that all of the above mentioned sets have
(sn)-Dirichlet density. From (1) we deduce that for each i:
m∑
j=1
X2j−1δ(sn)(Ri,j) +X2mδ(sn)(Ri,∞) ≤ lim
s→1+
logL(πi × π∨i , s)
− log(s− 1) = 1.
The desired result now follows from the fact that δ(sn)(Rj) ≤
r∑
i=1
δ(sn)(Ri,j) for each j ≤ m or j =∞. 
Theorem 2.5. Let F be a number field and π1, . . . , πr be pairwise non-isomorphic unitary cuspidal self-dual
representations of GL(2,AF ) which are not solvable polyhedral. Let λ1, . . . , λr be complex numbers, not all
zero, such that
r∑
i=1
λiav(πi) ∈ R for all v. Then the set
F = {v |
r∑
i=1
λiav(πi) < 0}
has upper Dirichlet density at least
max
1<X<X1<...<Xm
min
y1,...,ym,y≥0∑
yi+y≤r
A−
√
yT
Xm
−
4
√
Ty3B(X)
X
3/2
m
− 2
m∑
k=1
(B(Xk)
2 −B(X)2)yk
X2k−1
− 4
√
T
m∑
k=1
(B(Xk)−B(X))y3/4k
X
3/2
k−1
2B(X)2
,
where A =
∑
i
|λi|2, B(x) =
√
3+
√
13+4x
2
∑
i
|λi|, and T = 2
∑
i
|λi|4 + 6
∑
i<j
|λiλj |2 + 24
∑
i<j<k<l
|λiλjλkλl| if
the representations π1, . . . , πr are pairwise twist inequivalent and T = 2(
∑
i
|λi|)4 otherwise. We remark that
for any m the above maximum is positive.
Proof. Consider a sequence of real numbers 1 < X = X0 < X1 < . . . < Xm. As before, let S be a finite set of
places such that πi,v is unramified for all i and v /∈ S. The representation Sym4 πi is cuspidal on GL(5,AF )
as πi is not solvable polyhedral and therefore Lemma 2.4 implies the existence of a sequence (sn)→ 1+ and
sets R0, . . . ,Rm of finite places such that each set Rj has (sn)-Dirichlet density, |av(Sym4 πi)| ≤ Xj for each
i and each v ∈ Rj , and
m∑
j=1
X2j−1δ(sn)(Rj) +X2mδ(sn)(R∞) ≤ r.
We will repeatedly use the fact that if |av(Sym4 πi)| ≤ X then
|av(π)| ≤ c(X) =
√
3 +
√
13 + 4X
2
,
where c(X) is the largest root of the polynomial t4− 3t2− 1−X = 0. Indeed, this follows from the fact that
|av(Sym4 π)| = |av(π)4 − 3av(π)2 + 1| ≥ |av(π)|4 − 3|av(π)|2 − 1.
We see that∑
|λi|2 ≤ D(sn)
(∑
v/∈S
|∑λiav(πi)|2
qsv
)
≤ D(sn)
(
m∑
k=0
∑
v∈Rk
|∑λiav(πi)|2
qsv
)
+D(sn)
( ∑
v∈R∞
|∑λiav(πi)|2
qsv
)
,
At the same time, Lemma 2.2 implies that
D(sn)
( ∑
v∈R∞
|∑λiav(πi)|2
qsv
)
≤ δ(sn)(R∞)1/2T 1/2.
Using the idea from the the beginning of this section we get∑
v∈Rk
|∑λiav(πi)|2
qsv
≤ 2B(Xk)2
∑
v∈F∩Rk
1
qsv
+B(Xk)
∑
v∈Rk
∑
λiav(πi)
qsv
.
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Putting these inequalities together and, if necessary, replacing (sn) with a subsequence in order to make
each set F ∩Rk have (sn)-Dirichlet density yields
D(sn)
(
m∑
k=0
∑
v∈Rk
|∑λiav(πi)|2
q2v
)
≤
m∑
k=0
2B(Xk)
2δ(sn)(F ∩Rk) +D(sn)
(
m∑
k=0
B(Xk)
∑
v∈Rk
∑
λiav(πi)
qsv
)
.
Again, using the fact that
∑
λiav(πi) ≤ |
∑
λiav(πi)|, Lemma 2.2 implies:
D(sn)

 m∑
k=0
B(Xk)
∑
v∈Rk
∑
λiav(pii)
qsv

 ≤ D(sn)

B(X) ∑
v∈∪Rk
∑
λiav(pii)
qsv

+ m∑
k=1
D(sn)

(B(Xk)−B(X)) ∑
v∈Rk
∑
λiav(pii)
qsv


≤D(sn)
(
B(X)
∑
v∈R∞
|∑λiav(pii)|
qsv
)
+
m∑
k=1
D(sn)

(B(Xk)−B(X)) ∑
v∈RXk
|∑λiav(pii)|
qsv


≤T 1/4
(
B(X)δ(sn)(R∞)3/4 +
m∑
k=1
(B(Xk)−B(X))δ(sn)(RXk )3/4
)
.
It follows that∑
|λi|2 ≤ 2B(X)2δ(sn)(F \ R∞) +
m∑
k=1
2(B(Xk)
2 −B(X)2)δ(sn)(F ∩Rk)+
+ T 1/4B(X)δ(sn)(R∞)3/4 + T 1/4
m∑
k=1
(B(Xk)− B(X))δ(sn)(Rk)3/4 + δ(sn)(R∞)1/2T 1/2
In the above formula note that δ(sn)(F ∩ Rk) ≤ δ(sn)(Rk) and δ(sn)(F \ R∞) ≤ δ(sn)(F). Writing yk =
X2k−1δ(sn)(Rk) and y = X2mδ(sn)(R∞) we deduce that∑
|λi|2 ≤ 2B(X)2δ(sn)(F) +
m∑
k=1
2(B(Xk)
2 −B(X)2)yk
X2k−1
+
+
T 1/4B(X)y3/4
X
3/2
m
+ T 1/4
m∑
k=1
(B(Xk)−B(X))y3/4k
X
3/2
k−1
+
T 1/2y1/2
Xm
,
for nonnegative real numbers y1, . . . , ym, y such that
∑
yi + y ≤ r. The desired lower bound on δ(F) ≥
δ(sn)(F) ≥ δ(sn)(F \ R∞) immediately follows. 
We remark that even for Hilbert modular forms our results do not follow from the Sato-Tate conjecture
as currently available. Harris proved the Sato-Tate conjecture for pairs (f, g) of Hilbert modular forms
using the Rankin-Selberg L-functions L(Symm f ×Symn g, s). Since Rankin-Selberg L-functions of the form
L(π1×π2×· · ·×πr, s) are not currently available for more than two general cuspidal representations (except,
in a small number of cases, on lower rank groups), it is not known that normalized Hecke coefficients of more
than 2 Hilbert modular forms are distributed independently. In particular, Theorem 2.5 for more than 2
representations is new even in the context of Hilbert modular forms.
The first main result of this paper, Theorem A, can now readily be deduced from the above.
Corollary 2.6. Let π and σ be twist inequivalent unitary cuspidal representations of GL(2,AF ) with trivial
central characters, which are not solvable polyhedral. Then:
(1) av(π) < 0 for v in a set of upper Dirichlet density at least 0.1118, and
(2) av(π) < av(σ) for v in a set of upper Dirichlet density at least 0.0414.
Proof. In the statement of Theorem 2.5 take r = 1, A = 1, T = 2 and X = 3 < 5 < 8 < 17 < 27 < 38 <
49 < 61 for the first part (for this choice of Xi the minimum of the expression is attained at y = 0.0016,
(yk) = (0.86, 0.078, 0.055, 0.00012, 0.000011, 2.39e− 6, 7.99e − 7, 3.03e − 7, 1.38e − 7)) and r = 2, A = 2,
T = 10, X = 10 < 23 < 30 < 36 < 45 < 54 < 72 < 81 < 90 for the second part. These values were searched
for, and the explicit lower bound was computed using Sage. 
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Remark 2.7. Assuming the Ramanujan conjecture Theorem, 4.1 would yield the bounds 1/8 = 0.125 instead
of 0.1118 and 1/16 = 0.0625 instead of 0.0414. For classical holomorphic modular forms, the bound 1/16
was obtained by the first author in [6, Theorem 1.1].
The ability to take arbitrary linear combinations of Hecke coefficients in Theorem 2.5 allows us to generalize
Dirichlet’s approach to primes in arithmetic progressions to obtain distribution results on the sign of av(π)
as v varies in certain ray classes.
Corollary 2.8. Let F be a number field and π a self-dual unitary cuspidal automorphic representation of
GL(2,AF ) which is not solvable polyhedral. For any coprime ideals a and m, av(π) < 0 (or > 0) for v ≡ a
(mod m) varying in a set of places of upper Dirichlet density at least
max
1<X<X1<...<Xm
min
y1,...,ym,y≥0∑
yi+y≤hm
1
hm
−
√
2y
Xm
−
4
√
2y3c(X)
X
3/2
m
− 2
m∑
k=1
(c(Xk)
2 − c(X)2)yk
X2k−1
− 4
√
2
m∑
k=1
(c(Xk)− c(X))y3/4k
X
3/2
k−1
2c(X)2
,
where hm is the narrow ray class number of conductor m and c(x) =
√
3+
√
13+4x
2 .
Proof. Let Cl(m) be the narrow ray class group and Hm the associated class field. Consider every character
χ of Gal(Hm/F ) ∼= Cl(m) as a Hecke character of F . We will apply Theorem 2.5 to the linear combination
fv =
∑
χ:Cl(m)→C×
χ(a−1)
hm
av(χπ) =
{
av(π) if v ≡ a (mod m)
0 otherwise
.
The linear combination is a real number for all v as π is self-dual. Moreover, since π is not solvable polyhedral
the representations χπ are pairwise non-isomorphic as χ varies.
Remark that fv < 0 if and only if av(π) < 0 and v is in the class of a (mod m). The lower bound on the
upper Dirichlet density follows from Theorem 2.5 with A =
∑ |λi|2 = h−1m and T = 2 (∑ |λi|)4 = 2. 
Remark 2.9. For the explicit bound for Maass forms mentioned in the introduction after Theorem A, namely
that if g is a Maass eigenform then ap(g) < 0 for p ≡ 1 (mod 8) in a set of places with upper Dirichlet density
at least 0.0156 we take h = 4 = ϕ(8) and X = 19 < 40 < 69 < 98 < 127 < 156 < 185 < 214 < 243 in the
main formula above.
3. Hecke coefficients for GL(n) over number fields
The purpose of this section is to extend the method developed in §2 to the setting of GL(n) over arbitrary
number fields F . We do that for a class of unitary cuspidal representations π of GL(n,AF ) which we call
good (see the definition below). For such π the L-function L(π⊗2 × π∨⊗2, s) = L((π ⊗ π∨) × (π ⊗ π∨), s) is
a product of Rankin-Selberg L-functions which converges when Re s > 1 and whose pole at s = 1 has order
which can be computed in terms of the decomposition of π ⊗ π∨.
Definition 3.1. A unitary automorphic representation π of GL(n,AF ) is said to be a cuspidal sum if there
exist unitary cuspidal representations πj of GL(nj ,AF ), 1 ≤ j ≤ r, such that
r∑
j=1
nj = n and for all v in F :
av(π) =
r∑
j=1
av(πj).
We say that π is good if π ⊗ π∨ is a cuspidal sum.
We remark that if π is an essentially self-dual unitary cuspidal representation of GL(n,AF ) such that
Sym2 π and ∧2π are cuspidal sums on GL ((n+12 ),AF ), resp. GL ((n2),AF ), then π is good automorphic.
Indeed, if π∨ ∼= π ⊗ η for some character η, then
π ⊗ π∨ ≃ (Sym2 π ⊗ η)⊕ (∧2π ⊗ η) .
We will need the following results about good representations:
9
Lemma 3.2. Let π and σ be good unitary cuspidal automorphic representations of GL(n,AF ). Let S be a
finite set containing all the ramified places of π and σ. Then∑
k≥2
∑
v/∈S
|av,k(π)|2
kqksv
and
∑
k≥2
∑
v/∈S
|av,k(π)av,k(σ)|
kqksv
converge when Re s ≥ 1.
Proof. By assumption, there exist unitary cuspidal representations πi of GL(ni,AF ), 1 ≤ i ≤ r, such that
r∑
i=1
ni = n
2 and av(π ⊗ π∨) =
r∑
i=1
av(πi). Then
|av,k(π)|2 = |av,k(π ⊗ π∨)| =
∣∣∣∣∣
r∑
i=1
av,k(πi)
∣∣∣∣∣ ≤
r∑
i=1
|av,k(πi)|.
Using the Luo-Rudnick-Sarnak bound [16], it follows that
|av,k(πi)| ≤ niqk(1/2−1/(n
2
i+1))
v ,
and therefore
|av,k(π)|2 ≤ n2qk(1/2−1/(n
4+1))
v .
In conclusion ∑
k≥2
∑
v/∈S
|av,k(π)|2
kqksv
≤
∑
k≥2
∑
v/∈S
n2
kq
k(s−1/2+2/(n4+1))
v
which converges when Re s ≥ 1. The same argument applies for the second convergence. 
Lemma 3.3. Let π be a good unitary essentially self-dual cuspidal representation of GL(n,AF ). Let M
be the order of the pole of the Rankin-Selberg L-function L(π⊗2 × π∨⊗2, s) at s = 1. If (sn) → 1+ is any
sequence and R is a set of places of F with δ(sn)(R) = d then
D(sn)
(∑
v∈R
|av(π)|2
qsv
)
≤
√
Md and D(sn)
(∑
v∈R
|av(π)|
qsv
)
≤ 4
√
Md3.
Proof. Let S be the union of the archimedean places of F with the finite set of places where π is ramified.
Then ∑
v/∈S
|av(π)|4
qsv
≤
∑
v/∈S
∑
k≥1
|av,k(π)|4
kqksv
= logLS(π
⊗2 × π∨⊗2, s)
and therefore D(sn)
(∑
v/∈S
|av(π)|4
qsv
)
≤M . The statement then follows from the Cauchy-Schwarz inequality:
(∑
v∈R
|av(π)|2
qsv
)2
≤
(∑
v
|av(π)|4
qsv
)(∑
v∈R
1
qsv
)
and
(∑
v∈R
|av(π)|
qsv
)2
≤
(∑
v
|av(π)|2
qsv
)(∑
v∈R
1
qsv
)
.

Now we are ready to state the main technical result of this section.
Theorem 3.4. Let π1, . . . , πr be pairwise non-isomorphic good unitary cuspidal automorphic representation
of GL(ni,AF ). For any t ≥ 0, and any λ1, . . . , λr ∈ C such that
r∑
i=1
λiav(πi) ∈ R for all v, the set
F =
{
v |
r∑
i=1
λiav(πi) < −t
}
has upper Dirichlet density at least
δ(F) ≥ max
X>1
min
0≤y≤rX−2
t2 +A− (t+XB)(t(1 − y) + y3/4C)− (t2 +A)(y + y1/2D)
2(XB + t)2
,
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where A =
r∑
i=1
|λi|2, B =
r∑
i=1
|λi|, C =
r∑
i=1
|λi|
√
Mi, D =
r∑
i=1
√
Mi, and Mi is the order of the pole at s = 1 of
the Rankin-Selberg L-function L(π⊗2i × π∨⊗2i , s). The bound is positive when t is close to 0, and when t = 0
the minimum is achieved when y = r/X2.
Proof. Set ZS(s) =
∑
v/∈S
|
r∑
i=1
λiav(πi) + t|2
qsv
, where S is a finite set containing all the ramified places of the
πi’s and the archimedean places of F . By Lemma 3.2 we have
D(ZS(s)) = t2 +D(
∑
λiλj logLS(πi × π∨j , s)) = t2 +
r∑
i=1
|λi|2.
For X > 1 we denote by R the set of finite places v /∈ S such that |av(πi)| ≤ X for all i, and we denote
by R its complement, excluding the places in S. By Ramakrishnan’s estimate [21, Theorem A] we have
δ(R) ≤ r
X2
. As in the proof of Theorem 2.5 we choose a sequence (sn) → 1+ such that R and R have
(sn)-Dirichlet densities, in which case δ(sn)(R) + δ(sn)(R) = 1 and we denote y = δ(sn)(R) ≤
r
X2
.
Using Lemma 3.3 we find that
D(sn)
∑
v∈R
|
r∑
i=1
λiav(πi) + t|2
qsv
 ≤ (t2 + r∑
i=1
|λi|2)
D(sn)
∑
v∈R
r∑
i=1
|av(πi)|2
qsv
+D(sn)
∑
v∈R
1
qsv


≤ (t2 +
r∑
i=1
|λi|2)
(
r∑
i=1
√
Miδ(sn)(R) + δ(sn)(R)
)
= (t2 +
r∑
i=1
|λi|2)
(
√
y
r∑
i=1
√
Mi + y
)
.
Note that if v ∈ F ∩R then |
r∑
i=1
λiav(πi) + t|2 ≤ (X
r∑
i=1
|λi|+ t)(
r∑
i=1
λiav(πi) + t), therefore
∑
v∈F∩R
|
r∑
i=1
λiav(πi) + t|2
qsv
≤ (X
r∑
i=1
|λi|+ t)
∑
v∈R
r∑
i=1
λiav(πi) + t
qsv
−
∑
v∈F∩R
r∑
i=1
λiav(πi) + t
qsv

Since
∑
v/∈S
av(πi)
qsv
converges at s = 1 we have
D(sn)
∑
v∈R
r∑
i=1
λiav(πi) + t
qsv
 = tδ(sn)(R) +D(sn)
∑
v∈R
−
r∑
i=1
λiav(πi)
qsv

≤ t (1− y) + y3/4
∑
|λi| 4
√
Mi,
where the last inequality follows from Lemma 3.3. The desired inequality follows by putting everything
together as for all X > 1 we have
t2 +A ≤ (t+XB)(t(1− y) + y3/4C) + 2(XB + t)2δ(sn)(F ∩R) + (t2 +A)(y + y1/2D).

Next, we exhibit a number of situations when the hypotheses of Theorem 3.4 are satisfied. We begin with
an application of Theorem 3.4 to the occurence of large Hecke coefficients of unitary cuspidal representations
of GL(2) with trivial central characters, previously considered by Walji in [28].
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Corollary 3.5. Let π be a unitary cuspidal representation of GL(2,AF ) which has trivial central character
and is not solvable polyhedral. Then |av(π)| > 1 for v in a set of places of upper Dirichlet density at least
0.001355.
More generally, if λ > 0 then |av(π) − λ| >
√
1 + λ2 for v varying in a set of places of upper Dirichlet
density at least
max
X>1
(1 + 4λ2)
(
1− (2 +√6)X−1 − 2X−2)− 23/4(2λ√2 +√3)(1 + 2λ)X−1/2
2(1 + 2λ)2X2
.
Proof. First, we remark that if π is a good self-dual cuspidal automorphic representation of GL(n,AF ) the
previous theorem implies that av(π) < 0 (or av(π) > 0) for v in a set of places of density at least
max
X>1
(
1
2X2
−
√
M
2X5/2
−
√
M
2X3
− 1
2X4
)
> 0,
where M is the order of the pole of the Rankin-Selberg L-function L(π⊗2 × π∨⊗2, s).
Let Π be the symmetric square lift of π, which is an automorphic representation of GL(3,AF ). Since π is
not solvable polyhedral, both Sym2 π and Sym4 π are cuspidal. This means that the representation
Π⊗Π∨ ≃ Sym4 π ⊞ Sym2 π ⊞ 1
is good and therefore Π satisfies the hypotheses of Theorem 3.4 (here 1 is the trivial automorphic represen-
tation of GL(1,AF)). The L-function
L(Π⊗2 ×Π∨⊗2, s) = L ((Sym4 π ⊞Π⊞ 1)× (Sym4 π ⊞Π⊞ 1), s)
has a pole of order three at s = 1. Therefore av(Π) > 0 for v in a set of places with upper Dirichlet density
at least
max
X>1
(
1
2X2
−
√
3
2X5/2
−
√
3
2X3
− 1
2X4
)
>
1.355
1000
.
In this case av(Π) = av(π)
2 − 1 > 0 and therefore |av(π)| > 1. The value 0.001355 can be obtained by
substituting X = 9.47.
For the second part of the corollary note that |av(π)−λ| >
√
1 + λ2 if and only if av(Sym
2 π)−2λav(π) > 0.
The representations π and Sym2 π are cuspidal and not isomorphic and the corresponding Rankin-Selberg
poles are of order 2 and 3. Then lower density bound then follows from Theorem 3.4. 
In our second example we consider the automorphic induction from GL(2) to GL(4).
Corollary 3.6. Let E/F be a quadratic extension and π a non-dihedral unitary cuspidal representation of
GL(2,AE) with trivial central character and which is not the base change from F of a representation of
GL(2,AF ). Then the set of split places F = {v place of F split in E | v = w · wc, aw(π) + awc(π) < 0} has
upper Dirichlet density at least
δ(F) ≥ max
X>1
(
1
2X2
−
√
7
2X5/2
− 1
2X4
−
√
7
2X3
)
> 3.49 · 10−4.
Proof. Consider the unitary cuspidal representation Π = IndE/F π. In this case
Π⊗Π∨ ≃ 1⊞ θ ⊞ IndE/F Sym2 π ⊞ π ⊗ πc ⊞ θπ ⊗ πc,
where θ is the quadratic character defining E/F and πc is the conjugate representation. The representation
π ⊗ πc a priori defined over E descends to an automorphic representation over F and therefore in the
expression above we treat 1, θ, IndE/F Sym
2 π, π ⊗ πc and θπ ⊗ πc as representations over F .
We will apply Theorem 3.4 in the case of Π to study av(Π), which equals 0 when v is not split in E, and
equals aw(π) + awc(π) when v = w · wc is split in E.
The assumption on π implies that π∨ 6≃ πc and therefore π⊗πc is cuspidal on GL(4,AE). We deduce that
the order of the pole at s = 1 of the Rankin-Selberg L-function L(Π⊗2×Π∨⊗2, s) is at most 12+12+12+22 = 7
as among 1, θ, Ind Sym2 π, π ⊗ πc, θπ ⊗ πc the first four are not isomorphic. The lower bound then follows
from Theorem 3.4. The explicit lower bound can be obtained by taking X = 18. 
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Our final application of Theorem 3.4 is a generalization of Corollary 2.8 to places v which split completely
in certain Galois extensions.
Corollary 3.7. Let π be a non-dihedral unitary cuspidal representation of GL(2,AF ) with trivial central
character. Suppose E/F is a finite Galois extension and L/F is a quadratic subextension such that Gal(E/L)
is an abelian group of order n. Then av(π) < 0 (or > 0) for v in a set of places of F that split completely
in E of upper Dirichlet density at least
max
X>1
(n+ 1)(1− n+1X2 )− (n+ 1)7/4(2
√
2 + (n− 1)√19)X−1/2 −√n+ 1(2√2 + (n− 1)√19)X−1
2(n+ 1)2X2
> 0.
Proof. For each character χ of Gal(E/L) consider the automorphic representation σχ of GL(2,AF ) given by
σχ = IndL/F χ. When χ 6= 1 the representation σχ is cuspidal and we denote Πχ = π ⊗ σχ the cuspidal
representation of GL(4,AF ).
If θ is the quadratic character associated to L/F then:
av(π) + av(θπ) +
∑
χ6=1
av(Πχ) =
{
2nav(π) v splits completely in E
0 otherwise
,
is a real number for all v.
We will apply Theorem 3.4 to π, θπ (where θ is the quadratic character of L/F ), and to the represen-
tations Πχ, as χ varies among the nontrivial characters of Gal(E/L), grouped in isomorphism classes, all
representations appearing with coefficient 1. Note that
Πχ ⊗Π∨χ ≃ 1⊞ θ ⊞ Sym2 π ⊞ θ Sym2 π ⊞ Indχ2 ⊞ Indχ2 ⊗ Sym2 π.
Therefore Π⊗ Π∨ is good since the representation Indχ2 ⊗ Sym2 π is either cuspidal or an isobaric sum of
type (3, 3) by [23, Theorem A]. Moreover, the order of the pole at s = 1 of the Rankin-Selberg L-function
L(Π⊗2χ ×Π∨⊗2χ , s) is at most 12+12+12+42 = 19, while the order of the pole at s = 1 of L((χπ)⊗2×(χπ)∨⊗2, s)
is 2. Hence, we see that A ≥ n+ 1, B = n+ 1, C ≤ 2√2 + (n− 1)√19, and D ≤ 2√2 + (n− 1)√19.
Theorem 3.4 implies that for v in a set of places of upper Dirichlet density at least the RHS in the desired
lower bound we have
av(π) + av(θπ) +
∑
χ6=1
av(π ⊗ σχ) < 0.
However, this can only happen when v splits completely in E in which case we see that av(π) < 0 as well.

4. Comparing Hecke coefficients when the Ramanujan conjecture holds
In this section we give improved density bounds in the context of unitary cuspidal representations that
satisfy the Ramanujan conjecture. This includes, for example, regular algebraic cuspidal representations
that show up in the cohomology of Shimura varieties.
Theorem 4.1. Let F be a number field. For each 1 ≤ i ≤ r let πi be pairwise non-isomorphic unitary cuspidal
automorphic representation of GL(ni,AF ) that satisfy the Ramanujan conjecture. Fix λ1, . . . , λr ∈ C, not
all zero, t ∈ C, and ǫ ∈ (0, π/2). Then:
(1) The set F = {v | arg(∑λiav(πi)− t) /∈ (−ǫ, ǫ)} has upper Dirichlet density
δ(F) ≥ |t|
2 +
∑ |λi|2 + (|t|+∑ni|λi|)Re t sec ǫ
(1 + sec ǫ)(
∑
ni|λi|+ |t|)2 .
(2) If
∑
λiav(πi) ∈ R for all v (e.g., if πi are self-dual for all i and λi are all real),
∑
λiav(πi) < t < 0
for v in a set of places with upper Dirichlet density at least∑ |λi|2 + t(∑ni|λi|)
2(
∑
ni|λi|+ |t|)2 .
(3) More generally, Re
∑
λiav(π) < t < 0 for v in a set of places with upper Dirichlet density at least∑ |λi|2 + 2t(∑ni|λi|)
4(
∑
ni|λi|+ |t|)2 .
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Proof. (1): Let S be a finite set of places such that πi,v is unramified for v /∈ S and 1 ≤ i ≤ k. We will apply
the approach described above to the Dirichlet series
ZS(s) =
∑
v/∈S
|∑ri=1 λiav(πi)− t|2
qsv
=
∑
v/∈S
|∑ri=1 λiav(πi)|2
qsv
− 2Re t
∑
v/∈S
∑
λiav(πi)
qsv
+ |t|2
∑
v/∈S
1
qsv
.
First, as πi is cuspidal it follows that logLS(πi, s) =
∑
v/∈S
∑
k≥1
av,k(πi)
kqksv
converges at s = 1. As πi,v is tempered
for v /∈ S it follows that the above sum converges for k ≥ 2 and therefore
∑
v/∈S
av(πi)
qsv
converges at s = 1. We
conclude that D(ZS(s)) = D(
∑
v/∈S
|∑ri=1 λiav(πi)|2
qsv
) + |t|2.
For i 6= j, πi 6≃ πj and therefore the function LS(s) =
r∑
i,j=1
λiλj logLS(πi × π∨j , s) converges in the region
Re s > 1 and has a simple pole at s = 1 with residue
k∑
i=1
|λi|2. Expanding, we deduce that
LS(s) =
∑
v/∈S
∞∑
k=1
|
r∑
i=1
λiav,k(πi)|2
kqksv
.
Since πi,v is tempered it follows that |av,k(πi)| = |
∑
αkv,j(πi)| ≤ ni for each i. We deduce that
∑
v/∈S
∑
k≥2
|
r∑
i=1
λiav,k(πi)|2
kqksv
≤
(∑
|λi|ni
)2∑
v/∈S
∑
k≥2
1
qksv
,
which converges at s = 1. We conclude that D(
∑
v/∈S
|∑ri=1 λiav(πi)|2
qsv
) = D(LS(s)) =
r∑
i=1
|λi|2.
Let F = {v /∈ S | arg(∑λiav(πi)− t) /∈ (−ǫ, ǫ)}. We will use the fact that if arg(z) ∈ (−ǫ, ǫ) then
|z|2 ≤ |z| sec(ǫ)Re(z).
Let F = {v /∈ S ∪ F}. We denote B =∑ |λi|ni + |t|, in which case |∑λiav(πi)− t| ≤ B. It follows that∑
v∈F
|∑λiav(πi)− t|2
qsv
≤ B sec(ǫ)Re
∑
v∈F
∑
λiav(πi)− t
qsv
= B sec(ǫ)Re
∑
v/∈S
∑
λiav(πi)− t
qsv
−B sec(ǫ)Re
∑
v∈F
∑
λiav(πi)− t
qsv
≤ B sec(ǫ)Re
∑
v/∈S
∑
λiav(πi)− t
qsv
+B2 sec(ǫ)
∑
v∈F
1
qsv
Putting everything together we get∑
|λi|2 + |t|2 = D(ZS(s))
≤ D(
∑
v∈F
|∑λiav(πi)− t|2
qsv
) +D(
∑
v∈F
|∑λiav(πi)− t|2
qsv
)
≤ B2(1 + sec ǫ)δ(F)−BRe t sec ǫ
and therefore:
δ(F) ≥ |t|
2 +BRe t sec ǫ+
∑ |λi|2
B2(1 + sec ǫ)
.
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(2): When
∑
λiav(πi) and t < 0 are reals, we obtain the desired inequality letting ǫ→ 0, as real numbers
have argument 0 or π.
(3): Apply the second part to the representations πi with coefficients λi and π
∨
i with coefficients λi. Then∑
(λiav(πi) + λiav(π
∨
i )) =
∑
(λiav(πi) + λiav(πi)) = 2
∑
Reλiav(πi)
are all real numbers. Therefore Re
∑
λiav(πi) < t < 0 for v in a set of places of upper Dirichlet density
at least
∑ |λi|2 + 2t(∑ni|λi|)
4(
∑
ni|λi|)2 . Indeed, the lower bound L from the second part of this theorem applied to
the representations {πi, π∨i } depends on isomorphism classes among the representations {πi, π∨i | 1 ≤ i ≤ r}
but, since t < 0 and |∑xi| ≤∑ |xi| we get L ≥ ∑ |λi|2 + 2t(∑ni|λi|)
4(
∑
ni|λi|)2 as desired. 
We use Theorem 4.1 to study the distribution of Hecke coefficients av(π) where π is a unitary cuspidal
representation satisfying the Ramanujan conjecture (e.g., classical and Hilbert modular forms of regular
weight) and v varies in certain Galois conjugacy classes. As Theorem 4.1 is stated for mutually non-
isomorphic representations, in our first application we will impose an additional technical assumption on the
representation π, which is automatically satisfied when π is not automorphically induced.
Corollary 4.2. Let F be a number field and π be a self-dual unitary cuspidal representation of GL(n,AF )
satisfying the Ramanujan conjecture. Let a and m be coprime ideals of OF , and denote by hm the (narrow)
ray class number of conductor m. Suppose that for every character χ of the ray class group of conductor m
such that π ≃ πχ we have χ(a) = 1.
Then av(π) < t ≤ 0 for v ≡ a (mod m) in a set of places of F of upper Dirichlet density at least
1
2(n+ |t|)2hm +
tn
2(n+ |t|)2 .
Proof. Let Cl(m) be the narrow ray class group and Hm the associated class field. Consider every character
χ of Gal(Hm/F ) ∼= Cl(m) as a Hecke character of F . We will apply Theorem 4.1 to the linear combination
fv =
∑
χ:Cl(m)→C×
χ(a−1)
hm
av(χπ) =
{
av(π) if v ≡ a (mod m)
0 otherwise
.
The linear combination is a real number for all v as π is self-dual. Let H ⊂ Cl(m) be the group H =
{χ ∈ Ĉl(m) | π ∼= πχ} and denote by h its order. We will apply Theorem 4.1 to the representations χπ for
representatives χ ∈ Ĉl(m)/H with coefficients hχ(a
−1)
hm
noting that χ(a−1) is independent of the choice of
representative by assumption. We conclude that fv < t for v in a set of places with upper Dirichlet density
at least ∑
χ∈Ĉl(m)/H
|hχ(a−1)/hm|2 + tn
2n2(
∑
χ∈Ĉl(m)/H
|hχ(a−1)/hm|+ |t|)2 =
h
2(n+ |t|)2hm +
tn
2(n+ |t|)2 ≥
1
2(n+ |t|)2hm +
tn
2(n+ |t|)2 .
The desired result follows from the fact that fv = 0 unless v ≡ a (mod m), in which case fv = av(π). 
Remark 4.3. Considering upper Dirichlet density as a probability function Pr, Corollary 4.2 can be rephrased
in terms of conditional probability, using the Chebotarev density theorem, as
Pr(av(π) < 0 | v ≡ a (mod m)) ≥ 1
2n2
.
In the case of GL(2) and GL(3) we are able to get additional distributional properties using the functo-
riality of tensor product on GL(2)×GL(2) and GL(2)×GL(3).
Corollary 4.4. Let F be a number field and E/F a finite Galois extension such that there exists a quadratic
subextension E/L/F with Gal(E/L) abelian of order n.
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(1) Let π be a self-dual unitary cuspidal representation of GL(d,AF ) where d = 2 or 3, such that π
satisfies the Ramanujan conjecture. When d = 2 we furthermore assume that π is not dihedral. For
each t < 0 we denote by FE(t) the set of places v of F which split completely in E such that
av(π) < t. Then
δ(FE(t)) ≥ n+ 1 + 2td
2n2
2(2 + |t|)2d2n2 .
(2) If π is a non-dihedral self-dual unitary cuspidal representation of GL(2,AF ) satisfying the Ramanujan
conjecture then |av(π)| > 1 for v in a set of completely split places in E of upper Dirichlet density
at least
n+ 1
72n2
.
Proof. For each character χ of Gal(E/L) consider the automorphic representation σχ of GL(2,AF ) given by
σχ = IndL/F χ. When χ 6= 1 the representation σχ is cuspidal and we denote Πχ = π⊗ σχ the automorphic
representation of GL(2d,AF ).
As in the proof of Corollary 4.4 we will treat each ν ∈ Gal(L/F ) as a Hecke character on F . Note that
∑
ν∈Gal(L/F )
av(νπ) +
∑
χ6=1
av(π ⊗ σχ) = av(π)
∑
χ
av(σχ) =
{
dnav(π) v splits completely in E
0 otherwise
is a real number for all v as π is self-dual.
We will now proceed with the case d = 2. Then π is not twist equivalent to any of the σχ, as pi is
not dihedral, and therefore Πχ are cuspidal representations. Moreover, since π satisfies the Ramanujan
conjecture so do the representations Πχ. We will apply Theorem 4.1 to π, θπ (where θ is the quadratic
character of L/F ), and to the isomorphism classes of representations Πχ, as χ varies among the nontrivial
characters of Gal(E/L). Let Πχ1 , . . . ,Πχr be the representatives of the isomorphism classes of Πχ, and let
ai be the number of χ such that Πχi ≃ Πχ. In Theorem 4.1 we have 2 of the λi = 1dn with ni = d = 2, the
other λi =
ai
dn with ni = 2d = 4, giving
∑ |λi|2 = 2 +∑ a2i
d2n2
and
∑
ni|λi| = 2. We obtain that
(2)
1
dn
∑
ν∈Gal(L/F )
av(νπ) +
∑ ai
dn
av(Πχi ) < t
for v in a set with upper Dirichlet density at least
2+
∑
a2i
d2n2 + 2t
2(2 + |t|)2 ≥
n+ 1 + 2td2n2
2(2 + |t|)2d2n2 ,
the inequality following from Cauchy-Schwarz as
∑
ai = n− 1. The desired result then follows from the fact
that the LHS of (2) can only be < 0 when v splits completely in E, in which case it is av(π).
In the case d = 3 the analysis is complicated by the fact that IndL/F χ⊗π need not be cuspidal when π is
a cuspidal representation on GL(3,AF ). However, [23, Theorem 3.1] implies that if χ 6= 1 then Πχ is either
cuspidal on GL(6,AF ) or is an isobaric sum of cuspidal representations on GL(3,AF ). In the former case
Πχ satisfies the Ramanujan conjecture, as π does, and in the latter case the two cuspidal representations
satisfy the Ramanujan conjecture.
As in the previous case the lowest density bound occurs when the representations Πχ are all non-
isomorphic, after an application of Cauchy-Schwarz. We group the cuspidal Πχ into groups of isomorphic
representations on GL(2d) of size a1, . . . , ak. If Πχ is not cuspidal we write Πχ = Π
1
χ⊞Π
2
χ and we group the
Πjχ into groups of isomorphic representations on GL(d) of size b1, . . . , bℓ, noting that
∑
ai +
1
2
∑
bi = n− 1.
In Theorem 4.1 we take 2 of the λi =
1
dn with ni = d = 3, the other λi’s being λi =
ai
dn with ni = 2d and
λi =
bi
dn with ni = d, giving
∑ |λi|2 = 1d2n2 (2 +∑ a2i +∑ b2i ) and ∑ni|λi| = 2. We again obtain that
(3)
1
dn
∑
ν∈Gal(L/F )
av(νπ) +
∑
Πχ cuspidal
1
dn
av(Πχ) +
∑
Πχ∼=Π1χ⊞Π2χ
1
dn
(av(Π
1
χ) + av(Π
2
χ)) < t
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for v in a set with upper Dirichlet density at least
2+
∑
a2i+
∑
b2i
d2n2 + 2t
2(2 + |t|)2 ≥
n+ 1 + 2td2n2
2(2 + |t|)2d2n2 ,
as Cauchy-Schwarz implies that
∑
a2i +
∑
b2i ≥ n − 1. The result then follows from the fact that the LHS
of (3) can only be < 0 when v splits completely in E in which case the LHS is av(π).
The last statement follows from applying the above bounds to the cuspidal representation Sym2 π of
GL(3,AF ) when t = 0. 
Corollary 4.5. Let F be a number field and E/F a finite Galois extension such that there exists a cubic
Galois subextension E/L/F with Gal(E/L) abelian of order n. Let π be a non-dihedral self-dual unitary
cuspidal representation of GL(2,AF ) which satisfies the Ramanujan conjecture. For each t < 0 we denote
by FE(t) the set of places v of F which split completely in E such that av(π) < t. Then
δ(FE(t)) ≥ n+ 2 + 18tn
2
18(2 + |t|)2n2 .
Proof. For each nontrivial character χ of Gal(E/L) consider the cuspidal representation σχ = IndL/F χ, a
cuspidal representation of GL(3,AF ), and consider the cuspidal representation Πχ = σχ ⊗ π of GL(6,AF ),
which necessarily satisfies the Ramanujan conjecture. Note that∑
ν∈Gal(L/F )
av(νπ) +
∑
χ6=1
av(π ⊗ σχ) = av(π)
∑
χ
av(σχ) =
{
3nav(π) v splits completely in E
0 otherwise
is a real number for all v as π is self-dual. Theorem 4.1 then implies that
1
3n
∑
ν∈Gal(L/F )
av(νπ) +
1
3n
∑
χ6=1
av(π ⊗ σχ) < t
for v in a set of place with upper Dirichlet density at least
n+2
9n2 + 2t
2(2 + |t|)2 =
n+ 2 + 18tn2
18(2 + |t|)2n2 .

Example 4.6. Suppose f is a non-CM holomorphic newform with real Fourier coefficients. Since the
Ramanujan conjecture is known in this case, we obtain the following distribution results:
(1) Corollary 4.2 implies that ap(f) < 0 for p ≡ a (mod n) in a set of upper Dirichlet density ≥ 1
8ϕ(n)
.
(2) Recall that a prime p is of the form m2 + 27n2 if and only if p splits completely in E = Q(ζ3,
3
√
2).
Then Corollary 4.4 implies that ap(f) < 0 for p of the form m
2 + 27n2 varying in a set of upper
Dirichlet density at least
1
72
.
Example 4.7. Suppose X is a smooth projective genus 2 curve over Q such that End(Jac(X)) = Z, and
ap = p+1−|X(Fp)|. A recent result of Boxer, Calegari, Gee, and Pilloni [5] implies that there exists a totally
real field F and cuspidal representation π of GSp(4,AF ) such that L(ρX,q|GF , s) = L(π, spin, s), where for
a fixed prime q, ρX,q = Tq Jac(X)⊗Qq is the Tate module of the Jacobian of X. The representation π then
satisfies the Ramanujan conjecture as ρX,q is realized in the etale cohomology of Jac(X).
The density of primes p ≡ a (mod n) such that ap < 0 is then equal to the density of totally split places
v of F such that N(v) ≡ a (mod n) and av(π) < 0, where av(π) is the Hecke coefficient of the functorial
transfer of π to an automorphic representation of GL(4,AF ) which, by Corollary 4.2, is at least
1
32ϕ(n)
.
We now turn to products of Hecke coefficients. The following result generalizes [6, Theorem 1.2] with
λ1 = 1, λ2 = −1, all other coefficients being 0.
Corollary 4.8. Let F be a number field. Suppose π1, . . . , πa, σ1, σ2 are pairwise twist inequivalent self-
dual non-dihedral unitary cuspidal representations of GL(2,AF ). Let τ1 be a self-dual unitary cuspidal
representation of GL(2,AF ) which is not a twist of σi and τ2 a self-dual unitary cuspidal representation of
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GL(3,AF ) which is not a twist of Ad(σ). Consider coefficients λ1, . . . , λa, ν1, ν2, and t ∈ R. Suppose the
representations πi, σj , τj satisfy the Ramanujan conjecture. Then the set
{v |
a∑
i=1
λiav(πi)
2 +
2∑
j=1
νjav(σj)av(τj) < t}
has upper Dirichlet density at least
(t−A)2 +B + (t−A)(|t −A|+ 3C + 4|ν1|+ 6|ν2|)
2(3C + 4|ν1|+ 6|ν2|+ |t|)2 ,
where A =
a∑
i=1
λi, B =
a∑
i=1
λ2i +
2∑
j=1
ν2j , and C =
a∑
i=1
|λi|.
In particular, if π and σ are twist inequivalent unitary cuspidal representations of GL(2,AF ) which satisfy
the Ramanujan conjecture then signav(π) 6= signav(σ) for v in a set of places of upper Dirichlet density at
least 1/32.
Proof. We denote by Πi = Sym
2 πi, which is a cuspidal representation of GL(3,AF ), since πi is assumed
not to be dihedral. Similarly, Σi = σi ⊗ τi is an automorphic representation on GL(4,AF ), resp. GL(6,AF ).
The hypotheses imply that Σi is cuspidal and that Πi and Σj satisfy the Ramanujan conjecture. Then
a∑
i=1
λiav(πi)
2 +
2∑
j=1
νjav(σj)av(τj) =
a∑
i=1
λiav(Πi) +
2∑
j=1
νj(Σj) +
a∑
i=1
λi.
The desired result would follow from Theorem 4.1 using t−∑ai=1 λi if we showed that the representations Πi
and Σj are pairwise non-isomorphic. First, Πi, Σ1, and Σ2 are representations on groups of different ranks
so they cannot be isomorphic. Since πi are twist inequivalent it follows that Πi are mutually non-isomorphic
[8, Appendix]. 
In the context of unitary cuspidal representations of GL(2,AF ) with trivial central characters we are able
to answer a finer question, concerning the distribution of linear combinations of the Hecke coefficients in a
given interval. For classical modular forms, a similar question was studied by Matoma¨ki in [17].
Proposition 4.9. Let F be a number field. Let π1 and π2 be two twist-inequivalent unitary cuspidal repre-
sentations of GL(2,AF ) with trivial central characters, satisfying the Ramanujan conjecture. Suppose that
π1 and π2 are not dihedral or tetrahedral. Let λ1, λ2, a, b ∈ R with a < b. Then the set
F = {v | a < λ1av(π1) + λ2av(π2) < b}
has upper Dirichlet density δ(F) at least
2(λ41 + λ
4
2) + 6λ
2
1λ
2
2 + (λ
2
1 + λ
2
2)((a+ b)
2 + 2ab) + a2b2
2
(
4(|λ1|+ |λ2|)2 + 2(|a|+ |b|)(|λ1|+ |λ2|) + |ab|)
)2
− λ
2
1 + λ
2
2 + ab
2
(
4(|λ1|+ |λ2|)2 + 2(|a|+ |b|)(|λ1|+ |λ2|) + |ab|)
) .
Proof. Consider the Dirichlet series
ZS(s) =
∑
v/∈S
((
∑2
i=1 λiav(πi)− a)(
∑2
i=1 λiav(πi)− b))2
qsv
,
where S is a finite set of places outside of which π1 and π2 are unramified. Then
ZS(s) =
∑
v/∈S
(λ1av(π1) + λ2av(π2))
4
qsv
+
(
(a+ b)2 + 2ab
)∑
v/∈S
(λ1av(π1) + λ2av(π2))
2
qsv
+ a2b2
∑
v/∈S
1
qsv
− 2ab(a+ b)
∑
v/∈S
λ1av(π1) + λ2av(π2)
qsv
− 2(a+ b)
∑
v/∈S
(λ1av(π1) + λ2av(π2))
3
qsv
.
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Since πi (1 ≤ i ≤ 2) is not dihedral or tetrahedral, the representations πi, Sym2 πi, and Sym3 πi are all
cuspidal. Moreover, since π1 and π2 are twist-inequivalent, π1 ⊗ π2 is also cuspidal. It follows that their
L-functions are entire, so the last two terms in the above identity are bounded. Moreover, by the properties
of the Rankin-Selberg convolution:∑
v/∈S
(λ1av(π1) + λ2av(π2))
2
qsv
= (λ21 + λ
2
2)
∑
v/∈S
1
qsv
+O(1).
By the cuspidality of π1 ⊗ π2 and the properties of Rankin-Selberg L-functions:∑
v/∈S
(λ1av(π1) + λ2av(π2))
4
qsv
= (2λ41 + 2λ
4
1 + 6λ
2
1λ
2
2)
∑
v/∈S
1
qsv
+O(1).
Combining the previous two estimates we get
ZS(s) = (2λ
4
1 + 2λ
4
1 + 6λ
2
1λ
2
2 + (λ
2
1 + λ
2
2)((a+ b)
2 + 2ab) + a2b2)
∑
v/∈S
1
qsv
+O(1).
At the same time, the Ramanujan bound implies that∣∣∣∣∣(
2∑
i=1
λiav(πi)− a)(
2∑
i=1
λiav(πi)− b)
∣∣∣∣∣ ≤ 4(|λ1|+ |λ2|)2 + 2 (|a|+ |b|) (|λ1|+ |λ2|) + |ab|.
Therefore, using the approach outlined in the beginning of Section 2 with
fv = (
2∑
i=1
λiav(πi)− a)(
2∑
i=1
λiav(πi)− b),
B = 4(|λ1|+ |λ2|)2 + 2(|a|+ |b|)(|λ1|+ |λ2|) + |ab|,
m = 2λ41 + 2λ
4
2 + 6λ
2
1λ
2
2 + (λ
2
1 + λ
2
2)((a+ b)
2 + 2ab) + a2b2,
M = λ21 + λ
2
2 + ab,
the conclusion follows. 
Remark 4.10. Taking λ1 = 1, λ2 = −1 and b = −a > 0 we obtain that |av(π1)− av(π2)| ≤ b for v in a set
of places F with:
δ(F) ≥ b
4 + 4b3 + 5b2 − 8b− 11
(b2 + 8b+ 16)2
,
which is positive when b > 1.3371.
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