Abstract. In this paper we consider germs of smooth families of symmetric matrices. Using the natural notion of equivalence, that is smooth change of parameters and parameterised conjugation, we obtain a list of all simple germs and investigate their geometry.
Introduction
This paper concerns itself with families of symmetric matrices. If Sym(n, K) = Sym n is the space of n × n symmetric matrices with coefficients in the field K of real or complex numbers we consider smooth map germs (K r , 0) → Sym n . One can classify symmetric matrices under the standard action of the general linear group GL(n, K) = GL n . Here we allow parametrised families of such changes of coordinates, and smooth changes of coordinates in the source of the germ; these form a group G. We obtain a list of the G-simple singularities, given at the end of this section, and we start the task of investigating their geometry. Roughly speaking this study might be viewed as a nonlinear version of linear systems of quadrics. This work is the first of a series of investigations of families of matrices. In [13] we deal with general square matrices and in [25] skew symmetric matrices are studied. Families of square matrices are also studied by Arnold in [1] where the parametrised matrices in GL n act by conjugation. Closely related work was also carried out by Damon in [16] .
The motivation for this paper comes from the investigation of binary differential equations (BDE's), that is differential equations of the form a(x, y)dy 2 + 2b(x, y)dx dy + c(x, y)dx 2 = 0 where a, b, c are smooth real functions in (x, y). Given such a BDE the corresponding discriminant function δ = b 2 − ac plays a key role. The BDE defines pairs of directions at points (x, y) in the plane where δ > 0; these directions coincide on the discriminant ∆ given by δ = 0; the BDE has no solutions at points where δ < 0. Such differential equations have been studied by several authors (e. g., [5] , [4] , [9] - [12] , [14] , [18] - [21] , [24] , [30] , [27] ). They occur in a number of branches of mathematics, and in particular when studying the differential geometry of surfaces.
If RP denotes the real projective line then one can study such BDE's by considering in R 2 ×RP the set M of points (x, y, [α : β]) where δ(x, y) ≥ 0 and the direction [α : β] is a solution of the BDE at (x, y). One can lift the bivalued field defined by the BDE to a single valued field on M . Generically M is smooth, and there is a natural involution on M that interchanges points with the same image under the projection to R 2 . The set of fixed points of this involution is the lift of the discriminant. By studying this single field together with the involution, a number of useful classifications have been carried out for BDE's with the simplest discriminants (those which are smooth or have only Morse singularities). See [19] - [21] , [4] , [9] .
The problem remains of studying those equations whose discriminants have more degenerate singularities. This situation occurs for all but the simplest BDE's. It is of interest to determine how these discriminants will vary in a generic family of BDE's, and relate them to the corresponding surfaces M . Unfortunately the natural equivalence for BDE's (a change of coordinates together with multiplication of the equation by a non-zero function) yields a group which is rather small for the space it is acting on, leading to the occurrence of smooth moduli. If however we are only interested in the discriminant and associated surface M we can substantially weaken the equivalence relation and obtain useful information. Indeed viewing the BDE as a family of quadratic forms we can classify them up to the above natural equivalence which, while not preserving the integral curves, does preserve the discriminant and other associated geometry. This example provided the motivation for the classification carried out in this paper. A form of this paper has been in existence since 1998, and there has been work on the monodromy and an interpretation of the codimension of these germs in [6] and [22] . In what follows we develop the framework over the fields R and C, but only list the simple singularities over C. We shall return to unfoldings, the real case and applications to BDE's in a later paper. For a background in singularity theory and notation see [31] .
The paper is organized as follows. In Section 2 we give some basic definitions. In Section 3 we compute the tangent space to the group action and establish some determinacy results. In Section 4 we determine the pairs (r, n) for which there exist simple germs (C r , 0) → Sym n and prove the main result below (Theorem 1.1). Note that by a splitting result, Proposition 4.1, we only need to consider matrices vanishing at the origin, that is germs with linear rank 0 at the origin. In Section 5 we begin the investigation of the geometry of the germs in Theorem 1.1 and study in more detail the case n = r = 2. In particular we relate the Milnor number of the discriminant and of the singularities on the associated surface M when n = r = 2, slightly enhancing earlier work of Wall. Theorem 1.1. The G-simple germs A : (C r , 0) → Sym n of rank 0 at the origin are those that appear in the following list.
(1) When r = 1 all finitely-G-determined germs are simple and G-equivalent to a germ of the form diag(x m1 , x m2 , . . . , x mn ) where m 1 ≤ m 2 ≤ · · · ≤ m n . This germ has G e -codimension n i=1 (n − i + 1)m i − 1, where G e is the the usual extended group associated to G.
(2) When the corank of dA(0) is 0 we have a normal form A : C N × C s → Sym n given by A(x, z) ij = x ij which is G-simple, and has G e -codimension 0. Here N = n(n + 1)/2 and the z's are redundant variables.
(3) When the corank of dA(0) is 1 we have two cases:
The G e -codimension of A coincides with the Milnor or Tjurina number of f .
→ C is one of Arnold's simple germs of functions on manifolds with boundary ( [3] ).
The G e -codimension of A coincides with the corresponding codimension of f defined by Arnold.
(4) When n = r = 2 the G-simple germs are given in the following table, together with the K-type of their discriminant, the singularities of the criminant (see Section 2), their K-types as a germ (a, b, c) :
6.
The number p in case 1 denotes min{k, l}.
(5) If r = 2, n = 3 the simple germs are given below.
, n = 3 we obtain the following simple germs. Remark 1.2. In the cases when r = 2 and n = 2, 3 the G-codimension of the germs and the Milnor number of the discriminant coincide. These are special cases of a more general result proved in [6] .
Normal Form
G e -codim   x 0 z 0 y + x k w z w −y   k + 1, k ≥ 1   x w
Basic Results and Definitions
We start with a brief discussion of symmetric bilinear/quadratic forms. For a general reference for linear algebra see [23] . Let V be a vector space and S 2 V the symmetric product of V with itself. Symmetric bilinear forms or quadratic forms V × V → K are in a natural bijective correspondence with elements of S 2 V * . If W is a second vector space any linear map φ : V → W induces a linear map S 2 (φ) : S 2 V → S 2 W with the property that for any symmetric bilinear form ψ on W × W we have ψ(φ(x), φ(y)) =ψ(S 2 (φ)(x, y)) whereψ is the element in (S 2 W ) * corresponding to ψ. There is a natural and familiar action of the group GL(V ) on the space of bilinear forms on V , simply by change of co-ordinates. In the rather formal language used above, which will prove useful below, if φ ∈ GL(V ) then we have a map S 2 φ : S 2 V → S 2 V and a corresponding map S 2 φ * : S 2 V * → S 2 V * , which gives the required action. When K = R or C there are well known normal forms for this action; over C these correspond to the quadratic forms
. If V is a vector space of dimension n we shall be particularly interested in the subset of (S 2 V ) * of singular forms, that is those whose rank (r in the above normal forms) is < n. The set of such forms is referred to as the discriminant and denoted by ∆. Any symmetric bilinear form ψ :
. This identification is compatible with the canonical actions of
There is a natural nonsingular bilinear pairing
In what follows we shall be interested in linear families of quadratic forms, that is elements of Hom(U, (S 2 V ) * ) for some vector space U . These represent 1-jets of mappings and correspond to the classical theory of linear systems of quadrics. In what follows U, T are finite dimensional vector spaces, and H is a subgroup of GL(T ). We say that α 1 , α 2 ∈ Hom(U, T ) are GL(U ) × H-equivalent if for some β ∈ GL(U ), γ ∈ H we have α 2 = γ • α 1 • β. If α ∈ Hom(U, T ) we write α * for the corresponding element of Hom(T * , U * ). If S is a subspace of U we write S ⊥ for {φ ∈ U * : φ(S) = 0}.
Lemma 2.2. (1)
The maps α 1 , α 2 are equivalent if and only if some γ ∈ H takes im α 1 to im α 2 .
The maps α 1 , α 2 are equivalent if and only if for some γ ∈ H the map γ * takes ker α * 1 to ker α * 2 . So classifying maps of rank r in Hom(U, T ) up to GL(V ) × H-equivalence is equivalent to classifying r-dimensional subspaces of T up to H-equivalence, or (dim T − r)-dimensional subspaces of T * up to H-equivalence. This provides a useful duality we can exploit. Here we are interested in the case when T = (S 2 V ) * and H = GL(V ) acts as a subgroup of GL((S 2 V ) * ) in the obvious way. We need to classify k-dimensional subspaces of Hom(U, (S 2 V ) * ) up to H-equivalence. But this classifies n(n+1)/2−k-dimensional subspaces of (S 2 V * ) * up to GL(V )-equivalence (where n = dim V ). The practical output from this discussion is the following. Here we take V = K n , GL(V ) = GL n the space of invertible n × n matrices, (S 2 V ) * = Sym n the space of n × n symmetric matrices. Proposition 2.3. Let W i , i ∈ I, be a listing of the subspaces of Sym n of dimension k up to GL n equivalence. Then the subspaces W ⊥ i , i ∈ I, where W ⊥ = {A ∈ Sym n : tr(AB) = 0 for all B ∈ W }, is a listing of the subspaces of dimension n(n + 1)/2 − k in Sym n up to the same equivalence.
We have the following basic facts about symmetric matrices which will also prove useful.
Proposition 2.4. (1)
There is a natural linear map Sym n → Sym * n defined by A → tr(A · −) identifying the two spaces.
(2) The tangent space to the GL n orbit through A ∈ Sym n is spanned by {X t A + AX : X ∈ M n }.
(3) Using the identification in (1) the conormal space to the GL n -orbit through A is the set {B : AB + BA = 0}.
Proof. The proofs of (1) and (2) are clear. For (3) we note that B is in the conormal space if tr(B(X t A + AX)) = 0 for all X ∈ M n . So tr(AB(X t + X)) = 0 for all X, that is tr(ABU ) = 0 for all symmetric U . Write AB = R + S where R is skew, and S symmetric. Then tr((R + S)U ) = tr(RU ) + tr(SU ) = tr(SU ) = 0 for all symmetric U . So from (1) S = 0 and AB is skew. Conversely if AB is skew clearly B is in the conormal to the orbit.
We shall need some further results on the geometry of the space of bilinear forms. The first part of the following result shows that although the discriminant ∆ is very singular it has a nice desingularisation. The second shows that its set of tangent hyperplanes is surprisingly small. First note that there is a natural map
In the case when V = K n this is simply the map
. These are the Veronese mappings. If we omit 0 ∈ V we get a well defined map between the corresponding projective spaces P V → P S 2 V . The set of singular symmetric bilinear forms in (P S 2 V ) * will also be denoted by ∆. Given a variety in some projective space its dual is the closure of the set of tangent hyperplanes to the smooth points of the variety.
is smooth of dimension dim Sym n − 1 = n(n + 1)/2 − 1 and the projection
is an isomorphism over the set of matrices of corank precisely 1. Geometrically we desingularize the space of singular quadrics by considering the set of all singular points of all singular quadrics.
(2) The setM
is smooth of dimension dim Sym n +n−2. The projection Π :M ⊂ Sym n ×KP n−1 → Sym n has as its fibres the quadric associated to the given symmetric matrix.
(3) The dual of ∆ is the image of the corresponding Veronese map. In particular it is diffeomorphic to a projective space KP n−1 .
Proof.
(1) Consider the equations a ij x j = 0, 1 ≤ i ≤ n, and their derivatives with respect to a 1j , a 21 , . . . , a nj respectively. We obtain a diagonal matrix with x j 's down the diagonal. So we have the required rank since not all of the x j = 0; (2) is similar.
(3) An element A ∈ S 2 V * , that is a form, determines a hyperplane in S 2 V which meets the image of P V in a subvariety which can be identified with the quadric determined by A. This hyperplane is tangent if and only if the quadric is singular. In other words the dual of the image of the Veronese is ∆, and the result follows by duality.
We now turn to families of symmetric matrices and start with some further motivation. As in the introduction consider a binary differential equation (BDE) , that is a differential equation of the form a(x, y)dy 2 + 2b(x, y)dy dx + c(x, y)dx 2 = 0.
Clearly we can associate to each such BDE the matrix
which we can think of as a map A : (R 2 , 0) → Sym 2 . The discriminant of the BDE is given by the vanishing of the determinant of this matrix. Given the matrix A above, and another 2 by 2 matrix X, whose entries are smooth functions of x and y, and which is invertible at the origin, we can consider the matrix valued function X T AX. Clearly this is symmetric and its determinant vanishes at precisely the same points as that of A. Similarly it is not hard to show that any smooth change of coordinates in the source of A, via a diffeomorphism φ, takes the discriminant of A to that of A • φ. This motivates the following definitions, but first some notation. Let R denotes the group of diffeomorphisms (K r , 0) → (K r , 0), H denote the set of germs of smooth mappings (K r , 0) → GL n , and S the set of germs A : (K r , 0) → Sym n . We can think of such a germ as an r-parameter family of symmetric matrices or equivalently quadrics. The set H can be given a group structure using the operation of matrix multiplication in the target. Definition 2.6. If A, B : (K r , 0) → Sym n are smooth map germs we say that they are G = R × H equivalent if and only if for some (φ, X) ∈ R × H we have
X gives a group action on the space S provided we furnish G with the usual semi-direct product group structure.
We can also think of an element of S as a map (
Lemma 2.7. The group R × H acts on the space of mappings (K r , 0) → K N as a subgroup of the corresponding contact group K (see [31] ).
Proof. The action of the group R in both cases clearly coincides. On the other hand the action of GL n on K n yields an action on Sym n = K N which is also linear. In other words it acts as a subgroup of GL N ; there is a natural homomorphism GL(V ) → GL((S 2 V ) * ). See the discussion above. The result then follows.
Remark 2.8.
(1) For example consider the case n = 2; here the matrix X ∈ H acts on a mapping (K 2 , 0) → (K 3 , 0) in the same way as the matrixX ∈ C where
and C is the group of mappings (K 2 , 0) → GL 3 . One can easily check that detX = (det X) 3 and that the map sending X toX gives a group homomorphism H → C. (2) It is not difficult to prove that G is one of Damon's geometric subgroups of K, and as a consequence of results of Damon we can use all of the standard techniques of singularity theory (for example those concerning determinacy and unfoldings) to investigate these singularities. See [8] and [15] .
As mentioned above one of our main interests in elements of S is with the associated discriminants. So before moving on to a classification of the mappings of S under the group G we discuss some further structure preserved by this equivalence relation.
Definition 2.9.
(1) The discriminant of an element A ∈ S is the set
(2) Given an element A ∈ S the associated variety of A is defined to be the set
Clearly M (A) is smooth if A and Π :M → Sym n are transverse. We write M (A)(x) for the quadric associated to A(x). Clearly we can view M (A) as a germ along
The full criminant of A, F C(A) is defined to be the set
Again this is smooth if A and π :∆ → Sym n are transverse.
While the above definitions work well in many situations, the definition of criminant sometimes requires modifying as the following example shows.
Clearly the discriminant is given by x 4 +y 3 = 0, and over all points away from (0, 0) there is a unique point of F C(A) (since A(x, y) has rank ≥ 2 if (x, y) = (0, 0)). However the fibre over (0, 0) is CP 2 .
Definition 2.11. The criminant of A, C(A) is defined to be the closure of the set
Proposition 2.12. The discriminants, full criminants, criminants and associated varieties are all G-invariants in a natural way. In particular the contact type of any singularities of M (A) on the zero fibre are invariant under the action of G.
The following relates the above to the study of BDE's.
Proposition 2.13. Given a BDE F = a(x, y)dy 2 + 2b(x, y)dy dx + c(x, y)dx 2 = 0 we denote the corresponding element of S by A(F ).
is the germ of a diffeomorphism taking the BDE F = 0 to the BDE G = 0, then A(F ) and A(G) are G-equivalent.
Proof. Denoting the differential of φ by dφ the new BDE G = 0 has corresponding matrix A(G) with
and clearly A(F ) and A(G) are G-equivalent elements of S.
Tangent Spaces and Determinacy
The general classification problem is of some interest, but here we shall consider only the simple singularities, that is those whose orbits have neighbourhoods containing only finitely many orbits.
The first task is to determine the tangent space for the action of this group. Given a family of matrices A ∈ S, we write A x(i) for the matrix ∂A ∂xi . We shall write O for the ring of smooth functions (K r , 0) → K and M for its maximal ideal of functions which vanish at the origin. The set S can be identified with O N , N = n(n + 1)/2, and the group G as a subgroup of the corresponding contact group K. So the tangent space will be viewed as an O-submodule of O N .
Proposition 3.1.
(1) The R-tangent space to the orbit of the element A ∈ S is the O-module spanned by the x j A x(i) .
(2) Let C ij (A) (resp., R ij (A)) denotes the matrix whose ith column (resp., row ) is the jth column (resp., row ) of A, with zeros elsewhere. Then the tangent space to the orbit of A under the subgroup H of C is the O-module spanned by A ij where
Proof. The vectors emerging from the action of the R group are obtained as usual. Now consider the action of the group H. If I denotes the identity n × n matrix and E ij the matrix with a 1 in the (i, j)th entry and zeros elsewhere, we consider the action of I + tαE ij on the matrix A for t small and α ∈ O. Computing the tangent vector of the resulting path in S at t = 0 yields, for 1 ≤ i, j ≤ n, the required result. Of course taking α = 1 we simply obtain the tangent space to the orbit of GL n in Sym n .
Before proceeding we pause to characterize finitely G-determined germs in the complex case. Recall that the action of GL n (C) on Sym n (C) has n + 1 orbits, with representatives diagonal matrices with r ones and n − r zeroes; these orbits determine a stratification of Sym n (C). Proposition 3.2. An element A ∈ S is finitely-G-determined if and only if A is transverse to the orbit stratification of Sym n (C) off 0 ∈ C r if and only if the set M (A) is smooth off M (A)(0). In particular there are no points x in a neighbourhood of the origin at which the matrix A(x) has corank s where r ≤ s(s + 1)/2.
Proof. We follow the arguments of Gaffney (see [31] ). The extended tangent space for the group G applied to a germ A, denoted by T e G · A, is defined to be the Omodule spanned by A x(i) and the A ij . We say that A is G-stable if T e G · A = S. If A is to be G-stable then working modulo M we see that the vectors A x(i) (0) must be transverse to the GL n (C) orbit of A(0), and the converse follows by Nakayama's lemma.
We now need to sheafify the above constructions to obtain the result. Choose a neighbourhood U of 0 ∈ C r , and a neighbourhood V of A(0) in Sym n (C), with A : U → V . We consider the sheaf S(U ) of germs U → Sym n (C). Let O(U ) be the sheaf of functions on U and O(U, V ) the sheaf of mappings from U to V . We have an O(U )-homomorphism tA : S(U ) → O(U, V ), and an O(U )-submodule, N , generated by the A ij . We now set
This is a coherent sheaf, and by the Nullstellensatz for coherent sheaves its stalk at 0 is of finite dimension over C if and only if there is a neighbourhood U ⊂ U such that T G (A) vanishes on U − {0}. But the stalk at any point x can be identified with the extended G-tangent space, and the first result follows.
For the second part consider A : (C r , 0) → Sym n (C) with A(0) of rank s. We shall see that by a change of coordinates we may write A = I s ⊕ B where B : (C r , 0) → Sym n−s (C) has rank 0 at 0. A straightforward calculation shows that M (A) is smooth along M (A)(0) if and only if A is transverse to the orbit of corank s (and hence all other orbits nearby).
Finally note that the set of symmetric matrices of corank s has codimension s(s + 1)/2 in Sym n (C). Suppose given a map-germ A : (C r , 0) → Sym n (C). If it is transverse to the orbit stratification off the origin, the inverse image of the set of corank s matrices is, in a punctured neighbourhood of the origin, a smooth manifold of dimension r − s(s + 1)/2, so is empty if r ≤ s(s + 1)/2.
It is natural to ask how common G-finitely-determined germs are. A standard result in singularity theory asserts that almost all mappings are finitely K-determined. A small variant on the usual proofs of this result (see for example [31] ) yields the following. Proposition 3.3. For all r and n the set of germs A : (K r , 0) → Sym n which are not of finite G-codimension form a set of infinite codimension in S.
Proof. We first complexify. It is enough to show that for all germs A : (C r , 0) → Sym n (C) = C N of polynomial maps of degree say m we can find a polynomial map B : (C r , 0) → Sym n (C) of degree m + 1 with j m B = A and B of finite Gcodimension. Let H m+1 be the space of homogeneous polynomial maps (C r , 0) → Sym n (C) of degree m + 1 and consider the map G :
. It is not difficult to see that G is a submersion when restricted to (C r −{0})×H m+1 , and in particular G : (C r −{0})×H m+1 → Sym n (C) is transverse to ∆. Now the Thom transversality lemma shows that for almost all C ∈ H m+1 we have G(−, C) : (C r − {0}) → Sym n (C) transverse to ∆. We take B = A + C; it is finitely G-determined by the geometric criterion given in Proposition 3.2. The real case follows in the usual way.
Finally we need to relate our equivalence relation with Damon's notion of K Vequivalence, where V is a variety in C n ; see [17] . Here we consider V to be the set ∆ of matrices in Sym n with zero determinant. The key is a result about vector fields.
Proposition 3.4. The module of holomorphic vector fields tangent to the discriminant ∆, denoted by Derlog(∆), coincides with the module V H of vector fields on Sym n determined by the group H. More precisely Derlog(∆) is the O N -module generated by the A ij .
Proof. Clearly V H ⊂ Derlog(∆). Conversely let θ = α ij ∂/∂a ij be a vector field tangent to ∆; then θ(det(a ij )) = α det(a ij ) for some analytic α. However the Euler field lies in both modules, so subtracting some multiple of this field from θ we are considering θ(det(a ij )) = 0 = α ij (2 − δ ij )(−1) i+j M ij where δ ij is the Kronecker delta and M ij is the (i, j)th (or (j, i)th) minor of A. However it follows from [26] that the set of relations on the M ij are generated by the linear ones, and these are obtained from the identity A · adj(A) = det A · I. So there are essentially n 2 − 1 of them given by (−1)
. But these are our generators for V H. Proof. Clearly the group action of H preserves the set ∆, so G ⊂ R × C ∆ . But the tangent spaces to the orbits of the two groups coincide. The assertion follows.
The result above means that, for example, the geometric characterization of finite determinacy given above can be deduced from work of Damon, who indeed considered questions very close to those discussed here 15 years ago in [16] . However a priori the calculation of the vector fields tangent to the space ∆ of singular matrices (for n large) looks rather complicated, whereas the tangent space to the action of H is more amenable. So it seems more natural to work with our formulation of the equivalence.
Simplicity and the Classification
We start with a splitting result, and first need some notation. Given maps
Proposition 4.1. Suppose given a germ A : (K r , 0) → Sym n with rank s at the origin. When K = C then A is G-equivalent to a germ of the form I s ⊕ B where B : (C r , 0) → Sym n−s (C) has rank 0 at 0, and I s is the s × s identity matrix. Over R we replace I s with an s × s matrix with ±1's down the diagonal. The Gcodimension of A is equal to that of B, their unfoldings are naturally isomorphic and their discriminants coincide. The simplicity of one is equivalent to the simplicity of the other. We say that A is a suspension of B.
Proof. This is simply Lagrange diagonalisation with parameters.
From now on we need only consider germs A which vanish at the origin. We shall use determinacy and the complete transversal classification methods from [8] , [7] . The latter is just a formalization of the standard inductive approach to classification. Recall that S is the space of smooth germs (K r , 0) → Sym n .
Proposition 4.2. Let
The next result gives a criterion for the existence of moduli.
Proposition 4.4. Let G be an algebraic group acting on a K-affine space L. Let S be a smooth subvariety of G with the property that the set {s ∈ S : T s S ⊂ T s G · s} is a proper subvariety of S. Then given any s ∈ S, any neighbourhood U of s ∈ S contains infinitely many G-orbits.
We need to get started with our 1-jets which we know correspond to linear systems of quadrics. In what follows it is convenient to write K r as U .
Proposition 4.5.
(1) There are no simple germs if n ≥ 4 and 2 ≤ r ≤ (n 2 + n − 4)/2, nor when n = r = 3.
(2) Consider a 1-jet α ∈ Hom(U, (S 2 V ) * ). This is not G-simple unless one of the following holds:
(i) n = 1, 2 or r = 1;
(ii) n = 3 and r = 2; (iii) for n ≥ 3 corank α = 0 or 1; (iv) if n = 3 then rank α = 4.
(1) We consider the action of the group J 1 G on the space of 1-jets in S. This reduces to the action of GL(U ) × GL(V ) on Hom(U, (S 2 V ) * ). The dimension of the group is r 2 + n 2 and of the space rn(n + 1)/2. However by considering the effect of the action of multiples of the identity in GL(U ) and GL(V ) on the space we see that the dimension of each orbit is at most r 2 + n 2 − 1 so we must have moduli at the 1-jet level if rn(n + 1)/2 ≥ r 2 + n 2 ; that is n 2 (r − 2) + nr − 2r 2 ≥ 0. One can check that for n ≥ 4 and r ≥ 2 this inequality holds if and only if r ≤ n(n+1)/2−2. When n = 1, 2 it never holds; when n = 3 it holds only if r = 3.
For (2) we are considering linear maps α ∈ Hom(U, (S 2 V ) * ). Suppose that corank α is s. Then the dual map α * : S 2 V → U * has kernel rank s. This kernel is an s-dimensional subspace of a space of dimension N = n(n + 1)/2; that is an element of a Grassmannian of dimension (N − s)s. We have an action of the projective general linear group P GL n on this space, so we again have moduli if We now need to recall the classification of the relevant linear systems. Using duality it is enough to list pencils when n = 2, 3. For the rank 1 and corank 1 cases are trivial, and when n = 3 we need only consider rank 2 and corank 2. So we are considering a pencil of binary quadratics and conics, determined by a pair of distinct quadratic forms. Again we work over C. 
(2) The pencils of conics, together with their Segre symbols (see below ), are as follows.
(xy, x 2 + y 2 + z 2 ), {1, 1, 1}; (xy, y 2 + z 2 ), {2, 1}; (2xz + y 2 , xy), {3};
(xy, z 2 ), {(1, 1), 1}; (x 2 + 2yz, y 2 ), {(2, 1)}; (x 2 , y 2 ), {1, 1; 1};
(xy, xz), {2; 1}; (x 2 , xy), {; 2}.
Proof. Pencils of quadrics were enumerated by Weierstrass and Kronecker. The case n = 2 is fairly trivial. In the case n = 3 we have the above 12 types distinguished by their so-called Segre symbols listed above. (See [32, p. 477] .) The basic approach to classification is as follows. If some member of the pencil is non-singular we can reduce it to the identity I. Given a pencil determined by a pair of symmetric matrices (I, B) the notion of GL n equivalence reduces to the similarity classification of the matrix B by elements of the orthogonal group. The Segre symbol encodes the type of block decomposition in the Jordan normal form of B. There are 8 types in the case of conics. The pencils can be distinguished geometrically: so xA 1 + yA 2 will generally have 3 singular members given by the vanishing of the determinant. These can be of two types: line pair, or repeated line. We can distinguish the pencils according to the multiplicity of the roots and the type of the corresponding singular conics, when the generic member is nonsingular, and similarly in the singular case. (2) If corank α = 1 then r ≥ n(n + 1)/2 − 1 and we label the first n(n + 1)/2 − 1 of the x-variables x ij , 1 ≤ i ≤ j ≤ n, (i, j) = (1, 1). Then α is equivalent to a 1-jet of the form t i=2
x ii E 11 + (ij) =(1,1)
where E ij is the matrix with a 1 in the (i, j)th and (j, i)th places and 0's elsewhere and 1 ≤ t ≤ n (the case t = 1 above is interpreted as the second sum being absent).
Proof. The proof of (1) is straightforward. For (2) set V = K n and U = K r , so the 1-jets are elements of Hom(U, S 2 V * ). We have seen that α 1 and α 2 ∈ Hom(U, S 2 V * ) are equivalent if and only if there is an isomorphism φ : V → V with S 2 (φ) taking ker α * 1 to ker α * 2 (where the α * j are the dual mappings S 2 V → U ). In our case ker α * 1 is a 1-dimensional subspace of S 2 V . We have an action of GL(V ) on S 2 V with normal forms t i=1 ±e 2 i . So if α * has kernel rank 1 then we need only to find an α with α * having the above kernel, as in the statement of the result.
We consider the higher jets with the above 1-jets. M is considered to be the space of symmetric m × m matrices with a discriminant ∆. The relevant group of equivalences is the semidirect product of the group of diffeomorphisms preserving K s ×∆ and the usual group C for function germs. There are no simple singularities if m ≥ 2, i. e., if t ≤ n − 2. So we need only consider the cases t = n and t = n − 1. These reduce respectively to the classification of functions, functions on a manifold with boundary, with the C group present.
Proof. We consider the tangent space to the orbit of the given germ. We have all entries in off-diagonal positions and those in the (t + 1)st to nth diagonal positions too. If 2 ≤ i ≤ t then in the ith place on the diagonal we have all terms in the ideal x ij : 1 ≤ j ≤ n , and all multiples of x 1j E 11 , with 2 ≤ j ≤ n. We also have all multiples of ( i E 11 + E ii ). This supplies, together with vectors already mentioned, all multiples of x ij E 11 for 1 ≤ i ≤ t and 1 ≤ j ≤ n. Now suppose that there are s variables z 1 , . . . , z s not occurring in the given 1-jet (so r = n(n + 1)/2 + s − 1). It is not hard to see that a complete transversal is obtained by adding a general term h(X, z) in the (1, 1)-entry, where X denotes the variables x ij where t + 1 ≤ i ≤ j ≤ n.
Now it is clear that we can make any change of co-ordinates in the z variables. On the other hand to preserve the form of the complete transversal the change of co-ordinates in the X variables must be retrievable from the action of the group H. It is not hard to see that this means that if H t is the subgroup of H corresponding to those matrices of the form I ⊕ B with I the identity t × t matrix and B a general m × m matrix then we can change co-ordinates on the X variables by the action X → B t XB. On the other hand one can check that the normal spaces for the G-action and the above action on the functions h are isomorphic. So the orbits coincide.
One can now check that there are moduli unless t = n or n − 1. When t = n the classification reduces to the K-classification of functions. When t = n − 1 to the classification of functions on manifolds with boundary (with the C-group present). The simple singularities in both cases have been determined by Arnold in [2] and [3] .
Note that the above two results only require trivial modification to cover the real case. We now deal with the case rank α = 1. (2) Simple singularities with a 1-jet x 1 I * t can occur only if either : n = 1; r = 1; (r, n) = (2, 2).
Proof. The proof of (1) is straightforward. For (2) we have moduli if n ≥ 4 and the rank is 2, and if n = 3 and the rank is 3. So if r ≥ 2, n ≥ 4, or r ≥ 3, n = 3 a jet of rank 1 has adjacent jets with moduli. This leaves the cases listed above and r = 2, n = 3, r ≥ 3, n = 2. It is enough to consider the case t = n. When r = 2, n = 3 we see that the discriminant is of typeẼ 8 or worse and has a modulus; moreover that modulus can be realised in a family of symmetric matrices. Since the discriminant is an invariant of the family the germs cannot be simple. In the case r ≥ 3, n = 2 it is not hard to see that a complete transversal is of the form (a, b, c) = (x 1 , f (y), x 1 + g(y)) where y = (x 2 , . . . , x r ), f, g ∈ M 2 r−1 . The discriminant in this case is (x 1 + g/2)
2 − (f 2 + g 2 /4) which again has moduli. Case A: r = 1.
Proposition 4.12. When r = 1 all finitely-G-determined germs are simple and G-equivalent to a germ of the form diag(x m1 , ±x m2 , . . . , ±x mn ) where
Proof. This is fairly straightforward using the complete transversal method. If the first non-zero jet is the k th then it is of the form x k A where A is a constant matrix. If the rank of A is s we reduce the k-jet to x k I s ⊕ 0. It is not hard to see that a complete transversal at the next stage is of the form x k I s ⊕ x k+1 B, where B is a general (n − s) × (n − s) matrix. The result follows by induction.
Case B: r = n = 2. Case C: n = 3, r = 2. We know that germs of rank 0 or 1 give moduli. The pencils are listed above. The corresponding 1-jets are obtained by associating to each pair of symmetric matrices A 1 and A 2 the 1-jet xA 1 + yA 2 . Proposition 4.14. (1) The last three types in the list of pencils yield non-simple germs.
(2) In the remaining cases we can reduce to the families given in Theorem 1.1 (5).
(1) The last three types yield determinants starting with quartic terms, which will have moduli. Part (2) For a complete transversal we have
It is not hard to reduce α and β to pure powers, and to show that the resulting germs are simple.
Case D: n = 3, r ≥ 4, rank = 4. The classification of 1-jets of corank 4 is dual to the classification of 1-jets of rank 2, that is pencils. Proof. We have classified linear germs of rank 2, that is pencils. These are obtained by considering the corresponding 1-jets of corank 2. For example in the second case we have a pencil spanned by B 1 = E 12 + E 21 and B 2 = E 11 + E 22 + E 33 . The given family consists of those 1-jets A with tr B j A = 0. There are 5 non-singular pencils and 3 singular ones. Consider the final 1-jet A in our list. This contains all those pencils not listed above in its closure. We show that any 2-jet with this 1-jet has moduli; we can work with complete transversals A + f (x, y)E 33 . Calculation shows that we are essentially classifying f up to R xy × C where the first group consists of the diffeomorphisms preserving xy = 0. Clearly a generic 2-jet will determine two directions in the plane, which together with xy = 0 will yield a cross ratio.
The rest of this part of the classification is a calculation. Note that the first case is 1-G-determined and can be thought of as the first in the series generated by the second 1-jet. As in the previous case there are no simples if r > 4.
The Geometry of the Simple Germs
In this section we initiate the study of the complex geometry of the simple germs in Theorem 1.1. We shall give more information about the criminants, provide normal forms for the versal unfoldings of the germs, and study in more detail the case n = r = 2. As usual we shall suppose that A(0) = 0.
5.1. The Criminant. We start with a general result about criminants.
Proof. If A is finitely-G-determined we know that A is transverse, on a punctured neighbourhood of 0 ∈ C r , to the stratification of Sym n . (In particular the closure of the set {x : rank A(x) = n − 1} is the whole of D(A)). It follows that A and π are transverse at all points away from 0 and that C(A) is smooth off 0 × CP n−1 , and of the right dimension, r − 1.
First we claim that this is a germ of finite G-codimension, this is because the discriminant given by x 2 −y 4 −z 4 = 0 clearly has an isolated singularity at the origin. Also we claim that every point of 0 × CP 1 lies in C(A). For given (u, v) = (0, 0) we can solve the equations (x 2 − y 2 )u + z 2 v = z 2 u + (x 2 + y 2 )v = 0 for some (x, y, z) = (0, 0, 0). Since the equations are homogeneous in (x, y, z) the point (tx, ty, tz) is also a solution for any t. On the other hand the set (
clearly has a line of singularities along the v-axis. So C(A) need not have isolated singularities along 0 × CP n−1 .
We wish to determine when the criminant has isolated singularities along 0 × CP n−1 . Write the 1-jet of A as
Proposition 5.3. We have isolated singularities on the criminant if the following is true: the set {(v 1 , . . . , v n ) : [A 1 v, . . . , A r v] has rank < n} is a finite number of points in CP n−1 . In particular r ≥ n.
Proof. Consider the equations {(x, v) : A(x)v = 0} and differentiate with respect to the x j . We obtain a matrix [A 1 v, . . . , A r v]. We need this to be surjective for all v ∈ CP n−1 off a finite set of points.
Example 5.4. Consider the case n = 2 and suppose that j 1 A = x i A i . It is not difficult to check that we have non-isolated singularity only if the 2 × 2r matrix [A 1 . . . A r ] has rank ≤ 1. We may suppose in this case that we have 1-jet which is zero or
In all other cases we just have isolated singularities.
Suppose r = 3, n = 2 and we have the general form
where (x, y) ∈ C r−1 × C and f is a function on a manifold with boundary y = 0 (Theorem 1.1 (3)(ii)). We replace the v's by p, q. We consider the case when f (x, y) has an isolated simple singularity at 0. The criminant is given by
Taking affine charts in CP 1 we find that when p = 1 we have y = −qz and z + qf (x, −qz) = 0 which is smooth. On the other hand if we take q = 1 this yields z = −py and −p 2 y + f (x, y) = 0. We claim that the variety C(A) has an isolated singularity at (0, 0, 0, [0 : 1]) if f is finitely-R δ -determined, i. e., dim O 2 f 1 , . . . , f r , yf y < ∞, where f i is the partial derivative of f with respect to x i . For differentiating −p 2 y + f (x, y) with respect to p, x i , y and setting the results equal to 0 we obtain py = −u 2 + f y = f xi = 0, 1 ≤ i ≤ n. If p = 0 we obtain x = y = 0 since f has an isolated singularity. If y = 0 then since the restriction of f to y = 0 has an isolated singularity at the origin we deduce that x = 0 and p = 0 again.
We can obtain various results relating the Milnor numbers, µ, of a variety of objects when r = 2. In what follows we suppose that f and f (x, 0) have isolated singularities at the origin.
Proof. For part (1)
whence the result.
We check these results on the simple singularities. (2) If f (x, y) = x 2 + y k (type B k ) then the discriminant is given by x 2 y + y k+1 − z 2 = 0 which is of type D k+2 and C, given by −p 2 y + y k + x 2 = 0, has an isolated singularity of type D k+1 .
(3) If f (x, y) = xy + x k (type C k ) then the discriminant is given by xy 2 + x k y − z 2 = 0 which is of type D 2k and C, given by −p 2 y + xy + x k = 0, has an isolated singularity of type A 2k−1 (for k ≥ 2).
(4) If f (x, y) = y 2 +x 3 (type F 4 ) then the discriminant is given by y 3 +x 3 y−z 2 = 0 which is of type E 7 and C, given by −p 2 y +y 2 +x 3 = 0, has an isolated singularity of type E 6 .
Versal unfoldings. Given a G-finitely determined germ
A is a finitely generated K-vector space. Let φ 1 , . . . , φ k ∈ S be a set of generators of this space. Then A + u 1 φ 1 + · · · + u k φ k is a versal unfolding of the germ A. (See for example [28] for details.) A full list of unfoldings would take up a large amount of space, but as an illustration we give the following. (1) When r = 1, the unfolding has the form A = (A ij (x, y, u)) where
(2) When n = 1 they coincide with universal unfoldings of simple function germs.
(3) When n = r = 2 we have the following table
Normal Form Unfolding
5.3. Further geometry n = r = 2. This work was originally motivated by the study of binary differential equations. So we return to the case n = r = 2 and establish some basic results relating the topology of the discriminant and the associated surface M . Our results hold generally, that is they are not restricted to the simple germs. However we start by listing the number and nature of the singularities of M (A) for the simple germs.
Normal Form Discriminant Singular Points of M (A)
We have seen in Proposition 2.12 that two G-equivalent matrices yield diffeomorphic associated varieties M (A) and M (B) along 0 × CP n−1 . When n = r = 2, and A is G-finitely determined, M (A) has at most two singularities along 0 × CP 1 . The following result is clear. Proof. Suppose that rank dA(0) = 2, then A is G-equivalent to (x, y, ±x k ) for some k. Using Proposition 5.8, it is enough to consider a universal unfolding of (x, y, ±x k ). This is given by F = (x, y, ±x k + k−1 j=0 v j x j ) (see Proposition 5.7). The surface M (A) has one singularity at the origin, and taking an affine chart of the projective line, we can write its defining equation on the form g = xp 2 + 2yp ± x k . The unfolding of g induced by F is given by xp 2 + 2yp ± x k + k−1 j=0 v j x j which clearly is a K-versal unfolding of the A k−1 -singularity of g. One can also see that the codim G (A) = codim K (g) + 1.
Suppose that rank dA(0) = 1, so A is G-equivalent to (0, x, 0) or (x, 0, 0).
The case (0, x, 0): any G-finitely determined germ with 1-jet (0, x, 0) is equivalent to (y k , x, y l ) for some k ≥ 1, l ≥ 2. A versal unfolding of this germ is given by
The surface M (A), given by the zero set of g = y k p 2 + 2xpq + y l q 2 , has an A k−1 and A l−1 singularity on the exceptional fibre at q = 0 and p = 0 respectively. The unfolding of g induced by F is given by
We can use the parameters u i to unfold the singularity at q = 0 and the parameters v i to unfold the singularity at p = 0. Here too codim G (A) = codim K (g) + 1, where the sum is over the singularities of g.
The case (x, 0, 0). Here the surface M (A) has one singularity at (0, 0, (0 : 1)), and we can take an affine chart and write the defining equation of M (A) in the form g = xp 2 + 2b(x, y)p + c(x, y). We can choose a basis for O(x, y, p)/T K e .g to be in the form pα 1 , . . . , pα r , β 1 , . . . , β s , where α i , β j ∈ O(x, y). It is easy to see that the unfolding A + β i (E 12 + E 21 ) + α i E 22 versally unfolds the singularity of M (A). Since some unfolding of A has this property a versal unfolding will also. There is an O(x, y)-homomorphism
defined by (α, β, γ) → αp 2 + 2βp + γ. One can check that this is well defined and surjective. The target is isomorphic to O(x, y, p)/T K e · g.
Finally we relate the Milnor numbers of the discriminants D(A) to those of the singularities of the surface M (A), again when r = n = 2, giving an alternative approach to some results of Wall [32] . We first need to briefly discuss the variety M (A). 2 −ac at (0, 0) is non-zero then A(0) has rank 1 or 2. So we are reduced to normal forms (1, 0, 1) or (1, 0, f ) , but in the latter case we need f to be a submersion, so that we reduce to (1, 0, x) . The assertions concerning the associated variety are similarly straightforward. See for example [9] .
(2) In this case we have seen that we can reduce A to (1, 0, f (x, y)). Note that the discriminant is simply given by f (x, y) = 0, and the associated variety by p 2 + f (x, y)q 2 = 0. The criminant can be identified with the discriminant, and M (A) has a single singularity on the zero fibre at ((0, 0), [0, 1]) if and only if (0, 0) is a singular point of f . Moreover this singularity is a suspension of f .
We now turn to elements A of S with A(0) = 0. We are interested in those points where either the criminant C(A) or the associated variety M (A) is not smooth. Since we are only interested in germs we need only work in a neighbourhood of 0 × CP , so need to find such points on the p-axis. (Of course we should also work in the other chart on CP , but for purposes of exposition will ignore the point [p : q] = [1 : 0].) So we set F (x, y, p) = a(x, y)p 2 + 2b(x, y)p + c(x, y). We shall deal first with the case rank A(0) = 1. The argument in the much easier rank 2 case will be given later. Given any 1-form β on a manifold M which in local coordinates at p ∈ M can be written β = b 1 (x)dx 1 + · · · + b n (x)dx n , we say that β has a singularity at p if the b i (p) = 0, and we define the multiplicity of β to be that of the mapping (b 1 , . . . , b n ) : C n , p → C n , 0. This is well-defined and, when finite, the sum of the multiplicites of the zeros is constant under deformation. Singularities of multiplicity 1 are said to be non-degenerate. Montaldi and van Straten extended the definition of local multiplicity to 1-forms on singular curves in [29] , and we shall use this notion below. The key properties are that it coincides with the usual definition when the curve is smooth, and again the sum of the multiplicities of the zeros are constant under deformation of either curve or 1-form.
Proposition 5.12. Let A ∈ S, and α be a non-zero 1-form at 0 ∈ C 2 . Then we can find a smooth family of mappings
withĀ 0 = A 0 , and the property that for all t in a punctured neighbourhood of 0 ∈ C the element of S determined byĀ t has a smooth criminant, a smooth discriminant, and a smooth associated variety M (A t ). Moreover we can ensure that α has only singularities of multiplicity 1 on the discriminant D(A t ) near (0, 0), and π * α has only singularities of multiplicity 1 on the surface M (A t ) near 0 × CP ∈ C 2 × CP .
Proof. By perturbing A we can ensure it is transverse to the set of singular matrices. This implies that we have a smooth discriminant at each point at which A has rank 1. This in turn, by 5.11, implies that the criminant and associated variety are smooth. It remains to prove the result about the 1-forms. But this reduces to showing that by perturbing A we can ensure that (δ,
as regular values, where δ = b 2 − ac, F = ap 2 + 2bp + c. This is a straightforward transversality result.
Proposition 5.13.
(1) Let f : (C n , 0) → (C, 0), and suppose that f and f |{x 1 = 0} both have isolated singularities. Then
where µ(g) is the Milnor number of g.
(2) The multiplicity of the zero of the differential form α = α 1 dx + α 2 dy on the discriminant δ = b 2 − ac = 0 is given by the dimension of the quotient dim O/ δ, α 1 δ y − α 2 δ x .
(3) If the differential form α is non-zero at (0, 0) and its leaf through 0 is L then the multiplicity of 0 as a zero on δ = 0 is the sum of the Milnor number of δ and that of the restriction of δ to L, i. e., µ(δ) + µ(δ|L).
Proof. (1) This is a well known result; see [32, p. 494] .
(2) If δ is deformed to a smooth curveδ = 0 then the zeros of α onδ = 0 coincide with the common zeros ofδ and α 1δy − α 2δx . Moreover a zero of multiplicity 1 if and only if the germ with these functions as components is a local diffeomorphism. Part (3) now follows.
We consider the pull-back of the 1-form α on the surface M (A), and calculate the number of zeros and compare with that computed for the discriminant. First note as above that there are 0, 1 or 2 singular points along the fibre 0 × CP . Write the 1-jets of a, b, c as a 1 x + a 2 y, b 1 x + b 2 y, c 1 x + c 2 y respectively. By hypothesis (rank(A) = 1) we may suppose that (a 2 , b 2 , c 2 ) is a multiple of (a 1 , b 1 , c 1 ) . The conditions F x = F y = x = y = 0 then reduce to a 1 p 2 + 2b 1 pq + c 1 q 2 = 0, which has one or two roots.
Proposition 5.14. (1) The points of the exceptional fibre where α vanishes consists only of the singular points of M (A) provided α(0) does not kill the kernel of dA(0). If α(0) does annihilate this kernel the differential form is identically zero on the exceptional fibre.
(2) Away from the exceptional fibre there is a bijective correspondence between zeros of α on D(A) and zeros of π * α on M (A). They are non-degenerate in one case if and only if they are so in the other.
Proof. (1) We consider the equations F = F p = α 2 F x −α 1 F y = 0. Setting x = y = 0 one is left with the last equation which yields a linear combination of the quadratics above. The rest is an easy calculation.
(2) The projection of M (A) has D(A) as its discriminant, so clearly zeros of α on D(A) correspond to zeros of π * α on M (A). If there is a zero of F on M (A) then F = F p = 0 and it follows that the projection of the zero lies on D F . The second result is a calculation; it holds because the contact between the leaf through a point of the discriminant is clearly of type A 1 if and only if the contact between the cylinder determined by the leaf and M (A) is also of type A 1 .
The following result is now a consequence of the above.
Proposition 5.15. Assume that α(0)(ker dA(0)) = 0. Suppose that the zeros of α on 0 × C ⊂ M (A) occur at p = p 1 , . . . , p s (so s = 1 or 2). On deformation of A, as in Proposition 5.12, the differential form π * α has µ(F, p i ) + µ(F |L i ) singular points of multiplicity one near p i , where L i is the integral leaf of π * α through p i . If L, as above, is the integral leaf of α through 0 ∈ C 2 we deduce that µ(δ) + µ(δ|L) = {µ(F, p i ) + µ(F |L i )} Proof. We perturb A and count singular points. The other cases follow in fact from calculations already completed but can be proved in the same way. Those of the form (a(x, y), x, c(x, y)), a, c ∈ M 2 2 , have two singularities on M (A) and it is not hard to see that the transverse types of both singularities and the discriminant (for a generic choice of 1-form) are A 1 .
In the rank 2 case we have seen that there is only one family, namely (x, y, x k ). Here the surface has a single singularity of type A k−1 , transverse type A 1 and the discriminant has a singularity of type A k and transverse type A 1 . The discrepancy in their sum is due to the fact that a generic 1-form dy + λdx has a single simple zero at the smooth point ((0, 0), [2λ : 1]) ∈ C 2 × CP , and this ensures the formula continues to hold. (2) The idea of using a differential form in the above proof arises naturally in the context of binary differential equations, where one defines the multiplicity of a singular point by using the contact form dy − p dx; see [12] .
(3) The above equality clearly suggests relations between the topology of M (A) and D(A) which we will pursue in a later paper.
Acknowledgements. I would like to thank Farid Tari for many helpful discussions and the substantial amount of time he spent on this and related projects. I would also like to express thanks to V. V. Goryunov for comments which lead me to modify the original approach to this problem, and to him and V. M. Zakalyukin for pointing out some omissions in the original list. The author is grateful to ICMC-USP, São Carlos, for their hospitality during the initial phase of the preparation of this paper. The visit was supported by a FAPESP grant.
