Semi-parametric methods are virtually neglected in the bankruptcy prediction literature. This paper compares the logit model, as the standard parametric model for bankruptcy prediction, to the semi-parametric model developed by Klein and Spady (1993) . Special care is devoted to the effect of choice-based sampling on prediction accuracy. The choice of the sampling and estimation method lead to a similar trade offs. Using choice-based sampling and logit model leads to minimization of risk exposure. Samples unbalanced across groups and the semi-parametric method allow for better overall prediction accuracy and thus profit maximization.
Introduction
The problem of predicting corporate failure is at the hart of risk management procedures in banks worldwide. An important stimulus towards development of more complex bankruptcy prediction systems came through the implementation of Basel II Accord since it put these systems in the function of managing bank's capital requirements and internal assessment of risk appetite.
The interest of academic community has long been present (see Fitzpatrick, 1932 ) and intensified in recent years with an array of novel methodological approaches.
Methodological approaches used in bankruptcy prediction can be broadly classified into statistical methods and artificial intelligence methods (Min and Jeong, 2009 ). The first group includes discriminant analysis (used in pioneering studies of Beaver (1996) and Altman (1968) ) and binarychoice models like logit or probit. A common statistical property of these methods is that they are fully parametric. The artificial intelligence group comprises of methods that range from artificial neural networks (ANN) and genetic algorithms (GE) to classification and regression trees (CART) (see Paliwal and Kumar, 2009 ; and Li at al., 2010). A common statistical feature of this second class of models is a fully non-parametric specification of both the distributional form of variables and functional relations among them. This paper bridges the two model classes in bankruptcy prediction with the application of the semi-parametric binary-choice model. Semi-parametric estimators of single-index binary choice model as proposed by Ichimura (1993) or Klein and Spady (1993) have been successfully applied in other fields of economic analysis, like labor economics, but there exists no published application to prediction of corporate failure. The advantage of these models is that they retain all the benefits of parametric binary-choice models in terms of linear functional form among predictors, i.e. the single index assumption, and straightforward interpretability of estimated coefficients. At the same time, they do not impose strict distributional assumptions of the single index, which is the case with logit or probit model. In the case of predicting corporate failure, which is a rare event, such a feature of the model may be very important. In addition, potential heterogeneity of firms may be better captured by models that do not rely on too restrictive distributional assumptions. After all, the application of fully non-parametric data mining methods in bankruptcy prediction is importantly motivated with such a property.
Our comparisons of prediction accuracy are performed out of sample, even though we provide results also for classification accuracy. Besides evaluating the performance of competing models according to overall prediction accuracy only, we put special emphasis to prediction accuracy of bankrupt and healthy firms separately. Finally, special attention is devoted to the construction of the estimation sample. Namely, choice based sampling of the observations into estimation sample that equates the number of bankrupt and healthy firms in the estimation sample is a quite common approach in the literature and practice. While such an approach may be motivated by computational considerations, it is definitely at odds with composition of real data and, consequently, bankruptcy prediction in practice. Choice-based sampling may for this reason lead to significant biases in model's prediction accuracy (Zmijewski, 1983) . This paper evaluates prediction accuracy also conditional on the construction of the estimation sample.
On a population of Slovenian listed and non-listed companies our results show that while logit appears to be more precise in detecting bad risks it is also true that the semi-parametric model of Klein and Spady (1993) captures better the characteristics of healthy firms. Considerably larger share of the latter group in the population implies also better overall prediction accuracy. Both the choice of sampling method and the choice of estimation method should be thus made conditional on an explicit objective function of the financial institution in assessing credit risk.
The remainder of the paper is organized as follows. Section 2 introduces competing bankruptcy prediction models. Section 3 presents our data and discusses the formation of the estimation samples. Section 4 presents the results, while Section 5 concludes.
Prediction models
The focus of our analysis is the use of semi-parametric binary-choice models in bankruptcy prediction, which is, to the best of our knowledge, the first such application in the literature. In particular, we use the estimator proposed by Klein and Spady (1993) . The semi-parametric approach to bankruptcy prediction is a methodological bridge between parametric and non-parametric 1 Second, it is relatively easy to understand and readily available in virtually all software packages. Third, it has resulted to be a fairly robust and reliable tool for forecasting financial distress. Last but not least, both two methods take on the binary choice probability model with a single-index restriction as a basic structure, but differ in terms of distributional assumptions of the single index. The first method assumes a fully parametric specification (logistic distribution). The second uses no parametric assumptions.
Because of their relatively common basic structure we treat the exposition of the logit model and the semi-parametric model of Klein and Spady in a similar way. As a starting point consider a single-index binary choice model
where
that links the probability that the binary dependent variable equals one given the covariates is equal to a probability transformation of the single index θ x. In principle, both the parameters of the single index θ and the probability transformation function h need to be estimated. Parametric methods assume a known form of h, while semi-parametric methods make no parametric assumptions about h.
Logit model
In the logit model h is a logistic cumulative distribution function
1 + e θ x 1 Among the first to apply logit to the problem of bankruptcy were Santomero and Vinso (1977) and Martin (1977) who employed it to examine failures in the US banking sector. Ohlson (1980) applied it more generally to 105 bankrupt and 2,058 non-bankrupt firms. Notable applications that followed include Zmijewski (1984) , and Wilson (1992). Accuracy of classification ranged from 76% in the work of Zmijewski (1984) , where he employed probit and weighted exogenous sample likelihood models to investigate firms listed on the American and New York stock exchanges from 1972 to 1978, to 96% in the study by Pantalone and Platt (1987) , where the authors use logit analysis to determine the causes of banks bankruptcy in the US after the deregulation.
With this assumption the parameter vector θ can be estimated consistently and efficiently by
Common characteristic of all bankruptcy prediction cases is a very small population share of bankrupt firms. This implies that only a limited share of the overall probability mass is accounted for by bankruptcy cases, which may cause the estimated prediction models to describe well the characteristics of healthy firms, but have only limited prediction power for bankruptcy cases. For this reason many empirical applications balance the estimation sample by including equal shares of healthy and bankrupt firms. In such a case, estimation samples a choice based, i.e. the probability of an observation entering the sample depends on the value of dependent variable, which violates the random sampling assumption. Choice-based sampling in general causes both parameter and probability estimates to be asymptotically biased (Zmijewski,1984 ).
Klein and Spady (1993) semi-parametric estimator
One important and potentially empirically relevant deficiency of the logit model is that it requires the validity of the assumption that the cumulative distribution of the error term is logistic.
Consequently, it makes sense to investigate alternative specifications, which require less severe distributional assumptions. A good alternative offered by the literature in this respect are semiparametric models.
2 These models allow for simultaneous estimation of h and θ and as such provide a specification that is more flexible than a parametric model but retains many of the desirable features of parametric models (Horowitz, 2001 ). The single-index property is crucial for good properties of semi-parametric estimators because it allows to avoid the curse of dimensionality. This is because the index θ x aggregates the dimensions of x. Consequently, the difference between the estimator of h and the true function can be made to converge to zero at the same rate that would be achieved if θ x were observable. Moreover, θ can be estimated with the same rate of convergence that is achieved in a parametric model. Thus, in terms of the rates of convergence of estimators, a semi-parametric single index model is as accurate as a parametric model for estimating θ and as accurate as a one-dimensional nonparametric model for estimating h. This dimension reduction feature of single index models gives them a considerable advantage over nonparametric methods in applications where X is multidimensional and the single index structure is plausible.
The main estimation challenge in single index models is estimating θ. Several estimators of θ are available in the literature. Ichimura (1993) developed a nonlinear least squares estimator.
Theoretically superior is the semi-parametric maximum likelihood estimator of Klein and Spady (1993) , which in addition to exhibiting √ N -consistency and asymptotic normality achieves also the semi-parametric efficiency bound, assuming that the regressors and the errors are independent.
The estimate of θ is obtained by maximizing the quasi-loglikelihood function:
τ i represents the trimming function as specified by Klein and Spady (1993) and is needed to weight down the influence of observations with a very low probability and to ensure the usual convergence rate of the asymptotic distribution of the parameters. ProbabilityP i (θ) is estimated using the fourth-order kernel with probability trimming. Klein and Spady (1993) show that with this modifications the proposed estimator of θ is consistent, asymptotically normal and efficient. In addition, their Monte Carlo experiment indicates that there may be only modest efficiency losses relative to maximum likelihood estimation when the distribution of the disturbances is known, and the small sample behavior of the semi-parametric estimator in other cases is good.
As discussed above choice-based sampling may lead to significantly biased results. This observation applies also to semi-parametric methods. For this reason we considered a modification of the quasi-likelihood function in the spirit of Zmijewski (1994) . In particular, we optimize log L(
where P 1 and P 2 are proportions of bankrupt firms in population and estimation sample respectively. Prediction accuracy of the coefficients obtained with the sampling correction are compared to prediction accuracy of the model without such correction to asses the influence of choice-based sampling on bankruptcy prediction accuracy.
Variable selection
Selection of predictor variables is an important step in all bankruptcy prediction studies. To date no unified theory has been generally accepted. We propose a three-stage strategy, which combines expert knowledge and evidence on most successful predictors found in the literature with statistical testing. We start by constructing 64 different financial ratios as potential predictors.
In the first step, bivariate logistic regressions were run for each of the 64 ratios on ten randomly created matched subsamples of our dataset. The ratios that on average classify correctly at least 60 percent of bankrupt firms and 60 percent of non-bankrupt firms, were kept for further stages.
This left us with a group of 27 financial ratios, 14 measuring profitability, 9 solvency and 4 liquidity of firms. Ratios that classify neither bankrupt nor non-bankrupt firms at 60 per cent accuracy are nine in number. Seven describe firm activity and two are profitability measures. The remaining 28 ratios classified at required precision either bankrupt or non-bankrupt firms, but not both. As such they were not considered in subsequent steps of variable selection.
The ratios that passed the first step were in the second step grouped into seven groups of highly correlated indicators, using 0.5 as the correlation threshold. From each of the groups we extracted one principal component. As a representative of each group we then took the variable with the largest loading to the principal component. We prefer to proceed in this way to using the principal component in prediction models in order to avoid the efficiency loss problem associated with generated regressors, and because principal components can be hardly given any direct economic interpretation.
3
In the last step logistic step-wise procedure was used to select the final variables. It starts by estimating parameters for variables forced into the model. Next, the procedure computes the adjusted chi-squared statistic for all the variables not in the model and examines the largest of these statistics. If it is significant at conventional levels, the variable enters into the model. One or more elimination steps follow each selection step, i.e. the variables already selected into the model 3 Chen (2011) reports prediction accuracy loss from using PCA.
do not necessarily stay. The step-wise selection process terminates if no further variable can be added to the model, or if the variable just entered into the model is the only variable removed in the subsequent elimination.
The three-step selection approach resulted in four financial ratios as the most suitable variables for bankruptcy prediction. Two of the ratios measure liquidity, one solvency and one profitability.
Data and sample design
The data come from two databases of Slovenian companies. The first is the database of 592 Our goal is to test prediction accuracy of competing models in a pseudo out-of-sample context and not model comparison based on in-sample classification accuracy. In both approaches 75 percent of observations were allocated to a subsample on which the models were estimated, and 25 percent to a subsample on which out-of-sample prediction accuracy was tested.
From the balance-sheet and income statement data we calculated 64 financial ratios as candidate predictors. 5 Financial ratios can be broadly classified into four categories: liquidity, profitability, solvency and activity. The ratios are chosen on the basis of their popularity in the financial literature and their potential relevance to the study of financial distress. Dependent variable is a binary variable that takes on value one if the firm operates in time t, and zero if the firm filed for bankruptcy in time t. All independent variables are dated t − 1. Table 1 presents the estimates of the logit model. Explanatory variables in the model are four financial ratios obtained in the three-stage selection procedure. The model is estimated on two different samples. The first it the matched sample with equal number of bankrupt and healthy firms in the sample. We label this sample "Matched". The second sample is the larger sample with considerably higher share of healthy firms. We label the sample "Large".
Bankruptcy prediction
As seen from Table (1) , all coefficients are significant and correctly signed. We can observe some variation of estimated coefficients across estimation samples. With the exception of the constant all coefficients are within one standard error. In line with findings of Zmijewski (1994) for the constant this is not so, which clearly implies that selection of the estimation sample is important in prediction practice, where loan applicants come from a population with a small share of bankrupt firms.
The motivation for considering semi-parametric models in bankruptcy prediction is clearly seen from Figure 1 . It plots the distribution function (fitted values) of the estimated Klein and Spady model. It is significantly different from the logistic distribution, which has been confirmed by the Horowitz and Härdle (1994) test (avaiable from the authors upon request). At tails of the distribution it indicates a non-monotonic relation between the estimated single index and probability of default. Table 2 contains the estimation results for the Klein&Spady semi-parametric model. The model was estimated with two different choices of trimming intensity in optimization of the quasilikelihood. The constant is not reported because it cannot be identified within the semi-parametric model. For the same reason one of the coefficients needs to be normalized to unity. Virtually all coefficients result to be statistically significant and with signs similar to the logit model (note that the first coefficient is normalized to unity). What clearly emerge from the table are significant differences in estimated parameters when compared to the logit model even after taking into account the normalization of the first coefficient. A second finding is that the trimming intensity importantly affects coefficient estimates. As there is no theoretical guidance for the most appropriate choice we consider both degrees of trimming intensity in the evaluation of prediction accuracy of the model.
Comparison of in-sample classification accuracy of the models is given in Table 3 . In this respect three comments are in order. First, it must be noted that the semi-parametric Klein&Spady model does not offer a better overall fit to the data than the logit model even though logit relies The results of out-of-sample prediction accuracy are presented In Table 4 . Models are tested on two different samples and, as explained in Section 4, both samples were divided so that 75 per Table 4 comes at the expense of overall prediction accuracy and hence profit opportunities. In this respect, both the choice of sampling method and the choice of estimation method should be made conditional on an explicit objective function of the financial institution in assessing credit risk.
Conclusion
In this paper we give the first evaluation of semi-parametric estimators of binary-choice models in bankruptcy prediction. The method is very appealing, on one hand because its single index restriction facilitates easy interpretation of estimated coefficient, on the other because it does not rely on any parametric assumptions of the distribution of the single index. As such it is a bridging method between standard and fully parametric statistical methods and non-parametric artificial intelligence methods.
On an exhaustive sample of Slovenian firms we show that logit appears to be more precise in detecting bad risks. The semi-parametric model of Klein and Spady (1993) better captures the characteristics of healthy firms. Considerably larger share of the latter group in the population implies also better overall prediction accuracy.
Present application of the semi-parametric model to bankruptcy prediction is the first such evaluation of the method in the literature and thus represents a starting point for further research.
One obvious extension is predictor selection within the semi-parametric context. Namely, in the present application we selected the set of predictors by using the step-wise procedure that builds the testing procedure on the likelihood function of the logit model and then estimated the semiparametric model using the same variables. In this respect we put the semi-parametric model to an important disadvantage in the comparison of predictive accuracy. Given this constraint we find the presented results even more encouraging. An obvious extension would thus be casting the step-wise variable selection procedure to a semi-parametric likelihood framework.
