In this paper, we address the problem of energy-aware heterogeneous data allocation and task scheduling on heterogeneous multiprocessor systems for real-time applications. In a heterogeneous distributed shared-memory multiprocessor system, an important problem is how to assign processors to real-time application tasks, allocate data to local memories, and generate an efficient schedule in such a way that a time constraint can be met and the total system energy consumption can be minimized. We propose an optimal approach, i.e., an integer linear programming method, to solve this problem. As the problem has been conclusively shown to be computationally very complicated, we also present two heuristic algorithms, i.e., task assignment considering data allocation (TAC-DA) and task ratio greedy scheduling (TRGS), to generate near-optimal solutions for real-time applications in polynomial time. We evaluate the performance of our algorithms by comparing them with a greedy algorithm that is commonly used to solve heterogeneous task scheduling problems. Based on our extensive simulation study, we observe that our algorithms exhibit excellent performance. We conducted experimental performance evaluation on two heterogeneous multiprocessor systems. The average reduction rates of the total energy consumption of the TAC-DA and TRGS algorithms to that of the greedy algorithm are 13.72% and 15.76%, respectively, on the first system, and 19.76% and 24.67%, respectively, on the second system. To the best of our knowledge, this is the first study to solve the problem of task scheduling incorporated with data allocation and energy consumption on heterogeneous distributed shared-memory multiprocessor systems.
I. INTRODUCTION

A. MOTIVATION
A modern high-performance computing system normally consists of heterogeneous computing and communication resources, including heterogeneous processors, heterogeneous memories, and heterogeneous communication interconnections. For instances, both Tianhe-2 [2] and Titan [3] are heterogeneous multiprocessor systems.
All real-time applications executed on heterogeneous multiprocessor systems must satisfy certain deadlines. Together with increased demand on high-performance computing, the energy consumption problem in heterogeneous multiprocessor systems has also become more and more important and received extensive attention as green computing becomes a new trend. Heterogeneous multiprocessor systems extend the energy-time tradeoff flexibility, provide more opportunity to finer tuning of resource utilization for particular applications, and raise new challenges to the research community.
While a real-time application with data dependencies is executed on a heterogeneous multiprocessor system, the following requirements must be satisfied. First, to guarantee the performance of the system, the application must be completed within a time constraint. Second, to improve energy efficiency, both processor and memory energy consumption should be reduced as much as possible under the time constraint. Third, to enhance parallelism among processors and memories, memory latency should be hidden as much as possible, which implies that memory access operations should be carefully scheduled together with task execution operations.
As more and more heterogeneous processors become available, the same type of operations can be processed by different processors with different execution time and different energy consumption. Furthermore, different components of a distributed shared-memory show significant heterogeneity in data access time and energy consumption. Therefore, there are several important problems arising, i.e., how to assign a proper processor to each computational task; how to assign a proper memory to each datum; and how to generate a schedule for both task execution and data access in such way that certain performance requirement can be met and the energy consumption can be minimized. We call the problem as heterogeneous data allocation and task scheduling (HDATS) problem.
However, finding an effective HDATS solution to successfully satisfy the above three requirements is very difficult, because different processors have different task execution time and energy consumption for the same task, and different memories have different data access times and energy consumption for the same processor. Therefore, different HDATS approaches show different capabilities in dealing with the tradeoff of performance constraint and energy consumption. Consequently, finding an efficient HDATS approach to minimizing total energy consumption with a time constraint is significant for real-time applications on heterogeneous multiprocessor systems. The problem of finding an optimal data assignment and an optimal task schedule that have the minimal system energy consumption (i.e., the combined task execution and data access cost) for a given time constraint becomes a critical problem for optimizing the energy-delay tradeoff of a heterogeneous multiprocessor system.
B. RELATED RESEARCH
Generally speaking, the objectives of heterogeneous task scheduling are to map tasks onto processors and to order their executions, so that the task precedence constraints are satisfied and other performance and resource requirements can be met. It is well known that the heterogeneous task scheduling problem with resource constraints is NP-hard [34] . The task scheduling problems on heterogeneous systems have been studied in [8] , [14] , [17] , [23] , [24] , [26] , and [30] . These work mainly addressed the problem of minimizing an application's completion time [24] , [26] , [29] , and provided high-quality schedules, with their performance comparable with other algorithms in the literature at shorter scheduling times. There are also algorithms in the literature [10] , [11] , [16] , [25] incorporating the reliability into heterogeneous multiprocessor systems. In these work, scheduling is performed based on a fixed architecture to maximize the reliability of a system.
Energy savings when solving the heterogeneous data assignment and task scheduling problem can be significant. In heterogeneous multiprocessor systems, there are large families of embedded processors with different execution speed and energy consumption characteristics. Incorporating execution speed, communication overhead, and energy consumption into heterogeneous systems, energy consumption driven assignment and scheduling problems have been studied in [4] , [6] , [13] , [15] , and [34] . For example, Shao et al. proposed a two-phase approach to solving heterogeneous assignment problems, so that all requirements can be met and the total cost can be minimized [34] . Real-time applications can be modeled as acyclic dataflow graphs that capture task dependencies, where multiple tasks have data dependency constraints. In such an application, each task has some input data and some output data. The process of data allocation determines the location of each datum in softwarecontrolled memories. However, the above mentioned studies attempted to solve the task scheduling problem without considering data allocation in detail.
Due to the influence of data allocation on the performance of systems, task scheduling problems have been extensively studied to incorporate data allocation into consideration, and various heuristic algorithms were proposed in the literature [5] , [7] , [12] , [19] , [21] , [22] , [28] , [30] , [31] . They mainly focus on optimizing the performance of a system, where the algorithms provide good quality solutions and their performance are compared so that the schedule length or some predefined cost functions can be minimized. Due to the gap in performance between memories and processors, by incorporating memory latency into multiprocessor systems, the memory latency driven assignment and scheduling problems have been studied in [5] , [12] , [22] , [28] , and [30] . However, when considering memory constraints, the complexity of the data allocation and task scheduling problem increases significantly, and developing efficient algorithms on heterogeneous multiprocessor systems encounters some challenges. Incorporating memory constraints into multiprocessor systems, the memory constraint driven data assignment and task scheduling problem has been studied in [9] , [18] , [32] , and [35] . In these work, allocation of data in different levels of memory units is based on data access frequencies in order to satisfy performance requirement with both cost and energy efficiency consideration. For example, the authors in [18] studied the problem of minimizing the total cost of computation and communication in a heterogeneous VOLUME 2, NO. 2, JUNE 2014 computing system with a resource constraint. The problem was shown to be NP-hard. A simple and effective iterative greedy algorithm was proposed for the scheduled tasks. The main idea in this algorithm is to improve the quality of an assignment in an iterative manner using results from previous iterations. The algorithm first uses a constructive heuristic to second an initial assignment and iteratively improves it in a greedy way.
However, there exist several problems when these techniques are applied to heterogeneous multiprocessor systems to solve the HDATS problem. This is because distributed heterogeneous memories and scalable interconnection networks in heterogeneous multiprocessor systems lead to non-uniform structures of memory access. The objective of the present paper is to develop efficient algorithms to solve the HDATS problem, which generate a schedule that has minimal energy consumption within certain time constraint.
C. OUR CONTRIBUTIONS
In this paper, we present an optimal algorithm and two heuristic algorithms to solve the HDATS problem. The three algorithms aim to obtain an efficient task schedule incorporated with data allocation, so that certain timing requirement can be met and total system (i.e., both processors and memories) energy consumption can be minimized. To obtain an optimal solution, we present an integer linear programming (ILP) formulation to solve the HDATS problem. Since it takes a long time for the ILP method to get results even for medium-sized DAGs with no more than 100 nodes, we propose two heuristic algorithms, i.e., the TAC-DA (task assignment considering data allocation) and the TRGS (task ratio greedy scheduling) algorithms. The TAC-DA algorithm includes two phases. The first phase uses the DFG_Assign_CP algorithm [34] to find a better mapping for each task node. The second phase chooses an assignment for all data whose total energy consumption is minimized within a time constraint according to the result from the first phase. Since it is possible that the time constraint is too tight for TAC-DA to obtain a solution, we propose the TRGS algorithm in which data assignment is considered in conjunction with task scheduling.
Experimental results show that our algorithms have better performance compared with the greedy algorithm [18] . On the average, reduction rates of the total energy consumption of the TAC-DA and TRGS algorithms to that of the greedy algorithm are 13.72% and 15.76% respectively on one system, and 19.76% and 24.67% respectively on another system. The computation time of the ILP method is unacceptable for large-sized DAGs. On the contrary, the TAC-DA algorithm can obtain near-optimal solutions for loose time constraints and the TRGS algorithm can always generate near-optimal solutions efficiently for all the benchmarks, if there exists a solution.
The major contributions of this paper are summarized as follows.
• We consider heterogeneous processors, heterogeneous memories, precedence constrained tasks, input/output data of each task, processor execution times, data access times, time constraints, and energy consumption, in solving the data allocation and task scheduling problem to minimize the total energy consumption.
• We formulate an integer linear programming (ILP) model to solve the HDATS problem and to obtain an optimal solution in which the total energy consumption is the minimum within a time constraint.
• We propose two efficient heuristic algorithms, i.e., the TAC-DA algorithm and the TRGS algorithm, to solve the HDATS problem. The algorithms have improved performance compared with an existing algorithm.
To the best of our knowledge, this is the first study to solve the problem of task scheduling incorporated with data allocation and energy consumption on heterogeneous distributed shared-memory multiprocessor systems. The remainder of this paper is organized as follows. In Section II, we present our heterogeneous system model and task model. In Section III, we use an example to illustrate the motivation and method of this paper. In Section IV, we design an ILP model to obtain an optimal solution. In Section V, we propose two heuristic algorithms to solve the heterogeneous data allocation and task scheduling (HDATS) problem. In Section VI, we evaluate and analyze our techniques compared with the greedy algorithm. In Section VII, we conclude this paper and discuss future work.
II. THE MODELS
In this section, we first describe our heterogeneous multiprocessor system model. Then, we introduce the task scheduling system model for our algorithms. Finally, we define our heterogeneous data allocation and task scheduling (HDATS) problem.
A. ARCHITECTURE MODEL
In this paper, the architecture model is a heterogeneous distributed shared-memory multiprocessor system shown in Fig. 1 . The architecture model consists of a set of connected heterogeneous processors denoted by P = {P 1 , P 2 , . . . , P n }, where n is the number of heterogeneous processors. Each processor P i is tightly coupled with its own local memory M i , and all local memories of individual processors form a distributed shared-memory. For example, for processor P 1 , M 1 is the local memory, while M 2 and M 3 are remote but accessible memories. For processor P 2 , M 2 is the local memory, while M 1 and M 3 are remote memories. Integrating the distributed memories into a global address space, every processor has full access to the memories, and a memory access operation represents the processor's reading from or writing to a memory. Due to distributed heterogeneous memories and a scalable interconnection network, the structure of memory access in our architecture model is non-uniform. Therefore, different processors' accesses to a datum in the same memory show different access times and energy consumption. In our model, local memories are heterogeneous and different from each other in terms of capacity, access concurrency, access time, energy consumption, and other characteristics. We describe the access time as a function AT : P × M → R, where AT (P i , M j ) is the time for processor P i to access a unit data from local memory M j . For example, in Fig. 1(b) , the value in the cell of column ''AT 1 '' and row ''M 2 '' indicates that the access time is 5 time units when processor P 1 accesses a unit data from memory M 2 .
Our architecture uses the radio energy model as defined in [27] , in which the energy consumption for transmitting a k-bit datum is as follows:
where E ele represents electronic energy, ε FS denotes a transmit amplifier parameter, and d is the transmission distance. We describe the access energy as a function AE : P × M → R, where AE(P i , M j ) is the amount of energy consumed by processor P i to access a unit data from local memory M j . For example, in Fig. 1(b) , the value in the cell of column ''AE 1 '' and row ''M 2 '' indicates that the access energy is 8 energy units when processor P 1 accesses a unit data from memory M 2 .
B. COMPUTATION MODEL
In this subsection, we describe the memory-access data flow graph (MDFG) model, which is used to model an application to be executed on a heterogeneous distributed shared-memory multiprocessor system. Before we formally describe the MDFG model for the heterogeneous data allocation and task scheduling (HDATS) problem, let us first introduce a directed acyclic graph (DAG) model as shown in Fig. 2 . In this paper, we use a DAG as a description of a given input graph.
Definition 2.1: A DAG is a node-weighted directed graph represented by
. . , v N } is a set of task nodes, and E ⊆ V × V is a set of edges that describe the precedence constraints shows the input data and output data of each task. For example, task a reads input data A and B before it is started, and writes output data A after it is finished. Table 1 shows the execution time and energy consumption of each task in the DAG of Fig. 2 . For example, the value in the cell of column ''ET 1 '' and row ''b'' indicates that the execution time of task b is 8 time units when it is executed on processor P 1 ; and the value in the cell of column ''EE 1 '' and row ''b'' indicates that the energy consumption of task b is 18 energy units when it is executed on processor P 1 .
If we treat a memory access operation as a node, we can redefine a DAG to obtain a memory-access data flow graph (MDFG).
Definition 2.2: An MDFG derived from a DAG is a node-weighted directed graph represented by
} is a set of N 1 task nodes, and
is a set of edges. An edge (µ, ν) ∈ E represents the dependency between node µ and node ν, indicating that task or operation µ has to be executed before task or operation ν. D is a set of data. var :
. . , P n } is a set of processors, and
AT and AE are access time and access energy functions.
is the execution time of task v i when it is executed on processor P j , and EE(v i , P j ) = ee j (i) is the energy consumed by task v i when it is executed on processor P j . An MDFG of the DAG in Fig. 2 is shown in Fig. 3 , where we have N 1 = 4 task nodes and N 2 = 11 memory access operation nodes.
C. PROBLEM DEFINITION
Assume that we are given a heterogeneous distributed shared-memory multiprocessor system, which consists of n heterogeneous processors P 1 , P 2 , . . . , P n , where each processor P i is tightly coupled with a local memory M i . The access time and access energy of each processor in accessing a unit data from a local memory are known in advance. The heterogeneous data allocation and task scheduling (HDATS) problem is formally defined as follows. Given a DAG G = (V , E, D, in, out, ET , EE), and a time constraint S, we treat a memory access operation as a node and reconstruct the DAG to obtain an
The HDATS problem is to find (1) a data allocation Mem : D → M , where Mem(h) ∈ M is the memory to store h ∈ D; (2) a task assignment A : V 1 → P, where A(v i ) is the processor to execute task v i ∈ V 1 ; (3) and a schedule, i.e., the starting time of each task in V 1 and each memory access operation in V 2 , such that the completion time of the MDFG G satisfies the constraint T (G ) ≤ S, and the total energy consumption E(G ) is minimized.
The general HDATS problem is NP-hard. The heterogeneous assignment problem has been proved to be NP-complete [34] . The NP-hardness of the HDATS problem can be easily proved by a reduction from the heterogeneous assignment problem defined by Shao et al. [34] .
III. A MOTIVATIONAL EXAMPLE
In this section, we use an example to illustrate the effectiveness of our algorithms. The example application in Fig. 2 is executed on a heterogeneous distributed shared-memory multiprocessor systems shown in Fig. 1 .
Based on the dependency constraints in the MDFG shown in Fig. 3 , a schedule is generated by a greedy scheduling algorithm shown in Fig. 4(a) . Conventionally, the approach to attacking the scheduling problem would be to minimize the completion time by scheduling the tasks using the shortest processing time policy. Hence, in this schedule, tasks a and c are scheduled on processor P 1 , and tasks b and d are scheduled on P 2 . The data A and B are allocated to M 1 , data C and D are allocated to M 2 , and data E and F are allocated to M 3 . The completion time of this schedule is 23 time units, and the total energy consumption for completing this schedule is 127.5 energy units. However, this approach may not produce a good result in terms of energy consumption, since this approach only considers completion time. Therefore, we should explore a new technique to obtain a better schedule which considers energy consumption. Fig. 4(b) shows an improved schedule, which considers energy consumption together with a time constraint, i.e., S = 30. In this schedule, task d is scheduled on P 1 , task b is scheduled on P 2 , and tasks a and c are scheduled on P 3 . The data E and F are allocated to M 1 , data B and C are allocated to M 2 , and A and D are allocated to M 3 . The completion time of the improved schedule is 24 time units, and the total energy consumption is 81.5 energy units. Although the schedule has slightly longer completion time, it has considerably lower energy consumption than the greedy schedule. The energy consumption of the schedule is reduced by (127.5 − 81.5)/127.5 = 36.5% compared with the greedy schedule, while the time constraint S = 30 is satisfied. From the above example, we can see that the energy consumption can be reduced by exploring data allocation and task scheduling on a heterogeneous multiprocessor system while a time constraint is satisfied. A heterogeneous architecture has more choices and challenges than a homogeneous architecture in selecting a right processor for a task and in selecting a right memory for a datum in order to achieve our objectives of energy saving and satisfaction of a time constraint. Therefore, it is important to study the data allocation and task scheduling problem on heterogeneous multiprocessor systems.
IV. AN ILP FORMULATION
In this section, we develop our ILP formulation. We aim to find an allocation of all data and an assignment of all tasks in a given input DAG, such that the total energy consumption is minimized under a time deadline requirement and various resource constraints. We build up our ILP formulation step by step, including a task assignment with processor constraint, a data allocation with memory size and concurrency constraints, precedence constraints, a time constraint, and an objective function. Before describing data allocation and task scheduling, we provide notations used in Table 2 .
The data allocation and task scheduling model consists of two major parts, i.e., a processor part and a memory part. The processor part aims to find a task assignment for all tasks of a given input DAG, and the memory part aims to find a data allocation for all data needed by task executions. In our algorithms, all data have been allocated in different local memories before tasks are executed. VOLUME 2, NO. 2, JUNE 2014
A. TASK ASSIGNMENT AND PROCESSOR CONSTRAINT
In the processor part, a task assignment is modeled with two binary variables x i,j,k and x i,j,m , where x i,j,k denotes whether task v i in an MDFG G starts to execute in step k on processor P j , and x i,j,m denotes whether task v i is scheduled in step m on processor P j . Each task node can start execution in one and only one step and on one and only one processor:
To make sure that there is at most one task scheduled in any step on any processor, a second constraint is added:
To satisfy processor constraint, in each step, the number of tasks executed should be bounded by the number of processors:
The processor P(i) on which task v i is executed can be defined as
B. DATA ALLOCATION AND MEMORY CONSTRAINT
In the memory part, a data allocation is modeled with a binary variable d h,j , which denotes whether data h is allocated to local memory M j . For each data block, it can be allocated to one and only one local memory:
Let Size j be the capacity of local memory M j . For each local memory M j , the size of all data in M j must be smaller or equal to Size j :
To ensure data allocation, recall that data h is allocated to memory Mem(h). The local memory Mem(h) to which data h is allocated can be stated in terms of d h,j as
Let binary variable y l,j,k denote whether memory access operation node u l starts to execute in step k on local memory M j . Each memory access operation node can start execution in one and only one step and on one and only one local memory:
Let binary variable y l,j,m denote whether memory access operation node u l is scheduled in step m on local memory M j . In each step, the number of memory access operation nodes should be bounded by the concurrent access number of a local memory:
We define a variable M (l) to show the relationship between data allocation and memory access operations. According to the architectural model, a memory access operation must be scheduled on the memory to which the corresponding data has been allocated. The memory module M (l) for the memory access operation u l which accesses data h = D(l) is defined as
C. PRECEDENCE CONSTRAINTS
In addition, edge e(u, v) ∈ E represents a precedence relationship. We use four constraints to ensure that each task and each memory access operation correctly follow the precedence constraints. The dependency constraints can be formulated by Eqs. (12)- (15) , as shown at the top of the next page. Eq. (12) characterizes the precedence constraints among tasks. Eqs. (13) and (15) show the precedence constraints between tasks and memory access operations. Eq. (14) represents the precedence constraints among memory access operations. Basically, each equation means that u must be completed before v can be started. Notice that RT (u, j) in Eqs. (12)- (13), i.e., the execution time of task u, and RA_t(u, j) in Eqs. (14)- (15), i.e., the access time of memory access operation u, will be given in Section D.
D. EXECUTION AND ACCESS TIME
Let RT (i, j) represent the real execution time of task v i on processor P j :
where ET (v i , P j ) is given in Definition 2.1. For each task, the following relationship between x i,j,m and RT (i, j) must be satisfied:
which is to bound the total number of steps to execute task
equation:
which means that the steps to execute a task must be consecutive.
Let RA_t represent the real memory access time of a memory access operation u l on local memory M j :
where we notice that u l accesses data h of size d(h) for task v i , which is executed on processor P(i) with access time AT (P(i), M j ) for a unit data. For each memory access operation, the following relationship between y l,j,m and RA_t(l, j) must be satisfied:
which is similar to Eq. (17) . If y i,j,k = 1, then y i,j,m must satisfy the following equation:
which is similar to Eq. (18).
E. ENERGY CONSUMPTION
The real energy consumption RE(i, j) of a task v i on processor P j can be defined as
where EE(v i , P j ) is given in Definition 2.1. Also, the real access energy consumption RA_e(l, j) of a memory access operation u l on local memory M j can be defined as
which is similar to Eq. (19).
F. OBJECTIVE FUNCTION
Therefore, the objective function can be defined as:
which is to be minimized.
V. HEURISTIC ALGORITHMS
In this section, we propose two polynomial time heuristic algorithms, i.e., the task assignment considering data allocation (TAC-DA) algorithm and the task ratio greedy scheduling (TRGS) algorithm, to solve the HDATS problem. They aim to reduce total energy consumption, while satisfying time constraints. In the two algorithms, A(v i ) indicates the assignment of node v i ; T (G ) represents the completion time of an MDFG; and E(G ) represents the total energy consumption of an MDFG. Before presenting the details of the TAC-DA algorithm and the TRGS algorithm, we define two cost-to-time ratio computing functions as shown in Equations (25) and (26) . The two functions decide the reassignments of tasks and data, respectively. First, we define
where DiffCost(v i , P j ) is the increased energy consumption when task v i is moved from the currently assigned processor to a new processor P j , and DiffTime(v i , P j ) is the increased execution time when task v i is moved from the currently assigned processor to a new processor P j . Next, we define 
and
A. TAC-DA AlGORITHM
The TAC-DA algorithm is shown in Algorithm 1, which consists of two phases and is a straightforward heuristic algorithm. The first phase aims to find a better mapping for each task node, and the second phase aims to find the best assignment for each memory access operation according to the first step.
In the first phase, we use the DFG_Assign_CP algorithm [34] to find a better mapping for each task. The DFG_Assign_CP algorithm in [34] is used to solve the heterogeneous assignment problem for real-time DSP applications, where all requirements should be met and the total cost should be minimized. To obtain a better solution, before using the DFG_Assign_CP algorithm to solve the task mapping problem, we set a new deadline L = ρS for task mapping, where ρ is a correlation coefficient between the memory access operation nodes and the task nodes. For simplicity, we set ρ = n 1 /(n 1 + n 2 ), where n 1 and n 2 are the number of task nodes and the number of memory access operation nodes on a critical path in an MDFG, respectively. The critical path indicates a path with the maximum number of nodes including task nodes and memory access operation nodes among all paths in an MDFG G . Intuitively, ρ is the proportion of task execution time and 1 − ρ is the proportion of memory access time.
In the second phase, we should find an allocation for each data according to the first phase. Since a data may be needed by different tasks, more than one memory access operation may be associated with the data. For each data, we calculate the total energy consumption of each available assignment. Then, we assign the data to a local memory with the minimum total energy consumption of all memory access operations associated with the data. After solving the task mapping and data allocation problem, we need to detect whether the total completion time T (G ) meets the time constraint or not. If the total completion time T (G ) satisfies the time constraint, we obtain a solution; otherwise, we should reallocate some data. In re-allocating data to satisfy the time constraint, we select a data with the lowest cost-to-time ratio Ratio(h, M j ) and DiffTime(h, M j ) < 0 to be moved to local Algorithm 1 TAC-DA Algorithm Require: (1) A DAG G (MDFG G ); (2) A deadline S. Ensure: (1) A near-optimal data allocation; (2) A nearoptimal task assignment. 1: /* task assignment */ 2: set a deadline L = ρS for task mapping 3: call DFG_Assign_CP algorithm [34] to find an effective mapping for each task node 4: /* data allocation */ 5: for each data h ∈ D do 6: for each M j ∈ M do 7: if M j is a new local memory and has space to store the data h then 8: compute the energy consumption of all u l ∈ op(h) 9: end if 10: end for 11: re-allocate the data h to M k which yields the minimum energy consumption 12: end for 13: if T (G ) > S then 14: repeat 15: for each data h ∈ D do 16: for each M j ∈ M do 17: if M j has space to store the data h and DiffTime(h, M j ) < 0 then 18: compute Ratio(h, M j ) 19: end if 20: end for 21: end for 22: re-allocate data h to M k which yields the minimum Ratio(h, M k ) 23: until T (G ) ≤ S or T (G ) cannot be reduced 24: end if memory M j . After adjustment of data allocation is done, the algorithm tries to find a new data allocation and attempts to reduce its completion time until the time constraint is satisfied, or the completion time of G cannot be reduced any more.
In the TAC-DA algorithm, it takes O(|V 1 ||E 1 | + |V 1 | 2 ) time to find a better mapping for each task node, where V 1 represents the number of task nodes and E 1 represents the number of edges between task nodes. To find a better data allocation, it tasks at most O(|V 2 |M ) time to calculate the ratios, select a data from the MDFG, and change its allocation, where V 2 indicates the number of memory access operation nodes and M indicates the number of local memory. The second phase iterates at most O(|V 2 |M ) times, since each local memory of a data is only assigned one time. Thus, the second phase takes O((|V 2 |M ) 2 ) to obtain a better data allocation. If M is treated as a constant, the time complex of the TAC-DA algorithm is O(|V | 2 + |V ||E|), where |V | and |E| are the number of all nodes and the number of all edges, respectively.
EMERGING TOPICS IN COMPUTING
However, the TAC-DA algorithm may not be able to obtain a solution, because data allocation is not considered in conjunction with task scheduling. In an actual case, to solve the HDATS problem, data allocation should be considered together with task scheduling at the same time, so that both data allocation and task scheduling can be improved. Therefore, we present the TRGS algorithm, which considers task scheduling and data allocation simultaneously.
B. TRGS ALGORITHM
The TRGS algorithm is shown in Algorithm 2, which aims to complete all tasks with minimum energy consumption and to meet a given time constraint. In the TRGS algorithm, a critical path (CP) is defined as a path p : u v with the maximum completion time among all paths in G . Thus, the completion time of the critical path p is equal to the completion time of an MDFG G .
In algorithm TRGS, we first use the list scheduling algorithm to assign each task and each data. In the list scheduling, we assign a data to a local memory according to a task assignment. Each data is located in the same processor of a task which needs the data to execute the earliest. We then find a critical path that has the maximum execution time among all possible paths based on the current assignment. Next, if the execution time of the critical path is greater than the given time constraint S, we reduce it by changing the processor of a task or the local memory of a memory access operation that is selected from the critical path. The task or operation is selected from the critical path, since only the completion time of the critical path is equal to the completion time of the MDFG G . In order to obtain the minimal energy consumption and satisfy the time constraint with the resource constraint, the TRGS algorithm always selects a node with the lowest cost-to-time ratio to be moved to a processor P j or a local memory M j , and the new match must satisfy DiffTime < 0 compared with the original match. For the same amount of reduction on completion time, a smaller cost-to-time ratio indicates a smaller increase of energy. After adjusting the assignment of a critical path is done, the algorithm tries to find a new critical path in G and attempts to reduce its completion time until the time constraint is satisfied, or the completion time of G cannot be reduced any more.
On the other hand, if the completion time of G under the initial assignment satisfies the time constraint, the algorithm tries to reduce the energy consumption by moving a node with the lowest cost-to-time ratio to a new processor or local memory. Since the goal of re-assignment is to reduce energy consumption, for each node, the energy consumption of the new assignment must be lower than that of the original assignment. In other words, the new assignment must satisfy DiffCost < 0. In these cases, the cost-to-time ratio indicates the benefit of reduction with a sacrifice on time performance. After reassigning a node, the algorithm tries to find another node and continues to make such attempt V cp ← all nodes in the critical path 6: for each vc i ∈ V cp do 7: if vc i ∈ V 1 then 8: for each P j ∈ P do 9: if P j is a new processor for vc i and DiffTime(vc i , P j ) < 0 then 10: compute Ratio(vc i , p j ) 11: end if 12: end for 13: else 14: for each M j ∈ M do 15: if M j is a new local memory and has space to store the data of access operation vc i , and DiffTime(vc i , M j ) < 0 then 16: compute Ratio(vc i , M j ) 17: end if 18: end for 19: end if 20: end for 21 :
until T (G ) ≤ S 24: else 25: repeat 26: for each node v i in G do 27: if the node v i ∈ V 1 then 28: for each P j ∈ P do 29: if P j is an available processor for task v i and DiffCost(v i , P j ) < 0 and T (G ) ≤ S then 30: compute Ratio(v i , p j ) 31: end if 32: end for 33: else 34: for each M j ∈ M do 35: if M j is a new local memory and has space to store the data of access operation v i , and 
until E(G ) cannot be reduced 44: end if until the energy consumption of G cannot be reduced any more. The TRGS algorithm iteratively tries each free processor for task assignment and each local memory with enough space for data allocation to find a schedule with the minimum energy consumption, while the time constraint is satisfied.
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The time complexity of the TRGS algorithm is O(|V | 2 (P + M ) 3 (2|E| + |V |)), where |V | is the number of all nodes, P is the number of processors, M is the number of local memories, and |E| is the number of edges. If M and P are treated as constants, the TRGS algorithm takes O(|V | 2 (|E| + |V |)) time.
VI. PERFORMANCE EVALUATION
In this section, we first describe the experimental setup. We then show the results of evaluating the effectiveness of the proposed algorithms on different systems.
A. EXPERIMENT SETUP
We use the following benchmarks in our experiments, i.e., IIR, Allople, Floyd, Elliptic, and 10-4lattic-iir. These benchmarks are from DSPstone [33] , and frequently used on multicore systems. We compile the benchmarks with gcc and extract the task graphs and the read/write data sets from gcc. There are three phases. First, the source codes must be compiled with profiling (-fprofile-generate). Then, the compiled binary must be executed with a data set corresponding to the use case. Finally, the source code must be compiled again with both profile-guided optimization and ABSINTH enabled (-fprofile-use-fabsinth). The pass_absinth_bbs traverses all RTL expressions within each basic block. For each expression, pass_absinth_bbs analyzes whether it is an instruction or not, and generates one execute primitive per each instruction [20] . Then, the task graphs and access sets are fed into our simulator. The number of tasks, dependency edges, and data of each benchmark are shown in Table 3 . Our graphs extracted require the following parameters to build weighted MDFGs.
Range of task execution time β -It is basically the heterogeneity factor for processor speeds. A higher β value causes more difference among a task's execution time on the processors. The average execution time T i of task v i in the graph is selected randomly from a uniform distribution with range [0, 2T DFG ], where T DFG is the average computation time of the given graph, which is set randomly in the algorithm. Then, the execution time of each task v i on each processor P j in the system is randomly set from the following range:
The above equation implies that ET (v i , P j ) is a uniform random variable with mean T i over an interval of length βT i , where β is the degree of heterogeneity of task execution time.
Energy to time ratio (ETR) -It is the ratio of the average energy consumption to the average execution time of an MDFG. Then, the energy consumption of task v i on processor P j is EE(v i , P j ) = E j × ET (v i , P j ) × ETR, where E j scales the energy consumption of processor P j .
Data parameter α -The number of data needed in the graph is
where V is the number of tasks in the graph and E is the number of edges in the MDFG.
Data size γ -D DFG is the average data size of a task graph, which is set randomly in the algorithm. For a data h, the data size parameter γ h is selected randomly from a uniform distribution in the range [0, 2] . Then, the data size of each data
All the experiments for DAGs are conducted on two different architecture models which are defined in Section 2.1. The first one is composed of three heterogeneous processors shown in Fig. 1. Fig. 5 shows the second one, which consists of five heterogeneous processors. A set of parameters of the two architecture models are collected from ARM7 and MSP430 by using the CACTI tools [1] provided by HP. The set of parameters are shown in Table 4 . The row ''Time latency'' and row ''Energy consumption'' show the wake-up time and the wake-up energy of each processor, respectively. The access time per unit data is time latency + ε FT × d, where ε FT is the transmission parameter for access time and d is the transmission distance between two processors, whose values are set randomly. The access energy per unit data is E ele + ε FS × d 4 , where E ele is the wake-up energy, and ε FS is the transmit amplifier parameter, whose value is set randomly.
For convenience, we have given the execution time and energy consumption of a unit data for the two models shown in Figs. 1 and 5 . Values of execution time and energy consumption are given for all task nodes. Data reads and writes are pre-determined. All the experiments are conducted by a simulator on an Intel Core TM 2 Duo Processor E7500 2.93G with a 2GB main memory running Red Hat Linux 7.3.
We performed two groups of experiments. In the two groups of experiments, we use all benchmarks running on heterogeneous multiprocessor models shown in Figs. 1 and 5 to demonstrate the effectiveness of the TAC-DA algorithm and the TRGS algorithm. Two performance metrics considered in our experiments are completion time and energy consumption. In the two sets of experiments, our algorithms are compared with the greedy algorithm [18] . The greedy algorithm first uses a constructive heuristic to second an initial assignment and iteratively improves it in a greedy way. This is a recently published algorithm to minimize the total cost of computation and communication, which is employed to schedule tasks with time constraints in heterogeneous systems. For example, the greedy algorithm has been applied in application-special DSP processors to optimize scheduling, and it has been shown to be very effective. Therefore, the greedy algorithm is the most related work and an excellent algorithm for comparison. In this paper, the greedy algorithm has been adjusted so that it is suitable to our model to solve the HDATS problem. To make fair compar- isons, we implement all the four algorithms, i.e., greedy, ILP, TAC-DA, and TRGS, within the same scheduling framework. In doing so, we ensure that the performance disadvantage of the greedy algorithm is not due to fundamental limitations of the implementations.
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B. RESULTS AND ANALYSIS
The first group of experimental results are shown in Table 5 , which reports the statistical performance comparison of all the four algorithms and for all benchmarks based on the architectural model shown in Fig. 1 . In the table, column TC shows the given time constraint. Each ''×'' indicates that the corresponding experiment cannot generate a solution within 24 hours, and each ''-'' represents that the algorithm cannot obtain a solution under the time constraint. Table 5 shows that our algorithms TAC-DA and TRGS can achieve better performance than the greedy algorithm, and their performance is very close to that of the ILP method. The reduction rates VOLUME 2, NO. 2, JUNE 2014 of our techniques compared with the greedy algorithm are (E g − E)/E g , where E g indicates the energy consumption of the greedy algorithm and E represents the energy consumption of our techniques. From the row ''Average,'' the TAC-DA and TRGS algorithms reduce the total energy consumption by 13.72% and 15.76% on the average compared with the greedy algorithm, respectively. The increment rates of TAC-DA and TRGS compared with ILP are (E − E ILP )/E ILP , where E ILP is the energy consumption of the ILP method. From the row ''Average'', the average increment rates of the total energy consumption of the TAC-DA and TRGS algorithms are only 2.64% and 2.06%, respectively. Fig. 6 shows the second group of experimental results, which are obtained by running a set of simulations on all benchmarks based on the architectural model shown in Fig. 5 . As we can see, with the extension of the time constraint, the energy consumption of all the four algorithms decreases and the gap of energy consumption between the four algorithms becomes smaller. From the figure, we know that the energy consumption of the TAC-DA and TRGS algorithms are less than that of the greedy algorithm, and are greater than that of the ILP method. The TAC-DA and TRGS algorithms reduce the total energy consumption by 19.76% and 24.67% on the average compared with the greedy algorithm, respectively. Furthermore, the larger the time constraint, the closer their performance is to that of the ILP method. Therefore, the TAC-DA and TRGS algorithms are superior to the greedy algorithm. The average increment rates of total energy consumption of the TAC-DA and TRGS algorithms are only 1.27% and 0.092%, respectively. Furthermore, from the figure, we are able to compare TAC-DA and TRGS algorithms. We can see that, in general, the energy consumption of the TRGS algorithm is less than that of the TAC-DA algorithm. Although the TAC-DA algorithm might be better than the TRGS algorithm when the time constraint is greater than a special value, it may not obtain a solution under a tight time constraint, because data allocation is not considered in conjunction with task scheduling at the same time. Therefore, the TRGS algorithm is superior to the TAC-DA algorithm.
From the two groups of experimental results, we know that the computation time of the ILP method grows exponentially with increasing size of benchmarks, although the ILP method obtains optimal results on some of the benchmarks. Our experimental results show that the ILP method takes a long time to get results even for a medium-sized DAG with no more than 50 nodes. For example, on the system with three processors shown in Fig. 1 , the ILP method takes 287 minutes to calculate the result for a Floyd filter with time constraint S = 85, while the TAC-DA and TRGS algorithms take less than 1 minute to produce near-optimal solutions. Furthermore, the ILP method cannot generate a solution for 10-4lattice filter within 24 hours. The computation time of the ILP method is unacceptable for large-sized DAGs. On the contrary, the TAC-DA algorithm can obtain a near-optimal solution with a loose time constraint and the TRGS algorithm can always generate a near-optimal solution efficiently for all the benchmarks.
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VII. CONCLUSION
In this paper, we presented an optimal algorithm, i.e., the ILP method, and two heuristic algorithms, i.e., the TAC-DA and TRGS algorithms, to solve the HDATS problem that aims to obtain better task scheduling incorporated with data allocation, such that the total system energy consumption is minimized for a given time constraint. For experimental studies, we employed two heterogeneous multiprocessor systems to execute various applications, where one consists of three heterogeneous processors, and the other consists of five heterogeneous processors, and both systems have different heterogeneity characteristics in terms of access time and access energy. In the experiments conducted on the two systems, both TAC-DA and TRGS algorithms achiev noticeable average reduction rates of the total energy consumption compared with the greedy algorithm. Furthermore, the performance of the two techniques are very close to that of the ILP method, with very low average increment rates of the total energy consumption. Moreover, the TRGS algorithm is superior to the TAC-DA algorithm.
Further research can be directed towards finding more effective and efficient algorithms with reduced time complexity and improved energy efficiency. 
