The construction of a probabilistic model is a key step in most decision and risk analyses.
Introduction
One of the central steps in decision and risk analysis is the construction of a model that portrays the uncertainty inherent in the situation. For example, such uncertainty could relate to risks associated with hazardous chemicals, uncertainty due to economic variables, or the stochastic nature of a manufacturing or service process. The conventional approach to modeling uncertainty is to specify a joint distribution of the random variables as a product of marginal and conditional distributions.
A disadvantage with the typical marginal-and-conditional approach is that the number of probability assessments that must be made can grow exponentially with the number of variables.
Analysts respond to this by searching diligently for conditional independence among variables in order to reduce the assessment burden. In this paper we discuss an alternative to the marginaland-conditional modeling approach. In particular, we show how a joint distribution can be constructed using a copula, requiring only marginal distributions and measures of dependence among the random variables. Using the copula that underlies the multivariate normal distribution, a complete copula-based joint distribution can be constructed using assessed rank-order correlations and marginal distributions. The results are that the assessment burden may be reduced substantially and that the calculation of conditional distributions becomes straightforward. The further implication is that the search for conditional independence is no longer crucial.
The discussion in this paper relies fundamentally on the presumption that experts can reliably assess correlations. Although this appears to be a tall order, some practical correlationassessment approaches are available. In Section 4 we will discuss several ways to assess rankorder correlations using techniques that are familiar to decision analysts.
We do not view the copula approach as either a panacea or a wholesale replacement for conventional probability modeling using marginals and conditionals. Rather, it is best thought of as an additional useful tool for a decision or risk analyst. As with other approaches, this one has costs and limitations, and we discuss those below. For now, we note that our approach lends itself more readily to cases in which the uncertain variables are continuous rather than discrete. In addition, the use of correlation as a dependence measure limits the nature of the probabilistic relationships that can be modeled (although we will argue that such limitations may be reasonable).
In the next section, we discuss the basics of constructing a copula-based probability model, showing how this approach can be implemented using the multivariate-normal copula density. Section 3 provides a step-by-step demonstration of the procedure in the context of the Eagle Airlines example from Clemen (1996) . Section 4 discusses issues in the assessment of correlations and makes recommendations for viable procedures. Section 5 addresses additional issues associated with copula-based modeling and concludes.
Copula-Based Probability Models
Our starting point is the same as it would be in a conventional decision analysis; that is, we assume that the analyst has identified those uncertain variables for which a probabilistic model is required. For example, the analyst might have gone through a deterministic sensitivity analysis or Reilly's (1996) dependent sensitivity analysis. With a set of random variables identified, the analyst can proceed with the assessments of marginal distributions and dependence measures necessary for constructing the copula-based joint distribution. Before we discuss specific copula models and assessment techniques, however, we review basic properties of copulas.
Copula basics.
The essence of the copula approach is that the joint distribution of the random variables is defined as a function of the marginal distributions. To make this notion precise, we review two essential mathematical results. The first is: Sklar's Theorem (1959) : Given a joint distribution function F(x 1 , …, x n ) for random variables X 1 , …, X n with marginals F 1 (x 1 ), …, F n (x n ), F can be written as a function of its marginals:
where C(u 1 , …, u n ) is a joint distribution with uniform marginals.
The function C is called a copula. Sklar's theorem is important because it tells us that any joint distribution can be written in copula form.
Note that Sklar's Theorem is written in terms of cumulative distribution functions (for which we will use the term distribution function to distinguish from density or mass functions in what follows). The second result we need is that, under the assumption that each F i and C are differentiable, the joint density f(x 1 , …, x n ) can be written as
where f i (x i ) is the density corresponding to F i (x i ), and c = ∂ n C/(∂F 1 … ∂F n ) is called the copula density. Equation (1) states that, under appropriate conditions, the joint density can be written as a product of the marginal densities and the copula density. For example, if the X i 's are independent, then c = 1 and f(x 1 , …, x n ) = f 1 (x 1 ) × ⋅⋅⋅ × f n (x n ), the familiar formula for n independent uniform random variables. In contrast, the conventional modeling approach decomposes the joint density as a product of marginals and conditionals. From the representation in (1) it is clear that the copula density c encodes information about the dependence among the X i 's. For this reason c is sometimes called a dependence function.
To demonstrate the use of a copula to specify a joint distribution with specified marginals, suppose the analyst wishes to construct a bivariate distribution H x y ( , ) with marginals F x ( ) and G y ( ). Specifically, let F x ( ) be a beta distribution with parameters (α=5, β=5), let G y ( ) be a lognormal distribution with parameters (µ=0, σ 2 =1), and let
is a bivariate distribution of the requisite form H x y ( , ) . The copula
is a member of Frank's family (Frank, 1979) ; the parameter δ encodes the dependence between X and Y (Nelson, 1986) .
independence. As δ → ∞ , the correlation increases. Clemen (1996) discuss the use of Archimedean copulas for aggregating expert judgments. Yi and Bier (1995) use copulas in an analysis of precursor events in a reliability model.
2.2.
The multivariate normal copula. The fact that the copula is a function of the marginals is especially useful because it allows the "coupling" of the marginals into a joint distribution. Doing this requires two steps. First is modeling the marginal distributions in some way, which may require making a number of probability assessments and possibly fitting a member of a distribution family (normal, exponential, beta, etc.) to those assessments. Standard techniques from decision and risk analysis are available to accomplish these tasks (Morgan and Henrion, 1990; Clemen, 1996) .
The second step is to create a copula that captures the dependence among the random variables. Although the relationships among the X i 's may be very complex, we believe that a reasonable approach is to begin with dependence relations of a monotonic nature. Many concepts of dependence or association are present in the literature. For our purposes, the most intuitive is the relatively strong notion of regression dependence (Lehmann, 1966) : Barlow and Proschan (1975) would say that X i and X j are stochastically nondecreasing (non-increasing).) In our models we want to permit either positive or negative dependence, and so we will use the terms monotone regression dependence, following Kelly and Krzysztofowicz (1996a) .
In words, positive regression dependence means that increases in the conditioning variable imply that X i is more likely to be greater, and vice versa; this is consistent with common intuition about regression-like relationships. If the expert believes that the dependence relationship among a pair of variables (or a suitable transformation thereof) satisfies the definition of monotone regression dependence, then we argue that a reasonable approach is to model that dependence with a rank-order correlation such as Spearman's rank correlation (ρ).
2 Otherwise, the analyst may default to the conventional representation using marginal and conditional distributions.
Rank-order correlations are useful because, unlike the Pearson product-moment correlation, they do not depend on the marginal distributions. For now, we will assume that the expert has assessed a matrix R S of Spearman rank-order correlations. Assessment of Spearman's ρ and related measures is discussed below.
Several copula families are available that can incorporate the relationships defined by matrix R S . One such family is the copula c N that underlies the multivariate normal distribution.
Like other copula families, the multivariate normal copula allows any marginal distribution for the beta, gamma, lognormal, etc.) . It is called the normal copula because it encodes dependence in precisely the same way that the multivariate normal distribution does using only pairwise correlations among the variables, but it does so for variables with arbitrary marginals. Moreover, the normal copula permits the use of any positive-definite correlation matrix. (The class of Archimedean copulas, for example, is limited to intraclass correlation matrices; see Jouini and Clemen, 1996 .) The flexibility and analytical tractability of the multivariate normal copula suggest that it is a promising way to represent dependence.
To understand the multivariate normal copula, begin by recalling that the multivariate normal distribution typically is parameterized in terms of Pearson product-moment correlations.
Thus, for each element ρ ij of R S , calculate the corresponding product-moment correlation r ij for the multivariate normal as r ij = 2sin(πρ ij /6) (Kruskal, 1958) , and construct matrix R with elements r ij . Solving equation (1) for the copula density c N in terms of the n-dimensional multivariate normal density φ
where Φ and φ denote the univariate standard normal distribution and density, respectively.
Substitution of the expressions for the normal densities and algebraic manipulation lead to:
where y = (y 1 , …, y n ) T , and I is the n × n identity matrix.
We are now able to construct a multivariate density using c N as a dependence function with arbitrary marginals
.. n, and substitute these into (3) and (1) to obtain the desired joint density:
This joint density has the specified marginals and, because Spearman's ρ is invariant under monotone 1-1 transformations of the original variables, the X i 's have the assessed rank-order correlations R S . Calculating the density for specific values x 1 ,…, x n is relatively easy, requiring n inversions of the univariate standard normal distribution.
-9-Conditional densities are also easily calculated using the multivariate normal copula model.
Let R and y be partitioned as follows:
where y n-1 = (y 1 , …, y n-1 )
T , R n-1 is the (n-1) × (n-1) correlation matrix for (Y 1 , …, Y n-1 ), and r = (r 1n , …, r (n-1)n ) T . From (3), the definition of conditional probability, and the formula for the standard multivariate normal density, we have
which, upon substituting in the expressions for the normal densities and reducing, becomes 
Although the formulas above appear complex, the resulting expressions in (4) and (5) are easy to use in computations. For example, the conditional density in (5) is the product of a marginal density, an exponential term, and a scaling constant.
With the joint density specified, expected values, expected utilities, and risk profiles can be calculated directly from the copula model. Value-of-information analysis is possible and will typically require the calculation of conditional distributions from the copula in a manner similar to (5) above. As usual, modeling and analysis may iterate until clarity of action is obtained. The example in Section 3 demonstrates both discrete-approximation and simulation approaches for performing some of the calculations that might be required in an analysis.
3. An Example: Eagle Airlines 3.1. Initial model specification and deterministic sensitivity analysis. Clemen (1996) describes the hypothetical decision faced by Dick Carothers, owner of the fledgling Eagle Airlines.
Carothers is considering purchasing a used aircraft. His decision criterion is whether the airplane will generate more profit than a money-market alternative investment. Reilly (1996) modifies the model slightly in his sensitivity-analysis example, and we will use Reilly's model here. The influence diagram in Figure 2 portrays the deterministic model, and Table 1 lists Carother's low, base, and high values for the input variables. For illustrative purposes, we take these to be the assessed 10th, 50th, and 90th percentiles of the respective probability distributions. The first step is to conduct a sensitivity analysis to identify the critical variables. As indicated above, this can be accomplished either with the standard one-way sensitivity analysis Clemen, 1996) or dependent sensitivity analysis as described by Reilly (1996) . As Reilly demonstrates, in this case the two sensitivity-analysis approaches produce slightly different insights but eventually identify the same set of critical variables. Throughout we will denote Price, Hours Flown, Capacity, and Operating Cost by P, H, C, and O, respectively.
Information on these variables, including example correlations, are shown in Table 2 . These correlations would have been assessed as part of the dependent sensitivity analysis, or in a subsequent assessment step if the analyst has followed the standard one-way sensitivity analysis. The second step in creating the the joint density is to specify the copula c N . This is a matter of using the assessed Spearman correlations to calculate R and substituting R and the marginal densities and distributions into (4). For Eagle airlines, we substituted the marginal densities from . Equation (7) represents the full multivariate joint density and can now be used in the analysis.
Correlations
No convention currently exists for representing a copula-based joint distribution in an influence diagram. Any convention adopted must accommodate the presence of predecessors and successors that are external to the copula model. At the same time, directed arcs among the variables that are related by the copula are inappropriate. We suggest placing the copula-related variables in proximity to each other and within a shaded region as exemplified in Figure 3 . This -13-convention suggests that each variable in the joint distribution will require assessment of its marginal distribution, and that measures of dependence among the variables will be necessary to specify the copula. Figure 3 . Representing a copula-based probability model in an influence diagram.
A Discrete Approximation.
Analysis of the four-dimensional continuous density in (7) require numerical integration or Monte Carlo simulation. In the spirit of current practice in decision analysis, we show in this section how a discrete approximation can be created. The approach we take is to calculate conditional densities using (5) and use these to create an event tree based on the extended Pearson-Tukey discrete approximation procedure (Keefer and Bodily, 1983 ). .
Using (5), it is straightforward to derive the conditional densities f(h | p), f(c | h, p), and f(o | c, h, p):
These expressions are no more than realizations of Equation (5) in which we have substituted in the correlation values from R and the marginal densities from Table 3. As indicated, each conditional density is approximated using the extended Pearson-Tukey method. The bivariate relationships among the variables reveal themselves readily in Figure 4 . For example, as Price increases, Hours Flown tends to decrease, reflecting the negative correlation between these two variables. As Hours Flown increases, its positive correlation with Capacity leads to an increase in the latter. The same is true when we examine changes in the distribution of
Operating Cost given Capacity.
Analysis.
We can analyze the Eagle Airlines problem by using the multivariate normal copula model (7) 
). This vector of variables comes from a process that has the specified marginal distributions as well as the required rank correlations.
It is instructive to compare the process described above to that of Iman and Conover (1982) . The copula-based procedure generates variates from a process that is known to have the specified population parameters. Iman and Conover's procedure uses a complex set of steps designed to create a sample of observations for which the calculated sample rank correlation is close to the specified correlation. It is not known at this time what the population characteristics are for Iman and Conover's procedure. It would appear that the copula-based approach would be worth considering for Monte Carlo simulation programs like @RISK and Crystal Ball that permit users to specify correlated variables with arbitrary marginals.
We used the simulation procedure described above to calculate the expected profit, standard deviation, and risk profile for Eagle Airlines. For comparison purposes, we also ran the simulation under the assumption that the variables are independent. Both simulations were run for 10,000 trials. We also calculated the expected profit, standard deviation, and risk profile using the discrete approximation from Section 3.3.
The results are displayed in Table 4 and Figure 5 . If we take the copula-based simulation as the benchmark, several observations can be made:
• Incorporating dependence can be important. The simulation that treated the variables as independent resulted in a risk profile with more variability.
• The discrete approximation closely mimics the benchmark in terms of both the expected profit and variability.
• The risk profile for the discrete approximation does a reasonably good job of replicating the copula simulation risk profile. Especially in the tails, the discrete approximation is nearly identical to the benchmark, a useful property because so many inferential procedures are sensitive to tail behavior.
Assessing Correlations
Application of the multivariate normal copula as described above requires the expert to assess correlations. Although useful methods for assessing probabilities are well known, analysts typically do not try to assess moments of distributions (Morgan and Henrion, 1990) . The assessment of cross moments would appear to be an even more difficult problem. Although such judgments are inherently difficult, three general approaches are available to help an expert think carefully about relationships among random variables. currently used informally in Crystal Ball and @RISK, the popular risk-analysis add-ins for Microsoft® Excel™.
The strength of these approaches is that experts who have substantial training in statistical data analysis may be able to think of bivariate relationships easily in these terms. For example, one of the authors (Clemen) has found in practice that experts sometimes spontaneously suggest the r 2 notion when thinking about bivariate relationships and are willing to give an assessment in terms of percentage of variance of one variable that is explained by the second. Gokhale and Press (1982) showed that individuals with statistical training were capable of viewing a scatterplot of bivariate data and making a reasonably accurate assessment of the sample correlation of those data. In either case, the accuracy of the expert's judgment depends on the depth of his or her familiarity with the notions of correlation or regression and an ability to match his or her belief regarding the strength of a bivariate relationship with an appropriate scatterplot or r 2 . Although the procedures have some intuitive appeal and "look easy," their psychometric validity has not been established.
Probability of concordance.
The second general approach to correlation assessment is more familiar to decision analysts: Assess conditional or joint probabilities and relate those to the required measure of dependence. For example, Gokhale and Press had their subjects make assessments of the probability of concordance. For a bivariate population (X, Y), we can define the concordance probability by considering two independent draws (x 1 , y 1 ) and (x 2 , y 2 ).
Concordance probability P C is defined as:
P C can be related to Kendall's τ:
Kendall's τ is a measure of dependence that, like Spearman's ρ, is invariant with respect to the marginal distributions. Thus, if an expert is able to assess a matrix of pairwise τ ij 's for variables (X i , X j ), this matrix can be used as a basis for specifying an appropriate copula. For example, the matrix R for the multivariate normal copula can be defined on the basis of Kendall's τ instead of Spearman's ρ, using the relationship r ij = sin(πτ/2). Jouini and Clemen (1996) describe the use of Kendall's τ in the context of Archimedean copulas.
The primary difficulty with using the probability of concordance and τ is the nature of the joint or conditional event for which the probability must be assessed. As long as there is a natural interpretation of the event in terms of frequency, this is a minor problem. Direct assessment of probability P C may be appealing to the purist. As long as the assessment can be given a frequency or cross-sectional interpretation, the task seems quite reasonable. Many such situations come to mind, such as judgments of the relationships among variables in an epidemiological study of cancer risks, say, or judging relationships among the rates of returns of different projects or portfolios. Moreover, the frequency framing suggests that the expert would be less susceptible to cognitive biases (Gigerenzer, 1991; Gigerenzer, Hoffrage, & Kleinbolting, 1991) . Many applications involve one-time events, such as the extinction of a species or global warming, and these situations may not have natural frequency interpretations. Thus, the practical value of using τ and P C may be limited.
Conditional fractile estimates.
The third approach involves making conditional estimates and using these to derive Spearman's ρ. Suppose we have random variables X and Y with corresponding distribution functions F(x) and G(y). The standard nonparametric regression representation between the fractiles of F and G is
where ρ XY is the Spearman rank-order correlation between X and Y. Equation (6) Furthermore, it would be natural to have the expert make several conditional estimates and use a least-squares approach to estimate ρ XY .
Note that it is tempting to ask the expert to assess E(X | y) and then to calculate
That is, ask the expert for an estimate of an individual's weight given height = 180 cm, and calculate the percentile of the response from the marginal distribution for weight.
Because of the function F(X) is nonlinear, however,
, so strictly speaking this approach would be incorrect. We speculate, however, that experts will more naturally think in terms of the original variables, and that assessing several values of E(X | y), using F[E(X | y)] as an approximation of E[F(X) | y], and using a least-squares approach to estimate ρ XY will result in minimal distortion of the expert's judgment.
The conditional fractile approach described above is closely related to a technique called predictive assessment originally developed by Bayesian statisticians for assessing a prior distribution for the parameters in a linear model (Winkler, Smith, and Kulkarni, 1978; Kadane et al., 1980) . This approach has since been expanded and applied in a variety of probabilistic settings (e.g., Clemen and Winkler, 1993; Kadane and Wolfson, 1996a, b) .
Additional correlation-assessment concerns.
Both the concordance probability assessment and the conditional fractile estimate may require that the expert be trained. For the concordance probability, training may include learning about probability assessment as well as clarification of the concordance event. For the conditional fractile estimate, the expert must understand fractiles. In addition, the expert must also understand the notion of regression toward the mean. It is evident from (6) One can imagine many different ways to adjust the assessed correlations if necessary to satisfy the constraint of positive definiteness, the ultimate goal being to obtain a correlation matrix that satisfies both the expert and the constraint. In this sense, the constraint can be viewed as ensuring coherence in the assessment of the dependency relationships and hence in the joint distribution. Research by the authors is under way to develop assessment procedures that will ensure that the assessed correlation matrix will be positive definite.
Each of the three methods for correlation assessment described above has something to recommend it. At this point in time, we can make no claim for the superiority of one method over another regarding the cognitive appropriateness of the task, the ease of making the required judgment, or the accuracy of the correlations obtained. Research is currently under way by the authors and colleagues to study the effectiveness of these assessment approaches. For now, we recommend that analysts and experts use a combination of approaches in concert in order to find a correlation that satisfies the expert. For example, an initial assessment of Spearman's ρ can be used to generate a sample scatterplot based on simulated values. Likewise, if the analyst has adopted the multivariate normal copula, then ρ can be used to derive a corresponding P C (via the expressions given above relating ρ, r, τ, and P C ) and the expert can be asked if the implied P C adequately reflects his or her reasoning. As usual, the assessment procedure would iterate until the expert is satisfied with all of the implications.
Discussion and Conclusion
We have argued that decision and risk analysis can benefit from the use of correlations and copulas in the construction of probabilistic models, and we have shown explicitly how to realize these benefits with practical correlation-assessment methods and through the use of the multivariate-normal copula. Throughout, our argument has been that this approach complements the set of tools available to the analyst, potentially streamlining the construction and analysis of probabilistic models. As with any modeling technique, however, there are a number of issues, including trade-offs that the analyst must make and further research needed to answer important questions. In this final section we discuss some of these issues.
With regard to the modeling process itself, there are many ways to construct and use copula-based joint densities that were not mentioned in Sections 2 and 3. For example, we focused on the multivariate normal copula, but others may also be useful, such as the block-uniform family described by MacKenzie (1994 Preckel, and Liu, 1996) .
As mentioned in the introduction, copula-based modeling is most useful for situations involving continuous variables, but many important applications that use expert judgment, especially in artificial intelligence, involve the use of categorical variables, for which conditional reasoning may be more appropriate. Also, the marginal-and-conditional approach has the advantage that any plausible relationship can be modeled. The use of pairwise correlations, on the other hand, limits the nature of the relationships that can be modeled as discussed above in Section 2.2. In many cases, however, we believe that expert knowledge of relationships among variables may be adequately modeled in terms of pairwise dependence by using correlations.
The calculation of conditional distributions from the copula-based joint distribution is straightforward. One implication of this is that the search for conditional independence becomes less critical; it yields no real savings either in assessment or computational complexity. The ease of calculating conditional distributions will be especially useful for more complex models or analyses.
For example, in a value-of-information analysis, it would be necessary to separate out one or more variables from the copula, conditioning decisions and the remaining copula variables on the information variable. For inference applications, the ease of calculating the conditional distributions should make it straightforward to propagate information through a network.
It is important to realize that good decision and risk analysis does incorporate thinking about relationships among variables. Conventionally, this is done through careful thinking about conditional relationships, often aided by causal reasoning on the part of the expert. This approach has proven itself as a useful way to cope with complex knowledge elicitation and modeling situations. Its primary drawback is that the assessment burden grows exponentially with the number of variables in the model. As we have demonstrated, use of correlations can potentially reduce the assessment burden. For many experts and many situations, thinking in terms of correlations among variables may be more natural than the conventional marginal-and-conditional approach.
