We study a variant of the contextual bandit problem, where on each round, the learner plays a sequence of actions, receives a feature for each individual action, and reward that is linearly related to these features. This setting has applications to network routing, crowd-sourcing, personalized search, and many other domains. If the linear transformation is known, we analyze an algorithm that is structurally similar to the algorithm of Agarwal et al. [2014] and show that it enjoys a regret bound betweenÕ(
Introduction
Learning from partial feedback ("bandit" feedback) is of great practical importance and has seen a recent surge of research interest [Bubeck and Cesa-Bianchi, 2012] . Motivating examples include healthcare [Robins, 1989 ] -where we only observe the result of the treatment prescribed to the patient, but obtain no information about how other treatments would have worked -or Internet applications [Li et al., 2010 , Bottou et al., 2013 ] -where we only observe the user's reaction (e.g., click or purchase) to the content (e.g., advertisement, news article, merchandise description) that we show, but not to other possible content. These problems fall under the mathematical framework known as contextual bandits, where the learner repeatedly observes a context, then takes an action, and finally observes a reward for the chosen action. This learning paradigm captures the partial feedback aspect of the above examples as the learner does not observe rewards for unselected action. The aim of the learner is to maximize the reward over the course of many rounds of this interactions.
The above applications, and others, often involve making a complex decision and receiving more detailed feedback about this decision. For example, in internet applications, we often recommend a set of items, but record information about the users interaction with each individual item (e.g., click, conversion, or hover time). To model this richer interaction, we assume that on each round, the learner makes a composite action, which is an ordered tuple of simple actions, and receives reward for the composite action, but also feedback about each simple actions played. This additional feedback is unhelpful unless it somehow relates to the total reward, and we assume that this relationship is linear. When no contextual information is present, this setting is referred to as semi-bandits [Audibert et al., 2014] or slate bandits [Kale et al., 2010] in the literature. Our goal is to design learning algorithms whose running time and statistical performance (measured by regret) scale with the number of simple actions rather than the number of composite actions.
In the first part of the paper, we assume that the linear relationship between the reward and the feedback on the simple actions is known, and we derive a new algorithm for contextual semi-bandits that meets our goal. Our approach builds on the recent contextual bandit algorithms of Dudík et al. [2011] and Agarwal et al. [2014] and enjoys a regret guarantee betweenÕ(
, depending on the hardness of the problem, where K is the number of simple actions, each composite action consists of L simple actions, T is the number of rounds of the interaction and N is the size of a policy class that we are competing against 2 . The policy class Π is a set of functions mapping contexts into composite actions (e.g., linear learners, decision trees, or neural nets), which we access via an optimization oracle. We show that the algorithm makesÕ(T 3/2 ) calls to the optimization oracle 3 , meaning that, given an efficient supervised learning algorithm, the algorithm has running time that is only logarithmic in |Π|. This contrasts with the work of Kale et al. [2010] on contextual semi-bandits, which explicitly enumerates the policy class, and therefore has running time that is linear in |Π|. Moreover, our algorithm only executes composite actions that policies choose, which allows implicit encoding of constraints defining valid composite actions.
In the second part of the paper, we move to a more general setting. We still assume that the reward for the composite action is linearly related to the feedback for the simple actions (which we call "features"), but we no longer assume that the weights in this relationship are known; the composite reward is, however, still observed. Our solution for this setting is a two-stage algorithm. In the first stage, the algorithm chooses actions randomly to learn the weights in the linear mapping and to estimate the performance of each policy. Based on these estimates, we pick an empirically optimal policy and use it to exploit in the second stage. We show that the regret of this algorithm scales asÕ( w 1 (KT ) 3/4 √ ln N ), where w is the true (unknown) weight vector. The number of calls to the optimization oracle is independent of |Π| in this case. While we expect the statistical performance of this algorithm to be sub-optimal, we view this as the first step in generalizing contextual semi-bandits to richer settings that assume less about the form of the reward.
Related Work. There is a growing body of work on combinatorial bandits, which are also referred to as semi-bandits, or slate bandits [György et al., 2007 , Uchiya et al., 2010 , Kale et al., 2010 , Audibert et al., 2011 , 2014 , Kveton et al., 2014 , Chen et al., 2013 , 2014 , Qin et al., 2014 , Kveton et al., 2015 . The majority of this research focuses on the non-contextual setting, and a typical result here is thatÕ( to the context. This contrasts with our setting: we make no assumptions about the feedback on the simple actions, but impose that the overall reward is linearly related to this feedback.
Except for the work of Qin et al. [2014] , all research on semi-bandits assumes that the reward for the composite action is the sum of the features for the simple actions. Qin et al. [2014] generalize this slightly by assuming that the reward is a known function of the context and features. We are not aware of any work that attempts to learn a relationship between the reward for the composite action and the simple action features as we do in the second part of the paper.
Another popular strategy used to cope with large action spaces is referred to as linear or parametric bandits [Filippi et al., 2010 , Rusmevichientong and Tsitsiklis, 2010 , Chu et al., 2011 . Here, the context revealed at each round includes a feature vector for each action, and the reward for each action is an unknown linear (or parametric) function of its feature vector. This can be a good fit for some applications, but it does not model those features that are only observed after playing actions. While our set up also assumes a linear relationship between the reward for the composite action and the features for the simple actions, the crucial difference is that the features are observed only after playing the composite action, rather than before.
Contextual Semi-bandits
Let X be a space of possible contexts and let A be a finite set of K simple actions. Let Π be a set of policies mapping contexts to composite actions, which are tuples of simple actions, and let ∆ |Π| denote the set of non-negative weights over policies that sum to at most one. We assume that all composite actions have length L 4 . In the i.i.d. contextual semi-bandits problem, there is an unknown distribution
The learner plays a T round game (T may not be known), where in each round, nature draws (x t , y t , ξ t ) ∼ D, where E[ξ t |x t , y t ] = 0. Nature reveals the context x t , and the learner plays a composite action A t = (a t,1 , . . . , a t,L ) and gets reward:
The learner is shown both the reward r t (A t ) and the individual features {y t (a t,i )} L i=1 . We consider both the case where the weight vector w is known and where it is unknown.
The goal is to be competitive with the policy class Π. For a policy π, let R(π) = E (x,y,ξ)∼D r(π(x)) denote the expected instantaneous reward and let π = argmax π∈Π R(π). We measure success via cumulative empirical regret relative to π , the optimal policy in expectation:
For a policy π, we define Reg(π) = R(π ) − R(π) to be the expected instantaneous regret for π. Our algorithms avoid explicit enumeration of the policy class (which can be exponentially large) and instead access Π through an argmax oracle (henceforth AMO) defined as follows. The input to the oracle is a dataset comprising of contexts, feature vectors, and weight vectors {x i , y i , v i } n i=1 where x i ∈ X , y i ∈ R K , and v i ∈ R L . The oracle outputs the policy π that maximizes the reward on this dataset:
where π(x i ) l is the l th simple action in the composite action that π plays on context x i . Depending on the policy class in question, this AMO might take the form of a CRF [Lafferty et al., 2001 ], a learning to search algorithm [Daumé III et al., 2014] or any other structured prediction approach.
As with existing contextual bandit learning approaches [Agarwal et al., 2014 , Dudík et al., 2011 , we make use of two standard mechanisms here: importance weighting and smoothing. If at time t, the composite action A t is played with probability Q t (A t ), define the marginal probability q t,a = Q t (a ∈ A t ) and the importance weighted feature vector as:ŷ
For a vector w ∈ R L , we estimate the expected reward for a policy π with:
Note that for an action a in the composite action π(x), we accumulate reward information at round t if any composite action containing a (and not just π(x)) was taken at round t. This aggregation of information at the level of simple as opposed to composite actions allows us to avoid dependence on the number of composite actions. Sinceŷ t (a) is an unbiased estimator for y(a) by construction, η t (π) provides an unbiased estimate of the policy's reward R(π) when the true weight vector w is used in the definition above. Given these definitions, we can now define an empirical counterpart for a policy's regret. For any round t, let Reg t (π) = η t (π t ) − η t (π) be the empirical instantaneous regret at time t. Here π t = argmax π η t (π) is the empirical reward maximizer at time t. Note that Reg t (π) is not an unbiased estimator of Reg(π), but will be shown to be a good estimator nonetheless. We also useÊ x∼Ht [·] to denote empirical expectation over the contexts seen up to time t. The typical problem with importance weighting is that the estimates can have an unbounded variance and scale if the probabilities on certain actions can get arbitrarily small. Most algorithms circumvent this using a smoothing mechanism, typically by mixing the desired distribution Q with a uniform distribution over actions. In our setting, we cannot simply mix the uniform distribution over simple actions since we are constrained to play composite actions. If all permutations of simple actions were legal at each round, then this could be achieved by simply mixing a uniform distribution over all composite actions. More generally, we define A(x) = {π(x)} π∈Π to be the set of legal composite actions, which we emphasize may be context dependent. We will smooth by mixing in the uniform distribution over a subset A S (x) ⊂ A(x), and it is important that under this distribution, the marginal probability of any action is large. We parameterize this with the quantity p min which is the largest number for which:
Note that p min ≥ 1 since one can always construct a spanner that picks one composite action containing each simple action and play uniformly on this set. This spanner can be efficiently obtained by querying the optimization oracle with the dataset {(x, e a , w)} for each simple action a, where e a ∈ R K is the indicator Algorithm 1: SEMIBANDIT-VCEE (Variance Constrained Explore Exploit) Algorithm input Allowed failure probability δ ∈ (0, 1). Observe context x t ∈ X 4:
Sample A t ∼ Q µt−1 t−1 (·|x t ) with remaining mass on π t−1 , the previous best policy.
5:
Play A t and observe rewards {y t (a t,l )} L l=1 .
6:
Obtain Q t by solving OP with
) and µ t . 7: end for Semi-bandit Optimization Problem (OP)
Given history H and a smoothing parameter µ, define
vector for action a. Moreover, p min ≤ L, since the best one can do is play uniformly on all composite actions, in which case the marginal probabilities are all L/K. Our first algorithm maintains a set of non-negative weights Q ∈ ∆ |Π| over policies which we turn into a distributionQ by placing additional mass on a default policyπ. For a distribution P over policies, let P µ (·|x) be a smoothed version projected onto the composite or simple action space:
Which projection we are using will be clear from context, as we will always use capital letters for composite actions and lower case letters for simple actions. Note that by the definition of p min , we have P µ (a|x) ≥ µp min for all simple actions a that are legal for context x.
SEMIBANDIT-VCEE for Contextual Semi-Bandits with Known Weights
When the weights in the linear transformation are known, we propose an algorithm that has a similar structure to a recent algorithm for the classical contextual bandit problem [Agarwal et al., 2014] . The algorithm maintains a distribution over policies and uses the smoothed version to play actions at each round. The core of the algorithm involves finding this distribution by solving a convex optimization problem, which we call OP, using the past record of interaction H. OP is a feasibility problem that looks for a distribution with both low regret (measured by the empirical regret) and low variance. The constraint in Equation 4 enforces that the distribution has low empirical regret, thereby placing mass on policies that are performing well. On the other hand, the constraint in Equation 5, ensures that the variance of the importance weighted reward estimates remains small for each policy π, and therefore requires that the distribution is not too peaked. The constraint enforces a bound on the variance in reward estimates for the policy π, at a level regulated by the empirical regret of π, thereby ensuring sufficient exploration amongst all good policies. These two constraints juggle the exploration-exploitation tradeoff, as Equation 4 encourages placing mass on good policies, while Equation 5 encourages playing more uniformly.
The main differences between SEMIBANDIT-VCEE and the algorithm of Agarwal et al. [2014] are in the OP and the definitions. One crucial modification is in the variance constraint in Equation 5. This constraint involves the marginal probabilities of the simple actions rather than the composite actions as would be the most obvious adaptation of the original algorithm to our setting. By working with the simple actions rather than the composite actions, this constraint leads to much tighter control of the importance-weighted reward estimates and consequently an improved regret bound.
A related modification is in the definition of the reward estimates, which leverages the additional feedback on the simple actions. Without using this additional feedback in the reward estimate, the constraint in Equation 5 would not relate to the variance of this quantity. In addition to these definitional changes, which are really the crux of the modifications, we also modify the OP to account for the influence of the weight vector on the scaling of the rewards and the influence of p min on the smoothing distribution.
Regret Guarantee for SEMIBANDIT-VCEE
Our analysis of this algorithm leads to the following regret guarantee: Theorem 1. For any T ∈ N, with probability at least 1 − δ, there is a universal constant c 0 > 0 such that the regret of Algorithm 1 is at most:
Asymptotically, the regret of SEMIBANDIT-VCEE isÕ( L KT ln |Π|/p min ) which scales sublinearly with the number of simple actions K and only logarithmically with the number of composite actions, which is Θ(K L ). Note that any classical contextual bandit algorithm that ignores the additional feedback and structure in this setting would suffer regretΩ( K L T ln |Π|). Therefore, our result shows how a dramatic reduction in regret can be obtained through additional feedback.
In comparison with related work, our bound matches the result of Kale et al. [2010] on slate bandits, which falls into a special case of our setting. Specifically, they assume that weights w = 1 and that uniform exploration is possible, and they obtain anÕ( KLT ln |Π|) regret bound. Theorem 1 matches this bound, as w 2 2 = w 1 = L and p min = L in this case. Our result improves on theirs in two directions: statistically we show how a non-uniform weight vector and restricted exploration distribution affects the regret and, computationally, our algorithm can be efficiently implemented with an optimization oracle while theirs cannot.
When uniform exploration is not allowed, as considered by Kveton et al. [2015] in the non-contextual setting, we can set p min = 1 and our bound is worse than theirs by a factor of √ L. This discrepancy may be a by-product of moving to the more challenging contextual setting, as a UCB-style algorithm, which they For all π, define:
Otherwise halt and output Q. 7: end while use, is no longer suitable. In particular, all contextual bandit algorithms we are aware involve some degree of uniform exploration, and it seems thatÕ(L KT ln |Π|) is unavoidable if the best exploration distribution has p min = O(1).
Computational Guarantee for SEMIBANDIT-VCEE
We now turn to analyzing the computational aspects of Algorithm 1. The main bottleneck is in solving the optimization problem (OP), and our analysis focuses on this subroutine. This problem is similar to the one used by Agarwal et al. [2014] for classical contextual bandit learning, and following their approach, we provide a coordinate descent procedure in the policy space (See Algorithm 2). There are two types of updates in the algorithm. If the weights Q are too large or the regret constraint in Equation 4 is violated, the algorithm multiplicatively shrinks all of the weights. Otherwise, if there is a policy that is found to violate the variance constraint in Equation 5, the algorithm adds weight to that policy, so that the constraint is no longer violated. We have the following computational guarantee on the coordinate descent algorithm:
Theorem 2. For any history H and parameter µ, Algorithm 2 halts and outputs a set of weights Q ∈ ∆ |Π| that is feasible for (OP). Moreover, Algorithm 2 halts in no more than 8 log(1/(Kµ)) µpmin iterations and each iteration can be implemented efficiently, with at most one call to AMO.
Since the main ideas used to prove this theorem are borrowed from the proof of Agarwal et al. [2014] , we only provide a sketch in Section 3.4. Equipped with this theorem, it is easy to see that the total number of calls to the AMO over the course of the execution of Algorithm 1 can be bounded as O T 3/2 K pmin log(|Π|/δ) by the setting of µ t . Moreover, due to the nature of the coordinate descent algorithm, the weight vector Q remains sparse, so we can manipulate it efficiently and avoid running time that is linear in |Π|. As mentioned, this contrasts with the exponential-weights style algorithm of Kale et al. [2010] which maintains a dense weight vector over ∆ |Π| . We mention in passing that Agarwal et al. [2014] also develop two improvements that lead to a more efficient algorithm. They partition the game into epochs and only solve OP once every epoch, rather than in every round as we do here. They also show how to use the weight vector from the previous round to warm-start the next coordinate descent execution. Both of these optimizations can also be implemented here, and they will lead to a better computational guarantee for the algorithm, although we omit these details to simplify the presentation.
Proof Sketch of Theorem 1
The proof of the regret bound is quite technical and we sketch the arguments here, deferring all details to Appendix A. To start off, we establish two uniform deviation bounds, one on the variance estimates used in Equation 5, and the other on the reward estimate η t (π) used in b π . For the former, we show that if µ t and t are large enough, then simultaneously for all P, π, with high probability
andV t is the empirical version. The other main deviation bound is on the reward estimates. We use Freedman's inequality to show that with high probability, for each time t and each policy π:
where
, andQ τ is the distribution used in the τ th round by our algorithm. The important thing with these bounds is that the variance deviation does not depend on the size of the composite action space, and thatV (P, π, µ t ), which we control in Equation 5, does indeed control the variance of the reward estimates. This tighter control is the main statistical gain.
Equipped with these deviation inequalities, we proceed to bound the deviation between the empirical and the true regret. This is made possible by leveraging the variance control in Equation 5, leading to a bound on the reward estimates, which make up the empirical regret, Reg t (·). A careful inductive argument leads to the bounds (with high probability):
Now the constraint in Equation 4
ensures that the empirical regret is small, which, by the above inequalities, also ensures that the actual regret when playing according toQ t is small. In particular at round t, we play with distributionQ µt−1 t−1 and we show that:
This bound applies to the unsmoothed distribution, so we also must control the regret associated with smoothing. However, we know that the per-round regret is bounded by w 1 and the smoothing probability is Kµ t , so both terms are bounded by the sum of the µ t s, which grows at rate √ T .
Proof Sketch of Theorem 2
First, if the algorithm halts, then both of the conditions must be satisfied. The regret condition must be satisfied since we know that π Q(π)(2KL/p min + b π ) ≤ 2KL/p min which in particular implies that π Q(π)b π ≤ 2KL/p min as required. Note that this also ensures that π Q(π) ≤ 1 so Q ∈ ∆ |Π| . Finally, if we halted, then for each π, we must have D π (Q) ≤ 0 which implies V π (Q) ≤ 2KL pmin + b π so the variance constraint is also satisfied.
The algorithm can be implemented by first accessing the oracle on the importance weighted historyĤ to obtain π t (so that we can compute b π ). The low regret check in Step 4 of Algorithm 2 can be done efficiently, since each policy in the support of the current distribution Q was added at a previous iteration of Algorithm 2, and we can store the regret of the policy at that time for no extra computational burden. This allows us to always maintain the expected regret of the current distribution Q for no added cost. Finding a policy violating the variance check can be done by one call to the oracle AMO. At round t of the contextual bandit problem, we create a dataset of the form (x i , z i , v i ) of size 2t. The first t terms come from the variance V π (Q) and the second t terms come from the rescaled empirical regret b π . For τ ≤ t, we define x τ to be the τ th context,
, and v τ = 1.
With this definition, it is easily seen that
For τ > t, we define x τ to be the context from round τ − t and
, and v τ = w.
It can now be verified that
τ z τ recovers the b π term up to additive constants independent of the policy π (essentially up to the η t (π t ) term). Combining everything, it can be checked that:
The two terms at the end are independent of π so by calling the argmax oracle with this 2t sized dataset, we can find the policy π with the largest value of D π . If the largest value is non-positive, then no constraint violation exists. If it is strictly positive, then we have found a constraint violator to update the probability distribution on. As for the iteration complexity bound, the analysis is based on the potential function:
where RE(p||q) = a∈A p a log(p a /q a ) + q a − p a is the unnormalized relative entropy. In Appendix B, we show two main facts about Algorithm 2 and this potential function:
1. When the regret constraint is violated, the shrinking update does not increase the potential. More formally, for any c < 1, we have
pmin . 2. The additive update when D π > 0 for some π lowers the potential by at least Lµpmin 4(1−Kµ) . These are the analogs of Lemmas 6 and 7 in Agarwal et al. [2014] . The proof of the first is based on showing that the derivative of the function g(c) = Φ(cQ) is positive so that by convexity of Φ, shrinking the weights Q can only decrease the potential. The proof of the second involves directly calculating the difference in potential before and after the update, and we use a second order taylor expansion of log(x) to obtain the quadratic term S π (Q).
It is also easy to see that
is convex in Q and Φ is nonnegative. All of these facts together means that with at most 4 log(1/(Kµ) µpmin executions of the variance update, we will have decreased the potential to zero. By the fact that the potential is non-negative, this bounds the number of executions of the additive update. As the shrinking update will never be executed twice in a row by construction, we can at worst alternate between the two updates, so that the total number of iterations is Algorithm 3: SEMIBANDIT-EELS (Explore-Exploit Least Squares)
input Time Horizon T , failure probability δ ∈ (0, 1)
Observe context x t , play action A t ∼ P , where P is the uniform distribution on A(x t ).
4:
Observe reward r t (A t ) and feature vector y t (A t ).
5:
). 6: end while 7: Estimate weights:
8: Optimize policyπ = AM O(ŵ, H) with importance weighted feature vectors. 9: For every remaining round, observe context x t and play A t =π(x t ).
Contextual Semi-bandits with Unknown Weights
When the weights are unknown, we propose an algorithm that first explores and then exploits. The aim of this algorithm is to explore so that two things happen: we can accurately estimate the weights on the simple action features, and we can use these to accurately estimate the expected reward for each policy. In this section we assume that the time horizon T is known to the algorithm. We also assume that for each round, one can play uniformly over a subset of simple actions A(x) ⊂ A, meaning that all combinations and orderings of legal simple actions are allowed.
Pseudocode for our algorithm, SEMIBANDIT-EELS, is displayed in Algorithm 3. Structurally, the algorithm devotes the first several rounds to uniform exploration, which leads to reliable estimates for the weight vector as well as the expected feature vector for each policy. Taking their inner product, we naturally obtain good estimates of the reward for each policy, which can then be used in the AMO to find the policy with the best empirical performance. For the remaining rounds, the algorithm plays according to this policy. The analog of this algorithm in a normal contextual bandit setting would be to explore uniformly over the actions for first few rounds, find the best policy by using the estimated rewards and then exploiting with that policy.
The tradeoff between exploration and exploitation is negotiated by two things: the smallest eigenvalue of the feature covariance and a minimum number of rounds. Since we perform least squares in line 7 to obtain a vectorŵ that we use for reward estimation, by exploring until the eigenvalues of Σ are large, we obtain a bound on ŵ − w 2 . The other stopping condition ensures that the important weighted reward feature vectors are well behaved, and combined, these two conditions ensure that we are competitive with the optimal policy in the exploitation rounds.
The more challenging part of the analysis is ensuring that we do not accumulate too much regret in the exploration phase. The difficulty is that the condition involving the feature covariance does not bound the number of exploration rounds. Our analysis proceeds by showing that the eigenvalues of the feature covariance can be lower bounded by a quantity that also upper bounds the exploration regret. Consequently, during exploration rounds we either have good estimates of the weights, or we have not accumulated too much regret and can afford to explore more. Formalizing this intuition reveals the following regret bound for Algorithm 3:
Theorem 3. For any T ∈ N with probability at least 1 − δ, the regret of Algorithm 3 is at most:
This theorem guarantees sublinear regret for Algorithm 3, and, to our knowledge, it is the first result on learning a relationship between simple action features and rewards under semi-bandit feedback. We do however make some undesirable assumptions. The algorithm requires knowledge of the time horizon T , which can be relaxed by variants of the Epoch-Greedy [Langford and Zhang, 2008] or -greedy approaches, although the analysis here is significantly simpler. We also make a strong assumption on the structure of the action space A(x) at each round, which is much harder to relax. We require that the exploration regret is related to the minimum eigenvalue of the feature covariance, and while there are slightly weaker conditions on the exploration distribution that enable this, the two quantities are not related in general, and therefore we may not be able to learn the weights while guaranteeing low exploration regret as we do here. We remind the reader that the exploration problem is much harder here, than say linear bandits, where the feature vector is revealed ahead of time rather than features being observed after taking the actions.
Note that one can always run a classical contextual bandit algorithm here, ignoring the task of weight estimation and the simple action features. Such an algorithm can at best achieveÕ( √ K L T ) regret, as the number of composite actions is Θ(K L ). Thus our algorithm is favorable for shorter time horizons. We leave as future work the challenge of tempering the dependence on T to T 1/2 . We now sketch the proof of Theorem 3, with details in Appendix C. Proof of Theorem 3 (Sketch only) The proof of the theorem is based on trading off the regret associated with exploration and exploitation rounds. We state the intermediate results in terms of λ and n T , and will optimize over them at the end of the proof. Based on the stopping conditions for the exploration phase of the algorithm, the exploitation regret is bounded by:
The two terms in this decomposition are based on using η t (π,ŵ) as an estimate of R(π), which involves the true weight vector. The first term stems from the deviation between the importance weighted feature vectorŝ y and the true features vectors y, and is small provided that n T is large. The second term bounds the least squares error ŵ − w 2 , which is small provided that λ is large. We show that the exploration regret is bounded by:
The first term here is straightforward; if the eigenvalues of Σ grow quickly, we perform at most n T rounds of exploration and suffer at most 2 w 1 regret per round. If the eigenvalues grow slowly, then we may explore for longer, but we know that these eigenvalues are small for the entire exploration phase. The three other terms stem from relating these eigenvalues to the exploration regret.
We first argue that the exploration regret for round t is bounded by w 2
2 . This follows from the Cauchy-Schwarz inequality and, by a standard deviation bound, implies that the cumulative regret up to round t is bounded as:
The second term in Equation 8 is exactly the deviation term here.
We also show, by direct calculation, that if we explore uniformly (over a subset), then in expectation over our random choice of action, the smallest eigenvalue of the covariance matrix at round t is lower bounded by 2 t τ =1 Var(y τ ). By the Matrix-Hoeffding inequality, the eigenvalues of the sample feature covariance concentrate around this population version, leading to the bound:
where Σ t is the feature covariance at round t. These two bounds imply that if the covariance matrix has small eigenvalues, then the total exploration regret must also be small. The fact that we only explore when λ min (Σ) is small immediately translates into a bound on the accumulated exploration regret. The third term in Equation 8 comes precisely from this argument, while the last comes from the deviation of the eigenvalues of Σ. We arrive at the theorem by optimizing over λ and n T .
Conclusion and Discussion
In this paper we studied the contextual semi-bandit problem where the learner plays a composite action and observes features for each simple action in this tuple in addition to the total reward. We assumed that the reward was linearly related to the features of the simple actions. If this linear relationship is known, we showed that an adaptation of the algorithm of Agarwal et al. [2014] achieves regret betweenÕ(
KT ln N ), and can be implemented efficiently with access to an optimization oracle. If the weights are unknown, we provided a simple algorithm that achievesÕ( w 1 (KT ) 3/4 ln N ) regret. These algorithms show how to leverage additional feedback to avoid regret that scales with K L , the size of the composite action space.
Several interesting questions arise from our work:
1. When the weights are known, can we obtainÕ( √ KLT ) regret even when the set of feasible actions are constrained, rather thanÕ(L √ KT ) regret as in Theorem 1? The work on non-contextual combinatorial bandits suggests that the answer is yes [Kveton et al., 2015] , but all algorithms for contextual bandit learning involve some degree of uniform exploration, which would prohibit such a regret bound. 2. When the weights are unknown, can we obtain O( √ T ) regret while still avoiding dependence on the size of the composite action space? 3. Can we learn other transformations in this partial feedback setting? Many applications call for modeling interaction between simple actions, so moving beyond linear transformations is not only of theoretical interest.
We hope to address these questions in future work. 
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A Full Proof of Theorem 1
The proof hinges on two uniform deviation bounds, and then a careful inductive analysis of the regret using the OP. The first deviation bound shows that the variance estimates used in Equation 5 are suitable estimators for the true variance of the distribution. To state this deviation bound, we need some definitions:
The deviation bound is in the following Theorem:
Theorem 4. For any δ ∈ (0, 1), if:
then with probability at least 1 − δ, for all distribution P over Π, all π ∈ Π, and all t ∈ N, we have:
Proof. The proof of this theorem is similar in spirit to a related theorem in Agarwal et al. [2014] . We first use Freedman's inequality (Lemma 18) to argue that for a fixed P, π, µ, and t, the empirical version of the variance is close to the true variance. We use a discretization of the set of all distributions and then take a union bound to extend this deviation inequality to all P, π, µ, t. In particular, we have:
Lemma 5. For fixed P, π, µ, t and for any λ ∈ 0, µpmin L
, with probability at least 1 − δ:
Proof. Let:
, and notice that
since when we smooth by µ, each action that π could play must appear with probabiity at least µp min . By the Cauchy-Schwarz and Holder's Inequalities, the conditional variance is:
The lemma now follows by Freedman's inequality.
To prove the variance deviation bound, we next use a discretization lemma from Dudík et al. [2011] , which immediately implies that for any P , there exists a distribution P supported on at most N t policies such that for
We set γ t =
1−Kµt
Ntµtpmin + 3
Ntµtpmin , c t = 1 1− (e−2)Lλ t µ t p min , N t = 12(1−Kµt) µtpmin and λ t = 0.66µ t p min /L and take a union bound over all t ∈ N, N t -point distributions P over Π, and all π ∈ Π to arrive at:
The theorem now follows from the stated bounds on µ t and t.
The other main deviation bound is a straightforward application of Freedman's inequality and a union bound. To state the lemma, we must introduct one more definition. Let V t (π) = max 0≤τ ≤t−1 V (Q τ , π, µ τ ) whereQ τ is Q τ (the distribution computed at the τ th round of the game) with any additional mass placed on π τ , the empirical regret minimizer at round τ .
Lemma 6. For any λ t−1 ∈ [0, µ t−1 p min / w 1 ] for all t ∈ N, π ∈ Π and for any δ ∈ (0, 1), with probability at least 1 − δ:
Proof. The rewards form a martingale and it is easy to see that the τ th term has range bounded by
pminµt−1 since the µs are non-increasing. Moreover the conditional variance can be bounded by using the Cauchy-Schwarz Inequality:
And the claim now follows by Freedman's inequality.
Equipped with these two deviation bounds we will proceed to prove the main theorem. Define d t = ln(16t 2 |Π|/δ) and let:
Note that t 0 ≥ 4 since d t ≥ 1 and K ≥ p min . Set ρ = min t>t0 t/(t − 1) and note that ρ ≤ √ 2. With this definition of d t , we see that with µ t ≥ dt Ktpmin and t ≥ 4Kd t /p min we have that with probability 1 − δ/8 Equation 9 holds for all distributions P , policies π and t ∈ N (provided t ≥ 4Kd t /p min , i.e. t ≥ t 0 ). We also have that, for all t ∈ N, π ∈ Π, with probability ≥ 1 − δ/4:
, and we will set:
Notice that to apply Lemma 6 we require λ t ∈ [0,
] so our setting of λ t is only valid for t ≥ t 0 . Let E denote the event that both the variance and reward deviation bounds hold and observe that P(E) ≥ 1 − δ/2.
Using the variance constraint, it is straightforward to prove the following Lemma:
Lemma 7. Assume event E holds, then for any round t ∈ N and any policy π ∈ Π, let t be the epoch achieving the max in the definition of V t (π). Then there are universal constants θ 1 > 2 and θ 2 such that:
Proof. The first claim follows trivially by the definition of V t (π) and the choice of µ t . For the second claim, we use the variance deviation bound and the optimization constraint. In particular, since 1 2K > µ t = d t /(Kt p min ) we have that t ≥ 4Kd t /p min so we can apply the variance deviation bound:
and we can use the optimization constraint which gives an upper bound onV t (Q t , π, µ t ):
The bound follows by the choice θ 1 = 94.1 and θ 2 = ψ/6.4.
We next compare Reg(π) and Reg(π) using the variance bounds above.
Lemma 8. Assume event E holds and define c 0 = 4ρ(1 + θ 1 ). For all t ≥ t 0 and all policies π ∈ Π:
Proof. The proof is by induction on t. As the base case, consider t = t 0 where, by definition we have µ t = 1/(2K) for all t < t 0 so that V t (π) ≤ 2KL/p min for all π ∈ Π by Lemma 7. Using the reward deviation bounds, which hold under E we have:
for all π ∈ Π. Since we are in round t 0 , we know that d t0 /t 0 ≤ p min /(4K) so we can set λ t as specified above. This gives:
Here we use the fact that w 1 ≤ √ L w 2 and the definition of µ t0 = d t0 /(Kt 0 p min ). Now both directions of the bound follow from the triangle inequality and the optimality of π t for η t (·) and π for R(·). We also use the fact that c 0 ≥ 4 √ 2 by definition of θ 1 . For the inductive step, fix some round t and assume that the claim holds for all for all t 0 ≤ t < t and all π ∈ Π. By the optimality of π t for η t and Lemma 6 (with our choice of λ t = µ t−1 p min / w 1 ), we have:
Now by Lemma 7, there exists rounds i, j < t such that:
For the term involving V t (π) if µ i ≥ 1/(2K) then trivially we have the bound:
On the other hand, if µ i < 1/(2K) then by the applying the inductive hypothesis to Reg i (π) we have:
Here we use the inductive hypothesis twice, once at round j and once at round t and then use the fact that π t has no regret at round t, i.e. Reg t (π t ) = 0. We also use the fact that the µs are non-increasing so that µ t /µ j ≤ 1. This gives the bound:
Combining the bounds for V t (π) and V t (π t ) gives:
Since θ 2 ≥ 2 the pre-multiplier on the first term is at most 2. As before, the third term is bounded by 2 w 2 2 w 1
KLµ t−1 and µ t−1 ≤ ρµ t . Then, by definition of c 0 , θ 1 , θ 2 , we have that ρ(2θ 1 + 4c 0 /θ 2 + 2) ≤ c 0 which proves the claim.
The last key ingredient of the proof is the following Lemma, which shows that the low-regret constraint in Equation 4, which is based on the regret estimates, actually ensures low regret.
Lemma 9. Assume event E holds. Then for every round t ∈ N:
so the claim holds. Now for t > t 0 we have:
The first inequality follows by Lemma 8 and the second follows from the fact thatQ t−1 places its remaining mass on π t−1 which suffers no empirical regret at round t − 1. The last inequality is due to the low regret optimization constraint.
To control the regret, we must first add up the µ t s, which relate to the probability of exploring. Our definition of µ t differs from Agarwal et al. [2014] only in the introduction of p min , so by a straightforward adaptation we have:
Lemma 10. For any T ∈ N:
We are finally ready to prove the theorem by adding up the total regret for the algorithm.
Lemma 11. For any T ∈ N, with probability at least 1 − δ, the regret after T rounds is at most:
Since at round t, we play action A t with probabilityQ µt−1 t−1 , this sequence of random variables is clearly centered. Moreover we have |Z i | ≤ 2 w 1 and it follows by Azuma's inequality (Lemma 19) that with probability at least 1 − δ/2:
To control the mean, we use event E, which, by Theorem 4 and Lemma 6 holds with probability at least 1 − δ/2. By another union bound, with probability at least 1 − δ, the regret of the algorithm is bounded by:
Here the first inequality is from the application of Azuma's inequality above. The second one uses the definition ofQ µt−1 t−1 to split into rounds where we play asQ t−1 and rounds where we explore. The exploration rounds occur with probability Kµ t−1 , and on those rounds we suffer regret at most w 1 . For the other rounds, we use Lemma 9 and then we use Lemma 10. We also use the identity w 1 ≤ L w 2 2 / w 1 in order to collect terms. Finally we use the fact that t 0 ≥ 4Kd t0 /p min .
B Full Proof for Theorem 2
In this section we prove Theorem 2, characterizing the coordinate descent optimization Algorithm 2. Recall that the potential function we use in this analysis is:
with:
For intuition, note that the partial derivative of the potential function with respect to a coordinate Q(π) relate exactly the variance V π (Q):
This means that if D π (Q) > 0, then the partial derivative is very negative, and by increasing the weight on Q, we can decrease the potential function Φ. We establish the five facts:
. This follows by the fact that the exploration distribution in Q µ is exactly U A S (x) .
Φ(Q) is convex in Q.
3. Φ(Q) ≥ 0 for all Q.
4. The shrinking update when the regret constraint is violated does not increase the potential. More formally, for any c < 1, we have
5. The additive update when D π > 0 for some π lowers the potential by at least Lµpmin 4(1−Kµ) . The first three are fairly straightforward and the proof of the later two are based on the arguments of Agarwal et al. [2014] . For the first claim we have:
Since the marginals p a some to at most L. Convexity of this function follows from the fact that the unnormalized relative entropy is convex in the second argument, and the fact that the marginal distribution is linear in the vector Q. The third fact follows by the non-negative of both the empirical regret b π and of the unnormalized relative entropy RE(·||·).
For the fourth fact, we prove the following lemma.
Lemma 12. Let Q be a weight vector for which π Q(π)(2KL/p min − b π ) > 2KL/p min and define c = 2KL/pmin π Q(π)(2KL/pmin−bπ) < 1. Then Φ(cQ) ≤ Φ(Q). Proof. Define g(c) = B 0 Φ(cQ) and let Q µ c (a|x) = (1 − Kµ)cQ(a|x) + KµP unif (a|x). By the chain rule, using the calculation of the derivative above, we have:
For the last term, we have:
Now define q a = cQ(a|x) and the inner sum can be upper bounded by:
The first inequality uses the lower bound p min /K for exploration distribution, then we use Jensen's inequality and the fact that a q a ≤ L since c < 1. Finally, we use the fact that L/p min ≥ 1 and Kµ ≤ 1 so that the first term in the denominator is ≥ 1 − Kµ. Plugging this in above we have:
By the condition in the algorithm. Since g is convex, this means that g(c) is nondecreasing for all values exceeding c. Since c < 1, we have:
So any positive B 0 is fine.
And for the fifth fact, we have:
Lemma 13. Let Q denote a set of weights and suppose, for some policy π, that D π (Q) > 0. Let Q be the new set of weights which is identical except that Q (π) = Q(π) + α with α = α π (Q) > 0. Then
Proof. Let Q (·) = Q(·) + α· = π, i.e. the update we perform when π is found to violate the inequality in the algorithm. Since Q µ (a|x) = Q µ (a|x) + (1 − Kµ)α1[a ∈ π(x)] only updates a few coordinates of the marginal probabilities, we have by a direct calculation:
The term inside the expectation can be bounded using the fact that ln(1 + x) ≥ x − x 2 /2:
Plugging this in above gives a lower bound:
2(1−Kµ)Sπ(Q) as in the algorithm and obtain:
(by bounding one of the terms in the square by the range which is µp min ) and that
Dividing both sides of this inequality by 2K proves the lemma.
C Full Proof of Theorem 3
The proof of the theorem is based on trading off the regret associated with exploration and exploitation rounds. The first ingredient of the proof is a decomposition of the exploitation regret. For any policy π we first bound the deviation from our estimate of the reward to the true reward.
Lemma 14. For all policies π ∈ Π, for any δ ∈ (0, 1), if we have explored for n ≥ ln(2|Π|/δ) rounds, then with probability ≥ 1 − δ:
Proof. Start with the decomposition:
For the first term, since the features are bounded between [0, 1] and the minimum probability for any action is ≥ L/K, by the Cauchy-Schwarz inequality, this term can be bounded by:
The second term can be controlled by a deviation bound similar to Lemma 6 above. For all policies π ∈ Π, and for any δ ∈ (0, 1), if λ ∈ [0, L K w 1 ] then with probability ≥ 1 − δ, we have:
Since the minimum probability is at least L/K, the range term is bounded by w 1 K/L and the variance is bounded by
which is a valid setting when n ≥ ln(2|Π|/δ).
To control the regret associated with the exploitation rounds, we also need to bound ŵ − w 2 which follows from a standard analysis of linear regression.
Lemma 15. Let Σ denote the feature covariance matrix after the exploration phase. There is a universal constant c > 0 such that for any δ ∈ (0, 2/e), with probability ≥ 1 − δ:
Proof. This lemma is just the standard analysis of fixed-design linear regression with bounded noise. By definition of the ordinary least squares estimator, we haveŵ = Σ −1 Y T r where Y ∈ R n×L is the matrix of features, r ∈ R n is the responses and Σ = Y T Y is the feature covariance. The true weight vector can be written as w = Σ −1 Y T (r − ξ) where ξ ∈ R n is the noise vector. Thus:
Since Σ −1 = (Y T Y ) −1 this matrix in the middle is a projection matrix, and it can be written as U U T where U ∈ R n×d . We now have to bound the term U T ξ 2 2 . Note that the vector ξ is a subgaussian random vector with independent components, so we can apply subgaussian tail bounds. Specifically, Lemma 20, due to Rudelson and Vershynin [2013] , reveals that with probablity ≥ 1 − δ:
for some universal constant c > 0. Squaring this inequality and using the upper bound on δ leads to the claim.
Since we only exploit after the exploration phase, we know that for any exploitation round λ min (Σ) ≥ λ . This immediately gives a 2 bound on the weight vector estimate and consequently a bound on the exploitation regret. Setting both failure probabilities to be δ/4, as we will take a union bound over four total events in this proof, we have:
By a union bound over the two events here, the last bound holds with probability at least 1 − δ/2. Since we explore for at least n T rounds, this means that the total exploitation regret is at most:
The more challenging part of the analysis is to bound the exploration regret. Since the length of the exploration phase is governed by λ min (Σ), we need to understand the spectral properties of this matrix in order to control the exploration regret. In the following lemma, we establish a lower bound on the smallest eigenvalue of precisely this matrix.
Lemma 16. Fix δ ∈ (0, 1). Let t denote the last round for which λ min (Σ) ≤ λ . For any t ≤ t , let Σ t denote the feature covariance matrix at time t, with probability at least 1 − δ:
Var(y τ ) − 4L t ln(2Lt 2 /δ) I L Proof. The lemma follows from an application of the Matrix Bernstein inequality (Lemma 21) and an analysis of the mean of Σ t , where the randomness is over the actions taken by the algorithm. To characterize the mean, consider a fixed exploration round τ with context x τ and let K τ = |A(x τ )| denote the size of the Proof. Let us first characterize the expected regret, where expectation is just over the actions of the algorithm. Assume without loss of generality that π plays A = (α 1 , . . . , α L ). Letȳ tl = E a∼p l y t (a) for each l and letȳ t = (ȳ t1 , . . . ,ȳ tL ) T . By the Cauchy-Schwarz inequality:
By Holder's inequality:
since each action appears with probability at least L/K. This gives:
To account for the randomness in the algorithm, notice that the random variables r t (A t ) − E A∼P r t (A) are bounded by 2 w 1 and centered, so we can apply Hoeffding's inequality. Specifically, with probability at least 1 − δ, we have:
r t (A t ) − E A∼P r t (A) ≤ w 1 2(t − 1) ln(2/δ)
Combining this deviation bound with the expected regret bound above proves the theorem.
The insight is that the exploration regret is related to the exploration stopping condition. In particular, the exploration regret associated with the rounds up until t can be bounded as:
Var(y t ) + w 1 1 + 2(t − 1) ln(8/δ) ≤ w 2 Kt L By allocating failure probability δ/4 to each of the two events above, this holds with probability ≥ 1 − δ/2. Here we had to account for the fact that our upper bound on λ min (Σ) ≤ λ is only valid up to round t − 1, but the regret in any round, in particular round t , can be bounded by w 1 . The exploration regret associated with the rounds up until n T can be trivially bounded by n T w 1 . This means that the total exploration regret is at most:
Exploration Regret ≤ w 1 2n T + 2T ln(8/δ) + w 2 KT λ 2L + T 3/4 √ 2K ln 1/4 (8LT 2 /δ)
We now have to select both the thresholds λ and n T . The terms involving λ are: This bound holds with probability at least 1 − δ since both the exploration regret and the exploitation regret bounds each hold with probability at least 1 − δ/2.
D Deviation Bounds
We collect here several deviation bounds that we use in our proofs. All of these results are well known and we point to references rather than provide the proofs. The first inequality, which is a Bernstein-type deviation bound for martingales, is Freedman's inequality, which is from Beygelzimer et al. [2011] Lemma 18 (Freedman's Inequality). Let X 1 , X 2 , . . . , X T be a sequence of real-valued random variables. Assume for all t ∈ {1, 2, . . . , T } that X t ≤ R and E[X t |X 1 , . . . , X t−1 ] = 0. Define S = T t=1 X t and V = T t=1 E[X 2 t |X 1 , . . . , X t−1 ]. For any δ ∈ (0, 1) and λ ∈ [0, 1/R], with probability at least 1 − δ: S ≤ (e − 2)λV + ln(1/δ) λ
We also use Azuma's inequality, a Hoeffding-type inequality for martingales.
Lemma 19 (Azuma's Inequality). Let X 1 , X 2 , . . . , X T be a sequence of real-valued random variables. Assume for all t ∈ {1, 2, . . . , T } that X t ≤ R and E[X t |X 1 , . . . , X t−1 ] = 0. Define S = T t=1 X t . For any δ ∈ (0, 1) and λ ∈ [0, 1/R], with probability at least 1 − δ: S ≤ R 2T ln(1/δ)
We also make use of a vector-valued version of Hoeffding's inequality, due to Rudelson and Vershynin [2013] .
Lemma 20 (Vector-valued subgaussian concentration). Let A ∈ R m×n be a fixed matrix, and let X = (X 1 , . . . , X n ) be independent random variables with EX i = 0 and |X i | ≤ 1 almost surely. Then there is a universal constant c > 0 such that, for any δ ∈ (0, 1), with probability at least 1 − δ:
Finally, we use a well known matrix-valued version of Hoeffding's inequality, for example from Tropp [2011] .
Lemma 21 (Matrix-Hoeffding). Consider a finite sequence {X k } of independent random, self-adjoint, matrices with dimension d, and let {A k } be a sequence of fixed self-adjoint matrices. Assume that for each random matrix, we have EX k = 0 and X 2 k A 2 k almost surely. Then for any δ ∈ (0, 1), with probability at least 1 − δ:
