Handcock, Stein (1993) Spatial/temporal geostatistical data often display:
• Non-Gaussian skewed sampling distributions.
• Positive continuous data.
• Heavy right tails.
• Bounded support.
• Small data sets observed irregularly (gaps).
Possible remedies:
• Bayesian Transformed Gaussian (BTG): A Bayesian approach combined with parametric families of nonlinear transformations to Gaussian data.
• BTG provides a unified framework for inference and prediction/interpolation in a wide variety of models, Gaussian and nonGaussian.
• Will describe BTG and illustrate it using spatial and temporal data.
Stationary isotropic Gaussian random field.
Let {Z(s)}, s ∈ D ⊂ R d , be a spatial process or a random field.
A random field {Z(s)} is Gaussian if for all s 1 , ..., s n ∈ D, the vector (Z(s 1 ), ..., Z(s n )) has a multivariate normal distribution.
{Z(s)} is (second order) stationary when for s, s + h ∈ D we have
The function C(·) is called the covariogram or covariance function.
Exponential correlation:
Exponential (θ 1 = 0.5, θ 2 = 1). 
Rational quadratic (θ 1 = 12, θ 2 = 8). 
Ordinary Kriging.
Given the data Z ≡ (Z(s 1 ), . . . , Z(s n )) ′ observed at locations {s 1 , . . . , s n } in D, the problem is to predict (or estimate) Z(s 0 ) at location s 0 using the best linear unbiased predictor (BLUP) obtained by minimizing
The ordinary kriging predictor is then
Define,
and the kriging variance
Under the Gaussian assumption,
is a 95% prediction interval for Z(s 0 ). For nonGaussian fields this may not hold.
Bayesian Spatial Prediction: The BTG Model.
Parametric family of monotone transformations
⋆ Assumption: Z(.) can be transformed into a Gaussian random field by a member of G.
A useful parametric family of transformations often used in applications to 'normalize' positive data is the Box-Cox (1964) family of power transformations,
For some unknown 'transformation parameter' λ ∈ Λ, {g λ (Z(s)), s ∈ D} is a Gaussian random field with
Regression parameters:
Simplifying assumption: Isotropy,
Data: Z obs = (Z 1,obs , . . . , Z n,obs )
Prediction problem: Predict Z 0 = (Z(s 01 ), . . . , Z(s 0k )) from the predictive density function, defined by
where
Notation: For a = (a 1 , . . . , a n ), we write
The Likelihood: 
where p(ξ), p(θ) and p(λ) are the prior marginals of ξ, θ and λ, respectively, which are assumed to be proper.
Unusual prior: it depends on the data through the Jacobian.
For more on prior selection see Berger, De Oliveira, Sansó (2001).
Simplifying assumption: No measurement noise (ξ = 0).
Also, write
The Posterior.
To get the first factor:
is Normal-Gamma.
To get the second factor:
In addition to the joint posterior distribution p(η|z) derived above, the predictive density p(z o |z) also requires p(z o |η, z). We have
where M β,θ,λ , D θ are known.
We now have the integrand p(z o |η, z)p(η|z) needed for p(z o |z). By integrating out β and τ we obtain the simplified form of the predictive density: 3. For z o ∈ S, the approximation to p(z o |z) is given bŷ Predictive densities, 95% prediction intervals, and cross-validation: Predicting a true value from the remaining 23 observations using Matérn correlation. The vertical line marks the location of the true value. Cross validation results using artificial data on 50 × 50 grid.
Data obtained by transforming a Gaussian (0,1) RF using inverse Box-Cox transformation.
In Kriging and TG kriging λ, θ, were known. Not in BTG (!) λ = 0: Log-Normal. λ = 1: Normal. λ = 0.5: Between Normal and Log-Normal.
In most cases BTG has more reliable but larger prediction intervals.
BTG predicts at the original scale. TG kriging does not. Application of BTG to Time Series Prediction.
Short time series observed irregularly.
Set: s = (x, y) = (t, 0).
Can predict/interpolate as in state space prediction: k-step prediction forward, backward, and "in the middle". Forward and backward one and two step prediction in the unemployed women series.
In 2-step higher dispersion. Let X n represent the area average rain rate over a region such that
where the noise {ǫ n } is a martingale difference. It can be argued that necessary conditions for
are that m → 1 − and λ → 0 + .
The monotone increase inm (Curve a) and the monotone decrease inλ (Curve b) as a function of the square root of the area. Source: Kedem and Chiu(1987) .
This suggests that the lognormal distribution as a model for averages or rainfall amounts over large areas or long periods.
It is interesting to obtain the posterior p(λ | z) of λ, the transformation parameter in the BoxCox family, given the data, where the data are weekly rainfall totals from Darwin, Australia.
With a uniform prior for λ, the medians of 
