Network robustness is an important principle in biology and engineering. Previous studies of global networks have identified both redundancy and sparseness as topological properties used by robust networks. By focusing on molecular subnetworks, or modules, we show that module topology is tightly linked to the level of environmental variability (noise) the module expects to encounter. Modules internal to the cell that are less exposed to environmental noise are more connected and less robust than external modules. A similar design principle is used by several other biological networks. We propose a simple change to the evolutionary gene duplication model which gives rise to the rich range of module topologies observed within real networks. We apply these observations to evaluate and design communication networks that are specifically optimized for noisy or malicious environments. Combined, joint analysis of biological and computational networks leads to novel algorithms and insights benefiting both fields.
Introduction
Robustness to failures, environmental and signalling noise, and attacks is a key requirement in many biological, computational and engineered networks [1, 2] . Protein interaction networks, in particular, are robust to most single and double node failures [3] [4] [5] , expression and environmental noise [6] and viral and bacterial attacks [7] .
There have been two primary approaches for explaining how connectivity affects the robustness of molecular interaction networks. The first highlights the importance of structural redundancy, often manifested as high connectivity, where the failure of one pathway can be compensated for by a redundant pathway. To support this view, researchers have highlighted several topological features observed in protein interaction networks, including backup mechanisms based on paralogues with similar interactions [3, 8] , parallel pathways [9, 4] and dense subnetworks that may compensate for loss-of-function mutations [5] . On the other hand, high connectivity leads to functional coupling of different components making a network more susceptible to cascading local failures or attacks. Researchers have discussed several design properties that help biological networks overcome these issues, including bottlenecks [10] , weakly linked modules [11] and network motifs [12] . While only implicit, such local structures imply sparsely connected networks. To observe this, consider the most redundant network possible: a clique (a complete network where every node has an edge to every other node). Clearly, such a network has several alternative pathways and backup nodes. However, it does not have any bottlenecks (defined as nodes or edges that bridge two otherwise disconnected sets of nodes), nor any modules (sets of nodes that are highly intra-connected and sparsely inter-connected), nor any statistically over-represented network motifs compared with a random network with the same number of edges (electronic supplementary material). Sparser networks, on the other hand, are much more likely to contain these three features. Thus, while these two approaches for explaining robustness have so far not been explicitly contrasted, they represent different expected topological structures.
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Most prior work on the analysis of robustness in biological and computational networks has focused on global topology. For example, Jeong et al. [13] proposed the centrality-lethality principle, which stated that high-degree nodes in the global protein interaction network in yeast were not likely to be robust. In other words, these gene nodes tended to be fragile or essential (i.e. deletion of these genes, as determined by genetic knock-out experiments, results in cell death). These hubs contributed to the overall higher connectivity of the network, but they also served as bottlenecks through which many otherwise disconnected proteins interacted. This observation has been confirmed both in yeast [10] and in the protein interactomes of other organisms [14] . Further, theoretical models analysing global networks have shown that higher connectivity promotes robustness to perturbation under stabilizing selection [15] . However, adding new interactions may also introduce new degrees of freedom for perturbations, and when such costs are taken into account using a cost -benefit analysis, sparser networks have been shown to promote more robustness [16] . These computational models also assume that the likelihood of perturbation is equal for all nodes in the network, even though experimental work has shown that environmental noise affects some proteins more than others [6] .
While studies of global molecular networks have identified important issues that affect robustness, processing in these networks typically occurs within local subnetworks or modules [17] . Anecdotal evidence suggests that modulelevel properties may be important in determining network robustness to mutations. For example, cellular localization was found to be a useful feature when predicting gene essentiality in yeast [18] , and nuclear proteins in particular were shown to be enriched for such essential genes [19] . Other studies have also shown that involvement of genes in specific subnetworks is the most indicative of individual gene essentiality [20, 21] . However, the exact relationship between the level of robustness necessary for a biological process to operate and the topological properties that give rise to this robustness has so far not been determined.
Here, we bridge the gap between the redundancy and sparsity hypotheses by studying how robustness is intricately linked to the function and topology of specific modules within global networks. Our results emphasize the role of the environmental exposure of a module in determining the appropriate network structure. For modules subject to large environmental influences (which we call external modules), lower connectivity (fewer edges) promotes robustness by limiting the functional coupling of components of the subnetwork. However, for modules that are relatively insulated from these external noise sources (called internal modules), robustness to environmental variability may not be a strong evolutionary driver, leading to higher and more efficient connectivity. Using these observations, we develop a computational method to predict network robustness from topology and show that it can distinguish between internal and external modules in several additional biological networks. We also extend a popular network generative model, based on gene duplication, to explain how modules with varying topologies and levels of robustness may have evolved. Finally, we use our robustness prediction method and generative model to improve the analysis and design of communication networks, demonstrating that insights from biological networks may be beneficial for designing robust networks in other domains.
Results

Robust genes and modules in Saccharomyces cerevisiae
The robustness of yeast to single gene deletion has been comprehensively analysed [3, 5] , and several global network features of a protein in the yeast interaction network (especially its degree) have been linked to its essentiality [13, 20, 21] . We collected a global interaction network for yeast by integrating protein-protein interactions and protein-DNA interactions (Material and methods). Of the 5796 proteins, 19.4% (1122) were determined to be essential in normal growth conditions (i.e. removal of any of these single gene nodes caused the entire network to fail in YPD). First, to determine whether gene robustness is better predicted using global or module-level topology, we decomposed the global network into 50 modules corresponding to biological processes that are required for cell survival and growth (Material and methods). Each biological process is associated with a module subgraph consisting of all the nodes that belong to that process and their interactions with other genes in the process. Topological features were derived either from the global network or the local module topology. For example, a node's degree is the number of total neighbours it has in the entire network, or the number of neighbours it has among nodes in its module. The former definition is used for the global network-level analysis and the latter for the local module-level analysis.
We found that the correlation between gene essentiality and gene centrality increased by roughly 50% when using network features of a gene derived from its local module topology as opposed to its global network topology (table 1 and electronic supplementary material, table S4 ). This suggests that a gene's essentiality depends on both its module (i.e. its function) and its topological role within the module, and this analysis has also been shown to hold for various definitions of biological module [21] . Interestingly, the feature with the highest correlation using the global network was not the average degree (0.352) but the k-core number of the node (0.367). A k-core is a maximal subgraph that contains nodes of degree more than or equal to k, and the core number of a node u is defined as the largest value k of a k-core containing u. This feature is also implicitly a module-level attribute because it takes the density of the subgraph surrounding the gene into account.
We also tested another network feature to characterize gene robustness based on epidemiological theory. Previous theoretical work regarding virus propagation in networks has shown that the more connected a node is in the network, the more fragile or essential it is, and hence the more important it is to immunize to increase network robustness [22] . In these models, a single node becomes infected with a virus that then spreads through the network using a contagion model. In molecular networks, cells need to respond to noise (i.e. variable signals from the environment), which can similarly propagate through the network of interacting proteins. We found that a network feature based on a susceptible-infectious (SI) virus infection model (Material and methods) wellexplains why some nodes are essential while others are not. Specifically, the larger the size of the affected subnetwork when propagating a virus from a node (called the infect size of the node), the more likely that this node is essential. For this feature, module-level infect sizes were also more predictive rsif.royalsocietypublishing.org J. R. Soc. Interface 11: 20140283 of essentiality than infect sizes computed using the global topology (table 1) .
Having established that gene robustness is a module-level property, we next sought to differentiate between robust and fragile modules based on their topology and function. We computed, for each module, a module essentiality score equal to the proportion of essential genes in the module, and we sought topological features of these subnetworks that predicted their robustness. Here, degree, for example, is defined as the average degree of all nodes in the module (i.e. the average number of neighbours each node has with other nodes in the same module).
We found that highly essential (non-robust) modules were quickly swamped by noise in the SI infection model, and they were topologically denser with a higher eigenvalue compared with robust modules (table 1; electronic supplementary  material, table S5 ; Material and methods). This is also in agreement with previous theoretical work in network epidemiology, which has proved that the epidemic threshold of a network (i.e. the likelihood that a virus infects every node) is proportional to the first eigenvalue of its adjacency matrix [23] : higher eigenvalue ! higher likelihood of an outbreak. Interestingly, the average degree of the module (0.394) was much less correlated than its eigenvalue (0.647), density (0.699) and number of connected components (20.506) . The latter feature suggests that proteins belonging to robust modules are only weakly connected overall, which serves as another means to localize the spread of noise within these subnetworks. Table 1 . Predicting node and module robustness in biological networks. The yeast and Escherichia coli interaction networks were decomposed into 50 and 38 gene ontology modules, respectively. Individual gene essentiality was predicted using topological features of the gene computed within its local module or the global network, respectively. For each, the Kendall t rank correlation coefficient against essentiality is shown. The top three features for each dataset are italicized. Several module-based features showed a large gain in predictive power versus global features. The third and fourth blocks show the Pearson correlation coefficients between module essentiality (percentage of essential genes in a module) and topological features of the module. For the Caenorhabditis elegans neuronal network, modules represented eight anatomically defined ganglia, and the biological feature was the percentage of internal neurons in the module. For the bacterial metabolic networks, we correlated niche breadth of the species with topological features of the network. We also found that highly essential modules represent biological processes that occur internal to the cell, whereas less essential (robust) modules represent processes that interact with the environment or other cells (figure 1). For example, several of the most essential processes involve transcription and translation including: DNA replication (50% of genes are essential), rRNA processing (66%) and ribosomal subunit export (81%). By contrast, the least essential modules include: cellular ion homoeostasis (9%), endosomal transport (9%) and cell wall organization or biogenesis (10%) (electronic supplementary material, table S5). We scored proteins as internal (1) or external (0) using protein localization data (Material and methods) and indeed found that robust external modules tended to contain proteins on the cell wall, membrane or other extracellular regions (correlation of 0.435 between module essentiality and average localization score of the module). Further support for the relationship between robustness and expected environmental noise is found in the correlation between module essentiality and the average coefficient of variation in expression for genes in the module (20.380, i.e. more essential modules exhibit less variation in expression). Stochasticity in gene expression is a well-known mechanism to overcome noise [24] , and higher variability has also been previously linked to 'environmental exposure' [6] .
Thus, internal modules are less susceptible to noise and promote higher connectivity, whereas external modules are more exposed to environmental variability and promote sparser connectivity to localize the spread of noise.
Relationship between module essentiality and topology in other conditions and species
While gene deletion has been extensively studied in normal growth conditions (YPD), there are also systematic studies of gene deletions in other conditions. Depending on the condition, different modules may become more important to the cell than others (e.g. heat shock response modules in heat shock experiments). To see whether our findings regarding topological features related to robustness in YPD carried over to other conditions in yeast, we evaluated four additional rsif.royalsocietypublishing.org J. R. Soc. Interface 11: 20140283 conditions in which genome-wide deletion studies have been performed [25] . For each, we selected the relevant modules (electronic supplementary material, table S6) and as before correlated module essentiality with topological features of the module. Results for three of the four conditions we tested were similar to our YPD results: essential modules were more highly connected than the robust modules (electronic supplementary material, table S3).
To test whether a similar relation between module essentiality and topology existed in molecular interaction networks in other species, we collected protein -protein interactions and protein -DNA interactions for the bacteria Escherichia coli (Material and methods). Of the 2915 proteins, 21.1% (616) were essential. We decomposed this network into the 38 processes (of the 50 used in yeast) that are relevant for prokaryotes. As in yeast, we found that predicting individual gene essentiality was often better using the module-level topology as opposed to global topology, and there was a similar distinction between robust (external) and fragile (internal) processes based on their function and topology (table 1; electronic supplementary material, tables S7 and S8).
Additional biological networks support the focus on modules
To determine the generality of the topological differences we observed between internal and external subnetworks, we investigated two additional types of biological networks. We first analysed the Caenorhabditis elegans neuronal network, where nodes are neurons and directed edges represent chemical synapses. The network is naturally decomposed into eight modules (ganglia) representing the physical location of cell bodies. Neurons can be labelled as external neurons involved in input or output processing (sensory and muscle neurons), or internal neurons (interneurons) that regulate locomotion (electronic supplementary material). Similar to the yeast network, we found that modules with higher percentages of internal neurons have a significantly higher eigenvalue, density and infect size than external modules (table 1 and electronic supplementary material, table S9 ). Neurons in external modules directly interact with the environment via input stimuli or output motor response and are therefore more sensitive to environmental perturbations, whereas internal neurons handle complex processing that integrates sensory information and coordinates downstream processes. Thus, we see a similar efficiency-robustness trade-off within C. elegans, which suggests that noise buffering within local modular structures may also be a key component of neural circuit design.
Next, we looked at a collection of metabolic networks for 75 bacterial species. Nodes in these networks correspond to metabolites and edges imply an enzymatic reaction transforming one metabolite to another. Each species is assigned a niche breadth score that relates to the environment in which it operates (Material and methods). As above, we found that bacterial networks that thrive in stable and narrow environments have a significantly higher eigenvalue, density and infect size than those that inhabit dynamic and variable environments (table 1 and electronic supplementary material, table S10 ). Interestingly, and in contrast to results obtained from the analysis of global yeast networks, this correlation is not driven by an increase in node degree (which actually has the opposite correlation with niche breadth [26] ).
A computational model for generating modules with varying topologies
One canonical model for the evolution of molecular interaction networks comes from the duplication-divergence principle [27] . In this model, gene duplication results in two equivalent proteins, which initially share interaction partners. This equivalence diverges over time leading to specialized subtasks and interactions. While this and other models have been shown to reproduce coarse features of global networks [28, 29] , they cannot explain the wide differences observed in the local topology across modules. Thus, a revised evolutionary model may be needed to better explain the diverse range of topological properties we observe among modules in molecular interaction networks. As robustness plays a major role in engineering, such a model can also be used to design communication networks based on the level of environmental noise and attacks they are expected to face. We found that a small change to a standard duplicationdivergence model can give rise to the complex range of topological features observed across yeast modules. In the model of Vazquez et al. [27] , in each iteration, an existing random node u is duplicated into a topological equivalent u' that is initially connected to all neighbours of u. Then, for each common neighbour x of u and u', with probability q mod , we remove either (u, x) or (u', x). The two duplicates are connected themselves with probability q con . To determine how to adjust the duplication model to account for varying module topologies, we analysed how common-neighbour retainment (characterized by q mod ) following duplication varies across paralogues in different modules. For each module, we computed the average Jaccard coefficient between each gene in the module and all of its paralogues (including both whole-genome duplicates and small-scale duplicates [30] ) in the network. We found that the higher the average Jaccard coefficient, the more likely the module was essential (correlation of 0.330).
Based on these observations, we modified the duplication model by varying q mod , the divergence probability after duplication, between 0 and 1 (electronic supplementary material, table S1). This modification still adheres to the original duplication principle but can produce different network topologies by only varying one parameter. Low values of q mod generate dense, clique-like networks characteristic of internal modules, whereas higher values of q mod will generate sparse, chain-like networks characteristic of robust external modules. Indeed, we found that this model reproduces the rich range of topologies observed in the real yeast modules (figure 2a), whereas the standard duplication model, which uses a single value of q mod for the entire network, does not (electronic supplementary material). We also observed a transition in the degree distribution of real modules starting from sparse and power-law-like (low essentiality) to pockets of cliques (high essentiality), and this trend was also visible in the networks produced by our generative model (figure 2b).
Biological insights for the analysis of secure communication networks
Similar to biological networks, communication networks also constantly face failures and attacks [31] . For example, the Internet is regularly targeted with worms that infect and compromise machines [32] , and transport networks such as rsif.royalsocietypublishing.org J. R. Soc. Interface 11: 20140283 the power grid have also experienced similar failures that have led to sudden and widespread blackouts [33] .
We developed a computational model to benchmark the ability of a network to maintain connectivity following an attack that spreads from a single infected node. Typically, infected machines are detected following an attack and then isolated from the network for maintenance (e.g. applying anti-virus software) [32, 34, 35] . A key question is how does such removal affect the ability of all nodes to communicate? This requires a delicate balance: densely connected topologies will have low residual connectivity in the graph after infection because the virus will have spread to many nodes (Material and methods); however, if the initial topology is too sparse, many pairs of nodes will become disconnected from each other and residual connectivity will be equally low. Unlike previous models that consider an attack as only the removal of a single node [9] , in our model hubs may not be safe from infection even if not directly targeted due to the spreading of the virus along edges in the graph.
We first applied the security benchmark to the yeast modules to test whether genetically robust modules are also determined to be robust under our benchmark. We found that highly essential modules had the lowest (worst) residual connectivity after infection (20.430 correlation), which is consistent with our finding that internal modules have topologies that promote efficiency more than robustness.
We next applied our benchmark to two time-evolving communication networks. The first is a sequence of five snapshots of the Gnutella peer-to-peer (P2P) file-sharing network from several consecutive days in August 2002 [36] . The second is a sequence of five snapshots (each separated by six months) of the graph of routers (autonomous systems) representing the Internet [36] . Using our evaluation criteria, we found that the P2P networks had much higher residual connectivity, and hence robustness, than the Internet (figure 3). Given that P2P networks provide a robust storage mechanism and constantly deal with the addition and removal of nodes (users) and edges, this robustness is in agreement with prior work analysing P2P networks [37] . By contrast, the Internet is characterized by a few large service providers whose failure can significantly damage network connectivity, as has been observed recently by the large Amazon failure [38] and other catastrophic failures [9] . Identifying vulnerabilities in a network is also a key security challenge from the perspectives of defence and immunization [39] , information dissemination [40] and network control [41] .
For the P2P network, it is notable that a robust topology emerged, even though no centralized controller is in charge of this process. We next apply our biologically inspired generative model to construct such robust distributed networks.
Designing robust communication networks for varying environmental conditions
Like in biological networks, in many real-world scenarios, noise and susceptibility to attacks may not affect all nodes equally. For example, some subnetworks may be highly controlled or insulated from the outside and therefore require less protection [42] , whereas others may exist in highly variable or unknown environments, requiring more rsif.royalsocietypublishing.org J. R. Soc. Interface 11: 20140283 protection [43] . A key question is: given an expected infection rate g for a subnetwork (i.e. an expected level of attack on the nodes), how should the network be designed to minimize the residual distance (figure 4a; Material and methods) between nodes following the attack? To address this question using the methods derived from the biological networks, we extended our security benchmark to allow for variable infection rates: for each node in a module, with probability g, it becomes infected and spreads the virus as usual, but with probability 1 2 g, it does not get infected and does not spread the virus to any neighbour. When g is low, few nodes become infected and as g increases, more nodes become infected.
To design networks in accordance with g, we varied the value of q mod in the generative model (figure 4b). We found that when g is low, clique-like networks (generated using low values of q mod ) confer the lowest (best) residual routeing distance after infection (figure 4c); on the other hand, as g increases, sparser networks are preferred. However, even in the most noisy of environments (g ¼ 1), the best value of q mod is 0.5, which implies that higher values of q mod result in networks that are initially too sparse to withstand the attack (figure 4c). Thus, our generative model can be used to distributedly design on-the-fly networks that balance robustness and efficiency based on the expected security risk (e.g. in cases where wireless devices enter areas in which security requirements change [44] ).
Discussion
There have been two primary approaches for explaining the robustness of molecular interaction networks, the first highlighting the importance of high connectivity (e.g. redundancy and parallel pathways) and the second highlighting sparsity (e.g. bottlenecks and weakly linked modules). These two directions partly stem from the fact that most previous works studied robustness with respect to global properties of the network as opposed to properties of local subnetworks or modules.
We bridged the gap between the redundancy and sparsity hypotheses by showing how robustness is intricately linked to the function and topology of modules within the global network. We showed that robustness to single gene deletion is better predicted using module topology specific to the gene's function as opposed to global network topology, and we observed a similar gain in accuracy for predicting robustness to double node deletion, i.e. genetic interactions (electronic supplementary material, table S11). For external modules subject to large environmental perturbations, robustness promotes sparse topologies to localize the spread of failures and noise [11] . For internal modules that are relatively insulated from the environment, efficiency is promoted via more connected and redundant structures. While we believe that the most likely explanation for the topological differences we observed in yeast between internal and external modules is due to different robustness requirements, we cannot completely rule out alternative explanations that may be based on the compartments the proteins are active in, or on other issues. Still, the fact that we observed similar efficiency-robustness trade-off between internal and external subnetworks at the cellular and ecological [45] levels suggests that these principles may be deeply ingrained into overall biological network design.
An important question is the evolutionary origin of robustness of biological systems [46] . It is unlikely that a biological system evolves to become robust to genetic knockouts, as these are rare in nature. An interesting hypothesis is that biological systems are constantly subject to environmental insults; thus being robust to non-genetic variations could provide a key evolutionary advantage [47, 48] . The same design may also help the organism withstand genetic variations, including experimental genetic manipulations. Our generative model may help explain how different module topologies emerge using a simple evolutionary process (gene duplication). One characterization of evolutionary rate uses the dN/dS ratio, which measures the selection pressure acting on a gene by computing the ratio of non-synonymous substitutions to synonymous substitutions per site; values more than 1 indicate positive (Darwinian) selection and values less than 1 indicate purifying (stabilizing) selection. We observed that the dN/dS ratio of genes was lower in internal modules (20.218 correlation with module localization score and 0.207 correlation with module gene expression variation). This indicates that the value of the q mod parameter, which we varied in the duplication model, may be linked to the level of environmental exposure of genes in a subnetwork (high q mod ! external module) and may provide a mechanistic explanation to the observed topological differences between internal and external modules. Further, our observation that environmental noise is a key determinant of both module topology and robustness also provides support to the hypothesis that genetic robustness is rsif.royalsocietypublishing.org J. R. Soc. Interface 11: 20140283 evolutionarily selected as a by-product of selection of tolerance to environmental (non-genetic) variability. Our modified duplication-divergence model also opens the door to a hierarchical network organization by changing the q mod parameter for different potential sets of neighbours. Further analysis and discussion of this possibility is beyond the scope of this paper and is left for future work. Moreover, while the modified generative model fits the observed biological modules well and can be used to explain some evolutionary aspects of these networks, it is not intended to model the evolution of online social networks. On the other hand, our model is designed to generate networks with varying levels of robustness depending on the amount of noise the network is expected to encounter.
Recent work has also looked at how coupling between multiple networks may affect network performance and robustness. For example, power stations on the grid depend on communication nodes on the Internet for control, and communication nodes depend on power stations for their electricity supply [49] . Buldyrev et al. [49] assume random failure of nodes, which as we show, is not likely in biology: some proteins are more likely to fail than others and adjusting topology to account for this fact is important. Further, theoretical analyses of dependencies [50] have sought to increase robustness by maximizing algebraic connectivity, which is related to node and edge connectivity, but such measures can be optimized using all-to-all topologies (cliques), which as we discussed, is highly vulnerable to cascading failures in biological systems. Nonetheless, dependencies between entities across biological networks (e.g. proteins and metabolites) are likely to be an important area of future investigation. Previous works have also measured robustness (of single Figure 4 . Security benchmark and robust network design. (a) Computing the residual distance of a graph. Dense network topologies are more sensitive to spreading infections than sparse topologies. Prior to infection, paths in the dense network are shorter, but after removal of infected nodes, the residual graph contains many disconnected pairs of nodes (e.g. purple -yellow nodes), leading to a large residual distance. (b) Examples of module topologies that can arise using three different values of q mod , depending on the environmental variability, g. (c) The effect of noise variability (g) on optimal network design. For varying values of infection g, we grow networks using our duplication-based generative model and plot the residual distance between pairs of nodes after infection. For g ¼ 0, cliques emerge as optimal. As g increases, sparser designs are preferred.
rsif.royalsocietypublishing.org J. R. Soc. Interface 11: 20140283 networks) by determining the size of the largest connected component after some number of nodes has been removed from the graph [51] . As mentioned above, given enough resources, this measure can also be optimized using a clique. Further, this measure does not penalize a network for being inefficient (in terms of path lengths between nodes) despite being connected, which our residual distance captures.
While previous studies have documented the topological similarities of biological and computational networks (e.g. power-law degree distributions [52] and network motifs [12] ), few have attempted to use insights derived from the structure of biological networks to inform the design of robust computing networks. Our security attack benchmark can be used to identify vulnerabilities in a network, and our generative model can be used to design communication networks that are specifically optimized to operate in environments with variable noise. Our results also connect with recent findings in computational security, which has shown that networks with limited connectivity are the most robust for overcoming sybil attacks (where a computational system is overtaken by users who forge fake identities) [53] . By contrast, when communication can be trusted (e.g. when using encrypted messages), redundancy provides several advantages including efficiency and reduced information leakage [54] . Thus, our findings add to recent work that highlights the advantages of joint biological-computational studies which benefit both fields [55, 56] .
Material and methods
Networks, modules, annotations and correlation coefficients
We constructed a yeast interaction network from several databases and recent publications [57, 58] . Essentiality information was taken from the Saccharomyces Genome Deletion Project [59] and modules for yeast were based on gene ontology categories that are known to be involved in key processes in YPD. Both gene essentiality and gene expression are measured independently from the network. Metabolic networks for 75 bacterial species were from Ma & Zeng [60] . Each species was annotated with a niche breadth score from the GenomeMine database [61] . This score ranges from 1 to 5 and indicates whether the species inhabits a narrow and stable environment (5) or a highly complex and dynamic environment (1) [26] .
The C. elegans neuronal network was collected from Varshney et al. [62] . Neurons were divided into two categories-internal (interneurons) and external (sensory or muscle neurons)-using annotations from the Worm Atlas [63] .
The correlation coefficients of gene features versus gene essentiality are computed using the Kendall tau correlation. We used this correlation measure because the target variable (gene essentiality) is binary 0 or 1. For correlations of module features versus module essentiality, we used the Pearson correlation because module essentiality can be any real value between 0 and 1.
The five time-evolving snapshots of the Gnutella filesharing P2P networks from August 2002 were obtained from Leskovec et al. [36] , the largest of which contained 10 876 nodes and 39 994 edges (nodes correspond to Gnutella hosts and undirected edges represent connections between hosts). The five autonomous system networks were obtained from Leskovec et al. [36] , the largest of which contained 6127 nodes and 13 257 edges (nodes represent routers on the Internet). The six snapshots are equally spaced six months apart from 8 November 1997 to 8 November 1999. See the electronic supplementary material for complete details of all data collected and analysed.
Infection model
We adopt a SI model for virus propagation. We are given a graph G ¼ (V, E) with n nodes and an initial infected node u [ V. Our model proceeds in discrete time steps and in each step, all infected nodes attempt to pass the virus to each uninfected neighbour independently with probability b. The state of the network at time t depends only on the state of the network at time t 2 1, and hence this model represents a Markov chain. Let P i,t be the probability that node i is infected at time t. Let z i,t be the probability that node i does not receive the virus from any of its neighbours in the next iteration. This occurs if each infected neighbour fails to pass on the virus, or if the neighbour is not infected. Assuming the infection probabilities are independent:
, where N(i) represents the neighbours of i in G.
A node at time t will be uninfected if it was uninfected at time t 2 1 and it did not receive the infection from any of its neighbours, i.e. P i,t ¼ 1 À (1 À P i,tÀ1 )z i,t : Initially, P u,0 ¼ 1 and for all v = u, P v,0 ¼ 0. Let h t be the expected number of nodes infected at time t. The size of an outbreak caused by the infection of u can now be measured as: E [no. of infected nodes after t iterations] ¼ P n i¼1 P i,t : Typically, the steady state of this equation is solved numerically in the limit as t ! 1 [23] by defining the following dynamical system: P t ¼ P tÀ1 Á bA, where A is the adjacency matrix of G. Chakrabarti et al. [23] proved that for any arbitrary network and for various virus propagation models, in addition to SIS [39] , the epidemic threshold is exactly related to 1/l 1,A , i.e. the higher the first (maximum) eigenvalue of the adjacency matrix, the more likely it is that a single node infection will lead to a global infection.
A limited-duration infection model
We prove that if we do not allow recovery of individual nodes (either because there is no 'individual' treatment or because treatments are done by taking nodes offline) then for connected networks, any infection of a single node will always converge to a full epidemic state (electronic supplementary material, theorem 1). In practice, however, infection can be detected after some time. Our model assumes an infection is detected and removed after t steps (i.e. we expect transient noise in biological systems which after some short time leads to correct behaviour of nodes even without any intervention; in cases of attacks on computer networks, nodes are taken offline once the attack is detected). We thus simulate the infection process for t rounds: in each round, all infected nodes spread the virus to each of its uninfected neighbours independently with probability b.
Topological features for nodes and modules
Using the infection model, we define the infect size of a node as h t /n, i.e. the percentage of nodes that become infected at the end of round t (averaged over 10 restarts). We also define the infect size of a module or network G as the average of the infect sizes of each node in the module or network. In this paper, we used t ¼ 5 and b ¼ 0.1: we selected t ¼ 5 based on analysis of typical pathway lengths in protein interaction databases [64] , and we set b ¼ 0.1 to centre the average score [23] (b Â l 1,A ) of a virus on a PPI module subgraph around 1.0. This model is similar to a SIR model with b ¼ 0.5 and d ¼ 1 (where d is the probability that a node recovers in the next time step after being infected).
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We also computed several additional metrics of a given node in a network, including its degree, centrality (eigenvector and betweenness) and PageRank.
For the network G, we also computed its density, defined as the number of edges divided by the number of possible edges; its normalized eigenvalue, defined as the first (maximum) eigenvalue of its adjacency matrix divided by the number of nodes in G; its normalized maximal independent set size (i.e. the size of the largest set S # G such that no two nodes in S are adjacent, divided by the number of nodes in G); and its average degree over all nodes in G. Normalization is performed to account for variability in the size of the modules. All features are either computed within the global network or the subnetwork induced by a module. See the electronic supplementary material, tables S4 and S5, for full list of features compared.
Security attack benchmark
To model the tension between a propagating virus and the connectivity of the residual graph, we performed the following steps. First, an initial node is infected and the virus is spread using. The SI model above (which is commonly used to simulate attacks on computer networks [32, 23] ) and all resulting infected nodes are isolated. Then, we compute the residual connectivity defined as the probability that there exists a path between any random pair of nodes (including both infected and uninfected nodes) in the residual graph, and we average this probability over 100 randomly chosen initial nodes. Similarly, the residual distance is the shortest path routeing distance between all pairs computed within the residual graph after infection. All residual measures are computed starting from the maximal component of the initial (uninfected) graph. If a pair of nodes is disconnected after infection, their distance incurs a fixed penalty of 10. See the electronic supplementary material for full details.
