Introduction
In this paper, we consider the following initial-boundary value problem of the general Rosenau-RLW equation: related to mass and energy. We know that the ability to preserve some invariant properties of the original differential equation is a criterion to judge the success of a numerical simulation.
The quantities I 1 and I 2 are applied to measure the conservation properties of the present method, calculated by trapezoidal rule for Rosenau-RLW equation.
Some of the previous works on the GRLW equation are inclusive of an implicit secondorder accurate and stable energy preserving finite difference method based on the use of central difference equations for the time and space derivatives [23] , the method of lines based on the discretization of the spatial derivatives by means of Fourier pseudo-spectral approximations [11] , the Fourier spectral method for the initial value problem of the GRLW equation [12] and a linearized implicit pseudo-spectral method [4] . For p = 1, this equation reduces to the regularized long wave (RLW) equation as an important equation in physics media describing phenomena with weak nonlinearity and dispersion waves. Various numerical techniques such as the finite element methods based on least square principle [1, 2, 9] , finite element methods based on Galerkin and collocation principles [5, 7, 20, 22, 3, 24, 18, 8] , Petrov-Galerkin method [6] and Reduced Differential Transform Method [15] have been devised to find numerical solutions of the RLW equation. RBF collocation method has been developed for numerical simulation of GEW equation in [17] . The other special case of the GRLW equation is the modified regularized long wave (MRLW) equation for p = 2. MRLW equation was solved numerically by the collocation method with quintic B-splines [10, 19] and cubic B-splines [11] finite element method.
Recently, Zuo et al. [24] , developed a numerical scheme for solving (1.1) -(1.3) using conservative finite difference method. Existence of its difference solutions have proved by Brouwer fixed point theorem. They have shown that general Rosenau-RLW Equation possesses conservative quantities. They have also proved by the discrete energy method that the scheme is uniquely solvable, unconditionally stable, and second-order convergent. Pan et al. [16] developed a three level finite difference scheme for usual Rosenau-RLW equation. They have discussed the second order convergence of their scheme by discrete energy method.
In this paper, we present a new method to the solution of Rosenau-RLW equation. The method is based on quintic B-splines basis functions for solving equation (1.1) -(1.3).We knows that B-splines have some special features which are useful in numerical work. One feature is that the continuity conditions are inherent, other special feature of B-splines is that they have small local support, i.e. each B-spline function is only non-zero over a few mesh subintervals, so that the resulting matrix for the discretization equation is tightly banded. Due to their smoothness and capability to handle local phenomena, B-splines offer distinct advantages. In combination with collocation, this significantly simplifies the solution procedure of differential equations. There is a great reduction of the numerical effort, because there is no need to calculate the integrals (like in variational methods) in order to form the final set of algebraic equations, which substitutes the given set of nonlinear differential equations. Unlike some previous techniques using various transformations to reduce the equation into more simple equation, the current method does not require extra effort to deal with the nonlinear terms. Therefore the equations are solved easily and elegantly using the present method. This method has also additional advantages over some rival techniques, ease in use and computational cost effectiveness in order to find solutions of the given nonlinear evolution equations. In the present method, the combination of the quintic B-spline collocation method in space with the low-storage fourth-order total variation diminishing SSP-RK54 scheme in time provides an efficient explicit solution with high accuracy and minimal computational effort for the problems represented by (1.1) -(1.3). This paper is organized as follows. In Section 2, description of quintic B-splines collocation method is explained. In Section 3, procedure for implementation of present method is described for equation (1.1) -(1.3). In Section 4, procedure to obtain initial vector which is required to start our method is explained. We present numerical example for different values of p to establish the adaptability of the present method computationally in Section 5. Conclusion is given in Section 6 that briefly summarizes the numerical outcomes.
Description of Method
In quintic B-splines collocation method the approximate solution can be written as a linear combination of basis functions which constitute a basis for the approximation space under consideration.
We consider a mesh a
Our numerical treatment for solving equation (1.1) using the collocation method with quintic B-spline is to find an approximate solution U N (x, t) to the exact solution u(x, t) in the form:
where c j (t) are time dependent quantities to be determined from the boundary conditions and collocation from the differential equation.
The quintic B-spline B j (x) at the knots is given by [13] .
Where
forms a basis over the region of solution domain a ≤ x ≤ b. Each quintic B-spline cover six elements so that each element is covered by six quintic B-splines. The values of B j (x) and its derivative may be tabulated as in Table-1 .
TABLE-1 Coefficient of quintic B-splines and derivatives at nodes
Using approximate function (2.6) and quintic B-spline functions (2.7), the approximate values of U N (x, t) and its four derivatives at the knots are determined in terms of the time parameters c j as follows:
Implementation of Method
Our numerical treatment for solving equation (1.1) using the collocation method with quintic B-splines is to find an approximate solution U N (x, t) to the exact solution u(x, t) is given in (2.6), where c j (t) are time dependent quantities to be determined from the boundary conditions and collocation from the differential equation. From equation (1.1), we have
Now, using (2.6) in (3.9), we get
Using approximates function (2.6) and quintic B-splines functions (2.7), the approximate values of U N t (x) and its four derivatives at the knots/nodes are determined in terms of the time parameters c j as follows:
Using (2.7),(2.8) and (3.11) in (3.10) we get a system of ordinary differential equations as follows:
On L.H.S. of (3.12) we substitute
and R.H.S. = ψ j , then equation (3.12) is written as
and c N +2 , we consider boundary condition for collocation as follows:
From (2.8), (3.11) and (3.14) we geṫ
and c N +2 in (3.13) by using (3.7) then the system of first order differential equation can be written in compact form as
where
Here A is (N + 1) × (N + 1) penta-diagonal matrixĊ and ψ are (N + 1) order vectors which depend on the boundary conditions. Now, we solve the first order ordinary differential equation system (3.8) by using SSP-RK54 scheme [21] . Once the parameter C 0 has been determined at a specified time level, we can compute the solution at the required knots. In (3.8), first we solve this system for vectorĊ by using a variant of Thomas algorithm only once at each time level t > 0 then we get a first order system of ordinary differential equations which can be solved for vector C by using SSP-RK54 scheme and consequently the solution U N (x, t) is completely known.
The initial vector C

0
The initial vector C 0 can be obtained from the initial condition and boundary values of the derivatives of the initial condition as the following expressions:
This yields a (N + 1) × (N + 1) system of equations, of the form
where 
The solution of (4.17) can be found by Thomas algorithm.
Numerical Experiments and Discussion
In order to show the utility and adaptability of the method, it is tested on the following test problem.
In this section the proposed method is apply for different values of p. The accuracy of the scheme is measured by using the following error norms:
Where u and U represent the exact and approximate solutions respectively and h is the minimum distance between any two points of set of points for which the errors are evaluated.
Example: We consider Rosenau-RLW equation (1.1) whose exact solution is given as
where c =
.
Initial condition is extract from exact solution and boundary conditions are taken as u(−30, t) = 0, u(120, t) = 0, u xx (−30, t) = 0, u xx (120, t) = 0.
CASE-1
In first numerical simulation, we take p = 2, h = ∆t = 0.1. We compute L ∞ and L 2 errors for different time levels and results are reported in Table-2 . We compare our results with Pan et. al. It is clearly seen that our results are much better than [16] . We also compute CPU time (in seconds) for different time levels. 
TABLE-2 : The errors of numerical solutions and CPU time for
t ≤ 10 (p = 2, h = ∆t = 0.1) Present Method Pan et al. [16] t L ∞ L 2 CPU time (in seconds) L ∞ [16
CASE-2
In second numerical simulation, we compute L ∞ and L 2 errors for different values of h with p = 2, ∆t = 0.1 at t = 10 and calculate order of convergence using these error norms.
The results are reported in Table-3 . We observe that present method is nearly of second order of convergence with respect to these error norms. We compare L ∞ errors with Pan et al. [16] and found that our results are much better. 
CASE-3
In third numerical simulation, we compute L ∞ and L 2 errors for different values of h with p = 4, ∆t = 0.1 at t = 60 and calculate order of convergence using these error norms. The results are reported in Table-4 .It is clearly seen that present method is of second order of convergence with respect to L ∞ error norm during simulation. 
CASE-4
In fourth numerical simulation, we compute L ∞ and L 2 errors and invariants for different time levels with p = 2 and h= ∆t = 0.1. The results are reported in Table-5 . It is clearly seen that the invariants I 1 and I 2 remains constant during simulation. We also depicted numerical approximate and exact solutions at t = 0, 30 and 60 in Figure-1 and 2 respectively. We also show the CPU time (in seconds) for present method. It is clearly seen that numerical solutions are in good agreement with exact solutions. We compare our results and figures with Zuo et. al [24] . 
CASE-5
In fifth numerical simulation, we compute L ∞ and L 2 errors and invariants for different time levels with p = 3 and h= ∆t = 0.1. The results are reported in Table-6 . It is clearly seen that the invariants I 1 and I 2 remains constant during simulation. We also depicted numerical approximate and exact solutions at t = 0, 30 and 60 in Figure-3 and 4 respectively. We also show the CPU time (in seconds) for present method. It is clearly seen that numerical solutions are in good agreement with exact solutions. We compare our results and figures with Zuo et. al [24] . 
CASE-6
In sixth numerical simulation, we compute L ∞ and L 2 errors and invariants for different time levels with p = 6 and h= ∆t = 0.1. The results are reported in Table-7 . It is clearly seen that the invariants I 1 and I 2 remains constant during simulation. We also depicted numerical approximate and exact solutions at t = 0, 30 and 60 in Figure-5 and 6 respectively. We also show the CPU time (in seconds) for present method. It is clearly seen that numerical solutions are in good agreement with exact solutions. We compare our results and figures with Zuo et. al [24] . 
Conclusion
In this paper, we develop a collocation method for solving nonlinear general Rosenau-RLW equation with Dirichlet boundary conditions using quintic B-splines basis functions. In the present method we apply quintic B-splines for spatial variable and derivatives which produce a system of first order ordinary differential equations. The resulting systems of ordinary differential equations are solved by using SSP-RK54 scheme. The numerical approximate solutions to nonlinear general Rosenau-RLW equation have been computed without transforming the equation and without using the linearization. This method is tested for different values of p = 2, 3 and 6 and the numerical results obtained are quite satisfactory and comparable with the existing solutions found in literature. Easy and economical implementation is the strength of this method. The computed results justify the advantage of this method.
