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Resumen 
 
 
Los modelos de teletráfico son una herramienta fundamental para diseñar y 
optimizar las redes de telecomunicaciones. Los modelos de teletráfico clásicos 
fueron pensados para modelar el primer tipo de tráfico que hubo fue el 
telefónico que se caracterizaba por tener memoria nula. Sin embargo estudios 
recientes han detectado propiedades fractales en diversos tipos de tráfico, con 
lo cual los modelos clásicos han de ser revisados. 
 
En este TFC se pretende estudiar el caso de este comportamiento en redes 
móviles, más concretamente en redes Ad-hoc sobre WLAN. Se ha escogido 
este tipo de redes debido a la gran importancia que están adquiriendo en la 
actualidad las redes inalámbricas en el mundo de las comunicaciones y en 
concreto las ad-hoc por su gran facilidad de instalación y flexibilidad.  
 
Para su análisis se ha utilizado el simulador ns-2 (Network Simulator) para una 
serie de escenarios diferenciados. En las simulaciones se inyectará un tráfico 
con características conocidas y se evaluarán las características del tráfico en 
recepción, por lo que veremos todos los mecanismos intermedios 
(propagación, MAC, etc.) como una “caja negra” que modifica las 
características de la entrada. 
 
Nuestros estudios prosiguen el estudio anterior realizado en [2] en el cual se 
realizaban las simulaciones utilizando el protocolo de transporte UDP. En 
nuestro estudio utilizaremos el protocolo TCP a fin de detectar los cambios 
que se producen y la influencia que ejercen los distintos mecanismos de 
control de flujo y de congestión que implementa TCP. 
 
Entre las pruebas realizadas se variaran distintos parámetros del escenario a 
fin de ver como afecta cada uno de ellos al tráfico. De este modo podremos 
ver efectos como la mitigación que se produce para el tráfico a altas 
frecuencias en recepción debido a las perdidas, o bien la creación de nuevas 
ráfagas producidas por TCP y que aumentarán las componentes de alta 
frecuencia del tráfico. 
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Overview 
 
 
Teletraffic models are a essential tools for designing and optimizing 
telecomunications networks. Classical models are based in telephonic traffic, 
which has no memory. However, recent studies have detected fractal 
propieties in diferent types of traffic. Therefore, the classical models must be in 
some cases revised.  
 
The aim of this Final Degree Work is to study this behaviour in wireless 
networks, concretely Ad-hoc over WLAN networks. We have choosen this type 
of networks because of their increasing popularity.  
 
In order to analise these type of networks different scenarios are carried out 
using the ns-2 simulator (Network Simulator 2). Differences between the 
known traffic sent and the traffic received will be evaluated as if all the 
mechanisms involved (propagation, MAC, etc.) were a “black box”. 
 
Our studies continue the previous work made in [2] where the simulations use 
the UDP transport protocol. In our simulations we will use the TCP transport 
protcol in order to detect changes that can be produced and the influence that 
can cause the different flow and congestion control mecanisms implemented 
by the TCP protocol. 
 
Different parameters will be modified in each simulation in order to see how 
they affect the traffic. This way we can see efects like the mitigation produced 
in high rates and high packet losses and the bursts created by TCP 
implementation which increase at the higher rates and also at the higher 
frequencies of traffic. 
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Introducción  1 
INTRODUCCIÓN 
 
 
Los modelos de teletráfico intentan predecir mediante un conjunto de 
expresiones matemáticas el comportamiento de una red. Modificando 
parámetros en estas expresiones los diseñadores podrán simular diversas 
situaciones en redes sin tener que montarlas, facilitado así su estudio y mejora. 
Es por eso que los modelos de teletráfico son una herramienta fundamental 
para diseñar y optimizar las redes de telecomunicaciones. Encontrar el modelo 
adecuado para cada situación o aplicación en la red es uno de los principales 
retos para los investigadores del sector. Es de vital importancia, entonces, 
estudiar cada caso en particular y encontrar para cada caso el modelo que más 
se asemeje a lo que ocurre en la realidad. 
 
Los modelos de teletráfico clásicos fueron pensados para modelar el primer 
tipo de tráfico que hubo, el tráfico telefónico (basado en conmutación de 
circuitos). Debido a la simplicidad del cálculo que requieren estos modelos, su 
utilización se extendió también al diseño de redes de datos (basadas en 
conmutación de paquetes) cuando estas aparecieron. Pronto los diseñadores 
de redes se dieron cuenta de que los modelos clásicos no predecían con 
exactitud estas nuevas redes y que sería necesario realizar un nuevo modelo 
para cada caso en particular.  
 
Estudios recientes han demostrado que el tráfico actual, el cual prácticamente 
en su totalidad es tráfico de paquetes, puede ser modelado con mayor 
exactitud si en vez de utilizar modelos basados en procesos con memoria nula, 
se utilizan modelos basados en procesos de memoria a largo plazo. Por ese 
motivo, en este TFC nos centraremos en proseguir el trabajo realizado en un 
PFC anterior [2] y simular la influencia que tienen este y otros factores en el 
tráfico en redes Wireless LAN en su modalidad Ad-hoc para distintos 
escenarios. Se escogió este tipo de redes debido a la gran importancia que 
están adquiriendo en la actualidad las redes inalámbricas en el mundo de las 
comunicaciones y en concreto las ad-hoc por su gran facilidad de instalación y 
flexibilidad.  
 
En el estudio antes mencionado se probaron la influencia que ejercen en el 
tráfico el tipo de fuente utilizada, el modelo de propagación y el mecanismo 
MAC. Se demostró la influencia que ejercen la cola MAC y las pérdidas de 
paquetes, mitigando el tráfico en bajas y altas frecuencias respectivamente. Se 
pudo ver entonces que su efecto combinado ejerce una disminución global de 
las propiedades fractales del tráfico. Por último se corroboró la validez de los 
resultados obtenidos mediante pruebas reales, en las cuales al inicio de 
nuestro estudio también participamos. Para todas las pruebas realizadas en 
este estudio el protocolo de transporte utilizado fue UDP 
 
En nuestro estudio queremos ampliar esos resultados y analizaremos que 
cambios se producen si el protocolo de transporte utilizado es el TCP. De este 
modo intentaremos incidir en la influencia que tiene el protocolo TCP, con todos 
sus complejos mecanismos de control y las ráfagas que produce, en este tipo 
de tráfico. 
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Se han elaborado una serie de escenarios sencillos con diferentes 
configuraciones en los que poder extraer las características del tráfico al variar 
diversos parámetros como la carga de la red, el tamaño de paquete, el modelo 
de fuente, el modelo de propagación, etc. De esta forma podemos identificar 
los parámetros que tienen impacto en el tráfico para cada configuración. Los 
resultados obtenidos han sido analizados con Matlab para estudiar el tiempo 
entre llegadas, la tasa agregada y el comportamiento en las diferentes escalas 
tanto del tráfico en emisión como en recepción. De esta forma podemos 
caracterizar el tráfico y obtener la influencia de todos los procesos intermedios 
en las características del tráfico final. 
 
En el capítulo 1 se dará la base teórica necesaria para comprender los 
capítulos siguientes. Se hablará de las características del tráfico fractal así 
como el impacto de este tipo de tráfico en las redes de conmutación de 
paquetes y de que herramientas que existen para poder estudiarlo. 
 
En el capítulo 2 se describirán las redes WLAN en su modalidad Ad-hoc, las 
cuales no disponen de infraestructura. De este modo podremos comprender los 
mecanismos que gobiernan este tipo de redes. En concreto describiremos 
como funcionan las redes WLAN 802.11 y los mecanismos de acceso al medio 
que poseen. 
 
En el capítulo 3 describiremos detalladamente las principales características 
del protocolo de transporte TCP a fin de entender su funcionamiento y 
comprender la influencia podrá tener en el estudio del tráfico fractal. 
 
En el capítulo 4 se detallan la definición de los escenarios, las pruebas 
realizadas y el análisis de la información obtenida. En este capítulo también se 
describen una serie de consideraciones previas que se han de tener en cuenta 
antes de realizar las pruebas finales. 
 
En el capítulo 5 se explicarán y analizarán los resultados obtenidos en todas 
las simulaciones realizadas. Debido a la extensión de las pruebas sólo se 
mostrarán los resultados y algunas gráficas de ejemplo, sin embargo en los 
anexos se puede encontrar un informe completo de todas las simulaciones 
realizadas. 
 
Por último en el capitulo 6 se harán una valoración de los objetivos, las 
conclusiones finales, las líneas futuras de desarrollo y las consideraciones 
éticas y medioambientales.  
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CAPÍTULO 1. FENÓMENOS FRACTALES EN 
TELETRÁFICO 
 
 
1.1 Introducción 
 
Los modelos han sido utilizados en los últimos años en campos tan diversos 
como la biología, medicina, economía, meteorología y un largo etcétera. El 
descubrimiento de características fractales en el teletráfico no fue posible hasta 
la década de los años 1990, debido que hasta entonces no se dispuso de 
mediciones de tráfico de alta resolución [1]. 
 
Los modelos de teletráfico clásicos, al ser postulados, fueron pensados para 
modelar el primer tipo de tráfico que hubo, el tráfico telefónico (basado en 
conmutación de circuitos). Sin embargo al analizar mediciones de tráfico real se 
vio que los modelos clásicos no modelaban con precisión lo que sucedía en 
realidad. Los modelos clásicos estaban basados en procesos de Poisson, que 
representan la duración de cada llegada y el tiempo entre llegadas como 
variables aleatorias exponencialmente distribuidas e independientes; en otras 
palabras, son modelos de memoria nula. En los procesos con memoria nula la 
probabilidad de llegada en un determinado instante es independiente de los 
instantes de llegada anteriores. Esta propiedad, sin embargo, no se cumple 
para redes de conmutación de paquetes. 
 
En los últimos años se ha detectado fractalidad en diversas redes de datos 
como LAN, Ethernet, ISDN, SS#7 y en servicios como transmisión de Vídeo 
VBR, Telnet, FTP, HTTP, P2P entre otros [2] [5]. 
 
 
 
1.2 La autocorrelación 
 
Sea Xt , t ∈  un proceso estocástico de segundo orden, con: 
 
Media estacionaria:   [ ]tXE=µ  
Una varianza estacionaria y finita:    ( )[ ]2µν −= tXE    
Una función de autocovarianza independiente de t ( )( )[ ]µµγ −−= +kttk XXE  
Entonces se define autocorrelación de Xt como:     
0
)( γ
γ kkr =    (1.1) 
Notar que γ0 = ν. 
 
La función de autocorrelación resulta de gran utilidad para encontrar patrones 
repetitivos dentro de una señal como por ejemplo encontrar la periodicidad de 
una señal. Dicho de otro modo esta función nos dirá la similitud que hay entre 
una señal y ella misma desplazada en tiempo.  
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Definimos una nueva serie )(mkX obtenida al promediar la serie original X sobre 
intervalos no sobrepuestos de longitud m para cada m =1, 2, 3... 
 
,...2,1)(1
1)1(
)( == ∑
+−=
kiX
m
X
km
mki
m
k    (1.2) 
 
La varianza de )(mkX  es 
1
1
)(121 −
=


 

 −+= ∑ mkrmk
m
k
m νν    (1.3) 
 
Para una m suficientemente grande se puede aproximar por 
 1
1
)(2 −
=


= ∑ mkrm
k
m νν      (1.4) 
 
Podemos ver entonces que el comportamiento de la varianza dependerá del 
tipo de autocorrelación que presente el proceso: 
 
Si presenta incorrelación (como por ejemplo el ruido blanco) entre 
Xkm-m+1 ... Xkm , r(k) = 0 por k>0 y por tanto νm = ν m-1, es decir, decae como 
1/m. 
 
Si r(k)→ 0 y ∑
k
kr )( < ∞, la varianza decae asintóticamente a cero de 
forma proporcional a 1/m. La autocorrelación es sumable. 
 
Si ∑
k
kr )( → ∞, la varianza decrece a un ritmo menor y se introduce un factor 
α∈(0,1), tal que νm ≈  ν C m1-α.  La autocorrelación no es sumable. 
Especial mención merece el caso en que α = 1 en el cual la autocorrelación sí 
será sumable, ya que ∑
k
kr )( → C (C = Constante) 
 
 
1.3 La autosimilitud 
 
El concepto de autosimilitud está íntimamente ligado al concepto de los 
fractales. Un fractal es un objeto geométrico cuya estructura básica se repite en 
diferentes escalas. 
 
La autosimilitud (self-similarity) se define como la apreciación de una 
estructura estadísticamente similar a lo largo de un amplio rango de escalas, es 
decir que la señal tiene un “aspecto” parecido (estadísticamente hablando) 
aunque se varíe la escala. 
 
Podemos ver un ejemplo en la Fig. 1.1 donde se representan los paquetes 
generados por unidad de tiempo en una red Ethernet. En ella podemos apreciar 
un comportamiento similar para distintas escalas de tiempo. Únicamente en la 
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escala de 100 segundos podemos apreciar un comportamiento ligeramente 
distinto al resto, debido a las diferencias de actividad que existen en la red 
entre el día y la noche. 
 
 
 
Fig. 1.1 Traza de Agosto ’89 de Berkeley (Paquetes por unidad de tiempo) en 5 
escalas diferentes (100, 10, 1, 0,1 y 0,01 segundos). Extraída de [1] 
 
Así pues con este ejemplo gráfico podemos comprobar que el tráfico real tiene 
características fractales, pero cabe decir también que en realidad no es 
exactamente autosimilar. El tráfico real se define más concretamente con 
procesos asintóticamente autosimilares en los que las propiedades estadísticas 
tienden a ser iguales cuando la escala de agregación tiende a infinito, es decir 
para las frecuencias más bajas.  
  
Los procesos autosimilares suelen estar asociados a distribuciones con 
colas fuertes (heavy-tails). Las distribuciones con colas fuertes son aquellas 
en la probabilidad de aparición de valores muy desviados de la media no es 
menospreciable.  
 
La definición matemática de una distribución con colas fuertes es la siguiente: 
 
[ ] ;0 2P X x x α α−> ≈ < ≤     (1.5) 
 
En la Fig. 1.2 tenemos representado un ejemplo de distribución con colas 
fuertes, la distribución de Pareto. Esta distribución sigue la siguiente expresión: 
 
[ ] ( ) k
m
xP X x
x
−> =      (1.6) 
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Donde k es lo que se denomina el índice de Pareto y xm es el modo.  
 
Fig. 1.2 Ejemplo de distribución heavy-tailed, la distribución de Pareto 
generalizada con valores de K < 0, K = 0, K > 0 y xm = 1. Extraída de [7] 
 
En la Fig. 1.3 podemos ver la comparación entre un proceso asintóticamente 
autosimilar (Pareto ON-OFF) y un proceso de Poisson (Exponencial ON-OFF) 
para diferentes escalas de tiempo. La parte sombreada representa la porción 
de señal de la anterior escala. 
 
Si analizamos procesos podemos ver que a medida que se aumenta la escala 
en el proceso de Poisson la señal se pierde variabilidad, mientras que en el 
proceso autosimilar la variabilidad se mantiene. 
 
 
Fig. 1.3 Comparación entre proceso Pareto ON-OFF (izquierda) y Exponencial 
ON-OFF (derecha) a diferentes escalas. Figura extraída de [6] 
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En un proceso autosimilar en teletráfico el tiempo entre llegadas (tiempo entre 
paquetes) será dependiente del tiempo entre llegadas de instantes anteriores y 
por lo tanto, como ya habíamos dicho, tiene “memoria”. En cambio en procesos 
Poissonianos el tiempo entre llegadas es independiente y no depende de los 
instantes anteriores. Se puede decir entonces que un proceso autosimilar tiene 
una especie de “inercia”, es decir que tiende a comportarse como en instantes 
anteriores. Así pues en este tipo de procesos se producirán largas ráfagas de 
paquetes y también largos “silencios”, es decir, no transmisión de paquetes. 
Podemos ver un ejemplo de esto en la Fig. 1.4 donde se puede apreciar las 
distintas llegadas de paquetes para distribuciones de Poisson y autosimilares 
de diferente grado de autosimilitud. 
 
 
 
Fig. 1.4  Ejemplo de las diferentes llegadas de paquetes para distintos tráficos 
a la misma tasa de emisión. 
 
Pasaremos ahora a definir matemáticamente el concepto de autosimilitud: 
 
Sea X = {X(i), i ≥ 1} una secuencia estacionaria, 
 
Consideremos la serie agregada correspondiente al nivel de agregación m, 
obtenida dividiendo la serie original X en bloques no superpuestos de tamaño 
m y promediando cada bloque: 
 
,...,)(1)( 2,1
1)1(
)( == ∑
+−=
kiX
m
kX
km
mki
m    (1.7) 
 
La secuencia estacionaria X será exactamente autosimilar con parámetro H si 
para todos los niveles de agregación m satisface: 
 
)(1 mH
d
XmX −= ,      (1.8) 
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Por el contra, si solo se satisface (1.8) cuando m→ ∞ entonces X será 
asintóticamente autosimilar. 
 
El parámetro de Hurst (H) mide el grado de autosimilitud de los procesos y 
sus valores pueden oscilar entre 0,5 y 1, siendo el proceso más autosimilar 
cuanto más se acerque H a 1. Por el contrario un proceso con H=0,5 no tendrá 
memoria (Proceso Poisson). 
 
 
 
1.4 Dependencia a corto y largo plazo 
 
La dependencia a largo plazo (LRD, Long Range Dependence) es una 
característica que íntimamente relacionada con los procesos autosimilares. 
La dependencia a largo plazo indica que por muy pequeños que sean los 
valores de la función de autocorrelación, al aumentar la escala su acumulación 
no es menospreciable y pueden provocar efectos importantes. Dicho de otro 
modo, el tráfico medido en cualquier instante de tiempo depende del tráfico 
anterior. Así pues, los procesos LRD tienen memoria (a diferencia de los 
procesos Poissonianos) y sus componentes de baja frecuencia son muy 
importantes.  
 
En cambio una función que presente dependencia a corto plazo (SRD) no tiene 
memoria y por tanto sus componentes de baja frecuencia no son significativos. 
 
Pasemos ahora a definir estos dos conceptos matemáticamente: 
 
- Un proceso estacionario Xt tiene dependencia a corto plazo (SRD) si 
 
∑
k
kr )( < ∞ , 
es decir, cuando su función de autocorrelación es sumable. 
 
Esto comporta que los procesos con SRD tienden a comportarse como ruido 
blanco en escalas de agregación muy altas (frecuencias bajas).  
 
- Un proceso estacionario Xt tiene dependencia a largo plazo (LRD) si 
 
∑
k
kr )( ? ∞ , es decir, cuando su función de autocorrelación no es sumable. 
 
Esto comporta que en para escalas de agregación altas los procesos con LRD 
tenderán a comportarse como para escalas más bajas. Dicho de otro modo, 
presentará autosimilaridad. De aquí viene su estrecha relación. 
 
Mención especial merece la distribución exponencial ya que ejerce como 
frontera entre los procesos que presentan dependencia a corto y a largo plazo. 
Los procesos con una autocorrelación que decae como una exponencial 
negativa son SRD. Y por otro lado, los procesos cuya autocorrelación decae a 
un ritmo más lento que la exponencial son LRD. Cabe mencionar también que 
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existen procesos, como los FARIMA, que presentan propiedades de ambos 
tipos, ya que tienen una parte LRD y otra SRD (dependiendo de sus 
parámetros). 
 
 
1.5 Comportamiento en cola del tráfico autosimilar 
 
La dependencia a largo plazo del tráfico tiene un impacto significativo en el 
comportamiento de las colas en los distintos elementos de red 
(multiplexores, routers, etc.) que no se puede predecir con los actuales 
modelos de análisis [8]. La distribución del número de paquetes en espera de 
servicio tiene una cola que decrece subexponencialmente, creando así una 
heavy-tail, a diferencia del caso Poissoniano en el que la cola decrece 
exponencialmente. Esto implica que la posible solución de aumentar la 
capacidad de los buffers para disminuir la pérdida de paquetes es inútil ya que 
una pequeña disminución de las pérdidas significaría un incremento notable del 
retardo de los paquetes. En la Fig. 1.4 tenemos representado el tamaño de la 
cola según la utilización del canal (ρ) para tráficos de Poisson y para tráficos 
autosimilares. Destacar que el tráfico autosimilar tiene un mayor impacto en la 
cola que los de Poisson ya que el tamaño de la cola tiende a infinito para una 
utilización del canal muy inferior. Además se puede observar que, a medida 
que el grado de autosimilitud aumenta, el impacto es mayor.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
   
 
 
 
 
Fig. 1.4  Comparación del tamaño medio de una cola para tráficos 
autosimilares con distinto grado de autosimilitud (H = 0,75 y 0,9) y para 
tráficos Poissonianos (modelos clásicos, M/M/1 y M/D/1). Extraída de [8]. 
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1.6 Ejemplos de procesos autosimilares 
 
 
1.6.1 Movimiento Browniano Fraccional (FBM) 
 
El movimiento Browniano Fraccional (FBM, Fraccional Brownian Motion) es un 
proceso continuo de media nula con incrementos estacionarios y es autosimilar 
con grado de autosimilitud H [5].  
 
Un proceso {x[n]} tiene incrementos estacionarios si, para todo k, los procesos 
desplazados {x[n + k]) – x[k]} tienen idéntica distribución independientemente 
del valor de k. El proceso {x[n]} se dice que es H-sssi si es autosimilar con 
incrementos estacionarios. Un resultado interesante es que el único proceso H-
sssi Gaussiano, {B[n]}, es el movimiento Browniano fraccional [5] [8]. 
 
 
1.6.2 Ruido Gaussiano Fraccional (FGN) 
 
Es el proceso de incrementos del FBM (y[n] = x[n] – x[n-1]). Los procesos 
agregados resultantes tienen la misma distribución que x[n] para todas las H 
[5]. Por lo tanto el FGN (Fractional Gaussian Noise) es un proceso 
exactamente autosimilar de segundo orden y con parámetro autosimilar H 
siempre que 0,5 < H < 1. En la Fig. 1.5 podemos ver la función de 
autocorrelación de un proceso no autosimilar y de un proceso FGN con un alto 
grado de autosimilitud. Nótese como la función de autocorrelación del proceso 
FGN decae a cero muy lentamente mientras que la del proceso no autosimilar 
cae a cero rápidamente. 
 
 
 
 
 
. 
 
 
 
 
 
 
 
 
 
Fig. 1.5 Izquierda: Función de autocorrelación de tráfico no autosimilar con 
H=0,5 (similar a ruido blanco). Derecha: Función de autocorrelación de tráfico 
autosimilar FGN con  H=0,9. 
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1.7 Análisis del tráfico fractal 
 
Una de las características de un proceso LRD es que su densidad espectral 
satisface la relación: 
 
( ) f
c
S f
f α
≈  a medida que  0f →                   (1.10) 
 
Donde el parámetro de escala (α) representa una medida cualitativa de la 
intensidad del fenómeno LRD y se expresa habitualmente como el parámetro 
de Hurst: ( (1 ) / 2H α= + ), mientras que el parámetro de segundo orden (cf) 
tiene dimensiones de varianza y se puede interpretar como una medida 
cuantitativa del proceso. Normalmente se le presta mayor atención a H pero cf 
también es importante ya que determina los intervalos de confianza de la 
estimación. De esta forma el espectro de un proceso LRD tiene una forma 
como se muestra en la Fig. 1.6. 
 
 
Fig. 1.6 Esquema de la forma del espectro de un proceso LRD, donde µj es la 
densidad espectral de potencia. 
 
 
Si representamos el espectro en un diagrama Log-Log obtenemos una recta 
que decae con pendiente -α y con una altura relacionada con cf  (Fig.1.7). 
 
 
  
 
 
 
 
 
 
 
 
Fig. 1.7 Esquema del diagrama Log-Log de un proceso LRD 
 
Gracias a esta propiedad la wavelet permite estimar el parámetro α a partir de 
las potencias (µ) de cada subbanda wavelet como veremos más adelante. 
 
f
/fc f
α
jµ
log f
α−
log jµ
fc
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1.8 La Transformada Wavelet Discreta (DWT) 
 
La Transformada Wavelet Discreta es una herramienta que permite la 
estimación de los parámetros LRD de una forma rápida, precisa y eficiente [10]. 
La idea básica subyacente en la transformada wavelet es estudiar la señal a 
partir de aproximaciones más y más precisas, donde en cada aproximación se 
descartan algunas de las altas frecuencias o “detalles” de la señal original.  
 
1( ) ( ) ( )j j jdetalle t aprox t aprox t−= −    (1.11) 
 
Teóricamente j puede ir desde -∞ a +∞ pero en la práctica se limita entre 1 y J 
escalas. Al variar J simplemente decidimos si ponemos más información en los 
detalles (J grande) o más información en la aproximación final (J pequeño). Sin 
embargo la proyección inicial en los subespacios implica una pérdida inevitable 
de información. 
 
De esta forma se define la transformada wavelet continua (CWT) [11]. Dada 
una función de escala ( )tφ  y una wavelet madre ( )tψ  la CWT es el conjunto de 
detalles, donde cada detalle se calcula mediante el producto escalar de la señal 
de entrada y la wavelet. 
 
,( , ) ,x j kd j k x= 〈 Ψ 〉                                          (1.12) 
 
La elección de la wavelet madre o de la familia wavelet tiene implicaciones en 
la transformación tales como la robustez ante tendencias deterministas, 
eficiencia computacional, clasificación de diferentes regímenes de escala, etc. 
 
Las wavelets se construyen con la se dilatación/contracción y el 
desplazamiento de la wavelet madre. La dilatación/contracción se obtiene 
según el parámetro a mientras que el desplazamiento se obtiene con el 
parámetro b: 
 
,
1( ) ( )a b
t bt
aa
−Ψ = Ψ      (1.13) 
 
La escala es la relación entre las frecuencias centrales de la wavelet madre y 
de las wavelets derivadas de forma que, en este contexto, el dominio de la 
frecuencia (propio de la transformada de Fourier) se puede cambiar por el 
dominio de la escala aunque no hay una correspondencia directa. A pequeñas 
escalas se pueden apreciar los detalles de la señal (frecuencias altas) mientras 
que a escalas grandes se observa la forma general (frecuencias bajas).  
 
La familia de las wavelets posee en si misma la característica de invarianza a la 
escala y los coeficientes de la transformada wavelet reflejan fácilmente las 
posibles invarianzas presentes en la señal analizada. 
Un resultado interesante es que el conjunto de coeficientes ( , )xd j k constituye 
un muestreo en j (escala) y k (tiempo) de los coeficientes de la transformada 
wavelet continua (CWT) donde las muestras se toman en la llamada rejilla 
diádica: 
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( , ) (2 ,2 )j jx xd j k T k=       (1.14) 
 
Por ello se le denomina a esta transformada DWT (Discrete Wavelet 
Transform), donde el parámetro j es el logaritmo en base 2 de la escala 2 ja =  y  
se denomina octava. 
 
Una interpretación intuitiva de la DWT es el banco de filtros (Fig. 1.8). Los 
coeficientes ( , )xa j k y ( , )xd j k  pueden calcularse con una convolución en tiempo 
discreto utilizando dos filtros digitales: h(n) (filtro paso bajo) y g(n) (filtro paso 
alto) y un diezmado a la salida de cada filtro. Este diezmado hace que el 
número de coeficientes a la salida de cada filtro sea aproximadamente la mitad 
de los que tenemos a la entrada.  
 
 
Fig. 1.8 Cálculo de la DWT mediante un banco de filtros digitales. A la derecha 
representación del espectro normalizado. 
 
En cuanto a la teselación tiempo-frecuencia generada por los filtros wavelet 
tenemos que a frecuencias altas existe poca resolución en frecuencia pero 
mucha en tiempo (elevado número de coeficientes) y por el contrario a 
frecuencias bajas tenemos mucha resolución en frecuencia pero poca en 
tiempo (bajo número de coeficientes). Esta característica está ligada al  número 
de coeficientes que obtenemos para cada escala (“frecuencia”) al realizar la 
transformada wavelet, ya que en cada escala el número de coeficientes es la 
mitad que en la escala anterior.  
 
 
1.9 Análisis de procesos fractales mediante la DWT  
 
La principal herramienta para la detección, identificación y estimación de 
fenómenos fractales es el Diagrama LogScale [10]. El diagrama LogScale es 
una representación de las varianzas de cada escala, yj (en el eje de las 
ordenadas), en función de j (en el eje de las abscisas).  
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Donde: 
 
log ( )2y j jµ=                     (1.15) 
 
Esta expresión va ligada con la definición del espectro de un proceso LRD que 
vimos en la Fig. 1.6 donde lo definimos como /fc f
α . De forma que: 
 
log ( ) log ( )2 2j c Cj fµ α= +                                       (1.16) 
 
La variable µj es la varianza de los coeficientes de la subbanda j y puede 
interpretarse como la potencia de la señal en dicha subbanda. Se define con la 
siguiente ecuación. 
 
1 2( , )
1
n j
dx j kj n kj
µ = ∑
=
             (1.17) 
 
Esta gráfica va acompañada de los intervalos de confianza, siendo éstos más 
grandes cuando se va aumentando j ya que el número de muestras se reduce 
aproximadamente a la mitad por cada incremento de j.  
 
El diagrama LogScale nos permite calcular el valor del grado de autosimilitud 
de un proceso, ya que calculando la pendiente α por regresión lineal ponderada 
obtenemos H:  
 
2 1Hα = +  (Si el proceso es autosimilar) 
α = 2H – 1 (Si el proceso es LRD) 
 
De las características del estimador destacamos su simplicidad, rapidez y 
eficiencia. Además es un estimador insesgado, en la práctica el sesgo es muy 
pequeño y la varianza próxima a la óptima para el parámetro de escala (α) y 
para el parámetro de segundo orden (cf) [10]. 
 
En la Fig. 1.9 podemos observar las diferencias de los LogScale para procesos 
Poissonianos y autosimilares. Nótese que las escalas corresponden a la 
inversa de las frecuencias; por lo tanto escalas bajas representan frecuencias 
altas y viceversa. En el primer diagrama podemos ver un espectro plano; si 
sustituimos en la fórmula anterior (para procesos LRD) la pendiente, α (en este 
caso igual a 0) obtenemos una H de 0,5. En el segundo diagrama obtenemos 
una H de (1+ α)/2, en este caso la pendiente α es 0,8 lo que nos da un grado 
de autosimilitud de 0,9. 
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Fig. 1.9 Diagramas LogScale ideales de un proceso Poissoniano (espectro 
plano, H=0,5) y de un proceso autosimilar (espectro donde predominan las 
bajas frecuencias, es decir las escalas altas, H=0,9) 
 
 
Para más información relacionada con conceptos de procesos fractales 
consultar [1] y [5]. 
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CAPÍTULO 2. LAS REDES AD-HOC. 
 
 
2.1 Introducción 
 
Las redes ad-hoc son redes formadas por dispositivos capaces de comunicarse 
con otros a través del medio radio sin contar con ningún tipo de infraestructura 
física. Dicho de otro modo, en estas redes los dispositivos no utilizan ningún 
Access Point para comunicarse ni para configurarse, por tanto se trata de redes 
totalmente descentralizadas. Al no ser centralizadas estas redes requerirán que 
los dispositivos de la red deban realizar funciones de encaminamiento, de esta 
forma dos dispositivos que no estén en el mismo rango de cobertura podrán 
comunicarse a través del resto. Los dispositivos de estas redes podrán ser 
móviles y por tanto la topología de la red será totalmente cambiante y arbitraria.  
Estas redes son también conocidas como Mobile Ad Hoc Networks (MANETs). 
 
 
Las características principales de una red ad-hoc son las siguientes: 
 
? Topología dinámica y autónoma 
? Variabilidad elevada del canal radio 
? Comunicación basada en multi-hop 
? No requieren de infraestructura (ni estaciones base ni red fija) 
? Menor ancho de banda que las redes cableadas 
? Energía de los dispositivos de vida útil limitada (baterías) 
? Protocolos distribuidos (no existe una entidad central) 
 
Las redes ad-hoc se pueden formar sobre diversas tecnologías base 
inalámbricas como las redes WLAN (Wireless LAN) definidas en el estándar 
802.11 o las WPAN (Wireless Personal Area Network) definidas en dos 
estándares: el 802.15 y el estándar Bluetooth. 
 
En este documento nos centraremos en las redes ad-hoc formadas sobre 
Wireless LAN (WLAN). 
 
 
2.2 Las redes WLAN 
 
Las redes WLAN (Wireless Local Area Network) son sistemas de comunicación 
de datos inalámbricos muy utilizados como alternativa a las redes LAN 
cableadas o como una extensión de éstas. Utilizan tecnología de 
radiofrecuencia que permite mayor movilidad a los usuarios al eliminarse las 
conexiones cableadas. Las características más importantes de estas redes son 
movilidad, flexibilidad y facilidad de instalación. 
 
El protocolo IEEE 802.11 o WI-FI es un estándar de comunicaciones de la 
IEEE que define el uso de los dos niveles más bajos de la arquitectura OSI 
(capas física y de enlace), especificando sus normas de funcionamiento en una 
WLAN. El estándar original de este protocolo data de 1997, era el IEEE 802.11 
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con velocidades de 1 hasta 2 Mbps y trabajaba en la banda de frecuencia de 
2,4 GHz. En la actualidad no se fabrican productos sobre este estándar. La 
siguiente modificación apareció en 1999 y fue designada como IEEE 802.11b, 
esta especificación trabaja a velocidades de 5 hasta 11 Mbps, también en la 
frecuencia de 2,4 GHz. Se realizó además una especificación sobre una 
frecuencia de 5 Ghz que alcanzaba los 54 Mbps, era la 802.11a y resultaba 
incompatible con los productos de la b y por motivos técnicos casi no se 
desarrollaron productos. Posteriormente se incorporó un estándar a esa 
velocidad y compatible con el b que recibiría el nombre de 802.11g. En la 
actualidad la mayoría de productos son de la especificación b y de la g. 
 
 
2.3 El mecanismo de acceso al medio (MAC) en 802.11 
  
2.3.1 CSMA/CA 
 
CSMA/CA (Carrier Sense Multiple Access with Collision Avoidance) es el 
método de acceso básico utilizado para redes wireless 802.11. Este método de 
acceso está basado en una técnica llamada Distributed Coordination Function 
(DCF). 
 
Cuando una estación quiera transmitir realizará los siguientes pasos: 
 
• Escucha el canal para ver si alguien está transmitiendo. 
 
o Si el canal está libre durante un periodo de tiempo igual al DCF 
InterFrame Space (DIFS), igual para todas las estaciones, empieza a 
transmitir la trama. 
? Si el canal está ocupado se espera a que el emisor termine y 
reciba su ACK, cuando el medio vuelva a estar libre se 
continuará escuchando un tiempo DIFS. 
? Si el medio continúa libre durante el tiempo DIFS la estación 
entra en el estado de back-off. En el estado de back-off la 
estación calcula un tiempo aleatorio entre cero y el periodo de 
Contention Window (CW) llamado BI (Back-off Interval). 
o Si el medio continúa libre durante este periodo la estación transmite 
la trama. 
o En el caso que otra estación empiece a transmitir se guarda el 
tiempo restante de BI. 
 
Ocurre una colisión en el caso en que dos o más estaciones elijan el mismo 
tiempo de back-off, en este caso las estaciones que han causado la colisión 
esperan un DIFS y vuelven a entrar en el estado de back-off calculando un 
nuevo BI pero esta vez doblando el CW. En la Fig. 2.1 podemos ver un ejemplo 
de funcionamiento del DCF. 
 
En el caso de tener tramas con un único destino se utiliza el mecanismo de 
ACK’s. Para transmitir un ACK el espaciado entre tramas es un SIFS (Short 
IFS) que al ser más corto que un DIFS permite que el ACK sea el primer 
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paquete que se envía después de una trama facilitando así que no se 
produzcan colisiones (Fig. 2.2). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2.1 Ejemplo de funcionamiento del DCF. Extraída de [14] 
 
 
 
 
 
 
 
 
 
 
Fig. 2.2 Ejemplo de envío de ACKs. Extraída de [14] 
 
 
2.3.2 El mecanismo RTS/CTS 
 
El mecanismo RTS/CTS es una extensión opcional del mecanismo DCF común 
en implementaciones comerciales. Esta opción previene de un gran número de 
colisiones producidas por el problema del terminal oculto y el problema del 
terminal expuesto que el mecanismo DCF es incapaz de evitar. Estos 
problemas ocurren cuando existen al menos tres nodos que intentan 
comunicarse.  
 
El terminal oculto es el fenómeno producido cuando una estación quiere 
transmitir a otra que puede estar en el rango de cobertura de otras estaciones 
que la primera no puede escuchar. Por lo tanto, la estación puede creer que el 
medio está libre cuando para la estación receptora no lo está.  
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El terminal expuesto sin embargo se da cuando la estación que quiere 
transmitir escucha que el medio está ocupado cuando para la estación 
receptora no lo está, ya que no está en el mismo rango de cobertura que el de 
todas las estaciones que escucha la primera.  
 
Para evitar estos problemas la estación que quiere transmitir envía primero un 
paquete RTS y espera que la estación receptora le indique que está libre para 
recibir las tramas con un paquete CTS (Fig. 2.3). En la Fig. 2.4 podemos ver 
con más detalle la secuencia de la transmisión de una trama utilizando el 
mecanismo RTS/CTS. 
 
 
 
Fig. 2.3 Problema del terminal oculto y expuesto 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2.4 Esquema temporal del envío utilizando RTS/CTS. Extraída de [15] 
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2.4 Influencia de las características de las redes ad-hoc 
WLAN sobre el tráfico fractal  
 
 
Diversos estudios han sido realizados, recientemente, con el fin de determinar 
que influencias ejercen los protocolos que goviernan las redes ad-hoc WLAN 
sobre el tráfico fractal. Sin embargo, hasta la fecha han sido muy pocos los 
estudios realizados en esta área de las telecomunicaciones. A continuación 
comentaremos los estudios más relevantes que se han realizado. 
 
Liang [18] utilizó las propiedades fractales encontradas en redes ad-hoc reales 
para hacer predicciones sobre el tráfico. 
 
Yu y Petropolu [23] estudiaron la propagación de tráfico autosimilar a través del 
medio radio y observaron que la fractalidad podía desaparecer si los buffers 
eran grandes en comparación con la capacidad del canal.  
 
Un estudio un poco más cercano al que nosotros realizamos es el de Tickoo y 
Sikdar [20], que estudia en profundidad las propiedades del tráfico fractal y su 
influencia en redes WLAN 802.11. Se presenta un modelo analítico del tiempo 
entre llegadas en 802.11 y se demuestra un efecto de mitigación de la LRD 
provocado por el propio mecanismo de acceso al medio. El estudio se completa 
con simulaciones donde se utiliza tráfico fractal en emisión y se expone la 
posibilidad de obtener un tráfico multifractal con la agregación de diversos 
flujos.  
 
Y para acabar la última aportación realizada en este ámbito es el estudio 
realizado en [2], del cual nosotros pretendemos proseguir su estudio. A 
diferencia de en [20], en este estudio se realizaron simulaciones sobre 
escenarios muy sencillos a fin de determinar las bases que caracterizaran este 
tipo de tráfico de una forma más “limpia” y sencilla, es decir, para no verse 
afectada por otros aspectos. Se identifico la cola MAC y las pérdidas como 
mitigadores del tráfico en las escalas bajas y altas, respectivamente. Al 
combinarse ambos efectos, se obtenía una disminución global de 
características fractales en el tráfico. También se corroboraron estas 
características con pruebas reales, en las que al inicio de nuestro estudio 
también fuimos participes, donde se encontró el mismo efecto. Si se desea 
consultar los resultados de estas pruebas se puede consultar el Anexo 11 o 
para más detalle en [2].  
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CAPÍTULO 3. EL PROTOCOLO TCP 
 
 
3.1 Introducción 
 
El protocolo TCP (Transmission Control Protocol) es en la actualidad y con 
gran diferencia el protocolo de transporte más utilizado de Internet (a 
comienzos del siglo XXI, TCP es usado en el 90% de todos los paquetes que 
circulan por Internet) [4]. Entre las aplicaciones más comunes que utilizan este 
protocolo se encuentran HTTP/HTTPS (World Wide Web), SMTP/POP3/IMAP 
(correo electrónico), FTP (transferencia de ficheros) y P2P.  
 
 
3.2 Principales características 
 
Dentro de la pila de protocolos de la OSI, el protocolo TCP es una capa 
intermedia entre la capa IP y la capa de aplicación. Muchas aplicaciones 
requieren fiabilidad en sus conexiones, es decir asegurar que los datos van a 
llegar correctamente, y la capa IP no la asegura. TCP añade las funciones 
necesarias para prestar un servicio que permita que la comunicación entre dos 
sistemas se efectúe: 
 
? libre de errores.  
? en orden.  
? sin pérdidas.  
? sin duplicaciones.  
 
Las aplicaciones envían flujos de bytes a la capa TCP para ser enviados a la 
red. TCP divide el flujo de bytes llegado de la aplicación en segmentos de 
tamaño apropiado (normalmente esta limitación viene impuesta por la unidad 
máxima de transferencia (MTU) del nivel de enlace de datos de la red a la que 
la entidad está asociada) y le añade sus cabeceras. Entonces, TCP pasa el 
segmento resultante a la capa IP, donde a través de la red, llega a la capa TCP 
de la entidad destino.  
 
TCP comprueba que ningún segmento se ha perdido dando a cada uno un 
número de secuencia, que es también usado para asegurarse de que los 
paquetes han llegado a la entidad destino en el orden correcto. TCP devuelve 
un paquete de reconocimiento (ACK) que asiente los bytes que han sido 
recibidos correctamente; un temporizador en la entidad origen del envío 
causará un timeout si el asentimiento no es recibido en un tiempo razonable, y 
en caso de superar ese tiempo el (presuntamente desaparecido) paquete será 
entonces retransmitido.  
 
Para asegurar una conexión libre de errores, TCP revisa que no haya bytes 
dañados durante el envío usando un checksum, que es calculado por el emisor 
en cada paquete antes de ser enviado, y comprobado por el receptor. 
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3.3 Fases de establecimiento y cierre de conexión 
 
TCP es un protocolo que está orientado a conexión. En cada transferencia de 
datos habrá un previo un establecimiento de conexión al inicio y un posterior 
cierre de conexión. También proporciona un mecanismo para distinguir 
distintas aplicaciones dentro de una misma máquina a través del concepto de 
puerto. De esta forma se podrán mantener al mismo tiempo distintas 
conexiones TCP.  
 
Toda conexión TCP consta de tres fases: 
 
1. Establecimiento de conexión 
2. Transferencia de datos 
3. Cierre de conexión 
 
Para realizar el establecimiento de conexión se usa el procedimiento llamado 
negociación en tres pasos (three-way handshake). Durante este estado de la 
conexión el emisor y receptor se intercambiarán números de secuencia 
iniciales. (Ver Fig. 3.1) 
 
Aunque es posible que un par de entidades finales comiencen una conexión 
entre ellas simultáneamente, normalmente una de ellas abre un socket en un 
determinado puerto TCP y se queda a la escucha de nuevas conexiones. Es 
común referirse a esto como apertura pasiva, y determina el lado servidor de 
una conexión. El lado cliente de una conexión realiza una apertura activa de un 
puerto enviando un segmento SYN inicial al servidor como parte de la 
negociación en tres pasos. El lado servidor respondería a la petición SYN 
válida con un paquete SYN/ACK. Finalmente, el cliente debería responderle al 
servidor con un ACK , completando así la negociación en tres pasos (SYN, 
SYN/ACK y ACK) y la fase de establecimiento de conexión. 
 
La fase de cierre de la conexión usa una negociación en cuatro pasos (four-
way handshake), terminando la conexión desde cada lado independientemente. 
Cuando uno de los dos extremos de la conexión desea parar su "mitad" de 
conexión transmite un paquete FIN, que el otro interlocutor asentirá con un 
ACK. Por tanto, una desconexión típica requiere un par de segmentos FIN y 
ACK desde cada lado de la conexión. 
 
  
 
Fig. 3.1 Establecimiento y cierre de una conexión TCP. Extraída de [9]. 
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3.4 Fase de transferencia de datos 
 
Durante la transferencia de datos el protocolo TCP dispone de una serie de 
mecanismos que dan fiabilidad y robustez al protocolo. Entre ellos están 
incluidos el uso del número de secuencia para ordenar los segmentos TCP 
recibidos y detectar paquetes duplicados, checksums para detectar errores, y 
asentimientos y temporizadores para detectar pérdidas y retrasos. 
 
En el establecimiento de conexión, el emisor y receptor se intercambian los 
números iniciales de secuencia. Estos números sirven para identificar los datos 
dentro del flujo de bytes. En todo segmento TCP hay dos números de 
secuencia, el número de secuencia y el número de reconocimiento. Un emisor 
TCP se refiere a su propio número de secuencia cuando habla de número de 
secuencia, mientras que con el número de asentimiento se refiere al número de 
secuencia del receptor. La fiabilidad del protocolo se consigue enviando el 
receptor un paquete de reconocimiento al emisor cuando los datos le lleguen. 
Así pues el emisor podrá saber si los datos han sido correctamente enviados 
cuando reciba su reconocimiento.  
 
Existen diferentes dos tipos de implementaciones del reconocimiento de los 
datos. En el caso más sencillo el receptor reconoce con un ACK cada uno de 
los paquetes que le llegan. La otra posibilidad es el reconocimiento acumulativo 
(delayed ACK) en donde se envía un paquete de reconocimiento cada cierto 
tiempo y este reconoce todos los datos que han llegado correctamente hasta 
ese momento (en nuestras simulaciones este valor estará fijado en 100 ms). 
 
El control de las pérdidas de paquetes se realiza conjuntamente mediante los 
reconocimientos y un temporizador. Este temporizador se utiliza para poder 
detectar las pérdidas de paquetes o bien de ACKs y se activa cada vez que se 
transmite un paquete. El cálculo del timeout de retransmisión (RTO) se va 
actualizando periódicamente, para adaptarse al tráfico que haya en la red, y 
está directamente relacionado con el RTT (Round Trip Time) que es el tiempo 
que pasa desde que se envía un paquete hasta que se recibe su ACK. Además 
el valor del RTO se dobla cada vez que se produzca una pérdida por timeout, 
para así ralentizar las retransmisiones y no congestionar más la red. Se 
considerará que un paquete se ha perdido cuando se agote el RTO 
(Retransmission TimeOut) o bien cuando se reciban tres ACKs duplicados, lo 
cual significa que han llegado correctamente tres paquetes posteriores al 
paquete esperado. En caso cualquiera de estos dos casos se procederá a la 
inmediata retransmisión del paquete en cuestión. 
 
 
3.5 Control de flujo 
 
TCP implementa una técnica que se denomina control de flujo que permite 
sincronizar el envío de información entre dos entidades que producen/procesan 
la misma a distintas velocidades. En el caso de que el emisor tenga una 
producción de datos más rápida que la velocidad de proceso del receptor, este 
último enviará información de control al emisor para que este reduzca su tasa 
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de envío. De esta forma , parando a la fuente cada cierto tiempo, el receptor 
puede procesar el tráfico que le envía el nodo. 
 
Para realizar este control TCP utiliza un concepto llamado ventana deslizante. 
Esta ventana se puede ver como tres punteros móviles dentro del flujo de bytes 
de una conexión TCP. Un puntero nos indicará los datos transmitidos y 
reconocidos, otro puntero nos indicará los datos transmitidos pero aun sin 
reconocer y por último otro puntero nos indicará los datos que podemos 
transmitir (Ver Fig. 3.2). 
 
 
 
 
 
Fig. 3.2 Ventana deslizante dentro de un flujo de bytes. Extraída de [22]. 
 
 
El tamaño de la ventana de recepción TCP (advertised window) es la cantidad 
de datos recibidos (en bytes) que pueden ser metidos en el buffer de recepción 
durante la conexión. La entidad emisora puede enviar una cantidad 
determinada de datos pero antes debe esperar un asentimiento con la 
actualización del tamaño de ventana por parte del receptor. 
 
Un ejemplo sería el siguiente: un receptor comienza con un tamaño de ventana 
x y recibe y bytes, entonces su tamaño de ventana será (x - y) y el transmisor 
sólo podrá mandar paquetes con un tamaño máximo de datos de (x - y) bytes. 
Los siguientes paquetes recibidos seguirán restando tamaño a la ventana de 
recepción. Esta situación seguirá así hasta que la aplicación receptora recoja 
los datos del buffer de recepción. 
 
 
 
3.6 Control de congestión 
 
El control de congestión es un concepto más amplio que el control de flujo. 
Comprende todo un conjunto de técnicas para detectar y corregir los problemas 
que surgen cuando no todo el tráfico ofrecido a una red puede ser cursado, 
cuando no se cumplen los requerimientos de retardo, u otros aspectos 
necesarios desde el punto de vista de la calidad del servicio. El control de 
congestión involucra a toda la red, y no sólo a un remitente y un destinatario de 
información, como el control de flujo. 
 
En teletráfico el caudal es el volumen de datos por unidad de tiempo que 
atraviesan la red. El caudal depende del tipo de red y tiene un valor nominal 
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máximo, que no podremos superar en ningún caso. Pero además, la red no 
ofrece el mismo caudal real si se le ofrece poco tráfico o si se le ofrece mucho. 
 
En la Fig. 3.3 podemos ver un ejemplo del caudal en función del tráfico 
ofrecido. La curva (1) representa el comportamiento ideal de la red: hay 
linealidad hasta llegar a la capacidad nominal de la red, momento en el que el 
tráfico cursado se satura. La curva (2) representa el comportamiento real típico 
de una red. Como puede observarse, al llegar a la zona de saturación, cuanto 
más tráfico se ofrece menos tráfico se cursa. Esto es debido, por ejemplo, a 
que los paquetes tardarán mucho tiempo en llegar a su destino, y mientras 
tanto serán retransmitidos por la fuente, pensando que se han perdido por el 
camino. Esto, a su vez, origina una explosión de tráfico, ya que cada paquete 
es retransmitido varias veces, hasta que consigue llegar a tiempo al destino. 
Para evitar esa degradación, se introduce el control de congestión que trata de 
aproximar el comportamiento de la red al dado por la curva (3), evitando así 
entrar en una zona de degradación. 
 
 
 
Fig. 3.3 Caudal en función del tráfico ofrecido. Extraído de [12]. 
 
 
La congestión puede ser debida a distintas causas. Algunas de las principales 
causas son: 
 
? Memoria insuficiente de los conmutadores (routers o switches) 
? Insuficiente CPU en los nodos 
? Velocidad insuficiente de las líneas 
 
El control de congestión consta de diversos mecanismos que intentan evitar 
que la red se congestione. Algunos de los mecanismos más importantes que 
incorpora TCP para controlar la congestión son: Slow Start, Congestión 
Avoidance, Fast Retransmit y Fast Recovery. 
 
Antes de explicar con detalle en que consisten estos mecanismos y para poder 
entenderlos definiremos el concepto de ventana de congestión (cwnd). La 
ventana de congestión nos indica la cantidad de datos que se pueden enviar 
sin que la red se congestione. La ventana de congestión esta definida en 
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términos de bytes y su tamaño no puede ser menor al MSS (Tamaño máximo 
de segmento). Los mecanismos de control de congestión adaptaran el valor de 
esta ventana al tráfico de la red y siempre intentarán, cuando no exista 
congestión, que ese valor se aproxime lo máximo posible a la ventana óptima. 
La ventana óptima es aquella que al enviar los datos aprovecha todo el canal y 
se fija como el producto del retardo y el ancho de banda de la conexión. 
 
Wóptima = Retardo · BW    (3.1) 
 
Cuando la ventana sea menor que la Wóptima habrá ineficiencias (se 
desaprovechara ancho de banda). Y en el caso de que la ventana sea mayor 
no se podrán absorber todo el trafico y las colas intermedias se llenaran 
aumentando potencialmente la probabilidad de que se pierdan paquetes. 
 
TCP utilizará como ventana máxima (Wmax) el mínimo entre la advertised 
window (ventana receptor) y la ventana de congestión para así evitar tanto que 
se congestione la red como que se sature al receptor. Así pues la ventana 
efectiva será: 
 
Wefectiva = Wmax - (UBE - UBR)   (3.2) 
 
Donde :   UBE: Último byte enviado 
     UBR: Último byte reconocido 
 
La idea del control de congestión es controlar la ventana efectiva mediante la 
ventana de congestión, incrementando la ventana de congestión si disminuye 
la congestión o bien disminuyéndola cuando la congestión aumente.  
 
 
 
3.6.1 El mecanismo Slow-Start 
 
Este es el mecanismo que se suele utilizar para “levantar” desde cero una 
conexión TCP por lo que se trata de un algoritmo bastante agresivo. Aumenta 
el tamaño de la ventana de congestión cada vez que recibe un reconocimiento 
de un paquete, con el objetivo de alcanzar lo antes posible el tamaño de 
ventana óptimo.  
 
El algoritmo de Slow Start empieza con una fase de crecimiento exponencial 
donde cada RTT se incrementa la ventana de congestión siguiendo la siguiente 
fórmula: cwnd = cwnd x 2. O bien dicho de otro modo, por cada reconocimiento 
recibido se aumenta en 1 MSS el tamaño de la ventana de congestión. 
Podemos ver entonces que en el mecanismo de Slow Start el crecimiento de la 
ventana es exponencial en RTT y lineal en ACK. La fase de Slow Start durará 
hasta que la ventana de congestión alcance el valor del umbral (threshold) de 
Slow Start. Una vez se alcance este valor se pasará al estado de Congestion 
Avoidance donde a fin de reducir la congestión el crecimiento en cada RTT 
pasará a ser lineal (cwnd = cwnd + 1).  
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Cuando se detecte una pérdida de paquete (por timeout) el threshold se divide 
por dos y el algoritmo se reinicia volviendo cwnd a su valor inicial. 
 
 
3.6.2 El mecanismo Congestion Avoidance 
 
El objetivo del mecanismo de Congestion Avoidance de TCP es como bien 
dice su nombre el de evitar la congestión durante una sesión TCP. Para ello 
cuando la ventana de congestión supere el threshold de Slow Start entraremos 
en este estado y por cada reconocimiento recibido se aumentará la ventana de 
congestión (cwnd = cwnd + 1/cwnd).  
 
En este estado cuando se detecte una pérdida de paquete (por timeout) al igual 
que para  Slow Start se dividirá el threshold por dos y cwnd vuelve a su valor 
inicial iniciándose otra vez la fase de Slow Start. Podemos un posible un inicio 
de transmisión en la Fig. 3.4 para apreciar una posible evolución de la ventana 
de congestión. 
 
 
 
Fig. 3.4 Ejemplo de evolución en el tiempo de la ventana de congestión en el 
inicio de una conexión TCP. Extraído de [31]. 
 
 
3.6.3 Mecanismos Fast Rentransmit y Fast Recovery 
 
En las primeras implementaciones de TCP y al realizar el control de congestión 
los investigadores se dieron cuenta que al producirse una pérdida de paquete 
se perdía mucho tiempo hasta que se agotara el RTO. Debido a esto se agregó 
a TCP un nuevo mecanismo llamado Retransmisión Rápida (Fast 
Retransmit). 
 
Cada vez que llega un paquete al receptor, éste responde con un ACK, aún 
cuando el número de secuencia ha sido reconocido. Entonces, cuando un 
paquete llega fuera de orden, es decir, TCP no puede reconocer el dato que 
contiene el paquete porque datos anteriores aún no han llegado, TCP reenvía 
el mismo ACK que envió la última vez. Esta segunda transmisión del mismo 
ACK se denomina ACK duplicado. Cuando el lado transmisor ve el ACK 
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duplicado, sabe que el otro lado ha recibido un paquete fuera de orden, lo que 
le sugiere que un paquete enviado con anterioridad se perdió. Como es posible 
que el paquete no se haya perdido sino que únicamente se haya retrasado a la 
práctica se considera que habrá una pérdida cuando se reciban hasta 3 ACKs 
duplicados.  
 
Así pues con este método se podrá detectar cuando se haya producido una 
pérdida antes de que expire el RTO. Cuando un emisor reciba 3 ACKs 
duplicados responderá con la inmediata retransmisión del paquete que se ha 
perdido. 
 
Finalmente es posible introducir una nueva mejora llamada Recuperación 
Rápida (Fast Recovery). Si detectamos pérdida por ACKs duplicados no 
volvemos a la fase de Slow Start, en su lugar la ventana de congestión pasa a 
ser la mitad de cuando se detectó la pérdida; y además el  threshold de Slow 
Start pasa a ser: 
 
ssthresh = max (FS / 2 ,  2 x MSS)   (3.3) 
 
donde FS (Flight Size) = Cantidad de datos enviados pero aún no reconocidos 
 
 
 A su vez hasta que no se reconozca el paquete retransmitido, por cada ACK 
repetido que llegue aumentaremos en un MSS la cwnd y podremos mandar un 
nuevo paquete (si la ventana efectiva lo permite). De esta forma seguimos 
haciendo Fast Retransmit hasta que el paquete perdido llegue a su destino. Si 
no siguiéramos enviando nuevos paquetes, vencería el timeout y durante ese 
rato se habría vaciado el canal creando ineficiencia. 
 
Al igual que en Slow Start y Congestion Avoidance cuando expire el RTO para 
algún paquete se inicializa cwnd, se inicia Slow Start y se divide por dos el 
threshold. 
 
 
 
3.7 Influencia de las características del protocolo TCP sobre 
el tráfico fractal  
 
Hasta la fecha se han realizado gran cantidad de estudios respecto a las 
características fractales que ofrece el tráfico TCP. Nos pararemos a mencionar 
dos de los estudios más significativos. 
 
Jiang y Dovrolis estudiaron en [4] las ráfagas que se producen a escalas bajas 
en el tráfico TCP, en particular cita las causas del self-clocking que realiza TCP 
en su conexión (existe un autogobierno de la tasa de emisión por parte de los 
mecanismos TCP, el emisor envía cuando recibe ACKs del receptor) y de las 
colas que se llenan, produciendo a su vez más ráfagas. También demostraron 
que la agregación de diversos flujos TCP no produce menos correlación en el 
tráfico. 
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Estos mismos autores estudiaron en [26] con más profundidad las causas y 
efectos de las ráfagas que se producen en el tráfico, en particular para TCP. 
Demuestra que distintas de las características de TCP producen ráfagas de 
paquetes: el mecanismo Slow Start, la Recuperación Rápida con el mecanismo 
de Fast Retransmit, el comportamiento de los ACKs (acumulación, retardos o 
bien pérdidas de los mismos), la reordenación de paquetes, etc. 
 
Concluimos pues que este comportamiento a ráfagas intrínseco en el 
funcionamiento de TCP puede tener una gran influencia en el tráfico que 
estudiaremos en nuestras simulaciones. 
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CAPÍTULO 4. ESCENARIOS DE SIMULACIÓN 
 
 
4.1 Introducción 
 
En este capítulo presentaremos los escenarios de las simulaciones que vamos 
a realizar. Los escenarios escogidos son idénticos a los utilizados en [2] a fin 
de poder comparar mejor los resultados. Las simulaciones están basadas en 
redes ad-hoc sobre WLAN y su objetivo es determinar las características del 
tráfico que circula por este tipo de redes. Se inyectará un tráfico con 
características conocidas a la red y se estudiará el tráfico obtenido en 
recepción. De esta forma consideramos todos los mecanismos intermedios de 
la red como una “caja negra” que realiza una especie de filtrado del tráfico 
modificando las características de la entrada. 
 
Primero se partirá de un escenario muy sencillo, únicamente contará con dos 
nodos un emisor y un receptor. Posteriormente se irán añadiendo nodos y los 
escenarios se irán complicando.  
 
Cada escenario tendrá una topología diferente, en la que se realizaran 
diferentes simulaciones fijando algunos parámetros y variando otros. Se 
variaran los parámetros uno a uno de forma que se pueda detectar la influencia 
que ejerce cada uno sobre el tráfico enviado y recibido.  
 
Los resultados obtenidos en cada escenario se tendrán en cuenta en la 
elección de las simulaciones de los escenarios posteriores. Así, de esta forma, 
se intenta evitar la repetición de simulaciones para parámetros que no aportan 
cambios significativos en el tráfico. Partiremos del Escenario 1 variando todos 
los parámetros que consideramos que pueden tener importancia en el tráfico. A 
partir de los resultados de éste veremos que parámetros no afectan al tráfico y 
los mantendremos fijos en los próximos escenarios. 
 
El simulador que utilizaremos es el ns-2, que aparte de ser uno de los más 
utilizados es de libre distribución. La versión que utilizaremos es la 2.28. Cabe 
mencionar que el uso de este simulador no ha sido sencillo por la dificultad de 
manejo de las simulaciones y las muchas incompatibilidades que existen en 
sus múltiples actualizaciones. Además consideramos que la documentación 
que hay sobre el tema es bastante limitada y que para resolver problemas en la 
mayoría de los casos se ha tenido que recurrir a los Mailing Lists en donde no 
siempre se encuentra la solución. 
 
 
4.2 Las simulaciones 
 
4.2.1 Escenarios 
 
Las simulaciones están divididas en 5 escenarios. El Escenario 1, el más 
sencillo de todos, consta de dos nodos wireless y un enlace unidireccional (Fig. 
4.1). En este escenario se realizaran pruebas variando todos los parámetros 
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que consideramos pueden influir en el tráfico. Los resultados obtenidos con las 
simulaciones de este escenario nos servirán para caracterizar el tráfico de un 
escenario sencillo y de las conclusiones que se extraigan podremos limitar las 
simulaciones que se realizaran en los siguientes escenarios. 
 
 
Fig. 4.1 Esquema del escenario 1 
 
En el Escenario 2 consta de dos nodos wireless que establecen una conexión 
bidireccional (Fig. 4.2). En este caso se pueden volver confirmar las 
conclusiones que se hayan sacado en el Escenario 1 y se podrá estudiar las 
consecuencias que tiene en el tráfico que haya dos flujos compitiendo por el 
mismo canal. En este escenario se harán también simulaciones asimétricas 
combinando diferentes tipos de fuentes de datos para ver como afecta esto al 
tráfico.  
 
 
Fig. 4.2 Esquema del escenario 2 
 
En el Escenario 3 se simulará el efecto del nodo oculto. Este escenario consta 
de tres nodos. Dos de los nodos tienen un flujo de datos unidireccional hacia un 
tercero, con la particularidad de que los dos nodos emisores no están en el 
mismo rango de cobertura y que por tanto no se “ven”. (Fig. 4.3) 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.3 Esquema del escenario 3 
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En el Escenario 4 se simulará el efecto del reenvío. El escenario consta de tres 
nodos. El nodo 0 establecerá conexión con el nodo 2, que se encuentra fuera 
de su rango de cobertura, mediante el nodo 1 que les hará de “puente”. (Fig. 
4.4) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.4 Esquema del escenario 4 
 
El Escenario 5 viene a ser una combinación de los Escenarios 3 y 4. En el se 
pretende estudiar la combinación del efecto del nodo oculto y el efecto del 
reenvío. Este escenario consta de cuatro nodos. Los nodos 0 y 1, que no están 
en el mismo rango de cobertura, establecen una conexión con el nodo 3, 
también fuera de su rango de cobertura. Para llegar a él, utilizan como nodo 
“puente” al nodo 2. (Fig. 4.5) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.5 Esquema del escenario 5 
 
 
4.2.2 Parámetros comunes 
 
En las simulaciones habrán una serie de parámetros que restarán inalterables y 
por tanto que serán comunes para todas las simulaciones. Los parámetros 
comunes son los siguientes: 
 
0
1
2
0 1
2
3
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Protocolo: MAC 802.11 
Tipo de disciplina de cola: DropTail 
Tamaño de cola: 50 paquetes 
Velocidad del enlace: 11Mbits/s  
(En Ricean 2Mbits/s por limitación de la versión que funciona con el módulo 
como veremos más adelante) 
 
El resto de parámetros configurables para una simulación wireless se dejan por 
defecto (asignados en el fichero ns-defaults.tcl). 
 
Mencionamos también que en nuestro estudio sí hemos variado el protocolo de 
enrutamiento a diferencia de en [2] en que se utilizaba el protocolo AODV. En 
nuestras simulaciones hemos llegado a utilizar tres protocolos diferentes: el 
AODV, el DSR y el DSDV. Nos hemos visto forzados a este cambio debido a 
incompatibilidades de los protocolos de enrutamiento con ciertas versiones de 
TCP que se utilizan en las simulaciones. Cabe remarcar pero, que estos 
cambios no alterarán los resultados obtenidos, ya que los protocolos de 
enrutamiento no tienen repercusiones en el tipo de estudio que realizamos. 
 
El número de paquetes extraídos de cada simulación será, a ser posible, 
cercano al millón de paquetes. De esta forma, consideramos que los resultados 
serán los suficientemente fiables. Para obtener una buena fiabilidad se 
requieren tantos paquetes porque en el estudio de autosimilitud (los diagramas 
Log-Scale) se necesitará una gran cantidad de paquetes para el estudio. 
 
 
4.2.3 Las Fuentes de tráfico 
 
En las simulaciones uno de los parámetros que estudiaremos serán las fuentes 
de tráfico. Utilizaremos hasta tres tipos de fuente diferentes, para ver como 
afecta cada una de ellas al tráfico de la red. Las fuentes utilizadas son: 
 
? Fuente CBR (incluida en ns-2) 
? Fuente Poisson (Módulo externo al simulador) 
? Agregación de fuentes de Pareto (Fuente de Pareto incluida en ns-2) 
 
Es importante mencionar que al utilizar estas fuentes tenemos en cuenta el 
estudio realizado en [2] donde se realizaron simulaciones para confirmar el 
correcto funcionamiento de las fuentes utilizadas, obteniendo un resultado 
satisfactorio. 
 
Todas estas fuentes de tráfico son a nivel aplicación y este tráfico irá bajo el 
protocolo de transporte TCP. La utilización de este protocolo nos garantiza que 
los datos serán entregados en su destino sin errores, ya que hay 
retransmisiones a nivel de transporte. También ofrece un control de congestión 
para adaptarse a posibles problemas que haya en la red. 
 
En nuestras simulaciones hemos intentado utilizar el Agente TCP más próximo 
a la realidad que nos ofrecía ns-2. Por ello hemos utilizado (en los casos en los 
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que nos ha sido posible) el agente Full-TCP, que es el último agente TCP que 
se ha sido implementado para ns-2 y que aún está en fase de desarrollo. 
Debido a algunas incompatibilidades de Full-TCP hemos tenido que utilizar otro 
tipo de agente en algunas de las simulaciones. En caso de incompatibilidad con 
Full-TCP, se ha utilizado en el agente emisor TCP New Reno y en el agente 
receptor TCPSink/DelAck.  
 
Si se desea se puede consultar el Anexo 2 para tener más información sobre 
las fuentes de tráfico y los agentes TCP. 
 
 
4.2.4 Los modelos de propagación 
 
Los modelos de propagación en ns-2 se usan para predecir la potencia de 
señal recibida de cada paquete. Cuando se recibe un paquete si la potencia de 
señal se encuentra por debajo del umbral de recepción, se marca con un error 
y el paquete es eliminado por el nivel MAC. 
 
En nuestras simulaciones utilizaremos tres modelos diferentes, dos de ellos ya 
incorporados al propio simulador ns-2 y otro implementado por un modulo 
externo. 
 
El primer modelo, y el más sencillo, es el que por defecto utiliza ns-2, el 
TwoRayGround. Este modelo considera dos LOS (Line Of Sight), la  del 
camino directo hacia el receptor y la que se refleja en el suelo. Aunque este 
modelo da una predicción más precisa que el de espacio libre, no se acaba de 
ajustarse a la realidad ya que en la mayoría de casos existen más que dos 
caminos hacia el receptor. En este modelo la potencia recibida depende 
únicamente de la distancia en que se encuentra el receptor del emisor. El rango 
de cobertura se considera como un circulo ideal alrededor de cada nodo. Si el 
receptor está dentro del rango de cobertura del emisor, recibirá todos los 
paquetes y por el contrario si no está en su rango de cobertura no recibirá 
ninguno. Podemos ver entonces que, cuando se utilice este modelo, si existen 
pérdidas de paquetes estas no estarán relacionadas con el modelo de 
propagación. 
 
El segundo modelo que utilizaremos es el modelo de Shadowing el cual se 
aproxima mucho más a la realidad. En realidad, la potencia recibida a una 
cierta distancia es una variable aleatoria debido a los efectos de propagación 
multicamino, conocidos como fading. Este modelo consiste en dos partes. La 
primera es conocida como Path Loss model, que predice la potencia media 
recibida a una determinada distancia (como el modelo anterior). La segunda 
parte de este modelo refleja la variación de la potencia recibida como una 
variable aleatoria log-normal. Este modelo extiende el modelo del círculo ideal 
a un modelo estadístico más rico: los nodos pueden recibir o no los paquetes 
con una cierta probabilidad. 
 
El último modelo que utilizaremos y el que más se aproxima a la realidad es el 
modelo de Ricean y Rayleigh, el cual está implementado por un modulo 
externo al simulador ns-2. En [17] podemos encontrar el estudio de estas 
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simulaciones y en [21] podemos descargar el software. El modelo de 
Shadowing descrito anteriormente aproxima los efectos de fading usando 
generación de números aleatorios con el comportamiento estadístico apropiado 
pero no describe la correlación en tiempo necesaria para simular errores a 
ráfagas. Esta correlación en tiempo se puede conseguir filtrando los números 
aleatorios generados con el espectro Doppler. Sin embargo, esta solución 
incrementa el coste computacional y añade complejidad, ya que las llegadas de 
paquete no se producen a intervalos de tiempo uniformes. En el módulo 
descrito los componentes de fading temporizados están precalculados. Para 
instalar el módulo es necesario tener instalada la versión 2.1b7 de ns ya que en 
versiones posteriores no es posible añadirlo. En esta versión ha sido imposible 
elevar la tasa por defecto (2Mbps) del canal a 11 Mbps. 
 
 
4.3 Análisis de los resultados 
 
En cada simulación realizada se han analizado la traza de emisión y la traza de 
recepción a fin de determinar que características del tráfico han cambiado. 
Para realizar la simulación ejecutamos mediante el simulador ns-2 un script .tcl 
que contendrá todas las características del escenario y del cual iremos 
variando los parámetros según la simulación. Al finalizar la ejecución del script 
tendremos un fichero de datos (traza) con todos los eventos que se han 
producido en la simulación. A partir de este fichero podremos obtener los datos 
que consideramos necesarios para nuestro estudio.  
 
Los datos que vamos a extraer son los siguientes: 
 
Para la traza de emisión a nivel aplicación: 
? Tiempo de salida del paquete 
? Tamaño de paquete 
 
Para la traza de recepción a nivel aplicación: 
? Tiempo de llegada del paquete 
? Tamaño de paquete 
 
Una vez se hayan filtrado y juntado los datos que queríamos extraer tendremos 
dos ficheros: uno de emisión y otro de recepción los cuales contendrán dos 
columnas, la primera es el tiempo de salida/llegada según corresponda y la 
segunda el tamaño de paquete. Luego se importaran estos dos ficheros a 
Matlab y  a partir de sus datos se calculará el tiempo entre llegadas y la tasa 
agregada tanto para emisión como recepción. La tasa agregada se calcula 
como el número de bytes que llegan en un slot temporal. La longitud del slot se 
escoge como el mínimo tiempo que da un resultado en el que no existe un 
número elevado de ceros, es decir que en ese tiempo normalmente llega al 
menos un paquete. Una traza resultante con muchos ceros (muestreada con un 
slot temporal muy pequeño) es problemática desde el punto de vista estadístico 
al analizarla con el Diagrama LogScale. La tasa agregada nos sirve para 
realizar el estudio de la autosimilitud. El estudio de autosimilitud se ha realizado 
utilizando la wavelet Daubechies 3, la recomentada para este tipo de estudios 
según [10] . 
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Para el análisis de los datos extraemos la siguiente información: 
 
? Tiempo entre llegadas/salidas (es la diferencia de los tiempos de cada 
paquete con el posterior) 
o Media 
o Varianza 
o Histograma 
o En algunos casos Diagrama LogScale y estudio autosimilitud 
(parámetro de Hurst, intervalos de confianza, etc.) 
 
? Tasa agregada (es la traza resultante de la agregación) 
o Media 
o Varianza 
o Histograma 
o Diagrama LogScale y estudio autosimilitud (parámetro de Hurst, 
intervalos de confianza, etc.) 
 
Mediante los datos que hemos obtenido podremos analizar las diferencias 
entre el tráfico de emisión y el de recepción, sacando las conclusiones 
pertinentes (Fig. 4.6).  
 
Si se desea ver más detalladamente todos los pasos del proceso de análisis se 
puede consultar el Anexo 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.6 Esquema general de la simulación y del análisis 
 
 
 
Tráfico entrante 
(Características) 
Tráfico saliente
(Características)
COMPARACIÓN
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CAPÍTULO 5. RESULTADOS DE LAS SIMULACIONES 
AD-HOC WLAN CON TRÁFICO TCP 
 
 
 
5.1 Introducción 
 
En este capítulo describiremos y analizaremos uno a uno los resultados 
obtenidos en cada uno de los escenarios  presentados en el capítulo anterior.  
 
Antes de empezar a tratar los resultados haremos unas consideraciones 
previas que se han tenido en cuenta tanto antes de realizar las simulaciones 
como después a la hora de analizar sus resultados. 
 
 
5.1.1 La tasa máxima  
 
En nuestras simulaciones ad-hoc WLAN utilizaremos el protocolo 802.11b, que 
es uno de los más extendidos en la actualidad para este tipo de redes. Este 
protocolo puede trabajar hasta una velocidad de 11 Mbps, pero en realidad 
esta velocidad no es efectiva porque existen diversos factores que la limitan: 
 
? Los ACK siempre se transmiten a 1Mbps (parámetro basicRate_). 
? Se usa siempre el Long PLCP Preamble transmitido a 1Mbps 
(parámetros PreambleLength_ y PLCPDataRate_). 
? La utilización del mecanismo RTS/CTS. 
? El tamaño de paquete tiene un impacto significativo. 
 
Por ejemplo, en la Fig. 5.1 podemos encontrar los límites de tasa teóricos 
según si RTS/CTS esté activado o desactivado.  
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5.1 Tasa teórica en relación al tamaño de paquete a) CSMA/CA b) 
RTS/CTS. Extraídas de [16] 
 
Mediante el estudio realizado en [2] hemos obtenido la tasa máxima teórica 
(TMT) que se puede alcanzar y a partir de ella hemos calculado el 10%, el 50% 
y el 90% de la tasa máxima. Para más detalles sobre la TMT consultar el 
Anexo 3. 
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5.1.2 El mínimo tiempo entre llegadas 
 
 
Al realizar las simulaciones hemos podido ver que en recepción el tiempo de 
llegadas nunca supera un determinado valor, a este valor le llamamos el 
mínimo tiempo entre llegadas. Podemos asegurar que bajo ningún concepto se 
podrá superar esta frontera. Este mínimo está directamente relacionado con el 
mínimo tiempo necesario para enviar un paquete.  
 
A continuación mostramos como se desglosa el tiempo mínimo según el 
método de acceso y el tamaño de paquete. 
 
 
En la Tabla 5.1 podemos encontrar el detalle del cálculo para RTS/CTS: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Tabla 5.1 Detalle del cálculo del mínimo tiempo entre llegadas RTS/CTS. 
 Tabla extraída de [2]. 
 
 
 
 
 
Concepto Cálculo Tiempo 
Espera DIFS ns-defaults 16 µs 
Transmisión RTS  (44*8 bits)/1Mbps 0,352 ms 
Espera SIFS ns-defaults 10  µs 
Transmisión CTS  (38*8 bits)/1Mbps 0,304 ms 
Espera SIFS ns-defaults 10  µs 
Transmisión del preámbulo  (144+48 bits)/1Mbps 0,192 ms 
Transmisión de los datos  
(400 bytes)  (440*8 bits)/11Mbps 0,320 ms 
Transmisión de los datos 
(1000 bytes)  (1040*8 bits)/11Mbps 0,756 ms 
Retardo propagación ns-defaults 25  µs 
Espera SIFS ns-defaults 10  µs 
Transmisión ACK  (40*8 bits)/1Mbps 0,32 ms 
Total teórico / Total simulación 
(400 bytes) 1,559 ms / 1,588 ms 
Total teórico / Total simulación 
(1000 bytes) 1,995 ms / 1,995 ms 
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En la Tabla 5.2 podemos encontrar el detalle del cálculo para CSMA/CA: 
 
 
 
Tabla 5.2 Detalle del cálculo del mínimo tiempo entre llegadas CSMA/CA. 
Tabla extraída de [2]. 
 
 
 
5.1.3 El funcionamiento de TCP 
 
En el trabajo previo realizado en [2] el protocolo de transporte utilizado era UDP 
y en nuestro estudio trabajaremos como ya habíamos comentado 
anteriormente en anteriores capítulos con el protocolo TCP. Existe una gran 
diferencia entre los dos protocolos y por tanto es de esperar que los resultados 
y conclusiones que se obtengan de ambos sean bastante distintos aunque 
guardando una relación. 
 
El protocolo TCP a diferencia de UDP es un protocolo orientado a conexión, 
libre de errores y capaz de recuperarse de las posibles pérdidas de paquetes 
en la red, mediante retransmisiones. Generalmente una transferencia de datos 
TCP tardará más que otra idéntica con UDP ya que sus paquetes contienen 
muchos más campos en las cabeceras, y además TCP implementa unos 
mecanismos de control que ralentizan considerablemente el envío de los datos. 
Los mecanismos que implementa TCP son el control de flujo y el control de 
congestión, que le permiten adaptar las características de su tráfico a la red. Es 
por eso que en nuestras simulaciones tendremos muy presente su 
funcionamiento e implementación. 
 
También es muy importante remarcar que a diferencia de UDP donde sí existen 
pérdidas “de verdad” (en el receptor se entiende), en TCP no existen como 
Concepto Cálculo Tiempo 
Espera DIFS ns-defaults 16 µs 
Transmisión del preámbulo (144+48 bits)/1Mbps 0,192 ms 
Transmisión de los datos  
(400 bytes)  (440*8 bits)/11Mbps 0,320 ms 
Transmisión de los datos 
(1000 bytes)  (1040*8 bits)/11Mbps 0,756 ms 
Retardo propagación ns-defaults 25  µs 
Espera SIFS ns-defaults 10  µs 
Transmisión ACK  (40*8 bits)/1Mbps 0,32 ms 
Total teórico / Total simulación 
(400 bytes) 0,883 / 0,880 ms 
Total teórico / Total simulación 
(1000 bytes) 1,319 ms / 1,318 ms 
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tales ya que el protocolo se recupera de las perdidas con retransmisiones. Sin 
embargo al usar TCP también se producirán pérdidas por desbordamiento de 
colas, propagación por el canal, colisiones, etc. Se puede consultar Anexo 9 
consideraciones sobre la detección de las pérdidas en nuestro estudio. 
 
Otra de las características a tener presente de TCP  es la “realimentación” que 
sufrirá el tráfico que obtendremos en emisión. Decimos que el tráfico de 
emisión estará realimentado por el tráfico de recepción porque TCP regula la 
tasa de emisión adaptando distintos parámetros (cwnd, umbral de Slow-Start, 
cálculo de RTT entre otros) a la red. Así pues se tendrá que tener en cuenta 
este aspecto a la hora de comparar el tráfico en emisión con el de recepción, 
ya que en la mayoría de los casos no divergirán mucho. Otro de los estudios 
que podremos realizar es la evaluación las diferencias entre los datos en 
emisión con unos y con otros parámetros del escenario, e igualmente para 
recepción. 
 
Del mismo modo compararemos también las diferencias entre los resultados 
obtenidos al utilizar TCP con los obtenidos en [2] donde se utilizaba UDP. 
 
Comentar también que en nuestro estudio hemos intentado evaluar como 
afecta la limitación o no de las ventanas de control que utiliza TCP, ya que al 
realizar las primeras simulaciones nos encontramos que, a causa de la 
adaptación de la tasa, los resultados no variaban mucho. Para evaluar su 
efecto en nuestras simulaciones limitaremos la ventana de recepción 
(advertised window), es decir, el buffer de recepción. 
 
Por otro lado es muy importante tener en cuenta las limitaciones que presenta 
TCP cuando se utiliza en redes wireless ya que su implementación está 
pensada básicamente para redes cableadas. Es por eso que en una red 
wireless TCP considera que todas las pérdidas de paquetes que detecta son 
debidas a congestión, lo cual es muchas veces falso ya que en este tipo de 
redes se producen muchas pérdidas por propagación. Considerando estas 
pérdidas debidas a la congestión TCP reduce drásticamente el tamaño de 
ventana como precaución y así causa una ineficiencia en el canal. 
 
Además del aspecto de las pérdidas de propagación ya antes comentado 
existen otras tres características de las redes wireless que pueden afectar al 
buen funcionamiento de TCP. Por un lado el ancho de banda disponible en 
redes wireless es en general menor que para redes cableadas. En segundo 
lugar el protocolo de la capa enlace y en particular de la subcapa MAC añadirá 
un importante overhead en la conexión (operación DFC, RTS/CTS, etc). Y por 
último, de existir movilidad en alguno de los componentes de la red esto 
generará importantes cambios en los tiempos de entrega de segmentos 
además de propiciar el aumento de overhead utilizando los protocolos de 
enrutamiento. 
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5.2 Escenario 1 
 
 
5.2.1 Definición 
 
El escenario 1 pretende ser el más sencillo de todos los escenarios. Se 
simulará un enlace radio punto a punto unidireccional entre dos nodos wireless 
separados por 50 metros de distancia (Fig. 5.2).  
 
 
 
 
 
 
 
 
 
 
 
Fig. 5.2 Simulación de dos nodos wireless, enlace radio punto a punto  
unidireccional 
 
 
5.2.2 Pruebas realizadas 
 
En este escenario hemos realizado pruebas variando todos los parámetros que 
contemplaremos en el estudio. Utilizamos todos los tipos de fuente descritas en 
el capítulo 4, también los distintos tipos de acceso al medio, distintos tamaños 
de paquete, distintos tantos por ciento de tasa teórica, distintos modelos de 
propagación y la limitación o no de la advertised window. En resumen, las 
pruebas se han realizado variando los parámetros mostrados en la Tabla 5.3. 
 
 
Tabla 5.3 Parámetros variados en el Escenario 1. 
 
 
En el Anexo 4 se puede ver con detalle el resumen de las simulaciones 
realizadas para el escenario 1. 
 
Se han realizado todas las combinaciones expuestas para comprobar los 
parámetros que son significativos en los resultados. El número de simulaciones 
es elevado pero han sido necesarias para encontrar aquellos parámetros que 
Tipo de fuente Acceso al medio 
Tamaño 
de 
paquete 
Tanto por 
ciento 
tasa 
máxima 
Modelo de 
propagación 
Advertised 
window 
CBR 
Poisson 
Autosimilar 
(0,5, 0,7 y 0,9) 
CSMA/CA 
RTS/CTS 
400 bytes 
1000 bytes 
10% 
50% 
90% 
TwoRayGround 
Shadowing 
Ricean 
20 MSS 
∞ 
Capítulo 5. Resultados de las simulaciones ad-hoc WLAN con tráfico TCP  43 
tienen impacto en los resultados. En los escenarios siguientes todas aquellas 
simulaciones que den los mismos resultados no se realizarán. 
 
 
5.2.3 Resultados modelo de propagación TwoRayGround 
 
En primer lugar comentaremos los resultados de las simulaciones realizadas 
con el modelo de propagación TwoRayGround (Anexo 4.1). 
 
Analizando los resultados obtenidos podemos destacar que en el único caso 
donde no se encuentran cambios significativos es al variar el tamaño de 
paquete.  
 
Para el modelo TwoRayGround no habrá pérdidas de propagación, pero 
cuando se ha utilizado tasas que superan el 50% de la tasa máxima teórica sí 
se han obtenido pérdidas. Estas pérdidas se producen por colas de los buffers 
llenas. 
 
Dado que el protocolo TCP asegura una conexión libre de pérdidas, cuando 
hablamos de pérdidas no se considera que el paquete nunca llegará a su 
destino correctamente, simplemente que se tendrá que volver a retransmitir. 
Por ese motivo la contabilización de las pérdidas se ha realizado contando el 
número de retransmisiones que se realizan en la simulación (Ver Anexo 9).  En 
los peores casos las pérdidas obtenidas (en los casos donde existen pérdidas) 
según la fuente son del orden de: 
 
? CBR ? 0,26 % ? Para la tasa del 90% y ventana de congestión ∞ 
? Poisson ? 0,31 %  ? Para la tasa del 90% y ventana de congestión ∞ 
? Autosimilar  ? 13 %? A tasa 90% y prácticamente sin variación para 
diferentes valores de H 
 
Podemos ver pues que para fuentes que emitan a tasas altas tráfico a ráfagas 
los mecanismos del protocolo TCP tienen problemas al adaptar su tasa, aún no 
habiendo pérdidas por propagación, y por ello se producen gran cantidad de 
desbordamientos en cola y retransmisiones. En cierto modo este 
comportamiento es lógico ya que el tráfico a ráfagas llenará muy rápidamente 
las colas y no les dará tiempo a que se vacíen. Cuando lleguen nuevos 
paquetes estos se encontrarán con las colas llenas y se perderán. Por otro lado 
los paquetes que esperen en la cola se retrasarán mucho y en muchos casos 
expirará el timeout RTO y se retransmitirán más paquetes. Todo esto hará que 
se cargue mucho más el enlace y que las pérdidas se disparen. 
 
Si comparamos estos resultados con los que se obtenían al utilizar UDP en [2] 
podemos ver que en TCP se producen muchas más pérdidas (en UDP se 
producían a 95% de la tasa máxima un 2% de pérdidas en el peor de los 
casos). Consideramos este hecho como lógico ya que el protocolo TCP carga 
mucho más la red al tener sus paquetes un tamaño mayor y al utilizar los 
mecanismos de control (retransmisiones, ráfagas intrínsecas a la utilización de 
ventanas, etc.) 
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El tamaño de la cola tiene un impacto relativo. Hemos variado el tamaño de la 
cola para el peor caso de la fuente autosimilar (tasa 90% y H=0,9) y hemos 
obtenido las siguientes pérdidas: 
 
? Cola 100 paquetes ?  10,8 % 
? Cola 50 paquetes ? 13 % 
? Cola 25 paquetes ? 14,2 % 
 
Vemos que a diferencia que al usar UDP (ver [2]) el aumento el tamaño de la 
cola mejora las pérdidas considerablemente. Para UDP al aumentar la cola a 
100 paquetes no se observaba ya prácticamente mejora y en cambio para TCP 
si parece ayudar. Comentar que, sin embargo, el tráfico autosimilar no suele 
ser suavizado por muy larga que sea la cola [2] [8].  
 
Cuando se ha limitado el tamaño de la ventana de recepción (window_) las 
pérdidas han mejorado considerablemente exceptuando para la fuente 
autosimilar donde las ráfagas son tan grandes que el hecho de limitar la 
ventana no tiene consecuencias. Se produce esta mejora porque al limitar la 
ventana de recepción lo que estamos haciendo es evitar muchas de las 
pérdidas que se producen por cola llena en recepción. 
 
Veamos los resultados obtenidos en la Tabla 5.4: 
 
 
Fuente Pérdidas (window_ = ∞) Pérdidas (window_ = 20) 
CBR 0,26 % 0,000037 % 
Poisson 0,31 % 0,0011 % 
Autosimilar 13 % 13 % 
 
Tabla 5.4  Pérdidas obtenidas según la ventana de recepción. 
 
 
Si comparamos los resultados obtenidos cuando se ha variado el método de 
acceso llegamos a la conclusión que para CSMA/CA se producen menos 
pérdidas que cuando se utiliza RTS/CTS. Por ejemplo cuando se utiliza la 
fuente autosimilar (H=0,7) para CSMA/CA se obtienen unas pérdidas del 11% 
en cambio para RTS/CTS se alcanza hasta un 13%. Este es un resultado que 
se podía esperar ya que el mecanismo RTS/CTS hace una gestión del canal 
para evitar las colisiones que provoca más retardos y en consecuencia más 
pérdidas. 
 
A continuación compararemos los resultados obtenidos según la fuente 
utilizada: 
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5.2.3.1 Tráfico de tasa constante (CBR) 
 
 
Los tiempos ente llegadas en emisión y recepción para las distintas tasas se 
pueden apreciar en la Fig. 5.3. 
 
 
 
 
Fig. 5.3 Histogramas tiempo entre llegadas CBR a) Tasa 10% b) Tasa 50% c) 
Tasa 90%. En la primera fila son de emisión y la segunda de recepción. 
 
Podemos ver que en emisión para tasas bajas el tiempo entre llegadas es una 
delta (como era de esperar) ya que estamos utilizando una fuente a tasa 
constante . En cambio cuando la tasa es del 90% el tiempo entre llegadas es 
un tren de deltas  que van decreciendo (como unos armónicos). Estos 
armónicos coinciden con el tiempo de transmisión de las ráfagas de 1, 2, 3, 4 y 
más paquetes que se producen (cada RTT) debido al control de flujo que 
efectúa TCP (2,34 – 3,65 – 4,95 – 6,35 ms). Antes de recibir un ACK el emisor 
podrá una ráfaga igual al tamaño de la ventana disponible. En la mayoría de los 
casos solo le dará tiempo a enviar uno de los paquetes (el mayor armónico es 
el del tiempo más pequeño que coincide prácticamente con el mínimo tiempo 
entre llegadas) y con menor probabilidad se producen los casos de mayores 
ráfagas. 
 
La dispersión de las ráfagas que se producen es también debida al control de 
congestión que realiza TCP. Siempre que no detecte pérdidas irá aumentando 
su tasa hasta la tasa máxima teórica. Al detectar pérdidas reducirá su tasa 
efectiva de envío reduciendo su ventana de congestión. Seguidamente volverá 
a aumentar progresivamente su tasa hasta se produzca otra pérdida, volverá a 
reducir su tasa, etc. Este proceso se irá produciendo durante toda la conexión 
en el cual se irán repitiendo una especie de ciclos, que es lo que nosotros 
vemos como un tren de deltas en el tiempo entre llegadas. Se puede ver un 
ejemplo de este efecto en la Fig. 3.4 del Capítulo 3 (pág. 27) donde se podía 
ver la evolución de la ventana de congestión (y del mismo modo de la tasa) en 
una red donde se suceden varias pérdidas de paquete por timeout. 
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Si analizamos los histogramas de recepción se produce una dispersión de las 
deltas respecto a emisión, la media se mantiene pero la varianza aumenta 
ligeramente. Como caso aparte vemos que para tasa de 90% la forma del 
tráfico se mantiene respecto a emisión, pero ahora el tiempo mínimo entre 
llegadas ya no aparece como nulo sino alrededor del valor que ya habíamos 
calculado a principios de este capítulo. 
 
 
Pasemos ahora analizar los histogramas obtenidos de la tasa agregada a 0,1 s 
que se pueden ver en la Fig. 5.4. 
 
 
 
Fig. 5.4 Histogramas de la tasa generada de a) Tasa 10% b) Tasa 50% c) Tasa 
90% con una fuente CBR 
 
Los histogramas de tasa generada en emisión y recepción son idénticos 
(recordar la realimentación que existe entre emisión y recepción en TCP). Al 
analizar los histogramas de la tasa generada vemos que estos se 
corresponden con los del tiempo entre llegadas. Para tasas bajas podemos 
observar que en vez de una única línea (como se esperaba) aparecen dos. 
Esto se debe a que una vez un paquete entra en la agregación y en la siguiente 
no entra, en realidad debería aparecer una única línea si el cálculo fuera 
exacto. Si agregamos a 1 s la segunda línea disminuye. Mientras para la tasa 
10% la delta se encuentra en 376 Kbps, para la tasa de 50% la delta se sitúa 
en 1,8 Mbps. En cambio para la tasa de 90 % tenemos el mismo fenómeno 
comentado anteriormente sobre la adaptación de la tasa realizada por el control 
de congestión de TCP en los que la tasa media esta alrededor de los 2,2 Mps.  
 
 
5.2.3.2 Tráfico de Poisson 
 
Se puede observar en la Fig. 5.5 el histograma del tiempo entre llegadas en 
emisión. Analizando estos histogramas podemos ver que como esperábamos 
para tasas bajas los tiempos entre llegadas se comportan como una 
exponencial como en todo proceso Poissoniano. Se puede ver también que 
para la tasa del 50% la media de la exponencial es menor ya que la tasa es 
mayor y por tanto los paquetes saldrán más juntos.  
 
Para la tasa de 90% vemos que se produce el mismo efecto que se producía 
para la fuente de tasa constante. Aparecen unos armónicos que se 
corresponden a las ráfagas de 1,2,3... paquetes que se producen por el control 
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de flujo que realiza TCP. También vemos unas fluctuaciones menores 
posiblemente debidas a la adaptación de ventana que efectúa TCP. 
 
 
 
Fig. 5.5 Histogramas tiempo entre llegadas en emisión con fuente de Poisson 
para a) Tasa 10% b) Tasa 50% c) Tasa 90%. 
 
 
En el histograma de tasa agregada para tasas bajas (Fig. 5.6) se puede 
observar una distribución de Poisson mientras que a medida que aumenta la 
tasa y nos acercamos más a la tasa máxima el histograma se deforma. Esta 
deformación es debida a las pérdidas de paquete que se producen y que 
impiden que se alcancen tasas más altas (el control de congestión reducirá la 
tasa).                       
 
 
 
Fig. 5.6 Histogramas tasa agregada a 0,1 s para a) Tasa 10% b) Tasa 50% c) 
Tasa 90%. 
 
 
En cuanto al comportamiento de la tasa agregada a diferentes escalas 
podemos observar los Diagramas LogScale en la Fig. 5.7.  Podemos ver que 
para tasas bajas, donde no haya prácticamente pérdidas los diagramas 
LogScale son totalmente planos (H=0,5) tal y como era de esperar para un 
proceso Poisson. Sin embargo podemos apreciar que cuando empiezan a 
aparecer pérdidas (tasa 50%), en recepción disminuye la potencia de la señal 
en las escalas bajas (frecuencias altas). Esto se acentúa aun más para la tasa 
de 90% ya que hay más pérdidas. Con estos resultados podemos afirmar las 
pérdidas se suavizan las componentes de alta frecuencia del tráfico en 
recepción. Podríamos decir que la red actuará como una especie de filtro paso 
bajos. Este comportamiento es el esperado ya que si estamos transmitiendo a 
una tasa elevada aquellos paquetes que salgan más juntos serán eliminados o 
se retrasarán en cola por lo tanto lo que se hace en realidad es eliminar en 
parte las altas frecuencias (escalas bajas).  
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Si ahora nos fijamos en los diagramas de emisión para distintas tasas podemos 
ver que al aumentar la tasa en emisión disminuyen las componentes de 
frecuencias bajas y aumentan las de frecuencias medias. Consideramos que el 
tráfico Poisson de frecuencias más bajas se convierte en pequeñas ráfagas 
producidas por el control de flujo de TCP al enviar ventanas de varios paquetes 
en cada RTT. Concretamente se puede ver que el incremento mayor se 
produce para las escalas entre 0,8 y 6,4 segundos. Se puede ver que debido a 
esto para la tasa de 90% el diagrama ha perdido completamente la forma plana 
típica de los procesos Poissonianos (H=0,5) tanto para emisión como para 
recepción. 
 
 
 
 
Fig. 5.7 Diagramas LogScale a agregación 0,1 con fuente Poisson para a) 
Tasa 10% b) Tasa 50% c) Tasa 90%. La primera línea es emisión y la segunda 
es recepción. 
 
5.2.3.3 Tráfico Autosimilar 
 
En los histogramas de tiempo entre llegadas de la Fig. 5.8 podemos observar 
el comportamiento del tráfico TCP autosimilar. El comportamiento del tiempo 
entre llegadas es similar al observado para el tráfico de Poisson, pero a 
diferencia de éste el tren de deltas aparece ya para la tasa del 50%. Este 
hecho es comprensible ya que el tráfico autosimilar contiene muchas más 
ráfagas que no el de Poisson y por tanto los armónicos de las diferentes 
ráfagas de la ventana de emisión se producirán antes. Además también se 
producirán más pérdidas y actuará antes el control de congestión de TCP.  
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Fig. 5.8 Histogramas tiempo entre llegadas con fuente autosimilar (H=0,7) para 
a) Tasa 10% b) Tasa 50% c) Tasa 90%. 
 
 
En cuanto a la tasa agregada podemos ver los histogramas obtenidos en la 
Fig. 5.9. En este caso vemos que ocurre igual que para el tráfico de Poisson, 
pero con la diferencia de que para tasas altas no se deforma la señal. Esto 
puede ser debido a la mayor cantidad de retransmisiones que se producen al 
producirse ráfagas mayores. Muchos paquetes se perderán al encontrarse 
colas llenas lo que hará que al agotarse los timeouts de retransmisión se 
reduzca la tasa de emisión evitando así que la tasa crezca lo suficiente para 
acercarse a las tasa altas y que se deforme el histograma.  
  
 
 
Fig. 5.9 Histogramas tasa agregada a 0,1 s para a) Tasa 10% b) Tasa 50% c) 
Tasa 90%. 
 
 
El comportamiento a diferentes escalas de la fuente autosimilar se puede 
apreciar en la Fig. 5.10 donde se encuentran los Diagramas LogScale de 
emisión y recepción para distintas tasas. Al igual que para el tráfico Poisson, se 
puede ver que mientras que para tasas bajas se conserva la autosimilitud de la 
señal (alrededor del H=0,7), para tasas altas y cuando abundan las pérdidas se 
pierde totalmente la autosimilitud.  
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Fig. 5.10 Diagramas LogScale  a agregación 0,1 s con fuente autosimilar 
(H=0,7) para Tasas a) 10% b) 50% c) 90%. La primer línea es emisión y la 
segunda recepción. 
 
Si examinamos los diagramas de emisión, vemos que cuando se aumenta la 
tasa y al producirse más pérdidas la potencia general de la señal disminuye 
excepto para escalas bajas (frecuencias altas) donde la señal aumenta 
considerablemente. Este resultado es similar al que se producía para el tráfico 
Poissoniano (donde el aumento era para frecuencias medias). Se puede ver 
que las componentes de frecuencia baja y media se han convertido en 
componentes de frecuencias altas; dicho de otro modo una parte de los 
paquetes que llegaban más espaciados ahora llegarán más juntos porque el 
protocolo TCP los ha distribuido en ráfagas de paquetes. Esto se produce en 
mayor medida que en el caso del tráfico de Poisson, porque ahora en el tráfico 
autosimilar hay autocorrelación entre los paquetes y por tanto la mayoría de 
paquetes ya estarán distribuidos en ráfagas.  
 
Por otro lado si analizamos el resultado obtenido en recepción vemos que en 
este caso la red también actúa como un filtro paso bajos, suavizando las 
componentes de alta frecuencia. El efecto combinado de esto, con el aumento 
de altas frecuencias y descenso de bajas frecuencias producido en emisión 
hace que el tráfico autosimilar (H=0,7) se vea mitigado de tal forma para tasas 
altas que para el 90% de la tasa máxima el tráfico es prácticamente plano 
(H=0,5). 
 
En la Fig. 5.11 podremos comparar los distintos Diagramas LogScale para 
diferentes grados de autosimiltud en emisión. Como era de esperar se puede 
ver que para mayor grado de autosimilitud mayor importancia tienen las 
componentes de baja frecuencia en el tráfico. 
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Fig. 5.11 Diagramas LogScale con fuente autosimilar a) H=0,5 b) H=0,7 c) 
H=0,9 a tasa 90%. 
 
 
Si comparamos los resultados obtenidos en nuestro estudio con los obtenidos 
en [2] utilizando UDP, se pueden ver tanto semejanzas como diferencias. Tanto 
en el modelo para TCP como para el de UDP se coincide en que cuando se 
aumenta la tasa al producirse pérdidas, en recepción disminuyen las 
componentes de alta frecuencia. En cambio para TCP se ha producido un 
fenómeno nuevo que no se producía en UDP. Los mecanismos de control de 
flujo de TCP hacen que una parte del tráfico se distribuya en ráfagas, con lo 
cual se produce un aumento de las frecuencias altas e intermedias y un 
descenso de las frecuencias bajas en emisión. Por lo tanto vemos que se 
produce una mitigación de la autosimilaridad. 
 
5.2.4 Resultados modelo de propagación Shadowing 
 
Este modelo permite definir una probabilidad de pérdidas a una distancia 
determinada entre nodos. En nuestro estudio hemos mantenido los parámetros 
que se utilizaron en [2] ya que en ellos ya se fijaron con el objetivo de simular lo 
que realmente ocurre en la realidad (PER típica del canal radio de entre 1% y 
4%). Además nuestra intención también es la de evaluar las diferencias que se 
producen entre ambos protocolos (TCP y UDP). 
 
Podemos observar que, al igual que para el modelo TwoRayGround, las 
pérdidas y retransmisiones son mayores si el método de acceso es RTS/CTS, 
hecho comprensible ya que aumentarán los retardos debido al uso del 
mecanismo RTS/CTS (se emplea tiempo para reservar el canal a fin de evitar 
colisiones) y también a la posibilidad de pérdida de paquetes RTS y CTS. 
 
En las simulaciones de este caso podemos ver que las pérdidas por 
propagación hacen que para tasas bajas el porcentaje de pérdidas de paquete 
no sea despreciable (0,9%). De todas formas nos encontramos con el hecho de 
que las pérdidas para tasas mayores son menores que en el caso 
TwoRayGround (de un PER = 3,6%  para tasa 50% y de un PER = 3,7 para 
tasa 90%). Este curioso comportamiento parece tener origen en el control de 
congestión que realiza TCP. Debido a la mayor cantidad de pérdidas que se 
produce para este modelo de propagación, la tasa queda limitada a tasas muy 
bajas y no llega nunca a alcanzar un nivel alto. Corroboramos este hecho si 
observamos la evolución de la ventana de congestión de TCP para este caso. 
Vemos que mientras para el modelo TwoRayGround esta evolucionaba entre 1 
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y unos 200 MSS, para el caso de Shadowing el tamaño de ventana varia entre 
1 y unos 15 MSS. La ventana de congestión se queda en una región pequeña. 
 
Si comparamos estos resultados obtenidos con los que se dan al utilizar UDP 
en [2] podemos ver que para el caso UDP las pérdidas son mayores (del orden 
de 55% para tasa 90% y RTS/CTS). Estos resultados eran de esperar ya que el 
protocolo TCP puede adaptar la tasa (reduciéndola) al producirse muchas 
pérdidas evitando así que muchas de ellas se produzcan. 
 
Podemos observar este hecho también si observamos los histogramas de la 
tasa agregada mostrados en la Fig. 5.12. Vemos que la tasa esta limitada a 
tasas bajas y que en muchos casos no se envía nada (tasa agregada cercana 
a 0). 
 
 
 
Fig. 5.12 Histogramas tasa agregada a 0,1 s con fuente autosimilar para a) 
Tasa 10% b) Tasa 50% c) Tasa 90%. 
 
En la Fig. 5.13 podemos ver los histogramas del tiempo entre llegadas para 
distintas tasas.  
 
 
 
Fig. 5.13 Histogramas tiempo entre llegadas para a) Tasa 10% b) Tasa 50% c) 
Tasa 90% 
 
El comportamiento del tiempo entre llegadas es exponencial a frecuencias 
bajas al igual que para el modelo TwoRayGround. En cambio para la tasa del 
90% observamos un fenómeno curioso. Aparecen unos picos grandes para los 
múltiplos del mínimo tiempo de RTO que en nuestro caso es de 200 ms 
(parámetro por defecto de ns). Siguiendo los picos mayores podemos ver 
también unos picos más pequeños que están separados por 10 ms, un valor 
que está relacionado con la granularidad del reloj de utiliza TCP para 
determinar los RTT (Round Trip Times), que a su vez sirven a TCP para 
calcular el RTO. Viendo estos datos consideramos que probablemente el 
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culpable de este extraño comportamiento sea el mecanismo de adaptación de 
RTO que tiene TCP. 
 
Por otra parte si analizamos el comportamiento del tráfico a diferentes 
escalas (Fig. 5.14) podemos ver que al igual que en TwoRayGround cuando 
hay pérdidas de paquetes las componentes de altas frecuencias disminuyen. 
En este caso, en cambio, al haber menos pérdidas, la autocorrelación del 
proceso se mantiene y el espectro de frecuencias prácticamente no cambia 
(H=0,7). 
 
 
 
Fig. 5.14 Diagramas LogScale de emisión y recepción con fuente autosimilar 
(H=0,7) a tasa 90% 
 
Además al aumentar el grado de autosimilitud de la fuente se experimentará 
tanto en emisión como en recepción un ligero aumento de las componentes de 
baja frecuencia, lo que resulta lógico ya que al aumentar el grado de 
autosimilitud estamos aumentando también la memoria del proceso. 
 
Si comparamos estos resultados con los que se obtienen para UDP vemos 
varias diferencias. Mientras para UDP únicamente se producían cambios 
significativos para tráfico autosimilar, para TCP se puede ver que tanto para 
tráfico Poisson como para tráfico autosimilar se producen los mismos 
fenómenos pero en mayor medida para el proceso autosimilar. Con UDP no se 
puede adaptar la tasa y por tanto se producirán más pérdidas (sobretodo en 
tasas altas) que a su vez suavizarán en gran medida el tráfico en recepción, 
obteniendo un espectro casi plano. Para TCP este suavizado no se producirá 
ya que los mecanismos de TCP permitirán adaptar la tasa y evitar así muchas 
pérdidas. Además comprobaremos un extraño efecto del mecanismo de 
adaptación del RTO en los histogramas de tiempo entre llegadas, produciendo 
unos pequeños picos en tiempos significativos (mínimo RTO y granularidad del 
reloj que se utiliza para calcular RTT). 
 
 
5.2.5 Resultados modelo de propagación Ricean (Rayleigh) 
 
En este caso las pérdidas dependen de la importancia de la componente 
principal de la señal (parámetro K), de la tasa de generación y de la distancia 
entre los nodos. Las simulaciones se han realizado para una K=0 que modela 
54                                            Caracterización de tráfico TPC con propiedades fractales para redes ad-hoc sobre WLAN 
el peor caso en el que no existe componente principal (NLOS), por lo tanto el 
modelo se denomina Rayleigh. 
 
En nuestras simulaciones hemos obtenido hasta un 11% de pérdidas para las 
tasas más altas. Podemos ver que al igual que para Shadowing las pérdidas 
obtenidos son menores que en el mismo caso en [2] con UDP, donde las 
pérdidas de paquete en muchos casos superaban el 15%. El motivo de esto es 
el mismo que hemos comentado con anterioridad: TCP adapta su tasa a la red 
y al detectar pérdidas la reduce evitando así que se produzcan muchas de 
ellas. 
 
Las pruebas se han realizado teniendo en cuenta que la tasa máxima teórica 
es de 1.599.360 bps (que corresponde a tasa de 2Mbps) ya que la versión del 
simulador, en el cual funciona el modulo de este modelo de propagación, era 
muy antigua y no permitía elevar la tasa a 11Mbps. Su valor máximo estaba 
fijado a 2 Mbps. 
 
Si variamos el mecanismo de acceso al medio nos damos cuenta que 
cuando se utiliza el mecanismo de RTS/CTS aumentan las componentes de 
altas frecuencias y disminuyen los de bajas frecuencias (Ver Fig. 5.15). Sin 
embargo el escalado es prácticamente el mismo para los dos (H ≈ 0,7) ya que 
las frecuencias intermedias no varian. Esto tiene origen en el funcionamiento 
del mecanismo RTS/CTS. Utilizando el mecanismo RTS/CTS muchos de los 
paquetes sufrirán retardos adicionales (con respecto CSMA/CA) debido al 
intercambio de paquetes RTS/CTS que éste realiza para evitar colisiones. 
Además en muchos casos también habrá retardo con las posibles pérdidas de 
los paquetes RTS, CTS o ACK de nivel MAC y entonces los paquetes llegarán 
más espaciados (aumento de la baja frecuencia). Pero por otro lado muchos de 
los paquetes que salgan más juntos serán eliminados porque se encontrarán 
las colas llenas y esto hará que se eliminen las altas frecuencias. 
 
 
 
Fig. 5.15 Diagramas LogScale para RTS/CTS y CSMA/CA con fuente 
autosimilar (H=0,7) tasa 10% 
 
 
En el comportamiento a diferentes escalas para este caso ocurre lo mismo 
que en el caso TwoRayGround y Poisson. Cuando existen muchas pérdidas el 
tráfico de emisión pierde completamente su autocorrelación (obtenemos un 
espectro casi plano en recepción), haciéndose muy importantes las 
Capítulo 5. Resultados de las simulaciones ad-hoc WLAN con tráfico TCP  55 
componentes de altas frecuencias y disminuyendo considerablemente las de 
baja frecuencia. 
 
Por otra parte uno de los aspectos que cambian respecto a los otros modelos 
son los histogramas de las tasas agregadas en recepción para distintas tasas 
de la fuente. (Ver Fig. 5.16) 
 
 
 
Fig. 5.16 Histogramas de tasa agregada a 0,1 s para a) Tasa 10% b) Tasa 50% 
c) Tasa 90% 
 
Como se puede ver en los histogramas, para tasas altas de emisión la tasa 
agregada se estabiliza a un valor concreto cercano a la tasa máxima que 
permite el modelo Ricean (2Mbps). Si analizamos la evolución de la ventana de 
congestión nos damos cuenta que su valor varia entre valores aún más 
pequeños que para Shadowing (entre 1 y 6 MSS).  La mayor parte del tiempo 
la tasa va aumentando muy lentamente en la fase de Congestión Avoidance 
hasta que se produce una pérdida por timeout y entonces se inicia otra vez se 
inicializa la ventana de congestión y se vuelve a iniciar el ciclo. Podríamos decir 
que el motivo de tal comportamiento del control de congestión de TCP es 
debido a las numerosas pérdidas que se producen por timeout, estas a su vez 
producidas por colas llenas y por errores de propagación. 
 
En cuanto a las diferencias obtenidas respecto al estudio para UDP, comentar 
que para UDP no se producían cambios realmente significativos respecto a 
Shadowing y que esto en cierta medida también se cumple para el caso de 
TCP. 
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5.3 Escenario 2 
 
5.3.1 Definición 
 
En el escenario 2 se ha simulado un enlace bidireccional entre dos nodos 
wireless (Fig. 5.17). Cada nodo inicia una comunicación TCP hacía el otro 
nodo según el modelo de fuente fijado. 
 
 
Fig. 5.17 Simulación de dos nodos wireless, enlace radio punto a punto 
bidireccional 
 
En este caso los dos nodos luchan por el acceso al medio pero gracias al 
mecanismo de acceso al medio DCF no se producirán colisiones entre los 
paquetes de los dos nodos. Sin embargo, la asignación por turnos puede 
producir algún efecto nuevo. En todo caso, este escenario es el paso lógico 
tras el escenario 1. 
 
En las pruebas de este escenario se ha reducido a la mitad las tasas utilizadas 
con respecto a las pruebas del escenario 1, de este modo el tráfico total que 
habrá en la red será el mismo (ahora la mitad del tráfico provendrá del nodo 0 y 
la otra mitad del nodo 1) y podremos realizar mejor las comparaciones entre 
ambos escenarios. De todas formas es de esperar que en este caso las tasas 
efectivas de los dos nodos sean menores que en el escenario 1 ya que ahora a 
la hora de transmitir se tendrán que esperar muchas veces para evitar las 
colisiones (mecanismo DCF). De aquí en adelante cuando hablemos de tasa 
será la tasa global del escenario (Ejemplo: una tasa global del 50% indicará 
que las dos fuentes tienen una tasa del 25%). 
 
5.3.2 Pruebas realizadas 
 
En las pruebas de este escenario hemos mantenido constante los parámetros 
del tamaño de paquete (1000 bytes) y la ventana de recepción (advertised 
window = ∞), el primero porque en el escenario 1 en ningun caso detectamos 
un impacto significativo y en el segundo porque para tasas altas y el segundo 
porque solo tenía importancia en el caso de no producirse pérdidas. 
 
Realizaremos pruebas variando los parámetros que afectaban más al tráfico en 
el escenario 1, pero como ya hemos comentado esta vez reduciendo las tasas 
a la mitad.  
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Se ha de tener en cuenta en este caso al filtrar el fichero de ns-2 que existen 
dos nodos emisores y por tanto dos conexiones TCP a analizar. En total se 
deben obtener cuatro trazas, es decir dos para cada conexión TCP (emisión 
nodo 0, emisión nodo 1, recepción nodo 0 y recepción nodo 1). De todas 
formas es importante remarcar que se han realizado pruebas y los datos 
obtenidos para ambas conexiones TCP son muy parecidos, tal y como era de 
esperar ya que este escenario es simétrico. 
 
La tabla de los parámetros que variaremos en nuestras simulaciones de este 
escenario se puede ver en la Tabla 5.4.  
 
Tabla 5.4 Parámetros variados en el Escenario 2. 
 
Tipo de fuente Acceso al medio 
Tamaño de 
paquete 
Tanto por ciento 
tasa máxima 
Modelo de 
propagación 
Poisson 
Autosimilar 
(0,5, 0,7 y 0,9) 
CSMA/CA* 
RTS/CTS 1000 bytes 
5%-5% 
25%-25% 
45%-45% 
TwoRayGround 
Shadowing 
* Solo en algunos casos. Ver Anexo 9. 
 
En el Anexo 5 se puede ver con detalle el resumen de las pruebas del 
escenario 2. 
 
Mencionar que cuando se han utilizado los mismos parámetros, para este 
escenario las pérdidas obtenidas han sido en general mayores que para el 
escenario 1. Se ha de matizar, que dependiendo del modelo de propagación y 
de la tasa las pérdidas tendrán diferencias respecto al escenario 1. Si 
analizamos las pérdidas para el modelo TwoRayGround con fuente autosimilar 
éstas no divergen mucho de las obtenidas en el escenario 1. En cambio para el 
modelo de Shadowing las pérdidas sí son considerablemente superiores y en 
especial para la fuente autosimilar que llega a obtener pérdidas de hasta el 
16% de los paquetes (para tasas altas). Podemos decir que este 
comportamiento era de esperar ya que en este escenario tenemos dos nodos 
compitiendo por el mismo canal. Los nodos se irán alternando la ocupación del 
canal de manera justa gracias al mecanismo de DCF, aunque teniendo muy 
presente que esto es así debido a que las tasas de ambos nodos son iguales, 
porque en caso de ser un escenario asimétrico predominaría la fuente de 
mayor tasa o grado de similitud. Argumentado esto podemos ver que en 
muchas ocasiones los nodos deberán parar su flujo de datos para que envíe el 
otro nodo, provocando así retardos de los paquetes y por consiguiente más 
pérdidas. 
 
Al variar el método de acceso no hemos apreciado cambios significativos por 
lo que llegamos a la conclusión que no tiene ningún efecto cuando dos nodos 
compiten por el mismo canal. Comentamos que este resultado se cumple 
también para el estudio realizado con UDP en [2], con lo cual podemos ver que 
el método de acceso al medio no se ve influenciando por el protocolo de 
transporte. 
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5.3.3 Resultados modelo de propagación TwoRayGround 
 
Como hemos comentado antes para este modelo las pérdidas de paquete son 
despreciables a tasas bajas (alrededor del 0,006%) y son grandes para tasas 
altas (alrededor del 12%). 
 
Los histogramas del tiempo entre llegadas son distintos que los obtenidos en 
el escenario 1 como se puede apreciar en la Fig. 5.18. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5.18 Histogramas de tiempo entre llegadas en emisión (izquierda) y 
recepción (derecha) para fuente autosimilar H=0,7. 1ª Fila) Tasa 10%, 2ª Fila) 
Tasa 50%, 3ª Fila) Tasa 90% 
 
Si observamos los histogramas podemos ver que para tasas bajas donde las 
pérdidas son menospreciables, el tiempo entre llegadas sigue una exponencial. 
En cambio para la tasa del 90% se produce el efecto de los armónicos debido 
al control de flujo y de congestión cuando existen pérdidas. Hasta este punto 
ocurren lo mismo que para el escenario 1. Pero si observamos los histogramas 
de recepción nos damos cuenta de que se ha producido un cambio. Ahora en 
las situaciones en que no hay pérdidas también aparecen los armónicos 
producidos por el control de congestión, pero en este caso vemos que el 
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segundo armónico aparece más marcado que cuando se producía  este efecto 
en el escenario 1. El efecto que se está produciendo ya apareció en el estudio 
[2] cuando se utilizaba UDP y se produce siempre que dos o más nodos 
quieren acceder al mismo medio. Cuantos más nodos haya accediendo al 
medio más armónicos se producirán. Estos armónicos siempre se producen en 
múltiplos del mínimo tiempo entre llegadas (hemos calculado su valor para 
RTS/CTS en 2,024 ms coincidiendo con el teórico calculado al principio del 
capítulo). La explicación a este fenómeno es la siguiente: imaginemos que 
tenemos varios nodos enviando paquetes muy seguidos; uno de los nodos 
intenta enviar un paquete y se encuentra el medio ocupado por lo que tendrá 
que esperar a que el medio esté libre (1 ttx), después esperará el tiempo de 
backoff y entonces transmitirá el paquete. Por tanto el segundo harmónico se 
produce en el doble del ttx más el tiempo de backoff calculado. En caso de 
haber más nodos los paquetes de estos se podrán intercalar también y por 
tanto se producirán más armónicos. 
 
Al analizar los histogramas de la tasa agregada no apreciamos variaciones 
con respecto al Escenario 1. 
 
Si nos fijamos en el comportamiento del tráfico a diferentes escalas (Fig. 
5.19) vemos que se repiten los efectos que se producían en el escenario 1, al 
aumentar la tasa o el grado de autosimilitud de la fuente el tráfico experimenta 
un descenso de las componentes de alta frecuencia en recepción. A 
consecuencia de esto se produce un cambio de grado de autosimilitud en el 
proceso de casi H=0,7 a H=0,9.  
 
Remarcar que este resultado concuerda con el obtenido en el estudio de [28], 
donde se observaba que al mezclar distintos tráficos autosimilares se producía 
un aumento de la autosimilitud. 
 
 
 
Fig. 5.19 Diagramas LogScale en emisión y recepción con fuente autosimilar 
(H=0,7) tasa 90% 
 
 
Si comparamos los resultados obtenidos con los del UDP vemos que se repiten 
fenómenos como el del armónico debido a la competición que hay por el canal 
entre varios nodos. En los otros aspectos no apreciamos diferencias 
significativas. 
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5.3.4 Resultados modelo de propagación Shadowing 
 
Como ya habíamos comentado al utilizar el modelo de Shadowing se produce 
un incremento de las pérdidas con respecto al escenario 1, variando entre el 2 
y el 16%. Las pérdidas son tan grandes que para el caso de tasa de 90% 
hemos tenido que realizar la agregación a 10 s para que aparezcan también 
valores de tasa agregada diferentes de 0. 
 
5.3.4.1 Tráfico Poisson 
 
Si analizamos los histogramas de los tiempos entre llegadas (Fig. 5.20) en 
emisión para la fuente de Poisson nos encontramos con el mismo fenómeno 
que en el escenario 1. Aparecen unos picos en los múltiplos del tiempo RTO 
mínimo (200 ms) y de sus subpicos con una separación igual a la granularidad 
del timer que utiliza TCP para calcular el RTT (10 ms). Este efecto como ya 
habíamos comentado será posiblemente producido por el mecanismo de 
adaptación del RTO que tiene TCP. 
 
 
 
Fig. 5.20 Histogramas de tiempo entre llegadas para fuente Poisson con a) 
Tasa 10% b) Tasa 50% c) Tasa 90% 
 
Para este caso las pérdidas producidas afectan tanto al tráfico que los 
histogramas de tasa agregada obtenidos pierden la forma de la distribución 
normal que se había repetido en los anteriores casos, y la distribución se 
concentra cerca del cero (tasa nula). Por ese motivo no comentaremos los 
resultados obtenidos del comportamiento a diferentes escalas para este caso 
ya que como bien sabemos cuando se producen muchos ceros en la tasa 
agregada el Diagrama LogScale no es fiable. 
 
 
5.3.4.2 Tráfico Autosimilar 
 
En este caso las pérdidas serán de hasta el 16% en las tasas más elevadas 
(90%), de todas formas observamos una mejor adaptación por parte de TCP a 
las pérdidas que para la fuente de Poisson. Al igual que para el escenario 1 el 
control de congestión de TCP limitará la tasa y se mantendrá un equilibrio 
manteniéndose en la mayor parte del tiempo en la fase de Congestion 
Avoidance para aumentar muy lentamente la ventana de congestión y no 
perder el equilibrio. Así pues la ventana se mantendrá limitada para valores 
bajos y en consecuencia la tasa no se disparará. De esta manera se evitará un 
buen número de pérdidas. 
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Podemos ver este mismo aspecto en los histogramas de tasa agregada para 
diferentes tasas (Fig. 5.21) donde podemos apreciar que para todos los casos 
las tasas agregadas son muy bajas y como mayor es la tasa de envío más se 
limita. 
 
 
 
 
Fig. 5.21 Histogramas de tasa agregada para fuente autosimilar (H=0,7) con a) 
Tasa 10% b) Tasa 50% c) Tasa 90% 
 
 
No obtenemos resultados destacables al analizar el comportamiento a 
diferentes escalas, ya que al adaptar la tasa a un nivel parecido en los 
diferentes casos los diagramas LogScale en emisión y recepción prácticamente 
son idénticos. Así pues podemos decir que para este caso el sistema es 
“transparente” desde el punto de vista de la autosimilitud. 
 
 
Cuando se analiza los tiempos entre llegadas podemos ver que desaparecen 
los armónicos producidos en recepción a causa de compartir el medio (Ver Fig. 
5.22). Esto puede ser debido debido a que la tasa de envío es tan baja y el 
tiempo entre llegadas tan grande que las estaciones no encuentran problemas 
para compartir el canal ya que no lo llegan a llenar nunca. 
 
 
Podemos apreciar también en estos histogramas el carácter autosimilar de las 
llegadas que se comportan como una heavy-tail. Se puede ver (Fig. 5.22) que 
cuanto mayor es la tasa más memoria tiene el proceso más desviados son los 
valores de los tiempos entre llegadas. Este resultado era de esperar ya que al 
utilizar una fuente autosimilar que genera paquetes a ráfagas y al utilizar 
también el protocolo TCP que mediante sus mecanismos distribuye parte de los 
paquetes en rágafas, la memoria a largo plazo del proceso es muy alta. Así 
pues la probabilidad de aparición de valores muy alejados de la media no es 
menospreciable.  
 
Al comparar los resultados obtenidos con el estudio realizado en [2] que 
utilizaba UDP no apreciamos diferencias respecto al escenario 1. 
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Fig. 5.22  Histograma del tiempo entre llegadas para fuente autosimilar (H=0,7) 
A la izquierda el histograma original y a la izquierda una ampliación. 
De arriba a abajo: a) Tasa 10% b) Tasa 50% c) Tasa 90% 
 
 
5.4 Escenario 3 
 
5.4.1 Definición 
 
En este escenario se simula el efecto del nodo oculto, en el cual dos nodos que 
no se detectan envían paquetes a un tercero (Fig. 5.23). En este escenario los 
nodos opuestos (0 y 1) están separados 300m mientras que ambos están 
separados del tercero por 158m. Las características de los dos nodos son 
idénticas por lo que el sistema es simétrico. 
 
En este escenario se realizarán pruebas para los modelos de propagación de 
TwoRayGround y de Shadowing, debido a la dificultad de simular el efecto de 
nodo oculto con modelos probabilísticas hemos descartado las simulaciones 
con el modelo de Ricean. 
 
El modelo TwoRayGround nos permite simular el nodo oculto de forma sencilla, 
únicamente se ha de igualar el umbral de detección de portadora al umbral de 
recepción y distanciar los nodos lo suficiente para que no se “vean”. 
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Fig. 5.23 Esquema del escenario 3. Nótese que el esquema no está realizado a 
escala con el fin de poder visualizar mejor el escenario 
 
 
Para el modelo Shadowing en cambio únicamente tendremos que aumentar el 
path loss para que la probabilidad de pérdida crezca progresivamente con la 
distancia. 
 
Para este escenario únicamente utilizaremos la fuente autosimilar (H=0,7). Lo 
único que variaremos será la tasa ya que para los anteriores escenarios el 
grado de autosimilitud y el tipo de fuente no aportaban nuevos cambios. Hemos 
escogido la fuente autosimilar porque es un caso más extremo que Poisson 
(sus llegadas son mucho más seguidas) y por esos motivos creemos puede 
ofrecernos un tipo de tráfico con características más significativas. Además los 
resultados obtenidos de la fuente autosimilar respecto a la de Poisson han sido 
bastante parecidos. 
 
Comentamos también el hecho de que desgraciadamente nos ha sido 
imposible realizar las simulaciones con el mecanismo RTS/CTS deshabilitado 
por problemas con el simulador. Si se desea ver con detalle la documentación 
respecto a este error que nos hemos encontrado se puede consultar el Anexo 
9. De todos modos comentar que el mecanismo de acceso al medio hubiese 
sido un parámetro muy a tener en cuenta para este escenario ya que al 
deshabilitar este mecanismo el efecto del nodo oculto se hubiera podido 
estudiar mejor. 
 
Remarcar que a partir de este escenario, debido al aumento de los nodos en 
las simulaciones realizadas y al espacio limitado del que disponíamos en 
nuestro disco duro (Se han tenido que guardar gran cantidad de trazas a lo 
largo de este trabajo a fin de poder consultarlas en caso de alguna duda) las 
trazas obtenidas han sido demasiado grandes. Por ese motivo hemos limitado 
el numero de paquetes capturados siendo en el peor de los casos alrededor de 
los 200.000 paquetes. Debido a esto es posible que en algunos casos al 
realizar los diagramas LogScale los resultados ofrezcan unos intervalos de 
confianza no tan óptimos como se hubieran conseguido con 1 millón de 
paquetes. 
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Las pruebas se realizan variando los parámetros mostrados en la Tabla 5.5: 
 
Tabla 5.5 Parámetros variados en el Escenario 3. 
 
 
En el Anexo 6 se puede encontrar un resumen de las pruebas realizadas para 
el escenario 3 con los correspondientes ficheros tcl de ns-2. 
 
 
5.4.2 Resultados modelo TwoRayGround 
 
Para este caso las pérdidas obtenidas son menores que para los escenarios 
anteriores. En el peor de los casos, utilizar tasas globales del 50% las pérdidas 
no superan el 3,43%. Este resultado es totalmente lógico ya que mientras que 
para el escenario 2 dos nodos competían por el mismo canal, ahora ya no 
compiten por el mismo canal sino que compiten para enviar los datos a un 
mismo receptor. Entendemos entonces que al igual que para el escenario dos, 
los nodos emisores tendrán que turnarse para enviar datos al receptor ya que 
este no puede recibir datos de dos conexiones simultáneamente. De todos 
modos como indican las pérdidas la competencia será menos dura que para el 
escenario 2. 
 
En la Fig. 5.24 podemos ver los histogramas del tiempo entre llegadas en 
recepción para distinta tasa. 
 
 
 
 
Fig. 5.24 Histograma tiempo entre llegadas en recepción para a)Tasa 10% 
b)Tasa 50% 
  
En este caso podemos ver un efecto mezclado del control de congestión que 
efectúa TCP (este sobretodo predominante en tasas altas) y del efecto de los 
armónicos que se producía cuando se quería acceder al mismo medio. Esta 
Tipo de fuente Acceso al medio 
Tamaño de 
paquete 
Tanto por ciento 
tasa máxima 
Modelo de 
propagación 
Autosimilar 
(0,7) RTS/CTS (*) 1000 bytes 
5% - 5% 
25% - 25% 
5% - 25% 
TwoRayGround 
Shadowing 
 
* No se han podido realizar pruebas con CSMA/CA por problemas con el simulador. Ver 
Anexo 9. 
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vez en la competición participan 3 nodos y por tanto vemos que aparecen tres 
armónicos. Ahora pero la competición por el medio es un poco distinta, pero en 
el fondo se trata del mismo caso. Se podría decir que ahora los emisores 
compiten por acceder al nodo receptor 2 y reservan es el medio que envuelve a 
este receptor. Así pues al igual que en el escenario 2 se tendrá que realizar 
una reserva del medio mediante el mecanismo MAC.  
 
En la Fig. 5.25 podremos ver el comportamiento del tráfico a diferentes 
escalas para distintas tasas. 
 
 
 
Fig. 5.25 Diagramas LogScale con fuente autosimilar (H=0,7) a) Tasa 10% b) 
Tasa 50% 
 
 
Si analizamos los diagramas obtenidos para este caso vemos que no existen 
diferencias entre emisión y recepción para ninguna de las dos tasas (10% y 
50%). En cambio si comparamos los diagramas para las dos tasas nos damos 
cuenta que al aumentar la tasa se aumentan considerablemente las escalas 
altas. Esto produce un escalado tan grande que se pasa de tener una H ≈ 0,7 
para la tasa de 10% a una H ≈ 1 para la tasa de 50%. Consideramos que las 
ráfagas producidas en este escenario han hecho que aumente de forma 
considerable la memoria a largo plazo del proceso. Notar que los resultados 
obtenidos son bastante exagerados en cuanto al aumento de grado de 
autosimilaridad, por tanto es importante recordar que estos datos son en cierto 
modo “indicativos” ya que la traza utilizada tenia menos paquetes y por tanto 
unos intervalos de confianza no tan fiables. 
 
 
5.4.3 Resultados modelo Shadowing 
 
En esta simulación hemos tenido que alejar 50 metros más los nodos 0 y 1, ya 
que sino estos se conseguían ver pero con una probabilidad de pérdida por 
propagación muy grande. 
 
En la Fig. 5.26 podemos ver los histogramas del tiempo entre llegadas en 
recepción para distintas tasas en el cual podemos apreciar el mismo efecto que 
se producía al utilizar el modelo de propagación TwoRayGround. 
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Fig. 5.26 Diagramas LogScale con fuente autosimilar (H=0,7) a) Tasa 10% 
b)Tasa 50% 
 
Para este modelo el comportamiento del tráfico a diferentes escalas para 
distintas tasas es exactamente igual que para el modelo TwoRayGround. Los 
diagramas no presentan diferencias entre emisión y recepción, en cambio si 
comparamos los diagramas para diferentes tasas podemos ver que para tasas 
pequeñas (10%) el diagrama es prácticamente plano y para tasas grandes 
(50%) se dispara la autosimilitud del tráfico. (Fig. 5.27) En este caso este 
aumento es aun mayor que para el caso anterior y mientras para el 10% de la 
tasa se tiene H=0,6 para el 50% se obtiene una H ≈ 1. En cierta medida este 
comportamiento es lógico ya que para el modelo Shadowing se producirán más 
perdidas y a su vez esto generará más tráfico a ráfagas aumentando la 
memoria a largo plazo del proceso. 
 
 
 
Fig. 5.27 Diagramas LogScale con fuente autosimilar (H=0,7) a) Tasa 10% 
b)Tasa 50% 
 
Para este caso si comparamos los resultados obtenidos para TCP con los 
obtenidos al utilizar UDP podemos ver que resultan muy similares. Al aumentar 
la tasa aumenta en gran medida la autosimilaridad del proceso debido a que se 
producirán más ráfagas.  
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5.4.4 Resultados pruebas asimétricas 
 
Para estas pruebas hemos utilizado una de las fuentes con una tasa de 
generación del 10% y la otra fuente con una tasa de generación del 50%. 
Comentar que hemos sacado las trazas de los datos recibidos en el nodo 2, en 
donde se podrá comparar como afectan dos conexiones a diferente tasa. Tener 
presente que en el nodo dos se recibe paquetes de las dos conexiones. 
 
Al comparar el número de paquetes que envía la fuente del 10% con el número 
de paquetes que se reciben en el nodo 2, podemos decir que tal y como 
esperábamos la conexión de la tasa mayor (50%) predominará sobre la otra y 
ocupará el medio más tiempo. 
 
 
 
5.5 Escenario 4 
 
5.5.1 Definición 
 
En el este escenario se simula el efecto de reenvío. En nodo 0 intenta enviar a 
un nodo que está fuera de su rango de cobertura para ello recure al nodo 1 que 
está entre ambos (Fig. 5.28). En este caso veremos el efecto de reenvío de un 
tráfico y será el paso previo al escenario 5.  
 
 
 
 
 
 
 
 
 
 
 
Fig. 5.28 Esquema del escenario 4 
 
La separación de los nodos es la misma que la del escenario anterior. El nodo 
receptor se encuentra distanciado 50m del nodo que realiza función de 
encaminamiento. 
 
5.5.2 Pruebas realizadas 
 
En este escenario hemos utilizado únicamente el modelo de propagación 
TwoRayGround ya que para los últimos escenarios hemos obtenido resultados 
muy parecidos para este modelo y para el modelo Shadowing. Finalmente nos 
hemos decidido por el modelo TwoRayGround porque de ese modo las 
pérdidas por propagación no afectarán a los resultados. 
 
Por otro lado el segundo parámetro que variaremos en las simulaciones de 
este escenario son las tasas de generación de paquete. 
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Las pruebas se realizan variando los parámetros mostrados en la Tabla 5.6. 
 
Tabla 5.6 Parámetros variados en el Escenario 4. 
 
 
En el Anexo 7 se puede encontrar un resumen de las pruebas realizadas. 
 
5.5.3 Resultados 
 
Los resultados son similares a los encontrados en el escenario 2 para modelos 
sin pérdidas.  
 
En cuanto al tiempo entre llegadas destacar que para este caso el armónico 
del doble del mínimo tiempo entre llegadas tiene un valor mayor que el del 
mínimo tiempo entre llegadas (Fig. 5.29). Este efecto lo podemos justificar 
teniendo en cuenta que en este caso la probabilidad de que el medio esté 
ocupado cuando uno de los nodos quiera transmitir es mayor. Las salidas back-
to-back son menos frecuentes ya que cuando el nodo emisor se encuentra con 
la cola ocupada el nodo intermedio también está intentando transmitir, por lo 
que uno de ellos se espera y por tanto el tiempo entre llegadas es del doble del 
mínimo.  
 
Comentar que para el estudio realizado en [2] los resultados eran 
completamente idénticos utilizando UDP, por tanto podremos llegar a la 
conclusión que el protocolo TCP no tiene ningún efecto en el reenvío. Este 
resultado era de esperar ya que TCP utiliza una conexión extremo a extremo y 
por tanto el reenvío no debería afectar a su tráfico. 
 
 
 
Fig. 5.29 Histograma tiempo entre llegadas del nodo 0 al nodo 1 para fuente 
autosimilar (H=0,7) a tasa 25% 
 
 
 
 
Tipo de 
fuente 
Acceso al 
medio 
Tamaño de 
paquete 
Tanto por ciento 
tasa máxima 
Modelo de 
propagación 
Autosimilar 
(0,7) RTS/CTS 1000 bytes 25% - 25% TwoRayGround 
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5.6 Escenario 5 
 
5.6.1 Definición 
 
En este escenario se simula el efecto de nodo oculto al igual que en el 
escenario 3, la diferencia en este caso es que el nodo receptor retransmite 
todos los paquetes hacía el nodo 3 ya que los nodos emisores están fuera del 
rango de cobertura de este último nodo (Fig. 5.30). 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5.30 Esquema del escenario 5 
 
La separación de los nodos es la misma que la del escenario anterior. El nodo 
receptor se encuentra distanciado 50m del nodo que realiza función de 
encaminamiento. 
 
5.6.2 Pruebas realizadas 
 
En este escenario al igual que para el escenario 4 utilizamos una fuente 
autosimilar (H=0,7) con una tasa de 25% cada uno de los emisores. 
 
Para modelo de propagación utilizamos el modelo sin pérdidas TwoRayGround 
para que así estas no afecten a los resultados obtenidos. 
 
 
5.6.3 Resultados obtenidos 
 
Los resultados obtenidos son  similares a los del escenario 3, en cierto modo 
esto es lógico ya que se esta realizando el mismo escenario pero esta vez 
incluyendo el efecto del reenvío en el nodo receptor.  
 
Analizando la tasa agregada se puede ver que al igual que para el escenario 3  
vez aparecen tres claros armónicos debidos a los 3 nodos que participan en la 
emisión. Vemos también que existen las variaciones entre tiempos producidas 
por el control de congestión. Ver Fig. 5.31. 
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Fig. 5.31 Histograma tiempo entre llegadas en recepción para tasa 50% y 
H=0,7 
 
Si analizamos el comportamiento a diferentes escalas vemos el mismo 
efecto que se producía en el escenario 3. Al aumentar la tasa en emisión se 
produce un gran aumento de las componentes a escalas altas y a su vez de la 
memoria a largo plazo del proceso (llegando incluso a producirse tiempos entre 
llegadas de 50 segundos en los peores casos). En este caso el segundo 
armónico tiene un valor menor que el primero como en el escenario 3 y a 
diferencia del escenario 4. En este caso los dos nodos ocultos al no detectar 
que el otro está transmitiendo no siguen el esquema marcado por el 
mecanismo DCF. A parte de esto, la transmisión del nodo intermedio va 
relacionada a la transmisión de los otros dos, es decir es como si su 
transmisión fuera independiente de cada uno de ellos. Estas dos premisas 
hacen que el segundo armónico sea menor que el primero.  
 
Este último hecho se produce también en las pruebas realizadas en [2] para 
UDP. Sin embargo al igual que en el escenario 3 notamos la diferencia del 
aumento de autosimilaridad cuando se utilicen tasas más altas [28]. 
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CAPÍTULO 6. CONCLUSIONES 
 
 
6.1 Valoración de los objetivos 
 
Nuestro objetivo principal en este estudio ha sido evaluar las características del 
tráfico en un entorno wireless, en su modalidad ad-hoc. En concreto 
pretendíamos extender las conclusiones extraídas en el trabajo anterior [2] que 
también pretendía caracterizar el tráfico para este tipo de entorno pero 
utilizando el protocolo de transporte UDP. En nuestro estudio hemos querido 
ver las consecuencias de cambiar el protocolo de transporte a TCP. 
 
Alcanzar este objetivo no ha sido nada fácil. Las simulaciones se han realizado 
utilizando el simulador ns-2 lo que ha supuesto, como ya comentamos 
anteriormente, el manejo de las herramientas wireless en este entorno es 
complejo y la documentación al respecto es escasa. 
 
Consideramos que nuestro objetivo principal se ha alcanzado, de forma que se 
ha conseguido extraer las características muy interesantes del tráfico, al utilizar 
el tráfico TCP en vez del UDP, extendiendo así los resultados que se obtenían 
en [2].  
 
Sin embargo queremos mencionar que al inicio de nuestro estudio se intentó 
instalar sin éxito el modulo TeNS complementario al simulador ns-2, 
dedicándose alrededor de dos meses. Finalmente se desistió por cuestiones 
obvias de tiempo. 
 
 
6.2 Conclusiones generales 
 
Las conclusiones generales de las simulaciones realizadas se pueden dividir en 
tres grupos (escenarios sin pérdidas de propagación, con pérdidas por el 
modelo de propagación o por las colisiones (MAC)). 
 
En los escenarios en los que no existen pérdidas debidas el modelo de 
propagación obtenemos que al igual que para el caso UDP al aumentar la tasa 
y en consecuencia producirse pérdidas se produce una mitigación de la 
autosimilitud de las frecuencias altas del proceso. Por otra parte a diferencia 
del caso UDP vemos que al utilizar TCP una parte de los paquetes más 
separados se distribuirá en ráfagas produciendo un incremento de las 
frecuencias altas en emisión y un pequeño descenso de las bajas. Este efecto 
se producirá en mayor medida para tasas más altas. Además este efecto 
conjunto producirá una mitigación de la autosimilaridad en recepción, 
obteniendo para tasas altas un espectro casi plano (H=0,5).  
 
En cuanto a los escenarios con pérdidas debidas al modelo de propagación 
podemos destacar que al igual que para los de sin perdidas se producirá un 
incremento en las frecuencias altas para tasas altas en emisión, debido a la 
creación de más ráfagas por TCP. Además podemos apreciar el efecto que 
produce el control de congestión de TCP. Al detectar pérdidas el control de 
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congestión limitará la tasa a valores de ventana de emisión bajos y de este 
modo se producirán muchas menos pérdidas que para UDP. 
 
Los escenarios con pérdidas debidas a las colisiones muestran en el caso de 
recepción un resultado parecido a las de perdidas con propagación. Se 
produce una disminución del tráfico de frecuencias altas. En cambio si 
observamos el tráfico en emisión al aumentar la tasa se experimenta un 
aumento de autosimilaridad del tráfico al producirse más ráfagas. Este 
resultado se produce del mismo modo el caso UDP. 
 
Observamos también que la utilización del mecanismo MAC de RTS/CTS 
produce una mitigación de fractalidad del tráfico, aumentando las frecuencias 
altas y disminuyendo las bajas. Esto respalda los resultados obtenidos en [2] y 
[20] donde también se producía este efecto. 
 
En cuanto a las pruebas asimétricas comentamos que al igual que para el caso 
UDP el nodo que emita a mayor tasa o que tenga mayor grado de autosimilitud 
será el que acaparará en mayor medida el canal a compartir [28]. 
 
Finalmente, destacar la fiabilidad de los datos para el caso UDP donde (siendo 
participes) se demostró la equivalencia de los resultados obtenidos en las 
simulaciones con resultados en un escenario real (Ver Anexo 11). 
 
 
6.3 Líneas futuras 
 
Seria interesante realizar las mismas simulaciones utilizando un simulador más 
fiable, debido a las varias deficiencias de la implementación del MAC 802.11 
por su simplicidad en el simulador ns-2. Además ns-2 tiene algunas 
limitaciones en cuanto a interferencias y modelos de propagación por lo que 
sería de gran interés validar los resultados en un simulador distinto o con un 
modulo de ns-2 más completo. Un posibilidad interesante es la utilización del 
modulo de extensión para ns-2 de TeNs (The Enhanced Network Simulator [27] 
que mejora en gran medida la fiabilidad en este tipo de escenarios. En primer 
lugar se añade soporte para interferencias de canal y modelos de error 
ocasionados por las interferencias de canal, importante para simular varias 
conexiones. Este modulo además implementa la tasa adaptativa que se 
especifica en el estándar 802.11b pero que ns-2 no implementaba. La tasa 
adaptativa disminuye la tasa de emisión en función de la potencia de señal 
recibida. Por otro lado modela la potencia de la señal de una forma más 
próxima a la realidad utilizando variaciones aleatorias temporales. Esta última 
característica es interesante en el sentido de que se podría simular el modelo 
de Shadowing teniendo en cuenta la correlación temporal. Comentar que este 
modulo únicamente funciona para la versión de ns 2.1b9a, que es una versión 
bastante anterior a la actual y que puede ocasionar problemas como ya vimos 
con el modulo de Ricean. Al inicio de nuestro estudio se intentó instalar sin 
éxito este modulo por problemas en correspondiente versión de ns. 
 
Comentar también que sería interesante realizar pruebas para otros tipos de 
fuente para ver como se comportan estas en estos tipos de escenario.  
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También seria conveniente realizar las mismas simulaciones añadiendo 
movilidad y más nodos a los escenarios para ver el comportamiento en 
escenarios más próximos a la realidad. De este modo también se podría ver 
como afectan los protocolos de enrutamiento a este tipo de tráfico autosimilar. 
 
Tal y como se hizo en [2] seria interesante repetir las mismas pruebas de TCP 
para un escenario real para corroborar los resultados. Sin embargo 
mencionamos la dificultad que conllevaría en este caso, ya que una fuente TCP 
no se deja marcar los tiempo de salida de los paquetes. Destacamos la 
posibilidad de usar para este estudio el generador de tráfico TCP, TCPreplay 
[32]. Este generador utiliza una captura previa de tráfico real (por ejemplo 
capturada con Ethereal) y luego es capaz de generar una red con 
características similares a la de la captura. 
 
6.4 Consideraciones éticas y medioambientales  
 
Las pruebas realizadas no han tenido repercusiones éticas y medioambientales 
ya que todas las pruebas se han realizado en un entorno simulado. Sin 
embargo si se realizarán las pruebas reales del caso TCP se tiene de 
considerar que requeriría un mayor uso de energía ya que las pruebas serian 
más largas que para UDP al existir muchas retransmisiones. 
 
También comentamos que al principio de nuestro estudio contribuimos en la 
finalización del trabajo realizado en [2] ayudando a realizar las simulaciones 
para UDP en un entorno real. Para estas simulaciones se ha de tener en 
cuenta que en cierta manera se está invadiendo la privacidad de los usuarios al 
capturar el tráfico que generan. En cuanto a consideraciones 
medioambientales, para este caso se ha de destacar que es necesario que las 
tarjetas wireless cumplan con la ley de máxima potencia transmitida.  
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ANEXO 1. ESCENARIO DE TRABAJO Y PROCESADO 
DE TRAZAS 
 
1.1 Escenario de trabajo 
 
Las simulaciones se han realizado en un pc con sistema operativo Fedora Core 
3 con el simulador ns-2.28 instalado. Los paquetes necesarios para la 
instalación de esta versión de ns en Fedora Core 3 son el XFree86-devel y el 
g++.  
Para la simulación usando una fuente de Poisson y el modelo de propagación 
de Ricean y Rayleigh es necesario un módulo externo a ns.  
El tratamiento de datos se ha realizado en un pc con Windows XP Profesional 
con Matlab 7.0.4 instalado. Para realizar los análisis se necesita el software 
para analizar trazas tanto de segundo orden como multifractal [10] y [13]. 
En la Fig. 1.1 podemos ver de modo general el proceso de simulación y 
análisis. En el siguiente anexo explicamos con detalle los pasos realizar la 
simulación y el procesado de las trazas. 
 
 
Fig. 1.1 Esquema general de la obtención y análisis de las trazas 
 
 
1.2 Procesado de trazas 
En todos los  ficheros script tcl que ejecutamos para simular los escenarios 
añadimos un comando para que todos los eventos que se van produciendo a lo 
largo de la simulación se vayan guardando en un fichero de datos. El fichero 
resultante está formado por trazas que definen cada uno de los eventos que se 
producen. Los campos que forman la traza que se crea cada vez se produce un 
evento se puede ver en la Fig. 1.2. También podemos ver un ejemplo de una 
parte de las trazas capturadas en una de las simulaciones que hemos realizado 
en la Fig. 1.3. 
 
 
Fig. 1.2 Campos que aparecen en una traza 
 
 
 
Fig. 1.3 Ejemplo de traza 
 
Es fácil ver que en la traza original que crea ns existen gran cantidad de datos 
que no nos interesan y por tanto procederemos a realizar un filtrado de los 
datos que nos interesen. En concreto de una sola simulación deseamos 
obtener en trazas independientes la información de paquetes enviados y 
recibidos para tratarlos de forma separada. Posteriormente de cada una de las 
trazas que componen cada fichero independiente sólo nos es útil el tiempo de 
llegada de paquete y el tamaño de paquete, con estos datos realizaremos el 
estudio de los tiempos entre llegadas y la agregación necesaria para el estudio 
con LDestimate. 
 
 
Para realizar todos estos filtrados seguiremos los siguientes pasos: 
? Mediante la herramienta grep filtramos los paquetes recibidos y enviados 
para cada traza, además filtramos también para que sólo nos muestre 
los que pertenecen a nivel de aplicación (AGT) y los que sean de la 
fuente utilizada (ya que también podemos encontrar paquetes de 
enrutado):  
o Para obtener la traza de recepción: 
[root@broadband114 TCLs]#  grep “^r“ out.tr | grep “_1_” | grep “ 
AGT ” | grep “fuente (cbr, poisson o pareto)” > out_recibidos_nodo0.tr  
o Y para obtener la traza de emisión: 
[root@broadband114 TCLs]#  grep “^s“ out.tr | grep “_0_” | grep “ 
AGT ” | grep “fuente (cbr, poisson o pareto)” > out_enviados_nodo0.tr 
 
El comando grep filtrará las filas del fichero out.tr que empiecen por “r” o 
“s” (lo cual indica emisión y recepción), que contengan “_X_” (donde _X_ 
es el nombre que se le ha dado al nodo en el script tcl), que contengan 
“AGT” (lo cual significa que son trazas de nivel aplicación) y que 
contengan un nombre determinado de fuente (dependiendo de cual se 
haya empleado). 
Nota: Es posible deshabilitar que ns guarde información del nivel de 
routing (en versiones recientes), por tanto se puede suprimir el filtrado de 
paquetes AGT. Para deshabilitarlo se ha de cambiar ON por OFF en –
routerTrace dentro de la definición de cada nodo. De esta forma el 
tamaño de la traza resultante de ns se reduce a la mitad y el filtrado es 
más rápido. 
 
? Una vez tengamos ya separados en ficheros independientes las trazas 
de emisión y de recepción, ahora pasaremos a quedarnos solo con la 
columnas donde aparecen el tiempo de llegada y el tamaño de paquete. 
Para realizar esto utilizaremos un script de PERL que se puede 
encontrar en [25]. 
cat out_recibidos.tr | column.pl 1 7 > traza_recibidos.dat  
cat out_enviados.tr | column.pl 1 7 > traza_enviados.dat 
  
Una vez obtenida la traza con los tiempos entre llegadas en la columna 1 y el 
tamaño de paquete en la columna 2 podemos realizar la importación a Matlab y 
tratar los datos, para automatizar el proceso hemos utilizado la macro en 
Matlab que se realizo en [2].  
Esta macro se llama processing y ejecuta los siguientes comandos: 
function [tasa] = processing(data): 
tasa=BerkeleyConversion(data,0.1,1); 
LDestimate (tasa,3,1,12,1,1,1); 
figure(3) 
plot(tasa) 
figure(1) 
hist(tasa,1000) 
media_tasa=mean(tasa) 
varianza_tasa=var(tasa) 
interarrival = diff(data(:,1)); 
figure(2) 
hist(interarrival,1000) 
media_interarrival=mean(interarrival) 
varianza_interarrival=var(interarrival) 
ANEXO 2. CONSIDERACIONES DEL PROTOCOLO TCP 
 
2.1 Los agentes TCP 
El simulador ns-2 ofrece dos tipos de agentes TCP: los agentes one-way y los 
agentes two-way. Los agentes one-way se caracterizan por estar divididos en 
la parte emisora (la cual contiene todos controles de congestion, técnicas de 
control de errores, etc.) y la parte receptora a la que se llama Sink. En cambio, 
los agentes two-way son simétricos y representan emisor y receptor de manera 
conjunta. Los agentes two-way son bastante recientes y aproximan mejor el 
funcionamiento real de TCP, pero se encuentran aun en fase de desarrollo por 
lo que presentan algunas incompatibilidades con ciertas herramientas que 
ofrece ns-2. 
 
2.1.1 Los agentes one-way 
Los agentes emisores one-way son los que intentan reproducir el 
comportamiento de TCP en cuanto a control de congestion y control de errores 
se refiere. Hay de decir pero que no reproduce completamente con fidelidad el 
comportamiento real de TCP. No dispone de una advertised window (la 
ventana de receptor o bien conocida en ns-2 como window_) dinámica, 
contabiliza los segmentos y ACKs en número de paquetes y además no realiza 
el intercambio SYN/FIN de establecimiento y cierre de conexión (es decir el 
three-way handshake). 
Los principales agentes emisores one-way que ofrece ns-2 en la acutalidad 
son: 
? Agent/TCP, el TCP Tahoe 
Es el más sencillo y antiguo de los agentes TCP de ns-2. Tiene las 
principales bases de TCP y los siguientes agentes están basados en él.  
Estado de SlowStart: es el estado inicial de TCP y pretende alcanzar el 
tamaño de ventana óptimo, por eso aumenta la ventana de congestion 
(cwnd_) en un paquete por cada ACK que se recibe. 
Estado de Congestion Avoidance: cuando se detecta congestión se 
entra en este estado y se augmenta la ventana de congestion en 1/cwnd 
por cada ACK recibido. 
Asume la perdida de un paquete cuando se recibe un número 
determinado de ACKs duplicados (generalmente 3) o bien cuando expira 
el Restransmition Timer. En cualquiera de los dos casos TCP Tahoe 
reacciona dividiendo por dos el ssthresh (Slow Start threshold) y 
posteriormente se inicializa también cwnd a su valor inicial (en nuestro 
caso será a 2). En el caso de recibir los 3 ACKs duplicados el emisor 
procede inmediatamente a la retransmisión sin esperar a que expire el 
temporizador (Fast Retransmit). 
? Agent/TCP/Reno 
Funcionamiento muy similar al Tahoe pero incluye Fast Recovery, que 
es el estado en que se entra cuando se reciben 3 ACKs duplicados y por 
tanto cuando se considera ha habido una perdida. Cuando esto ocurre 
TCP entra en el estado de Fast Recovery. En este estado y una vez se 
ha realizada la retransmisión del paquete perdido, cada vez que se 
reciba un ACK duplicado se aumentará en un segmento la ventana de 
congestión. Cuando llegue un ACK no duplicado esto nos indicará que el 
paquete reenviado ha llegado correctamente y se saldrá del estado de 
Fast Recovery y se volverá al estado de Congestion Avoidance. 
? Agent/TCP/New Reno 
Está basado en TCP Reno pero que modifica su comportamiento cuando 
se reciben ACKs nuevos. Es mucho más eficiente en cuanto se 
producen varias perdidas de paquete. A diferencia de TCP Reno no sale 
del estado de Fast Recovery hasta que no se hayan recibido los ACKs 
de todos los paquetes que aun estaban por reconocer en el momento de 
entrar en el estado de Fast Recovery. 
 
Los principales agentes receptores one-way que ofrece ns-2 en la acutalidad 
son: 
? Agent/TCPSink 
Es el agente que se encarga de enviar los reconocimientos (ACKs), 
correspondientes a los paquetes que se van recibiendo, a su agente 
emisor. 
? Agent/TCPSink/DelAck 
Este agente reconoce todos los paquetes que van llegando cada cierto 
tiempo (en nuestro caso se fija este tiempo en 100 ms). Es una 
característica muy típica en el TCP que se utiliza en la realidad ya que 
descongestiona mucho la red, ahorrándose enviar gran cantidad de 
reconocimientos. Cuando llegan paquetes fuera de orden entonces se 
envía un ACK inmediatamente. 
 
2.1.2 Los agentes two-way 
Los agentes two-way son una implementación para ns-2 de los agentes TCP, 
que es muy reciente y que aun está en desarrollo. Su utilización es 
incompatible con los otros tipos de agentes y como hemos dicho anteriormente 
un solo agente puede realizar funciones de emisor y receptor a la vez (a 
diferencia de los one-way). 
Las diferencias con los agentes one-way son las siguientes: 
? Realiza el intercambio SYN/FIN de establecimiento y cierre de conexión 
(es decir el three-way handshake). 
? Soporta el intercambio de datos de forma bidireccional. 
? Los números de secuencia son en bytes y no en paquetes. 
 
El único agente two-way que actualmente existe para ns-2 es Full-TCP: 
? Agent/TCP/Full-TCP 
Por ahora, Full-TCP implementa un control de congestión basado en 
TCP Reno. 
 
Comentario:  
Para nuestras simulaciones hemos utilizado siempre que hemos podido el 
agente TCP: Full-TCP ya que es el que mejor se ajusta a la versión TCP que 
se utiliza en la actualidad en Internet. Sin embargo este agente únicamente es 
compatible con el protocolo de enrutamiento DSR, por tanto en todas las 
simulaciones donde lo hayamos utilizado utilizaremos este protocolo en vez del 
AODV. 
En el caso de la fuente autosimilar, que nosotros implementamos mediante una 
agregación de fuentes de pareto, vemos que es también incompatible con Full-
TCP. En los casos donde utilicemos la fuente autosimilar, utilizaremos pues el 
agente TCP/NewReno y como consecuencia podremos utilizar otra vez AODV. 
 
 
 
 
ANEXO 3. CONSIDERACIONES Y CÁLCULOS PREVIOS 
A LAS SIMULACIONES 
 
3.1 Cálculo de la tasa máxima teórica 
 
La tasa de transmisión se las simulaciones se fijará al 10%, 50% y 90% de la 
tasa teórica. A continuación calculamos estos valores en relación a la tasa 
teórica (ver [24]). 
3.1.1 CSMA/CA 
6 68 8( ) 10 10
0.72727 890.73
x xTMT x
ax b x
= × = ×+ +                      (3.1) 
• Tamaño de paquete 400 bytes  
68 400( ) 10 2.708.105
0.72727 400 890.73
TMT x bps⋅= × =⋅ +              (3.2) 
 
o 10% --> 270.811 bps Tiempo simulación --> 11.816 s 
o 50% --> 1.354.052 bps Tiempo simulación --> 2.363 s 
o 90% --> 2.437.294 bps Tiempo simulación --> 1.313 s 
 
• Tamaño de paquete 1000 bytes 
68 1000( ) 10 4.994.375
0.72727 1000 890.73
TMT x bps⋅= × =⋅ +             (3.3) 
 
o 10% --> 499.438 bps Tiempo simulación --> 16.018 s 
o 50% --> 2.497.187 bps Tiempo simulación --> 3.203 s 
o 90% --> 4.494.937 bps Tiempo simulación --> 1.780 s 
 
3.1.2 RTS/CTS 
6 68 8( ) 10 10
0.72727 1.556,73
x xTMT x
ax b x
= × = ×+ +                  (3.4) 
 
• Tamaño de paquete 400 bytes  
68 400( ) 10 1.722.617
0.72727 400 1.566,73
TMT x bps⋅= × =⋅ +           (3.5) 
o 10% --> 172.261 bps Tiempo simulación --> 18.577 s 
o 50% --> 861.309 bps Tiempo simulación --> 3.716 s 
o 90% --> 1.550.355 bps Tiempo simulación --> 2.065 s 
 
• Tamaño de paquete 1000 bytes 
68 1000( ) 10 3.487.358
0.72727 1000 1.566,73
TMT x bps⋅= × =⋅ +           (3.6) 
o 10% --> 348.736 bps Tiempo simulación --> 22.940 s 
o 50% --> 1.743.679 bps Tiempo simulación --> 4.588 s 
o 90% --> 3.138.622 bps Tiempo simulación --> 2.549 s 
 
El tiempo de simulación es el requerido para obtener trazas de 1.000.000 de 
paquetes. El cálculo del tiempo de simulación es orientativo ya que su calculo 
está considerando la utilización del protocolo UDP. Este tiempo no lo podremos 
calcular para TCP ya que este tiene una tasa que se adapta al tráfico de la red 
y por tanto tendremos que ajustarlo “a ojo”, ir provando y repitiendo 
simulaciones. 
 
 
 
 
ANEXO 4. RESUMEN SIMULACIONES ESCENARIO 1 
4.1 Modelo TwoRayGround 
4.1.1 Fuente CBR 
4.1.1.1 RTS/CTS ? 400 bytes ? Tasa 10% ? Win =  ∞ 
 
 
EMISIÓN Media Varianza 
Tiempo entre llegadas     0.0186   8.5529e-010 
Tasa agregada a 0,1 s   2.3686e+003   4.5758e+004 
 
 
 
Fig. 4.1 Histograma Tiempo entre llegadas y Tasa agregada a 0,1 s para 
emisión 
 
RECEPCIÓN Media Varianza  
Tiempo entre llegadas     0.0186 s   9.9834e-008 s2 
Tasa agregada a 0,1 s   2368,6 bytes   4.5758e+004bytes2 
 
            
 
Fig. 4.2 Histograma Tiempo entre llegadas y Tasa agregada a 0,1 s para 
recepción 
 
 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 172.261 189.488 +10,00 
Recepción 172.261 189.488 +10,00 
 
 
Paquetes recibidos/Paquetes enviados = 1431113/1431113 ? PER = 0 
4.1.1.2 RTS/CTS ? 1000 bytes ? Tasa 10% ? Win =  ∞ 
 
EMISIÓN Media Varianza 
Tiempo entre llegadas     0.0229   1.5959e-009 
Tasa agregada a 1 s     4.5336e+004   2.6126e+005 
 
 
 
 
Fig. 4.3 Histograma Tiempo entre llegadas y Tasa agregada a 1 s para emisión 
 
RECEPCIÓN Media Varianza  
Tiempo entre llegadas 0.0116 7.7739e-005 
Tasa agregada a 1 s 4.7042e+004 2.6614e+004 
 
 
 
Fig. 4.4 Histograma Tiempo entre llegadas y Tasa agregada a 1 s para 
recepción 
 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 348.736 376.336 +7,91% 
Recepción 348.736 376.336 +7,91% 
 
Paquetes recibidos/Paquetes enviados = 1293791/1293791 ? PER = 0 
 
4.1.1.3 RTS/CTS ? 1000 bytes ? Tasa 50% ? Win =  ∞ 
 
EMISIÓN Media Varianza 
Tiempo entre llegadas     0.0046   3.7530e-010 
Tasa agregada a 1 s   2.2668e+005   4.1547e+004 
 
  
 
 
Fig. 4.5 Histograma Tiempo entre llegadas y Tasa agregada a 1 s para emisión 
 
RECEPCIÓN Media Varianza  
Tiempo entre llegadas     0.0046   6.4233e-008 
Tasa agregada a 1 s   2.2668e+005   5.8316e+004 
 
 
 
Fig. 4.6 Histograma Tiempo entre llegadas y Tasa agregada a 1 s para 
recepción 
 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 1.743.679 1.813.440 +4,00% 
Recepción 1.743.679 1.813.440 +4,00% 
 
 
Paquetes recibidos/Paquetes enviados = 1079467/1079468 ? PER = 9,2·10-7 
 
4.1.1.4 RTS/CTS ? 1000 bytes ? Tasa 90% ? Win =  ∞ 
 
EMISIÓN Media Varianza 
Tiempo entre llegadas 0.0038   6.0243e-005 
Tasa agregada a 1 s   2.7273e+005   1.2446e+009 
 
 
 
              
 
Fig. 4.7 Histograma Tiempo entre llegadas y Tasa agregada a 1 s para emisión 
 
RECEPCIÓN Media Varianza  
Tiempo entre llegadas 0.0038 4.2790e-005 
Tasa agregada a 1 s   2.7192e+005 6.9655e+008 
 
  
 
                 
 
Fig. 4.8 Histograma Tiempo entre llegadas y Tasa agregada a 1 s para 
recepción 
 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 3.138.622 2.181.840 -30,48% 
Recepción 3.138.622 2.175.360 -30,69% 
 
Paquetes recibidos/Paquetes enviados = 1048784/1051525 ? PER = 0,0026 
4.1.1.5 RTS/CTS ? 1000 bytes ? Tasa 90% ? Win =  20 
 
EMISIÓN Media Varianza 
Tiempo entre llegadas    0.0037   5.3765e-006 
Tasa agregada a 1 s   2.7934e+005   2.7141e+007 
  
 
 
 
Fig. 4.9 Histograma Tiempo entre llegadas y Tasa agregada a 1 s para emisión 
 
RECEPCIÓN Media Varianza  
Tiempo entre llegadas   0.0037   2.5216e-006 
Tasa agregada a 1 s   2.7934e+005   1.4016e+007 
 
 
 
Fig. 4.10 Histograma Tiempo entre llegadas y Tasa agregada a 1 s para 
recepción 
 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 3.138.622 2.234.720 -28,79% 
Recepción 3.138.622 2.234.720 -28,79% 
 
 
Paquetes recibidos/Paquetes enviados = 1074380/1074384 ? PER = 3,7·10-7 
 
4.1.1.6 CSMA/CA ? 1000 bytes ? Tasa 90% ? Win =  ∞ 
 
EMISIÓN Media Varianza 
Tiempo entre llegadas 0.0025   2.5925e-005 
Tasa agregada a 1 s   4.2304e+005   1.8284e+009 
 
 
 
                 
 
Fig. 4.11 Histograma Tiempo entre llegadas y Tasa agregada a 1 s para 
emisión 
 
RECEPCIÓN Media Varianza  
Tiempo entre llegadas 0.0025   1.8319e-005 
Tasa agregada a 1 s   4.2184e+005 1.1381e+009 
 
 
 
                  
 
Fig. 4.12 Histograma Tiempo entre llegadas y Tasa agregada a 1 s para 
recepción 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 4.494.937 3.382.320 -24,75% 
Recepción 4.494.937 3.373.840 -24,94% 
 
Paquetes recibidos/Paquetes enviados = 1135418/1138277 ? PER = 0,0025 
4.1.2 Fuente Autosimilar 
4.1.2.1 RTS/CTS ? 400 bytes ? Tasa 10% ? H=0,7 ? Win =  ∞ 
 
Tiempo entre llegadas Media Varianza 
Emisión 0.0189 3.3389e-004 
Recepción 0.0189 3.2798e-004 
 
          
Fig. 4.13 Histograma Tiempo entre llegadas emisión y recepción 
   
Tasa agregada a 0,1 s Media Varianza 
Emisión 5.5145e+003 4.7798e+006 
Recepción 5.5145e+003 4.7521e+006 
 
          
Fig. 4.14 Histograma Tasa agregada a 0,1 s emisión y recepción 
 
 
 
 
 
 
 
 
 
Estudio autosimilitud emisión: 
 
 
 
Estudio autosimilitud recepción: 
 
 
 
                           
 Fig. 4.15 LDestimate emisión y recepción 
 
 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 172.261 441.160 +156,09% 
Recepción 172.261 441.160 +156,09% 
 
 
 
Paquetes recibidos/Paquetes enviados = 954465/9654465 ? PER = 0 
4.1.2.2 RTS/CTS ? 1000 bytes ? Tasa 10% ? H=0,7 ? Win =  ∞ 
 
Tiempo entre llegadas Media Varianza 
Emisión   0.0092 7.9610e-005 
Recepción 0.0092 7.3018e-005 
 
Fig. 4.16 Histograma Tiempo entre llegadas emisión y recepción 
 
 
Tasa agregada a 0,1 s Media Varianza 
Emisión 1.1300e+004 7.7580e+006 
Recepción 1.1300e+004 7.6642e+006 
 
          
Fig. 4.17 Histograma Tasa agregada a 0,1 s emisión y recepción 
 
 
 
 
 
 
 
 
 
 
Estudio autosimilitud emisión: 
 
 
Estudio autosimilitud recepción: 
 
 
 
                           
 Fig. 4.18 LDestimate emisión y recepción 
 
 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 348.736 904.000 +159,22% 
Recepción 348.736 904.000 +159,22% 
 
 
 
Paquetes recibidos/Paquetes enviados = 1792800/1792800 ? PER = 0 
 
 
 
 
 
4.1.2.3 RTS/CTS ? 1000 bytes ? Tasa 50% ? H=0,7 ? Win =  ∞ 
 
Tiempo entre llegadas Media Varianza 
Emisión 0.0029 1.0606e-005 
Recepción 0.0033 1.5646e-006 
 
 
Fig. 4.19 Histograma Tiempo entre llegadas emisión y recepción 
 
 
Tasa agregada a 0,1 s Media Varianza 
Emisión 3.5757e+004 2.1774e+007 
Recepción 3.1110e+004 2.7112e+006 
 
 
          
Fig. 4.20 Histograma Tasa agregada a 0,1 s emisión y recepción 
 
 
 
Estudio autosimilitud emisión: 
 
 
Estudio autosimilitud recepción: 
 
 
                           
  
Fig. 4.21 LDestimate emisión y recepción 
 
 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 1.743.679 2.860.560 +64,09% 
Recepción 1.743.679 2.488.800 +42,73% 
 
 
 
 
Paquetes recibidos/Paquetes enviados = 1196577/1375326 ? PER = 0,1299 
 
4.1.2.4 RTS/CTS ? 1000 bytes ? Tasa 90% ? H=0,7 ? Win =  ∞ 
 
Tiempo entre llegadas Media Varianza 
Emisión 0.0029 1.0554e-005 
Recepción 0.0033 1.5670e-006 
 
 
Fig. 4.22 Histograma Tiempo entre llegadas emisión y recepción 
 
 
Tasa agregada a 0,1 s Media Varianza 
Emisión 3.5773e+004 2.2070e+007 
Recepción   3.1108e+004 2.7770e+006 
 
 
Fig. 4.23 Histograma Tasa agregada a 0,1 s emisión y recepción 
 
 
 
Estudio autosimilitud emisión: 
 
 
Estudio autosimilitud recepción: 
 
 
 
                           
 Fig. 4.24 LDestimate emisión y recepción 
 
 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 3.138.622 2.861.840 -8.81% 
Recepción 3.138.622 2.488.640 -20,70% 
 
 
 
Paquetes recibidos/Paquetes enviados = 1046948/1203916 ? PER = 0,1304 
4.1.2.5 RTS/CTS ? 1000 bytes ? Tasa 90% ? H=0,5 ? Win =  ∞ 
 
Tiempo entre llegadas Media Varianza 
Emisión 0.0029 1.0600e-005 
Recepción 0.0033 1.5656e-006 
 
          
Fig. 4.25 Histograma Tiempo entre llegadas emisión y recepción 
 
 
Tasa agregada a 0,1 s Media Varianza 
Emisión 3.5761e+004 2.2081e+007 
Recepción 3.1118e+004 2.7870e+006 
 
 
          
Fig. 4.26 Histograma Tasa agregada a 0,1 s emisión y recepción 
 
 
Estudio autosimilitud emisión: 
 
 
Estudio autosimilitud recepción: 
 
 
 
 Fig. 4.27 LDestimate emisión y recepción 
 
 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 3.138.622 2.860.880 -8,85% 
Recepción 3.138.622 2.489.440 -20,68% 
 
 
 
Paquetes recibidos/Paquetes enviados = 1044266/1203531 ? PER = 0,1323 
4.1.2.6 RTS/CTS ? 1000 bytes ? Tasa 90% ? H=0,9 ? Win =  ∞ 
 
Tiempo entre llegadas Media Varianza 
Emisión 0.0029 1.0623e-005 
Recepción 0.0033 1.5588e-006 
 
          
Fig. 4.28 Histograma Tiempo entre llegadas emisión y recepción 
 
 
Tasa agregada a 0,1 s Media Varianza 
Emisión   3.5721e+004 2.1723e+007 
Recepción 3.1144e+004 2.7452e+006 
 
 
 
Fig. 4.29 Histograma Tasa agregada a 0,1 s emisión y recepción 
 
 
Estudio autosimilitud emisión: 
 
 
 
Estudio autosimilitud recepción: 
 
 
 
                           
 Fig. 4.30 LDestimate emisión y recepción 
 
 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 3.138.622 2.857.680 -8,95% 
Recepción 3.138.622 2.491.520 -20,62% 
 
 
 
 
 
Paquetes recibidos/Paquetes enviados = 1048151/1202190 ? PER = 0,1281 
4.1.2.7 RTS/CTS ? 1000 bytes ? Tasa 90% ? H=0,7 ? Win =  20 
 
Tiempo entre llegadas Media Varianza 
Emisión 0.0029 1.0590e-005 
Recepción 0.0033 1.5690e-006 
 
 
Fig. 4.31 Histograma Tiempo entre llegadas emisión y recepción 
 
 
Tasa agregada a 0,1 s Media Varianza 
Emisión 3.5769e+004 2.1826e+007 
Recepción 3.1116e+004 2.7692e+006 
 
          
Fig. 4.32 Histograma Tasa agregada a 0,1 s emisión y recepción 
 
 
 
 
Estudio autosimilitud emisión: 
 
 
 
Estudio autosimilitud recepción: 
 
 
 
                           
 Fig. 4.33 LDestimate emisión y recepción 
 
 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 3.138.622 2.861.520 -8,83% 
Recepción 3.138.622 2.489.280 -20,68% 
 
 
 
 
Paquetes recibidos/Paquetes enviados = 1047199/1203787 ? PER = 0,1301 
4.1.2.8 CSMA/CA ? 1000 bytes ? Tasa 90% ? H=0,7 ? Win =  ∞ 
 
Tiempo entre llegadas Media Varianza 
Emisión 0.0019 5.2457e-006 
Recepción 0.0022 5.8716e-007 
 
 
Fig. 4.34 Histograma Tiempo entre llegadas emisión y recepción 
 
 
Tasa agregada a 0,1 s Media Varianza 
Emisión 5.4232e+004 3.3045e+007 
Recepción 4.7809e+004 4.3973e+006 
 
          
Fig. 4.35 Histograma Tasa agregada a 0,1 s emisión y recepción 
 
 
 
 
Estudio autosimilitud emisión: 
 
 
 
Estudio autosimilitud recepción: 
 
 
 
 Fig. 4.36 LDestimate emisión y recepción 
 
 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 4.494.937 4.338.560 -3,48% 
Recepción 4.494.937 3.824.720 -14,91% 
 
 
 
 
Paquetes recibidos/Paquetes enviados = 1608974/1825145 ? PER = 0,1184 
4.1.3 Fuente Poisson 
4.1.3.1 RTS/CTS ? 400 bytes ? Tasa 10% ? Win =  ∞ 
 
EMISIÓN Media Varianza 
Tiempo entre llegadas    0.0186   3.4488e-004 
Tasa agregada a 1 s   2.3677e+004   1.0325e+007 
 
 
 
Fig. 4.37 Histograma Tiempo entre llegadas y Tasa agregada a 1 s para 
emisión 
 
RECEPCIÓN Media Varianza  
Tiempo entre llegadas   0.0186 3.3940e-004 
Tasa agregada a 1 s   2.3677e+004   1.0329e+007 
 
 
 
Fig. 4.38 Histograma Tiempo entre llegadas y Tasa agregada a 1 s para 
recepción 
 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 172.261 189.416 +9,95% 
Recepción 172.261 189.416 +9,95% 
Paquetes recibidos/Paquetes enviados = 1398787/1398787 ? PER = 0 
Estudio autosimilitud emisión: 
 
 
Estudio autosimilitud recepción: 
 
 
 
 
 Fig. 4.39 LDestimate emisión y recepción 
 
 
 
 
Fig. 4.40 Serie tasa agregada emisión y recepción 
4.1.3.2 RTS/CTS ? 1000 bytes ? Tasa 10% ? Win =  ∞ 
 
EMISIÓN Media Varianza 
Tiempo entre llegadas     0.0230   5.2628e-004 
Tasa agregada a 1 s   4.5311e+004     4.6903e+007 
 
 
 
Fig. 4.41 Histograma Tiempo entre llegadas y Tasa agregada a 1 s para 
emisión 
 
RECEPCIÓN Media Varianza  
Tiempo entre llegadas    0.0230 1.4124e-004 
Tasa agregada a 1 s   4.5311e+004 4.6893e+007 
 
 
                 
 
Fig. 4.42 Histograma Tiempo entre llegadas y Tasa agregada a 1 s para 
recepción 
 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 348.736 362.488 +3,94% 
Recepción 348.736 362.488 +3,94% 
 
Paquetes recibidos/Paquetes enviados = 1142980/1142980 ? PER = 0 
Estudio autosimilitud emisión: 
 
Estudio autosimilitud recepción: 
 
 
 
 
 
 Fig. 4.43 LDestimate emisión y recepción 
 
 
 
Fig. 4.44 Serie tasa agregada emisión y recepción 
4.1.3.3 RTS/CTS ? 1000 bytes ? Tasa 50% ? Win =  ∞ 
 
EMISIÓN Media Varianza 
Tiempo entre llegadas 0.0046 2.1051e-005 
Tasa agregada a 0,1 s   2.2655e+004   2.3469e+007 
 
 
 
Fig. 4.45 Histograma Tiempo entre llegadas y Tasa agregada a 0,1 s para 
emisión 
 
 
RECEPCIÓN Media Varianza  
Tiempo entre llegadas    0.0046     9.9890e-006 
Tasa agregada a 0,1 s   2.2655e+004   1.6875e+007 
        
 
       
 
Fig. 4.46 Histograma Tiempo entre llegadas y Tasa agregada a 0,1 s para 
recepción 
 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 1.743.679 1.812.400 +3,41% 
Recepción 1.743.679 1.825.200 +3,41% 
 
Paquetes recibidos/Paquetes enviados = 1025439/1025440 ? PER = 9,75 ·10-7 
 
 
Estudio autosimilitud emisión: 
 
Estudio autosimilitud recepción: 
   
 
 
 
 Fig. 4.47 LDestimate emisión y recepción 
 
 
 
Fig. 4.48 Serie tasa agregada emisión y recepción 
4.1.3.4 RTS/CTS ? 1000 bytes ? Tasa 90% ? Win =  ∞ 
 
EMISIÓN Media Varianza 
Tiempo entre llegadas 0.0038 5.8190e-005 
Tasa agregada a 0,1 s 2.7321e+004 4.2787e+007 
 
 
 
               
 
Fig. 4.49 Histograma Tiempo entre llegadas y Tasa agregada a 0,1 s para 
emisión 
 
RECEPCIÓN Media Varianza  
Tiempo entre llegadas   0.0038 4.0628e-005 
Tasa agregada a 0,1 s 2.7236e+004   2.4116e+007 
 
 
 
              
 
Fig. 4.50 Histograma Tiempo entre llegadas y Tasa agregada a 0,1 s para 
recepción 
 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 3.138.622 2.185.680 -30,36% 
Recepción 3.138.622 2.178.880 -30,58% 
 
Paquetes recibidos/Paquetes enviados = 995180/998286 ? PER = 0,0031 
 
Estudio autosimilitud emisión: 
 
 
Estudio autosimilitud recepción: 
 
 
 
                           
 Fig. 4.51 LDestimate emisión y recepción 
 
 
 
 
 
Fig. 4.52 Serie tasa agregada emisión y recepción 
4.1.3.5 RTS/CTS ? 1000 bytes ? Tasa 90% ? Win =  20 
 
EMISIÓN Media Varianza 
Tiempo entre llegadas 0.0037 5.3921e-006 
Tasa agregada a 0,1 s 2.7928e+004 7.8261e+006 
 
 
 
                     
 
Fig. 4.53 Histograma Tiempo entre llegadas y Tasa agregada a 0,1 s para 
emisión 
 
RECEPCIÓN Media Varianza  
Tiempo entre llegadas 0.0037 2.5314e-006 
Tasa agregada a 0,1 s 2.7927e+004   3.8096e+006 
 
 
 
                        
 
Fig. 4.54 Histograma Tiempo entre llegadas y Tasa agregada a 0,1 s para 
recepción 
 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 3.138.622 2.234.240 -28,81% 
Recepción 3.138.622 2.234.160 -28,82% 
 
Paquetes recibidos/Paquetes enviados = 1074133/1074145 ? PER = 1,11·10-5 
 
Estudio autosimilitud emisión: 
 
Estudio autosimilitud recepción: 
 
 
 
                           
 Fig. 4.55 LDestimate emisión y recepción 
 
 
 
Fig. 4.56 Serie tasa agregada emisión y recepción 
4.1.3.6 CSMA/CA ? 1000 bytes ? Tasa 10% ? Win =  ∞ 
 
EMISIÓN Media Varianza 
Tiempo entre llegadas 0.0025 2.7097e-005 
Tasa agregada a 0,1 s   4.2230e+004 9.0940e+007 
 
 
Fig. 4.57 Histograma Tiempo entre llegadas y Tasa agregada a 0,1 s para 
emisión 
 
RECEPCIÓN Media Varianza  
Tiempo entre llegadas 0.0025   1.9279e-005 
Tasa agregada a 0,1 s 4.2108e+004 5.3985e+007 
 
 
Fig. 4.58 Histograma Tiempo entre llegadas y Tasa agregada a 0,1 s para 
recepción 
 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 3.500.000 3.378.400 -3,47% 
Recepción 3.500.000 3.368.640 -3,75% 
 
 
Paquetes recibidos/Paquetes enviados = 1012219/1015157 ? PER = 0,0029 
4.2 Modelo Shadowing 
4.2.1 Fuente Poisson 
4.2.1.1 CSMA/CA ? 1000 bytes ? Tasa 10% ? Win =  ∞ 
 
Tiempo entre llegadas Media Varianza 
Emisión 0.0172 0.0024 
Recepción   0.0174   0.0020 
 
 
Fig. 4.59 Histograma Tiempo entre llegadas emisión y recepción 
 
 
Tasa agregada a 1 s Media Varianza 
Emisión 2.5529e+004 9.7098e+007 
Recepción   2.6472e+004   9.4268e+007 
 
        
 
Fig. 4.60 Histograma tasa agregada 1s emisión y recepción 
 
Paquetes recibidos/Paquetes enviados = 1150951/1160398 ? PER = 0,0081 
 
Fig. 4.61 Serie tasa agregada emisión y recepción 
 
 
 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 172.261 204.232 +18,55% 
Recepción 172.261 211.776 +22,93% 
4.2.1.2 RTS/CTS ? 1000 bytes ? Tasa 10% ? Win =  ∞ 
 
 
Tiempo entre llegadas Media Varianza 
Emisión 0.0185 0.0027 
Recepción 0.0187 0.0022 
 
          
Fig. 4.62 Histograma Tiempo entre llegadas emisión y recepción 
 
 
Tasa agregada a 1 s Media Varianza 
Emisión 5.6122e+004   4.5986e+008 
Recepción 5.6692e+004 4.2211e+008 
 
 
Fig. 4.63 Histograma tasa agregada 1s emisión y recepción 
 
 
 
 
 
 
Paquetes recibidos/Paquetes enviados = 1069666/1079266 ? PER = 0,0089 
 
 
  
Fig. 4.64 Serie tasa agregada emisión y recepción 
 
 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 172.261 448.976 +160,63% 
Recepción 172.261 453.536 +163,28% 
4.2.1.3 RTS/CTS ? 1000 bytes ? Tasa 50% ? Win =  ∞ 
 
Tiempo entre llegadas Media Varianza 
Emisión 0.0185 0.0027 
Recepción 0.0187 0.0022 
 
          
Fig. 4.65 Histograma Tiempo entre llegadas emisión y recepción 
 
 
Tasa agregada a 1 s Media Varianza 
Emisión 5.6117e+004 4.5833e+008 
Recepción 5.6686e+004 4.2064e+008 
 
        
Fig. 4.66 Histograma tasa agregada 1s emisión y recepción 
 
 
 
 
 
 
Paquetes recibidos/Paquetes enviados = 962589/971249 ? PER = 0,0089 
 
 
 
 
 
 
Fig. 4.67 Serie tasa agregada emisión y recepción 
 
 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 1.743.679 448.936 -74,25% 
Recepción 1.743.679 453.488 -73,99% 
4.2.1.4 RTS/CTS ? 1000 bytes ? Tasa 90% ? Win =  ∞ 
 
Tiempo entre llegadas Media Varianza 
Emisión 0.0186 0.0028 
Recepción   0.0187 0.0023 
 
 
 
 
            
          
Fig. 4.68 Histograma Tiempo entre llegadas emisión y recepción 
 
 
Tasa agregada a 1 s Media Varianza 
Emisión 5.6032e+004 4.6480e+008 
Recepción 5.6600e+004 4.2755e+008 
 
 
Fig. 4.69 Histograma tasa agregada 1s emisión y recepción 
 
 
 
Paquetes recibidos/Paquetes enviados = 1067918/1077533 ? PER = 0,0089 
 
 
 
Estudio autosimilitud emisión: 
 
Estudio autosimilitud recepción: 
 
 
 
                           
 Fig. 4.70 LDestimate emisión y recepción 
 
 
 
 
Fig. 4.71 Serie tasa agregada emisión y recepción 
 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 3.138.622 448.256 -85,71% 
Recepción 3.138.622 452.800 -85,57% 
4.2.1.5 RTS/CTS ? 1000 bytes ? Tasa 90% ? Win =  20 
 
Tiempo entre llegadas Media Varianza 
Emisión 0.0185 0.0027 
Recepción 0.0186 0.0022 
 
 
 
 
 
           
          
Fig. 4.72 Histograma Tiempo entre llegadas emisión y recepción 
 
 
Tasa agregada a 1 s Media Varianza 
Emisión 5.6317e+004 4.5461e+008 
Recepción 5.6891e+004 4.1775e+008 
 
 
Fig. 4.73 Histograma tasa agregada 1s emisión y recepción 
 
 
Paquetes recibidos/Paquetes enviados = 1073411/1083017 ? PER = 0,0089 
 
 
 
Estudio autosimilitud emisión: 
 
Estudio autosimilitud recepción: 
 
 
 
                           
 Fig. 4.74 LDestimate emisión y recepción 
 
 
 
Fig. 4.75 Serie tasa agregada emisión y recepción 
 
 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 3.138.622 450.536 -85,64% 
Recepción 3.138.622 455.128 -85,49% 
4.2.1.6 CSMA/CA ? 1000 bytes ? Tasa 10% ? Win =  ∞ 
 
Tiempo entre llegadas Media Varianza 
Emisión 0.0048 1.7975e-004 
Recepción 0.0048 8.9067e-005 
 
          
Fig. 4.76 Histograma Tiempo entre llegadas emisión y recepción 
 
 
Tasa agregada a 1 s Media Varianza 
Emisión 2.1826e+005 1.2244e+009 
Recepción 2.2237e+005 9.6061e+008 
 
        
 
Fig. 4.77 Histograma tasa agregada 1s emisión y recepción 
 
 
 
 
 
 
Paquetes recibidos/Paquetes enviados = 1696079/1696729 ? PER = 3,8·10-4 
 
 
 
 
Fig. 4.78 Serie tasa agregada emisión y recepción 
 
 
  
 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 3.500.000 1.746.080 -50,11% 
Recepción 3.500.000 1.778.960 -49,17% 
4.2.2 Fuente Autosimilar 
4.2.2.1 RTS/CTS ? 1000 bytes ? Tasa 10% ? H=0,7 ? Win =  ∞ 
 
Tiempo entre llegadas Media Varianza 
Emisión 0.0194   4.9918e-004 
Recepción 0.0196 6.3257e-004 
 
 
 
Fig. 4.79 Histograma Tiempo entre llegadas emisión y recepción 
 
 
Tasa agregada a 0,1 s Media Varianza 
Emisión   5.3678e+003 7.5347e+006 
Recepción 5.4214e+003   9.6684e+006 
 
    
 
Fig. 4.80 Histograma Tasa agregada a 0,1 s emisión y recepción 
 
 
 
 
Paquetes recibidos/Paquetes enviados = 9020645/929077 ? PER =0,0090 
 
 
 
 
Estudio autosimilitud emisión: (En este caso encontramos 3 regimenes) 
 
 
 
 
Estudio autosimilitud recepción: 
 
 
 
 
 
 Fig. 4.81 LDestimate emisión y recepción 
 
 
 
 
Fig. 4.82 Serie tasa agregada emisión y recepción 
 
 
 
 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 172.261 429.424 +149,28% 
Recepción 172.261 433.712 +151,77 
 
4.2.2.2 RTS/CTS ? 1000 bytes ? Tasa 50% ? H=0,7 ? Win =  ∞ 
 
Tiempo entre llegadas Media Varianza 
Emisión 0.0143 0.0012 
Recepción 0.0148   6.3356e-004 
 
 
 
Fig. 4.83 Histograma Tiempo entre llegadas emisión y recepción 
 
 
Tasa agregada a 0,1 s Media Varianza 
Emisión 7.2934e+003 3.4853e+007 
Recepción 7.1612e+003   1.7088e+007 
 
 
 
Fig. 4.84 Histograma Tasa agregada a 0,1 s emisión y recepción 
 
 
 
 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 1.743.679 583.472 -66,53% 
Recepción 1.743.679 572.896 -67,14% 
 
Paquetes recibidos/Paquetes enviados = 1013421/1051988 ? PER = 0,0366 
Estudio autosimilitud emisión: 
 
 
Estudio autosimilitud recepción: 
 
 
 
 
              
 Fig. 4.85 LDestimate emisión y recepción 
 
 
 
Fig. 4.86 Serie tasa agregada emisión y recepción 
4.2.2.3 RTS/CTS ? 1000 bytes ? Tasa 90% ? H=0,7 ? Win =  ∞ 
 
Tiempo entre llegadas Media Varianza 
Emisión   0.0143 0.0012 
Recepción 0.0149 6.4484e-004 
 
 
 
 
Fig. 4.87 Histograma Tiempo entre llegadas emisión y recepción 
 
 
Tasa agregada a 0,1 s Media Varianza 
Emisión 7.2707e+003   3.4812e+007 
Recepción   7.1356e+003 1.7154e+007 
 
 
 
Fig. 4.88 Histograma Tasa agregada a 0,1 s emisión y recepción 
 
 
 
 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 3.138.622 581.656 -81,46% 
Recepción 3.138.622 570.848 -81,81% 
 
Paquetes recibidos/Paquetes enviados = 1009791/1048705 ? PER = 0,0371 
Estudio autosimilitud emisión: 
 
 
Estudio autosimilitud recepción: 
 
 
 
 
 
 Fig. 4.89 LDestimate emisión y recepción 
 
 
 
 
Fig. 4.90 Serie tasa agregada emisión y recepción 
 
 
 
 
4.2.2.4 RTS/CTS ? 1000 bytes ? Tasa 90% ? H=0,5 ? Win =  ∞ 
 
Tiempo entre llegadas Media Varianza 
Emisión 0.0143 0.0012 
Recepción 0.0149 6.2331e-004 
 
 
 
Fig. 4.91 Histograma Tiempo entre llegadas emisión y recepción 
 
 
Tasa agregada a 0,1 s Media Varianza 
Emisión 7.2715e+003 3.4794e+007 
Recepción   7.1361e+003   1.7067e+007 
 
   
 
 
Fig. 4.92 Histograma Tasa agregada a 0,1 s emisión y recepción 
 
 
 
 
Paquetes recibidos/Paquetes enviados = 1009851/1048827 ? PER = 0,0371 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 3.138.622 581.720 -81,46% 
Recepción 3.138.622 570.888 -81,81% 
Estudio autosimilitud emisión: 
 
 
Estudio autosimilitud recepción: 
 
 
 
                           
 Fig. 4.93 LDestimate emisión y recepción 
 
 
 
 
Fig. 4.94 Serie tasa agregada emisión y recepción 
4.2.2.5 RTS/CTS ? 1000 bytes ? Tasa 90% ? H=0,9 ? Win =  ∞ 
 
Tiempo entre llegadas Media Varianza 
Emisión    0.0144     0.0012 
Recepción    0.0149 6.6273e-004 
 
 
 
Fig. 4.95 Histograma Tiempo entre llegadas emisión y recepción 
 
 
Tasa agregada a 0,1 s Media Varianza 
Emisión 7.2405e+003 3.4909e+007 
Recepción   7.1079e+003   1.7247e+007 
 
          
 
Fig. 4.96 Histograma Tasa agregada a 0,1 s emisión y recepción 
 
 
 
 
Paquetes recibidos/Paquetes enviados = 1005873/1044347 ? PER = 0,0368 
 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 3.138.622 579.240 -81,54% 
Recepción 3.138.622 568.632 -81,88% 
Estudio autosimilitud emisión: 
 
 
Estudio autosimilitud recepción: 
 
 
 
 
 
 Fig. 4.97 LDestimate emisión y recepción 
 
 
 
Fig. 4.98 Serie tasa agregada emisión y recepción 
 
 
 
 
 
4.2.2.6 RTS/CTS ? 1000 bytes ? Tasa 90% ? H=0,7 ? Win =  20 
 
Tiempo entre llegadas Media Varianza 
Emisión 0.0143 0.0012 
Recepción    0.0149 6.4336e-004 
 
 
 
Fig. 4.99 Histograma Tiempo entre llegadas emisión y recepción 
 
 
Tasa agregada a 0,1 s Media Varianza 
Emisión   7.2540e+003 3.4801e+007 
Recepción 7.1284e+003 1.7145e+007 
 
          
 
Fig. 4.100 Histograma Tasa agregada a 0,1 s emisión y recepción 
 
 
 
 
Paquetes recibidos/Paquetes enviados = 1008782/1046329 ? PER = 0,0359 
 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 3.138.622 580.320 -81,51% 
Recepción 3.138.622 570.272 -81,83% 
 
Estudio autosimilitud emisión: 
 
 
Estudio autosimilitud recepción: 
 
 
 
                           
 Fig. 4.101 LDestimate emisión y recepción 
 
 
 
 
 
Fig. 4.102 Serie tasa agregada emisión y recepción 
 
 
 
 
4.3 Modelo Ricean 
4.3.1 Fuente Autosimilar 
4.3.1.1 RTS/CTS ? 1000 bytes ? Tasa 10% ? H=0,7 ? Win =  20 
 
Tiempo entre llegadas Media Varianza 
Emisión   0.0227   4.8452e-004 
Recepción    0.0227   4.5584e-004 
 
 
 
Fig. 4.103 Histograma Tiempo entre llegadas emisión y recepción 
 
 
Tasa agregada a 0,1 s Media Varianza 
Emisión   4.4019e+003   3.8061e+006 
Recepción   4.4900e+003   3.8762e+006 
 
          
 
Fig. 4.104 Histograma Tasa agregada a 0,1 s emisión y recepción 
 
Paquetes recibidos/Paquetes enviados = 1021376/1021376 ? PER = 0 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 172.261 352.152 +104,43% 
Recepción 172.261 359.200 +108,52% 
Estudio autosimilitud emisión: 
 
 
 
Estudio autosimilitud recepción: 
 
 
 
                           
 Fig. 4.105 LDestimate emisión y recepción 
 
 
 
 
 
Fig. 4.106 Serie tasa agregada emisión y recepción 
 
 
4.3.1.2 RTS/CTS ? 1000 bytes ? Tasa 50% ? H=0,7 ? Win =  ∞ 
 
Tiempo entre llegadas Media Varianza 
Emisión     0.0053   5.2840e-005 
Recepción     0.0060   1.0309e-006 
 
 
 
Fig. 4.107 Histograma Tiempo entre llegadas emisión y recepción 
 
 
Tasa agregada a 0,1 s Media Varianza 
Emisión   1.8816e+004   1.7275e+007 
Recepción   1.7051e+004   4.7713e+005 
 
          
 
Fig. 4.108 Histograma Tasa agregada a 0,1 s emisión y recepción 
 
 
 
 
Paquetes recibidos/Paquetes enviados = 11538423/1731657 ? PER = 0,1116 
 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 1.743.679 1.505.280 -13,67% 
Recepción 1.743.679 1.364.080 -21,77% 
Estudio autosimilitud emisión: 
 
 
Estudio autosimilitud recepción: 
 
 
 
                           
 Fig. 4.109 LDestimate emisión y recepción 
 
 
 
 
Fig. 4.110 Serie tasa agregada emisión y recepción 
 
 
 
4.3.1.3 RTS/CTS ? 1000 bytes ? Tasa 90% ? H=0,7 ? Win =  ∞ 
 
Tiempo entre llegadas Media Varianza 
Emisión    0.0053   5.2911e-005 
Recepción     0.0060   1.0323e-006 
 
 
 
Fig. 4.111 Histograma Tiempo entre llegadas emisión y recepción 
 
 
Tasa agregada a 0,1 s Media Varianza 
Emisión   1.8813e+004   1.7506e+007 
Recepción   1.7047e+004   4.8275e+005 
 
          
 
Fig. 4.112 Histograma Tasa agregada a 0,1 s emisión y recepción 
 
 
 
 
Paquetes recibidos/Paquetes enviados = 1036688/1166987? PER = 0,1117 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 3.138.622 1.505.040 -52,05% 
Recepción 3.138.622 1.363.760 -56,55% 
 
Estudio autosimilitud emisión: 
 
 
Estudio autosimilitud recepción: 
 
 
 
 
                           
 Fig. 4.113 LDestimate emisión y recepción 
 
 
 
 
 
Fig. 4.114 Serie tasa agregada emisión y recepción 
 
 
4.3.1.4 RTS/CTS ? 1000 bytes ? Tasa 10% ? H=0,5 ? Win =  ∞ 
 
Tiempo entre llegadas Media Varianza 
Emisión   0.0234 5.1704e-004 
Recepción     0.0234   4.8813e-004 
 
 
 
Fig. 4.115 Histograma Tiempo entre llegadas emisión y recepción 
 
 
Tasa agregada a 0,1 s Media Varianza 
Emisión 4.2709e+003 3.7222e+006 
Recepción   4.3563e+003   3.7975e+006 
 
          
 
Fig. 4.116 Histograma Tasa agregada a 0,1 s emisión y recepción 
 
 
 
 
Paquetes recibidos/Paquetes enviados = 1033685/1033685 ? PER = 0 
 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 172.261 341.672 +98,34% 
Recepción 172.261 348.504 +102,31% 
Estudio autosimilitud emisión: 
 
 
Estudio autosimilitud recepción: 
 
 
 
                           
 Fig. 4.117 LDestimate emisión y recepción 
 
 
 
 
Fig. 4.118 Serie tasa agregada emisión y recepción 
 
 
 
 
4.3.1.5 RTS/CTS ? 1000 bytes ? Tasa 10% ? H=0,9 ? Win =  ∞ 
 
Tiempo entre llegadas Media Varianza 
Emisión     0.0207   4.0317e-004 
Recepción     0.0207   3.7418e-004 
 
 
 
 
 
Fig. 4.119 Histograma Tiempo entre llegadas emisión y recepción 
 
 
Tasa agregada a 0,1 s Media Varianza 
Emisión   4.8271e+003 4.0706e+006 
Recepción   4.9237e+003   4.1310e+006 
 
          
 
Fig. 4.120 Histograma Tasa agregada a 0,1 s emisión y recepción 
 
 
Paquetes recibidos/Paquetes enviados = 11688310/11688310 ? PER = 0 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 172.261 386.168 +124,18% 
Recepción 172.261 393.896 +128,66% 
 
Estudio autosimilitud emisión: 
 
 
Estudio autosimilitud recepción: 
 
 
 
                           
 Fig. 4.121 LDestimate emisión y recepción 
 
 
 
 
Fig. 4.122 Serie tasa agregada emisión y recepción 
 
 
 
 
4.3.1.6 RTS/CTS ? 1000 bytes ? Tasa 10% ? H=0,7 ? Win =  20 
 
Tiempo entre llegadas Media Varianza 
Emisión     0.0226   4.7981e-004 
Recepción     0.0226 4.5089e-004 
 
 
 
 
 
Fig. 4.123 Histograma Tiempo entre llegadas emisión y recepción 
 
 
Tasa agregada a 0,1 s Media Varianza 
Emisión   4.4220e+003 3.8093e+006 
Recepción   4.5104e+003   3.8748e+006 
 
          
 
Fig. 4.124 Histograma Tasa agregada a 0,1 s emisión y recepción 
 
 
Paquetes recibidos/Paquetes enviados = 1070251/1070251 ? PER = 0 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 172.261 353.760 +105,36% 
Recepción 172.261 360.832 +109,47% 
 
Estudio autosimilitud emisión: 
 
 
Estudio autosimilitud recepción: 
 
 
 
                           
 Fig. 4.125 LDestimate emisión y recepción 
 
 
 
 
Fig. 4.126 Serie tasa agregada emisión y recepción 
 
 
 
 
4.3.1.7 CSMA/CA ? 1000 bytes ? Tasa 10% ? H=0,7 ? Win =  ∞ 
 
Tiempo entre llegadas Media Varianza 
Emisión     0.0164   2.5157e-004 
Recepción    0.0164   2.2180e-004 
 
 
 
 
 
Fig. 4.127 Histograma Tiempo entre llegadas emisión y recepción 
 
 
Tasa agregada a 0,1 s Media Varianza 
Emisión   6.1124e+003   4.9455e+006 
Recepción   6.2346e+003   4.9390e+006 
 
          
 
Fig. 4.128 Histograma Tasa agregada a 0,1 s emisión y recepción 
 
 
Paquetes recibidos/Paquetes enviados = 1234886/1234886 ? PER = 0 
 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 172.261 488.992 +183,87% 
Recepción 172.261 498.768 +189,54% 
Estudio autosimilitud emisión: 
 
 
Estudio autosimilitud recepción: 
 
 
 
                           
 Fig. 4.129 LDestimate emisión y recepción 
 
 
 
 
Fig. 4.130 Serie tasa agregada emisión y recepción 
 
 
 
 
 
ANEXO 5. RESUMEN SIMULACIONES ESCENARIO 2 
5.1 Modelo TwoRayGround 
5.1.1 Fuente Autosimilar 
5.1.1.1 RTS/CTS ? 1000 bytes ? Tasa 10% ? H=0,7 
 
FLUJO DE  0 ? 1: 
 
Tiempo entre llegadas Media Varianza 
Emisión     0.0373    0.0013 
Recepción     0.0373    0.0013 
 
 
 
         
 
Fig. 5.1 Histograma Tiempo entre llegadas emisión y recepción 
 
Tasa agregada a 1 s Media Varianza 
Emisión 2.7876e+004   6.2845e+006 
Recepción   2.8411e+004   6.5717e+006 
 
          
 
Fig. 5.2 Histograma Tasa agregada a 1 s emisión y recepción 
 
PER = 6,78 · 10-5 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 174.368 223.008 +183,87% 
Recepción 174.368 227.288 +189,54% 
 
Estudio autosimilitud emisión: 
 
 
Estudio autosimilitud recepción: 
 
 
 
 
 
 Fig. 5.3 LDestimate emisión y recepción 
 
 
 
Fig. 5.4 Serie tasa agregada emisión y recepción 
FLUJO DE  1 ? 0: 
 
Tiempo entre llegadas Media Varianza 
Emisión    0.0373   0.0013 
Recepción   0.0373 0.0013 
 
 
 
     
 
Fig. 5.5 Histograma Tiempo entre llegadas emisión y recepción 
 
 
Tasa agregada a 1 s Media Varianza 
Emisión   2.7852e+004   5.9614e+006 
Recepción 2.8387e+004 6.1815e+006 
 
          
 
Fig. 5.6 Histograma Tasa agregada a 1 s emisión y recepción 
 
 
PER = 1,06·10-6 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 174.368 222.816 +183,87% 
Recepción 174.368 227.096 +189,54% 
 
 
Estudio autosimilitud emisión: 
 
 
Estudio autosimilitud recepción: 
 
 
 
 
 Fig 5.7 LDestimate emisión y recepción 
 
 
 
 
Fig. 5.8 Serie tasa agregada emisión y recepción 
 
 
 
 
 
5.1.1.2 RTS/CTS ? 1000 bytes ? Tasa 50% ? H=0,7 
 
Tiempo entre llegadas Media Varianza 
Emisión  0.0092 7.9570e-005 
Recepción 0.0092 6.4730e-005 
 
 
 
     
 
Fig. 5.9 Histograma Tiempo entre llegadas emisión y recepción 
 
 
Tasa agregada a 0,1 s Media Varianza 
Emisión   1.1292e+004   7.9249e+006 
Recepción   1.1504e+004 7.5540e+006 
 
          
 
 
Fig. 5.10 Histograma Tasa agregada a 0,1 s emisión y recepción 
 
 
PER = 4,09·10-4 
 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 871.839 903.360 +183,87% 
Recepción 871.839 920.320 +189,54% 
Estudio autosimilitud emisión: 
 
 
Estudio autosimilitud recepción: 
 
 
 
                           
 Fig. 5.11 LDestimate emisión y recepción 
 
 
 
 
 
Fig. 5.12 Serie tasa agregada emisión y recepción 
 
 
 
 
5.1.1.3 RTS/CTS ? 1000 bytes ? Tasa 90% ? H=0,7 
 
Tiempo entre llegadas Media Varianza 
Emisión 0.0057 7.4352e-005 
Recepción     0.0066 3.0147e-005 
 
 
 
 
         
 
 
Fig. 5.13 Histograma Tiempo entre llegadas emisión y recepción 
 
 
Tasa agregada a 0,1 s Media Varianza 
Emisión 1.8180e+004 3.3562e+007 
Recepción   1.6165e+004   1.0102e+007 
 
          
 
Fig. 5.14 Histograma Tasa agregada a 0,1 s emisión y recepción 
 
 
PER = 0,1276 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 1.569.311 1.454.400 +183,87% 
Recepción 1.569.311 1.293.200 +189,54% 
Estudio autosimilitud emisión: 
 
 
Estudio autosimilitud recepción: 
 
 
 
 
 
 Fig. 5.15 LDestimate emisión y recepción 
 
 
 
 
 
Fig. 5.16 Serie tasa agregada emisión y recepción 
 
 
 
5.1.1.4 RTS/CTS ? 1000 bytes ? Tasa 90% ? H=0,5 
 
Tiempo entre llegadas Media Varianza 
Emisión     0.0057 1.7569e-004 
Recepción   0.0066 1.4227e-004 
 
 
 
 
               
 
Fig. 5.17 Histograma Tiempo entre llegadas emisión y recepción 
 
 
Tasa agregada a 0,1 s Media Varianza 
Emisión   1.8151e+004 3.4359e+007 
Recepción   1.6149e+004 1.0400e+007 
 
          
 
 
Fig. 5.18 Histograma Tasa agregada a 0,1 s emisión y recepción 
 
PER = 0,1270 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 1.569.311 1.452.080 +183,87% 
Recepción 1.569.311 1.291.920 +189,54% 
 
Estudio autosimilitud emisión: 
 
 
Estudio autosimilitud recepción: 
 
 
 
 
 Fig. 5.19 LDestimate emisión y recepción 
 
 
 
 
Fig. 5.20 Serie tasa agregada emisión y recepción 
 
 
 
 
 
5.1.1.5 RTS/CTS ? 1000 bytes ? Tasa 90% ? H=0,9 
 
Tiempo entre llegadas Media Varianza 
Emisión 0.0057 1.6406e-004 
Recepción 0.0066 1.2944e-004 
 
 
 
             
 
Fig. 5.21 Histograma Tiempo entre llegadas emisión y recepción 
 
 
Tasa agregada a 0,1 s Media Varianza 
Emisión 1.8107e+004 3.3434e+007 
Recepción 1.6115e+004 1.0236e+007 
 
          
 
Fig. 4.52 Histograma Tasa agregada a 0,1 s emisión y recepción 
 
 
 
PER = 0,1268 
 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 1.569.311 1.448.560 +183,87% 
Recepción 1.569.311 1.289.200 +189,54% 
Estudio autosimilitud emisión: 
 
Estudio autosimilitud recepción: 
 
 
 
 
                           
 Fig. 5.23 LDestimate emisión y recepción 
 
 
 
Fig. 5.24 Serie tasa agregada emisión y recepción 
5.1.1.6 CSMA/CA ? 1000 bytes ? Tasa 90% ? H=0,7 
 
Tiempo entre llegadas Media Varianza 
Emisión 0.0037 3.5463e-005 
Recepción 0.0043 1.1962e-005 
 
 
 
           
 
Fig. 5.25 Histograma Tiempo entre llegadas emisión y recepción 
 
 
Tasa agregada a 0,1 s Media Varianza 
Emisión 2.7760e+004 5.6295e+007 
Recepción   2.4823e+004 1.3214e+007 
 
          
 
 
Fig. 5.26 Histograma Tasa agregada a 0,1 s emisión y recepción 
 
 
PER = 0,1226 
 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 2.247.468 2.220.800 +183,87% 
Recepción 2.247.468 1.985.840 +189,54% 
Estudio autosimilitud emisión: 
 
Estudio autosimilitud recepción: 
 
 
 
 
                           
 Fig. 5.27 LDestimate emisión y recepción 
 
 
 
Fig. 5.28 Serie tasa agregada emisión y recepción 
5.2 Modelo Shadowing 
5.2.1 Fuente Poisson 
5.2.1.1 RTS/CTS ? 1000 bytes ? Tasa 10% 
 
Tiempo entre llegadas Media Varianza 
Emisión 0.0348 0.0198 
Recepción 0.0369 0.0284 
    
   
 
                  
 
Fig. 5.29 Histograma Tiempo entre llegadas emisión y recepción 
 
Tasa agregada a 1 s Media Varianza 
Emisión 2.9905e+004 3.9512e+008 
Recepción 2.8760e+004 4.0212e+008 
 
           
 
Fig. 5.30 Histograma Tasa agregada a 1 s emisión y recepción 
 
PER = 0,0564 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 174.368 239.240 +183,87% 
Recepción 174.368 230.080 +189,54% 
Estudio autosimilitud emisión: 
 
 
Estudio autosimilitud recepción: 
 
                          
 
 
 Fig. 5.31 LDestimate emisión y recepción 
 
 
 
Fig. 5.32 Serie tasa agregada emisión y recepción 
5.2.1.2 RTS/CTS ? 1000 bytes ? Tasa 50% 
 
Tiempo entre llegadas Media Varianza 
Emisión 0.0408 6.1078 
Recepción 0.0421 7.0569 
 
 
 
 
          
 
Fig. 5.33 Histograma Tiempo entre llegadas emisión y recepción 
 
 
Tasa agregada a 1 s Media Varianza 
Emisión 2.5472e+004 7.9663e+008 
Recepción 2.5196e+004 7.7181e+008 
 
              
 
Fig. 5.34 Histograma Tasa agregada a 1 s emisión y recepción 
 
 
 
PER = 0,0294 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 871.839 203.776 +183,87% 
Recepción 871.839 201.568 +189,54% 
Estudio autosimilitud emisión: 
 
 
Estudio autosimilitud recepción: 
 
 
 
 
 Fig. 5.35 LDestimate emisión y recepción 
 
 
 
Fig. 5.36 Serie tasa agregada emisión y recepción 
5.2.1.3 RTS/CTS ? 1000 bytes ? Tasa 90% 
 
Tiempo entre llegadas Media Varianza 
Emisión 0.0723 16.4334 
Recepción 0.0757 18.0966 
 
 
 
                  
 
Fig. 5.37 Histograma Tiempo entre llegadas emisión y recepción 
 
 
Tasa agregada a 10 s Media Varianza 
Emisión 1.4392e+005 4.3398e+010 
Recepción   1.3999e+005 3.8678e+010 
 
 
            
 
 
Fig. 5.38 Histograma Tasa agregada a 10 s emisión y recepción 
 
 
PER = 0,0456 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 1.569.311 115.136 +183,87% 
Recepción 1.569.311 111.992 +189,54% 
Estudio autosimilitud emisión: 
 
 
Estudio autosimilitud recepción: 
 
 
 
                           
 Fig. 5.39 LDestimate emisión y recepción 
 
 
 
Fig. 5.40 Serie tasa agregada emisión y recepción 
5.2.2 Fuente Autosimilar 
5.2.2.1 RTS/CTS ? 1000 bytes ? Tasa 50% ? H=0,7 
 
Tiempo entre llegadas Media Varianza 
Emisión 0.0288 0.0016 
Recepción 0.0274 0.0014 
 
 
 
                   
 
Fig. 5.41 Histograma Tiempo entre llegadas emisión y recepción 
 
 
Tasa agregada a 1 s Media Varianza 
Emisión 3.6153e+004 1.5363e+008 
Recepción 3.6373e+004 1.5184e+008 
 
           
 
Fig. 5.42 Histograma Tasa agregada a 1 s emisión y recepción 
 
 
PER = 0,1426 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 174.368 289.224 +183,87% 
Recepción 174.368 290.984 +189,54% 
Estudio autosimilitud emisión: 
 
 
Estudio autosimilitud recepción: 
 
 
 
 
 
 Fig. 5.43 LDestimate emisión y recepción 
 
 
 
Fig. 5.44 Serie tasa agregada emisión y recepción 
 
 
 
 
 
5.2.2.2 RTS/CTS ? 1000 bytes ? Tasa 90% ? H=0,7   
 
Tiempo entre llegadas Media Varianza 
Emisión 0.0263 0.0033 
Recepción 0.0313 0.0070 
 
 
 
              
 
Fig. 5.45 Histograma Tiempo entre llegadas emisión y recepción 
 
 
Tasa agregada a 1 s Media Varianza 
Emisión 3.9609e+004 3.2795e+008 
Recepción 3.3826e+004 2.9985e+008 
 
          
 
Fig. 5.46 Histograma Tasa agregada a 1 s emisión y recepción 
 
 
PER = 0,1632 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 871.839 316.872 +183,87% 
Recepción 871.839 270.608 +189,54% 
 
 
Estudio autosimilitud emisión: 
 
 
Estudio autosimilitud recepción: 
 
 
 
 
 
 Fig. 5.47 LDestimate emisión y recepción 
 
 
 
 
Fig. 5.48 Serie tasa agregada emisión y recepción 
 
 
 
 
5.2.2.3 RTS/CTS ? 1000 bytes ? Tasa 90% ? H=0,5 
 
Tiempo entre llegadas Media Varianza 
Emisión 0.0288 0.3401 
Recepción 0.0344 0.4521 
 
 
 
             
 
 
Fig. 5.49 Histograma Tiempo entre llegadas emisión y recepción 
 
 
Tasa agregada a 1 s Media Varianza 
Emisión 3.6117e+004 3.8292e+008 
Recepción 3.0803e+004 3.3354e+008 
 
           
 
Fig. 5.50 Histograma Tasa agregada a 1 s emisión y recepción 
 
 
PER = 0,1627 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 1.569.311 288.936 +183,87% 
Recepción 1.569.311 246.424 +189,54% 
 
Estudio autosimilitud emisión: 
 
 
Estudio autosimilitud recepción: 
 
 
 
                           
 Fig. 5.51 LDestimate emisión y recepción 
 
 
 
 
Fig. 5.52 Serie tasa agregada emisión y recepción 
 
 
 
 
 
5.2.2.4 RTS/CTS ? 1000 bytes ? Tasa 90% ? H=0,9 
 
Tiempo entre llegadas Media Varianza 
Emisión 0.0269   0.0054 
Recepción   0.0322 0.0083 
 
 
 
               
 
Fig. 5.53 Histograma Tiempo entre llegadas emisión y recepción 
 
 
Tasa agregada a 1 s Media Varianza 
Emisión 3.8621e+004   3.2572e+008 
Recepción   3.2945e+004 2.9395e+008 
 
          
 
 
Fig. 5.54 Histograma Tasa agregada a 1 s emisión y recepción 
 
 
PER = 0,1630 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 1.569.311 306.568 +183,87% 
Recepción 1.569.311 263.560 +189,54% 
 
Estudio autosimilitud emisión: 
 
 
Estudio autosimilitud recepción: 
 
 
 
 
                           
 Fig. 5.55 LDestimate emisión y recepción 
 
 
 
Fig. 5.56 Serie tasa agregada emisión y recepción 
 
 
 
 
 
ANEXO 6. RESUMEN SIMULACIONES ESCENARIO 3 
 
6.1 Modelo TwoRayGround 
6.1.1 Fuente Autosimilar 
6.1.1.1 RTS/CTS ? 1000 bytes ? Tasa 10% ? H=0,7 
 
Tiempo entre llegadas Media Varianza 
Emisión     0.0370       0.0013 
Recepción     0.0370       0.0013 
 
 
 
 
Fig. 6.1 Histograma Tiempo entre llegadas emisión y recepción 
 
 
Tasa agregada a 1 s Media Varianza 
Emisión   2.8071e+004   5.9114e+006 
Recepción 2.8611e+004 6.1090e+006 
 
          
 
Fig. 6.2 Histograma Tasa agregada a 1 s emisión y recepción 
 
PER= 3,4·10-6 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 174.368 224.568 +28,78% 
Recepción 174.368 228.888 +31,26% 
 
Estudio autosimilitud emisión: 
 
 
Estudio autosimilitud recepción: 
 
 
 
 
 Fig. 6.3 LDestimate emisión y recepción 
 
 
 
Fig. 6.4 Serie tasa agregada emisión y recepción 
6.1.1.2 RTS/CTS ? 1000 bytes ? Tasa 50% ? H=0,7   
 
Tiempo entre llegadas Media Varianza 
Emisión       0.0108   7.9067e-004 
Recepción   0.0112   8.2514e-004 
 
 
 
 
Fig. 6.5 Histograma Tiempo entre llegadas emisión y recepción 
 
 
Tasa agregada a 1 s Media Varianza 
Emisión   9.6069e+004   6.9280e+008 
Recepción   9.4549e+004 6.9359e+008 
 
          
 
Fig. 6.6 Histograma Tasa agregada a 1 s emisión y recepción 
 
 
 
 
PER = 0,0343 
 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 871.839 768.552 -11,84% 
Recepción 871.839 756.392 -13,24% 
Estudio autosimilitud emisión: 
 
 
Estudio autosimilitud recepción: 
 
 
 
 
                           
 Fig. 6.7 LDestimate emisión y recepción 
 
 
 
 
 
Fig. 6.8 Serie tasa agregada emisión y recepción 
 
 
 
6.2 Modelo Shadowing 
6.2.1 Fuente Autosimilar 
6.2.1.1 RTS/CTS ? 1000 bytes ? Tasa 10% ?  H=0,7 
 
Tiempo entre llegadas Media Varianza 
Emisión 0.0373 0.0013 
Recepción 0.0373   0.0013 
 
 
 
 
Fig. 6.9 Histograma Tiempo entre llegadas emisión y recepción 
 
Tasa agregada a 1 s Media Varianza 
Emisión   2.7839e+004 6.2498e+006 
Recepción 2.8374e+004   6.4736e+006 
 
          
 
Fig. 6.10 Histograma Tasa agregada a 1 s emisión y recepción 
 
PER = 5,4·10-6 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 174.368 222.712 +27,72% 
Recepción 174.368 226.992 +30,17% 
 
Estudio autosimilitud emisión: 
 
 
Estudio autosimilitud recepción: 
 
 
 
                           
 Fig. 6.11 LDestimate emisión y recepción 
 
 
 
 
Fig. 6.12 Serie tasa agregada emisión y recepción 
 
 
 
 
 
 
6.2.1.2 RTS/CTS ? 1000 bytes ? Tasa 50% ?  H=0,7 
 
Tiempo entre llegadas Media Varianza 
Emisión 0.0108   8.1623e-004 
Recepción 0.0112    8.4012e-004 
 
 
 
 
Fig. 6.13 Histograma Tiempo entre llegadas emisión y recepción 
 
 
Tasa agregada a 1 s Media Varianza 
Emisión   9.5839e+004   7.4018e+008 
Recepción   9.4365e+004 7.3125e+008 
 
 
          
Fig. 6.14 Histograma Tasa agregada a 1 s emisión y recepción 
 
 
 
PER = 0,0339 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 871.839 766.712 -12,05% 
Recepción 871.839 754.920 -13,41% 
 
 
Estudio autosimilitud emisión: 
 
 
Estudio autosimilitud recepción: 
 
 
 
                           
 Fig. 6.15 LDestimate emisión y recepción 
 
 
 
 
Fig. 6.16 Serie tasa agregada emisión y recepción 
 
 
 
 
 
6.2.2 Pruebas asimétricas 
6.2.2.1 RTS/CTS ? 1000 bytes ? Tasa 10% - 50 % ? H=0,7 
 
Flujo de 0 a 1 
 
Tiempo entre llegadas Media Varianza 
Emisión 0.0373    0.0013 
Recepción 0.0373   0.0013 
 
 
 
 
Fig. 6.17 Histograma Tiempo entre llegadas emisión y recepción 
 
 
Tasa agregada a 1 s Media Varianza 
Emisión   2.7846e+004 6.0943e+006 
Recepción 2.8373e+004   6.2427e+006 
 
          
 
Fig. 6.18 Histograma Tasa agregada a 1 s emisión y recepción 
 
PER = 2,9·10-4 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 174.368 222.768 +27,75% 
Recepción 174.368 226.984 +30,17% 
Estudio autosimilitud emisión: 
 
 
Estudio autosimilitud recepción: 
 
 
 
                           
 Fig. 6.19 LDestimate emisión y recepción 
 
 
 
 
 
Fig. 6.20 Serie tasa agregada emisión y recepción 
 
 
 
 
Flujo recibido en nodo 2  
 
Tiempo entre llegadas Media Varianza 
Emisión   
Recepción    0.0092 7.9263e-005 
 
 
 
 
 
Fig. 6.21 Histograma Tiempo entre llegadas recepción 
 
 
Tasa agregada a 1 s Media Varianza 
Emisión   
Recepción 1.1312e+005   8.5795e+007 
 
 
 
Fig. 6.22 Histograma Tasa agregada a 1 s recepción 
 
 
 
 
 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión    
Recepción 871.839 904.960 +3,79% 
Estudio autosimilitud recepción: 
 
 
 
 
                           
 Fig. 6.23 LDestimate recepción 
 
 
 
 
Fig. 6.24 Serie tasa agregada recepción 
 
 
 
 
 
 
 
 
 
 
 
 
 
ANEXO 7. RESUMEN SIMULACIONES ESCENARIO 4 
 
7.1 Modelo TwoRayGround 
7.1.1 Fuente Autosimilar 
7.1.1.1 RTS/CTS ? 1000 bytes ? Tasa 50 % ? H=0,7 
 
Tiempo entre llegadas Media Varianza 
Emisión     0.0374   0.0013 
Recepción    0.0374     0.0013 
 
 
 
 
 
 
Fig. 7.1 Histograma Tiempo entre llegadas emisión y recepción 
 
Tasa agregada a 1 s Media Varianza 
Emisión 2.7804e+004 5.9411e+006 
Recepción   2.8339e+004   6.1903e+006 
 
          
 
Fig. 7.2 Histograma Tasa agregada a 1 s emisión y recepción 
 
PER = 0 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 871.839 222.432 -74,48% 
Recepción 871.839 226.712 -73,99% 
 
Estudio autosimilitud emisión: 
 
 
Estudio autosimilitud recepción: 
 
 
 
                           
 Fig. 7.3 LDestimate emisión y recepción 
 
 
 
Fig. 7.4 Serie tasa agregada emisión y recepción 
ANEXO 8. RESUMEN SIMULACIONES ESCENARIO 5 
 
8.1 Modelo TwoRayGround 
8.1.1 Fuente Autosimilar 
8.1.1.1 RTS/CTS ? 1000 bytes ? Tasa 10 % ? H=0,7 
 
Tiempo entre llegadas Media Varianza 
Emisión 0.0372 0.0013 
Recepción 0.0186   3.1020e-004 
 
 
 
 
 
Fig. 8.1 Histograma Tiempo entre llegadas emisión y recepción 
 
 
Tasa agregada a 1 s Media Varianza 
Emisión 2.7932e+004 6.4997e+006 
Recepción   5.6903e+004 1.9511e+007 
 
          
Fig. 8.2 Histograma Tasa agregada a 1 s emisión y recepción 
 
 
PER=6,7·10-4 
Estudio autosimilitud emisión: 
 
 
Estudio autosimilitud recepción: 
 
 
 
 
Fig. 8.3 LDestimate emisión y recepción 
 
 
 
Fig. 8.4 Serie tasa agregada emisión y recepción 
 
 
 
 
 
8.1.1.2 RTS/CTS ? 1000 bytes ? Tasa 50 % ? H=0,7 
 
Tiempo entre llegadas Media Varianza 
Emisión 0.0134 0.0112 
Recepción 0.0073   1.3532e-004 
 
 
      
 
Fig. 8.5 Histograma Tiempo entre llegadas emisión y recepción 
 
 
Tasa agregada a 1 s Media Varianza 
Emisión 7.7303e+004     3.6983e+009 
Recepción   1.4276e+005 7.8093e+008 
 
          
 
Fig. 8.6 Histograma Tasa agregada a 1 s emisión y recepción 
 
 
PER = 0,0942 
 Tasa ideal (bps) 
Tasa real 
(bps) 
Error relativo 
(%) 
Emisión 871.839 618.424 -29,06% 
Recepción 1.743.679 1.142.080 -34,50% 
 
Estudio autosimilitud emisión: 
 
 
Estudio autosimilitud recepción: 
 
 
 
                           
 Fig. 8.7 LDestimate emisión y recepción 
 
 
 
Fig. 8.8 Serie tasa agregada emisión y recepción 
 
 
 
 
 
 
ANEXO 9. ANOTACIONES Y PROBLEMAS SURGIDOS  
 
9.1 El cálculo de las pérdidas 
 
La probabilidad de perdidas de bit (BER) es mucho mayor en redes wireless 
que en redes cableadas. Mientras que redes cableadas el BER se estima 
alrededor de 10-12 en el caso de fibra y de 10-8 para coaxial, en las redes 
wireless este valor se sitúa sobre los 10-4 y 10-5. 
 
Como ya se ha comentado a lo largo del trabajo, el protocolo TCP al detectar 
perdidas no sabe diferenciar si estas se deben a congestión o bien a perdidas 
por propagación en el canal (wireless). Por ese motivo y también por la gran 
cantidad de perdidas por propagación que se producen en redes wireless, el 
rendimiento de TCP en este tipo de redes en muchas ocasiones será muy bajo. 
TCP estimará mal los valores de la ventana de congestión, de los RTT y a su 
vez de los RTO. Entonces el RTO mal calculado significará que en varias 
ocasiones se realizarán retransmisiones que no serán necesarias ya que 
realmente no existía perdida. Este aspecto es importante considerarlo ya que a 
lo largo del trabajo se ha producido un error relacionado con este aspecto. 
 
En nuestro estudio a fin de calcular las perdidas que se producen se comparan 
las trazas de emisión y recepción, tal y como se venía realizando en estudios 
anteriores [2]. Así pues nosotros contabilizamos el PER (Paquet Error Rate) 
como: 
 
emiNpaq
recNpaqPER
_
_=    
 
donde Npaq_rec = Número de paquetes en traza de recepción 
 Npaq_emi = Número de paquetes en traza de emisión 
 
Si se utilizará el protocolo UDP este modo de calcular PER seria correcto, pero 
en TCP se puede ver que no es así debido a las reflexiones que hemos 
realizado antes. En TCP existe un mecanismo de control que relaciona el 
emisor con el receptor y que permite realizar retransmisiones. En un medio 
wireless se producen muchas retransmisiones que no serán necesarias y que 
no indican que se haya producido perdida sino que TCP la ha considerado. Es 
por eso que queremos remarcar que en el cálculo de las probabilidades de 
perdida se ha cometido este error. Sin embargo se ha de remarcar que el valor 
que nosotros hemos calculado está también muy relacionado con las perdidas 
que se producen en realidad y por tanto las consideraremos como un valor 
orientativo, teniendo en cuenta, sin embargo, que la PER es realmente un poco 
menor que la que calcularemos. 
 
Al darnos cuenta del error intentamos monitorizar las perdidas con algunas 
herramientas que provee el simulador ns-2. Sin embargo nos encontramos que 
estas herramientas solo existían para redes cableadas y que al probarlas para 
redes wireless no funcionaban. Por lo que finalmente se optó por realizar el 
estudio utilizando el valor orientativo obtenido con el método antes explicado. 
9.2 Error al deshabilitar el mecanismo RTS/CTS 
 
Al realizar las simulaciones nos hemos encontrado con un problema 
relacionado con la utilización del mecanismo RTS/CTS. Primero de todo 
comentar que ns-2 tiene habilitado por defecto el mecanismo RTS/CTS y en 
caso de querer deshabilitarlo basta con añadir la siguiente línea al script tcl de 
nuestro escenario: 
 
#Disable the RTS/CTS mechanism 
$val(mac) set RTSThreshold_ 3000 
 
Hasta aquí parecía no haber ningún problema, ya que además en el trabajo 
realizado en [2] (donde se utilizaba el protocolo de transporte UDP) se había 
utilizado con éxito esta forma de deshabilitar el mecanismo RTS/CTS. Sin 
embargo al cambiar el protocolo de transporte a TCP para nuestro estudio nos 
sorprendió ver que en muchos casos se producía un error al ejecutar el script 
(Fig. 9.1). 
 
 
 
 
Fig. 9.1 Error producido al ejecutar el script después de deshabilitar RTS/CTS 
 
 
Inicialmente desconocíamos el origen del error pero después de realizar 
pruebas e investigaciones se llegó a la conclusión que el error se producía al 
deshabilitar el protocolo RTS/CTS.  
 
Cabe decir también que durante estas pruebas nos percatamos también de 
algo realmente extraño. Para algunos casos y según la tasa de generación de 
paquete que utilizábamos el error no se producía. Sin embargo y por desgracia 
estos casos son la gran minoría. 
 
Investigando y buscando en los Mailing Lists de la página web de ns [3] nos 
encontramos con numerosos correos de distintas personas exponiendo que se 
habían encontrado con el mismo problema. En alguna de las respuestas a 
estos correos se proponía una web [19] donde se explicaba el problema y 
proponía una solución al mismo. Según este sitio existía un bug en ns-2 y para 
solucionarlo ponía a disponer un archivo zip que contenía los ficheros 
relacionados con el error y debidamente modificados para solucionarlo.  
Seguimos todos los pasos explicados en la misma web, pero al utilizar los 
dichos archivos modificados y después de recompilar ns-2 a fin de que los 
cambios surgieran efecto, nos encontramos que el problema aun persistía. 
 
Seguimos investigando la solución al problema sin tener éxito por lo que 
finalmente y debido también a problemas de tiempo optamos por desistir. Así 
pues en el estudio de los escenarios que se realizan a lo largo del trabajo, las 
pruebas relacionadas con el uso del mecanismo de acceso al medio CSMA/CA 
con RTS/CTS deshabilitado se han restringido a los casos donde no se ha 
producido el error comentado. 
 
 
9.3 Evolución de la ventana de congestión 
 
A fin de poder detectar distintos aspectos del tráfico de las simulaciones es 
muy interesante tener una traza de la evolución de la ventana de congestión de 
TPC en la simulación. Con esta evolución podremos ver cuando se producen 
pérdidas (reducción de ventana), sobre que valores de tamaño de ventana se 
mueve la conexión (podremos ver si la tasa estará limitada o no) y muchos 
otros aspectos. 
 
Para poder obtener esa traza de evolución basta con añadir las siguientes 
lineas al script de la simulación: 
 
set TCPtraceFile [open tcpTrace.tr w] 
 
# Tracing TCP cwnd 
$tcp tracevar cwnd_ 
$tcp attach $TCPtraceFile 
 
En la Fig. 9.2 podemos ver un ejemplo de la evolución de una traza que hemos 
capturado para el inicio de una conexión con Slow Start (izquierda) y otro caso 
para cuando se detectan timeouts y 3 ACKs duplicados (derecha). 
   
Fig. 9.2 Ejemplos de trazas de evolución de la ventana de congestión 
ANEXO 10. SCRIPTS TCL UTILIZADOS EN LAS 
SIMULACIONES 
 
En este anexo explicaremos los scripts tcl que se han utilizado a lo largo de 
nuestro estudio. Para empezar mostraremos el inicio y final que tienen nuestros 
scripts ya que éste es común para todos ellos. 
El inicio de todos los scripts sigue la pauta siguiente: 
# Define options 
set val(chan)        Channel/WirelessChannel      ;# channel type 
set val(prop)         Propagation/TwoRayGround     ;# radio-propagation model 
set val(netif)         Phy/WirelessPhy            ;# network interface type 
set val(mac)         Mac/802_11                ;# MAC type 
set val(ifq)            Queue/DropTail/PriQueue       ;# interface queue type 
set val(ll)               LL                           ;# link layer type 
set val(ant)           Antenna/OmniAntenna          ;# antenna model 
set val(ifqlen)       50                           ;# max packet in ifq 
set val(nn)            2                             ;# number of mobilenodes 
set val(rp)             DSR                          ;# routing protocol 
set val(x)              200        ;# X dimension of topography 
set val(y)              200        ;# Y dimension of topography   
set val(stop)         200                    ;# time of simulation end 
 
set ns    [new Simulator] 
set tracefd       [open escenarioX.tr w] 
set namtrace      [open escenarioX.nam w]     
set TCPtraceFile [open tcpTrace.tr w] 
 
$ns trace-all $tracefd 
$ns namtrace-all-wireless $namtrace $val(x) $val(y) 
 
# set up topography object 
set topo       [new Topography] 
 
$topo load_flatgrid $val(x) $val(y) 
 
create-god $val(nn) 
 
#Set rate at 11Mbps 
$val(mac) set dataRate_ 11Mb 
 
#Disable the RTS/CTS mechanism 
#$val(mac) set RTSThreshold_ 3000 
 
# 
#  Create nn mobilenodes [$val(nn)] and attach them to the channel.  
# 
 
# configure the nodes 
        $ns node-config -adhocRouting $val(rp) \ 
    -llType $val(ll) \ 
    -macType $val(mac) \ 
    -ifqType $val(ifq) \ 
    -ifqLen $val(ifqlen) \ 
    -antType $val(ant) \ 
    -propType $val(prop) \ 
    -phyType $val(netif) \ 
    -channelType $val(chan) \ 
    -topoInstance $topo \ 
    -agentTrace ON \ 
    -routerTrace OFF \ 
    -macTrace OFF \ 
    -movementTrace ON 
     
 for {set i 0} {$i < $val(nn) } { incr i } { 
  set node_($i) [$ns node] } 
En el inicio del script es donde se definen las principales características del 
escenario: topología, características del medio radio, MAC, etc. 
En final de todos los scripts sigue la pauta siguiente: 
 
# ending nam and the simulation  
 
$ns at $val(stop) "$ns nam-end-wireless $val(stop)" 
$ns at $val(stop) "stop" 
$ns at 2000.01 "puts \"End simulation\" ; $ns halt" 
proc stop {} { 
    global ns tracefd namtrace 
    $ns flush-trace 
    close $tracefd 
    close $namtrace 
} 
$ns run 
Al final del script es donde se define la función que para la simulación, termina 
los procesos en marcha y cierra los archivos que se han utilizado. 
Posteriormente, al final de todo, se pone el comando que inicia la simulación 
($ns run). 
Dependiendo de cada escenario y simulación se variarian los parámetros que 
se encuentran marcados en azul. 
Cuando se utiliza el modelo de propagación de Shadowing al inicio del script 
se le añaden unos comandos de configuración que son comunes en las 
simulaciones que utilizan este modelo: 
 
#Set values of shadowing model 
$val(prop) set pathlossExp_ 2.0 ;# Path loss exponent  
$val(prop) set std_db 4.0  ;# Shadowing Deviation (db) 
$val(prop) set dist0_ 1.0  ;# Reference distance (m) 
$val(prop) set seed_ 0   ;# Seed for RNG 
 
#Set threshold -->threshold -m Shadowing -pl 2 -std 4 -r 0.80 50 
$val(netif) set RXThresh_ 4.13232e-08 
#2.36249e-08 --> 90 no se pierde nada 
#4.74493e-08 --> 70 ok  
#4.13232e-08 --> 75 ok --> 82% 
#3.54276e-08 --> 80 ok 
En el caso de que el modelo de propagación sea Ricean al inicio del scrpit se le 
añadirán también los comandos siguientes: 
 
#Set Ricean parameters 
set prop_inst [$ns set propInstance_] 
$prop_inst MaxVelocity  2.5; 
$prop_inst RiceanK        6; 
$prop_inst LoadRiceFile  "rice_table.txt"; 
Una vez definidos el inicio y el final de cada script hablaremos del cuerpo o 
parte central. En el cuerpo del script definiremos la colocación de los nodos del 
escenario y estableceremos las conexiones entre ellos. Esta es la parte que 
variará dependiendo de la simulación y escenario que se realicen. 
A continuación podremos ver los cuerpos del script para las distinas 
simulaciones realizadas. 
 
Scripts escenario 1 
10.1.1 Modelo TwoRayGround 
10.1.1.1 Fuente CBR 
 
# Provide initial location of mobilenodes 
$node_(0) set X_ 50.0 
$node_(0) set Y_ 50.0 
$node_(0) set Z_ 0.0 
 
$node_(1) set X_ 100.0 
$node_(1) set Y_ 50.0 
$node_(1) set Z_ 0.0 
 
$ns initial_node_pos $node_(0) 30 
$ns initial_node_pos $node_(1) 30 
 
$ns at $val(stop) "$node_(0) reset"; 
$ns at $val(stop) "$node_(1) reset"; 
 
 
# Setup traffic flow between nodes 
# TCP connections between node_(0) and node_(1) 
 
set tcp [new Agent/TCP/FullTcp] 
set sink [new Agent/TCP/FullTcp] 
$ns attach-agent $node_(0) $tcp 
$tcp set fid_ 0 
$ns attach-agent $node_(1) $sink 
$sink set fid_ 0 
$ns connect $tcp $sink 
$sink listen 
 
#Setup a CBR over TCP connection 
set cbr [new Application/Traffic/CBR] 
$cbr attach-agent $tcp 
$cbr set type_ CBR 
$cbr set packetSize_ 1000 
$cbr set segsize_ 1000 
 
$tcp set segsize_ 1000 
$tcp set packetSize_ 1000 
$tcp set window_ 1000000 
$tcp set cwnd_ 1000000 
$cbr set rate_ 3138622 
$cbr set random_ false 
 
# Tracing TCP cwnd 
$tcp tracevar cwnd_ 
$tcp attach $TCPtraceFile 
 
10.1.1.2 Fuente Autosimilar 
# Provide initial location of mobilenodes 
$node_(0) set X_ 50.0 
$node_(0) set Y_ 50.0 
$node_(0) set Z_ 0.0 
 
$node_(1) set X_ 100.0 
$node_(1) set Y_ 50.0 
$node_(1) set Z_ 0.0 
 
$ns initial_node_pos $node_(0) 30 
$ns initial_node_pos $node_(1) 30 
 
$ns at $val(stop) "$node_(0) reset"; 
$ns at $val(stop) "$node_(1) reset"; 
 
for {set i 0} {$i < $numP} {incr i} { 
set tcp($i) [new Agent/TCP/Newreno] 
set sink($i) [new Agent/TCPSink/DelAck] 
$tcp($i) set class_ 2 
$tcp($i) set segsize_ 1000 
$tcp($i) set packetSize_ 1000 
$tcp($i) set window_ 1000000 
$tcp($i) set cwnd_ 1000000 
$ns attach-agent $node_(0) $tcp($i) 
$ns attach-agent $node_(1) $sink($i) 
$ns connect $tcp($i) $sink($i) 
 
set pareto($i) [new Application/Traffic/Pareto] 
$pareto($i) set packetSize 1000 
$pareto($i) set segsize_ 1000 
$pareto($i) set burst_time_ 500ms 
$pareto($i) set idle_time_ 500ms 
$pareto($i) set rate_ 196164bps //Tasa por fuente pareto Total=(tasa*32)/2 
$pareto($i) set shape_ 1.4 
# Valores corregidos 
# 3 --> 0.5 / 2.2 --> 0.7 / 1.4 --> 0.9 
 
$pareto($i) attach-agent $tcp($i) 
$ns at 0.0 "$pareto($i) start" 
$ns at $val(stop) "$pareto($i) stop"} 
10.1.1.3 Fuente Poisson 
# Provide initial location of mobilenodes 
$node_(0) set X_ 50.0 
$node_(0) set Y_ 50.0 
$node_(0) set Z_ 0.0 
 
$node_(1) set X_ 100.0 
$node_(1) set Y_ 50.0 
$node_(1) set Z_ 0.0 
 
$ns initial_node_pos $node_(0) 30 
$ns initial_node_pos $node_(1) 30 
 
$ns at $val(stop) "$node_(0) reset"; 
$ns at $val(stop) "$node_(1) reset"; 
 
# Setup traffic flow between nodes 
# TCP connections between node_(0) and node_(1) 
 
set tcp [new Agent/TCP/FullTcp] 
set sink [new Agent/TCP/FullTcp] 
$ns attach-agent $node_(0) $tcp 
$tcp set fid_ 0 
$ns attach-agent $node_(1) $sink 
$sink set fid_ 0 
$ns connect $tcp $sink 
$sink listen 
 
#Setup an Exponential distribution over TCP connection 
set poisson [new Application/Traffic/Poisson] 
$poisson attach-agent $tcp 
$tcp set segsize_ 1000 
$tcp set packetSize_ 1000 
$tcp set window_ 1000000 
$tcp set cwnd_ 1000000 
$poisson set rate_ 3138622bps 
$poisson set segsize_ 1000 
$poisson set packetSize_ 1000 
 
$ns at 0.00 "$poisson stop" 
$ns at 0.01 "$poisson start" 
 
10.1.2 Modelo Shadowing 
10.1.2.1 Fuente Poisson 
 
# Provide initial location of mobilenodes 
$node_(0) set X_ 50.0 
$node_(0) set Y_ 50.0 
$node_(0) set Z_ 0.0 
 
$node_(1) set X_ 100.0 
$node_(1) set Y_ 50.0 
$node_(1) set Z_ 0.0 
 
$ns initial_node_pos $node_(0) 10 
$ns initial_node_pos $node_(1) 10 
 
$ns at $val(stop) "$node_(0) reset"; 
$ns at $val(stop) "$node_(1) reset"; 
 
# Setup traffic flow between nodes 
# TCP connections between node_(0) and node_(1) 
 
#Setup a TCP connection 
set tcp [new Agent/TCP/Newreno] 
$ns attach-agent $node_(0) $tcp 
$tcp set fid_ 0 
set sink [new Agent/TCPSink/DelAck] 
$ns attach-agent $node_(1) $sink 
$sink set fid_ 0 
$ns connect $tcp $sink 
 
#Setup an Exponential distribution over TCP connection 
set poisson [new Application/Traffic/Poisson] 
$poisson attach-agent $tcp 
$tcp set segsize_ 1000 
$tcp set packetSize_ 1000 
$poisson set rate_ 1743679bps 
$tcp set window_ 1000000 
$tcp set cwnd_ 1000000 
 
$ns at 0.0 "$poisson start" 
 
10.1.2.2 Fuente Autosimilar 
 
# Provide initial location of mobilenodes 
$node_(0) set X_ 50.0 
$node_(0) set Y_ 50.0 
$node_(0) set Z_ 0.0 
 
$node_(1) set X_ 100.0 
$node_(1) set Y_ 50.0 
$node_(1) set Z_ 0.0 
 
$ns initial_node_pos $node_(0) 30 
$ns initial_node_pos $node_(1) 30 
 
$ns at $val(stop) "$node_(0) reset"; 
$ns at $val(stop) "$node_(1) reset"; 
 
 
for {set i 0} {$i < $numP} {incr i} { 
set tcp($i) [new Agent/TCP/Newreno] 
set sink($i) [new Agent/TCPSink/DelAck] 
$tcp($i) set class_ 2 
$tcp($i) set segsize_ 1000 
$tcp($i) set packetSize_ 1000 
$tcp($i) set window_ 1000000 
$tcp($i) set cwnd_ 1000000 
$ns attach-agent $node_(0) $tcp($i) 
$ns attach-agent $node_(1) $sink($i) 
$ns connect $tcp($i) $sink($i) 
 
 
set pareto($i) [new Application/Traffic/Pareto] 
$pareto($i) set packetSize_ 1000 
$pareto($i) set burst_time_ 500ms 
$pareto($i) set idle_time_ 500ms 
$pareto($i) set rate_ 196163bps //Tasa por fuente pareto Total=(tasa*32)/2 
$pareto($i) set shape_ 2.2 
# Valores corregidos 
# 3 --> 0.5 / 2.2 --> 0.7 / 1.4 --> 0.9 
 
$pareto($i) attach-agent $tcp($i) 
 
$ns at 0.0 "$pareto($i) start" 
$ns at $val(stop) "$pareto($i) stop" 
} 
10.1.3 Modelo Ricean 
10.1.3.1 Fuente Autosimilar 
# Provide initial location of mobilenodes 
$node_(0) set X_ 50.0 
$node_(0) set Y_ 50.0 
$node_(0) set Z_ 0.0 
 
$node_(1) set X_ 100.0 
$node_(1) set Y_ 50.0 
$node_(1) set Z_ 0.0 
 
$ns initial_node_pos $node_(0) 30 
$ns initial_node_pos $node_(1) 30 
 
$ns at $val(stop) "$node_(0) reset"; 
$ns at $val(stop) "$node_(1) reset"; 
 
set null [new Agent/Null] 
$ns attach-agent $node_(1) $null 
 
 
for {set i 0} {$i < $numP} {incr i} { 
set tcp($i) [new Agent/TCP/Newreno] 
set sink($i) [new Agent/TCPSink/DelAck] 
$tcp($i) set class_ 2 
$tcp($i) set segsize_ 1000 
$tcp($i) set packetSize_ 1000 
$tcp($i) set window_ 1000000 
$tcp($i) set cwnd_ 1000000 
$ns attach-agent $node_(0) $tcp($i) 
$ns attach-agent $node_(1) $sink($i) 
$ns connect $tcp($i) $sink($i) 
 
set pareto($i) [new Application/Traffic/Pareto] 
$pareto($i) set packetSize_ 1000 
$pareto($i) set burst_time_ 500ms 
$pareto($i) set idle_time_ 500ms 
$pareto($i) set rate_ 196163bps //Tasa por fuente pareto Total=(tasa*32)/2 
$pareto($i) set shape_ 2.2 
# Valores corregidos 
# 3 --> 0.5 / 2.2 --> 0.7 / 1.4 --> 0.9 
 
$pareto($i) attach-agent $tcp($i) 
 
$ns at 0.0 "$pareto($i) start" 
$ns at $val(stop) "$pareto($i) stop" 
} 
 
 
 
 
 
 
 
 
 
 
 
10.2 Scripts escenario 2 
10.2.1 Modelo TwoRayGround 
10.2.1.1 Fuente Autosimilar 
# Provide initial location of mobilenodes 
$node_(0) set X_ 50.0 
$node_(0) set Y_ 50.0 
$node_(0) set Z_ 0.0 
 
$node_(1) set X_ 100.0 
$node_(1) set Y_ 50.0 
$node_(1) set Z_ 0.0 
 
$ns initial_node_pos $node_(0) 30 
$ns initial_node_pos $node_(1) 30 
 
$ns at $val(stop) "$node_(0) reset"; 
$ns at $val(stop) "$node_(1) reset"; 
 
for {set i 0} {$i < $numP} {incr i} { 
 
#####CONEXION 1########################### 
set tcp1($i) [new Agent/TCP/Newreno] 
set sink1($i) [new Agent/TCPSink/DelAck] 
$tcp1($i) set class_ 1 
$tcp1($i) set segsize_ 1000 
$tcp1($i) set window_ 1000000 
$tcp1($i) set cwnd_ 1000000 
$ns attach-agent $node_(0) $tcp1($i) 
$ns attach-agent $node_(1) $sink1($i) 
$ns connect $tcp1($i) $sink1($i) 
 
set pareto1($i) [new Application/Traffic/Pareto] 
$pareto1($i) set packetSize_ 1000 
$pareto1($i) set burst_time_ 500ms 
$pareto1($i) set idle_time_ 500ms 
$pareto1($i) set rate_ 98081bps //Tasa por fuente pareto Total=(tasa*32)/2 
$pareto1($i) set shape_ 3 
# Valores corregidos 
# 3 --> 0.5 / 2.2 --> 0.7 / 1.4 --> 0.9 
 
$pareto1($i) attach-agent $tcp1($i) 
 
#####CONEXION 2########################### 
set tcp2($i) [new Agent/TCP/Newreno] 
set sink2($i) [new Agent/TCPSink/DelAck] 
$tcp2($i) set class_ 2 
$tcp2($i) set segsize_ 1000 
$tcp2($i) set window_ 1000000 
$tcp2($i) set cwnd_ 1000000 
$ns attach-agent $node_(1) $tcp2($i) 
$ns attach-agent $node_(0) $sink2($i) 
$ns connect $tcp2($i) $sink2($i) 
 
set pareto2($i) [new Application/Traffic/Pareto] 
$pareto2($i) set packetSize_ 1000 
$pareto2($i) set burst_time_ 500ms 
$pareto2($i) set idle_time_ 500ms 
$pareto2($i) set rate_ 98081bps //Tasa por fuente pareto Total=(tasa*32)/2 
$pareto2($i) set shape_ 1.4 
# Valores corregidos 
# 3 --> 0.5 / 2.2 --> 0.7 / 1.4 --> 0.9 
 
$pareto2($i) attach-agent $tcp2($i) 
########################################### 
 
$ns at 0.0 "$pareto1($i) start" 
$ns at $val(stop) "$pareto1($i) stop" 
$ns at 0.0 "$pareto2($i) start" 
$ns at $val(stop) "$pareto2($i) stop" 
} 
10.2.2 Modelo Shadowing 
10.2.2.1 Fuente Poisson 
# Provide initial location of mobilenodes 
$node_(0) set X_ 50.0 
$node_(0) set Y_ 50.0 
$node_(0) set Z_ 0.0 
 
$node_(1) set X_ 100.0 
$node_(1) set Y_ 50.0 
$node_(1) set Z_ 0.0 
 
$ns initial_node_pos $node_(0) 10 
$ns initial_node_pos $node_(1) 10 
 
$ns at $val(stop) "$node_(0) reset"; 
$ns at $val(stop) "$node_(1) reset"; 
 
########################### 
#Setup a TCP1 connection 
set tcp1 [new Agent/TCP/Newreno] 
$ns attach-agent $node_(0) $tcp1 
$tcp1 set fid_ 0 
set sink1 [new Agent/TCPSink/DelAck] 
$ns attach-agent $node_(1) $sink1 
$sink1 set fid_ 0 
$ns connect $tcp1 $sink1 
 
#Setup an Exponential distribution over TCP1 connection 
set poisson1 [new Application/Traffic/Poisson] 
$poisson1 attach-agent $tcp1 
$tcp1 set segsize_ 1000 
$tcp1 set packetSize_ 1000 
$poisson1 set rate_ 174368bps 
$tcp1 set window_ 1000000 
$tcp1 set cwnd_ 1000000 
 
# Tracing TCP cwnd 
$tcp1 tracevar cwnd_ 
$tcp1 attach $TCPtraceFile 
 
############################# 
#Setup a TCP2 connection 
set tcp2 [new Agent/TCP/Newreno] 
$ns attach-agent $node_(1) $tcp2 
$tcp2 set fid_ 1 
set sink2 [new Agent/TCPSink/DelAck] 
$ns attach-agent $node_(0) $sink2 
$sink2 set fid_ 1 
$ns connect $tcp2 $sink2 
 
#Setup an Exponential distribution over TCP2 connection 
set poisson2 [new Application/Traffic/Poisson] 
$poisson2 attach-agent $tcp2 
$tcp2 set segsize_ 1000 
$tcp2 set packetSize_ 1000 
$poisson2 set rate_ 174368bbps 
$tcp2 set window_ 1000000 
$tcp2 set cwnd_ 1000000 
############################## 
 
$ns at 0.0 "$poisson1 start" 
$ns at 0.0 "$poisson2 start" 
 
 
 
 
 
 
 
 
 
 
10.2.2.2 Fuente Autosimilar 
# Provide initial location of mobilenodes 
$node_(0) set X_ 50.0 
$node_(0) set Y_ 50.0 
$node_(0) set Z_ 0.0 
 
$node_(1) set X_ 100.0 
$node_(1) set Y_ 50.0 
$node_(1) set Z_ 0.0 
 
$ns initial_node_pos $node_(0) 30 
$ns initial_node_pos $node_(1) 30 
 
$ns at $val(stop) "$node_(0) reset"; 
$ns at $val(stop) "$node_(1) reset"; 
 
for {set i 0} {$i < $numP} {incr i} { 
 
#####CONEXION 1########################### 
set tcp1($i) [new Agent/TCP/Newreno] 
set sink1($i) [new Agent/TCPSink/DelAck] 
$tcp1($i) set class_ 1 
$tcp1($i) set segsize_ 1000 
$tcp1($i) set packetSize_ 1000 
$tcp1($i) set window_ 1000000 
$tcp1($i) set cwnd_ 1000000 
 
$ns attach-agent $node_(0) $tcp1($i) 
$ns attach-agent $node_(1) $sink1($i) 
$ns connect $tcp1($i) $sink1($i) 
 
set pareto1($i) [new Application/Traffic/Pareto] 
$pareto1($i) set packetSize_ 1000 
$pareto1($i) set segsize_ 1000 
$pareto1($i) set burst_time_ 500ms 
$pareto1($i) set idle_time_ 500ms 
$pareto1($i) set rate_ 240375bps //Tasa por fuente pareto Total=(tasa*32)/2 
$pareto1($i) set shape_ 2.2 
# Valores corregidos 
# 3 --> 0.5 / 2.2 --> 0.7 / 1.4 --> 0.9 
 
$pareto1($i) attach-agent $tcp1($i) 
 
#####CONEXION 2########################### 
set tcp2($i) [new Agent/TCP/Newreno] 
set sink2($i) [new Agent/TCPSink/DelAck] 
$tcp2($i) set class_ 2 
$tcp2($i) set segsize_ 1000 
$tcp2($i) set packetSize_ 1000 
$tcp2($i) set window_ 1000000 
$tcp2($i) set cwnd_ 1000000 
 
$ns attach-agent $node_(1) $tcp2($i) 
$ns attach-agent $node_(0) $sink2($i) 
$ns connect $tcp2($i) $sink2($i) 
 
set pareto2($i) [new Application/Traffic/Pareto] 
$pareto2($i) set packetSize_ 1000 
$pareto2($i) set segsize_ 1000 
$pareto2($i) set burst_time_ 500ms 
$pareto2($i) set idle_time_ 500ms 
$pareto2($i) set rate_ 240375bps //Tasa por fuente pareto Total=(tasa*32)/2 
$pareto2($i) set shape_ 2.2 
# Valores corregidos 
# 3 --> 0.5 / 2.2 --> 0.7 / 1.4 --> 0.9 
 
$pareto2($i) attach-agent $tcp2($i) 
 
#Ending simulation 
$ns at 0.1 "$pareto1($i) start" 
$ns at $val(stop) "$pareto1($i) stop" 
$ns at 0.2 "$pareto2($i) start" 
$ns at $val(stop) "$pareto2($i) stop" 
} 
 
10.3 Scripts escenario 3 
10.3.1 Modelo TwoRayGround 
10.3.1.1 Fuente Autosimilar 
 
# Provide initial location of mobilenodes 
$node_(0) set X_ 50.0 
$node_(0) set Y_ 50.0 
$node_(0) set Z_ 0.0 
 
$node_(1) set X_ 350.0 
$node_(1) set Y_ 50.0 
$node_(1) set Z_ 0.0 
 
$node_(2) set X_ 200.0 
$node_(2) set Y_ 100.0 
$node_(2) set Z_ 0.0 
 
$ns initial_node_pos $node_(0) 30 
$ns initial_node_pos $node_(1) 30 
$ns initial_node_pos $node_(2) 30 
 
$ns at $val(stop) "$node_(0) reset"; 
$ns at $val(stop) "$node_(1) reset"; 
ns at $val(stop) "$node_(2) reset"; 
 
for {set i 0} {$i < $numP} {incr i} { 
 
#####CONEXION 1- Nodo 0 -> Nodo 1########################### 
set tcp1($i) [new Agent/TCP/Newreno] 
set sink1($i) [new Agent/TCPSink/DelAck] 
$tcp1($i) set class_ 1 
$tcp1($i) set segsize_ 1000 
$tcp1($i) set window_ 1000000 
$tcp1($i) set cwnd_ 1000000 
$ns attach-agent $node_(0) $tcp1($i) 
$ns attach-agent $node_(1) $sink1($i) 
$ns connect $tcp1($i) $sink1($i) 
 
set pareto1($i) [new Application/Traffic/Pareto] 
$pareto1($i) set packetSize_ 1000 
$pareto1($i) set burst_time_ 500ms 
$pareto1($i) set idle_time_ 500ms 
$pareto1($i) set rate_ 54490bps //Tasa por fuente pareto Total=(tasa*32)/2 
$pareto1($i) set shape_ 2.2 
# Valores corregidos 
# 3 --> 0.5 / 2.2 --> 0.7 / 1.4 --> 0.9 
 
$pareto1($i) attach-agent $tcp1($i) 
 
#####CONEXION 2- Nodo 1 -> Nodo 2########################### 
set tcp2($i) [new Agent/TCP/Newreno] 
set sink2($i) [new Agent/TCPSink/DelAck] 
$tcp2($i) set class_ 2 
$tcp2($i) set segsize_ 1000 
$tcp2($i) set window_ 1000000 
$tcp2($i) set cwnd_ 1000000 
$ns attach-agent $node_(1) $tcp2($i) 
$ns attach-agent $node_(2) $sink2($i) 
$ns connect $tcp2($i) $sink2($i) 
 
set pareto2($i) [new Application/Traffic/Pareto] 
$pareto2($i) set packetSize_ 1000 
$pareto2($i) set burst_time_ 500ms 
$pareto2($i) set idle_time_ 500ms 
$pareto2($i) set rate_ 54490bps //Tasa por fuente pareto Total=(tasa*32)/2 
$pareto2($i) set shape_ 2.2 
# Valores corregidos 
# 3 --> 0.5 / 2.2 --> 0.7 / 1.4 --> 0.9 
 
$pareto2($i) attach-agent $tcp2($i) 
########################################### 
$ns at 0.0 "$pareto1($i) start" 
$ns at $val(stop) "$pareto1($i) stop" 
$ns at 0.0 "$pareto2($i) start" 
$ns at $val(stop) "$pareto2($i) stop" 
} 
10.3.2 Modelo Shadowing 
10.3.2.1 Fuente Autosimilar 
# Provide initial location of mobilenodes 
$node_(0) set X_ 50.0 
$node_(0) set Y_ 50.0 
$node_(0) set Z_ 0.0 
 
$node_(1) set X_ 400.0 
$node_(1) set Y_ 50.0 
$node_(1) set Z_ 0.0 
 
$node_(2) set X_ 225.0 
$node_(2) set Y_ 100.0 
$node_(2) set Z_ 0.0 
 
$ns initial_node_pos $node_(0) 30 
$ns initial_node_pos $node_(1) 30 
$ns initial_node_pos $node_(2) 30 
 
$ns at $val(stop) "$node_(0) reset"; 
$ns at $val(stop) "$node_(1) reset"; 
ns at $val(stop) "$node_(2) reset"; 
 
for {set i 0} {$i < $numP} {incr i} { 
 
#####CONEXION 1- Nodo 0 -> Nodo 1########################### 
set tcp1($i) [new Agent/TCP/Newreno] 
set sink1($i) [new Agent/TCPSink/DelAck] 
$tcp1($i) set class_ 1 
$tcp1($i) set segsize_ 1000 
$tcp1($i) set window_ 1000000 
$tcp1($i) set cwnd_ 1000000 
$ns attach-agent $node_(0) $tcp1($i) 
$ns attach-agent $node_(1) $sink1($i) 
$ns connect $tcp1($i) $sink1($i) 
 
set pareto1($i) [new Application/Traffic/Pareto] 
$pareto1($i) set packetSize_ 1000 
$pareto1($i) set burst_time_ 500ms 
$pareto1($i) set idle_time_ 500ms 
$pareto1($i) set rate_ 10898bps //Tasa por fuente pareto Total=(tasa*32)/2 
$pareto1($i) set shape_ 2.2 
# Valores corregidos 
# 3 --> 0.5 / 2.2 --> 0.7 / 1.4 --> 0.9 
 
$pareto1($i) attach-agent $tcp1($i) 
 
#####CONEXION 2- Nodo 1 -> Nodo 2########################### 
set tcp2($i) [new Agent/TCP/Newreno] 
set sink2($i) [new Agent/TCPSink/DelAck] 
$tcp2($i) set class_ 2 
$tcp2($i) set segsize_ 1000 
$tcp2($i) set window_ 1000000 
$tcp2($i) set cwnd_ 1000000 
$ns attach-agent $node_(1) $tcp2($i) 
$ns attach-agent $node_(2) $sink2($i) 
$ns connect $tcp2($i) $sink2($i) 
 
set pareto2($i) [new Application/Traffic/Pareto] 
$pareto2($i) set packetSize_ 1000 
$pareto2($i) set burst_time_ 500ms 
$pareto2($i) set idle_time_ 500ms 
$pareto2($i) set rate_ 54490bps //Tasa por fuente pareto Total=(tasa*32)/2 
$pareto2($i) set shape_ 2.2 
# Valores corregidos 
# 3 --> 0.5 / 2.2 --> 0.7 / 1.4 --> 0.9 
 
$pareto2($i) attach-agent $tcp2($i) 
########################################### 
 
$ns at 0.0 "$pareto1($i) start" 
$ns at $val(stop) "$pareto1($i) stop" 
$ns at 0.0 "$pareto2($i) start" 
$ns at $val(stop) "$pareto2($i) stop" 
} 
10.4 Scripts escenario 4 
10.4.1 Modelo TwoRayGround 
10.4.1.1 Fuente Autosimilar 
# Provide initial location of mobilenodes 
$node_(0) set X_ 50.0 
$node_(0) set Y_ 50.0 
$node_(0) set Z_ 0.0 
 
$node_(1) set X_ 200.0 
$node_(1) set Y_ 100.0 
$node_(1) set Z_ 0.0 
 
$node_(2) set X_ 200.0 
$node_(2) set Y_ 300.0 
$node_(2) set Z_ 0.0 
 
$ns initial_node_pos $node_(0) 30 
$ns initial_node_pos $node_(1) 30 
$ns initial_node_pos $node_(2) 30 
 
$ns at $val(stop) "$node_(0) reset"; 
$ns at $val(stop) "$node_(1) reset"; 
$ns at $val(stop) "$node_(2) reset"; 
 
for {set i 0} {$i < $numP} {incr i} { 
 
#####CONEXION 1- Nodo 0 -> Nodo 2########################### 
set tcp1($i) [new Agent/TCP/Newreno] 
set sink1($i) [new Agent/TCPSink/DelAck] 
$tcp1($i) set class_ 1 
$tcp1($i) set segsize_ 1000 
$tcp1($i) set window_ 1000000 
$tcp1($i) set cwnd_ 1000000 
$ns attach-agent $node_(0) $tcp1($i) 
$ns attach-agent $node_(2) $sink1($i) 
$ns connect $tcp1($i) $sink1($i) 
 
set pareto1($i) [new Application/Traffic/Pareto] 
$pareto1($i) set packetSize_ 1000 
$pareto1($i) set burst_time_ 500ms 
$pareto1($i) set idle_time_ 500ms 
$pareto1($i) set rate_ 10898bps //Tasa por fuente pareto Total=(tasa*32)/2 
$pareto1($i) set shape_ 2.2 
# Valores corregidos 
# 3 --> 0.5 / 2.2 --> 0.7 / 1.4 --> 0.9 
 
$pareto1($i) attach-agent $tcp1($i) 
$ns at 0.0 "$pareto1($i) start" 
$ns at $val(stop) "$pareto1($i) stop" 
} 
10.5 Scripts escenario 5 
10.5.1 Modelo TwoRayGround 
10.5.1.1 Fuente Autosimilar 
# Provide initial location of mobilenodes 
$node_(0) set X_ 50.0 
$node_(0) set Y_ 50.0 
$node_(0) set Z_ 0.0 
 
$node_(1) set X_ 350.0 
$node_(1) set Y_ 50.0 
$node_(1) set Z_ 0.0 
 
$node_(2) set X_ 200.0 
$node_(2) set Y_ 100.0 
$node_(2) set Z_ 0.0 
 
$node_(3) set X_ 200.0 
$node_(3) set Y_ 300.0 
$node_(3) set Z_ 0.0 
 
$ns initial_node_pos $node_(0) 30 
$ns initial_node_pos $node_(1) 30 
$ns initial_node_pos $node_(2) 30 
$ns initial_node_pos $node_(3) 30 
 
$ns at $val(stop) "$node_(0) reset"; 
$ns at $val(stop) "$node_(1) reset"; 
$ns at $val(stop) "$node_(2) reset"; 
$ns at $val(stop) "$node_(3) reset"; 
 
for {set i 0} {$i < $numP} {incr i} { 
 
#####CONEXION 1- Nodo 0 -> Nodo 3########################### 
set tcp1($i) [new Agent/TCP/Newreno] 
set sink1($i) [new Agent/TCPSink/DelAck] 
$tcp1($i) set class_ 1 
$tcp1($i) set segsize_ 1000 
$tcp1($i) set window_ 1000000 
$tcp1($i) set cwnd_ 1000000 
$ns attach-agent $node_(0) $tcp1($i) 
$ns attach-agent $node_(3) $sink1($i) 
$ns connect $tcp1($i) $sink1($i) 
 
set pareto1($i) [new Application/Traffic/Pareto] 
$pareto1($i) set packetSize_ 1000 
$pareto1($i) set burst_time_ 500ms 
$pareto1($i) set idle_time_ 500ms 
$pareto1($i) set rate_ 54490bps //Tasa por fuente pareto Total=(tasa*32)/2 
$pareto1($i) set shape_ 2.2 
# Valores corregidos 
# 3 --> 0.5 / 2.2 --> 0.7 / 1.4 --> 0.9 
 
$pareto1($i) attach-agent $tcp1($i) 
 
#####CONEXION 2- Nodo 1-> Nodo 3########################### 
set tcp2($i) [new Agent/TCP/Newreno] 
set sink2($i) [new Agent/TCPSink/DelAck] 
$tcp2($i) set class_ 2 
$tcp2($i) set segsize_ 1000 
$tcp2($i) set window_ 1000000 
$tcp2($i) set cwnd_ 1000000 
$ns attach-agent $node_(1) $tcp2($i) 
$ns attach-agent $node_(3) $sink2($i) 
$ns connect $tcp2($i) $sink2($i) 
 
set pareto2($i) [new Application/Traffic/Pareto] 
$pareto2($i) set packetSize_ 1000 
$pareto2($i) set burst_time_ 500ms 
$pareto2($i) set idle_time_ 500ms 
$pareto2($i) set rate_ 54490bps //Tasa por fuente pareto Total=(tasa*32)/2 
$pareto2($i) set shape_ 2.2 
# Valores corregidos 
# 3 --> 0.5 / 2.2 --> 0.7 / 1.4 --> 0.9 
 
$pareto2($i) attach-agent $tcp2($i) 
########################################### 
 
$ns at 0.0 "$pareto1($i) start" 
$ns at $val(stop) "$pareto1($i) stop" 
$ns at 0.0 "$pareto2($i) start" 
$ns at $val(stop) "$pareto2($i) stop"} 
ANEXO 11. PRUEBAS REALES CON UDP 
 
11.1 Fuente Autosimilar 
11.1.1.1 Tasa 50% max teórica de 11Mbps en 802.11b. Pruebas 
wireless (150m separación). Modelo Shadowing beta=2.7 
mucha variabilidad 
 
CONEXIÓN: NODO 0 ? NODO 1 
 
Tiempo entre llegadas Media Varianza 
Emisión Nodo 0 0.0033 1.8775e-007 
Recepción Nodo 1 0.0033 5.9874e-005 
 
          
Fig. 11.1 Histograma Tiempo entre llegadas emisión nodo 0 y recepción nodo 1 
 
 
Tasa agregada a 0,1 s Media Varianza 
Emisión Nodo 0 3.1503e+004 8.1928e+006 
Recepción Nodo 1 3.1184e+004 1.0796e+008 
 
        
Fig. 11.2 Histograma tasa agregada 0,1s emisión nodo 0 y recepción nodo 1 
Paquetes enviados / Paquetes recibidos ? 8,93 % pérdidas  
 
Estudio autosimilaridad emisión nodo 0: 
 
 
 
 
 
 
 
 
 
Estudio autosimilaridad recepción nodo 1: 
 
      
Fig. 11.3 LDestimate emisión nodo 0 y recepción nodo 1 
 
Fig. 11.4 Serie tasa agregada emisión nodo 0 y recepción nodo 1 
 
Analizamos solo el intervalo marcado, la traza de emisión la mantenemos igual 
 
Estudio autosimilaridad recepción nodo 1: 
 
      
 
 
 
 
 
 
 
 
 
Fig. 11.5 LDestimate emisión nodo 0 y recepción nodo 1 
 
 
Fig. 11.6 Serie tasa agregada emisión nodo 0 y recepción nodo 1 
 
Eliminamos la saturación inferior y superior, la traza de emisión la mantenemos 
igual 
 
Estudio autosimilaridad recepción nodo 1: 
 
      
 
 
 
 
 
 
 
Fig. 11.7 LDestimate emisión nodo 0 y recepción nodo 1 
 
 
Fig. 11.8 Serie tasa agregada emisión nodo 0 y recepción nodo 1 
 
 
 
11.2 Conclusiones 
 
La gran variabilidad del entorno provoca un número elevado de pérdidas de 
paquetes y de retardos. Se ha analizado las últimas 230.000 muestras ya que 
se han producido desconexiones durante la simulación. Las muestras 
escogidas corresponden a un intervalo en el que no se producen 
desconexiones. 
 
La gran variabilidad del canal provoca que el grado de autosimilitud de la traza 
aumente considerablemente. Podemos ver que el histograma de tiempo entre 
llegadas y la tasa agregada son muy distintos a los enviados.  
 
Para ver en mayor detalle se puede consultar el estudio [2].  
