The split radix is used to develop a fast Hartley transform algorithm, it is performed 'in-place', and requires the lowest number of arithmetic operations compared with other related algorithms.
Introduction: Bracewell 1 ' 2 recently proposed a fast Hartley transform (FHT). This transform is closely related to the fast Fourier transform (FFT). It has two advantages over the FFT, however: (i) the forward and the inverse transforms are the same; (ii) the Hartley transformed outputs are real-valued rather than complex data, as with the FFT; also the Fourier spectrum can be calculated via the Hartley transform.
The split radix has been proposed for FFT computations by Duhamel and Hollmann. 3 This algorithm has the advantage of being performed 'in-place' in an FFT-like structure, and requires the lowest number of multiplications and additions for length N = 2".
In this letter we use split-radix decomposition to develop a fast Hartley transform; it is shown to be faster (in terms of multiplication and addition counts) than other current algorithms.
Split-radix algorithm:
The split-radix algorithm 3 is based on both even-term radix-2 decompositions and odd-term radix-4 decompositions simultaneously. If the discrete Hartley transform (DHT)
x k = L xJ cos -nk + sin -nk is to be computed, it is decomposed as in -£ 3n In Tables 1 and 2 we list the number of multiplications and additions required to compute an N-point DHT. The splitradix algorithm has the lowest number of multiplications and additions compared with other related algorithms.
The split-radix algorithm needs less stages The practical problem is how to detect these additional savings without introducing too much complexity. This requires further study and research. 
Conclusion:
The split-radix algorithm is presented for the fast computation of the discrete Hartley transform. This decomposition combines radix-2 flexibility and radix-4 regularity in this algorithm, it is performed 'in-place' and requires the lowest number of arithmetic operations compared with other related algorithms. 
SOO-CHANG PEI

Department of Electrical Engineering National Taiwan University Taipei, Taiwan, Republic of China
JA-LING WU
Department of Electrical Engineering
PROPERTIES OF MODES ON PERTURBED FIBRES
Indexing terms: Optical fibres, Optical waveguides
The terms in the Fourier series for the radius of a perturbed step-index optical fibre dictate which particular modes become truly LP and determine their optical axes; these axes need not coincide for different modes. Nonlinear optics experiments may be used to measure the perturbations.
The design and use of optical fibres requires an understanding of the properties of the modal fields. Snyder 1 showed that when core and cladding refractive indices, n co and n cl , differ only slightly, a simple, accurate analysis follows in the A = (n co -n cl )/n co ~ 0 limit. Gloge 2 exploited that analysis and introduced the linearly polarised LP modes, which are a consequence of a degeneracy when A -• 0. For finite A, the broken degeneracy precludes the use of LP modes for accurate calculations if polarisation effect are important or unless fibre lengths are short, for example, in photoreceptor optics. 3 An LP form for the transverse field £ of a mode with propagation constant fl follows from the vector equation
if the right-hand side is negligible. 4 ' 5 k is the wavenumber and V is the transverse gradient operator. Then E = ^(x, y)e, where e is a unit polarisation vector and \jj obeys the scalar wave equation.
Two authors 6 ' 7 incorporated the effects of the neglected term on the right-hand side of eqn. 1 to correct the LP-plusscalar-field scheme and to show when it is appropriate. We apply the theory to a step-index fibre with an arbitrary perturbed core/cladding boundary and indicate how the perturbations might be measured in the few-mode case. 
