than 1000 entries! In particular, q-entropy introduced into physics by Tsallis is popular. Though these are just simple monotone functions of Rényi entropies they are important in their own right as witnessed by the many papers in statistical physics. Recently, motivated by the needs of relativistic statistical physics, Kaniadakis [1] introduced the family of κ-entropies.
= sup P ∈S I SΦ(P ). We assume that S max Φ < ∞ and, for P ∈ SI , Q ∈ SII that the inequality SΦ(P ) ≤ Φ(P Q) holds with equality if and only if P = Q. Thus, given the "state of nature" , P ∈ SI , complexity is the smallest when P itself is taken as reference.
Φ-redundancy is defined by DΦ(P Q) = Φ(P Q) − SΦ(P ). Clearly, DΦ(P Q) ≥ 0 with equality if and only if P = Q. In certain models of statistical physics, D(P Q) > 0 can be related to free energy.
The two-person zero-sum game γΦ is defined via the objective function Φ, viewed as a cost to Player II. By assumption, minQ∈S II Φ(P Q) = SΦ(P ). Therefore, P * ∈ SI is an optimal strategy for Player I (a MaxEnt-distribution) if SΦ(P * ) = S max Φ . Consider also the risk function RΦ(Q) = sup P ∈S I Φ(P Q) , and the minimum risk value
. If equality holds, the game is in equilibrium. A pair (P * , Q * ) ∈ SI × SII is a Nash equilibrium pair if, for P ∈ SI , Q ∈ SII, the saddle value inequalities hold:
A unique optimal strategy for Player II almost always exists -in contrast to the MaxEnt-distribution. When it too exists, one and the same distribution, the bi-optimal strategy, is often optimal for both players:
Theorem. If (P * , Q * ) is a Nash equilibrium pair, then Q * = P * , γΦ is in equilibrium, and P * is the unique bioptimal strategy. Furthermore, Pythagorean-type inequalities hold: For P ∈ SI , and Q ∈ SII, SΦ(P )+DΦ(P P
To obtain the q-entropies choose Φ = Φq with
where, in general, the (α, β)-logarithmic function on ]0, ∞[ is given by ln α,β x =
if β = α (the choice β = α typically leads to standard entropy and divergence). For the associated entropy-and redundancy functions we find:
In (3) we recognize the q-entropy of Tsallis. Note also that (4) gives the Hellinger divergence when q = . To obtain the κ-entropies we first define the κ-logarithms ln {κ} x = ln−κ,κ x and, as in Kaniadakis [3] , we define x ⊗ κ y by ln {κ} (x ⊗ κ y) = ln {κ} x + ln {κ} y . Then the choice
leads to κ-entropy and the associated redundancy:
D {κ} (P Q) = X i∈A pi ln {κ} pi qi .
For κ = 1, D {κ} is proportional to χ 2 -divergence. A further study of the discussed entropy measures is in [4] .
