Abstract-We consider bit-interleaved coded modulation with iterative decoding (BICM-ID) for bandwidth-efficient transmission over Rayleigh fading channels. We propose the design criteria that utilize a large Hamming distance inherited in a low-rate code and a new labeling technique designed specifically for fading channels. This results in large coding gain over noniterative coded modulation and performance close to that of "turbo" coded modulation with less complexity. We also show that BICM-ID designed for fading channel usually has a very good performance over the additive white Gaussian noise (AWGN) channel while the converse is difficult to achieve. When combined with signal space diversity, diversity order can be improved to twice the diversity order of conventional BICM-ID; therefore, the code complexity can further be reduced while maintaining the same level of performance. Specifically, with the bandwidth efficiency of 2 bits/s/Hz over Rayleigh fading channels, a bit error rate (BER) of 10 6 can be achieved with 16-QAM, a four-state rate 1/2 code at 0 of about seven dB. We also derive performance bounds for BICM-ID with and without signal space diversity over Rayleigh fading channels, which can be easily extended for other types of fading channels.
I. INTRODUCTION
T RELLIS-CODED MODULATION (TCM) [1] was introduced by Ungerboeck in 1982 for bandwidth-efficient communication over the additive white Gaussian noise (AWGN) channel. When transmitting over fading channels [2] , the primary design criterion is shifted to the diversity order of the coded modulation system. Since trellis-coded modulation (TCM) is designed to maximize the minimum free Euclidean distance of a code over AWGN, it usually exhibits low diversity order and its performance is significantly degraded. Adding a symbol interleaver and avoiding parallel transition are the common techniques used to improve the TCM performance over fading channels [2] . However, the diversity order for any symbol interleaved coded system is limited to the minimum number of distinct symbols along any error event. Therefore, an increase in diversity order can be done at the cost of increasing the constraint length (or complexity) of the code. Publisher Item Identifier S 0733-8716(01)04048-3.
Zehavi [3] later shows that the diversity order can be increased to the minimum number of distinct bits rather than channel symbols by using bitwise interleaving. This allows a coded modulation system with moderate complexity to have large diversity order and achieve large coding gain in fading environment. This technique is later known as bit-interleaved coded modulation (BICM) [4] , whose diversity order is increased to the minimum Hamming distance of the code. In addition to diversity order, the performance of BICM also depends on the harmonic mean of the minimum Euclidean distance [4] , which can be related to the product distance used in [2] as a secondary design criterion for trellis coded modulation over fading channels. Note that the diversity order and the performance can further be improved by concatenating a larger constellation with a lower rate code [4] - [6] .
An alternative scheme to increase diversity order involves interleaving over coordinates and choosing a proper signal constellation [7] . The diversity is increased to the minimum number of distinct coordinates associated with any error event by optimally rotating the constellation and separately interleaving the signals in each coordinate. This technique is also known as signal space or modulation diversity [8] , [9] and shows significant improvement for uncoded systems [8] , [10] as well as for TCM [11] , [10] on Rayleigh fading channels. The simulated results of BICM with QPSK and signal space diversity for wireless orthogonal frequency division multiplexing (OFDM) are shown in [12] . In [13] , we analyze BICM with signal space diversity using various constellations and convolutional codes and show large coding gain over conventional BICM when the signal set is properly designed. We derive an analytical bound for BICM with signal space diversity in [14] . An attractive feature of signal space diversity over other schemes is that the performance over AWGN remains unchanged.
In [15] and [16] , Li and Ritcey show that iterative decoding can increase the minimum intersignal Euclidean distance of BICM while retaining the desirable Hamming distance. It allows an indirect translation of a large free Hamming distance to a large free Euclidean distance when a signal labeling is carefully designed. This is important to the performance of BICM over AWGN channels because it usually has a small free Euclidean distance due to random modulation caused by bit interleaving [3] . With soft-decision feedback [17] , BICM with iterative decoding (BICM-ID) greatly outperforms TCM and compare favorably with bandwidth-efficient turbo TCM [18] in AWGN. However, that large coding gain does not usually carry through fading channels mainly because the design goal is to maximize the free Euclidean distance. The main advantage of BICM-ID is that it requires only one soft-input soft-output (SISO) decoder instead of two as normally used in turbo decoding [18] - [22] . In [23] , it is shown that BICM-ID can be added to turbo encoded BICM to achieve additional coding gain conventional system.
In this paper, we emphasize on the design of BICM-ID for fading channels by utilizing both design criteria: diversity order and the harmonic mean of the minimum Euclidean distance. With iterative decoding, we show that the harmonic mean of the minimum Euclidean distance as seen on subsequent iterations is greatly improved while the diversity order can further be increased with signal space diversity. Since coding and modulation are separated by a bit interleaver, the two design criteria can be separately optimized. We also show that a good labeling map for fading channels usually leads to a large free Euclidean distance, and good performance over AWGN. The analytical bounds for BICM-ID with and without signal space diversity are derived and used to predict the error floor. These predictions are verified by extensive simulations.
The paper is organized as follows. Section II provides a brief review of BICM. We describe the system model of BICM-ID and provide the performance bounds as well as design criteria in Section III. The system description, analytical performance and design criteria for BICM-ID with signal space diversity are presented in Section IV. Section V is devoted to numerical results and performance comparisons, and Section VI concludes the paper with the list of our main contributions.
II. REVIEW OF BICM
Conventional BICM can be modeled as a serial concatenation of a convolutional encoder, random bit interleaver and a memoryless modulator [4] as shown in Fig. 1 . At the transmitter, the information sequence is encoded by a convolutional encoder before being bitwise interleaved. The purpose of the bit interleaver ( ) is to break the sequential fading correlation and increase diversity order to the minimum Hamming distance of a code [3] . Next, consecutive bits of the interleaved coded sequence are grouped to form , a channel symbol at the th signaling interval. A modulator maps each to a complex transmitted signal chosen from -ary constellation where is the labeling map and
. In this paper, we will study the effect of labeling maps: Gray, mixed, set-partitioning, Modified set-partitioning and Random. The latter two labels are obtained by hand and computer search.
We assume a frequency nonselective Rayleigh fading channel with coherent detection. The received discrete-time baseband signal can be written as (1) where is the Rayleigh-distributed fading coefficient with and is a complex white Gaussian noise sample with the variance of . For the AWGN channel, . Throughout this paper, we assume perfect channel state information (CSI) so that is perfectly estimated and available to the receiver. The impact of imperfect CSI is an important direction for further study.
At the receiver, suboptimum maximum log-likelihood bit metrics [4] , [3] are obtained as (2) where is the subset of whose label has the binary value at the th bit position. In other words, each bit metric is calculated by selecting the constellation point with the minimum distance over the subset . The branch metrics are obtained by summing the corresponding de-interleaved bit metrics before being passed to the Viterbi decoder.
III. BICM-ID

A. Iterative Decoding with Soft-Decision Feedback
In this section, we review the soft-decision bit metric calculation for iterative decoding (BICM-ID) derived in [17] . Our receiver uses a suboptimal, iterative method through individually optimal, but separate demodulation and convolutional decoding steps as shown in Fig. 2 . The Viterbi decoder is replaced by the SISO decoder [24] and the output of the SISO decoder is fed back to the demodulator for bit metric recalculation. At the demodulator, the maximum a posteriori probability (MAP) bit metrics are calculated as
The a priori probability is unavailable on the first pass of demodulation. Therefore, an equally likely assumption is made and (2) is used as the input to the SISO decoder, which then generates the a posteriori probabilities for both information and coded bits. Note that the metrics shown in (2) is just a simplification of (3) .
Let denote the deinterleaved version of and denote the input symbol corresponding to . Following the notation of [24] , we denote as the a priori probability for a variable .
is the a posteriori probability. Note that is never available because it requires knowledge of the information sequence at the receiver.
On the second pass, the extrinsic a posteriori probabilities put out by the SISO module are interleaved and fed back as the a priori probabilities to the demodulator. Therefore, a priori probabilities for (3) can be computed by (4) where is the value of the th bit of the label corresponding to . Using (3) and (4), the extrinsic a posteriori bit probabilities for the second passes demodulation can be written as (5) Equation (5) shows that we need only the a priori probabilities of the other bits ( ) on the same channel symbol when recalculating the bit metrics. The receiver then uses (5) to regenerate the bit metrics and iterates demodulation and decoding. After the last pass, the final decoded outputs are the hard decisions based on the extrinsic bit probabilities . This is the total a posteriori because is unused.
To reduce the implementation complexity, we use an additive "log-map" algorithm [24] for the SISO decoder and the log-sum is approximated by max operation aided by table lookups [25] .
B. Iterative Decoding with Hard-Decision Feedback
An attractive feature of BICM-ID is the existence of a low-complexity approach. The simplified bit metrics [3] use the approximation and replace by . A standard Viterbi decoder can also provide the feedback using its binary decoding decisions. On the second pass, bit metrics can be regenerated by reselecting the bit metrics calculated on the first pass. For example, the regenerated bit metric for the first bit position of can be written as (6) where is the decoding decision at the th bit position from the previous round. Note that hard-decision feedback [15] , [16] has inferior performance but low complexity relative to softdecision, which feeds back probabilities not decisions.
C. Analytical Bound for BICM-ID
The union bound of probability of bit error for convolutional codes of rate is given by [4] ( 7) where is the total input weight of error events at Hamming distance and is the minimum Hamming distance of the code. Note that denotes the pairwise error probability (PEP) of BICM and depends only on Hamming distance , a labeling map and a signal constellation . From [4] , the union bound of the PEP of BICM can be written in the form (8) where and input sequence and its estimate; and sequences of label positions and labeling maps; complement of . Note that is the Laplace transform of the probability density function of the metric difference between the components and . When Gray labeling is used, irrelevant error events can be expurgated [4] from (8) and the PEP can be rewritten as (9) where and denotes the nearest neighbor of . However, due to large coding gain introduced by iterative decoding, we are most interested in an analytical bound for the errorfree feedback performance to which the BICM-ID performance converges at very low BER. For convenience, we use the term error floor to indicate the errorfree feedback performance of BICM-ID.
For the analysis of the error floor of BICM-ID, we consider the idealized condition assuming error-free feedback. With perfect knowledge of some or all values of other bits forming a channel symbol, an -ary constellation can be partitioned into sets of smaller constellations having larger intersignal Euclidean distance. Note that this concept is similar to signal set partitioning used in trellis coded modulation [1] . Here, we choose to feedback the decoding decisions of all other bits; therefore, any -ary signal set is converted to binary signal sets. This significantly increases the minimum intersignal Euclidean distance and also reduces the number of nearest neighbor to one when Gray labeling is not used. Given ideal feedback for each , contains only one term , whose label has the same binary bit values as those of except at the th bit position. Note that is not necessary the same as depending on the labeling map . Therefore, by removing the innermost summation in (8) , the PEP of the error floor of BICM-ID can be written as (10) (11) where is the Rice factor. By letting , the special case for Rayleigh fading is given as (12) Then, the PEP of the error floor of BICM-ID defined in (8) can be numerically evaluated by the Gauss-Chebyshev quadrature method [26, Sec. 13.3.2] before the bit error probability is calculated using (7) .
The main difference between (9) and (10) is that the former remains a valid upper bound only for Gray labeling and becomes an approximation for non-Gray labeling [4] while the latter does not depend on labeling.
D. Design Optimization
Signal labeling is the crucial part of conventional BICM and our BICM-ID design. It is shown in [4] that Gray labeling yield the best performance for BICM. Using (7), (9), and (12), the asymptotic performance of BICM over Rayleigh fading [4] can be approximated by (13) where probability of bit error; minimum Hamming distance of the code; information rate; harmonic mean of the minimum squared Euclidean distance. For any -ary constellation with a labeling map , can be calculated by (14) where . Therefore, it is obvious that the asymptotic BICM performance over Rayleigh fading depends primarily on the minimum Hamming distance of a code and the harmonic mean of the minimum squared Euclidean distance . Specifically, controls the slope of the BER curve while gives the horizontal offset. Intuitively, the diversity order can further be increased by concatenating the larger signal constellation with a lower rate code; however, it may not provide a lower in the range of interest due to reduction in the minimum intersignal Euclidean distance among signal constellation points [4] . Note that a labeling map is independent of a convolutional code due to bit interleaving; therefore, it can be separately optimized in our iterative decoding algorithm without altering the code diversity. This is carried out to maximize the harmonic mean of the minimum Euclidean distance as seen with errorfree feedback.
From (7), (10) , and (12), the asymptotic performance of the error floor of BICM-ID is obtained by (15) where (16) Note that is the only member in as defined in (10) . Since there is no change in the coding structure or constellation size, all terms on the right hand side of (13) and (15) are the same except that substitutes for . Therefore, from (14) and (16) , the labeling map should be designed such that is larger than for all (if possible) in order to achieve the iterative decoding gain. Given ideal feedback of all other bits, a 16-QAM constellation is translated to a binary signaling selected from eight possible pairs. Fig. 4 illustrates the increase in the minimum Euclidean distance between subsets. Gray labeling is not the preferred choice because most of binary signal sets resulting from ideal feedback have the same inter-signal Euclidean distance as original 16-QAM constellation.
Numerical results from calculating the harmonic mean of the minimum Euclidean distance before feedback, , and after feedback, , are shown in Table I . We call the difference in and of conventional BICM with Gray labeling as the offset gain. This gives a quick comparison between various labeling schemes with iterative decoding and conventional BICM. In addition, optimization of is done separately from our decoding algorithm; therefore, the offset gain is the asymptotic performance improvement regardless of the code structure. It is preferable to have a labeling map that maximizes while having sufficiently large original such that the feedback decoder can reach its ideal performance within a few passes.
Consider the impact of signal labeling on the offset gain. For BICM-ID with the same convolutional code, Table I shows that Gray labeling yields the best performance without feedback due to the largest ; however, the performance gain with feedback is very small. Random labeling give the largest and thus the asymptotic offset gain at the cost of having the poorest first round performance. Modified set-partitioning (MSP) shows a good compromise between the first-round performance and the asymptotic iterative decoding performance. Although mixed labeling does not show large feedback gain, it is seen in Fig. 4 that only one bit from the feedback affects the decoding result; therefore, mixed labeling is robust to feedback error when hard-decision feedback is used. The weaker performance improvement obtained by using Ungerboeck's set partitioning (SP) labeling over fading channels is also shown for comparison.
For AWGN channels, Li and Ritcey [16] derive the performance bound of the error floor of eight-PSK BICM-ID and show that the free squared Euclidean distance conditioned on the feedback (FEDC) is the dominating factor for the error floor perfor- mance. Here, we extend these results to cover any -ary constellation with independent bit interleavers so the FEDC can be written as FEDC (17) where and are the Hamming distance of the error pattern corresponding to the th bit position and the minimum intersignal squared Euclidean distance after the feedback for the th bit position respectively. Due to the statistical properties of the harmonic mean, we can easily verify that a labeling map with large has all values of in the same vicinity (small variance among ) and usually has large FEDC. However, a labeling map with large FEDC does not necessarily imply large . For example, set-partitioning labeling for 8PSK [16] has large FEDC but small due to very small . Therefore, by optimizing and , BICM-ID would perform well in both fading and AWGN channels.
IV. BICM-ID WITH SIGNAL SPACE DIVERSITY
A. BICM with Signal Space Diversity
A two-dimensional QAM/PSK signal can be modeled as a combination of two orthogonal PAM signals: in-phase (I) and quadrature (Q) signals, simultaneously transmitted over the same channel. The I and Q components of the same signal can be made to fade independently if they are not concurrently transmitted during the same (or correlated) fading interval. This can be achieved by adding independent interleavers for I and Q components of a transmitted symbol. To maximize the diversity order, the constellation should be properly rotated such that all distinct signal symbols are separable on every coordinate [7] . However, a -ary signal constellation is expanded to an -ary constellation due to rotation and coordinate interleaving [13] . Therefore, in this paper, we consider a suboptimal but more practical choice of not expanding the signal set by using nonrotated square QAM constellations with coordinate interleaving in order to minimize the system complexity.
Since the bit interleaver inherited by BICM already breaks the correlation due to fading, the purpose of coordinate interleaving is to make I and Q channels uncorrelated. Therefore, it need not be very deep if the channel has a short memory. However, coordinate interleaving implies that a QAM/PSK signal need to be quantized and stored which requires rapidly accessing and allocating large amounts of memory. We propose the practical solution of replacing coordinate interleavers with a time delay in only one of the quadrature components. With the fully interleaved frequency nonselective fading assumption, a delay of at least a symbol period is required. However, a longer delay is needed if the channel has memory. We assume that the delay time exceeds the coherence time of the fading process.
The block diagram for BICM-ID with signal space diversity is shown in Fig. 6 . Note that the only increase in complexity compared to conventional BICM-ID are the delay components shown in the dashed box. A modulator maps each channel symbol to a complex signal chosen from a square QAM constellation . With coordinate delay, the input to the bit metric calculator can be written as (18) where is the number of delayed symbols. Using the suboptimal method used in conventional BICM, the maximum log-likelihood bit metrics are obtained as Re Im (19) After the first pass, the extrinsic a posterior bit probabilities can be generated using (5) . Then, the final decoded outputs are the hard-decisions based on the extrinsic bit probabilities of the last pass.
B. Analytical Bound for BICM-ID with Signal Space Diversity
In this section, we develop an analytical bound for BICM-ID with signal space diversity using the union bound on the pairwise error probability. As pointed out in [4] , the fading channel model used in conventional BICM does not apply if all transmitted signal components are affected by different fading coefficients. Therefore, the analytical bounds for BICM-ID derived in the previous section cannot apply directly to BICM with signal space diversity. Here, we derive the proper extension.
With coordinate interleaving, we assume that I and Q components of the same signal fade independently. Therefore, the equivalent received signal after the transmission of the complex signal can be written as (20) where and are the independent Rayleigh distributed fading gains, and is complex white Gaussian noise with variance of . Then, the conditional probability is given by (21) where is a vector containing values of and , and and are the I and Q components of the received signal , respectively.
The metric difference between signals and when is received can be written as where and . Note that (23) can be used to find the closed-form expression of for other channel models or coded modulation systems that utilize signal space diversity technique. Since there is no change in the coding, (10) can be used to evaluate the PEP when the Laplace transform of the probability density function of is defined in (24) . The Gauss-Chebyshev quadrature [26, Sec. 13.3.2] method is used to numerically evaluate the PEP and finally the bit error probability of the error floor is obtained using (7).
C. Design Optimization
Since an -ary constellation is converted to binary signal sets by iterative decoding, some of these binary signal sets can have independent I and Q components due to coordinate interleaving (delay) and still benefit from signal space diversity even though the constellation is not rotated. In specific, any binary signal set (given ideal feedback) lies vertically or horizontally in the signal space has either only I or Q component and does not gain additional diversity order as illustrated in Fig. 5 . It is obvious that Gray labeling and mixed labeling shown in Fig. 4 do not benefit from signal space diversity without rotation because all of its binary signal sets lie vertically and horizontally. In other words, (24) is the same as (12) for any pair of and . Therefore, signal space diversity with a nonrotated constellation has no effect on the probability of bit error of the error floor of BICM-ID of the error floor for these two labeling maps.
This suggests that in addition to maximizing and as suggested in the previous section, the number of vertical or horizontal binary signal sets should be minimized. It can be seen from Table I and especially Fig. 4 that MSP and random labeling are suitable for BICM-ID with signal space diversity when a constellation is not rotated.
V. PERFORMANCE EVALUATION
In this section, we show simulation results for BICM-ID over the Rayleigh fading channel. We limit our attention to transmitting the information of two bit/s/Hz, so that our results can be compared with many known coded modulation systems. Therefore, a 16-QAM constellation is used with various rate 1/2 convolutional codes. Several labeling maps are used to illustrate the importance of labeling design. We also vary the code memory and block length to show the performance under various conditions. Unless it is stated otherwise, each data block contains 2000 information bits and the spread-random interleavers described in [16] , [17] are used. The error floor (EF) bounds are compared with most simulated results covering both eight-PSK and 16-QAM constellations to illustrate the closeness of the bound. The performance of BICM-ID with sub-optimal signal space diversity that includes coordinate delay and nonrotated square QAM constellations are also presented. We also show the comparison of our 16-QAM BICM-ID with the previous eight-PSK BICM-ID [17] and turbo TCM [18] in AWGN channels. For each simulated value, more than ten errors are observed.
A. Effect of Labeling and Convergence to the EF Bound
In Fig. 7 , we show the performance of BICM-ID with an eight-state, rate 1/2 code with mixed and MSP labeling. With hard decision feedback, MSP labeling suffers from feedback error at low values of while mixed labeling still maintains good performance and outperforms bit-interleaved I-Q TCM having the same code complexity [6] . As previously explained, mixed labeling is more robust to the feedback error because only one bit is needed from the feedback.
With soft decision feedback, it is shown in Fig. 8 that BICM-ID with MSP labeling show the significant gain over bit-interleaved I-Q TCM [6] using convolutional codes with the same complexity at all BER values of interest with only two passes. The asymptotic coding gain of about 6.7 dB for MSP labeling can be achieved at BER of . Random labeling has a similar improvement as shown in Fig. 9 . Therefore, we will use MSP labeling as a reference for most cases. In Fig. 10 , we compare 16-QAM BICM-ID using an eight-state, rate 1/2 code and MSP labeling with eight-PSK BICM-ID using an eight-state, rate 2/3 code and set-partitioning labeling as suggested in [17] for AWGN. It is clear that a good BICM-ID designed for AWGN channels does not usually have large diversity and more importantly . Therefore, a very high error floor may not be avoided. From Figs. 7-9, it is clear that the simulated decoding performance converges to the EF bounds for both 8PSK and 16-QAM constellations. Also, the closeness of the bounds can be observed.
B. Effects of the Block Length
In Fig. 11 , we show the performance of BICM-ID with 1000, 2000, and 4000 information bits per block and MSP labeling.
It is well known that many iterative decoding schemes such as turbo codes usually require a large block length. When the block length is reduced to 1000 bits, the loss is about 0.5 dB at BER of while increasing the block length to 4000 bits slightly improve the performance. Therefore, a block length of 2000 bits is sufficient to achieve the optimal performance at moderate complexity. Again, the EF bound is tight for all block sizes. 
C. Effects of the Code Memory
With MSP labeling, the effect of code memory is shown in Fig. 12 . At low values of , a small convolutional code usually has a better performance than a large convolutional code because it has smaller error multiplicity. This leads to a better performance of BICM-ID using a low-complexity code. However, a small code does not have large Hamming distance and, thus, has a high error floor due to insufficient diversity order, which can be verified by the slope of the error floor.
D. Effects of Signal Space Diversity
In this subsection, we show the performance of BICM-ID with signal space diversity is used with a nonrotated 16-QAM constellation. Figs. 13 and 14 show the performance of four-state BICM-ID with signal space diversity with MSP and random labeling. Due to an increase in diversity order, the error floor of BICM-ID is significantly lowered by more than one order of magnitude for both labeling maps. This allows BICM-ID with MSP labeling to reach BER of at of seven dB with only six passes. This performance is comparable to many turbo coded modulation operated at the same spectral efficiency of two bits/s/Hz. For example, a 16-state turbo code shown in [19] reaches BER of with four passes at of six dB and an eight-state parallel concatenated TCM (PCTCM) [21] achieves BER of with five passes at of seven dB. It should be noted that these turbo coding schemes require two SISO decoders with larger complexity than a single four-state SISO decoder used in BICM-ID.
E. Performance over AWGN
In Fig. 15 , we show the performance of BICM-ID in AWGN channels. It should be noted that BICM-ID suffers from the first round performance due to a lack of free Euclidean distance. With only a few passes, BICM-ID with a four-state, rate 1/2 convolutional code and MSP labeling quickly outperforms a 64-state, rate 2/3 TCM with eight-PSK. The performance gain of more than 1.5 dB can be achieve with eight passes at BER of . The performance of BICM-ID designed specifically for fading channels is directly compared with BICM-ID designed for AWGN channels and turbo TCM in Fig. 16 . For 16-QAM BICM-ID, MSP labeling is used with a four-state, rate 1/2 code while eight-PSK BICM-ID uses a puncture 16-state, rate 2/3 code with set-partitioning labeling. Two eight-state, rate 2/3 codes are used for turbo TCM [18] . For all cases, 2000 information bits per block and eight iterations are used. It is interesting to see that BICM-ID with a four-state code has almost identical performance as BICM-ID with a punctured 16-state code designed specifically for AWGN for low to moderate . A performance gap between turbo TCM and 16-QAM BICM-ID is observed but 16-QAM BICM-ID has a much lower error floor.
F. Effects of Interleaver Design
We compare the performance of 16-QAM BICM-ID when a single (pseudo) random interleaver is used instead of spreadrandom interleavers. With an eight-state code and MSP labeling, we observe only a slight loss in the error floor occurs in fading channels. However, the loss in AWGN channels seems more significant as commonly seen in turbo code design. The optimization of the bit interleaver for BICM-ID over fading channels is still an open question.
VI. CONCLUSION
In this paper, we have proposed, analyzed, and evaluated a novel approach to the design of BICM-ID for Rayleigh fading channels. By recognizing that the coding and modulation are isolated by the bit interleaver, and identifying the impact of iterative decoding on the diversity order and the harmonic mean of the minimum Euclidean distance we have developed a powerful, yet relatively less complex (than Turbo TCM) coded modulation for fading channels.
The paper proves the following claims with an extensive set of simulation results.
• The harmonic mean of the minimum Euclidean distance, identified in [4] as crucial for BICM, can be greatly increased with BICM-ID and the errorfree feedback assumption.
• Two new labeling maps, Modified set-partitioning (MSP) labeling and random labeling, are optimized under the harmonic mean criterion for 16-QAM and fading channels.
• The diversity order of BICM-ID can be further improved with signal space diversity. Our proposal for signal space diversity does not require signal set expansion.
• The analytical bounds for BICM-ID with and without signal space diversity are derived. The bounds are verified by simulation to accurately predict the error floor with iterative decoding.
• A demonstration that BICM-ID with properly designed 16-QAM, can provide robust performance over both the AWGN and Rayleigh fading channel.
