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Three-dimensional nonlinear breaking acoustic-gravity waves (AGWs) propagating from the Earth's surface to the
upper atmosphere are simulated numerically. Horizontally moving periodical structures of vertical velocity on the
Earth's surface are used as AGW sources in the model. The 3D algorithm for hydrodynamic equation solution uses
finite-difference analogues of basic conservation laws. This approach allows us to select physically correct generalized
wave solutions of hydrodynamic equations. The numerical simulation covers altitudes from the ground up to 500 km.
Vertical profiles of the mean temperature, density, molecular viscosity, and thermal conductivity are specified from
standard models of the atmosphere. Atmospheric waves in a few minutes can propagate to high altitudes above
100 km after activation of the surface wave forcing. Surfaces of constant phases are quasi-vertical first, and then
become inclined to the horizon below about 100 km after some transition time interval. Vertical wavelengths
decrease with time and tend to theoretically predicted values after times longer than several periods of the wave
forcing. Decrease in vertical wavelengths and increase in AGW amplitudes can lead to wave instabilities, accelerations
of the mean flow and wave-induced jet streams at altitudes above 100 km. AGWs may transport amplitude modulation
of atmospheric wave sources in horizontal directions up to very high levels. Low wave amplitudes in the beginning
of transition processes after activation of atmospheric wave sources could be additional reasons for slower amplitude
grows with height compared to the nondissipative exponential growth predicted for stationary linear AGWs. Production
of wave-induced mean jets and their superposition with nonlinear unstable dissipative AGWs can produce strong
narrow peaks of horizontal speed in the upper atmosphere. This may increase the role of transient nonstationary waves
in effective energy transport and variations of atmospheric parameters and gas admixtures in a broad altitude range.Findings
Introduction
Acoustic-gravity waves (AGWs) generated at tropospheric
heights are frequently observed in the upper atmosphere
(Fritts and Alexander 2003; Suzuki et al. 2007; Shiokawa
et al. 2009; Ogawa et al. 2009, 2013). Propagating upward,
AGWs can become unstable and produce turbulence and
irregularities in the upper atmosphere. AGW generation
may be caused, for example, by convection and mesoscale
turbulence in the troposphere (e.g., Fritts and Alexander
2003; Fritts et al. 2006). These sources may have maxima
at altitudes 9 to 12 km in the regions of tropospheric jet* Correspondence: n.gavrilov@spbu.ru; renger@mail.ru
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reproduction in any medium, provided the origstreams (Medvedev and Gavrilov 1995; Gavrilov and Fukao
1999; Gavrilov 2007).
Most analytical and numerical models of atmospheric
AGWs use linearized hydrodynamic equations. Baker
and Schubert (2000) simulated behavior of nonlinear
AGWs in the atmosphere of Venus. They considered
wave propagation in a rectangular region of the atmos-
phere having vertical and horizontal sizes of 48 and
120 km, respectively. Some authors (Fritts and Garten
1996; Andreassen et al. 1998; Fritts et al. 2009, 2011) sim-
ulated turbulence produced by breaking atmospheric
waves and Kelvin-Helmholtz instabilities. Their models
were three-dimensional and described waves and turbu-
lence in rectangular boxes having limited horizontal and
vertical sizes. The authors used Galerkin-type series
and a modification of the spectral method to turn partialger. This is an Open Access article distributed under the terms of the Creative
mmons.org/licenses/by/2.0), which permits unrestricted use, distribution, and
inal work is properly credited.
Gavrilov and Kshevetskii Earth, Planets and Space 2014, 66:88 Page 2 of 8
http://www.earth-planets-space.com/content/66/1/88differential equations (versus time) into ordinary differen-
tial equations for coefficients of the spectral series. Yu and
Hickey (2007), Liu et al. (2008), Matsumura et al. (2011),
and Occhipinti et al. (2011) performed numerical simula-
tions of AGWs in the atmosphere. Besides direct numer-
ical simulations, propagation and dissipation of mesoscale
internal gravity waves generated in the lower atmosphere
have recently been studied in a general circulation model
(Yi˘git et al. 2009, 2012) involving a parameterization of
gravity wave effects, their nonlinear saturation and dissi-
pation in the thermosphere (Yi˘git et al. 2008).
Gavrilov and Kshevetskii (2013a) solved two-dimensional
nonlinear AGW equations using a numerical method de-
scribed by Kshevetskii and Gavrilov (2005) and taking into
account fundamental conservation laws. This approach
provides the numerical method stability and allows us to
consider non-smooth solutions of nonlinear AGW equa-
tions. This gave us an opportunity to select generalized
physically correct solutions of the equations (Lax 1957;
Richtmayer and Morton 1967). Gavrilov and Kshevetskii
(2013b, 2014) developed a three-dimensional version of
the mentioned above algorithm for simulation of nonlin-
ear AGWs in the atmosphere. They considered propaga-
tion of plain sinusoidal wave forcing at the low boundary
of the model.
In the present study, we continue a three-dimensional
simulation of nonlinear AGWs from the Earth's surface
sources into the thermosphere using the algorithm by
Gavrilov and Kshevetskii (2013b). We consider AGW
forcing by horizontally periodical stationary structures of
vertical velocity at the low boundary of the model. Such
structures may arise from convection cells transported
by background winds. In the present paper, we consider
nonlinear wave effects in the middle and upper atmos-
phere for different amplitudes, horizontal wavelengths,
and speeds of the lower boundary wave forcing.
Simulation method
The three-dimensional numerical model of nonlinear
AGWs uses the plain geometry and calculates velocity
components u, v, and w along horizontal (x, y) and verti-
cal, z, axes, respectively. The model also computes devia-
tions of pressure p′, temperature T′, and density ρ′ from
stationary values p0, T0, and ρ0, respectively. The set of
nonlinear three-dimensional hydrodynamic equations
of the model is described by Gavrilov and Kshevetskii
(2013b, 2014) and includes equations of motion, con-
tinuity, and heat balance. The upper boundary condi-
tions include zero vertical velocity and zero vertical
gradients of horizontal velocity and temperature at
altitude z = 500 km. At the Earth's surface, the lower
boundary conditions include zero temperature devia-
tions and horizontal velocity components (see Gavrilov
and Kshevetskii 2013a,b, 2014). In the present study,we assume periodicity of wave solutions and the lateral
boundary conditions in horizontal directions:
f x; y; z; tð Þ ¼ f xþ Lx; yþ Ly; z; t
 
; ð1Þ
where f represents any of the simulated hydrodynamic
variables, Lx =mλx and Ly = nλy are the horizontal di-
mensions of the analyzed atmospheric region, where m
and n are integer constants, λx and λy are wavelengths
along axes x and y, respectively. Variations of vertical
velocity (w)z=0 =w(x,y) at the lower boundary z = 0 serve
to force the waves in the model.
A three-dimensional numerical scheme of our model
is analogous to the two-dimensional algorithm described
by Kshevetskii and Gavrilov (2005). It is a revision of the
known Lax and Wendroff (1960) scheme. This scheme
involves the hydrodynamic conservation laws of momen-
tum, density, and energy. The main mathematical modi-
fication of our scheme compared to the classical Lax
and Wendroff (1960) one is the implicit approximation
of hydrodynamic equations at first time half-step.
Kshevetskii (2001a,b,c) showed that the errors from acous-
tic waves do not increase in time in this case. One more
peculiarity of our numerical scheme is the usage of a stag-
gered grid, in which pressure, density, and temperature
are specified at the same mesh points and nodes for vel-
ocity components u, v, and w are shifted half grid spacing
along axes x, y, z, respectively.
Simulations in this paper use background vertical pro-
files of p0, T0, and ρ0 from the model of standard atmos-
phere MSIS-90 (Hedin 1991) for January at moderate
geomagnetic activity (see Figure one in Gavrilov and
Kshevetskii 2013b, 2014). We simulate AGWs for differ-
ent characteristics of the lower boundary forcing. The
mean vertical grid spacing is 250 m, but it automatically
increases from approximately 0.15 km in the lower atmos-
phere up to approximately 1.7 km at altitude 500 km be-
cause the background and wave fields become more
vertically homogeneous at high altitudes. Horizontal
grid spacing is 1/30 of horizontal wavelengths λx of the
wave forcing (1). Time spacing is determined automatic-
ally to provide stability of the numerical equation solution
and are 0.3 and 0.9 s for λx = 60 km and λx = 200 km,
respectively.
Molecular viscosity and heat conductivity do not prac-
tically influence long waves in the lower atmosphere,
but they are important at higher altitudes. Therefore,
our numerical model involves molecular viscosity and
heat conductivity. The model does not take into ac-
count some physical effects, such as wave dissipation
by radiative heat exchange and ion drag, that are of
secondary importance for simulating high-frequency
atmospheric waves.
Figure 1 Frequency spectra (in relative units) of the wave
forcing (2) at different times after activation. t = 0.25τ (a), t = τ
(b), and t = 4τ (c).
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Gavrilov and Kshevetskii (2013a,b, 2014) simulated non-
linear AGW propagation from lower boundary forcing
having forms of plane waves. In the present study, we
assume horizontally periodical distributions of vertical
velocity at the Earth's surface of the form of
wð Þz¼0 ¼ W0cos kx x − cxtð Þ½  cos ky y – cyt
  
at t > 0;
ð2Þ
where kx = 2π/λx, ky = 2π/λy and cx, cy are wavenumbers
and phase speeds along horizontal axes x and y, respect-
ively; W0 is the maximum wave forcing amplitude.
Equation 2 represents horizontally moving periodical
structures of vertical velocity at the bottom boundary.
Medvedev and Gavrilov (1995) analyzed AGW generation
by nonlinear interactions caused by meteorological and
turbulent motions in the atmosphere. They found that
such interactions could produce components of wave
spectra having broad variety of amplitudes, wavelengths,
and other parameters. The forcing (2) may approximate
spectral components of convective and turbulent AGW
sources transported by the mean winds in the atmos-
phere (Townsend 1965, 1966). In the present paper, we
present calculations for waves with cx = 30 m/s and cx =
100 m/s at cy = 0 and the same period τ = 2 × 10
3 s. In
this case, (2) is equivalent to propagating waves along
the horizontal axis x with stationary sinusoidal ampli-
tude change along the axis y. The described numerical
simulations were performed starting from the MSIS
means state (zero perturbations) at the moment t = 0 of
activating the wave forcing at the lower boundary.
The wave source (2) activating at t = 0 contains a
Heaviside step function in time and a δ-function distri-
bution in vertical direction with the peak at z = 0. At
the beginning, Fourier transforms of such abrupt func-
tions contain wide spectra of components covering all
possible ranges of frequencies and vertical wavenumbers
(e.g., Weisstein 2014). Then the wave source spectrum has
the main peak at frequency kxcx. Figure 1 shows examples
of frequency spectra (in relative units) of the wave forcing
(2) calculated using sliding intervals at different times t
after activating the wave forcing. The spectra are very
broad in the beginning and become narrower with time.
After activating the wave forcing (2), faster acoustic and
extremely long gravity wave modes will quickly reach high
altitudes. Calculations show that in the horizontally peri-
odic case (1), these perturbations in a few minutes can
arrive at altitudes of 100 km and above and form quasi-
vertical wave fronts similar to those in Figure 1a,b,c of
the paper by Gavrilov and Kshevetskii (2013a). These
first waves dissipate due to molecular viscosity and ther-
mal conduction. As time increases, progressively more
of the larger vertical wavelength waves are removed bydissipation, implying that vertical wavelengths at a given
altitude in the middle atmosphere should decrease with
increasing time (Heale et al. 2014). After a certain transi-
tion time, initial acoustic and gravity wave modes disperse
and the vertical structure corresponds to the basic spectral
component of the surface forcing (2) having horizontal
phase speed cx and horizontal wave number kx.
Figures 2 and 3 reveal wave fields of vertical and hori-
zontal velocities, respectively, for different instances t after
activating the wave forcing (2) with different cx and λx.
One can see the surfaces of constant phases inclined to
the horizon below altitudes about 100 km. A theory of
plane linear stationary AGWs (e.g., Gossard and Hooke
Figure 2 Perturbations of vertical velocity (in ms−1). Produced
by wave forcing (2) with τ = 2 × 103 s, сx = 30 ms-1 and W0 = 0.3 cm/s
at times t = 1 h (a), t = 2 h (b) and t = 5 h (c).
Figure 3 Perturbations of horizontal velocity (in ms-1). Produced
by wave forcing (2) with τ = 2 × 103 s, сx = 100 ms−1 and W0 = 0.3 cm/s
at times t = 1 h (a), t = 2 h (b) and t = 5 h (c).
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(τN/τ), where τN and τ are the Brunt-Vaisala and AGW
periods, respectively. This corresponds to the theoretical
vertical wavelength λz ≈ cxτN ~ 9 to 12 km for cx = 30 ms
−1
and λz~ 30 to 40 km for cx = 100 ms
−1 at typical τN~ (3 to
4)∙102 s at altitudes 50 to 100 km in January.
One can estimate simulated effective λz values as aver-
age vertical distances between inclined quasi-linear wave
fronts in the lower parts of Figures 2a,b,c and 3a,b,c.
This gives λz ≈ 50, 14, 10 km for cx = 30 ms
−1 at altitudes
50 to 100 km in Figure 2a,b,c, respectively, for the time
moments t = 1, 2, and 5 h after activating the lower
boundary wave source (2) in the model. Similar estima-
tions for the fields of horizontal velocity in Figure 3a,b,c
give, respectively, λz ≈ 80, 55, 45 km at t = 1, 2, 5 h for
cx = 100 ms
−1 at altitudes 50 to 100 km. One can see that
in both cases, λz decreases in time (as described before) and
tends to the theoretically predicted values (see above) after
a transition periods, which can last more than ten periods
of the wave forcing τ = λx/cx = 2 × 10
3 s for both Figures 2
and 3. Above altitudes 150 to 200 km, wave front angles α
increase in Figures 2 and 3 due to increasing the vertical
wavelength, molecular viscosity, and heat conduction.
Increases in AGW amplitudes can lead to instabilities
of wave velocity and temperature fields. Kshevetskii and
Gavrilov (2005) found that dynamical instabilities of thewind shears could be the main reason of AGW breaking
at moderate amplitudes of the wave forcing. Wave break-
ing at large forcing amplitudes could be due to convective
instabilities of temperature wave profiles. In Figures 2 and
3 above altitude 100 km, one can see small-scale struc-
tures produced by AGW instabilities.
Dissipation of nonlinear breaking AGWs may produce
accelerations of the mean flow. These accelerations are
important for the development of general circulation of
the middle atmosphere (e.g., Lindzen 1981). Accelerations
produced by AGWs may develop mean flows at altitudes
of substantial dissipation of the propagating waves. In
Figure 3c, one can see such increase in the mean horizon-
tal velocity above altitudes 110 to 120 km. Modifications
of the mean horizontal flows by dissipating AGWs are
known effects (e.g., Fritts and Alexander 2003). Other
models of nonlinear AGWs also demonstrated such mean
flow changes (e.g., Liu et al. 2008).
Figure 4 represents distributions of vertical velocity
in horizontal planes at different altitudes for AGW
with cx = 100 ms
−1 at time t = 5 h after activating the for-
cing (2). At all altitudes in Figure 4, one can see structures
of maxima and minima very similar to the structure of the
lower boundary wave forcing described by (2). At low
wave forcing, analyses performed for AGWs with different
Figure 4 Distributions of vertical velocity at different altitudes.
z = 200 km (a), z = 100 km (b), and z = 10 km (c) produced by
forcing (2) with τ = 2 × 103 s, сx = 100 ms−1 and W0 = 0.3 cm/s at
time t = 5 h.
Figure 5 Standard deviations of vertical velocity. At altitudes
z = 10, 60, and 100 km versus time for AGWs with cx = 100 m/s
(solid lines), and cx = 30 m/s (dashed lines) for τ = 2 × 10
3 s
and W0 = 0.3 cm/s.
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similarities between the horizontal distributions of wave
fields at higher altitudes and the distribution of surface
wave source (2). The only differences in horizontal struc-
tures at individual altitudes are different amplitudes and
phase shifts of the wave fields. This shows that when at-
mospheric wave sources have amplitude changes in hori-
zontal directions, AGWs may transport these structures
to the other altitudes up to very high levels.
Figure 5 shows simulated dependences of standard devi-
ations of vertical velocity on time after wave forcing acti-
vation in horizontal planes located at different altitudes.
Figure 5 shows that the standard deviations grow during
transition intervals after the wave source activation and
then tend to constant values different at each altitude. In
the horizontally periodical case (1), these standard devia-
tions tend to be a half of AGW amplitudes at large t, when
the wave process becomes quasi-stationary. Vertical group
velocity of a plane AGW spectral component is cgz ≈ λz/τ,
and the time of their energy arrival to altitude z is tez = z/cgz.
For the main considered spectral components of excitation
(2) with τ = 2 × 103 s and average values λz ~ 35 km for
cx = 100 ms
−1 and λz ~ 10 km for cx = 30 ms
−1 (see above),
we can obtain tez/τ = z/λz ~ 0.3, 1.7, 2.9 and tez/τ ~ 1, 6, 10
at altitudes 10, 60, and 100 km for both cx, respectively.Consideration of Figure 5 reveals times tm of the first
maxima of standard deviations at altitudes 10, 60, 100 km
(after which their variations become smaller) to be
tm/τ ~ 1.3, 4.5, 6.8 for cx = 100 m/s and tm/τ ~ 2.3, 10.8,
16.2 for cx = 30 m/s, respectively. These values of tm/τ
are 1.6 to 4 times larger than respective tez/τ. Therefore,
durations of the transition intervals are larger for smaller
cx. These durations grow with height and may exceed ten
wave periods at altitude 100 km.
Figure 5 shows that after reaching the maximum at a
given altitude, the standard deviation is not constant,
but makes small oscillations around slowly varying
values. These oscillations could be caused by partial re-
flections of wave energy from vertical inhomogeneities of
temperature and molecular viscosity and heat conduction
in regions of their rapid changes in the middle and upper
atmosphere. In Figure 5, these oscillations are larger for
solid lines showing that partial reflections could be larger
for wave modes with larger cx and longer λz. Partial reflec-
tions taking into account in the three-dimensional numer-
ical model can also be a reason for smaller quasi-stationary
standard deviations corresponding to cx = 100 m/s at z =
10, 60 km compared to that for cx = 30 m/s in Figure 5.
Figures 6 and 7 depict examples of vertical profiles of
vertical and horizontal velocities at different times for
AGW excitations (2) with cx = 30 ms
−1 and cx = 100 ms
−1,
respectively. Comparison of Figures 6a and 7a with
Figure 6 Vertical profiles at fixed x = 2 km and y = 188 km of
vertical velocity. At t = 1 h (a), t = 5 h (b), and horizontal velocity at
t = 5 h (c) produced by wave forcing (2) with τ = 2 × 103 s, сx = 30 ms−1
and W0 = 0.3 cm/s. Thin solid lines show respective mean values.
Dashed lines reveal dependences proportional to± [ρ0(0)/ρ0(z)]1/2.
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vertical wavelength at earlier times as it was found in
Figure 2 above. The longer vertical wavelengths at ini-
tial moments are formed by harmonics with faster
horizontal and vertical group velocities. After a certain
time, they disperse leaving the vertical structure corre-
sponding to the preset forcing at the lower boundary
(see discussion above). AGW amplitudes below 150 km
are smaller in Figures 6a and 7a for earlier time instance,
than respective amplitudes for later time in Figures 6b and
7b. Dashed lines in Figures 6 and 7 correspond to expo-
nential amplitude growth proportional to [ρ0(0)/ρ0(z)]
1/2
and predicted by the theory of stationary nondissipative
linear AGWs. One can see that calculated AGW ampli-
tudes have better match to exponential curve in Figures 6b
and 7b than that in Figure 6a and 7a due to amplitudes
growth in time. Amplitude vertical growth rates slowerFigure 7 Same as Figure 6, but for the wave with horizontal
phase speed сx = 100 ms
−1. Vertical velocity at t = 1 h (a), t = 5 h
(b), and horizontal velocity at t = 5 h (c).than the exponential one are frequently treated as evidence
of AGW dissipation and saturation (e.g., Fritts and Alexander
2003). Figures 6 and 7 show that one more reason for slower
amplitude growth could be transition processes in wave
fields, during which the discrepancy between simulated
and exponential amplitude growth rate is larger at t = 1 h
than that at t = 5 h even for the same AGW at lower alti-
tudes. Figures 6b,c and 7b,c show that at t = 5 h, wave am-
plitudes mach to the exponential growth up to altitudes
50 to 60 km for AGW mode with cx = 30 m/s and up to
70 to 80 km for cx = 100 m/s. This could be explained by
larger dissipation and slower vertical propagation of
AGWs with smaller cx due to their shorter vertical wave-
lengths. Additional reasons for slow down vertical ampli-
tude growth of primary AGW in nonlinear model can be
generation of secondary wave modes and the mean flow.
Figures 6c and 7c show vertical profiles of horizontal
velocity u at t = 5 h. These profiles are similar to the re-
spective profiles of vertical velocity in Figures 6b and 7b,
but are shifted to positive values due to generation of
the wave-induced jet streams above 100 km (see also
Figure 2c) in the directions of AGW horizontal propaga-
tion. Corresponding horizontal mean velocities shown
with thin solid lines in Figure 7c are larger for AGW
with cx = 100 m/s than that in Figure 6c. The upper limit
for horizontal velocity in the wave-induced jet stream is
cx (Kshevetskii and Gavrilov 2005) and it is larger for
faster waves.
Vertical component of the wave flux of horizontal mo-
mentum Fmz = ρ0 < u′w′ > ~ ρ0τNW
2/(2τ), where <> de-
notes averaging over the wave period. As far as periods
and amplitudes at the bottom boundary are the same for
both considered AGW modes, they have there the same
Fmz ~ 3.3 × 10
−5 kg m−1 s−2 at horizontal coordinates y
corresponding to maximum wave excitations (2). Calcula-
tions show that Fmz does not almost change up to altitudes
50 to 60 km for AGW mode with cx = 30 m/s and up to 70
to 80 km for cx = 100 m/s, then decreases due to wave dissi-
pation. Therefore, the amplitude of longer vertical wave-
length mode with cx = 100 m/s grows up to higher altitudes
(see above) and substantially exceeds the amplitude of the
mode with cx = 30 m/s near 100 km (compare Figures 6
and 7). This may explain why wave mode with cx = 100 m/s
produces larger dynamical effects and stronger wave-
induced jet at high altitudes than the mode with smaller cx.
Increased mean flows combined with superimposed
wave structures (see Figure 7c) may produce narrow layers
with large vertical wind shears. Dynamical instabilities
in these layers can increase AGW dissipation and wave
accelerations of the mean flow leading to faster growing
of the wave-induced jet stream. Such ‘self-accelerating’
process produces quite narrow peaks of horizontal vel-
ocity with a maximum larger than 150 ms−1 in Figure 7c.
Substantial energy transition from AGW to the mean flow
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amplitudes and vertical wavelengths at altitudes of the jet
100 to 150 km in Figure 7b,c.
Larsen (2000) and Larsen et al. (2005) reported about
intensive jet streams frequently observed at altitudes near
100 km. Several mechanisms were proposed to explain
these jets. Mentioned above self-accelerating growth of
the mean flow produced by fast AGWs and their super-
position with wave fields may be one of the mechanisms
for formation of strong narrow peaks of horizontal speed
in the upper atmosphere. Figure 7c shows that times of
only a few wave periods may be enough for such peaks
creation by fast AGWs even at moderate amplitudes of
the low-boundary wave forcing in the numerical model.
Figure 5 shows quite long transition time intervals of
getting developed structures of stationary AGWs after
activating the lower boundary wave excitation (2). Average
characteristics of the wave fields change during these tran-
sition intervals. Observations (e.g., Fritts and Alexander
2003) frequently reveal relatively short pulses of a few
AGW wavelengths and periods in the atmosphere. This
shows that durations of many AGW sources in the atmos-
phere are relatively short (e.g., Fritts et al. 2006). Respect-
ive AGW pulses may have not enough time for becoming
stationary during the activity of the wave sources.
Therefore, we may assume that a substantial propor-
tion of AGWs observed in the atmosphere may be non-
stationary. Hence, a question may arise about the applicabil-
ity of the steady wave approximation to the real atmosphere.
Such approximation is commonly used in parameterizations
of gravity wave effects in the atmosphere (e.g., Gossard
and Hooke 1975) in applications to non-stationary AGWs.
Further observations and modeling are required for better
understanding the wave propagation and resulting perturba-
tions produced by variable wave sources in the atmosphere.
Conclusion
Numerical simulations of nonlinear breaking AGW propa-
gation to the middle and upper atmosphere from a hori-
zontally periodical wave forcing near the ground were
made. After activating the tropospheric wave forcing, at-
mospheric waves in a few minutes can propagate to alti-
tudes above 100 km. Initially quasi-vertical surfaces of
constant phases become inclined to the horizon below
altitudes about 100 km after some transition time inter-
vals. Vertical wavelengths decrease and tend to theoret-
ically predicted values after times longer than several
periods of the wave forcing. Decreases in vertical wave-
lengths and increases in AGW amplitudes can lead to
wave instabilities, accelerations of the mean flow and
wave-induced jet streams at altitudes above 100 km.
AGWs may transport horizontal amplitude modulation
of atmospheric wave sources to the other altitudes up to
very high levels. One of the reasons for AGW amplitudegrowth rate slower than the non-dissipative exponential
grows could be low wave amplitudes in the beginning of
the transition processes after activation of atmospheric
wave sources. Production of wave-induced mean jets
and their superposition with nonlinear unstable dissipa-
tive AGWs may be one of mechanisms for formation of
strong narrow peaks of horizontal speed in the upper at-
mosphere. Due to substantial transition times, many of
AGW pulses in the atmosphere may have not enough
time for becoming stationary during the activity of wave
sources. Further observations and modeling are neces-
sary for better understanding nonlinear AGW behavior
in the atmosphere.
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