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a b s t r a c t
Let G be a connected graph and T be a spanning tree of G. For e ∈ E(T ), the congestion of
e is the number of edges in G connecting two components of T − e. The edge congestion of
G in T is the maximum congestion over all edges in T . The spanning tree congestion of G is
the minimum congestion of G in its spanning trees. In this paper, we show the spanning
tree congestion for the complete k-partite graphs and the two-dimensional tori. We also
address lower bounds of spanning tree congestion for the multi-dimensional grids and the
hypercubes.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
We study the spanning tree congestion problem for some classes of graphs. For a graph G, we denote its vertex set and edge
set by V (G) and E(G), respectively. Let T be a tree such that V (G) ⊆ V (T ). The detour for an edge {u, v} ∈ E(G) is the unique
u–v path in T . We define the congestion of e ∈ E(T ), denoted by ecG(e), as the number of detours that contain e. The edge
congestion of G in T , denoted by ec(G : T ), is the maximum congestion over all edges in T . We define the tree congestion of
G, denoted by tc(G), and the spanning tree congestion of G, denoted by stc(G), as
tc(G) = min {ec(G : T ) | T is a tree with V (T ) = V (G)} ,
stc(G) = min {ec(G : T ) | T is a tree with V (T ) = V (G) and E(T ) ⊆ E(G)} .
Several related problems have been studied. If the host graphs are paths, the problem is the well-known cutwidth (or
minimum cut linear arrangement) problem (see e.g. [23]). Liu and Yuan [14] have determined the cutwidth for several product
graphs including two-dimensional grids and tori. When the host graphs are restricted to ternary trees, and all vertices of the
guest graph are assigned to the leaves of the host trees, the problem is the carvingwidth problem [20].
For some applications, host graphs are not restricted to acyclic graphs. For example, simple cycles [19], grids [2,15], and
so on (see [17]). Note that if the host graph has a cycle, then the detour for an edge of the guest graph cannot be determined
uniquely, and so, one can take one of the candidates.
Complexity results are known for several variants of tree congestion problem. Simonson [21] showed that the problem
is NP-hard if the host graphs are trees with bounded degree even when the guest graph is planar. Khuller et al. [13] have
shown the NP-hardness for the following General Congestion Problem: The input to the problem is two graphs G = (V , E)
and F = (V , E ′). The problem is to find a minimum congestion tree T of G such that E(T ) ⊆ E ′. They pointed out that if F is
the complete graph, the problem can be solved in polynomial time [13], by using the results of Gomory and Hu [10], and
Gusfield [11]. It follows that the tree congestion problem is solvable in polynomial time. If F = G, the problem is exactly
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the spanning tree congestion problem. To the best of our knowledge, it is not known whether the problem is NP-hard even
when F = G. So the complexity of the spanning tree congestion problem is not known.
There are several results for the spanning tree congestion problem. Simonson [21] has shown an algorithm for the
spanning tree congestion problem on outerplanar graphs that outputs an embeddingwith the congestion at most one larger
than themaximumdegree of the input graph. Ostrovskii [16] has shown some inequalities for the (spanning) tree congestion
problem and has studied the extremal graph problem of the spanning tree congestion. Hruska [12] studied the problem of
the spanning tree congestion for the two-dimensional grids and the complete bipartite graphs.
In this paper we show the spanning tree congestion for some classes of graphs. We also show, with some applications,
a technique to derive a lower bound of the spanning tree congestion. The rest of this paper is organized as follows. In
Section 2, we introduce some notations and state a general lower bound of the spanning tree congestion. In Section 3, we
show the spanning tree congestion for the complete k-partite graphs. This properly extends the results of Ostrovskii [16]
and Hruska [12] for the complete graphs and the complete bipartite graphs, respectively. In Section 4, we show the spanning
tree congestion for the two-dimensional tori. This problem is related to Hruska’s result for the two-dimensional grids [12].
In Section 5, we show lower bounds of the spanning tree congestion for the hypercubes and the multi-dimensional grids by
edge isoperimetric inequalities. In the last section, we state the concluding remarks including a relationship between the
spanning tree congestion and the treewidth.
2. Preliminaries
Let G be a connected graph. For S ⊆ V (G), let G[S] denote the subgraph induced by S. For e ∈ E(G), we denote by
G − e the graph obtained by deleting e from G. If e ∈ E(G) has a vertex of degree one as one of its endpoints, e is called a
leaf edge, otherwise e is called an inner edge. Let NG(v) denote the neighbors of v ∈ V (G) in a connected graph G, that is,
NG(v) = {u | {u, v} ∈ E(G)}. We denote the degree of a vertex v ∈ V (G) by degG(v), and the maximum degree of G by∆(G),
that is, degG(v) = |NG(v)| and∆(G) = maxv∈V (G) degG(v). For S ⊆ V (G), we denote the boundary edge set by θG(S), that is,
θG(S) = {{u, v} ∈ E(G) | exactly one of u, v is in S}.
We define the function θ also for a positive integer s ≤ |V (G)| as
θG(s) = min
S⊆V (G), |S|=s
|θG(S)|.
By using the function θ , the congestion ecG(e) of an edge e ∈ E(T ) can be defined as
ecG(e) = |θG(Le)|
where Le is the vertex set of one of the two components of T − e. Note that if e is a leaf edge of T , then ecG(e) = degG(v)
where v is an endpoint of e such that degT (v) = 1. We omit the subscript of the above functions if the graph is clear from
the context.
From a fundamental property of trees, we can derive a general lower bound for the spanning tree congestion.
Lemma 2.1 (Ostrovskii [16]). For any tree T , there is an edge e ∈ E(T ) such that the number of vertices of the smaller component
of T − e is at least (|V (T )| − 1)/∆(T ).
Corollary 2.2. For a connected graph G, stc(G) ≥ minb|V (G)|/2cs=d(|V (G)|−1)/∆(G)e θ(s).
Proof. Let T be a spanning tree of G, e be an edge in Lemma 2.1, and Le be the vertex set of a smaller component of T − e.
Since V (T ) = V (G) and∆(T ) ≤ ∆(G),
d(|V (G)| − 1)/∆(G)e ≤ |Le| ≤ b|V (G)|/2c .
Hence,
ec(G : T ) ≥ |θ(Le)| ≥ θ(|Le|) ≥
b|V (G)|/2c
min
s=d(|V (G)|−1)/∆(G)e
θ(s),
and so the lemma holds. 
3. Complete k-partite graphs
In this section we consider the spanning tree congestion of the complete k-partite graphs. Let V1, V2, . . . , Vk be the
disjoint vertex sets and ni = |Vi| for 1 ≤ i ≤ k. The complete k-partite graph Kn1,...,nk is a graph such that the vertex set
is
⋃
1≤i≤k Vi, and there exists an edge {u, v} for u ∈ Vi and v ∈ Vj if and only if i 6= j.
Let n be the number of vertices, that is, n = n1 + · · · + nk. We assume that n1 ≤ · · · ≤ nk. We denote by deg i(Kn1,...,nk)
the degree of a vertex in Vi. Clearly deg i(Kn1,...,nk) = n − ni. In the following two subsections, we will show the following
theorem.
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Theorem 3.1. For k ≥ 2, 1 ≤ n1 ≤ · · · ≤ nk, and n = n1 + · · · + nk,
stc(Kn1,...,nk) =
{
n− n2 if n1 = 1,
2n− nk − nk−1 − 2 otherwise.
3.1. Case n1 = 1
First we consider the case n1 = 1. We use Ostrovskii’s result [16]. For each two distinct vertices u, v ∈ V (G), bym(u, v)
we denote the maximum number of edge-disjoint paths between u and v in G.
Lemma 3.2 (Ostrovskii [16]). Let G be a graph and u, v ∈ V (G) be distinct vertices. Then tc(G) ≥ m(u, v).
Lemma 3.3. Let k ≥ 2 and n1 ≤ · · · ≤ nk. If n1 = 1 then
stc(Kn1,...,nk) = n− n2.
Proof. Let V1 = {v1}. We define a spanning tree T as a star K1,n−1 with the center v1. Since all edges of T are leaf edges,
ec(Kn1,...,nk : T ) = max2≤i≤k deg i(Kn1,...,nk) = deg2(Kn1,...,nk) = n− n2.
So stc(Kn1,...,nk) ≤ n− n2.
To show that stc(Kn1,...,nk) ≥ n−n2, wewill demonstrate thatm(v1, v2) = n−n2 for v2 ∈ V2. Clearly, there are n−n2−1
disjoint paths of length two between v1 and v2, that is, the paths {(v1, u, v2) : u ∈ N(v2) \ {v1}}, and furthermore there is
the edge {v1, v2}. Thusm(v1, v2) = deg(v2) = n− n2. From Lemma 3.2, stc(Kn1,...,nk) ≥ tc(Kn1,...,nk) ≥ n− n2. 
Note that Lemma 3.3 can be applied to the complete graphs. To see this, observe that Kn1,...,nk is the complete graph of k
vertices if n1 = · · · = nk = 1.
3.2. Case n1 ≥ 2
Next, we consider the remaining case n1 ≥ 2. Recall that n1 ≤ · · · ≤ nk and n = n1+ · · ·+ nk. The following two known
lemmas can be integrated into Corollary 3.6.
Lemma 3.4 (Ostrovskii [16]). If k ≥ 2 and n1 = · · · = nk = 2 then stc(Kn1,...,nk) = 2n− 6.
Lemma 3.5 (Hruska [12]). For 2 ≤ n1 ≤ n2, stc(Kn1,n2) = n− 2.
Corollary 3.6. Let k ≥ 2 and 2 ≤ n1 ≤ · · · ≤ nk. If either nk = 2 or k = 2, then
stc(Kn1,...,nk) = 2n− nk − nk−1 − 2.
We will show that stc(Kn1,...,nk) = 2n − nk − nk−1 − 2 for any nk ≥ 3 and k ≥ 3. This result properly extends the above
lemmas.
First we show the upper bound.
Lemma 3.7. If 2 ≤ n1 ≤ · · · ≤ nk, nk ≥ 3, and k ≥ 3 then
stc(Kn1,...,nk) ≤ 2n− nk − nk−1 − 2.
Proof. Let v ∈ Vk−1. We define a spanning tree T of Kn1,...,nk as follows (see Fig. 1):
V (T ) = V (Kn1,...,nk), E(T ) = Ev ∪ Ecm
where
Ev = {{u, v} | u ∈ NG(v)},
Ecm = a complete matching from Vk−1 \ {v} to Vk.
For any leaf edge e` ∈ E(T ), ec(e`) ≤ ∆(Kn1,...,nk) = n − n1. Let ein be an inner edge of T . Then ec(ein) = |θ({x, y})| for
some x ∈ Vk−1 \ {v} and y ∈ Vk such that the edge {x, y} ∈ Ecm. It is easy to see that |θ({x, y})| = deg(x) + deg(y) − 2 =
(n− nk−1)+ (n− nk)− 2 = 2n− nk− nk−1− 2. Since 2n− nk− nk−1− 2 > n− n1, ec(Kn1,...,nk : T ) = 2n− nk− nk−1− 2.
Hence the lemma follows. 
Next we show the lower bound.
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Fig. 1. An optimum spanning tree T for Kn1,...,nk in Lemma 3.7.
Lemma 3.8. If 2 ≤ n1 ≤ · · · ≤ nk, nk ≥ 3, and k ≥ 3 then
stc(Kn1,...,nk) ≥ 2n− nk − nk−1 − 2.
Proof. Let T be a spanning tree of Kn1,...,nk . If T is a star, then the center of T has degree n − 1 > n − n1 = ∆(Kn1,...,nk), a
contradiction. So, T has an inner edge e. We denote the vertex sets of two components of T − e by Le and Re. Since e is an
inner edge, we have that E(Kn1,...,nk [Le]) 6= ∅ and E(Kn1,...,nk [Re]) 6= ∅. If a detour contains the edge e, we call it an e-detour.
We divide the problem into the following three cases:
(1) nk < n/2;
(2) nk ≥ n/2 and either Vk ∩ Le = ∅ or Vk ∩ Re = ∅;
(3) nk ≥ n/2, Vk ∩ Le 6= ∅, and Vk ∩ Re 6= ∅.
[Case 1] nk < n/2:W.l.o.g. wemay assume that |Le| ≤ n/2. For each vertex ` ∈ Le, the number of e-detours starting from
` is at least deg(`)− (|Le| − 1). So we have
ec(e) ≥
∑
`∈Le
(deg(`)− (|Le| − 1)) =
∑
`∈Le
deg(`)− |Le|(|Le| − 1).
Since E(Kn1,...,nk [Le]) 6= ∅, it holds that Le 6⊆ Vk. Hence, there exists a vertex in Le that has degree at least degk−1(Kn1,...,nk),
and so,∑
`∈Le
deg(`) ≥ degk−1(Kn1,...,nk)+ (|Le| − 1)degk(Kn1,...,nk).
Since nk < n/2 and |Le| ≤ n/2, we can see that |Le| < n− nk = degk(Kn1,...,nk). This implies |Le| + 1 ≤ degk(Kn1,...,nk). So we
have
ec(e) ≥ degk−1(Kn1,...,nk)+ (|Le| − 1)degk(Kn1,...,nk)− |Le|(|Le| − 1)
≥ degk(Kn1,...,nk)+ degk−1(Kn1,...,nk)+ (|Le| − 2)(|Le| + 1)− |Le|(|Le| − 1)
= degk(Kn1,...,nk)+ degk−1(Kn1,...,nk)− 2.
Since deg i(Kn1,...,nk) = n− ni, the lemma holds in this case.
[Case 2] nk ≥ n/2 and either Vk ∩ Le = ∅ or Vk ∩ Re = ∅: W.l.o.g. we may assume that Vk ∩ Re = ∅. This implies Vk ⊆ Le,
thus we have that ec(e) ≥ |Re|nk. Since E(Kn1,...,nk [Re]) 6= ∅, |Re| ≥ 2. If |Re| ≥ 3 then ec(e) ≥ 3nk = 4nk − nk ≥ 2n − nk.
Otherwise |Re| = 2. Let Re = {r1, r2}. Then {r1, r2} ∈ E(T ), so r1 and r2 belong to different Vi’s. So we have,
ec(e) ≥ deg(r1)+ deg(r2)− 2
≥ degk(Kn1,...,nk)+ degk−1(Kn1,...,nk)− 2
= 2n− nk − nk−1 − 2.
[Case 3] nk ≥ n/2, Vk ∩ Le 6= ∅, and Vk ∩ Re 6= ∅: W.l.o.g. we may assume that |Vk ∩ Le| ≥ dnk/2e. Since nk ≥ 3,
|Vk ∩ Le| ≥ 2. Then there are three vertices k1`, k2`, kr ∈ Vk such that k1`, k2` ∈ Le and kr ∈ Re. Since E(Kn1,...,nk [Re]) 6= ∅,
Re contains a vertex ir ∈ Vi such that i 6= k. Similarly, Le contains a vertex j` ∈ Vj such that j 6= k. We call the vertices
k1`, k
2
`, kr , ir , and j` initial vertices and denote them by I (see Fig. 2). We will estimate the number of e-detours starting from
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Fig. 2. Initial vertices I = {k1`, k2`, kr , ir , j`}.
one of the initial vertices. More precisely, we estimate the number of e-detours from I to (1) I , (2) Vk \ {k1`, k2`, kr}, (3) V`
(` 6∈ {i, j, k}), and (4) Vi ∪ Vj \ {ir , j`}.
(1) From I to I: There are at least three e-detours; from j` to kr , and from k1` and k
2
` to ir . If i 6= j, there is one additional
e-detour from j` to ir .
(2) From I to Vk \ {k1`, k2`, kr}: We will show that there exist nk − 3 e-detours. Recall that |Vk| = nk ≥ 3. If nk = 3 there
is no e-detour since Vk \ {k1`, k2`, kr} = ∅. Otherwise, for each v ∈ Vk \ {k1`, k2`, kr}, there is a detour, from ir or j` to v. So the
number of suitable e-detours is |Vk \ {k1`, k2`, kr}| = nk − 3.
(3) From I to V` (` 6∈ {i, j, k}): For each v ∈ V`, there exist at least two e-detours; from {ir , kr} or {j`, k1`, k2`} to v. So the
number of e-detours from I to V` is at least 2|V`| = 2n`.
(4) From I to Vi ∪ Vj \ {ir , j`}: We have two sub-cases: (a) i = j and (b) i 6= j.
(4-a) i = j: We will show that there are at least ni − 2 detours. Recall that |Vi| = ni ≥ 2. If |Vi| = 2 then Vi \ {ir , j`} = ∅.
So there is no suitable e-detour if ni = 2. Otherwise, for each v ∈ Vi \ {ir , j`}, there exists at least one e-detour; from kr or
{k1`, k2`} to v. So the number of e-detours from I to Vi \ {ir , j`} is at least |Vi \ {ir , j`}| = ni − 2.
(4-b) i 6= j: For each u ∈ Vi \ {ir}, there exists at least one e-detour; from kr or {j`, k1`, k2`} to u. For each v ∈ Vj \ {j`},
there are two e-detours; from {ir , kr} or {k1`, k2`} to v. So the number of e-detours from I to Vi ∪ Vj \ {ir , j`} is at least|Vi \ {ir}| + 2|Vj \ {j`}| = ni + 2nj − 3.
From the above observations, if i = j then
ec(e) ≥ 3+ (nk − 3)+
( ∑
`∈{1,...,k}\{i,k}
2n`
)
+ (ni − 2)
= nk + 2(n− ni − nk)+ ni − 2
= 2n− nk − ni − 2.
Otherwise (i 6= j),
ec(e) ≥ 4+ (nk − 3)+
( ∑
`∈{1,...,k}\{i,j,k}
2n`
)
+ (ni + 2nj − 3)
= nk + 2(n− ni − nj − nk)+ ni + 2nj − 2
= 2n− nk − ni − 2.
Since i 6= k, ec(e) ≥ 2n− nk − ni − 2 ≥ 2n− nk − nk−1 − 2 as required. 
Corollary 3.6, Lemmas 3.7 and 3.8 imply Theorem 3.1 for the case n ≥ 2.
4. Two-dimensional tori
Recently, Hruska [12] has shown the spanning tree congestion of the two-dimensional grids Pm × Pn.
Theorem 4.1 (Hruska [12]). For m ≤ n,
stc(Pm × Pn) =
{
m if m = n or m odd,
m+ 1 otherwise.
In this section, we consider a related problem. We will show the spanning tree congestion of the two-dimensional tori. A
two-dimensional torus is the Cartesian product of two cycles, that is, Cm×Cn for some integersm, n ≥ 3. The following result
can be shown by Lemmas 4.5 and 4.8 derived later.
Theorem 4.2. stc(Cm × Cn) = 2min{m, n}.
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Fig. 3. A two-dimensional torus Cm × Cn .
A vertex of Cm × Cn is represented as (i, j) for some integers 0 ≤ i ≤ m − 1 and 0 ≤ j ≤ n − 1. Cm × Cn has an edge
{(i, j), (i′, j′)} if and only if either i = i′ and j = ((j′ + 1)mod n), or j = j′ and i = ((i′ + 1)modm). We say that ith copy of
Cn in Cm× Cn is the ith column, and jth copy of Cm in Cm× Cn is the jth row. We denote ith column and jth row by Col(i) and
Row(j), respectively. Note that there arem columns and n rows in Cm × Cn (see Fig. 3).
The following lemma follows from the definition of the function θ (see [1]).
Lemma 4.3. For an r-regular graph G and a set S ⊆ V (G),
|θG(S)| = r|S| − 2|E(G[S])|.
Since Cm × Cn is 4-regular, we have the following corollary from Lemma 4.3.
Corollary 4.4. Let T be a spanning tree of Cm × Cn, e ∈ E(T ), and Le be a vertex set of a component of T − e. Then
ec(e) = 4|Le| − 2|E((Cm × Cn)[Le])|.
Now, we show the upper bound.
Lemma 4.5. For m, n ≥ 3, stc(Cm × Cn) ≤ 2min{m, n}.
Proof. W.l.o.g. we may assume thatm ≥ n. Our spanning tree T is defined as follows (see Fig. 4):
V (T ) = V (Cm × Cn), E(T ) = Etop ∪ Evert,
where
Etop = {{(i, 0), (i+ 1, 0)} | 0 ≤ i ≤ m− 2} ,
Evert = {{(i, j), (i, j+ 1)} | 0 ≤ i ≤ m− 1, 0 ≤ j ≤ n− 2} .
Let et ∈ Etop and et = {(i, 0), (i + 1, 0)} for some 0 ≤ i ≤ m − 2. Let Let be a vertex set of the component of T − et
that contains (i, 0). Then it is easy to see that |Let | = (i + 1)n and |E((Cm × Cn)[Let ])| = (2i + 1)n (see Fig. 4). So, from
Corollary 4.4,
ec(et) = 4(i+ 1)n− 2(2i+ 1)n = 2n.
Let ev ∈ Evert and ev = {(i, j), (i, j + 1)} for some 0 ≤ i ≤ m − 1 and 0 ≤ j ≤ n − 2. We denote by Lev the vertex set of a
component of T − ev that contains (i, j+ 1). Then clearly |Lev | = n− j− 1 and |E((Cm × Cn)[Lev ])| = n− j− 2 (see Fig. 4).
So, from Corollary 4.4,
ec(ev) = 4(n− j− 1)− 2(n− j− 2) = 2n− 2j ≤ 2n.
From the above observations, we have ec(Cm × Cn : T ) = 2n as required. 
Next we show the lower bound. To this end, we need some notations and a corollary. Let S be a subset of V (Cm× Cn). We
say that S spans ith column if S contains all vertices of Col(i). Similarly, we say that S spans jth row if S contains all vertices
of Row(j). We say that S touches ith column if S contains some vertex of Col(i) and S does not span Col(i), and similarly, S
touches jth row if S contains some vertex of Row(j) and S does not span Row(j). If an edge e ∈ E(Cm × Cn) is contained by
some column then we say that e is vertical, otherwise e is horizontal.
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Fig. 4. An optimum spanning tree T for Cm × Cn in Lemma 4.5 (m ≥ n).
Obviously, the following proposition holds.
Proposition 4.6. If S ⊆ V (Cm × Cn) touches ith column (jth row) then the ith column (jth row) contains at least two vertical
(horizontal, respectively) boundary edges.
Since the set of vertical boundary edges and the set of horizontal boundary edges are distinct for any S ⊆ V (Cm × Cn), the
following corollary holds from Proposition 4.6.
Corollary 4.7. Let S ⊆ V (Cm × Cn). If S touches c columns and r rows then |θ(S)| ≥ 2(c + r).
Now, we are ready to show the lower bound for stc(Cm × Cn).
Lemma 4.8. For m, n ≥ 3, stc(Cm × Cn) ≥ 2min{m, n}.
Proof. Let T be an arbitrary spanning tree of Cm×Cn. Let e ∈ E(Cm×Cn) be an edge in Lemma 2.1, and Le be the vertex set of
the smaller component of T−e. Then d(mn− 1)/4e ≤ |Le| ≤ bmn/2c since |V (Cm×Cn)| = mn and∆(T ) ≤ ∆(Cm×Cn) = 4.
By estimating |θ(Le)|, we will show that ec(e) is large enough (Note that |θ(Le)| = ec(e) here.). We divide the problem into
the following three cases:
(1) Le spans some columns and some rows;
(2) Le spans some columns but no row, or some rows but no column;
(3) Le spans neither columns nor rows.
[Case 1] Le spans some columns and some rows: W.l.o.g. we may assume that m ≥ n (Note that this assumption will be
used only in this case.). We denote by c and r the number of spanned columns and rows, respectively. Since each column is
a copy of Cn and each row is a copy of Cm,
|Le| ≥ max{cn, rm}.
Since Le spans a column and a row, Le intersects all columns and rows. So, Le touchesm− c columns and n− r rows (Recall
that Cm × Cn containsm columns and n rows.). Hence, from Corollary 4.7,
|θ(Le)| ≥ 2(m+ n− c − r).
Let us assume by contrary, that 2n > |θ(Le)|. Then we have that c + r > m by the above observation, and so
2|Le| ≥ 2max{cn, rm} ≥ cn+ rm ≥ (c + r)n > mn.
This implies |Le| > mn/2 which contradicts |Le| ≤ bmn/2c. Thus |θ(Le)| ≥ 2n.
[Case 2] Le spans some columns but no row, or some rows but no column: If Le spans a row then Le touches all columns.
So, |θ(Le)| ≥ 2m from Corollary 4.7. The opposite case can be proved by the symmetry argument.
[Case 3] Le spans neither columns nor rows: Let r and c be the number of touched rows and touched columns, respectively.
From Corollary 4.7, |θ(Le)| ≥ 2(r + c). Clearly, rc ≥ |Le|. It is well known that (r + c)/2 ≥ √rc. Thus,
|θ(Le)| ≥ 2(r + c) ≥ 4
√
rc ≥ 4√|Le|.
Now we have the following three sub-cases:
[Case 3-a]m 6= n: Ifm > n, thenm ≥ n+ 1, and so,
|θ(Le)| ≥ 4
√|Le| ≥ 4√(mn− 1)/4 ≥ 2√n2 + n− 1 ≥ 2n.
Otherwise, that is, if n > m, we can derive |θ(Le)| ≥ 2m by the symmetry argument.
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[Case 3-b]m = n = 2` for some positive integer `:
|θ(Le)| ≥ 4
√|Le| ≥ 4√d(mn− 1)/4e = 4√⌈`2 − 1/4⌉ = 4` = 2n.
[Case 3-c]m = n = 2`+ 1 for some positive integer `:
|θ(Le)| ≥ 4
√|Le| ≥ 4√(mn− 1)/4 = 4√`2 + `.
Clearly, 4
√
`2 + ` > 4`+ 1 for ` ≥ 1. Thus we have |θ(Le)| > 4`+ 1 = 2n− 1, which implies |θ(Le)| ≥ 2n. This completes
the proof. 
The method used in the above proof is not essentially new. For example, Rolim et al. used a similar method to show the
cutwidth of cylinders Pm × Cn [18, Theorem 1].
5. Lower bounds for two classes of graphs
In this section, we show lower bounds of spanning tree congestion for two classes of graphs. We use Corollary 2.2 to
derive the lower bounds.
5.1. Multi-dimensional grids
A d-dimensional grid Pdn is the dth Cartesian power of a path Pn, that is, P
1
n = Pn and Pdn = Pn × Pd−1n for d > 1.
Lemma 5.1 (Bollobás and Leader [5]). For 1 ≤ s ≤ nd,
θPdn
(s) ≥
4s/n if s < n
d/4,
nd−1 if nd/4 ≤ s ≤ 3nd/4,
4(nd − s)/n if s > 3nd/4.
Theorem 5.2. stc(Pdn ) ≥
⌈
2(nd − 1)/(dn)⌉ for d ≥ 2.
Proof. Obviously,∆(Pdn ) = 2d and |V (Pdn )| = nd. So, from Corollary 2.2 and Lemma 5.1,
stc(Pdn ) ≥
⌊
nd/2
⌋
min
s=d(nd−1)/(2d)e θ(s) ≥ min
nd−1,
⌈
nd/4
⌉
−1
min
s=d(nd−1)/(2d)e
4s
n
 ≥ min
{
nd−1,
2(nd − 1)
dn
}
.
Since d ≥ 2, nd−1 ≥ 2(nd − 1)/(dn). Thus the theorem follows. 
The above theorem has two applications. First, by Theorem 5.2,
stc(Pn × Pn) ≥
⌈
2(n2 − 1)/(2n)⌉ = n.
This lower bound is the best possible (Hruska [12] has shown stc(Pn × Pn) = n.). Second, we can derive a lower bound for
the hypercube Qd = Pd2 . From Theorem 5.2,
stc(Qd) = stc(Pd2 ) ≥
⌈
2(2d − 1)/(2d)⌉ = ⌈(2d − 1)/d⌉ .
This bound, however, is not so good. In the following subsection, we will show a better lower bound for the hypercubes.
5.2. Hypercubes
Wedenote the d-dimensional hypercube byQd. Hruska [12] conjectured that stc(Qd) = 2d−1. Wewill make a step toward
the proof of this conjecture. In particular, we will show that stc(Qd) ∈ Ω(2d log2 d/d).
By the following lemma, we have an edge isoperimetric inequality for Qd.
Lemma 5.3 (Chung et al. [8]). Let G be a subgraph of a hypercube and δ¯ be the average degree of G. Then |V (G)| ≥ 2δ¯ .
Corollary 5.4 (See e.g. [1]). θQd(s) ≥ s(d− log2 s) for 1 ≤ s ≤ 2d.
Proof. Let S ⊆ V (Qd) and δ¯ the average degree of Qd[S]. Then 2|E(Qd[S])| = δ¯|S|. Since Qd is d-regular, |θ(S)| = |S|
(
d− δ¯)
from Lemma 4.3. By Lemma 5.3, we have 2δ¯ ≤ |S|. It follows that δ¯ ≤ log2 |S|. From the above observations, |θ(S)| ≥|S| (d− log2 |S|). Hence the corollary follows. 
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Fig. 5. Binomial trees.
Chandran and Kavitha [6] have shown that the carvingwidth of Qd is 2d−1. To show this, they showed the following
lemma.
Lemma 5.5 (Chandran and Kavitha [6]). θQd(s) ≥ 2d−1 for 2d−2 ≤ s ≤ 2d−1.
We will show a lower bound for stc(Qd) by analyzing the function θQd .
Theorem 5.6. stc(Qd) ≥ (2d − 1) log2 d/d.
Proof. Let f (s) = s(d− log2 s) and f ′(s) be the derived function of f (s). Then
f ′(s) = d−
(
log2 s+ 1ln 2
)
> 0
for 1 ≤ s ≤ 2d−2. It follows that f (s) is a monotonically increasing function on s for 1 ≤ s ≤ 2d−2. So we have
2d−2
min
s=d(2d−1)/de f (s) ≥ f
(
2d − 1
d
)
= 2
d − 1
d
(
d− log2 2
d − 1
d
)
>
2d − 1
d
log2 d.
Thus from Corollaries 2.2, 5.4, and Lemma 5.5,
stc(Qd) ≥ min
{
2d−1,
2d−2
min
s=d(2d−1)/de f (s)
}
≥ min
{
2d−1,
(2d − 1) log2 d
d
}
.
It is easy to see that (2d − 1) log2 d/d ≤ 2d−1 for d ≥ 1. So the theorem follows. 
The above bound for the hypercubes is not so strong to settle the conjecture. But we believe that Hruska’s conjecture is true,
that is, stc(Qd) = 2d−1. To show the upper bound, we use binomial trees. Binomial trees are introduced in the studies of the
minimum average distance spanning tree of the hypercubes [9,22]. A d-level binomial tree Bd is a spanning tree of Qd: B1 is an
edge Q1; Bd consists of two (d − 1)-level binomial trees and an edge between roots of the two trees (The root of Bd is one
of the roots of two Bd−1’s.). See Fig. 5 for example, and see references [9,22] for formal definitions. From the construction of
Bd, it is easy to see that for any edge e ∈ Bd, the smaller component C of Bd − e induces a subcube Qδ for some δ < d. Since
Qd is d-regular and Qδ is δ-regular, we have
|θQd(C)| = |V (Qδ)|(d− δ) = 2δ(d− δ).
It is easy to verify that 2δ(d− δ) ≤ 2d−1 for δ < d. Thus we have the upper bound.
6. Concluding remarks
We have solved the spanning tree congestion problem for the complete k-partite graphs and the two-dimensional tori.
We also showed the lower bounds of the spanning tree congestion for the multi-dimensional grids and the hypercubes.
Bienstock [3] has shown some relationships between the carvingwidth and the treewidth. The treewidth of graphs has
been studied intensively. See Bodlaender’s survey [4] for the definition of treewidth and known results about it. We show
that the treewidth of a graph is bounded by the product of the maximum degree and the spanning tree congestion of it.
Theorem 6.1. For a connected graph G, tw(G) < ∆(G)(stc(G)+ 1).
Proof. Let T be a minimum congestion spanning tree of G. For each v ∈ V (T ), let Ev be the subset of E(G) such that
Ev = {e ∈ E(G) | the detour for e in T contains v}.
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Then let Bv be the vertices contained by at least one edge in Ev , that is,
Bv =
⋃
{u,w}∈Ev
{u, w}.
Obviously, |Bv| ≤ 2|Ev|. We define a tree T as
V (T ) = {Bv | v ∈ V (G)},
E(T ) = {{Bu, Bv} | {u, v} ∈ E(T )}.
It is not difficult to see that T is a tree decomposition of G, and so
tw(G)+ 1 ≤ max
v∈G
|Bv| ≤ max
v∈G
2|Ev|.
Let ev1, e
v
2, . . . , e
v
degT (v)
be the edges in T that have v ∈ V (G) as one of its ends. Then clearly,
|Ev| ≤
degT (v)∑
i=1
ec(evi ). (1)
Observe that exactly degG(v) edges in Ev have v as one of its ends. So, the remaining |Ev|− degG(v) edges have v as an inner
point of its detour. This means that |Ev| − degG(v) edges are counted twice on the right-hand side of the inequation (1). So,
we have
2|Ev| ≤
degT (v)∑
i=1
ec(ei)+ degG(v) ≤ ∆(G) · stc(G)+∆(G)
as required. 
Combining Theorem 6.1 and a result of Chandran and Kavitha [7] that determines the treewidth of Qd, we have a lower
bound of stc(Qd). Unfortunately, this bound is incomparably weaker than the bound in Theorem 5.6.
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