Numerous problems can be modeled as clique partitioning problems in digital design synthesis. In this paper, we present two new polynomial time heuristic algorithms for efficient clique partitioning with or without limiting the maximum clique size. The goal of clique partitioning is to partition a graph into a minimum number of cliques. The basic approach of the new algorithm is to find small cliques by first using a fast connectivity test. The performance comparisons of the new algorithm produces better results than other existing clique partitioning algorithms. The modified algorithm, which limits the maximum clique size, becomes more efficient and can be used to solve problems in register transfer synthesis of pipelined data paths, such as interconnection sharing. The results show that the new polynomial-time heuristic algorithm finds a near optimal solution quickly.
I. INTRODUCTION
The data path of a digital system generally consists of functional units such as storage elements and operators, and performs the storage of data in registers and memory, data transfer via a set of busses or multiplexers, and data transformation by operators. In order to complete the register-transfer (RT) data path the following tasks are needed: 1. the allocation of storage elements, 2. the allocation of data operators, 3. the allocation of interconnection units, and 4. the interconnection of all those components. The problems of data path synthesis can be formulated into the clique partitioning problem [1, 2] . A clique is a complete subgraph which is contained within no other complete subgraph of a graph G [3] . The clique partitioning problem is to separate the nodes in G into a number of cliques such that every node should be in only one clique. The clique partitioning problem is NP-complete [4] . Other related research can be found in Refs. 5 and 6. We introduce a new efficient clique artitioning heuristic algorithm, called the F CLIQUE algorithm, to find the optimal or near optimal partitions within polynomial time. By optimal, we mean that the algorithm finds the minimum number of cliques. Then the F CLIQUE algorithm is modified, called M CLIQUE, to find the cliques of size L or smaller for solving the interconnection sharing problem of the pipelined data-path synthesis. We use two other algorithms, one developed by Tseng [1] and the other by Bhasker [5] , for the performance comparisons. A detailed description and an analysis of algorithms are given in the following section. In Section 3 the performance comparisons are discussed. Section 4 contains the modified algorithms, in which the user specifies the size L of cliques and the procedure finds cliques that are equal to or smaller than L, and their performance comparisons. We conclude this work in Section 5.
II. CLIQUE PARTITIONING ALGORITHMS
There are two useful approaches in heuristic clique partitioning algorithms. First, find maximal cliques so that the number of cliques can be minimized. Tseng's algorithm uses this approach. In this procedure, the edge with the maximum number of common neighbors is chosen first as a primary edge to initiate a search for a maximal clique. Cliques are found one at a time. Tseng's algorithm was developed for the synthesis of data paths at the register transfer level since the minimization tasks, which are the minimization of the number of storage elements, data operators, and interconnection units, can be modeled as the clique-partitioning problem. The algorithm is described in Fig. 1 . The procedure applies the neighborhood property, which means the edge with the maximum number of common neighbors is chosen first as a primary edge, to search for a maximal clique, and cliques are found one at a time.
Second, find two verices such that the number of edges deleted can be minimized and the number of edges left after they are merged is always maximum. Suppose that node p and node q are merged; the number of edges deleted is e d = e p + e q − c pq − 1, where e d is the number of edges deleted, e p is the number of edges of node p, e q is the number of edges of node q, and c pq is the number of common neighbors between node p and node q. To minimize the number of edges to be removed, we choose two nodes with minimum e p and e q and maximum c pq . Bhasker and Samad introduced two algorithms. The second one includes a tie-breaking rule in step 2. The procedure is presented in Fig. 2 . The algorithm is very simple, and it chooses the node with smallest degree as a primary node. Unlike the case of Tseng, even though the current primary node is not isolated, a new primary node is selected, so the algorithm constructs cliques in parallel. Our F CLIQUE algorithm is presented in Fig.  3 . It improves major shortcomings of both Tseng's and Bhasker's algorithms. Basically F CLIQUE and Bhasker's algorithms share a common ground; both algorithms are heuristic, and they consider only part of the requirements. Bhasker's algorithm selects the nodes with minimum e p and e q . Our approach chooses node p with the minimum number of edges and looks for node q which has a maximum number of common neighbors with p; i.e., it considers e p and c pq . Considering the least connected node first has advantages over the neighborhood property. The reason is that the task of finding the edge with the maximum common neighbors is more time consuming than the one of finding the node with the smallest degree. Also, this time-consuming task does not guarantee finding an optimal solution. Two examples are introduced to explain the differences among the three algorithms. Fig. 4 shows the first example. In this example Tseng's algorithm first selects the edge (1 2) which has the maximum number of common neighbors in the graph. When two nodes, 1 and 2, are merged, two edges, (1 5) and (2 6), are deleted. The optimal solution cannot be found in this case. On the other hand, F CLIQUE and Bhasker's algorithm can find the optimal solution. These examples serve only to illustrate the differences in the two approaches. The second example is shown in Fig. 5 . It is worth a close look into the tie-breaking rules. Bhasker's algorithm does not guarantee the deletion of a minimum edge when tie-breaking situations occur. When the node q is selected in step 2 of Bhasker's procedure, if there several nodes have the same smallest degree of edges and also have common neighbors with node p, there is a big chance to miss the optimal set of cliques. This is not severe in the case of small graph sizes, but in large graph sizes, it is necessary to have more sophisticated tie-breaking rules. Let's look at the example in Fig. 5 . Bhasker's algorithm choose vertex 1 as a primary node. Vertices 2, 3, and 6 are candidates for node q since all of them have the same minimum node degrees and the same number of common neighbors. Thus, vertex 2 is chosen since we use the lowest-index-first tie-breaking rule. This leads to the clique (1 2 4)and creates four cliques, (1 2 4), (3 6), (5 7 9), and (8). However, our algorithm considers the number of common neighbors and calculates the number of edges to be deleted when two nodes are combined. It chooses the node with the minimum number of edges to be deleted and guarantees that the minimum number of edges will be deleted in a tie situation. Our algorithm combines node 1 and 3 and produces the optimal solution with three cliques, (1 3 4 6), (2 5 9), and (7 8).
III. PERFORMANCE COMPARISONS
We have implemented three algorighms in C running on ULTRA SPARC workstations. All three programs use an adjacency matrix as a data structure. We used randomly generated graphs for comparisons. We tested algorithms on graphs of 30, 50, 100, 200, 300, and 400 vertices, varying the number of edges for each case between 10 to 70 % Of connectivity. The experimental results are presented in Table 1 through Table 6 . It shows the average number of cliques and their run times obtained over 50 random graphs. For example, with 50 random graphs of 100 vertices and 50 % Connectivity, the number of cliques are 18.73, 18.55, and 17.79 on an average by using the Tseng, Bhasker, and F CLIQUE algorithms, respectively. In general Bhasker's algorithm works fine with dense graphs, but has the worst performance with graphs with large numbers of vertices. Tseng's algorithm works well with sparse graphs, but the execution time is so long that it is not adequate for most practical applications. Since Tseng's algorithm finds the maximal clique first, its run time decreases with increasing connectivity over 50 %. We can see that the F CLIQUE algorithm produces the best result within a reasonable time. Although it is slower than Bhasker's algorithm, F CLIQUE algorithm is the best choice among them in the average number of cliques. For example, see Table 4 , with 200 vertices and 30 % Connectivity, the F CLIQUE algorithm takes 0.264 average run times in seconds to get 42.83 average cliques. On the other hand, Bhasker's algorithm gets 46.97 average cliques in 0.1084 seconds on average.
IV. MODIFIED CLIQUE PARTITIONING ALGORITHM
In a pipelined design [7] , an initiation interval, L, is a key parameter in determining the performance of a pipeline. If the pipeline input initiation latency is one, all the operations perform useful operations at any time, except when there are hazards or conditional branches. In such a case, no operators or registers can be reused during the execution of each instruction, which makes register-transfer synthesis straightforward and simple. However, if the latency is greater than one, then each operator can be reused as many times as the latency during the execution of each instruction.
In register transfer synthesis of pipelined data paths, especially, the interconnect sharing task is modeled as a clique partitioning problem [8, 9] . We need to get only the clique size L (L is the pipeline initiation interval and is usually small) or smaller. Also, maximum interconnect sharing is achieved by minimizing the total number of cliques and not by maximizing the size of each clique. We developed a fast and efficient polynomial-time heuristic procedure to solve this problem. This procedure finds the cliques of size L or smaller. Using this procedure, we can produce near optimal interconnect-sharing schemes in a few seconds for most practical-sized pipelined design. Both Tseng's algorithm and the F CLIQUE algorithm can be modified to find cliques with size L or smaller without destroying the original properties since they find cliques one at a time. On the other hand, Bhasker's algorithm cannot be modified without destroying the original properties because it finds cliques in parallel. For this reason, we have implemented only Tseng's algorithm and the F CLIQUE algorithm, and the outlines of two modified algorithms, modified Tseng and M CLIQUE, are in Fig. 6 and Fig. 7 , respectively. We tested the algorithms on graphs of 50, 100, and 200 vertices, varying the number of edges for each case between 10 to 70 % Connectivity. Table 7 thru Table 9 show the results of experiments in terms of the average number of cliques and the run times while the clique sizes are limited in 2, 3, and 4. Our algorithm is 10 to 30 time faster than the modified Tseng while producing better results for our purpose.
V. CONCLUSION
We present two new polynomial-time heuristic algorithm for efficient clique partitioning that can be applied in RT synthesis. The goal of clique partitioning in this project is to partition a graph into a minimum number of cliques. The basic approach of our algorithm is to find small cliques first by using a fast connectivity test. The modified algorithm becomes more efficient when the maximum size of the cliques is fixed. This is very useful for the solving interconnection-sharing problem in RT synthesis of pipelined data paths. We performed an extensive experiment with new algorithms and the results show that the F CLIQUE and the M CLIQUE algorithms can find near optimal solutions quickly.
