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Abstract Characterizing the evolution of seismicity rate of early aftershocks can yield important
information about earthquake nucleation and triggering. However, this task is challenging because early
aftershock seismic signals are obscured by those of the mainshock. Previous studies of early aftershocks
employed high-pass ﬁltering and template matching but had limited performance and completeness at
very short times. Here we take advantage of repeating events previously identiﬁed on the San Andreas
Fault at Parkﬁeld and apply empirical Green’s function deconvolution techniques. Both Landweber and
sparse deconvolution methods reveal the occurrence of aftershocks as early as few tenths of a second
after the mainshock. These events occur close to their mainshock, within one to two rupture lengths away.
The aftershock rate derived from this enhanced catalog is consistent with Omori’s law, with no ﬂattening
of the aftershock rate down to the shortest resolvable timescale ∼0.3 s. The early aftershock rate decay
determined here matches seamlessly the decay at later times derived from the original earthquake catalog,
yielding a continuous aftershock decay over timescales spanning nearly 8 orders of magnitude. Aftershocks
of repeating microearthquakes may hence be governed by the same mechanisms from the earliest time
resolved here, up to the end of the aftershock sequence. Our results suggest that these early aftershocks
are triggered by relatively large stress perturbations, possibly induced by aseismic afterslip with very short
characteristic time. Consistent with previous observations on bimaterial faults, the relative location of early
aftershocks shows asymmetry along strike, persistent over long periods.
1. Introduction
Earthquake aftershock sequences are one of themost abundant manifestations of seismic activity and earth-
quake interactions. A robust characteristic is that their seismicity rate, 𝜆(t), decays as a function of time t after
the mainshock as a power law well described by the Omori-Utsu law [Utsu et al., 1995]
𝜆(t) = K∕(t + c)p, (1)
where the exponent p is usually ∼1, the aftershock productivity K generally depends on mainshock magni-
tude, and the timescale cmarks the onset of the power law regime. Despite the robustness of this empirical
observation, the detailed mechanism responsible for aftershock sequences is still elusive and represents a
major challenge for understanding the physics of earthquake nucleation and triggering. Several seismicity
models, invoking very diﬀerent physical mechanisms, have been equally successful at explaining the power
law decay of aftershock rates. These include rate-and-state nucleation models driven by static stress transfer
from themainshock [Dieterich, 1994], Coulomb earthquake triggeringmodels driven by postseismic slip [e.g.,
Schaﬀ et al., 1998] or by pore ﬂuid diﬀusion and poroelastic stress transfer [e.g., Bosl andNur, 2002], andmech-
anisms triggered by dynamic stresses carried by the mainshock wave ﬁeld such as modiﬁcations of the fault
zone properties [e.g., Parsons, 2005] and aseismic slip transients [e.g., Shelly et al., 2011]. Hence, the power
law regime of aftershock decay rates contains limited information to discriminate among earthquake trigger-
ing models. However, at early times after the mainshock the predictions of aftershock models diverge [e.g.,
Helmstetter and Shaw, 2009], suggesting that quantiﬁcation of early aftershock rates can provide constraints
on the physical mechanism. This task is nontrivial because analysis of early aftershock signals is severely
obstructed by the coda of the mainshock. It is not yet clear if the characteristic time c in equation (1) has a
physical origin [e.g., Dieterich, 1994; Narteau et al., 2009] or mainly results from observational bias [Kagan,
2004; Kagan and Houston, 2005; Helmstetter et al., 2006]. Indeed, incompleteness of earthquake catalogs at
early times produces an apparent saturation of the earthquake rate right after the mainshock.
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Figure 1. Map of the area, seismic stations (triangles), and earthquake epicenters (black dots) considered in this study.
The earthquakes are part of a catalog of repeating earthquake sequences. The black triangles indicate stations that
recorded at least 1000 of the 2414 repeating events. The black line corresponds to the surface fault trace of the San
Andreas Fault. In the regional map on the top right corner, the gray box indicates the location of the study area.
Previous eﬀorts to detect early aftershocks involved either amplitude threshold detectors on
high-pass-ﬁltered waveform envelopes [e.g., Peng et al., 2006, 2007; Enescu et al., 2007, 2009] or matched ﬁlter
detectors [e.g., Peng and Zhao, 2009; Lengliné et al., 2012]. Most of these studies recover a large number of
early aftershocks and show an apparent decrease of aftershock rate at early times. However, the complete-
ness achieved by thesemethods soon after themainshock is much poorer than at later times, hampering the
quantitative analysis of aftershock decay rates over a broad timescale range. Enescu et al. [2009] inferred, from
the study of early aftershocks of relatively large earthquakes, c values on the order of their lowest resolvable
timescale ∼1 min. Hence, no ﬂattening of the Omori decay was observed and the c value could be even
smaller. Sawazaki and Enescu [2014] found a transition of aftershock rate behavior between 10 and 40 s after
aMw6.9 earthquake and attributed it to the transition between the dynamic and static triggering regimes.
Here we propose a novel strategy to quantify early aftershock activity. We consider a composite aftershock
sequence obtained by stacking multiple sequences relative to mainshock time and location. We focus on
earthquakes with very similar waveforms, which facilitates the uniform detection of aftershocks within their
mainshock’s coda. We present two deconvolution approaches which capture aftershocks in the ﬁrst 20 s
following a mainshock. We show that we can detect events as early as 0.3 s after their mainshock, that is,
a timescale of about 10 times the mainshock rupture duration. Comparing aftershock rates in our newly
identiﬁed events with those at later times, we ﬁnd a constant power law decay of the aftershock rate from the
earliest resolvable time (0.3 s) up to about 100days.Our results suggest that themechanismdrivingaftershock
activity remains similar over a broad range of timescales spanning 8 orders of magnitude.
2. Data
We used the repeating earthquake catalog of Lengliné andMarsan [2009], which comprises events with mag-
nitudes ranging fromML = 0.9 toML = 3.2 that occurred between 1984 and June 2007. This data set contains
2414 events distributed in 334 repeating earthquake sequences (RES) formed by linking earthquake pairs
with similar waveforms, overlapping source areas and similar magnitudes (see details in Lengliné andMarsan
[2009]). The data set is provided in the supporting information. The analysis is based on waveforms recorded
by the short-period vertical sensors of the Northern California Seismic Network (NCSN) (Figure 1). We selected
20.48 s long signal segments, sampled at 100 Hz (2048 samples), starting 1 s before the P wave arrival. We
used all NCSN stations with at least one phase pick for the earthquakes considered here. We used all available
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Figure 2.Waveforms of a repeating earthquake sequence comprising nine events, ordered chronologically from bottom
to top. Each record is 20.48 s long. The eighth event contains a high-frequency seismic signal arriving around 15 s after
the ﬁrst P wave arrival (gray rectangle). This second event is hardly noticeable because its arrival is embedded within the
S wave coda of the ﬁrst event.
records at these NCSN stations to form the data set. For reference, 12 out of these 396 stations recorded half
of the events; they are located at less than 20 km from the event epicenters.
3. Methods
3.1. Deconvolution of Repeating Earthquake Signals
Identifying the seismic signature of very early aftershocks is not straightforward, because it overlaps with
the coda waves of the mainshock (Figure 2). For instance, a template matching approach has limited detec-
tion capacity on such early signals (see Appendix A). Here we propose a deconvolution method for reliable
early aftershock detection. Previous related works include Fischer [2005] andWang et al. [2014]. Our analysis
focuses on nearby events and exploitswaveform similarity to facilitate the search.Wenote uki (t) thewaveform
of the ith event of a given sequence recorded at station k. In the Fraunhofer approximation, this waveform
can be represented as the temporal convolution (∗) between the apparent source time function (ASTF), f ki (t),
whichdepends on the source-receiver conﬁguration, and aGreen’s function,Gki (t), that incorporates all eﬀects
related to seismic wave propagation and instrument response:
uki (t) = [G
k
i ∗ f
k
i ](t)
.
= ∫
+∞
−∞
Gki (t − t
′)f ki (t
′)dt′. (2)
Our ﬁrst objective is to recover f ki (t) by deconvolution. The source time functions will then be analyzed to
identify if any aftershock occurs during the 20.48 s long time window studied. The deconvolution process is
based on empirical Green’s functions (EGF), i.e., the waveform of an earthquake located close to earthquake
i and recorded at the same station k, such that the nearly common raypaths for the two earthquakes imply
a similar Gki . The ASTFs obtained by EGF deconvolution are not absolute but relative to the ASTFs of the EGF
event. We denote the resulting relative source time function as relative source time function (RSTF). In studies
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Figure 3. (a) Target (red) and empirical Green’s function (EGF, blue) waveforms. The EGF is another event of the same
RES as the target event. The two waveforms are highly similar during the entire 20 s window. (b) Relative source time
function (RSTF, black) obtained by EGF deconvolution. Its ﬁrst peak corresponds to the main event, and a second,
smaller peak less than 1 s later indicates the occurrence of an aftershock. The inset is a zoom of the RSTF at early times.
(c) Target waveform (red) and waveform obtained by convoluting the RSTF with the EGF (blue). The perfect match
between these two waveforms attests to the high performance of our deconvolution procedure. (d) Reconstructed
waveforms of mainshock (red) and aftershock (black) obtained by convolving the EGF with the RSTF after setting to 0
the RSTF segment before and after 0.1 s, respectively. The mainshock waveform has been aligned with the aftershock
waveform to highlight their similarity, which attests to the proximity of the two events.
addressing in detail the rupture process of a target earthquake i, the EGF is chosen as a signiﬁcantly smaller
event to allow a point-source approximation. In contrast, our goal here is to detect secondary events in the
wake of earthquake iwhich is part of a RES, without attempting to resolve their individual rupture process.We
hence choose as EGF event another earthquake of the RES. As all events in a RES have very similarmagnitudes,
their individual source time functions are very similar. Hence, if no aftershock occurs during the investigated
time window, the RSTF should be a single Dirac delta function. If an aftershock suﬃciently similar (located
closely) to the other events of the RES occurs, another peak should emerge in the RSTF (Figure 3).
To retrieve the RSTFs, we apply the projected Landweber deconvolution algorithm [e.g., Piana and Bertero,
1997; Bertero et al., 1997; Vallée, 2004]. This deconvolution procedure is an iterative process, and we set f = 0
as a starting guess. The target waveform, uki (t), and the EGFwaveform, u
k
j (t), are aligned to the nearest sample
based on the time shift of themaximumof their cross-correlation function. If the normalized cross correlation
of the entire 20.48 s of signals is higher than 0.7, we proceed with the deconvolution process. This criterion
is fulﬁlled by most of the earthquake pairs we considered, because events in a RES have very similar wave-
forms by deﬁnition. The purpose of this step is to remove stations with very noisy signals that produce poor
reconstruction of the RSTF.
We assess through simulations whether this selection criterion excludes waveforms with shortly separated
earthquake doublets that may have low correlation coeﬃcient due to destructive interference. We build a
synthetic doublet waveform as the sumof the original waveform and a shifted version of it. We then compute
the correlation coeﬃcient between the original and the synthetic doublet waveform. We test each possible
time shift and repeat this operation for a random set of 100 events in our catalog at all possible stations. We
ﬁnd that the correlation coeﬃcient is higher than0.7 if the secondevent occurs aftermore than0.3 s (Figure 4).
At shorter interevent times the correlation coeﬃcient falls from 1.0 at zero interevent time to around 0.65
at an interevent time of 0.1 s. In reality, the correlation coeﬃcient is higher than in these synthetics because
aftershocks are usually smaller than their mainshock, hence produce less interference. Our selection criterion
thus may exclude aftershocks at times shorter than 0.3 s. However, as shown later, the deconvolution results
are quite noisy in the ﬁrst 0.3 s anyway. Hence, this selection step does not limit the aftershock detection
capability; it simply removes noisy waveforms.
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Figure 4. (top) Waveform correlation coeﬃcient between a single event and a synthetic doublet as a function of
interevent time of the doublet. The black line represents the average correlation coeﬃcient for synthetics based on a set
of 100 randomly selected events. The color lines show the correlation coeﬃcient for a selection of 10 events with
diﬀerent magnitude. (bottom) Same as Figure 4 but showing a zoom at short interevent times.
The waveform u is ﬁltered with a fourth-order Butterworth low-pass ﬁlter with cutoﬀ frequency of 20 Hz. This
stabilizes the deconvolution procedure, yielding less noisy RSTFs. At each iteration we estimate
fn+1 =  [fn + 𝜏GT ∗ (u − G ∗ fn)] , (3)
where fn is the RSTF estimated at iteration n,  a projection operator, G the EGF, GT its transpose, and 𝜏 is a
relaxation parameter. Following Vallée [2004], we set 𝜏 = 1∕(max𝜔 |Ĝ(𝜔)|2), where Ĝ is the Fourier transform
of G and 𝜔 is frequency. The projection operator  is deﬁned as follows:
 f (t) =
{
f (t) if f (t)> 0 and 0 < t < T
0 elsewhere.
(4)
This imposes two constraints on f (t), positivity and an upper bound on its duration (T = 20 s). The latter is
mostly to prevent spurious values at the end of the time interval where data constraints are weak. The iter-
ation process stops either when we reach a maximum number of allowed iterations or when the residual,
𝜀 =∥ u − G ∗ f ∥2, does not decrease signiﬁcantly any more. Once convergence is reached, we normalize f
by its maximum amplitude. We then stack RSTFs computed from all EGFs, at all stations (Figure 5). By stack-
ing RSTFs obtained at diﬀerent stations, we focus on aftershocks located close to their mainshock, otherwise
stacking would not result in constructive interference. This is also consistent with the fact that our analysis
relies onwaveform similarity. The ﬁnal product is, for each event in the original catalog, a source time function
(STF) that can reveal the occurrence of similar events in the ﬁrst ∼20 s.
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Figure 5. Result of EGF deconvolution for an earthquake of a repeating sequence. Each row represents in gray scale the
RSTF obtained by deconvolution with a given EGF event of the sequence and at a given station. The black curve shown
at the bottom is the STF obtained by stacking all the RSTFs. The plot on the right is an expanded view of the ﬁrst 2 s
(interval indicated by a vertical dashed line on the left plot). A coherent increase of RSTF amplitudes indicates the
occurrence of an aftershock less than 1 s after the mainshock.
3.2. Identifying Early Aftershocks
Our next objective is to identify if aftershocks occurred during the investigated time period, i.e., in the ﬁrst
19.48 s after the mainshock. We scan through the stacked STF for prominent peaks. We ﬁrst remove from the
STF any long period trend. As the noise level might vary across the whole duration of the STF, we proceed to
the detection of peaks in consecutivewindows of 1 s. For eachwindowwe compute themean𝜇 and standard
deviation 𝜎 of the STF function. If a peak (local maximum) is higher than 𝜇 + 5𝜎, we keep it as a possible
detection. We declare a detection if the peak is the largest one (excluding the ﬁrst peak corresponding to the
mainshock). We only found one instance of multiple aftershocks in our data set. Following this procedure,
we identiﬁed 68 early aftershocks out of 2414 events in the data set. Repeating the same operation with a
diﬀerent threshold setting, m + 9MAD, where m is the median and MAD the median absolute deviation of
the STF within the 1 s window, we identify 78 early aftershocks. A total of 64 events with early aftershocks are
identiﬁed in common by both criteria. The remaining events have large noise, so we exclude them from our
further analysis.
3.3. Verifying the Identiﬁcation of Early Aftershocks
Although the waveforms considered here are very similar and tend to produce stable deconvolution results,
in some instances the deconvolution process leads to noisy RSTFs, making it diﬃcult to distinguish if a peak
is signiﬁcant. In order to assess the robustness of our RSTFs, we test a second deconvolution technique on
the 64 events identiﬁed above. As we expect only few aftershocks in the ﬁrst 20 s, most of the RSTF values
should be null. We hence employ a sparse deconvolution procedure that favors RSTFs with a low number of
nonzero values, following a formulation similar to Rodriguez et al. [2012]. We assume that the target waveform
u can be written as a linear combination of a subset of the waveforms 𝝓l , l =1,2, … , L, derived from the EGF
waveform G by
𝚽l(t) = G(t − l ⋅ 𝛿t), (5)
i.e., the same Green’s functions time shifted to represent all the possible occurrence times of the aftershock.
Here L = 2048 is the number of samples ofu and 𝛿t = 0.01 s is the sampling time interval. We build amatrix𝚽
with columns formed by the basis functions 𝜙1,… , 𝜙L. The target waveform is related to the RSTF s ∈ RL by
u = 𝚽s. (6)
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Figure 6. (top) Target waveform (black) and EGF waveform (red). Diﬀerences appear at around 6 s. (middle) Basis
functions, 𝝓l(t), derived from the EGF waveform with a range of time shifts l. The two basis functions shown in red are
identiﬁed by the sparse deconvolution as the major components of the target waveform. (bottom) STF obtained by
sparse deconvolution (red) and by Landweber deconvolution (black). A clear peak at 4.5 s indicates the occurrence of an
aftershock.
We hypothesize that the signal can be reconstructed by a small numberm of basis functions,m ≪ L; that is,
the RSTF has a maximum ofm nonzero values. We express our deconvolution problem as
minimize ||r||2 = ||𝚽s − u||2, (7)
subject to Card{s ≠ 0} ≤ m, (8)
s> 0. (9)
The two constraints enforce sparsity and positivity, respectively. We solve the problem in equations (7)–(9) by
the orthogonalmatching pursuit algorithm [TroppandGilbert, 2007]. The approach is similar to that of Kikuchi
and Kanamori [1991]. We start from an initial null guess s = 0, residual r0 = u and set the iteration counter to
h = 1. We then identify the basis function that best matches the current residual,
nl = arg maxl=1, L𝝓Tl rh−1. (10)
We add the identiﬁed basis function to the set already obtained at the previous iterations, 𝚪t = 𝚪h−1 ∪ nl ,
(𝚪0 = ∅). We then solve a positive least squares problem, minimizing
||𝚽(𝚪h)s − u||2, (11)
under positivity constraint, s> 0. This yields a new estimate of the RSTF, sh, and the updated residual
rh = uh − 𝚽(𝚪h)sh (Figure 6). We ﬁnally repeat the iteration procedure until h = m or until convergence
(no signiﬁcant update) is reached. Here we setm = 10. Like for the Landweber deconvolution technique, we
stack the RSTF obtained at diﬀerent stations to obtain the STF of each event.
For most of the 64 analyzed events, the sparse deconvolution technique validates the STF obtained pre-
viously; i.e., it yields a very similar, but obviously more sparse STF (Figure 6). Ten STFs obtained by sparse
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deconvolution do not present any clear peak and also correspond to weak peaks in the STF obtained by
Landweber deconvolution. The remaining 54 STFs show a clear secondary peak in both deconvolution
methods and constitute our ﬁnal set of early aftershocks. We ﬁnally extract from the identiﬁed peaks the
occurrence timeΔt of the aftershocks relative to their mainshock.
4. Aftershock Locations and Magnitudes
4.1. Computing Time Delays
Weare interested in locating thedetected aftershocks relative to theirmainshock.Wealreadyhave some infor-
mation. First, the high similarity betweenmainshock and aftershock waveforms suggests that the two events
are very close to each other. Furthermore, the emergence of a peak in the STF by stacking the RSTFs of indi-
vidual stations is only possible if the two events are close. The peaks in the STFs are clear, and their width does
not exceed 0.03 s (three samples). To locate the aftershocks, we ﬁrst recover their waveforms. This is a diﬃ-
cult task as aftershock signals are strongly contaminated by the mainshock coda. We set the ﬁrst 10 samples
(0.1 s) of the RSTF to zero then convolve it with the EGF. This eﬀectively removes the contribution of themain-
shock. This technique performs better than a simple subtraction of the scaled EGF waveform. We then isolate
a 2.56 long window around the P wave arrival of the aftershock and mainshock waveforms. At each station,
we determine the arrival time diﬀerence between mainshock and aftershock as the time lag that maximizes
the correlation function of their waveforms. The search is restricted to time lags within 0.05 s of the relative
intervalΔt of the stacked STF. Subsample precision diﬀerential times, dt, are estimated by quadratic interpo-
lation of the correlation function. For each mainshock-aftershock pair we ﬁnally obtain a set of diﬀerential
arrival times dt at each station, computed from all available EGFs.
4.2. Aftershock Relative Locations
Relative locations are here obtained by a cascadedMetropolis algorithm [Mosegaard and Tarantola, 2002]. We
perform a randomwalk that samples the posterior probability density distributions of the model parameters
𝜌(m), wherem = {𝛿x, 𝛿y, 𝛿z, 𝛿t0} is the vector containing themodel parameters, i.e., the relative 3-D position
and origin time betweenmainshock and aftershock. The data are given by the computed time delays, d = dt.
The initial guess is 𝛿x = 0, 𝛿y = 0, 𝛿z = 0, and 𝛿t0 = ⟨dt⟩, i.e., colocated with the mainshock. We then draw a
set of random parameters around the initial guess. The new parameters are drawn from a Gaussian distribu-
tion centered on the parameters estimated at the previous step and with a standard deviation of 100 m for
relative distances and 0.1 s for relative times. Given this new set of parameters, we compute the expected time
delays, dtcalc,
dtcalc(m) =
1
cp
[
𝛿x sin(𝜃) sin(𝜙) + 𝛿y cos(𝜃) sin(𝜙) + 𝛿z cos(𝜙)
]
+ 𝛿t0, (12)
where 𝜃 is the azimuth between the earthquake and the station, 𝜙 is the take oﬀ angle, and cp is the P wave
velocity in the source area. The negative log likelihood, l(m), for this new set of parameters is obtained as
l(m) =
||dtcalc − dt||
𝜎dt
, (13)
where 𝜎dt is the uncertainty associated to a measurement of dt and is based on the correlation coeﬃcient
of the measured time delays. We adopt the L1 norm to reduce the inﬂuence of outliers during the inver-
sion procedure. The new set of parameters is accepted as a sample of the distribution 𝜌 if l(m) < l0 or if
ln (X) < (l0 − l(m)) with X a random number taken from a uniform distribution in [0–1] and l0 the negative
log likelihood of the latest obtained sample of 𝜌. We then iterate the process and repeatedly draw another
set of random parameters until we have at least 1000 samples of 𝜌.
We ﬁnd that themean horizontal distance betweenmainshocks and aftershocks is 56m. Out of the 54 events,
51 have a horizontal separation shorter than 100 m. The remaining three events also have the least well
resolved relative locations, with the highest uncertainties. For a robust analysis of the event locations we only
keep those events for which the location uncertainties in both 𝛿x and 𝛿y (measured as the standard devia-
tion of the distributions) are smaller than 20 m (Figure 7). This selected subset consists of 38 events out of
the initial 54. The aftershocks that have poorer location accuracy are mostly associated with the lowest peaks
in the STF, corresponding to aftershocks of relatively small magnitude compared to their mainshock. The rel-
ative locations of the majority of the well-located aftershocks appear to be in agreement with the inferred
mean orientation of the San Andreas Fault near Parkﬁeld, N150∘E [Thurber et al., 2006] (Figure 7). All selected
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Figure 7. Map view of the locations of aftershock centroids relative
to their mainshock. Each color corresponds to a diﬀerent
mainshock-aftershock pair. Only aftershocks with horizontal
uncertainty smaller than 20 m are shown. For each aftershock we
show 1000 samples of the posterior distribution (dots) and the
average over all samples (stars). The dashed line shows the mean
strike of the San Andreas Fault at Parkﬁeld.
aftershocks occur close to their mainshock,
conﬁrming that the identiﬁed peaks in the
STF are truly associated to aftershocks.
We estimated mainshock rupture dimen-
sions from catalog magnitude converted to
moment using the relation of Bakun [1984]
and assuming a circular rupture with con-
stant stress drop of 1 MPa. The well-located
aftershocks are located within one to two
rupture lengths of their mainshock, but it
is diﬃcult to assess if they occur within the
mainshock rupture area or at its edge as
observed by Rubin and Gillard [2000].
We also observe an asymmetry of after-
shock locations, with 26 out of 38 (2/3)
aftershocks occurring to the NW of their
mainshock. We quantify the signiﬁcance of
the observed asymmetry by testing against
the null hypothesis that the aftershock rela-
tive locations result fromaBernoulli trial with
two outcomes of equal probability: NW or SE
location.Under thenull hypothesis, theprob-
ability, P, of observing at least 26 out of 38
events in a preferred direction is given by
P = 2
38∑
k=26
(
n
k
)
pkqn−k, (14)
where p = q = 0.5 and n = 38. This gives P = 3.5%. It is thus quite unlikely that the observed asymmetry
is the result of random drawing from an equal outcome binomial distribution. This supports the observed
asymmetry as a real feature of the early aftershock seismicity.
4.3. Aftershock Magnitudes
We estimate the magnitude of the newly detected aftershocks. We proceed by computing the amplitude of
the aftershock peak in the STF relative to the mainshock peak, AAM. To account for the width of STF peaks, we
deﬁne AAM based on the sum the STF amplitude over three time samples (0.03 s) around a peak. The relative
STF amplitudes are equivalent to a relative moment. We convert them to a magnitude diﬀerence following
Bakun, ’s [1984] relation for earthquakes in Central California. The aftershock magnitudeMA is
MA = MM +
1
1.2
log10(AAM), (15)
whereMM is the mainshock magnitude. We repeat the operation at all stations and for all possible EGFs then
average to obtain our ﬁnal estimate of MA for each aftershock. We obtain an average value of ⟨MA⟩ = 1.05
for all 54 identiﬁed aftershocks. In comparison, the meanmagnitude for the 2414 events in the RES catalog is
1.52. Hence, our method detects events of lower magnitude than in the original catalog.
5. Temporal Distribution of Subevents
We analyze the temporal organization of the detected early aftershocks and compare it to that of later after-
shocks listed in the original catalog (> 20 s). This comparison accounts for diﬀerences in detection threshold
between the two catalogs. On the one hand, early aftershocks are more diﬃcult to detect due to interfer-
ence by themainshock coda. On the other hand, ourmethod detects smaller earthquakes than in the original
catalog. To account for changes of detection capability across timescales, we ﬁrst compute themagnitude dis-
tribution of events listed in the original catalog. We observe that themagnitude distribution is well ﬁtted by a
model that combines a probability function of detecting earthquakes and the Gutenberg-Richter distribution
[OgataandKatsura, 1993]. Thebest ﬁt to thismodel givesb = 1.0 for theGutenberg-Richter law. Theestimated
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Figure 8. Magnitude distribution for all events included in the repeating earthquake catalog (blue circles), and for the
54 new events detected (red circles). The blue and red lines represent a ﬁt to the distribution as proposed by Ogata and
Katsura [1993].
magnitude of completeness ismc = 1.2 (Figure 8).We assume that themagnitudedistribution of the 54newly
detected events can be described by a similar model with b = 1.0 but with a diﬀerent value ofmc. Due to the
low number of events for this new population of events, we impose the value of b to reduce the uncertainty
on the estimation of mc. We found by ﬁtting the distribution to the model of Ogata and Katsura [1993] that
mc = 0.8. The diﬀerence of the magnitude of completeness of the two catalogs is Δmc = 1.2 − 0.8 = 0.4. In
order to compare the rates of aftershocks in the two catalogs, we correct the aftershock rate derived from the
original catalog by the factor 𝛼 = 10Δmc = 2.5.We then build a composite aftershock sequence.We treat each
event in the repeating earthquake catalog as a potential mainshock and all subsequent events of the same
sequence as aftershocks. Based on the time delay between events in a given sequence we then compute the
rate of earthquakes following a each mainshock. We then stack results obtained for all sequences to obtain
a composite aftershock sequence. In a second step we add to the already existing repeating sequences the
new events detected with our deconvolution technique. We only consider earthquakes occurring before the
2004 Parkﬁeld Mw6 earthquake, to avoid the inﬂuence of the major stress perturbations it caused. This selec-
tion reduces the number of new events to 44. The aftershock rate computed from catalog data is multiplied
by the factor 𝛼 to account for the diﬀerence of completeness of the two catalogs. The resulting evolutions of
aftershock rate are shown in Figure 9. The early aftershock rate implied by the new events we detected agrees
with the extrapolation to early times of the Omori-type behavior deduced from the original catalog. Notably,
we resolve the emergence of the power law decay starting at ∼0.3 s after the mainshocks, that is, a timescale
1 order of magnitude longer than the mainshock rupture durations. The earthquake rate several years after
a repeating earthquake deviates from Omori’s law because repeating microearthquakes at Parkﬁeld occur
quasiperiodically with a recurrence time of about a year.
We tested, through synthetic tests if the detection threshold of our method depends on the time since main-
shock and on the mainshock magnitude. The tests are presented in Appendix B. We ﬁnd that the detection
threshold does not vary with time since mainshock. We also ﬁnd that the changes of detectability related
to the mainshock magnitude are not very large and when taken into account give similar results as the one
presented in Figure 9.
6. Discussion
Our detection method recovers early aftershocks of microearthquakes (ML = 0.9 to 3.2), previously missed
because hidden in the mainshock signals, down to ∼0.3 s after the mainshock initiation. Our method is
currently limited at short timescales by noise and frequency content of the waveform data. The resolvable
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Figure 9. (top) Composite earthquake rate, 𝜆(t), computed as the number of earthquakes per day following any event
in a RES, considering all possible sequences of the catalog, with (red) and without (blue) the newly detected early
aftershocks. The gray area is the typical duration of the mainshock rupture. Earthquake rate uncertainties are estimated
from the 95% conﬁdence interval of a Poisson distribution. The plain line is a power law ﬁt for Δt < 100 days. We obtain
a power law exponent p = 1.0. The dashed line represents the Omori-Utsu law ﬁt to the original catalog data following
equation (1), yielding c = 45 s. (bottom) Temporal evolution of the ratio between the cumulative number of well-located
aftershocks to the NW and to the SE of their mainshock. Asymmetry is signiﬁcant at early times, with preferred
aftershock triggering to the NW and progressively decreases after ∼1 min.
mainshock-aftershock time separation is limitedby thewidth of the source time functions retrievedbydecon-
volution, which depends on noise level and dominantwaveformperiod, and in turn controlled by attenuation
or rupture duration and ﬁlter high-frequency cutoﬀ.
Most previous studies of early aftershock rates focused on a single aftershock sequence, notably following
largemagnitude events. To compare our studywith these others studies, we normalize the earliest resolvable
time of the aftershock rate by the mainshock rupture duration. Considering a typical dimension of 100 m for
the events considered in our study and a rupture speed of 3 km/s, the typical rupture duration is 33 ms. This
is 10 times shorter than the timescale of emergence of power law decay found here, ∼0.3s. This factor of 10
separation is similar, for example, to the one resolved for the 2004Mw6 Parkﬁeld earthquake: Peng et al. [2006]
resolved aftershock rates starting 130 s after themainshock onset and the estimatedmainshock rupture dura-
tion is∼6 s Fletcher et al. [2006]. Despite this similarity of relative timescales, most studies of early aftershocks
of large events infer a departure fromOmori’s power law decay at early times, i.e., a slower decay rate just after
themainshock than predicted by extrapolating the later Omori-type decay [e.g., Peng et al., 2006]. In contrast,
our results show that the aftershock rate shortly after the end of the mainshock rupture decays according to
Omori’s power law, i.e., no ﬂattening is observed down to the lowest resolvable timescale (Figure 9). Multiple
explanations of such a diﬀerence can be proposed: (i) repeating earthquake sequences, which are the speciﬁc
focus of our study, might have diﬀerent aftershock sequences than the rest of the seismicity; (ii) aftershock
sequences may behave diﬀerently for large- and small-magnitude mainshocks; and (iii) the magnitude cor-
rection applied in large-mainshock studies is diﬀerent from the one used in this study because of the severe
eﬀect of mainshock coda, andmay result in underestimation of the early aftershock rates in previous studies.
The constant aftershock decay exponent we resolve over the entire time span suggests thatmicroearthquake
triggering results from the same physical processes from scales of 0.3 s up to 100 days. It is naturally
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conceivable that at even earlier times aftershock activity is controlled by diﬀerent triggering processes related
to dynamic stresses carried by mainshock waves. This is supported by the analysis of Wang et al. [2014] to
resolve aftershocks occurring at times shorter than 0.2 s and located close to their mainshocks. They detected
events at these short timescales throughaparametric inversionprocedure applied to subsampledwaveforms.
The relative timing and location of these very early aftershocks are consistentwith the passage of shearwaves
radiated by the mainshock.
Wang et al. [2014] found that most of these events occurred near the mainshock S wave front, and their rela-
tive locations showed a pronounced asymmetry, favoring aftershock triggering to the SE of their mainshocks.
This corresponds to the preferred rupture direction predicted by theory and simulation of dynamic rupture
on bimaterial faults [Rubin and Ampuero, 2007; Ampuero and Ben-Zion, 2008], consistent with rupture direc-
tivity observations [Wang and Rubin, 2011], and the bimaterial structure in the Parkﬁeld area [McGuire and
Ben-Zion, 2005; LenglinéandGot, 2011; Kaneet al., 2013]. Herewe foundmore aftershocks located in the oppo-
site direction (NW). We investigate if this asymmetry changes with time since the mainshock. We compute
the ratio between the number of NW events and the number of SE events that occurred since the mainshock
time for various time intervals. We ﬁnd that this asymmetry is largest at the earliest times in our study, from
0.3 s to about 1 min, and then decreases progressively (Figure 9, bottom). Such aftershock asymmetry, oppo-
site to the preferred rupture direction, has been previously observed over long timescales of 10 s to 9 h [Rubin
andGillard, 2000; Rubin, 2002], and up to 2 days [Zaliapin and Ben-Zion, 2011]. The earthquakes resolved here
hence belong to this population of longer-term aftershocks, rather than to the very early events triggered
dynamically. Wang et al. [2014] proposed that the excess of aftershocks to the SE at very early times could
account for the events missing in the SE in the longer-term (10 s to 9 h) aftershock population, if sites are
allowed to break only once during thewhole aftershock sequence. Our results imply that the shift of the direc-
tion of aftershock asymmetry occurs less than 0.3 s after the mainshock. Aftershocks in the preferred rupture
direction on bimaterial faults (here, SE) were proposed to result from a tensile stress pulse propagating with
the rupture front of the mainshock in the preferred rupture direction [Rubin and Ampuero, 2007;Wang et al.,
2014]. Aftershocks at longer timescales (here, 0.3 s to 100 days) result from a diﬀerent mechanism.
The early aftershocks identiﬁed in our studymay result from static stress transfer directly from themainshock
rupture or indirectly from its afterslip. Afterslip can reproduce the 1∕t aftershock rate decay and is constrained
by our results to start earlier than 10 times the mainshock rupture duration [Helmstetter and Shaw, 2009].
Aftershock migration is predicted by models where aftershocks are driven by an expanding afterslip front
[e.g., Kato, 2007]. The persistence of aftershock asymmetry onbimaterial faults up to long times remains unex-
plained by current numerical models [Rubin and Ampuero, 2007], but the possibility of asymmetric afterslip
has not been explored.Whilewe do not observe aftershockmigration in our results, resolving it would require
the detection of more distant aftershocks, but this is limited by our selection criteria and our focus on similar
events. Thus, we cannot rule out the afterslip-drivenmodel on the basis of lack of observed aftershockmigra-
tion. The asymmetric residual stresses left by themainshock rupture on a bimaterial fault [Rubin andAmpuero,
2007] could contribute to asymmetry of afterslip, even without migration.
In the context of rate-and-state friction models of aftershocks triggered by coseismic static stress steps, the
onset time c of power law aftershock rate decay is related to frictional parameters [Dieterich, 1994] by
c = ta exp
(−Δ𝜏
a𝜎
)
, (16)
where ta is the aftershock duration, in the range 0.5 to 5 years in this region [Toda and Stein, 2002]; Δ𝜏 is
the average shear stress change caused by the mainshock rupture; a is a rate-and-state friction parameter
quantifying the importance of the immediate logarithmic velocity-strengthening eﬀect; and 𝜎 is the eﬀective
normal stress. Considering c < 0.3 s and the lower bound ta = 0.5 years, we estimateΔ𝜏∕a𝜎 > 20. This lower
bound on the stress stimulus is consistent with the idea that the stress transferred to the immediate vicin-
ity of a rupture is higher than the stress drop within the rupture, which scales in the rate-and-state friction
model as (b − a)∕𝜎 log(Vdyn∕Vload) ∼ 20(b − a)𝜎 [e.g., Perfettini and Ampuero, 2008]. Most of the aftershocks
we resolve are located near the edge of their mainshock rupture, but we acknowledge important relative
location uncertainties, notably because we estimate mainshock sizes assuming a constant stress drop for
all events. High stress concentrations triggering aftershocks within the nominal mainshock rupture area are
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Figure A1. Red and blue curves represent the autocorrelation function of the signal with and without subevent,
respectively, as a function of time. The black curve (barely visible behind the red one) is the correlation between these
two signals. For reference, the source time function obtained by Landweber deconvolution, shifted vertically to a
baseline of −1 for clarity, is in green.
also possible if its slip distribution is heterogeneous [e.g., Herrero and Bernard, 1994; Mai and Beroza, 2002].
Considering the regional upper bound of earthquake duration, ta = 5 years, would lead to even larger esti-
mates of stress transfer. Coseismic stresses that high are not expected to prevail over distances larger than
one mainshock radius but may be accounted by stress transfer via afterslip.
7. Conclusion
By analyzing precisely early aftershocks of similar microearthquakes in Parkﬁeld, California, we extend the
resolution of aftershock rates down to 0.3 s after the mainshock origin time, that is,∼10 times the mainshock
rupture duration. Over a timescale span of nearly 8 orders of magnitude, from 0.3 s up tomore than 100 days,
the aftershock rate decay is well described by a single Omori power law with no ﬂattening at early times. If a
characteristic time for the onset of the power law regime exists, it is necessarily shorter than 0.3 s. Our results
suggest that aftershocks occurring beyond the timescales of dynamic triggering arise from relatively large
stress perturbations, possibly caused by aseismic afterslip with very short characteristic time.We also observe
an asymmetry of aftershock relative locations along strike, persistent over long periods and consistent with
previous observations on bimaterial faults.
Appendix A: ComparisonWith the Template Matching Approach
We consider the example shown in Figure 3. We compute the cross-correlation function between the signal
with subevent and the signal without subevent (from another earthquake of the same repeating sequence).
We also compute for reference the autocorrelation function of both signals. A second peak of the correlation
function appears at the time of the subevent (Figure A1) and is about twice as high as other nearby secondary
peaks. In contrast, the peak associated with the subevent in the RSTF obtained by Landweber deconvolution
(also shown in Figure A1) is about 1 order of magnitude higher than all other RSTF peaks. This example illus-
trates thatwhen the aftershock signal is dominatedby themainshock signal, the templatematching approach
has a poorer subevent detection capability than our deconvolution method.
Appendix B: Synthetic Tests on Detection Thresholds
We perform synthetic tests to estimate the detection capability of our deconvolution method. We select
randomly 50 events in the repeating earthquakes catalog. We ensure that none of these events contains a
subevent in the ﬁrst 20 s.We addaduplicate of themainshock signalswith various timedelays and amplitudes
relative to the mainshock. Relative time delays are set at 0.05, 0.1, 0.2, 0.3, 0.5, 1, 2, 3, 5, 10, and 15 s. Relative
maximum amplitudes are set to 0.005, 0.01, 0.03, 0.1, 0.3, and 0.5. We then run our deconvolution subevent
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Figure B1. (top) Examples of source time functions obtained after deconvolving an event where the original signal has
been duplicated at several time delays Δt and whose relative amplitude is 0.05 times the mainshock amplitude. The
delays are indicated in the upper right corner. The peak in the source time function marks the occurrence of the
subevent. (bottom) Probability of detecting a subevent as a function of the time delays computed from the 50 tested
events. The colors indicate the relative amplitude of the tested events.
detection process. We ﬁrst ﬁnd that for all events, the interevent time has no inﬂuence on the detection
capability as long as the subevent occurs later than 0.2 s after the mainshock (see Figure B1).
The minimum relative amplitude of the subevent that is detected varies with the mainshock magnitude. For
a magnitude 1.2 event we can detect subevents down to a relative amplitude of 0.1, which corresponds to a
minimummagnitude of 1.2− 1
1.2
log10(0.1) = 0.4. For a largermainshock (m = 3.0) detection is possible down
to a relative amplitude of 0.01, or a subevent magnitude as low as 3.0 + 1
1.2
log10(0.01) = 1.3. The minimum
resolvable magnitude evolves between these two values as a function of mainshock magnitudes, although
the scatter is important.Wedeﬁne themagnitude detection threshold for amainshock ofmagnitudembased
on a linear ﬁt of the detection thresholds obtained for the magnitude 1.2 and 3.0 events. We then corrected
our aftershock rate, for the newly detected events, taking into account this change of detection threshold.We
give a weight to each detected earthquake that depends on its probability of being detected (based on the
mainshockmagnitude). This results in the newaftershock rate shown in Figure B2.Wenote that this correction
leaves unchanged the observation of a continuous decay of the aftershock rate over the whole considered
period.
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Figure B2. Same as Figure 9 but with rate corrections applied to the newly detected events instead of to the original
catalog.
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