A reconsideration of the Meese-Rogoff puzzle by Burns, K
  A Reconsideration of 
The Meese-Rogoff Puzzle 
 
 
 
A thesis submitted in fulfilment of the requirements for  
the degree of Doctor of Philosophy  
 
 
 
Kelly Burns 
B.Eco(Hons), B.Law(Hons), GDFP 
 
 
 
School of Economics, Finance and Marketing 
College of Business 
RMIT University 
January 2014 
  
i 
 
ACKNOWLEDGEMENTS 
 
This doctoral dissertation is dedicated to the memory of Professor Tony Naughton, who 
unexpectedly passed away on 6th July 2013.  Tony was an amazing man whose strength of 
character was inspiring to all those who knew him. He was not only a legendary leader, who 
tirelessly and selfishly fought for his colleagues, but also an amazing friend. Tony led by 
example, and what stood him apart most was his unwavering honesty and altruism. I will 
forever heed the advice he bestowed upon me, and draw upon his strength in difficult times. 
The contribution made by Dr George Tawadros, who stepped up to assist in the supervision 
of my doctorate following the sudden passing of Tony should also be acknowledged. Tony 
will be sadly missed and forever remain close to my heart. Vale Professor Tony Naughton.  
 
The support of Professor Imad Moosa must also be acknowledged. This doctoral thesis could 
not have been completed without the tireless support, guidance and mentoring by Professor 
Moosa. His patience and willingness to help guide me back to my chosen path is one of the 
greatest gifts I have ever received. His impact on my life, both professionally and personally, 
cannot be overstated. My gratitude to Professor Moosa is immeasurable.  
  
  
ii 
 
DECLARATION 
 
I certify that this thesis is the work of the author alone; and the work has not been submitted 
previously, in whole or in part, to qualify for any other academic award; the content of this 
thesis is the result of work which has been carried out since the official commencement date 
of the approved research program; and any editorial work, paid or unpaid, carried out by a 
third party is acknowledged. 
 
Based on the research presented in this thesis, the following paper has been accepted for 
presentation at a conference: 
 
Burns, K. (2014) A Reconsideration of the Meese-Rogoff Puzzle: Time-Varying Parametric 
Estimation and Alternative Measures of Forecasting Accuracy, 21st Annual Multinational 
Finance Society Conference, Prague.  
 
No other research findings extracted from this thesis have been published or presented 
elsewhere to date.  
 
 
Signed: 
 
 
 
 
 
…………………………………. 
Kelly Renee Burns 
 
 
January, 2014. 
  
  
iii 
 
TABLE OF CONTENTS 
Acknowledgements ................................................................................................................ i 
Declaration ........................................................................................................................... ii 
List of Tables ...................................................................................................................... vii 
List of Figures .................................................................................................................... xiii 
Currency Symbols ............................................................................................................. xvii 
Abstract ........................................................................................................................... xviii 
Chapter One: Introduction ..................................................................................................... 1 
1.1  Background ..................................................................................................... 1 
1.2  The Meese-Rogoff Puzzle................................................................................ 2 
1.3  Motivation  ...................................................................................................... 4 
1.4  Contributions of the Thesis  ............................................................................. 5 
1.5 The Structure of the Thesis  ............................................................................. 6 
Chapter Two: Benchmark Forecasts ...................................................................................... 7 
2.1  Introduction ..................................................................................................... 7 
2.2  Literature Review ............................................................................................ 7 
2.2.1 A General Review of the Literature ........................................................ 7 
2.2.2 Influence of the Forecasting Horizon .................................................... 10 
2.2.3 Random Walk With or Without Drift .................................................... 12 
2.2.4 In-sample versus Out-of-sample Predictability ...................................... 13 
2.2.5 Sample Size .......................................................................................... 15 
2.2.6 Original Release versus Revised Data ................................................... 15 
2.3 Data ............................................................................................................... 16 
2.3.1 Dummy Variables ................................................................................. 18 
2.3.2 Modelling Inflationary Expectations ..................................................... 18 
2.3.3 Interpolation of Quarterly Data ............................................................. 18 
2.4 Methodology ................................................................................................. 22 
2.4.1 The Benchmark Models ........................................................................ 22 
2.4.2 The Naïve Random Walk Model........................................................... 24 
2.4.3 The Drift Factor .................................................................................... 25 
2.4.4 In-sample versus Out-of-sample Forecasting ........................................ 26 
2.4.5 Forecasting ........................................................................................... 26 
2.4.6 Root Mean Square Error ....................................................................... 27 
2.4.7 The Diebold-Mariano Test .................................................................... 28 
  
iv 
 
2.5 Results ........................................................................................................... 29 
2.5.1 Time Plot of Forecasts .......................................................................... 30 
2.5.2 Magnitude of The Forecasting Error ..................................................... 37 
2.5.3 The Diebold and Mariano Test Results ................................................. 39 
2.6 Conclusion .................................................................................................... 40 
Appendix to Chapter Two ............................................................................................... 42 
Chapter Three: Alternative Measures of Forecasting Accuracy............................................ 49 
3.1 Introduction ................................................................................................... 49 
3.2 Literature Review .......................................................................................... 50 
3.3 Methodology ................................................................................................. 56 
3.3.1 Direction Accuracy ............................................................................... 56 
3.3.2 Adjusted Root Mean Square Error (ARMSE) ....................................... 57 
3.3.3 Measures of Profitability ...................................................................... 58 
3.3.4 The Fair-Shiller Test Results ................................................................ 60 
3.3.5 Comparison to Perfect Forecast ............................................................ 61 
3.4 Results ........................................................................................................... 63 
3.4.1 Direction Accuracy ............................................................................... 63 
3.4.2 Adjusted Root Mean Square Error (ARMSE) ....................................... 66 
3.4.3 Profitability .......................................................................................... 67 
3.4.4 The Fair-Shiller Test Results ................................................................ 71 
3.4.5 Comparison to Perfect Forecast ............................................................ 73 
3.5 Conclusion .................................................................................................... 81 
Appendix to Chapter Three ............................................................................................. 83 
Chapter Four: Stochastic Movements in the Underlying Parameters .................................... 89 
4.1 Introduction ................................................................................................... 89 
4.2 Literature Review .......................................................................................... 89 
4.3 Methodology ................................................................................................. 92 
4.4 Results ........................................................................................................... 94 
4.4.1 Time Plots of Forecasts......................................................................... 94 
4.4.2 Conventional Measures of Forecasting Accuracy .................................. 97 
4.4.3 Alternative Measures of Forecasting Accuracy ................................... 100 
4.5 Conclusion .................................................................................................. 108 
Appendix to Chapter Four ............................................................................................. 109 
Chapter Five: Model Misspecification ............................................................................... 110 
  
v 
 
5.1 Introduction ................................................................................................. 110 
5.2 Literature Review ........................................................................................ 110 
5.3 Methodology ............................................................................................... 117 
5.3.1 Post-Keynesian Flow Model ............................................................... 118 
5.3.2 Traded and Non-traded Goods ............................................................ 119 
5.3.3 Model with Symmetry Restrictions Relaxed ....................................... 119 
5.4 Results ......................................................................................................... 120 
5.4.1 Post Keynesian Flow Model ............................................................... 120 
5.3.4 Traded and Non-traded Goods ............................................................ 128 
5.3.5 Symmetry Restrictions Relaxed .......................................................... 131 
5.5 Conclusion .................................................................................................. 142 
Appendix to Chapter Five .............................................................................................. 144 
Chapter Six: Non-linearities .............................................................................................. 145 
6.1 Introduction ................................................................................................. 145 
6.2 Literature Review ........................................................................................ 146 
6.3 Methodology ............................................................................................... 148 
6.4 Results ......................................................................................................... 151 
6.5 Conclusion .................................................................................................. 166 
Appendix to Chapter Six ............................................................................................... 167 
Chapter Seven: Simultaneous Equation Bias ..................................................................... 168 
7.1 Introduction ................................................................................................. 168 
7.2 Literature Review ........................................................................................ 168 
7.3 Methodology ............................................................................................... 170 
7.4 Results ......................................................................................................... 171 
7.5 Conclusion .................................................................................................. 186 
Appendix to Chapter Seven ........................................................................................... 187 
Chapter Eight: Sampling Errors ......................................................................................... 188 
8.1 Introduction ................................................................................................. 188 
8.2 Literature review ......................................................................................... 189 
8.3 Methodology ............................................................................................... 192 
8.4 Results ......................................................................................................... 193 
8.4.1 Alterations to Estimation Window ...................................................... 193 
8.4.2 Alterations to Forecasting Window ..................................................... 205 
8.4.3 Alternations to Split in Forecast and Estimation Window.................... 216 
  
vi 
 
8.5 Conclusion .................................................................................................. 228 
Appendix to Chapter Eight ............................................................................................ 230 
Chapter Nine: Modelling Expectations .............................................................................. 238 
9.1 Introduction ................................................................................................. 238 
9.2 Literature review ......................................................................................... 238 
9.3 Methodology ............................................................................................... 240 
9.4 Results ......................................................................................................... 242 
9.4.1 Random Walk Inflationary Expectations ............................................. 242 
9.4.2 Weighted Average Inflationary Expectations ...................................... 253 
9.4.3 Moving Average Inflationary Expectations ......................................... 264 
9.4.4 GDL Inflationary Expectations ........................................................... 275 
9.5 Conclusion .................................................................................................. 286 
Appendix to Chapter Nine ............................................................................................. 288 
Chapter Ten: Conclusion ................................................................................................... 290 
10.1 Recapitulation .............................................................................................. 290 
10.2 Theoretical Considerations .......................................................................... 291 
10.3 Expectations and the Disconnect .................................................................. 294 
10.4 Policy Implications ...................................................................................... 295 
10.5 What Puzzle ? .............................................................................................. 296 
10.6 Theoretical Implications .............................................................................. 297 
References ........................................................................................................................ 298 
Statistical Appendix .......................................................................................................... 308 
 
  
  
vii 
 
LIST OF TABLES 
 
Table 2.1   Data Descriptions and Frequency   ....................................................................... 17 
Table 2.2  Estimated Drift Factor and Statistical Significance ............................................... 26 
Table 2.3  Root Mean Square Error - OLS Benchmark Results ............................................. 38 
Table 2.4  AGS Test - OLS Benchmark Results .................................................................... 39 
Table 2.5  Diebold-Mariano Test - OLS Benchmark Results ................................................. 40 
Table 2.6  AGS Test - Estimated Coefficients and t-statistics ................................................ 48 
Table 3.1   Direction Accuracy and Hypothesis Testing - OLS Results .................................. 64 
Table 3.2  Direction Accuracy and Hypothesis Testing - Supplementary Results .................. 65 
Table 3.3    P-T Test - OLS Benchmark Results ...................................................................... 66 
Table 3.4  ARMSE - OLS Benchmark Results ....................................................................... 67 
Table 3.5  Mean Returns and Hypothesis Testing - OLS Benchmark Results ......................... 68 
Table 3.6       Proportion of Positive Returns and Hypothesis Testing - OLS Benchmark 
Results .................................................................................................................. 70 
Table 3.7  Sharpe Ratio - OLS Benchmark Results ................................................................ 71 
Table 3.8 Fair-Shiller Test - OLS Benchmark Results ........................................................... 72 
Table 3.9  Test for Perfect Forecast - OLS Benchmark Results .............................................. 81 
Table 4.1  Root Mean Square Error and Hypothesis Testing - TVP ........................................ 98 
Table 4.2   Fair-Shiller Test - TVP .......................................................................................... 99 
Table 4.3  Diebold-Mariano Test TVP ................................................................................. 100 
Table 4.4  Direction Accuracy and Hypothesis Testing - TVP .............................................. 101 
Table 4.5  P-T Test - TVP .................................................................................................... 101 
Table 4.6 ARMSE - TVP .................................................................................................... 102 
Table 4.7 Mean Return and Hypothesis Testing -TVP ......................................................... 103 
Table 4.8  Proportion of Positive Returns and Hypothesis Testing - TVP ............................. 103 
Table 4.9 Sharpe Ratio -TVP .............................................................................................. 104 
Table 4.10 Test of Perfect Forecast - TVP ............................................................................ 108 
Table 4.11  AGS Test - Estimated Coefficients and t-statistics ............................................... 109 
Table 5.1  Non-nested Model Selection Tests - Post Keynesian Flow Model ........................ 120 
Table 5.2  RMSE and AGS Test .......................................................................................... 123 
Table 5.3  Diebold-Mariano Test - Post Keynesian Flow Model .......................................... 123 
Table 5.4      Direction Accuracy and Hypothesis Testing - Post Keynesian Flow Model ......... 124 
Table 5.5  ARMSE - Post Keynesian Flow Model ............................................................... 124 
  
viii 
 
Table 5.6   Mean Returns and Hypothesis Testing - Post Keynesian Flow Model .................  125 
Table 5.7  Proportion of Positive Returns and Hypothesis Testing - Post Keynesian Flow 
Model.................................................................................................................. 125 
Table 5.8 Sharpe Ratio - Post Keynesian Flow Model ......................................................... 125 
Table 5.9  Fair-Shiller Test - Post Keynesian Flow Model ................................................... 126 
Table 5.10  Comparison to Perfect Forecast - Post Keynesian Flow Model ............................ 126 
Table 5.12  Variable Deletion Test - Traded and Non-traded Goods ...................................... 128 
Table 5.13  RMSE and AGS Test - Traded and Non-traded Goods ........................................ 129 
Table 5.14  Additional Hypothesis Testing - Traded and Non-traded Goods .......................... 129 
Table 5.15    Direction Accuracy and Hypothesis Testing - Traded and Non-traded goods ....... 130 
Table 5.16  ARMSE - Traded and Non-traded Goods ............................................................ 130 
Table 5.17  Profitability and Hypothesis Testing - Traded and Non-traded Goods .................. 130 
Table 5.18  Comparison to Perfect Forecast - Traded and Non-traded Goods ......................... 131 
Table 5.19  Test for Validity of Symmetry Restrictions ......................................................... 131 
Table 5.20   RMSE and AGS Test - Symmetry Restrictions Relaxed ...................................... 132 
Table 5.21  Diebold-Mariano Test - Symmetry Restrictions Relaxed ..................................... 132 
Table 5.22    Direction Accuracy and Hypothesis Testing - Symmetry Restrictions  
 Relaxed ............................................................................................................... 136 
Table 5.23 ARMSE - Symmetry Restrictions Relaxed .......................................................... 137 
Table 5.24  Mean Returns and Hypothesis Testing - Symmetry Restrictions Relaxed ............ 137 
Table 5.25  Proportion of Positive Returns and Hypothesis Testing - Symmetry Restrictions 
Relaxed ............................................................................................................... 138 
Table 5.26  Sharpe Ratio - Symmetry Restrictions Relaxed ................................................... 138 
Table 5.27  Fair-Shiller Test - Symmetry Restrictions Relaxed .............................................. 139 
Table 5.28  Comparison to Perfect Forecast - Symmetry Restrictions Relaxed ....................... 139 
Table 5.28 AGS Test - Estimated Coefficients and t-statistics - Post Keynesian Flow  
 Model.................................................................................................................. 144 
Table 5.29 AGS Test - Estimated Coefficients and t-statistics - Symmetry Restrictions 
Relaxed ............................................................................................................... 144 
Table 6.1  Significance of Error Correction Term - CAD/AUD ............................................ 151 
Table 6.2  Significance of Error Correction Term - GBP/AUD ............................................ 151 
Table 6.3  Significance of Error Correction Term - CAD/GBP............................................. 152 
Table 6.4  Significance of Error Correction Term - CAD/USD ............................................ 152 
Table 6.5  Significance of Error Correction Term - GBP/USD ............................................. 152 
  
ix 
 
Table 6.6  Significance of Error Correction Term - GBP/JPY .............................................. 153 
Table 6.7  Variable Deletion Test - ECM ............................................................................. 154 
Table 6.8  RMSE, AGS Test and ARMSE Results - ECM ................................................... 157 
Table 6.9  Diebold-Mariano Test - ECM  ............................................................................. 158 
Table 6.10  Direction Accuracy and Hypothesis Testing - ECM............................................. 159 
Table 6.11  P-T Test - ECM ................................................................................................... 160 
Table 6.12  Mean returns and Hypothesis Testing - ECM  ..................................................... 161 
Table 6.13  Proportion of Positive Returns and Hypothesis Testing - ECM ............................ 162 
Table 6.14  Sharpe Ratio - ECM ............................................................................................ 162 
Table 6.15  Fair-Shiller Test - ECM ....................................................................................... 163 
Table 6.16  Comparison to Perfect Forecast - ECM ............................................................... 164 
Table 6.17   AGS Test - Estimated Coefficients and t-statistics ............................................... 167 
Table 7.1  RMSE and AGS Hypothesis Testing – VAR ....................................................... 176 
Table 7.2  Diebold-Mariano Test – VAR ............................................................................. 176  
Table 7.3  Direction Accuracy and Hypothesis Testing - VAR ............................................. 177 
Table 7.4  P-T Test - VAR ................................................................................................... 178 
Table 7.5  ARMSE - VAR ................................................................................................... 178 
Table 7.6  Mean Returns and Hypothesis Testing - VAR  .................................................... 179 
Table 7.7  Proportion of Positive Returns and Hypothesis Testing - VAR ............................ 179 
Table 7.8 Sharpe Ratio - VAR ............................................................................................ 180 
Table 7.9 Fair-Shiller Test - VAR ....................................................................................... 181 
Table 7.10  Comparison to Perfect Forecast - VAR ................................................................ 182 
Table 7.11   AGS Test - Estimated Coefficients and t-statistics ............................................... 187 
Table 8.1  RMSE and AGS Hypothesis Testing - Alterations to Estimation  
 Window .............................................................................................................. 195 
Table 8.2  Diebold-Mariano Test - Alterations to Estimation Window ................................. 196 
Table 8.3  Direction Accuracy and Hypothesis Testing - Alterations to Estimation  
 Window .............................................................................................................. 197 
Table 8.4  P-T Test - Alterations to Estimation Window ...................................................... 198 
Table 8.5  ARMSE - Alterations to Estimation Window ...................................................... 198 
Table 8.6  Mean Returns and Hypothesis Testing - Alterations to Estimation Window......... 199 
Table 8.7  Proportion of Positive Returns and Hypothesis Testing - Alterations to 
Estimation Window ............................................................................................. 200 
Table 8.8  Sharpe Ratio - Alterations to Estimation Window................................................ 201 
  
x 
 
Table 8.9  Fair-Shiller Test - Alterations to Estimation Window .......................................... 202 
Table 8.10  Comparison to Perfect Forecast - Alterations to Estimation Window ................... 205 
Table 8.11  RMSE and AGS Hypothesis Testing - Alterations to Forecasting Window .......... 207 
Table 8.12  Diebold-Mariano Test - Alterations to Forecasting Window ................................ 208 
Table 8.13  Direction Accuracy Hypothesis Testing - Alterations to Forecasting Window ..... 209 
Table 8.14  P-T Test - Alterations to Forecasting Window ..................................................... 209 
Table 8.15  ARMSE - Alterations to Forecasting Window ..................................................... 210 
Table 8.16  Mean Returns and Hypothesis Testing - Alterations to Forecasting  
 Window .............................................................................................................. 211 
Table 8.17  Proportion of Positive Returns and Hypothesis Testing - Alteration to Forecast 
Window .............................................................................................................. 212 
Table 8.18  Sharpe Ratio - Alterations to Forecasting Window .............................................. 213 
Table 8.19  Fair-Shiller Test - Alterations to Forecasting Window ......................................... 214 
Table 8.20 Comparison to Perfect Forecast - Alterations to Forecasting Window .................. 216 
Table 8.21  RMSE and AGS Hypothesis Testing - Alterations to Split in Forecasting and 
Estimation Window ............................................................................................. 219 
Table 8.22  Diebold-Mariano Test - Alterations to Split in Forecasting and Estimation 
Window .............................................................................................................. 220 
Table 8.23  Direction Accuracy and Hypothesis Testing - Alterations to Split in Forecasting 
and Estimation Window ...................................................................................... 221 
Table 8.24  P-T Test - Alterations to Split in Forecasting and Estimation Window ................ 222 
Table 8.25  ARMSE - Alterations to Split in Forecasting and Estimation Window ................. 222 
Table 8.26  Mean Returns and Hypothesis Testing - Alterations to Split in Forecasting and 
Estimation Window ............................................................................................. 223 
Table 8.27  Proportion of Positive Returns and Hypothesis Testing - Alterations to Sample  
 Split .................................................................................................................... 224 
Table 8.28  Sharpe Ratio - Alterations to Split in Forecasting and Estimation  
 Window .............................................................................................................. 2265 
Table 8.29  Fair-Shiller Test - Alterations to Split in Forecasting and Estimation  
 Window .............................................................................................................. 226 
Table 8.30  Comparison to Perfect Forecast - Alterations to Split in Forecasting and   
 Estimation Window ............................................................................................. 228 
Table 8.31   AGS Test - Estimated Coefficients and t-statistics - Alterations to  
 Estimation Window ............................................................................................. 236 
  
xi 
 
Table 8.32   AGS Test - Estimated Coefficients and t-statistics - Alterations to  
 Forecasting Window ........................................................................................... 236 
Table 8.33   AGS Test - Estimated Coefficients and t-statistics - Alterations to  
 Split in Forecasting and Estimation Window ....................................................... 237 
Table 9.1  Non-nested Model Selection Test - Random Walk Inflationary Expectations ...... 243 
Table 9.2  RMSE and AGS Test - Random Walk Inflationary Expectations ......................... 246 
Table 9.3  Diebold-Mariano Test - Random Walk Inflationary Expectations ........................ 246 
Table 9.4  Direction Accuracy and Hypothesis Testing - Random Walk Inflationary 
Expectations ........................................................................................................ 247 
Table 9.5 P-T Test - Random Walk Inflationary Expectations ............................................. 248 
Table 9.6 ARMSE - Random Walk Inflationary Expectations ............................................. 248 
Table 9.7  Mean Returns and Hypothesis Testing - Random Walk Inflationary  
 Expectations ........................................................................................................ 249 
Table 9.8  Proportion of Positive Returns and Hypothesis Testing - Random Walk 
Inflationary Expectations ..................................................................................... 249 
Table 9.9  Sharpe Ratio - Random Walk Inflationary Expectations ...................................... 250 
Table 9.10  Fair-Shiller Test - Random Walk Inflationary Expectations ................................. 251 
Table 9.11  Comparison to Perfect Forecast - Random Walk Inflationary Expectations.......... 252 
Table 9.12  Non-nested Model Selection Test - Weighted Average Inflationary  
 Expectations ........................................................................................................ 254 
Table 9.13  RMSE and AGS test - Weighted Average Inflationary Expectations .................... 257 
Table 9.14  Diebold-Mariano Test - Weighted Average Inflationary Expectations ................. 257 
Table 9.15  Direction Accuracy and Hypothesis Testing - Weighted Average Inflationary 
Expectations ........................................................................................................ 258 
Table 9.16  P-T Test - Weighted Average Inflationary Expectations ...................................... 258 
Table 9.17  ARMSE - Weighted Average Inflationary Expectations ...................................... 259 
Table 9.18 Mean Returns and Hypothesis Testing - Weighted Average Inflationary  
 Expectations ........................................................................................................ 260 
Table 9.19  Proportion of Positive Returns and Hypothesis Testing - Weighted Average 
Inflationary Expectations ..................................................................................... 260 
Table 9.20  Sharpe Ratio - Weighted Average Inflationary Expectations................................ 261 
Table 9.21  Fair-Shiller Test - Weighted Average Inflationary Expectations .......................... 262 
Table 9.22  Comparison to Perfect Forecast - Weighted Average Inflationary Expectations ... 264 
Table 9.23  Non-nested Model Selection Test - Moving Average Inflationary Expectations ... 265 
  
xii 
 
Table 9.24  RMSE and AGS Test - Moving Average Inflationary Expectations ..................... 268 
Table 9.25  Diebold-Mariano Test - Moving Average Inflationary Expectations .................... 269 
Table 9.26  Direction Accuracy and Hypothesis Testing - Moving Average Inflationary 
Expectations ........................................................................................................ 269 
Table 9.27  P-T Test - Moving Average Inflationary Expectations ......................................... 270 
Table 9.28  ARMSE - Moving Average Inflationary Expectations ......................................... 270 
Table 9.29  Mean Returns and Hypothesis Testing - Moving Average Inflationary 
Expectations ........................................................................................................ 271 
Table 9.30  Proportion of Positive Returns and Hypothesis Testing - Moving Average 
Inflationary Expectations ..................................................................................... 271 
Table 9.31  Sharpe Ratio - Moving Average Inflationary Expectations .................................. 272 
Table 9.32  Fair-Shiller Test - Moving Average Inflationary Expectations ............................. 273 
Table 9.33  Comparison to Perfect Forecast - Moving Average Inflationary Expectations ...... 274 
Table 9.34  Non-nested Model Selection Test - GDL Inflationary Expectations ..................... 274 
Table 9.35  RMSE and AGS Test - GDL Inflationary Expectations ....................................... 279 
Table 9.36  Diebold-Mariano Test - GDL Inflationary Expectations ...................................... 279 
Table 9.37  Direction Accuracy and Hypothesis Testing - GDL Inflationary Expectations ..... 280 
Table 9.38  P-T Test - GDL Inflationary Expectations ........................................................... 280 
Table 9.39  ARMSE - GDL Inflationary Expectations ........................................................... 281 
Table 9.40  Mean Returns and Hypothesis Testing - GDL Inflationary Expectations .............. 282 
Table 9.41  Proportion of Positive Returns and Hypothesis Testing - GDL Inflationary 
Expectations ........................................................................................................ 282 
Table 9.42 Sharpe Ratio - GDL Inflationary Expectations..................................................... 283 
Table 9.43  Fair-Shiller Test - GDL Inflationary Expectations ............................................... 284 
Table 9.44  Comparison to Perfect Forecast - GDL Inflationary Expectations ........................ 285 
Table 9.45   AGS Test - Estimated Coefficients and t-statistics - Random Walk Inflationary 
Expectations ........................................................................................................ 285 
Table 9.46   AGS Test - Estimated Coefficients and t-statistics - Weighted Average 
Inflationary Expectations ..................................................................................... 288 
Table 9.47   AGS Test - Estimated Coefficients and t-statistics - Moving Average 
Inflationary Expectations ..................................................................................... 289 
Table 9.48   AGS Test - Estimated Coefficients and t-statistics - GDL Inflationary 
Expectations ........................................................................................................ 289 
 
  
xiii 
 
LIST OF FIGURES 
 
Figure 2.1  Time Plots - Frenkel-Bilson - 1 Month Forecasting Horizon ................................. 31 
Figure 2.2  Time Plots -Dornbusch-Frankel - 1 Month Forecasting Horizon ........................... 32 
Figure 2.3  Time Plots -Hooper-Morton - 1 Month Forecasting Horizon ................................ 33 
Figure 2.4  Time Plots -Frenkel-Bilson - 12 Month Forecasting Horizon ................................ 34 
Figure 2.5  Time Plots -Dornbusch-Frankel - 12 Month Forecasting Horizon ......................... 35 
Figure 2.6  Time Plots - Hooper-Morton - 12 Month Forecasting Horizon.............................. 36 
Figure 2.7  Time Plots - Frenkel-Bilson - 3 Month Forecasting Horizon ................................. 42 
Figure 2.8  Time Plots - Dornbusch-Frankel - 3 Month Forecasting Horizon .......................... 43 
Figure 2.9  Time Plots - Hooper-Morton - 3 Month Forecasting Horizon ............................... 44 
Figure 2.10 Time Plots - Frenkel-Bilson - 6 Month Forecasting Horizon ................................. 45 
Figure 2.11  Time Plots- Dornbusch-Frankel - 6 Month Forecasting Horizon ........................... 46 
Figure 2.12  Time Plots -Hooper-Morton - 6 Month Forecasting Horizon ................................ 47 
Figure 3.1 Prediction-Realisation Diagrams - Frenkel-Bilson - 1 Month Forecasting 
Horizon ................................................................................................................ 74 
Figure 3.2 Prediction-Realisation Diagrams - Frenkel-Bilson - 12 Month Forecasting 
Horizon ................................................................................................................ 75 
Figure 3.3 Prediction-Realisation Diagrams - Dornbusch-Frankel - 1 Month Forecasting 
Horizon ................................................................................................................ 76 
Figure 3.4 Prediction-Realisation Diagrams - Dornbusch-Frankel - 12 Month Forecasting 
Horizon ................................................................................................................ 77 
Figure 3.5 Prediction-Realisation Diagrams - Hooper-Morton - 1 Month Forecasting 
Horizon ................................................................................................................ 78 
Figure 3.6 Prediction-Realisation Diagrams - Hooper-Morton - 12 Month Forecasting 
Horizon ................................................................................................................ 79 
Figure 3.7  Prediction-Realisation Diagrams - Frenkel-Bilson - 3 Month Forecasting 
Horizon ................................................................................................................ 83 
Figure 3.8  Prediction-Realisation Diagrams - Dornbusch-Frankel - 3 Month Forecasting 
Horizon ................................................................................................................ 84 
Figure 3.9  Prediction-Realisation Diagrams - Hooper-Morton - 3 Month Forecasting 
Horizon ................................................................................................................ 85 
Figure 3.10  Prediction-Realisation Diagrams - Frenkel-Bilson - 6 Month Forecasting 
Horizon ................................................................................................................ 86 
  
xiv 
 
Figure 3.11  Prediction-Realisation Diagrams - Dornbusch-Frankel - 6 Month Forecasting 
Horizon ................................................................................................................ 87 
Figure 3.12  Prediction-Realisation Diagrams - Hooper-Morton - 6 Month Forecasting 
Horizon ................................................................................................................ 89 
Figure 4.1  Time Plots - Frenkel-Bilson TVP ......................................................................... 95 
Figure 4.2  Time Plots - Dornbusch-Frankel TVP................................................................... 96 
Figure 4.3  Time Plots - Hooper-Morton TVP ........................................................................ 97 
Figure 4.4 Prediction-Realisation Diagrams - Frenkel-Bilson – TVP ................................... 105 
Figure 4.5 Prediction-Realisation Diagrams - Dornbusch-Frankel - TVP ............................. 106 
Figure 4.6 Prediction-Realisation Diagrams - Hooper-Morton - TVP .................................. 107 
Figure 5.1  Time Plots - Post Keynesian Flow Model ........................................................... 122 
Figure 5.2  Prediction-Realisation Diagrams - Post Keynesian Flow Model ......................... 127 
Figure 5.3  Time Plots and Prediction-Realisation Diagram - Traded and Non-traded  
 Goods ................................................................................................................. 128 
Figure 5.4  Time Plots - Frenkel-Bilson- Symmetry Restrictions Relaxed ............................ 133 
Figure 5.5 Time Plots - Dornbusch-Frankel - Symmetry Restrictions Relaxed ..................... 134 
Figure 5.6  Time Plots - Hooper-Morton - Symmetry Restrictions Relaxed .......................... 135 
Figure 5.7  Prediction-Realisation Diagrams - Frenkel-Bilson - Symmetry Restrictions 
Relaxed .............................................................................................................. 140 
Figure 5.8  Prediction-Realisation Diagrams - Dornbusch-Frankel - Symmetry Restrictions 
Relaxed .............................................................................................................. 141 
Figure 5.9  Prediction-Realisation Diagrams - Hooper-Morton - Symmetry Restrictions 
Relaxed .............................................................................................................. 142 
Figure 6.1  Time Plots - ECM .............................................................................................. 155 
Figure 6.2  Prediction-Realisation Diagrams - ECM ............................................................. 165 
Figure 7.1  Time Plots - Frenkel-Bilson ................................................................................ 173 
Figure 7.2  Time Plots - Dornbusch-Frankel ......................................................................... 174 
Figure 7.3  Time Plots - Hooper-Morton .............................................................................. 175 
Figure 7.4  Prediction-Realisation Diagrams - Frenkel-Bilson .............................................. 183 
Figure 7.5  Prediction-Realisation Diagrams - Dornbusch-Frankel ....................................... 184 
Figure 7.6  Prediction-Realisation Diagrams - Hooper-Morton ............................................. 185 
Figure 8.1  Time Plots - Alterations to Estimation Window 1991(7) - 2001(6) ..................... 194 
Figure 8.2  Prediction-Realisation Diagrams - Alterations to Estimation Window 1991(7) – 
2001(6) .............................................................................................................. 204 
  
xv 
 
Figure 8.3  Time Plots - Alterations to Forecasting Window 2001(7) - 2003(6) .................... 206 
Figure 8.4  Prediction-Realisation Diagrams - Alterations to Forecasting Window 2001(7) 
- 2003(6) ............................................................................................................ 215 
Figure 8.5  Time Plots - Alterations to Split in Forecasting and Estimation Window Est: 
84(1)-09(6) For: 09(7)-11(6) .............................................................................. 217 
Figure 8.6  Prediction-Realisation Diagrams - Alterations to Split in Forecasting and 
Estimation Window Est: 84(1)-09(6) For: 09(7)-11(6) ........................................ 227 
Figure 8.7  Time Plots - Alterations to Estimation Window 1989(7) - 2001(6) ..................... 230 
Figure 8.8  Prediction-Realisation Diagrams - Alterations to Estimation Window 1989(7) - 
2001(6) .............................................................................................................. 231 
Figure 8.9  Time Plots - Alterations to Forecasting Window 2001(7) - 2006(6) .................... 232 
Figure 8.10  Prediction-Realisation Diagrams - Alterations to Forecasting Window 2001(7) 
- 2006(6) ............................................................................................................ 233 
Figure 8.11  Time Plots - Alterations to Split in Forecasting and Estimation Window Est: 
1984(1)-2006(6) For: 2006(7)-2011(6) ............................................................... 234 
Figure 8.12  Prediction-Realisation Diagrams - Alterations to Split in Forecasting and 
Estimation Window Est: 1984(1)-2006(6) For: 2006(7)-2011(6) ........................ 235 
Figure 9.1 Time Plots - Dornbusch-Frankel - Random Walk Inflationary Expectations ....... 244 
Figure 9.2 Time Plots - Hooper-Morton - Random Walk Inflationary Expectations ............. 245 
Figure 9.3 Prediction-Realisation Diagrams - Dornbusch-Frankel - Random Walk 
Inflationary Expectations .................................................................................... 252 
Figure 9.4 Prediction-Realisation Diagrams - Hooper-Morton - Random Walk Inflationary 
Expectations ....................................................................................................... 253 
Figure 9.5 Time Plots - Dornbusch-Frankel - Weighted Average Inflationary Expectations . 255 
Figure 9.6 Time Plots - Hooper-Morton- Weighted Average Inflationary Expectations ....... 256 
Figure 9.7 Prediction-Realisation Diagrams - Dornbusch-Frankel Weighted Average 
Inflationary Expectations .................................................................................... 263 
Figure 9.8 Prediction-Realisation Diagrams - Hooper-Morton - Weighted Average 
Inflationary Expectations .................................................................................... 263 
Figure 9.9 Time Plots - Dornbusch-Frankel - moving average Inflationary Expectations ..... 266 
Figure 9.10 Time Plots - Hooper-Morton- Moving Average Inflationary Expectations .......... 267 
Figure 9.11 Prediction-Realisation Diagrams - Dornbusch-Frankel- Weighted Average 
Inflationary Expectations .................................................................................... 274 
  
xvi 
 
Figure 9.12 Prediction-Realisation Diagrams - Hooper-Morton - Weighted Average 
Inflationary Expectations .................................................................................... 275 
Figure 9.13 Time Plots - Dornbusch-Frankel - GDL Inflationary Expectations ...................... 277 
Figure 9.14 Time Plots - Hooper-Morton- GDL Inflationary Expectations ............................ 278 
Figure 9.15 Prediction-Realisation Diagrams - Dornbusch-Frankel- GDL Inflationary 
Expectations ....................................................................................................... 285 
Figure 9.16 Prediction-Realisation Diagrams - Hooper-Morton - GDL Inflationary 
Expectations ....................................................................................................... 286 
Figure A.1 Time Plots of Exchange Rates ................................................................................ 308 
Figure A.2 Time Plots of Money Supplies ................................................................................ 309 
Figure A.3 Time Plots of Interest Rates .................................................................................... 310 
Figure A.4 Time Plots of Inflation ............................................................................................ 311 
Figure A.5 Time Plots of Industrial Production ........................................................................ 312 
Figure A.6 Time Plots of Trade Balance ................................................................................... 313 
 
 
  
 
 
  
  
xvii 
 
CURRENCY SYMBOLS 
 
The following are the three-letter symbols of the currencies used in this study: 
 
AUD  Australian dollar 
CAD  Canadian dollar 
CHF  Swiss Franc 
DEM German Mark 
EUR Euro 
FFR  French Franc 
GBP  British pound 
ITL  Italian Lira 
JPY  Japanese yen 
MEX Mexican Peso 
USD  US dollar 
  
  
xviii 
 
ABSTRACT 
 
In 1983, Meese and Rogoff published empirical results concluding that the naïve random 
walk model cannot be outperformed in out-of-sample forecasting. Over the past 30 years, a 
comprehensive body of literature dedicated to unravelling what is now known as the Meese-
Rogoff “puzzle” has been unsuccessful in overturning these results. It is now widely accepted 
that exchange rate models cannot outperform a naïve random walk model in out-of-sample 
forecasting. This conclusion continues to puzzle economists and the results are yet to be 
overturned. 
 
The importance of reconsidering this puzzle is threefold. First, the puzzle challenges the 
foundations of international macroeconomics. Second, the puzzle stands in stark contrast to 
commercial reality, where profit maximising firms pay for professionally generated forecasts, 
rather than utilise the costless random walk forecasts. Third, resolving the puzzle has become 
increasingly important in the contemporary economic environment where a better 
understanding of exchange rate movements is vital for business and policy makers. 
 
The purpose of this study is to reconsider the Meese-Rogoff puzzle by comprehensively 
reviewing the reasons suggested in the literature for the superior performance of the naïve 
random walk model. This includes simultaneous equations bias, sampling errors, stochastic 
movements in the model parameters, model misspecification, failure to account for non-
linearities and improper modelling of expectations. This study is distinguishable from 
previous work because it considers the possibility that assessing forecasting accuracy 
exclusively by the magnitude of forecasting error could explain the puzzle. This as a potential 
explanation for the Meese-Rogoff puzzle is mostly overlooked in the literature.  
 
This study demonstrates that the naïve random walk model cannot be outperformed by 
exchange rate models in terms of the magnitude of forecasting error. Incorporating stochastic 
movements in the underlying parameters does improve the forecasting accuracy of the model. 
However, the models cannot produce a numerically smaller magnitude of error that is also 
statistically different from that of the random walk. Consideration of sampling error, model 
misspecification and modelling expectations yields similar results. Although forecasting 
accuracy improves when the model specification is altered to take into account simultaneous 
equation bias and non-linearities, these findings are discounted on the basis that dynamic 
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model specifications introduce a random walk component. In contrast, exchange rate models 
outperform the random walk when forecasting accuracy is assessed by measures that do not 
rely exclusively on the magnitude of error. These include direction accuracy, proximity to 
perfect forecast and measures that take into account magnitude and direction of error.  
 
The findings prove that the random walk cannot be outperformed when forecasting accuracy 
is assessed by the magnitude of error. This result, however, should not be considered a 
“puzzle”. Exchange rate models are “black box” processes and cannot explain how exchange 
rate volatility is driven by different expectations about macroeconomic fundamentals through 
order flows. Although the findings firmly establish that the naïve model is unbeatable in 
terms of the magnitude of forecasting error, this does not mean the random walk model 
produces superior forecasts. The proposition that the random walk cannot be outperformed by 
the monetary models is overturned when forecasting accuracy is assessed by alternative 
measures.  
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CHAPTER ONE 
 
INTRODUCTION 
CHAPTER ONE: INTRODUCTION 
1.1 Background 
 
In 1983, Meese and Rogoff published empirical results demonstrating that the random walk 
cannot be outperformed by exchange rate models in terms of the magnitude of error in an out-
of-sample forecasting exercise. The results stimulated significant research in the area, and 
several attempts have been made to overturn the results using a variety of data, sample 
periods, methodologies and model specifications. Most of these attempts have, however, 
either been unsuccessful or fraudulent in their claims of success (in that appropriate testing is 
not conducted, or an augmented random walk component is introduced to the model). The 
conclusion that is now widely held by the profession is that the random walk cannot be 
outperformed in forecasting exchange rates and that exchange rate models have little to no 
explanatory power. This is what is now commonly known as the Meese-Rogoff “puzzle”.  
 
Several explanations have been put forward for this empirical outcome. In their original 
study, Meese and Rogoff (1983a) suggest that their findings might be attributable to 
econometric problems, including simultaneous equations bias, sampling errors, stochastic 
movements in the true underlying parameters, model misspecification, the failure to account 
for non-linearities and the proxies used for inflationary expectations. Many economists 
support the model inadequacy theory that structural exchange rate models do not provide a 
valid representation of exchange rate behaviour in practice (for example, Cheung and Chinn, 
1998).  
 
The main reason underpinning the Meese-Rogoff puzzle has, however, been overlooked in 
the literature. Assessing forecasting accuracy exclusively by the magnitude of the forecasting 
error may explain why the random walk cannot be outperformed. When forecasting accuracy 
is assessed by a broader range of forecasting accuracy measures, the Meese and Rogoff 
findings can be overturned. The purpose of this study is to reconsider the Meese-Rogoff 
puzzle by utilising a wider range of forecasting accuracy measures that do not rely 
exclusively on the magnitude of error. The main proposition is that exchange rate models 
have some explanatory power and can outperform the random walk in out-of-sample 
forecasting when forecasting accuracy is assessed by measures that take into account more 
than just the magnitude of the forecasting error. 
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1.2 The Meese-Rogoff Puzzle 
 
In their original study, Meese and Rogoff (1983a) set out to analyse the relationship between 
nominal exchange rates and contemporaneous macroeconomic fundamentals. They use a 
variety of models including a univariate time series model, the forward rate, a naïve random 
walk model, an unconstrained vector autoregression and a variety of structural exchange rate 
models. The monetary models of exchange rate determination are the Frenkel-Bilson (flexible 
price monetary model), Dornbusch-Frankel (sticky-price monetary model) and Hooper-
Morton models (sticky-price monetary model incorporating current account effects). The 
sample consists of monthly data spanning the period 1973 to 1981, for three different 
bilateral exchange rates (USD/DEM, USD/JPY and USD/GBP).  
 
The log of these exchange rates is regressed on the macroeconomic variables of the models 
using various techniques, including ordinary least squares (OLS), generalised least squares 
(GLS)1, and Fair’s (1970) instrumental variables technique (IV)2. A rolling regression with a 
fixed sample size generates out-of-sample forecasts from 1976 to 1981. These models are 
estimated using actual future values of the independent variables (rather than forecasting 
them) to provide the model with the maximum forecasting ability.  
 
The forecasts generated by the models are compared against those of the naïve random walk 
(with and without drift). On the basis of a numerical comparison of the value of the mean 
absolute error (MAE), mean square error (MSE) and root mean square error (RMSE), Meese 
and Rogoff conclude the random walk cannot be outperformed in forecasting exchange rates. 
However, no formal testing of the statistical difference in these measures is performed. In 
their follow up study, Meese and Rogoff (1983b) appear to diminish the strength of their 
original conclusion by stating that the random walk performs “as well as” the structural 
models.  
 
Meese and Rogoff (1983a) did not test for the formal significance of the difference between 
the RMSE of the model and the random walk (which can be done using the AGS test as 
suggested by Ashley et al., 1980). However, Rogoff himself actually suggests that recent 
                                               
 
1
 To correct for serial correlation in the error term. 
2
 To correct for simultaneous equation bias. 
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claims of outperforming the random walk results from a failure to check robustness with 
respect to alternative out-of-sample tests (Rogoff and Stavrakeva, 2008). This stands in stark 
contrast to the original Meese and Rogoff study which fails to check the robustness of their 
findings using the AGS test or otherwise. 
 
These findings have been discussed widely by the profession for over 30 years. Several 
explanations are put forward for the failure of exchange rate models to outperform the 
random walk in an out-of-sample forecasting exercise. The empirical failure of the models is 
attributed to either theoretical or econometric problems (Neely and Sarno, 2002).  In their 
original study, Meese and Rogoff (1983a) attribute their findings to five main econometric 
problems. These are simultaneous equations bias, sampling errors, stochastic movements in 
the true underlying parameters, improper modelling of expectations, model misspecification 
and failure to account for non-linearities. Cheung and Chinn (1998) attribute the puzzle to 
theoretical problems (that is, exchange rate models provide an inadequate explanation of 
exchange rate behaviour).   
 
Despite lengthy discussions and debates about why the random walk cannot be outperformed, 
the Meese-Rogoff results have proven to be robust to the countless attempts made to overturn 
them. Although the majority of the profession contend that the monetary model has little 
explanatory or forecasting power (see, for example, Campbell and Clarida, 1987; Flood and 
Rose, 1985; and Fair, 1999), there is a general acceptance that economic fundamentals 
influence exchange rates “at least under some conditions” (Thoma, 2008). The puzzle raised 
by Meese and Rogoff, however, remains controversial.  
 
Almost 30 years on, the Meese and Rogoff result is yet to be comprehensively overturned. It 
is typically argued that the Meese-Rogoff findings constitute a puzzle and a serious weakness 
in the field. For example, Abhyankar et al. (2005) describe the Meese-Rogoff findings as a 
“major puzzle in international finance”. Evans and Lyons (2005b) comment that the Meese-
Rogoff finding “has proven robust over the decades” despite it being “the most researched 
puzzle in international macroeconomics” (Evans and Lyons, 2005a). Fair (2008) describes 
exchange rate equations as “not the pride of open economy macroeconomics” and contends 
that the “general view still seems pessimistic”. Engel et al. (2008) summarise the current state 
of affairs by stating that the “explanatory power of these models is essentially zero”.  
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Many economists consider the Meese and Rogoff findings to have had a damaging impact on 
international economics and finance. Frankel and Rose (1995) argue that the puzzle has a 
“pessimistic effect” on the field of exchange rate modelling in particular and international 
finance in general. Bacchetta and van Wincoop (2006) describe the “puzzle” as most likely 
the major weakness of international macroeconomics. Neely and Sarno (2002) consider the 
Meese and Rogoff conclusion to be a “devastating critique” of the monetary approach to 
exchange rate determination and to have “marked a watershed in exchange rate economics”. 
The importance of resolving this puzzle can, therefore, not be overstated.  
 
1.3 Motivation  
 
The primary objective of this study is to reconsider the Meese-Rogoff puzzle. The study 
considers each of the possible reasons suggested in the literature and tests whether or not this 
can account for the inability of exchange rate models to outperform the random walk. What 
distinguishes this research from the existing literature is that forecasting accuracy is assessed 
by a broader range of measures that do not rely exclusively on the magnitude of the 
forecasting error. The main proposition to be tested is whether or not the random walk is truly 
unbeatable in forecasting exchange rates out of sample.  
 
Significant advancements in econometrics and the availability of data have encouraged a 
wide body of research into exchange rates. Despite this, a robust explanation for the Meese-
Rogoff puzzle has yet to be found. Although this body of research has improved our 
understanding of exchange rate behaviour and determination, “a number of challenges and 
questions remain” (Neely and Sarno, 2002). One of the greatest challenges is the generally 
accepted view that the Meese-Rogoff findings represent a puzzle and that the random walk 
cannot be outperformed in forecasting exchange rates out of sample.  
 
Although some economists claim to outperform the random walk in out-of-sample 
forecasting, the Meese-Rogoff puzzle has remained robust over the years. Such studies can be 
criticised because they lack robustness, do not conduct appropriate statistical testing of the 
results, or utilise a fallacious algebraic transformations (effectively introducing a random 
walk component into the model). Despite these criticisms, “recent work argues that it is still 
possible - albeit difficult - to beat a random walk” (Faust et al., 2003). The question still 
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remains: why is the naïve random walk model so difficult to beat in out-of-sample forecasting 
of exchange rates.  
 
This study is founded on one central proposition. Forecasting accuracy should be assessed by 
reference to its purpose. Exchange rates forecasts inform financial decision making, and 
therefore the accuracy of exchange rate forecasts should not be assessed solely by measures 
that only take into account the magnitude of the forecasting error. Relying entirely on such 
measures is inappropriate because a correct prediction of the direction of change may be as or 
even more important than the magnitude of the error. Furthermore, the ultimate test of 
forecasting power in this context is the ability to make profit by trading on the basis of the 
forecasts—hence an important criterion is profitability. The central proposition is whether or 
not the Meese and Rogoff results are robust when forecasting accuracy is assessed by 
measures that do not rely exclusively on the magnitude of forecasting error. 
 
1.4 Contributions of the Thesis 
 
This study will contribute to the literature by providing a holistic assessment of the potential 
causes for the superiority of the naïve random walk model, with an emphasis on alternative 
measures of forecasting accuracy. The main contribution is to provide evidence indicating 
that the random walk model can, in fact, be outperformed in forecasting exchange rates when 
forecasting accuracy is assessed by alternative measures. The study provides substantial 
evidence to overturn the Meese-Rogoff results and resolve a puzzle that has undermined the 
field of international macroeconomics and finance for almost 30 years.  
 
An important contribution is made by this study from academic, commercial and policy 
perspectives.3 It aims to bridge the disjunct between the academic realm – where the 
theoretical pillars of exchange rate models are highly questioned – and the commercial world, 
where profit maximising firms value and pay for professionally generated forecasts. If there 
is no value in the forecasts generated by exchange rate models, firms would simply rely on 
the free forecasts produced by the naïve random walk or the forward rate (that is, market 
based forecasting). As firms pay for professionally produced forecasts, there must exist some 
                                               
 
3
 See Wieland and Walters (2011) for a discussion of how forecasts are used in policy making.  
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value in using exchange rate models to forecasts exchange rates which is yet to be uncovered 
by the academic literature.  
 
From commercial and policy perspectives, the importance of being able to forecast accurately 
and understand movements in the exchange rate cannot be overstated. The exchange rate is 
arguably the single most important macroeconomic variable in an open economy and the 
contemporary international economic environment has elevated the importance of this 
measure to new heights (Moosa, 2000). Recent events, such as the global financial crisis, 
have “brought a new urgency to understand the factors that move exchange rates” (Thoma, 
2008). From a central bank perspective, exchange rate forecasts are needed to ensure that the 
expected exchange rate follows a path that is desirable by policy makers. Foreign exchange 
risk is important to the commercial world and increasingly features in commercial 
conversations. Resolving the puzzle is, therefore, important in the modern economic 
environment where a better understanding of exchange rate movements is vital for business 
and policy makers. 
 
1.5 The Structure of the Thesis 
 
The thesis will proceed as follows. Chapter 2 describes the data, exchange rate models and 
methodology to replicate the Meese-Rogoff study and generate the benchmark results for this 
study. Chapter 3 addresses the proposition that alternative measures of forecasting accuracy 
may explain the puzzle. Chapter 4 assesses the proposition that the puzzle can be explained 
by stochastic movements in the underlying parameters of the monetary models. In Chapter 5, 
non-linearities are examined using a non-linear error correction model. Simultaneous 
equation bias is addressed in Chapter 6 using vector autoregression. The possibility of 
sampling error is considered in Chapter 7. Issues around the modelling of expectations are 
analysed in Chapter 8. Chapter 9 deals with model misspecification. The conclusion is 
provided in Chapter 10.  
 
  
  
7 
 
CHAPTER TWO 
 
BENCHMARK FORECASTS 
CHAPTER TWO: BENCHMARK FORECASTS 
2.1  Introduction 
 
A reconsideration of the Meese-Rogoff puzzle commences with the replication of their 
methodology in order to generate benchmark forecasts. In this chapter, out-of-sample 
forecasts for a variety of exchange rates are generated using the naïve random walk model 
and three structural models. These models are the same as those originally employed by 
Meese and Rogoff (1983a). The accuracy of the forecasts generated by the model and naïve 
random walk model is assessed using the conventional methodology employed by Meese and 
Rogoff. 
 
2.2  Literature Review  
 
2.2.1 A General Review of the Literature 
 
Several economists replicate the Meese-Rogoff methodology (in terms of comparing the 
numerical value of the RMSE and reaching a conclusion about relative forecasting accuracy) 
and find evidence in support of the puzzle. Cheung et al. (2005) estimate four exchange rates 
(CAD/USD, GBP/USD, DEM/USD and JPY/USD) using the Dornbusch-Frankel model. The 
model is estimated using OLS and quarterly data, from 1973 to 2000. Unlike Meese and 
Rogoff, the model is specified in first differences and as an error correction model. The work 
is also distinguished from Meese and Rogoff’s as the statistical significance of the difference 
in the mean square errors is checked by applying the Diebold and Mariano (1995) test 
(hereafter, the Diebold-Mariano test). The results support the Meese-Rogoff puzzle: the 
random walk cannot be outperformed in terms of the magnitude of the forecasting error. 
However, Cheung et al. (2005) conclude that poor forecasting performance does not 
necessarily indicate the inability of the models to explain exchange rate behaviour.  
 
Other studies have reached the same conclusion as Meese and Rogoff, but are more rigorous 
in that the statistical difference in the magnitude of the forecasting error is tested. Using the 
same exchange rate, time periods and exchange rate models, Moosa and Burns (2013a) 
formally test for the statistical significance of the difference in the RMSE of the random walk 
and exchange rate model and find that the random walk cannot be outperformed. That is, the 
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RMSE of the random walk is numerically smaller and statistically different to that of the 
various monetary models.  
 
In contrast, some economists claim to outperform the random walk but similarly fail to test 
whether or not the difference in the magnitude of error is statistically significant. Anaraki 
(2007) replicates the Meese and Rogoff study for the G-7 currencies and shows that the 
random walk cannot be outperformed. This study uses the same three monetary models and 
assesses forecasting accuracy using the RMSE and MAE. However, the sample period is 
extended from 1973 up to 2005. Anaraki argues that the Meese-Rogoff puzzle is primarily 
attributable to the short time span of the data employed in their study (which may also 
explain the good in-sample predictability of the models in the original Meese and Rogoff 
study). However, the study undertaken by Anaraki (2007) suffers from a similar shortcoming 
as that of the Meese and Rogoff (1983a) study, in that the difference in the RMSE and MAE 
is not tested statistically.  
 
Some studies suggest that data frequency could impact the forecasting power of exchange 
rate models. Johnston and Sun (1997), using quarterly data, find evidence indicating that the 
random walk can be outperformed by exchange rate models that incorporate macroeconomic 
fundamentals such as output, inflation and interest rates. Likewise, Mark and Sul (2001) use 
quarterly data and produce model forecasts that have a numerically lower RMSE both in and 
out of sample compared to the random walk forecasts. They use a bootstrap technique to 
regress the long-horizon change in exchange rates on the current levels deviation from an 
equilibrium level. Mark and Sul (2001) find greater predictability in sample for CAD, DEM, 
FRAN and JPY vis-à-vis the USD. When forecasting accuracy is assessed out of sample, the 
model produces a numerically lower RMSE compared to the random walk in three of the four 
cases (excluding the CAD). They suggest that noise dominates the behaviour of exchange 
rates in the short-run, which gives rise to greater predictability at longer horizons, such that 
changes in the exchange rate are determined by macroeconomic fundamentals. However, this 
stands in contrast to Anaraki (2007) who suggests that one of the primary reasons the random 
walk cannot be outperformed is the use of annual or quarterly data and “many monetary 
variables adjust in intervals shorter than a quarter”.  
 
Lam et al. (2008) estimate a range of models for the EUR/USD, GBP/USD and JPY/USD 
using quarterly data from 1973 to 2007. These include purchasing power parity model, 
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uncovered interest rate parity model, sticky price monetary model, a model based on the 
Bayesian averaging technique and a combined model. For the EUR/USD and JPY/USD, the 
Dornbusch-Frankel model produces a numerically lower RMSE than the random walk. 
However, this is not the case for the GBP/USD. Overall, the economists conclude that 
depending on the currencies and forecasting horizons, the sticky-price model can outperform 
the random walk. The results also reveal that the combined forecast outperforms the random 
walk and generally yields better results than relying on a single model. Unfortunately, these 
findings are undermined because, like many studies, Lam et al. (2008) do not test formally 
for the difference in the RMSEs.  
 
Interestingly, it is Rogoff himself who suggests that recent claims of outperforming the 
random walk results from a failure to check the robustness with respect to alternative out-of-
sample tests (Rogoff and Stavrakeva, 2008). The same could be said about the original Meese 
and Rogoff study and its failure to check the robustness of their findings using the AGS test 
(Ashley et al., 1980) or otherwise. Likewise, Fair (2008) does not use the AGS or similar test, 
reaching the conclusion that the VAR model outperforms the random walk on the basis that 
the “RMSEs are noticeably smaller than the random walk”. Tawadros (2001) estimates the 
AUD/USD using a dynamic error correction model and a random walk model without drift. 
He claims to outperform the random walk without drift, based on a numerical comparison of 
the RMSEs without appropriate testing for whether or not the difference in the RMSEs is 
statistically significant.  
 
Only a few studies test the hypothesis that the difference in the magnitude of the RMSEs is 
statistically different and conclude that the random walk can be outperformed. Aarle et al. 
(2000) use vector error correction modelling to represent the exchange rates of the EUR 
against the USD, GBP, JPY and CHF. By generating out-of-sample forecasts for horizons 
ranging between one and 12 months, they find that the models outperform the random walk 
for the USD, GBP and JPY (over some horizons), but not in the case of the CHF. However, 
they correctly base their conclusion that some models outperform the random walk on the 
results of the Diebold-Mariano test, not merely on whether there is a numerical difference in 
the value of the RMSEs. Likewise, Chinn and Meese (1995) find an error correction 
specification of the monetary model outperforms the random walk without drift, at longer 
forecasting horizons. Unlike Meese and Rogoff, Chinn and Meese (1995) use the Diebold-
Mariano test to determine if the accuracy of the model and random walk forecasts is 
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statistically different. The ability to outperform the random walk in these studies is most 
likely due to the use of dynamic models that embody a random walk component.  
 
Mark (1995) is one of the few economists who formally test for the statistical significance of 
the difference in the RMSE of the model and random walk, rather than simply comparing the 
numerical values. He uses the Diebold-Mariano test to demonstrate that the random walk can 
be outperformed in terms of the magnitude of error for the FFR and JPY at the 1, 4, 8, 12 and 
16 quarter forecasting horizons, as well as the DEM at 12 and 16 quarter forecasting horizons 
(vis-à-vis the USD). The Diebold-Mariano test results consistently support out-of-sample 
predictive accuracy of the model (in that the model produces a statistically significantly 
smaller magnitude of error). For the CAD/USD, however, the random walk outperforms the 
model in all cases except the one month ahead forecasting horizon.  
 
2.2.2 Influence of the Forecasting Horizon 
 
Much of the literature points towards evidence that exchange rate models have greater 
predictability at longer horizons (two to four years) rather than shorter horizons (one month 
to one year) (Meese and Rogoff, 1983b; Mark, 1995, Engel et al., 2008; Chinn and Meese, 
1995; MacDonald, 1999; Alquist and Chinn, 2008). Following the publication of their highly 
cited paper, Meese and Rogoff (1983b) went on to explore whether or not the forecasting 
accuracy of exchange rate models improves at the three year forecasting horizon for the 
USD/DEM, USD/JPY, USD/GBP. Using the same structural models as in Meese and Rogoff 
(1983a) study, they find that the models produced a numerically lower RMSE than the 
random walk at the three year forecasting horizon. This study suffers from the same 
shortcoming as their original study, as no test for whether or not the difference in the RMSE 
of the model and random walk is statistically significant is performed.  
 
Tawadros (2001) examines the predictive power of the monetary model and similarly 
concludes that the forecasting performance improves at longer horizons. In his study, 
forecasts for AUD/USD are generated at the 1, 3, 6, 12, 18 and 24 month horizon. Using a 
dynamic error correction specification of the monetary model, Tawadros produces a 
numerically lower RMSE for all 6 forecasting horizons. However, the relationship between 
forecasting performance and the forecasting horizon is not linear. The RMSE falls as the 
horizon lengthens from 1 to 3 months but then subsequently increases from 3 to 6, 6 to 12, 
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and 18 to 24. Likewise, the RMSE of the random walk generally increases from 1 to 12 
months but then declines at the 18 and 24 month horizons. These results suggest that simply 
increasing the forecasting horizon will not consistently improve the forecasting performance 
of the exchange rate models. These results may also be attributable to the use of a dynamic 
specification model in this study.  
 
Several studies have identified a four year forecasting horizon as improving the forecasting 
accuracy of exchange rate models. Mark and Sul (2001) present evidence that long-horizon 
changes in the exchange rate are predictable using out-of-sample forecasting and quarterly 
data for four exchange rates. In three cases (DEM, FFR, JPY), the ratio of the RMSE of the 
model to the random walk halved from the 1 to 16 month forecasting horizon. Similar results 
are published by Mark (1995) and Chinn and Meese (1995) (who show greater predictability 
at three to four year horizons). The approach of Mark (1995), however, is heavily criticised 
by Kilian (1999) and by Berkowitz and Giorgianni (2001) in relation to stationarity of the 
data, robustness of the sample period, appropriate benchmark for comparison (that is, drift 
factor) and the use of revised rather than original data. Kilian and Taylor (2003) find that the 
in-sample predictability increases “dramatically” for seven OECD countries when the 
forecasting horizon is lengthened from one quarter to several years. However, the result is not 
robust as there is no such evidence indicating out-of-sample predictability.  Even if these 
results are robust, the usefulness of exchange rate forecasts at the four year ahead forecasting 
horizon for economic and financial decision making is questionable, no matter how accurate.  
 
Several studies demonstrate that stylised facts about exchange rates only hold in the long-run. 
As a result, models that are built upon these propositions will not perform well at shorter 
forecasting horizons. Using a UIP-based model of exchange rates, Flood and Rose (1999), 
show that exchange rate models can perform poorly in the short-run even if agents are 
perfectly rational. Likewise, Meredith and Chinn (1998) show that UIP performs better at 
longer horizons. Alquist and Chinn (2008) find support for the monetary model at longer 
horizons and argue the reason is that UIP conditions generally hold at longer horizons.  
 
Not all studies reinforce the proposition that the explanatory relationship between exchange 
rates and economic fundamentals holds only in the long-run. Cheung et al. (2005) consider 
various forecasting horizons, ranging from one to 20 quarters, but are unable to outperform 
the random walk. Berkowitz and Giorgianni (2001) find evidence of lower predictability at 
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longer horizons when forecasting exchange rates using an unrestricted VAR. Using a 
microeconomic based model, Evans and Lyons (2005b) examine forecasting horizons from 
one day to one month. The results of the Evans and Lyons study provide evidence of 
outperforming the random walk using order flows as the explanatory variable. As 
macroeconomic fundamental data are only available at lower frequencies of one month or 
greater, it is unclear whether or not the results of the Evans and Lyons study are attributable 
to the microeconomic based approach or shorter forecasting horizon.  
 
Despite the wealth of evidence suggesting that the size of the forecasting window will impact 
the performance of model forecasts, some economists take issue with this proposition. For 
instance, Kilian (1999) uses a Monte Carlo experiment to show that evidence of greater 
predictability at longer horizons is due to size distortion rather than power gains. That is, 
measures and tests of forecasting accuracy are more likely to find evidence of predictability 
at longer horizons even when there is none. 
 
2.2.3 Random Walk With or Without Drift 
 
In their original study, Meese and Rogoff (1983a) use the random walk model both with and 
without drift to predict changes in the exchange rate. No discussion is provided, however, as 
to why or under what conditions, one is preferable to the other. Faust et al. (2003) state that 
“it is a familiar fact in this literature that the random walk without drift outperforms the 
random walk with drift in forecasting” and that “the random walk without drift is a harder 
model to beat”. Rossi (2013) makes a similar remark that “the toughest benchmark is the 
random walk without drift”. 
 
However, this contention is rejected on two grounds. First, on the basis of direction accuracy 
a random walk without drift simply cannot outperform a random walk with drift for volatile 
time series such as bilateral exchange rates. The reason is that the random walk without drift 
predicts no change and therefore has no direction accuracy whatsoever, whereas the random 
walk with drift predicts the direction of change correctly on at least some occasions. Second, 
if the drift factor is significant then using a random walk without drift means that the naïve 
model suffers a loss of information relevant to predicting the dependent variable. Therefore, 
the proposition put forward by Faust et al. (2003) and Rossi (2013) is rejected entirely. 
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Engel and Hamilton (1990) argue that the random walk with drift is a more reasonable 
standard of comparison, if the drift term is significantly different from zero. In the study 
conducted by Engel (1994), using a random walk with or without drift as the benchmark 
makes no substantive difference to the results. However, this result may be specific to 
Engel’s study. For instance, Moosa and Burns (2013a) demonstrate that the choice between 
the random walk with and without drift can have important consequences in a forecasting 
exercise such as this. Likewise, Kilian (1999) finds that exchange rate predictability can 
increase or decrease if the benchmark is a random walk with drift, and particularly for shorter 
horizons. While Moosa and Burns (2013a) support the approach of Engel (1994) in testing 
for the statistical significance of the drift factor, they disagree on the impact on results 
depending on whether or not one uses the random walk with or without drift and support 
those of Kilian (1999). They argue that “if the random walk with drift is used when the drift 
factor is insignificant, the random walk will appear misleadingly better in forecasting the 
direction of change than it actually is” (Moosa and Burns, 2013a). A random walk with drift 
consistently predicts either a positive or negative change, and will therefore accurately 
predict the direction of change on some occasions.  
 
2.2.4 In-sample versus Out-of-sample Predictability 
 
At this stage, there is no consensus view in the literature about whether or not forecasting 
accuracy should be assessed in-sample or out-of-sample. The literature suggests that 
structural exchange rate models have greater explanatory power in-sample, as opposed to out-
of-sample, when compared to the random walk (Sarno and Taylor, 2002). However, this 
finding has been questioned on several grounds. Concerns about the apparent superiority of 
in-sample performance stems from four main propositions: structural breaks in the time 
series, data mining, reliability of hypothesis testing and sample size. Moosa (2000) highlights 
that one of the problems that afflict macroeconomic forecasting is the effect of structural 
breaks that may arise, for example, as a result of changes in policy or macroeconomic targets. 
 
Engel et al. (2008) argue that in-sample forecasting is an unreliable benchmark because of the 
possibility of over-fitting or data mining and that out-of-sample forecasting power is a higher 
hurdle and the standard by which exchange rate models should be judged. Tashman (2000) 
suggests that in-sample errors are likely to understate forecasting errors and that over-fitting 
and structural changes may aggravate the divergence between the in-sample and out-of-
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sample errors. Thus, a model will perform better in-sample and this is, therefore, an 
unreliable benchmark.  
 
In terms of the reliability of hypothesis testing, Kilian and Taylor (2003) provide evidence 
indicating that out-of-sample tests may have considerably lower power than in-sample tests in 
small samples. As a result, there may be a tendency to incorrectly reject the null of no 
predictability. The proposition that the sample size is important in the outcome of hypothesis 
testing both in-sample and out-of-sample is further illustrated by Inoue and Kilian (2004). 
They argue that stronger in-sample predictability results from sample splitting and loss of 
information. As a result, an out-of-sample test may fail to detect predictability that exists in 
the population whereas the in-sample test detects it correctly.  
 
Clark and McCracken (2003) draw attention to the impact of parameter instability on in-
sample and out-of-sample predictability. In-sample predictability does not imply out-of-
sample predictability in the presence of parameter instability. Parameter instability and 
structural breaks that makes out-of-sample predictability much harder to demonstrate. Hence, 
out-of-sample predictability is a higher and more appropriate benchmark to assess forecasting 
accuracy in the context of macroeconomic forecasting.  
 
Despite the evidence supporting in-sample predictability, and the concerns about the 
reliability of hypothesis testing, the majority of economists advocate forecasting accuracy to 
be assessed out-of-sample. For instance, Tashman (2000) states that “forecasters generally 
agree that forecasting methods should be assessed for accuracy using out-of-sample tests”. 
Fildes and Makridakis (1995) suggest that “the performance of a model on data outside that 
used in its construction remains the touchstone for its utility in all applications”. Ashley et al. 
(1980) contend that assessing predictive ability out-of-sample is the “sound and natural 
approach”. Likewise, Moosa and Burns (2013a) consider it more appropriate to use out-of-
sample forecasting. Regardless, Moosa (2013) argues that the choice between in-sample and 
out-of-sample forecasting may not matter because “if out-of-sample forecasting is conducted 
on a one-step-ahead basis (as per the Meese and Rogoff approach), there is no reason why the 
in-sample forecasting performance will be necessarily superior to the out-of-sample 
performance”.  
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2.2.5 Sample Size 
 
A note should also be made regarding the length of the sample period. Anaraki (2007) argues 
that the Meese and Rogoff “sample period is too short to capture the sharp movements in 
financial variables in the mid-1980s and late 1990s, much less to cover the Japanese 
recession and recent oil shocks”. By extending the sample to 2005 (an additional 33 years), 
Anaraki finds that the forecasts are more accurate. He concludes that “simply extending the 
data from one decade to three decades improves the predictability power of the fundamental 
models based on RMSE and MAE criteria dramatically”. Several other studies use extended 
samples but are unable to consistently outperform the random walk in terms of the magnitude 
of forecasting error. These include the studies of Kirikos (2000), Cheung et al. (2005), and 
Engel and West (2005) that extend their sample to 24, 27 and 27 years, respectively. The 
inability to outperform the random walk in these studies may be attributable to the use of 
low-frequency data, as suggested by Anaraki (2007).  
 
2.2.6 Original Release versus Revised Data 
 
Some economists consider the choice between the original release and revised data for the 
explanatory variables of exchange rate models to be an important issue for consideration. 
Meese and Rogoff (1983a) use revised values of macroeconomic fundamental data to forecast 
the exchange rate. Faust et al. (2003) suggest that “analysis based on real-time data often 
yields substantially different conclusions” because such data are subject to large revisions. 
Although they find that the predictive power of exchange rate models is improved using real 
time, as opposed to revised fundamentals data, overall they conclude that the “empirical 
evidence is ambiguous on this issue”.  Despite these claims, Faust et al. (2003) find that the 
use of real time data does not lend itself to the model outperforming the random walk, in 
terms of the RMSE. Although real time forecasts “dramatically affect the forecasting 
performance”, the direction of the effect is ambiguous – improving in some cases and 
deteriorating in others. Furthermore, it is extremely difficult, costly and resource intensive to 
obtain original release data. 
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2.3 Data 
 
This study considers the predictive power of exchange rate models to forecast bilateral 
exchange rates. The empirical work is performed on six exchange rates, two against the US 
dollar (CAD/USD and GBP/USD) and four cross rates (CAD/AUD, CAD/GBP, GBP/AUD 
and GBP/JPY). The sample covers the period January 1984 to June 2011.  
 
The choice of exchange rates is designed to give a broad cross section of countries 
experiencing periods of similarity and differences in macroeconomic characteristics over the 
sample period. Macroeconomic differences between countries have long been considered 
critical determinants of exchange rates (Frenkel, 1976 and Thoma, 2008). Furthermore, the 
literature indicates that particular models and forecasting horizons perform better for some 
exchange rates than for others, depending on the features of the base currency country (see, 
for example, Carriero et al., 2009; Cheung et al., 2005). The chosen currencies have a good 
distribution of characteristics to help ensure no currency bias exists. All data are sourced 
from the International Financial Statistics database (CD-ROM) published by the International 
Monetary Fund. Relying on a single data source helps ensure that the data definitions of the 
variables are as identical as possible. Table 2.1 provides details on data descriptions and 
frequency. 
 
 
Monthly data are the highest frequency with which exchange rates can be forecast using 
macroeconomic fundamentals. Following Meese and Rogoff (1983a), the data are seasonally 
adjusted and monthly frequency. This is preferable to quarterly data because “many financial 
and monetary variables adjust at intervals shorter than a quarter” (Anaraki, 2007). According 
to some economists, the failure of the monetary, portfolio-balance and other fundamental 
models to outperform the random walk is attributable to the use of low-frequency data 
(Anaraki, 2007). 
 
In line with the Meese and Rogoff approach, the models are estimated using actual and 
revised values of the independent variables (rather than forecasting them) to provide the 
model with the maximum forecasting ability. It could be argued that this gives the model an 
artificial advantage because it assumes that the market participants are able to predict 
perfectly future macroeconomic variables. There is, however, some suggestion in the 
literature that using forecasts of these variables may improve predictability of future 
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exchange rates (see, for example, Faust et al., 2003). This issue is further explored in Chapter 
9.  
 
Table 2.1  Data Descriptions and Frequency 
 
Exchange 
rate Interest rate Income 
Trade 
Balance Inflation rate Money supply 
AUD 
Market 
rate per 
USD, end 
of period 
(m) 
Average rate 
on money 
market (m) 
Industrial 
production, 
seasonally adjusted 
(q) 
Current 
account 
(q) 
CPI: All 
groups, six 
capitals (q) 
M1 seasonally 
adjusted (m) 
USD n.a. Treasury bill 
rate (m) 
Industrial 
production, 
seasonally adjusted 
(m) 
Current 
account 
(q) 
CPI All items 
city average 
(m) 
M1 seasonally 
adjusted (m) 
GBP 
Market 
rate USD 
per GBP, 
end of 
period (m) 
Treasury bill 
rate (m) 
Industrial 
production, 
seasonally adjusted 
(m) 
Current 
account 
(q) 
PPI / WPI (m) M4 (m) 
CAD 
Market 
rate per 
USD, end 
of period 
(m) 
Treasury bill 
rate (m) 
Industrial 
production, 
seasonally adjusted 
(m) 
Current 
account 
(q) 
CPI all cities 
population > 
30,000 (m) 
M1 + Gross, 
seasonally 
adjusted (m) 
JPY 
Market 
rate per 
USD, end 
of period 
(m) 
Treasury bill 
rate (m) 
Industrial 
production, 
seasonally adjusted 
(m) 
Current 
account 
(q) 
CPI: All Japan 
485 items (m) 
M1 seasonally 
adjusted (m) 
Notes: Letter in parentheses indicates if data frequency is quarterly (q) or monthly (m). 
 
Part of the reason the sample is selected to commence in 1984 is to avoid the impact of a 
significant monetary policy regime shift. Since the mid 1980s, the preferred policy instrument 
of central banks is short-term interest rates rather than money supply (Engel et al., 2008). 
Regime switching can create a structural break in the time series and detrimentally affect the 
performance of structural exchange rate models (Kirikos, 2000). 
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2.3.1 Dummy Variables 
 
The sharp rise in the Australian dollar in 2008 as a result of the global financial crisis (GFC) 
may give rise to a structural break in the time series. Following the approach of Anaraki 
(2007), a dummy variable is created to capture the effect of the GFC.4 The dummy variable 
takes a value of 1 over the period spanning June 2008 to June 2011, and 0 otherwise.  
 
2.3.2 Modelling Inflationary Expectations 
 
A measure of inflationary expectations is required for the Dornbusch-Frankel and Hooper-
Morton models. As inflationary expectations are unobservable, modelling this variable is 
problematic and inherently difficult. Meese and Rogoff (1983a) use the long-term interest 
rate differential as a proxy measure for inflationary expectations. They suggested that an 
appropriate proxy could also be the preceding 12-month inflation rate, or it can be extracted 
from an inflation rate autoregression.  In accordance with the suggestion of Hooper and 
Morton (1982) and Meese and Rogoff (1983a), the preceding 12-month inflation rate is the 
proxy measure for this variable. The issues surrounding the modelling of expectations are 
further explored in Chapter 9.  
 
2.3.3 Interpolation of Quarterly Data 
 
Some of the variables, in particular trade balance measures, are only available on a quarterly 
basis (Table 2.1). Various approaches are available for transforming a low-frequency time 
series into a high-frequency time series. For instance, Anaraki (2007) uses a uniform 
conversion of quarterly to monthly data via E-views. In contrast, Moosa and Burns (2013b) 
use a continuous-time dynamic interpolation method.  
 
The approach suggested by Moosa and Burns (2013b) is the preferred method for two main 
reasons. First, this method produces an interpolated series that does not differ significantly 
from the actual series as defined by cointegration testing. Second, unlike other interpolation 
methods, this method can be adjusted for both stock and flow variables because absolute 
                                               
 
4
 Anaraki (2007) includes a dummy variable to indicate Fed intervention in the foreign exchange market when 
analysing the stock market transmission channel and exchange rate movements.  
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changes in stock variables are themselves flow variables, which means that the method can 
be applied to the first difference of a stock variable (Moosa and Burns, 2013b).  
 
Using the continuous-time dynamic interpolation method suggested by Moosa and Burns 
(2013b), the flow variable  has a time path represented by the function . An 
observation on the variable at point in time k + 1 does not indicate that the value of the 
variable is realised at k + 1 (as in linear, polynomial and spline interpolation), but rather that 
it accumulates over the period extending between k and k + 1. Hence, the value of the 
variable corresponding to k + 1 can be conceived to be the area under the curve  in 
the interval k to k + 1. Mathematically, this is expressed as: 
 
 ∫
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k
k dttfy                                                          [2.1] 
 
Therefore the interpolated value corresponding point in time α+k  where 1+<< kk α is: 
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Assume now that the time path of  can be approximated by a time polynomial of degree m, 
such that: 
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where nt K,1= . Since m+1 observations are required to fit a polynomial of degree m, we 
have: 
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In matrix form, equation [2.4] can be written as XAF = , which can be solved as FXA 1−= , 
where: 
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and: 
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Once the values of the parameters 0a , 1a , … ma  have been obtained, the interpolated values 
between m and m + 1 are divided into s equal parts of length α , such that 1=α , is:  
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for sj ,,0 K= . To interpolate the values between m+1 and m+2, the parameters 0a , 1a , ......, 
ma  must be estimated from the following set of equations: 
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A cubic time polynomial generates the interpolated series. The four observations to fit a cubic 
polynomial are therefore: 
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which gives: 
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Having obtained the values of 0a , 1a , 2a  and 3a , the interpolated monthly observations 
between 3=t  and 4=t  are obtained by evaluating the definite integrals: 
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where 33.33y , 
66.3
33.3y  and 
4
66.3y  are the interpolated values for the first, second and third months 
corresponding to the fourth quarterly observation of the sample. This process is repeated to 
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interpolate the monthly observations corresponding to nt ,,4K= . For observation n, this 
gives:   
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Thus:  
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All data items in Table 2.1 denoted with (q) are interpolated to a monthly time series using 
this method.  
 
2.4 Methodology  
 
In this section, the methodology for generating the benchmark forecasts and measuring 
forecasting accuracy is described. To begin, a description of the benchmark models and 
methodology to generate the random walk and model forecasts is provided. 
 
2.4.1 The Benchmark Models 
 
The study focuses on the monetary approach to exchange rate determination because it has 
been the dominant exchange rate model since the 1970s when floating currencies began to 
emerge and “remains an important exchange rate paradigm” (Neely and Sarno, 2002). The 
forecasting accuracy of the naïve random walk model is evaluated against the monetary 
models used by Meese and Rogoff. These are the Frenkel-Bilson model (the flexible-price 
monetary model), the Dornbusch-Frankel model (the sticky-price monetary model) and the 
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Hooper-Morton model (the sticky-price monetary model incorporating current account 
effects). These models are specified as follows: 
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where s is the log of the exchange rate measured as domestic per foreign currency (that is, the 
price of one unit of the foreign currency in terms of the domestic currency), m is the log of 
the money supply, y is the log of real income, i is the short-term interest rate, epi is the 
expected long-run inflation rate, B is the trade balance, and tε  is the error term. An asterisk 
indicates the variable from a foreign perspective. 
 
The central building blocks of the monetary approach to exchange rate determination are the 
purchasing power parity (PPP) condition, and the money demand equation. All of the models 
assume, ceteris paribus, that the exchange rates exhibit first degree homogeneity in the 
relative money supply (that is 11 =α ). The models also assume that the money demand 
income elasticities and interest rate semi-elasticities are the same for domestic and foreign 
countries.  
 
The Frenkel-Bilson model, given as equation [2.19], is a stock model and assumes that PPP 
conditions hold in both the short and long-run, and that expectations play no role in driving 
exchange rate movements (that is 0654 === ααα ). This model posits that a domestic 
monetary expansion leads to higher prices, thus causing a depreciation of the domestic 
currency.  An increase in domestic real income boosts the demand for real money balances, 
and an appreciation of the domestic currency occurs.  In this model, higher interest rates 
reduce the demand for real money balances, leading to a depreciation of the domestic 
currency. 
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The Dornbusch-Frankel and Hooper-Morton models assume that PPP does not hold and 
allows for slow adjustment of domestic prices (that is 065 == αα ). Prices are fixed in the 
short-run but flexible in the long-run because goods markets adjust more slowly than 
financial markets to monetary shocks. As prices cannot adjust in the short-run, inflationary 
expectations are incorporated into the models.  
 
In the Dornbusch-Frankel model, an increase in the nominal money supply must be reflected 
in an increase in the real supply of money, because prices are fixed. The liquidity effect 
theory posits that this leads to a fall in the interest rate. The fall in the rate of interest leads to 
a depreciation of the domestic currency, stemming from capital outflows in the short-run, 
giving rise to the so-called “overshooting” effect (short-run movement of the exchange rate 
above or below its long-run value). Drawing on the UIP condition, falling interest rates 
generate an expectation that the exchange rate will appreciate, to compensate investors for the 
lower domestic interest rate on offer.  
 
The Hooper-Morton model is a sticky-price (flow) model that incorporates the relationship 
between the current account and exchange rates. No coefficient is constrained in this model. 
The current account affects the exchange rate indirectly through its influence on exchange 
rate expectations. A domestic current account surplus (deficit) is expected to generate an 
appreciation (depreciation) of the domestic currency.  
 
2.4.2 The Naïve Random Walk Model 
 
A time series is said to follow a pure random walk if the change from one period to the next 
is purely random and unpredictable (Copeland, 2000). In terms of exchange rates, a random 
walk model implies that agents with rational expectations forecast neither a depreciation nor 
appreciation between the previous and current period’s rate (that is, the naïve  model predicts 
no change period to period). This proposition is consistent with weak form efficiency in the 
foreign exchange market (Moosa, 2000). The naïve random walk model is represented as 
follows: 
 
                                    ttt ss ε+= −1                                                               [2.22] 
 
or alternatively: 
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 tttt sss ε=∆=− −1                                                       [2.23] 
 
where tε  is completely random and displays no pattern over time. The time series follows a 
random walk with drift if the change between the current and previous period’s exchange rate 
is equal to a drift factor, d, plus the purely random component, tε . In this case, the random 
walk with drift is represented as: 
 
ttt sds ε++= −1                                                     [2.24] 
 
tttt dsss ε+=∆=− −1                                             [2.25] 
 
The naïve random walk model contains no economic content in that it cannot explain or 
describe movements in the exchange rate. Being a univariate time series model, the 
underlying rationale is that the impact of other macroeconomic variables on the exchange rate 
is “embodied in, and reflected by, the actual behaviour of the exchange rate” (Moosa, 2000). 
 
2.4.3 The Drift Factor 
 
This study involves a comparison of the forecasts derived from exchange rate models and the 
naïve random walk model. Hence, the question arises as to whether or not the benchmark 
should be the random walk with or without drift. Following the more rigorous approach of 
Engel and Hamilton (1990), Engel (1994) and Moosa and Burns (2013a), the choice between 
the random walk without and with drift depends on the statistical significance of the drift 
factor. If the drift factor is significant in-sample, then the appropriate out-of-sample standard 
is the random walk with drift. Following Meese and Rogoff (1983a), the drift factor of the 
random walk is measured as the average value of the percentage change in the exchange rate. 
As shown in Table 2.2, the drift factor is only significant in the case of GBP/AUD.  
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Table 2.2  Estimated Drift Factor and Statistical Significance 
Exchange rate 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
0.28 
(1.08) 
0.59* 
(2.11)  
-0.25 
(-0.92) 
-0.35 
(-1.33) 
-0.06 
(-0.23) 
0.34 
(1.00) 
Notes: The values in parentheses are the calculated t-statistics. The critical value of the t-test statistic at the 5 per 
cent level of significance is 1.96. An asterisk denotes statistical significance.  
 
2.4.4 In-sample versus Out-of-sample Forecasting 
 
In this study, a choice must be made as to whether forecasts are generated in-sample or out-
of-sample. At this stage, there is no consensus view in the literature about whether or not 
forecasting accuracy should be assessed in-sample or out of-sample. Concerns about the 
reliability of out-of-sample tests are mostly related to structural changes and smaller sample 
sizes. On the basis of the methodology employed here and based on the large sample size 
(discussed in the next section), forecasts are assessed out-of-sample in this study. This 
approach is in line with Tashman (2000), Fildes and Makridakis (1995), Moosa (2013) and 
Moosa and Burns (2013a).  
 
2.4.5 Forecasting  
 
For each of the structural models, a recursive regression procedure generates one-step ahead 
forecasts of the nominal bilateral exchange rate at the 1, 3, 6 and 12 month horizon.5 Unlike 
the approach taken by Meese and Rogoff (1983a), recursive rather than rolling regression is 
preferred for two reasons. First, Stock and Watson (1996) demonstrate that recursive is 
preferred to rolling regression for macroeconomic variables in the presence of structural 
instability. Second, there is a large body of evidence that suggests that past observations 
improve the forecasting accuracy of the model.   
 
 
 
                                               
 
5
 Microfit (version 4.1) is used to estimate the benchmark models and generate the benchmark forecasts. 
Specifically, the models are estimated with static parameters using OLS, and out-of-sample forecasts generated 
at the 1, 3, 6 and 12 month horizon (one-step ahead) using the post estimation options. 
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For one-step ahead forecasting, the models are estimated over part of the sample period, 
mt K,2,1= , then a one-period-ahead forecast is generated for the point in time m + 1. The 
forecast log exchange rate derived from equation [2.19] is: 
 
)(ˆ)(ˆ)(ˆˆˆ * 113* 112* 11101 +++++++ −+−+−+= mmmmmmm iiyymms αααα             [2.26] 
 
where iαˆ  is the estimated value of iα . The forecast level of the exchange rate is thus
)ˆexp(ˆ 11 ++ = mm sS . The process is then repeated by estimating the model over the period 
1,2,1 += mt K  to generate a forecast for point in time m + 2, 2ˆ +ms , and so on until nsˆ , where 
n is the total sample size.  
 
2.4.6 Root Mean Square Error  
 
The RMSE measures the magnitude of error of the exchange rate forecasts. The RMSE of the 
model forecasts is calculated for nkmt ,,K+= , where k is the forecasting horizon and takes 
the values of 1, 3, 6 and 12, as follows: 
 
( )∑
+=
−
−−−
=
n
kmt
tt sskmn
RMSE 2ˆ
2
1
                                            [2.27] 
 
 
 
The RMSE of the random walk is calculated as: 
 
( )∑
+=
−
−
−−−
=
n
kmt
tt sskmn
RMSE 212
1
                                          [2.28] 
 
Unlike Meese and Rogoff (1983a), a formal test for the statistical difference in the RMSE of 
the model and the random walk is undertaken. This is the AGS test suggested by Ashley et al. 
(1980). The test requires the estimation of the linear regression: 
 
ttt uMMD +−+= )(10 αα                                                [2.29] 
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where ttt wwD 21 −= , ttt wwM 21 += , M is the mean of M, tw1  is the forecasting error of the 
model with the numerically higher RMSE, tw2  is the forecasting error of the model with the 
numerically lower RMSE. If the sample mean of the errors is negative, the observations of 
the series are multiplied by –1 prior to running the regression.  
 
The estimates of the intercept term, 0α , and the slope, 1α , from equation [2.29] are required 
to test the statistical difference between the RMSEs of two different models. The null 
hypothesis that the two RMSEs are equal is 0: 100 == ααH .
 
If 0α  and 1α  are both positive, 
then a Wald test of the joint hypothesis 0: 100 == ααH  is appropriate.  The test statistic 
follows a chi-squared distribution, with two degrees of freedom. However, if one of the 
estimates is negative and statistically significant then the test is inconclusive. If one of the 
coefficients is negative and statistically insignificant the test remains valid. In this instance, 
the significance is determined by the upper-tail of the t-test on the positive coefficient 
estimate.  
 
2.4.7 The Diebold-Mariano Test 
 
The Diebold-Mariano test evaluates the costs associated with forecast errors, as measured by 
a loss function. It is a formal test of whether or not the forecasts produced by two competing 
models exhibit equality of their respective forecasting errors. To calculate the Diebold-
Mariano test statistic, the accuracy of each forecast is measured by the following loss 
function: 
 
)(),( || i thti ththt LssL +++ = ε                                                          [2.30] 
 
 
where i takes a value of 1 or 2 and refers to the model and random walk forecasts, 
respectively. To determine if one model predicts better than another, the null hypothesis is: 
 
)]([)]([: 2 |1 |0 thttht LELEH ++ = εε                                                     [2.31] 
 
The test is based on the loss differential:  
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( ) ( )2 |1 | thtthtt LLd ++ −= εε                                                            [2.32] 
 
The null hypothesis of equal predictive accuracy is represented as: 
 
[ ] 0:0 =tdEH                                                                  [2.33] 
The Diebold-Mariano test statistic is calculated as: 
2
1






=
T
dLRV
dS                                                                    [2.34] 
 
where: 
∑
=
=
T
tt
tdT
d
00
1
                                                                    [2.35] 
 
 
and: 
∑
∞
=
+=
ij
jdLRV γγ 20                                                           [2.36] 
 
where LRV is the long-run variance of  d , defined as the sum of 0γ  , which is the variance of 
the loss differential td , and jγ , which is the covariance between td  and jtd − . The test 
statistic follows a t-distribution and the null hypothesis of equal predictive accuracy is 
rejected at the 5 per cent level of significance if |S| > 1.96	. 
 
2.5 Results 
 
In this section, benchmark forecasts are presented and analysed. This includes the time series 
forecasts, tsˆ , for each exchange rate model and the random walk model, at all forecasting 
horizons, for all exchange rates. An analysis of forecasting accuracy, according to the 
conventional measures discussed in the previous section, is then presented. It should be noted 
that the dummy variable (discussed in section 2.3.2) is significant in the case of the 
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GBP/AUD. Model forecasts for the GBP/AUD are therefore generated with the inclusion of 
the dummy variable.6 
 
2.5.1 Time Plots of Forecasts 
 
Time plots of the model forecasts are presented in Figures 2.1 to 2.6. To make the results 
manageable, only the prediction-realisation diagrams for the one and 12 month ahead 
forecasts are presented here. The time plots for the 3 and 6 month ahead forecasts are 
presented in the Appendix to Chapter 2 (Figures 2.7 to 2.12).  
 
The time plots clearly show that the forecasts deviate from the actual exchange rate by a 
greater magnitude than the random walk. The magnitude of error of the random walk is the 
period to period change in the exchange rate. Month to month changes in the exchange rate 
are very small; thus the error of the random walk is commensurately small. It is also evident 
that the random walk, while more closely aligned to the plot of the actual, cannot predict the 
turning points in the data and simply tracks the actual observations in a lagged manner.  
 
A visual inspection of the time plots suggests that as the forecasting horizons lengthens, the 
magnitude of forecasting error of the random walk increases. Over a 12 month period the 
change in the exchange rate is greater than that exhibited month to month. It follows that the 
magnitude of the error of the random walk (which is, by definition, the period to period 
change in the exchange rate) is also larger at the 12 month forecasting horizon. This may 
explain the greater relative forecasting accuracy of exchange rate models at longer 
forecasting horizons discussed in the literature. It is not that the model forecasts better at 
longer horizons, but rather than the random walk forecasts less well. The deterioration in the 
forecasting accuracy of the random walk merely reduces the benchmark against which the 
accuracy of the model forecasts are assessed. 
 
  
                                               
 
6
 The estimated dummy coefficient (with t-test statistics in parentheses) for the GBP/AUD is 0.22 (9.05).  
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Figure 2.1 Time Plots of Frenkel-Bilson - 1 Month Forecasting Horizon 
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Figure 2.2 Time Plots of Dornbusch-Frankel - 1 Month Forecasting Horizon 
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Figure 2.3 Time Plots of Hooper-Morton - 1 Month Forecasting Horizon 
 
 
  
 
 
 
 
 
 
 
 
 
0.7
0.8
0.9
1.0
1.1
2001(7) 2003(7) 2005(7) 2007(7) 2009(7)
CAD / AUD
Actual Model Random Walk
0.3
0.4
0.5
0.6
0.7
2001(7) 2003(7) 2005(7) 2007(7) 2009(7)
GBP / AUD
Actual Model Random Walk
1.4
1.7
2.0
2.3
2.6
2001(7) 2003(7) 2005(7) 2007(7) 2009(7)
CAD / GBP
Actual Model Random Walk
0.9
1.1
1.3
1.5
1.7
2001(7) 2003(7) 2005(7) 2007(7) 2009(7)
CAD / USD
Actual Model Randow Walk
0.4
0.5
0.6
0.7
0.8
2001(7) 2003(7) 2005(7) 2007(7) 2009(7)
GBP / USD
Actual Model Random Walk
0.0035
0.0050
0.0065
0.0080
0.0095
2001(7) 2003(7) 2005(7) 2007(7) 2009(7)
GBP / JPY
Actual Model Random Walk
  
34 
 
Figure 2.4 Time Plots of Frenkel-Bilson - 12 Month Forecasting Horizon 
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Figure 2.5 Time Plots of Dornbusch-Frankel - 12 Month Forecasting Horizon 
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Figure 2.6 Time plot of Hooper-Morton - 12 Month Forecasting Horizon 
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2.5.2 Magnitude of The Forecasting Error  
 
The RMSE results and the results of hypothesis testing are shown in Tables 2.3 and 2.4, 
respectively.7 In all cases the forecasts of the random walk generate a numerically lower 
RMSE than that of the model. The RMSE of the model forecasts varies from around 2 to 4 
times that of the random walk model. The AGS test confirms that in most instances, the 
random walk outperforms the model, in terms of the RMSE.8 However, in some cases, the 
model and random walk produce equivalent magnitude of forecasting errors, as measured by 
the RMSE. All of these cases relate to a forecasting horizon of 6 months or greater, and for 
the CAD/AUD cross rate.  
 
The results of the AGS test confirm the visual analysis of the time plots, in that the 
forecasting error of the random walk increases with the length of the forecasting horizon. 
However, the RMSE of the model also increases at longer horizons, but by a lower amount. 
This makes the performance of the model relative to the random walk improve at longer 
forecasting horizons. This is due to a deterioration of the accuracy of the random walk 
forecasts and hence lowering of the benchmark against which the model forecasts are 
assessed. The results demonstrate that the random walk is not necessarily superior to 
exchange rate models, in terms of the magnitude of error. More importantly, the results prove 
that a mere numerical comparison between the RMSE of the model and the random walk can 
produce misleading results and incorrect inferences (for instance, the CAD/AUD exchange 
rate). 
 
 
  
                                               
 
7
 The estimated coefficients of equation [2.29] and the associated t-test statistics are presented in the Appendix 
to Chapter 2.  
8
 It should be noted that the AGS test is inconclusive for the Hooper-Morton model at forecasting horizons 
longer than one month. Furthermore, as one of the estimated coefficients for the Dornbusch-Frankel model for 
CAD/AUD at 6 and 12 month forecasting horizon is negative and statistically insignificant, the null hypothesis 
of equality in the RMSEs of the model and random walk cannot be rejected according to the t-test. In four cases 
the null hypothesis of equality of RMSEs is rejected according to the t-test, as at least one of the estimated 
coefficients on the Wald test is negative and statistically significant.  
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Table 2.3 Root Mean Square Error - OLS Benchmark Results  
Forecasting 
horizon Model 
Exchange rate 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
1 
Random Walk 0.03 0.03 0.03 0.03 0.03 0.04 
Frenkel-Bilson 0.07 0.12 0.13 0.15 0.10 0.16 
Dornbusch-Frankel 0.08 0.09 0.07 0.13 0.11 0.16 
Hooper-Morton 0.08 0.10 0.07 0.13 0.10 0.15 
3 
Random Walk 0.05 0.05 0.05 0.05 0.05 0.07 
Frenkel-Bilson 0.07 0.13 0.13 0.15 0.11 0.17 
Dornbusch-Frankel 0.07 0.10 0.08 0.14 0.11 0.17 
Hooper-Morton 0.09 0.11 0.07 0.14 0.11 0.16 
6 
Random Walk 0.07 0.07 0.07 0.08 0.08 0.11 
Frenkel-Bilson 0.07 0.15 0.15 0.17 0.11 0.18 
Dornbusch-Frankel 0.07 0.11 0.08 0.16 0.12 0.19 
Hooper-Morton 0.09 0.12 0.08 0.16 0.13 0.17 
12 
Random Walk 0.08 0.10 0.09 0.08 0.11 0.15 
Frenkel-Bilson 0.07 0.18 0.17 0.19 0.12 0.20 
Dornbusch-Frankel 0.07 0.13 0.09 0.18 0.13 0.21 
Hooper-Morton 0.11 0.14 0.10 0.19 0.14 0.20 
 
 
  
  
39 
 
Table 2.4 AGS Test - OLS Benchmark Results 
Forecasting 
horizon Model 
Exchange rate 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
1 
Frenkel-Bilson 130.22* 441.40* 677.56* 730.88* 406.06* 456.82* 
Dornbusch-Frankel 138.40* 217.92* 174.04* 729.42* 460.54* 2363.70* 
Hooper-Morton 187.40* 293.89* 112.09* 656.15* 451.23* 493.32* 
3 
Frenkel-Bilson 26.96* 452.05* 433.31* 308.04* 85.03* 140.81* 
Dornbusch-Frankel 29.51* 163.61* 82.72* 280.22* 111.12* 611.86* 
Hooper-Morton 57.71* 187.20* 62.08* 258.67* 126.37* 105.38* 
6 
Frenkel-Bilson 0.08 342.06* 351.17* 153.13* 28.71* 51.67* 
Dornbusch-Frankel 1.24 77.83* 52.10* 139.33* 49.05* 50.69* 
Hooper-Morton 12.47* 86.63* 34.56* 115.44* 85.55* 29.56* 
12 
Frenkel-Bilson 3.12 442.84* 372.71* 174.73* 33.75* 24.88* 
Dornbusch-Frankel 2.62 22.10* 31.76* 165.07* 57.02* 22.01* 
Hooper-Morton 9.82* 28.37* 25.55* 141.08* 147.50* 11.24* 
Notes: The test statistic follows a 	
(2) distribution and has a critical value of 5.99 at the 5 per cent level of 
significance.  Test statistics are in parentheses. An asterisk denotes rejection of the null hypothesis. 
 
 
2.5.3 The Diebold-Mariano Test Results 
 
The results of the Diebold-Mariano test confirm that the random walk cannot be 
outperformed in terms of the magnitude of forecasting error (Table 2.5). The random walk 
outperforms every monetary model for every exchange rate at the one month ahead 
forecasting horizon. The model performs least well for the CAD/USD and GBP/USD 
exchange rates, and is outperformed by the random walk at every forecasting horizon. 
However, the model and random walk generally perform equally for the remaining exchange 
rates (CAD/AUD, GBP/AUD, CAD/GBP and GBP/JPY) at the 6 and 12 month forecasting 
horizons.  
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Table 2.5 Diebold-Mariano Test - OLS Benchmark Results 
 
Model 
Exchange rate 
Forecasting 
horizon CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
1 
Frenkel-Bilson 4.58* 6.51* 6.63* 6.48* 5.19* 6.33* 
Dornbusch-Frankel 4.74* 3.35* 4.11* 6.43* 5.97* 6.23* 
Hooper-Morton 6.08* 3.55* 3.85* 6.32* 6.83* 5.73* 
3 
Frenkel-Bilson 2.77* 5.37* 5.11* 4.74* 4.31* 3.75* 
Dornbusch-Frankel 2.98* 2.19* 2.34* 4.69* 4.74* 3.80* 
Hooper-Morton 4.08* 2.60* 1.72 4.87* 5.37* 4.08* 
6 
Frenkel-Bilson 1.30 4.95* 4.65* 3.96* 3.89* 2.34* 
Dornbusch-Frankel 1.50 1.40 0.13 3.78* 4.29* 2.50* 
Hooper-Morton 2.98* 2.09* 0.05 4.02* 4.08* 2.48* 
12 
Frenkel-Bilson 1.90 4.95* 3.82* 3.35* 1.71 1.54 
Dornbusch-Frankel 1.98* 0.10 -1.78 3.09* 2.77* 1.75 
Hooper-Morton 3.63* 0.65 -1.23 3.32* 2.75* 1.78 
Notes: The Diebold-Mariano test statistic follows a t-distribution and has a critical value of 1.96 at the 5 per cent 
level of significance. An asterisk denotes rejection of the null hypothesis.  
 
2.6 Conclusion  
 
The results presented in this chapter provide overwhelming support for the Meese and Rogoff 
(1983a) findings. The random walk cannot be outperformed by static specifications of 
exchange rate models, when forecasting accuracy is assessed by the magnitude of the 
forecasting error alone. However, in some cases, the model and random walk exhibit 
equivalent performance, in terms of the magnitude of error (in particular, the CAD/AUD 
exchange rate, and at longer forecasting horizons). The improvement in the relative 
performance of the model, however, is mostly attributable to deterioration in the performance 
of the random walk, as opposed to an improvement in the model forecasts.  
 
The findings demonstrate the robustness of the Meese-Rogoff results, in that the random walk 
cannot be outperformed in terms of the magnitude of error in forecasting exchange rates out-
of-sample. However, the AGS test results reveal that when appropriate statistical testing is 
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employed, the random walk does not always outperform the model, in that there is no 
statistical difference in the RMSEs. Although exchange rate models are unable to outperform 
the random walk, these models can perform at least as well as the random walk (in terms of 
RMSE). 
 
The time plots clearly demonstrate two important findings. First, at shorter forecasting 
horizons, the random walk exhibits a very small magnitude of forecasting error. Second, the 
random walk is unable to predict turning points in the data. It is intuitive that when 
forecasting a volatile time series, such as exchange rates, the random walk will have a small 
forecasting error at shorter time horizons and the magnitude of this error will increase as the 
forecasting horizon lengthens. Due to the weakening forecasting accuracy of the random 
walk at longer time horizons, the performance of the model appears better and it becomes 
relatively easier to accept the null of equal forecasting accuracy.  It follows that all models 
exhibit an improvement in forecast performance relative to the random walk at longer time 
horizons, and this is in line with the literature (see, for example, Anaraki, 2007).  
 
The results confirm the Meese and Rogoff findings, but shed no light on why the monetary 
models cannot outperform the random walk. Moosa (2013) uses a simulation exercise to 
demonstrate why it is almost impossible to outperform the random walk in terms of the 
RMSE. When exchange rates are stable, the random walk produces small forecasting errors 
as measured by the period to period change in the exchange rate. As volatility rises, the 
forecasting error of the random walk increases, as does the error of the model forecasts. The 
results of the simulation exercise show that failure to outperform the random walk should be 
the rule rather than the exception. This is in line with Engel (1994), who argues that beating 
the random walk in terms of the magnitude of error is not an appropriate benchmark, because 
it will always have a very small magnitude of error, making it difficult, if not impossible, to 
beat on this basis.  
 
In conclusion, the results presented in this chapter confirm the Meese and Rogoff findings. 
Exchange rate models cannot produce a numerically lower and statistically different RMSE 
to that of the random walk. In the following chapter, the forecasts generated in this section 
are assessed using alternative measures of forecasting accuracy.  
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Appendix to Chapter Two  
 
Figure 2.7 Time Plots of Frenkel-Bilson - 3 Month Forecasting Horizon 
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Figure 2.8 Time Plots of Dornbusch-Frankel - 3 Month Forecasting Horizon 
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Figure 2.9 Time Plots of Hooper-Morton - 3 Month Forecasting Horizon 
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Figure 2.10 Time Plots of Frenkel-Bilson - 6 Month Forecasting Horizon 
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Figure 2.11 Time Plots of Dornbusch-Frankel - 6 Month Forecasting Horizon 
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Figure 2.12 Time Plots of Hooper-Morton - 6 Month Forecasting Horizon 
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Table 2.6 AGS Test - Estimated Coefficients and t-statistics 
Forecasting 
horizon Model CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
1 
Frenkel-Bilson 
0α
 
1α  
 
0.02* 
(3.09) 
0.82* 
(10.98) 
 
0.10* 
(17.39) 
0.95* 
(11.79) 
 
0.10* 
(23.60) 
0.57* 
(10.98) 
 
0.10* 
(20.77) 
0.78* 
(17.52) 
 
0.03* 
(6.85) 
0.76* 
(18.92) 
 
0.09* 
(15.00) 
0.75* 
(16.46) 
Dornbusch-Frankel 
0α
 
1α  
 
0.02* 
(4.72) 
0.82* 
(10.77) 
 
0.05* 
(9.28) 
0.98* 
(11.48) 
 
0.04* 
(10.79) 
0.44* 
(7.59) 
 
0.10* 
(21.62) 
0.71* 
(16.18) 
 
0.04* 
(8.98) 
0.76* 
(19.49) 
 
0.10* 
(30.77) 
0.95* 
(38.27) 
Hooper-Morton 
0α
 
1α  
 
0.03* 
(6.65) 
0.87* 
(11.96) 
 
0.05* 
(9.79) 
1.01* 
(14.07) 
 
0.04* 
(7.95) 
0.71* 
(6.99) 
 
0.08* 
(17.51) 
0.73* 
(18.70) 
 
0.05* 
(11.75) 
0.73* 
(17.70) 
 
0.00 
(0.33) 
0.79* 
(22.21) 
3 
Frenkel-Bilson 
0α
 
1α  
 
0.01 
(1.39) 
0.59* 
(5.00) 
 
0.10* 
(19.87) 
0.34* 
(7.55) 
 
0.10* 
(19.92) 
0.30* 
(6.02) 
 
0.10* 
(14.66) 
0.53* 
(9.65) 
 
0.03* 
(4.43) 
0.41* 
(8.08) 
 
0.10* 
(9.41) 
0.47* 
(7.23) 
Dornbusch-Frankel 
0α
 
1α  
 
0.02* 
(2.45) 
0.60* 
(4.85) 
 
0.05* 
(9.94) 
0.34* 
(8.05) 
 
0.04* 
(8.59) 
0.16* 
(2.98) 
 
0.09* 
(14.49) 
0.46* 
(8.38) 
 
0.04* 
(5.84) 
0.43* 
(8.77) 
 
0.11* 
(16.20) 
0.93* 
(19.48) 
Hooper-Morton 
0α
 
1α  
 
-0.03* 
(-3.99) 
-0.73* 
(-6.46) 
 
-0.05* 
(-9.70) 
-0.42* 
(-9.64) 
 
-0.04* 
(-7.28) 
-0.17* 
(-3.01) 
 
-0.08* 
(-11.81) 
-0.52*  
(-10.92) 
 
-0.05* 
(-8.01) 
-0.40* 
(-7.88) 
 
0.00 
(0.27) 
-0.55* 
(-10.26) 
6 
Frenkel-Bilson 
0α
 
1α  
 
0.00 
(0.26) 
0.02 
(0.10) 
 
0.10* 
(18.29) 
0.12* 
(2.75) 
 
0.10* 
(18.60) 
0.10* 
(2.31) 
 
0.10* 
(11.41) 
0.28* 
(4.79) 
 
0.03* 
(4.42) 
0.13* 
(3.03) 
 
0.10* 
(6.71) 
0.23* 
(2.57) 
Dornbusch-Frankel 
0α
 
1α  
 
0.01 
(1.11) 
-0.02 
(-0.10) 
 
0.04* 
(6.87) 
0.23* 
(5.53) 
 
0.04* 
(7.16) 
-0.04* 
(-0.91) 
 
0.09* 
(11.23) 
0.21* 
(3.65) 
 
0.04* 
(5.83) 
0.17* 
(3.89) 
 
0.10* 
(6.35) 
0.31* 
(3.21) 
Hooper-Morton 
0α
 
1α  
 
-0.03* 
(-2.60) 
-0.36* 
(-2.39) 
 
-0.04* 
(-6.89) 
-0.28* 
(-6.26) 
 
-0.03* 
(-5.87) 
0.02 
(0.36) 
 
-0.08* 
(-8.78) 
-0.33* 
(-6.19) 
 
-0.06* 
(-8.69) 
-0.13* 
(-3.17) 
 
0.01 
(0.54) 
-0.40* 
(-5.41) 
12 
Frenkel-Bilson 
0α
 
1α  
 
0.01 
(0.80) 
0.29 
(1.58) 
 
0.11* 
(21.04) 
-0.01 
(-0.34) 
 
0.11* 
(19.29) 
0.03 
(0.76) 
 
0.12* 
(12.26) 
0.32* 
(4.93) 
 
0.04* 
(5.74) 
-0.03* 
(-0.90) 
 
0.10* 
(4.98) 
-0.04 
(-0.35) 
Dornbusch-Frankel 
0α
 
1α  
 
0.00 
(0.12) 
-0.28 
(-1.61) 
 
0.03* 
(3.55) 
0.14* 
(3.08) 
 
0.03* 
(4.69) 
-0.14* 
(-3.13) 
 
0.12* 
(12.20) 
0.26* 
(4.04) 
 
0.06* 
(7.55) 
0.00 
(0.12) 
 
0.11* 
(4.66) 
0.07 
(0.55) 
Hooper-Morton 
0α
 
1α  
 
-0.03* 
(-2.41) 
-0.28* 
(-2.00) 
 
-0.03* 
(-3.87) 
-0.17* 
(-3.66) 
 
-0.03* 
(-4.49) 
0.12* 
(2.32) 
 
-0.10* 
(-9.46) 
-0.45* 
(-7.18) 
 
-0.08* 
(-12.10) 
0.03 
(0.99) 
 
0.02 
(1.15) 
-0.26* 
(-3.15) 
Notes: The values in parentheses are the calculated t-statistics. The critical value of the t-test statistic at the 5 per 
cent level of significance is 1.96. An asterisk denotes statistical significance.  
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CHAPTER THREE 
 
ALTERNATIVE MEASURES OF FORECASTING ACCURACY 
 
3.1 Introduction 
 
By using only conventional measures of forecasting accuracy, Meese and Rogoff (1983a) 
reach the conclusion that the random walk cannot be outperformed by exchange rate models 
in out-of-sample forecasting. Conventional measures of forecasting accuracy are based 
entirely on the magnitude of forecasting errors (such as MAE, MSE and RMSE). The 
objective of this chapter is to determine if using alternative measures of forecasting accuracy 
leads to different conclusions about the forecasting performance of exchange rate models 
relative to the random walk. This, as a possible cause for the Meese-Rogoff puzzle, has been 
largely overlooked in the literature, until recently (Moosa and Burns, 2012, 2013a, 2013c, 
2014). Depending on the purpose of the forecast, the most important criterion may be the 
magnitude of error, ability to generate profit, direction accuracy, or a combination of these. 
Therefore, relying only on conventional measures of forecasting accuracy is not always 
appropriate, and a consensus is emerging that criteria other than just magnitude should be 
used (Engel and Hamilton, 1990; Cheung et al., 2005; and Moosa and Burns, 2012, 2013a, 
2013c, 2014).  
 
In this study, several alternative measures of forecasting accuracy are used. These include 
direction accuracy (Engel and Hamilton, 1990; Cheung et al., 2005; and Moosa and Burns, 
2012), profitability (Leitch and Tanner, 1991; Li, 2011; Moosa and Burns, 2012, 2013a), 
proximity to a perfect forecast (Moosa and Burns, 2013c), the adjusted RMSE (a measure 
that incorporates both magnitude and direction, as suggested by Moosa and Burns, 2012) and 
hypothesis testing as to which model produces the most useful and relevant information for k-
period ahead forecasts (Fair and Shiller, 1990).  
 
In this chapter, the proposition that the main reason for the failure of exchange rate models to 
outperform the random walk – that being the use of forecasting accuracy measures that rely 
exclusively on the magnitude of error – is addressed by introducing and applying several 
alternative measures of forecasting accuracy to evaluate the forecasts presented in Chapter 2. 
A comparison of the conclusions regarding relative forecasting superiority using conventional 
and alternative measures is then presented and discussed. It is argued that using measures of 
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forecasting accuracy that rely only on the magnitude of the forecasting error (such as the 
RMSE) are inappropriate, and that when alternative measures of forecasting accuracy are 
employed, the Meese and Rogoff results can be overturned.  
 
3.2 Literature Review  
 
There is a growing recognition that forecasting accuracy should be assessed by criteria that 
relate to the purpose of the forecast. Relying entirely on conventional measures of forecasting 
accuracy is inappropriate, if it bears no relation to the purpose of the forecast. When asking 
whether or not fundamentals can predict exchange rate movements, the answer “depends on 
how the question is asked”, and this should relate to the purpose of the forecast (Thoma, 
2008). Rossi (2013) concludes that the forecast evaluation method matters “a lot” when 
drawing conclusions about relative forecasting accuracy of two competing models. Moosa 
(2006) demonstrates that notions of forecasting accuracy are heterogeneous, and should be 
defined and measured depending on the underlying decision rule. Likewise, Corte et al. 
(2009) attribute failure to beat the random walk to the use of improper criteria that fail to take 
into account the real economic gains produced by the forecasts. 
 
Neely and Sarno (2002) conclude that “the literature on exchange rate forecasting has shown 
that the amount of exchange rate variations explained by monetary models is – at  most – 
small”, but that the conclusions one draws “depend on the purpose of these forecasting 
exercises, which is little discussed in the literature”.  Moosa (2000) argues that the most 
important consideration when assessing exchange rate forecasts is whether or not they lead to 
better decisions.9 Additional research is needed in this area because it is the purpose of 
exchange rate forecasting that influences the method of evaluation, and hence, the 
conclusions reached about relative forecasting superiority (Neely and Sarno, 2002).  
 
In some circumstances, the direction of change is the only criterion of importance when 
assessing forecasting accuracy. Engel (1994) suggests an example of this would be central 
banks under a pegged exchange rate system where intervention is required if the currency is 
expected to depreciate, “regardless of the size of the expected depreciation”.  Moosa (2006) 
                                               
 
9
 Moosa (2000) goes on to state that the forecast should be accurate and timely, but does not go on to describe 
how forecasting accuracy should be assessed in this context.  
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suggests intraday trading where the interest rate factor is negligible as further example of 
when direction accuracy is the only important criterion. In other circumstances what matters 
is the magnitude of change, (for example, betting on market volatility by using straddles and 
strangles). There are also situations where both the magnitude and direction matter (for 
example, carry trade). So an appropriate measure of forecasting accuracy could be based on 
magnitude, direction or both, depending on the underlying situation. 
 
The literature demonstrates that there is a growing acceptance by economists that 
conventional measures are not wholly appropriate in the context of exchange rate forecasting.  
Mark and Sul (2001) point out that research towards evaluating the monetary model is not 
about trying to be the best forecasting model, in terms of the magnitude of the forecasting 
error. In fact, Moosa (2013) demonstrates that we should expect nothing but the finding that 
exchange rate models cannot outperform the random walk, when forecasting accuracy is 
measured in terms of the RMSE. As the period to period change in the exchange rate is small 
– and this is by definition the magnitude of error of the random walk – the random walk will 
always have a very small magnitude of error, making it almost impossible for an exchange 
rate model to generate a numerically smaller and statistically different RMSE. This led Engel 
et al. (2008) to conclude that beating the random walk in terms of the RMSE is “too strong a 
criterion for accepting a model”. Therefore, failure of the models to outperform the random 
walk in terms of the RMSE, does not necessarily mean that macroeconomic variables cannot 
predict movements in exchange rates.  
 
Direction accuracy is becoming increasingly popular to assess the predictive power of 
exchange rate models, because a correct prediction of the direction of change may be more 
important than the magnitude of the error (Engel, 1994; Engel and Hamilton, 1990). Several 
studies have unquestionably demonstrated that the random walk can be outperformed by 
exchange rate models in terms of direction of change, despite its superiority in terms of the 
magnitude. Engel (1994) uses a Markov-switching model to represent 18 exchange rates at a 
quarterly frequency. While Engel (1994) finds that this model cannot outperform the random 
walk in terms of the magnitude of the error, he provides evidence indicating that the model is 
superior at predicting the direction of change in the exchange rate.  
 
Likewise, Moosa and Burns (2013a) show that when forecasting power is judged by direction 
accuracy, the Meese-Rogoff puzzle can be resolved, providing evidence to indicate that 
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exchange rate forecasts have direction accuracy that is numerically higher and statistically 
different from zero, and often exceeds 50 per cent. They argue that that the random walk 
appears to be superior to exchange rate models only because forecasting accuracy is 
measured by metrics that rely entirely on the magnitude of the forecasting error while 
overlooking the ability of the models (and the random walk) to predict the direction of 
change. It is demonstrated that when forecasting power is judged by metrics that take into 
account factors other than the magnitude of the error, the Meese-Rogoff puzzle can be 
resolved.  
 
If forecasting accuracy is to be assessed according to direction accuracy, a question arises as 
to what is the appropriate benchmark value against which the direction accuracy of forecasts 
should be assessed. The majority of the literature that considers direction accuracy as a 
criterion to assess forecasting performance considers whether or not direction accuracy 
exceeds zero, implying that the benchmark is the random walk without drift. In contrast, 
Cheung et al. (2005) erroneously use the higher benchmark of direction accuracy equal to 50 
per cent on the basis that the random walk “predicts the exchange rate has an equal chance to 
go up or down”. Evans and Lyons (2005b) state explicitly that if the ex-ante forecast follows 
a random walk without drift, “there is no forecast change in the exchange rate”. A random 
walk without drift is represented by ttt ss ε=− −1  or tts ε=∆ , such that 0)( =tE ε . Hence, a 
random walk without drift has zero direction accuracy, and the appropriate null hypothesis to 
be tested is direction accuracy of zero, rather than 50 per cent. 
 
Although Engel (1994) suggests that it does not make much difference whether or not the 
benchmark is the random walk with or without drift, the use of the random walk with drift in 
a forecasting exercise such as this will distort the findings. While the proposition put forward 
by Engel (1994) may be valid for forecasting accuracy in terms of the magnitude of the 
forecasting error, it is erroneous with respect to forecasting the direction of change. The 
random walk with drift predicts consistently either a positive or negative change, capturing 
the direction of change on some occasions. If the random walk with drift is used when the 
drift factor is insignificant, the random walk will appear misleadingly better in forecasting the 
direction of change than it actually is. The choice between the random walk without and with 
drift should thus depend on the statistical significance of the drift factor. 
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As exchange rate forecasts are an input in financial decision making, an important test of 
forecasting accuracy is the ability to generate a profit by basing decisions on these forecasts 
(such as currency trading). There is a growing body of literature that promotes profitability as 
the ultimate test of forecasting power (for example, Leitch and Tanner, 1991; Moosa and 
Burns, 2013a, 2014). Considerations about profitability resolve the anomaly observed by 
Leitch and Tanner (1991) that economists are puzzled as to why profit maximising firms buy 
professional forecasts when traditional forecasting accuracy measures show that a naïve 
model provides superior forecasts.  
 
The literature supports the superiority of model forecasts when measures of profitability are 
relied upon to assess forecasting performance. Abhyankar et al. (2005) find that the relative 
performance of exchange rate models improves using a utility-based criterion. Abhyankar et 
al. (2005) consider the realised wealth from using macroeconomic forecasts to predict 
optimal weights in a diversified portfolio of foreign and domestic assets and find evidence in 
support of outperforming the random walk. Likewise, West et al. (1993) suggest a utility-
based evaluation of exchange rate predictability, where utility in this context is measured by 
profitability. Li (2011) also finds that the profitability of carry trade and risk-return measures 
is enhanced by using forecasts.  
 
Direction accuracy is suitable to use as a proxy measure for profitability because 
conventional measures bear little relationship to profit, whereas direction accuracy is closely 
related to profitability (Leitch and Tanner, 1991; Cumby and Modest, 1987). For example, 
Leitch and Tanner (1991) demonstrate that the RMSE has a very weak relationship to the 
profit generated by acting on the basis of the forecasts, suggesting that the only substitute 
criterion for profit is a measure of direction accuracy. They find a very strong relationship 
between direction accuracy and profitability and conclude that if profits are unobservable, 
using direction accuracy of the forecasts as an evaluation criterion is valid. Likewise, Engel 
(1994) advocates the use of direction accuracy where profits are unobservable, which he 
describes as “not a bad proxy for a utility-based measure of forecasting performance”. 
 
The literature shows there are various ways to measure economic value, or profitability, in 
relation to exchange rate forecasting. Abhyankar et al. (2005) argue that “there are many 
different ways to characterize or define economic value” and follow West et al. (1993) by 
using a Bayesian framework to study asset allocation. This framework for measuring 
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profitability involves a buy-and-hold strategy and the allocation of wealth between two assets 
that are identical in all aspects except for the currency of denomination. As a measure of 
profitability, they use the wealth ratio, which is the ratio of end-of-period wealth from using 
fundamentals and random walk. In contrast, Moosa and Burns (2013a) undertake a trading 
strategy based on the forecasts such that the random walk is a pure carry trade exercise,  
whereas for the model forecasts, the investment decision is based on the interest differential 
and the forecast change in the exchange rate. They measure economic value in terms of the 
mean returns, proportion of positive returns, and risk-adjusted returns.  
 
Although the literature typically examines forecasting accuracy in terms of either magnitude 
or direction separately, Boothe and Glassman (1987) compare the rankings of alternative 
exchange rate forecasting models using two different criteria: accuracy (as measured by the 
RMSE) and profitability. They consistently rank the random walk best in terms of the 
magnitude of error but not for profitability. The question, therefore, arises as to how a 
determination of which model is superior can be made without reference to the underlying 
decision. 
 
The relative importance of magnitude and direction depends on the underlying decision 
making situation. If an assessment of forecasting power is to be undertaken without reference 
to the underlying situation or decision to be made (such as the Meese-Rogoff exercise), both 
magnitude and direction accuracy are important considerations. Moosa and Burns (2012) 
propose a measure of forecasting accuracy that takes into account both the magnitude and 
direction without bias to either (the adjusted root mean square error or ARMSE). The 
evidence suggests that when the magnitude of the forecasting error and direction accuracy are 
jointly considered, the random walk is outperformed by exchange rate models. Using the 
ARMSE to measure forecasting accuracy, Moosa and Burns (2012, 2013a) show that the 
random walk is outperformed even by static specifications of exchange rate models, and is 
almost always outperformed by exchange rate models estimated with stochastic parameters.   
 
Moosa and Burns (2013c) also propose a test for proximity to a perfect forecast as a means to 
evaluate both magnitude and direction accuracy in a single measure. They propose to run a 
regression on the predicted change against the actual change and use a Wald test for the joint 
coefficient restriction to determine the proximity of the forecasts to a line of perfect fit 
(represented by a 45 degree line on a prediction-realisation diagram). Since the numerical 
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value of the 2χ  is indicative of the deviation of the intercept and slope from 0 and 1 
respectively, it is possible to determine which forecasts are closer to a perfect forecast by 
comparing the value of the Wald test statistic. Moosa and Burns (2013c) use this test to 
evaluate forecasts of the flexible price monetary model and random walk for the CAD/USD, 
JPY/USD, JPY/CAD, GBP/USD exchange rates, and find that the values of the 2χ  test 
statistic for the random walk are multiples of those associated with the monetary model. That 
is, the model forecasts deviate from perfect forecasts by a lower amount than the random 
walk, implying that the model is better than the random walk. They argue that while 
conventional macroeconomic models are not that good in the traditional sense, they provide a 
better forecast than the naïve random walk model. 
 
The literature suggests that the use of alternative measures of forecasting accuracy may lead 
to contradictory conclusions about forecasting superiority compared to those drawn from the 
RMSE. Rossi (2006), for example, uses out-of-sample and optimal tests to conclude that even 
where conventional tests support the superiority of the random walk forecasts, alternative 
tests lead to the opposite conclusion. Moosa and Burns (2012, 2013a, 2014) also demonstrate 
that the random walk cannot be outperformed in terms of the magnitude, but is outperformed 
by model forecasts in terms of direction accuracy, measures that incorporate magnitude and 
direction accuracy, and profitability. This clearly shows that the results of traditional 
forecasting accuracy tests may produce inconsistent results with alternative tests. Likewise, 
Corte et al. (2009) argue that the statistical evidence of exchange rate predictability does not 
guarantee that an investor can earn profits from an asset allocation strategy that exploits this 
predictability. A model that is good in terms of the magnitude of the error is not necessarily 
superior in terms of profitability. 
 
The use of criteria other than the magnitude of error to evaluate forecasting accuracy is not 
novel or controversial. Cheung et al. (2005) argue that using criteria other than the mean 
square error does not boil down to “changing the rules of the game”. They advocate the use 
of other criteria because minimising the MSE may not be important from an economic 
standpoint and that it may miss out on important aspects of prediction, particularly at long-
horizons. Christoffersen and Diebold (1998) point out that the MSE indicates no 
improvement in predictions that take into account cointegrating relationships vis-à-vis 
univariate prediction. Faust et al. (2003) argue “the absence of statistically significant 
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predictive power need not indicate that an optimal decision-maker should ignore the model”, 
citing optimal investment strategies as an important example. The use of alternative criteria 
can therefore draw attention to other characteristics of a good forecast that are overlooked by 
conventional measures.  
 
3.3 Methodology  
 
Drawing from the existing literature, several alternative measures of forecasting accuracy will 
assess and compare the accuracy of forecasts presented in Chapter 2. In this section, 
methodologies for assessing forecasting accuracy using alternative measures are presented. 
 
3.3.1 Direction Accuracy 
 
Direction accuracy is defined as the proportion of times the forecast correctly predicts the 
direction of change. In line with Moosa and Burns (2013a), the calculation of direction 
accuracy takes the form: 
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and n is the number of observations, and k is the forecasting horizon (which takes the values 
of 1, 3, 6 and 12). The statistical significance of the direction accuracy of the forecasts is 
tested under the null hypothesis θ=DA:H 0  against the alternative θ>DA:H1 . The test 
statistic is as follows: 
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This null hypothesis is modified in two ways. First, the parameter is set to 0=θ , such that 
the test becomes that of the model against the random walk without drift. Second, the 
parameter is set to 5.0=θ . This additional test assesses if the model correctly predicts the 
direction of change on at least 50 per cent of occasions.  
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The Pesaran and Timmermann (1992) test (hereafter, the P-T test) is a further test of direction 
accuracy of the model forecasts. The P-T test is a non-parametric test of association between 
two variables. It is a test for independence between the change predicted by the model and 
the actual change in the exchange rate. The null hypothesis is that there is no predictable 
relationship between the expected and actual change (that is, the variables are statistically 
independently distributed). The test statistic follows an asymptotic chi squared distribution, 
with one degree of freedom. The test statistic is calculated as follows: 
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Where 
^
P is the proportion of times that the sign is predicted correctly, 
*
P  denotes the 
probability that 0),( >tt xy , and ty  and tx  represent the actual and predicted change, 
respectively.  
 
3.3.2 Adjusted Root Mean Square Error (ARMSE)  
 
The ARMSE assesses jointly the magnitude and direction accuracy of the forecasts. The 
ARMSE is constructed by adjusting the conventional RMSE to take into account direction 
accuracy. If two models have equal RMSEs, the model with the higher CR has a higher 
ARMSE. The formula for the ARMSE is the following: 
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where CR is the confusion rate, calculated as: 
 
DACR −= 1                                                                    [3.6] 
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A useful property of ARMSE as defined by equation [3.5] is that it is not biased towards 
measures of either magnitude (RMSE) or direction (CR).10 Although no test is currently 
available for whether or not two ARMSEs are statistically different is available, if either the 
corresponding differences in the RMSEs or DA are statistically different, it can be inferred 
that the ARMSEs are also statistically different from each other. 
 
3.3.3 Measures of Profitability  
 
In this study, profitability is measured by mean returns, proportion of positive returns and the 
Sharpe ratio. Profitability is the rate of return generated from a period-by-period trading by 
using two alternative strategies: pure carry trade and forecasting-based trading (Moosa and 
Burns, 2013a). The investment strategy involves taking a short position on one currency and 
a long position on the other. In forecasting-based trading strategy, the investment decision 
(that is, what position to take on each currency) depends on the forecast percentage change in 
the exchange rate and the expected return. By taking a short position on x and a long position 
on y, the expected return, epi , is defined as 
 
e
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where eSˆ  is the expected percentage change in the exchange rate, yi  is the interest rate on 
currency y and xi  is the interest rate on currency x. The decision rule is to take a short 
position on x and a long position on y if the expected return is positive, and vice versa. The 
realised return from the forecasting-based trading strategy is given by 
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In a carry trade exercise where the drift factor is insignificant, the investment decision 
depends on the interest rate differential alone (since the random walk implies that 01 =+etSˆ ). 
                                               
 
10
 By using simulated data, Moosa and Burns (2012), show that the rank correlation between the ARMSE and 
RMSE, and between ARMSE and CR, are close in value, at 0.571 and 0.551, respectively 
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This involves taking a long position on the currency offering a higher rate of interest, and a 
short position on the currency offering a lower rate of return. The realised return on a carry 
trade operation is therefore given by: 
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where the drift factor is significant, profitability is calculated on a modified carry trade 
operation where the assumption is that the exchange rate is expected to change by the drift 
factor. In this case, the expected return is calculated by replacing the forecast percentage 
change in the exchange rate with the drift factor, which gives: 
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The realised return from a carry trade strategy, where the drift factor is significant, is given 
by: 
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Once profitability is measured, the average return, proportion of positive returns, and 
standard deviation, are calculated. For a sample size of m-n, where nmt ,,1 L+= , the mean 
value of the return is given by: 
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The standard deviation of the rate of return is calculated as:  
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The Sharpe ratio measures the risk-adjusted return on carry trade. Following Burnside et al. 
(2010) and Gyntelberg and Remolona (2007), the Sharpe ratio is calculated as the ratio of the 
mean to the standard deviation of the rate of return: 
 
SD
SR tpi=                                                                [3.14] 
 
A conventional test of the difference between two means (mean returns) is also performed. 
The null hypothesis of equality in mean returns is rejected if:  
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and m and h  are the respective sample sizes.   
 
3.3.4 The Fair-Shiller Test 
 
Fair and Shiller (1990) propose a test (hereafter, the Fair-Shiller test) to assess the 
information contained in one model’s forecasts against that of another, by regressing the 
actual on the predicted values for the two sets of model forecasts. Let the k-period ahead 
forecasts tsˆ generated by model one and two at time t - k  be denoted as tkt s1ˆ−  and tkt s 2ˆ− , 
respectively. The following regression is then run: 
 
)ˆ()ˆ( 21 kttktkttktktt ssssss −−−−− −+−+=− γβα                             [3.17] 
 
If neither model one or two contain useful information for k-period ahead forecasts, then the 
estimates of β  and γ  will be statistically insignificant (as determined by the t-test at the 95 
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per cent confidence level). If both models contain equally useful information for k-period 
ahead forecasts, then both estimates of β  and γ  will be statistically significant. If only one 
of these estimates is statistically significant (for example, β ), then both models contain 
relevant information but all useful information in the statistically insignificant case (that is, 
model two) is contained in the other model which also contains further relevant information 
(that is, model one).  
 
3.3.5 Comparison to Perfect Forecast 
 
Moosa and Burns (2013c) propose a measure of forecasting accuracy in terms of the 
magnitude of the forecasting error as well as the ability to predict the direction of change. A 
four-quadrant prediction-realisation diagram plots the predicted change in the exchange rate, 
1ˆ −− tt ss , against the actual change, 1−− tt ss . Each dot represents a combination of an actual 
change and the corresponding predicted change. The line of perfect forecast, which is a 45-
degree line passing through the origin, has the equation: 
 
 11ˆ −− −=− tttt ssss                                                      [3.18] 
 
The magnitude of the error is represented by the distance between the plotted points and the 
line of perfect forecast (that is, 45 degree line). Errors of direction are represented by the 
points falling in the second and fourth quadrants and occur if the condition  
0))(ˆ( 11 <−− −− tttt ssss  is satisfied.  
 
The line of best fit has the general equation: 
 
 )(ˆ 11 −− −+=− tttt ssss βα                                        [3.19] 
 
By imposing the restrictions )1,0(),( =βα  on equation [3.19] the line of perfect forecast is 
obtained. Any violation of the coefficient restrictions defining the line of perfect forecast 
implies less than perfect forecasts, invariably involving magnitude or error and error of 
direction. Using this approach, Moosa and Burns (2013c) propose to measure forecasting 
accuracy in terms of both magnitude and direction as the extent of deviation from the 
coefficient restriction )1,0(),( =βα . A Wald test of coefficient restrictions is conducted to 
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determine if the violation is statistically significant, as implied by the 2χ  statistic. If both the 
model and random walk violate this condition, relative forecasting superiority can be 
assessed by comparing the numerical value of the 2χ  statistic. That is, the bigger the value of 
the Wald test statistic, the greater the violation of the coefficient restriction and the worse the 
model is, with respect to its predictive power, as judged by magnitude and direction. For the 
random walk to outperform the model it must produce a smaller 2χ  statistic for the 
restriction )1,0(),( =βα  than the model.11  
 
A similar test for forecasting accuracy is suggested by Evans and Lyons (2005b). This test is 
based on the regression:  
 
ttkttkt ssss ζββ +−+=− ++ )(ˆ 10                                                 [3.20] 
 
where kts +ˆ  is the forecast (log) exchange rate k periods ahead and kts +  is the actual (log) 
exchange rate at t + k. In other words, equation [3.20] is a regression of the predicted change 
on the actual change between t and t + k. The significance of 1β  in equation [3.20] is used to 
judge the forecasting power of the model relative to the random walk. A model outperforms 
the random walk if 1β  is significantly positive. This test is a lower threshold than that 
proposed by Moosa and Burns (2013c) which requires the intercept to be statistically 
insignificant and the slope to be significant and equal to one. Therefore, this test is rejected 
here in favour of that proposed by Moosa and Burns (2013c).  
  
                                               
 
11
 Following the methodology of Moosa and Burns (2013a), the forecasts of the random walk model must be 
estimated using OLS, so that a Wald test can be conducted. 
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3.4 Results  
 
In this section, the forecasts of the model and naïve random walk model are assessed using 
alternative measures of forecasting accuracy described in the previous section.  
 
3.4.1 Direction Accuracy 
 
The direction accuracy results are presented in Table 3.1. In all cases the model outperforms 
the random walk because the null hypothesis of zero direction accuracy is rejected, implying 
that all models outperform the random walk without drift. 
 
Additional tests of direction accuracy are performed to determine if the model predicts the 
direction of change accurately on 50 per cent of occasions. These results are presented in 
Table 3.2. Overall, the model predicts the direction of change accurately in 50 per cent or 
more of the cases. In around one third of cases, the model predicts the direction of change 
accurately on more than 50 per cent of occasions. For the CAD/AUD, the direction accuracy 
of every model at every forecasting horizon exceeds 50 per cent.  In another one third of 
cases, the model predicts the direction of change correctly in 50 per cent of the cases. These 
results also reveal that the direction accuracy of the model improves at longer forecasting 
horizons. In particular, the direction accuracy of the Frenkel-Bilson and Dornbusch-Frankel 
models increases by around 15 percentage points between the one and 12 month forecasting 
horizon.  
 
  
  
64 
 
Table 3.1 Direction Accuracy and Hypothesis Testing - OLS Results 
Forecasting 
horizon Model 
Exchange rate 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
1 
Frenkel-Bilson 0.62* (14.05) 
0.44* 
(9.65) 
0.49* 
(10.68) 
0.40* 
(9.01) 
0.48* 
(10.50) 
0.58* 
(12.87) 
Dornbusch-Frankel 0.63* (14.30) 
0.44* 
(9.65) 
0.50* 
(11.05) 
0.39* 
(8.85) 
0.46* 
(10.16) 
0.59* 
(13.09) 
Hooper-Morton 0.60* (13.32) 
0.46* 
(10.16) 
0.53* 
(11.62) 
0.39* 
(8.70) 
0.44* 
(9.65) 
0.54* 
(11.82) 
3 
Frenkel-Bilson 0.64* (14.61) 
0.44* 
(9.64) 
0.44* 
(9.64) 
0.39* 
(8.76) 
0.45* 
(9.81) 
0.60* 
(13.35) 
Dornbusch-Frankel 0.64* (14.61) 
0.44* 
(9.64) 
0.50* 
(10.86) 
0.42* 
(9.23) 
0.41* 
(9.00) 
0.61* 
(13.59) 
Hooper-Morton 0.58* (12.89) 
0.47* 
(10.15) 
0.59* 
(13.12) 
0.43* 
(9.56) 
0.41* 
(9.00) 
0.48* 
(10.50) 
6 
Frenkel-Bilson 0.65* (14.68) 
0.34* 
(7.68) 
0.49* 
(10.45) 
0.43* 
(9.44) 
0.47* 
(10.09) 
0.64* 
(14.41) 
Dornbusch-Frankel 0.64* (14.41) 
0.49* 
(10.45) 
0.50* 
(10.82) 
0.44* 
(9.78) 
0.46* 
(9.91) 
0.63* 
(13.88) 
Hooper-Morton 0.59* (12.90) 
0.51* 
(11.01) 
0.51* 
(11.01) 
0.48* 
(10.49) 
0.43* 
(9.41) 
0.51* 
(11.01) 
12 
Frenkel-Bilson 0.71* (16.20) 
0.30* 
(6.88) 
0.40* 
(8.59) 
0.45* 
(9.90) 
0.58* 
(12.22) 
0.74* 
(17.76) 
Dornbusch-Frankel 0.69* (15.51) 
0.58* 
(12.22) 
0.65* 
(14.27) 
0.45* 
(9.90) 
0.55* 
(11.55) 
0.74* 
(17.76) 
Hooper-Morton 0.59* (12.45) 
0.55* 
(11.55) 
0.69* 
(15.51) 
0.51* 
(11.26) 
0.52* 
(10.93) 
0.54* 
(11.34) 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The null hypothesis 
tested is H0: 	 = 	0.00.  The values in parentheses are the calculated t-statistics. An asterisk denotes 
rejection of the null hypothesis.   
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Table 3.2   Direction Accuracy and Hypothesis Testing - Supplementary Results 
Forecasting 
horizon Model 
Exchange rate 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
1 
Frenkel-Bilson 0.62* (2.75) 
0.44 
(-1.39) 
0.49 
(-0.28) 
0.40* 
(-2.16) 
0.48 
(-0.46) 
0.58 
(1.77) 
Dornbusch-Frankel 0.63* (2.96) 
0.44 
(-1.39) 
0.50 
(0.09) 
0.39* 
(-2.35) 
0.46 
(-0.83) 
0.59 
(1.96) 
Hooper-Morton 0.60* (2.16) 
0.46 
(-0.83) 
0.53 
(0.65) 
0.39* 
(-2.55) 
0.44 
(-1.39) 
0.54 
(0.83) 
3 
Frenkel-Bilson 0.64* (3.27) 
0.44 
(-1.30) 
0.44 
(-1.30) 
0.39* 
(-2.74) 
0.45 
(-1.11) 
0.60* 
(2.26) 
Dornbusch-Frankel 0.64* (3.27) 
0.44 
(-1.30) 
0.50 
(0.00) 
0.42 
(-1.88) 
0.41* 
(-2.06) 
0.61* 
(2.45) 
Hooper-Morton 0.58 (1.87) 
0.47 
(-0.74) 
0.59* 
(2.06) 
0.43 
(-1.50) 
0.41* 
(-2.06) 
0.48 
(-0.37) 
6 
Frenkel-Bilson 0.65* (3.43) 
0.34 
(-3.64) 
0.49 
(-0.28) 
0.43 
(-1.64) 
0.47 
(-0.65) 
0.64* 
(3.21) 
Dornbusch-Frankel 0.64* (3.21) 
0.49 
(-0.28) 
0.50 
(0.09) 
0.44 
(-1.25) 
0.46 
(-0.84) 
0.63* 
(2.79) 
Hooper-Morton 0.59* (1.99) 
0.51 
(0.28) 
0.51 
(0.28) 
0.48 
(-0.48) 
0.43 
(-1.41) 
0.51 
(0.28) 
12 
Frenkel-Bilson 0.71* (4.73) 
0.30 
(-4.48) 
0.40* 
(-2.05) 
0.45 
(-1.11) 
0.58 
(1.65) 
0.74* 
(5.81) 
Dornbusch-Frankel 0.69* (4.24) 
0.58 
(1.65) 
0.65* 
(3.32) 
0.45 
(-1.11) 
0.55 
(1.06) 
0.74* 
(5.81) 
Hooper-Morton 0.59 (1.85) 
0.55 
(1.06) 
0.69* 
(4.24) 
0.51 
(0.30) 
0.52 
(0.48) 
0.54 
(0.86) 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. H0:	,	 = 	0.5 The 
values in parentheses are the calculated t-statistics. An asterisk denotes rejection of the null hypothesis.  
 
According to the P-T (Table 3.3), the direction accuracy of the model improves at longer 
forecasting horizons. In several cases, no predictable relationship between the actual and 
predicted change is found (that is, the null hypothesis cannot be rejected). However, in eight 
cases, the null hypothesis is rejected, implying that the actual and predicted changes are not 
independent. These eight cases all relate to forecasting horizons of 6 months or longer for the 
CAD/AUD, CAD/GBP, GBP/USD and GBP/JPY rates. These results support the findings 
drawn from the testing of direction accuracy presented above, showing that the relative 
direction accuracy of the model improves at longer forecasting horizons. The results also 
support the suggestion made in the literature that a model that works well for one currency at 
one point in time may not be universally suitable (Cheung et al., 2005).  Hence, a relationship 
between the actual change and the change predicted by exchange rate models is not 
consistently found across all of the exchange rates considered here. 
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Table 3.3 P-T Test - OLS Benchmark Results 
Forecasting 
horizon Model 
Exchange rate 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
1 
Frenkel-Bilson 1.45 1.25 1.06 -0.46 0.58 1.43 
Dornbusch-Frankel 1.90 1.05 0.94 -0.63 0.41 1.37 
Hooper-Morton 0.97 1.82 1.70 -0.51 0.23 0.41 
3 
Frenkel-Bilson 2.69 -0.72 -0.19 -0.36 -0.11 1.88 
Dornbusch-Frankel 3.07 2.04 0.99 0.08 -1.57 2.11 
Hooper-Morton 1.90 1.75 2.98 0.74 -0.75 -0.22 
6 
Frenkel-Bilson 4.83* 1.89 1.52 0.29 1.23 2.68 
Dornbusch-Frankel 5.55* 2.58 2.58 0.75 0.95 2.47 
Hooper-Morton 3.15 2.65 3.25 1.34 0.81 0.13 
12 
Frenkel-Bilson 3.76 0.62 1.81 1.09 4.38* 5.75* 
Dornbusch-Frankel 3.23 2.69 4.96* 1.09 3.94* 5.75* 
Hooper-Morton 1.12 2.47 4.88* 0.32 3.60 1.29 
Notes: The P-T test statistic follows a 	
(1) distribution and has a critical value of 3.84 at the 5 per cent level of 
significance. An asterisk denotes rejection of the null hypothesis.  
 
3.4.2 Adjusted Root Mean Square Error (ARMSE) 
 
The ARMSE results are shown in Table 3.4. In one third of cases, the model produces an 
ARMSE that is numerically equal to or less than that of the random walk. When forecasting 
accuracy is assessed by measures that account for direction accuracy and magnitude, the 
random walk can be outperformed by exchange rate models. The model, however, only 
outperforms the random walk at forecasting horizons greater than one month, and only for 
some exchange rates (CAD/AUD, CAD/GBP, GBP/USD and GBP/JPY). This is not 
surprising, given the strong direction accuracy results of the exchange rate models for these 
exchange rates, particularly at longer forecasting horizons.  
 
As was the case for the RMSE results, the ARMSE of both the random walk and the model 
increase commensurately with the length of the forecasting horizon. However, the forecasting 
error of the random walk increases by a relatively greater amount than that of the model 
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forecasts. Thus, the model outperforms the random walk in several instances at longer 
forecasting horizons. Although the direction accuracy of the model improves at longer 
forecasting horizons, the increase in the RMSE outweighs the improvement in direction 
accuracy, and hence, the ARMSE increases in most instances.  
 
Table 3.4 ARMSE - OLS Benchmark Results  
Forecasting 
horizon Model 
 
 
Exchange rate 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
1 
Random Walk 0.03 0.03 0.03 0.03 0.03 0.04 
Frenkel-Bilson 0.05 0.07 0.09 0.11 0.07 0.10 
Dornbusch-Frankel 0.05 0.07 0.05 0.10 0.08 0.11 
Hooper-Morton 0.05 0.07 0.05 0.10 0.08 0.10 
3 
Random Walk 0.05 0.05 0.05 0.05 0.05 0.07 
Frenkel-Bilson 0.04 0.10 0.10 0.12 0.08 0.11 
Dornbusch-Frankel 0.04 0.07 0.05 0.11 0.09 0.11 
Hooper-Morton 0.06 0.08 0.05 0.11 0.09 0.12 
6 
Random Walk 0.07 0.07 0.07 0.08 0.08 0.11 
Frenkel-Bilson 0.04 0.12 0.10 0.13 0.08 0.11 
Dornbusch-Frankel 0.04 0.08 0.06 0.12 0.09 0.11 
Hooper-Morton 0.06 0.08 0.06 0.11 0.09 0.12 
12 
Random Walk 0.08 0.10 0.09 0.08 0.11 0.15 
Frenkel-Bilson 0.04 0.15 0.13 0.14 0.08 0.10 
Dornbusch-Frankel 0.04 0.09 0.05 0.13 0.09 0.11 
Hooper-Morton 0.07 0.09 0.05 0.13 0.10 0.13 
 
3.4.3 Profitability  
 
Mean returns and hypothesis testing results are presented in Table 3.5. In most cases, the 
mean return produced by the random walk and model are equivalent. In nine cases, the model 
outperforms the random walk, producing a numerically greater and statistically different 
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mean return. The models performs best for the GBP/JPY and CAD/GBP rates, particularly at 
longer forecasting horizons. For the GBP/AUD rate, the random walk produces mean returns 
greater than every model at every forecasting horizon. Overall, results are mixed in terms of 
the impact a longer forecasting horizon has on mean returns. Mean returns generated by the 
model generally decline at longer horizons, particularly for the CAD/AUD and GBP/AUD 
exchange rates. In other cases, such as GBP/JPY and GBP/USD, mean returns generally 
increase at longer forecasting horizons. 
 
Table 3.5 Mean Returns and Hypothesis Testing - OLS Benchmark Results  
Forecasting 
horizon Model 
Exchange rate 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
1 
Random Walk 6.14 7.97 -1.57 0.94 0.94 -0.77 
Frenkel-Bilson 10.35 (0.96) 
-2.97* 
(-2.29) 
-1.11 
(0.10) 
0.42 
(-0.12) 
-1.97 
(-0.69) 
-2.06 
(-0.23) 
Dornbusch-Frankel 8.49 (0.53) 
1.95 
(-1.26) 
2.16 
(0.80) 
-0.97 
(-0.43) 
-2.02 
(-0.71) 
4.02 
(0.84) 
Hooper-Morton 9.26 (0.71) 
0.82 
(-1.49) 
3.87 
(1.17) 
-1.98 
(-0.65) 
-4.32 
(-1.26) 
-4.92 
(-0.73) 
3 
Random Walk 5.91 3.67 -1.25 0.57 0.76 -0.55 
Frenkel-Bilson 8.63 (1.18) 
-2.33* 
(-3.71) 
-0.70 
(0.23) 
-0.47 
(-0.41) 
-2.46 
(-1.12) 
7.51* 
(1.99) 
Dornbusch-Frankel 7.46 (0.66) 
-0.51* 
(-2.56) 
1.53 
(1.16) 
0.51 
(-0.03) 
-2.87 
(-1.26) 
8.95* 
(2.36) 
Hooper-Morton 7.45 (0.66) 
-0.79* 
(-2.73) 
3.90* 
(2.17) 
-1.13 
(-0.66) 
-3.94 
(-1.64) 
3.35 
(0.95) 
6 
Random Walk 4.27 8.22 1.06 0.60 0.73 -0.81 
Frenkel-Bilson 4.80 (0.44) 
-4.50* 
(-6.85) 
0.86 
(-0.24) 
0.41 
(-0.09) 
1.04 
(0.08) 
9.87* 
(3.39) 
Dornbusch-Frankel 4.44 (0.14) 
0.11* 
(-4.26) 
1.21 
(0.19) 
0.74 
(0.07) 
-0.97 
(-0.45) 
10.12* 
(3.48) 
Hooper-Morton 4.33 (0.05) 
0.37* 
(-4.12) 
1.04 
(-0.02) 
0.53 
(-0.03) 
-0.64 
(-0.37) 
4.62 
(1.67) 
12 
Random Walk 5.18 8.06 -1.89 1.77 1.00 -1.22 
Frenkel-Bilson 4.52 (-0.62) 
-6.21* 
(-10.35) 
-1.71 
(0.17) 
0.20 
(-1.50) 
3.48 
(1.52) 
9.45* 
(5.00) 
Dornbusch-Frankel 5.15 (-0.03) 
1.22* 
(-4.56) 
1.75* 
(3.36) 
0.30 
(-1.41) 
2.30 
(0.79) 
9.37* 
(4.95) 
Hooper-Morton 3.76 (-1.30) 
0.85* 
(-4.80) 
2.25* 
(3.86) 
0.55 
(-1.16) 
1.50 
(0.30) 
4.91* 
(2.70) 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The null hypothesis 
is H0 : 	 =		 The values in parentheses are the calculated t-statistics. An asterisk denotes rejection of the 
null hypothesis.  
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As would be expected, the results of hypothesis testing on the proportion of positive returns 
produce results similar to those for mean returns. In most cases the random walk and model 
perform equally well. The model outperforms the random walk for the CAD/GBP and 
GBP/JPY at the 12 month forecasting horizon. The random walk outperforms all models and 
at all forecasting horizons for the GBP/AUD rate, and in selected cases, at longer horizons for 
the CAD/USD and GBP/USD rates. The proportion of positive returns generated by the 
random walk and the model also increases with the length of the forecasting horizon. The 
improvement in the proportion of positive returns generated by the random walk outstrips 
that of the model in most cases, hence, the likelihood that the random walk outperforms the 
model is greater at longer horizons.  
 
Table 3.7 presents the Sharpe ratio for the random walk and the exchange rate models. In 
terms of risk-adjusted returns, both the random walk and the model exhibit greater 
profitability at longer horizons. Overall, the model outperforms the random walk for the 
CAD/AUD, CAD/GBP and GBP/JPY exchange rates. The random walk, however, 
consistently outperforms the model for the GBP/AUD exchange rate at all forecasting 
horizons.    
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Table 3.6 Proportion of Positive Returns and Hypothesis Testing - OLS Benchmark Results  
Forecasting 
horizon Model 
Exchange rate 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
1 
Random Walk 0.59 0.64 0.47 0.55 0.57 0.60 
Frenkel-Bilson 0.65 (-0.94) 
0.41* 
(3.52) 
0.48 
(-0.13) 
0.45 
(1.69) 
0.50 
(1.04) 
0.56 
(0.53) 
Dornbusch-Frankel 0.61 (-0.40) 
0.50* 
(2.10) 
0.50 
(-0.52) 
0.44 
(1.82) 
0.50 
(1.17) 
0.58 
(0.26) 
Hooper-Morton 0.60 (-0.13) 
0.49* 
(2.36) 
0.51 
(-0.65) 
0.46 
(1.43) 
0.45 
(1.82) 
0.49 
(1.70) 
3 
Random Walk 0.60 0.65 0.51 0.53 0.57 0.60 
Frenkel-Bilson 0.66 (-0.94) 
0.40* 
 (3.91) 
0.47 
(0.52) 
0.43 
(1.58) 
0.44 
(1.95) 
0.63 
(-0.40) 
Dornbusch-Frankel 0.63 (-0.40) 
0.45* 
(3.14) 
0.49 
(0.26) 
0.51 
(1.18) 
0.41* 
(2.47) 
0.65 
(-0.81) 
Hooper-Morton 0.64 (-0.67) 
0.45* 
(3.14) 
0.56 
(-0.78) 
0.50 
(0.53) 
0.39* 
(2.74) 
0.52 
(1.31) 
6 
Random Walk 0.69 0.71 0.50 0.55 0.61 0.64 
Frenkel-Bilson 0.71 
 (-0.43) 
0.33* 
(5.81) 
0.50 
 (0.00) 
0.47 
(1.21) 
0.46* 
(2.25) 
0.73 
 (-1.42) 
Dornbusch-Frankel 0.68 (0.14) 
0.50* 
(3.24) 
0.51 
(-0.25) 
0.48 
(1.08) 
0.44* 
(2.51) 
0.76 
(-1.87) 
Hooper-Morton 0.68 (0.14) 
0.55* 
(2.60) 
0.50 
(-0.13) 
0.52 
(0.41) 
0.41* 
(3.03) 
0.54 
(1.61) 
12 
Random Walk 0.72 0.77 0.40 0.65 0.64 0.65 
Frenkel-Bilson 0.70 (0.45) 
0.28* 
(7.19) 
0.41 
(-0.14) 
0.48* 
(2.72) 
0.58 
(0.97) 
0.83* 
 (-3.10) 
Dornbusch-Frankel 0.72 (0.15) 
0.61* 
(2.50) 
0.61* 
(-3.12) 
0.49* 
(2.58) 
0.51 
(1.92) 
0.83* 
(-2.93) 
Hooper-Morton 0.64 (1.31) 
0.59* 
(2.90) 
0.63* 
(-3.39) 
0.55 
(1.60) 
0.47* 
(2.59) 
0.63 
(0.28) 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The null hypothesis 
is H0: ,	 = 	,	. The values in parentheses are the calculated t-statistics. An asterisk denotes rejection of 
the null hypothesis.  
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Table 3.7 Sharpe Ratio - OLS Benchmark Results  
Forecasting 
horizon Model 
Exchange rate 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
1 
Random Walk 0.18 0.22 -0.04 0.03 0.03 -0.02 
Frenkel-Bilson 0.31 -0.08 -0.03 0.01 -0.06 -0.05 
Dornbusch-Frankel 0.25 0.05 0.06 -0.03 -0.06 0.09 
Hooper-Morton 0.28 0.02 0.11 -0.06 -0.13 -0.11 
3 
Random Walk 0.32 0.30 -0.07 0.03 0.03 -0.02 
Frenkel-Bilson 0.50 -0.19 -0.04 -0.02 -0.11 0.24 
Dornbusch-Frankel 0.42 -0.04 0.08 0.03 -0.13 0.30 
Hooper-Morton 0.42 -0.06 0.22 -0.06 -0.18 0.11 
6 
Random Walk 0.47 0.62 0.17 0.04 0.04 -0.03 
Frenkel-Bilson 0.54 -0.30 0.14 0.03 0.03 0.43 
Dornbusch-Frankel 0.49 0.01 0.20 0.05 -0.03 0.44 
Hooper-Morton 0.47 0.02 0.17 0.03 -0.02 0.19 
12 
Random Walk 0.68 0.85 -0.24 0.22 0.08 -0.07 
Frenkel-Bilson 0.56 -0.57 -0.21 0.02 0.30 0.66 
Dornbusch-Frankel 0.67 0.10 0.22 0.04 0.19 0.65 
Hooper-Morton 0.45 0.07 0.29 0.07 0.12 0.30 
 
3.4.4 The Fair-Shiller Test Results 
 
The results of the Fair-Shiller test are presented in Table 3.8. Similar to the results presented 
previously (section 3.4.3), the forecasting performance of both the random walk and model 
improves at longer forecasting horizons. This is evinced by the fact that in only a very few 
cases, neither the random walk nor model is found to contain useful information for k-period 
ahead forecasts. Beyond the one month ahead forecasting horizon, the random walk generally 
outperforms the model according to this test.  
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Table 3.8  Fair-Shiller Test - OLS Benchmark Results  
Forecasting 
horizon Model 
Exchange rate 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
1 
Frenkel-Bilson 
RW 
 
Model 
 
0.62 
(1.00) 
0.05 
(1.08) 
 
-0.36 
(-0.81) 
0.04 
(0.85) 
 
-1.85 
(-1.96) 
0.19* 
(2.33) 
 
-4.81 
(1.26) 
0.03 
(1.15) 
 
0.75 
(1.30) 
-0.03 
(-0.76) 
 
-0.63 
(-0.48) 
0.03 
(0.90) 
Dornbusch-Frankel 
RW 
 
Model 
 
0.73 
(1.24) 
0.05 
(0.94) 
 
-0.25 
(-0.57) 
0.02 
(0.42) 
 
-0.93 
(-1.62) 
0.18* 
(3.00) 
 
-4.90 
(-1.26) 
0.02 
(0.74) 
 
0.84 
(1.49) 
-0.04 
(-1.07) 
 
-0.58 
(-0.45) 
0.03 
(1.24) 
Hooper-Morton 
RW 
 
Model 
 
0.89 
(1.65) 
0.03 
(0.62) 
 
-0.19 
(-0.39) 
0.01 
(0.11) 
 
-0.28 
(-0.57) 
0.16* 
(3.01) 
 
-4.64 
(-1.21) 
-0.02 
(-0.64) 
 
0.67 
(1.30) 
-0.03 
(-0.77) 
 
0.03 
(0.02) 
-0.01 
(-0.34) 
3 
Frenkel-Bilson 
RW 
 
Model 
 
2.22* 
(2.33) 
-0.14 
(-0.86) 
 
-0.36 
(-1.18) 
0.08 
(0.90) 
 
-0.84 
(-1.50) 
0.26* 
(2.00) 
 
4.08 
(1.87) 
0.06 
(1.42) 
 
2.57* 
(4.11) 
-0.26* 
(-2.84) 
 
0.09 
(0.14) 
0.17* 
(3.48) 
Dornbusch-Frankel 
RW 
 
Model 
 
2.11* 
(2.73) 
-0.13 
(-0.95) 
 
-0.17 
(-0.60) 
-0.01 
(-0.10) 
 
-0.58 
(-1.82) 
0.37* 
(4.16) 
 
3.83 
(1.70) 
0.06 
(1.24) 
 
2.50* 
(4.42) 
-0.25* 
(-3.13) 
 
0.26 
(0.41) 
0.17* 
(3.96) 
Hooper-Morton 
RW 
 
Model 
 
1.78* 
(3.48) 
-0.07 
(-0.88) 
 
-0.18 
(-0.55) 
-0.00 
(-0.00) 
 
-0.08 
(-0.28) 
0.28* 
(3.82) 
 
4.73* 
(2.17) 
0.02 
(0.42) 
 
1.49* 
(3.13) 
-0.09 
(-1.27) 
 
0.29 
(0.36) 
0.06 
(1.08) 
6 
Frenkel-Bilson 
RW 
 
Model 
 
3.55* 
(5.01) 
-0.49* 
(-2.35) 
 
-0.67* 
(-3.00) 
0.47* 
(3.92) 
 
1.13* 
(9.92) 
-0.08 
(-1.02) 
 
1.14* 
(12.60) 
0.12* 
(2.82) 
 
2.65* 
(5.28) 
-0.53* 
(-3.21) 
 
-0.32 
(-0.78) 
0.40* 
(7.61) 
Dornbusch-Frankel 
RW 
 
Model 
 
2.49* 
(4.24) 
-0.16 
(-0.92) 
 
-0.18 
(-0.85) 
0.08 
(0.88) 
 
0.94* 
(8.20) 
0.22* 
(2.42) 
 
1.12* 
(12.14) 
0.12* 
(2.62) 
 
2.47* 
(5.89) 
-0.49* 
(-3.59) 
 
-0.11 
(-0.27) 
0.37* 
(8.11) 
Hooper-Morton 
RW 
 
Model 
 
2.27* 
(6.02) 
-0.09 
(-0.99) 
 
-0.32 
(-1.30) 
0.13 
(1.37) 
 
0.93* 
(8.93) 
0.28* 
(3.61) 
 
1.16* 
(12.52) 
0.04 
(1.04) 
 
1.54* 
(4.50) 
-0.15 
(-1.28) 
 
-0.62 
(-1.17) 
0.29* 
(4.76) 
12 
Frenkel-Bilson 
RW 
 
Model 
 
3.13* 
(5.62) 
-0.96* 
(-3.24) 
 
-1.03* 
(-6.57) 
1.30* 
(7.82) 
 
1.04* 
(13.81) 
-0.23* 
(-2.53) 
 
0.89* 
(16.12) 
0.09 
(1.91) 
 
2.09* 
(5.84) 
-0.63* 
(-2.61) 
 
-1.05* 
(-4.13) 
0.62* 
(13.55) 
Dornbusch-Frankel 
RW 
 
Model 
 
1.84* 
(4.07) 
-0.24 
(-1.05) 
 
-0.44* 
(-2.84) 
0.36* 
(3.37) 
 
0.84* 
(9.05) 
0.16 
(1.58) 
 
0.88* 
(15.04) 
0.08 
(1.71) 
 
2.07* 
(7.07) 
-0.65* 
(-3.32) 
 
-0.82* 
(-3.36) 
0.55* 
(13.68) 
Hooper-Morton 
RW 
 
Model 
 
1.51* 
(6.32) 
-0.06 
(0.66) 
 
-0.67* 
(-3.81) 
0.46* 
(4.17) 
 
0.82* 
(9.68) 
0.19* 
(2.26) 
 
0.91* 
(16.77) 
0.03 
(0.88) 
 
1.23* 
(5.30) 
0.04 
(0.24) 
 
-1.10* 
(-2.65) 
0.47* 
(6.74) 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The values in 
parentheses are the calculated t-statistics. An asterisk denotes statistical significance.  
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3.4.5 Comparison to Perfect Forecast 
 
The prediction-realisation diagrams are presented in Figures 3.1 to 3.6. To make the results 
manageable, only the prediction-realisation diagrams for the one and 12 month ahead 
forecasting are presented here. The remaining predication realisation diagrams are presented 
in the Appendix to Chapter 3, Figures 3.7 to 3.12.   
 
The cluster of points around the y-axis demonstrates that the actual change in the exchange 
rate month to month is extremely small and that the magnitude of change predicted by the 
model outstrips the actual. It is therefore not surprising that the model performs badly in 
terms of the magnitude of error (that is, the RMSE) as this is what the prediction-realisation 
diagrams depict in terms of the deviation of the points from the 45 degree line. In terms of 
direction accuracy, the points appear to be almost evenly distributed across the four 
quadrants. This supports the direction accuracy results reported above, where the model 
predicts the direction of change correctly in around half of occasions. If the model always 
predicts the direction of change correctly, points would only fall in quadrants one and three.  
 
Most models produce a prediction-realisation diagram with around half of the points falling 
in the correct quadrants (that is, one and three), but with substantial deviation from the 45 
degree line, indicating large errors of magnitude. For example, model forecasts for the 
GBP/JPY exchange rate at the 12 month forecasting horizon perform well, as most points fall 
within the first and third quadrants and are relatively clustered around the 45 degree line. In 
contrast, the model forecasts for the CAD/GBP exchange rate at the 12 month forecasting 
horizon perform badly, with around half of the points falling in the second quadrant and are 
farther away from the 45 degree line.  
 
  
  
74 
 
Figure 3.1 Prediction-Realisation Diagrams - Frenkel-Bilson - 1 Month Forecasting Horizon 
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Figure 3.2 Prediction-Realisation Diagrams - Frenkel-Bilson - 12 Month Forecasting Horizon 
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Figure 3.3 Prediction-Realisation Diagrams - Dornbusch-Frankel - 1 Month Forecasting Horizon 
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Figure 3.4 Prediction-Realisation Diagrams - Dornbusch-Frankel - 12 Month Forecasting Horizon 
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Figure 3.5 Prediction-Realisation Diagrams - Hooper-Morton - 1 Month Forecasting Horizon 
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Figure 3.6 Prediction-Realisation Diagrams - Hooper-Morton - 12 Month Forecasting Horizon 
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The results of the Wald test for proximity to a perfect forecast are presented in Table 3.9. In 
almost every case, the random walk is outperformed by the model, in that the Wald test 
statistic of the random walk is multiples of the Wald test statistic of the model. This indicates 
that the model produces a forecast closer to a perfect forecast, compared to the random walk. 
Again, the most noteworthy results are for the GBP/JPY, where the Hooper-Morton model 
produces a perfect forecast at the 6 and 12 month horizon. In all cases for the CAD/AUD, 
GBP/AUD and CAD/GBP exchange rates, neither the model or the random walk produces a 
perfect forecast, but the relative magnitude of the Wald test statistic indicates that the model 
produces a superior forecast (in terms of being closer to the line of perfect fit, as measured by 
the magnitude of the Wald test statistic). For the CAD/GBP, GBP/USD and GBP/JPY 
exchange rates, all models outperform the random walk at the one month forecasting horizon. 
However, results are mixed as the forecasting horizon lengthens for these exchange rates.  
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Table 3.9 Test for Perfect Forecast - OLS Benchmark Results  
Forecasting 
horizon Model 
Exchange rate 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
1 
Random Walk 8522.10* 1793.40* 1404.10* 62698.00* 2900.90* 11550.50* 
Frenkel-Bilson 13.41* 252.06* 306.42* 146.07* 21.56* 81.79* 
Dornbusch-Frankel 25.34* 99.77* 106.70* 167.53* 30.42* 74.05* 
Hooper-Morton 39.50* 78.38* 82.88* 98.00* 51.85* 9.75* 
3 
Random Walk 2288.90* 397.72* 499.28* 40099.90* 50.06* 95.49* 
Frenkel-Bilson 24.94* 369.83* 398.61* 164.08* 43.80* 83.02* 
Dornbusch-Frankel 41.89* 154.66* 145.82* 185.16* 55.33* 73.01* 
Hooper-Morton 55.89* 120.86* 111.66* 116.33* 75.93* 12.43* 
6 
Random Walk 1732.60* 752.20* 270.41* 66101.40* 123.88* 102.64* 
Frenkel-Bilson 48.86* 591.20* 580.04* 168.60* 100.91* 87.04* 
Dornbusch-Frankel 68.16* 175.88* 225.83* 192.12* 117.84* 79.69* 
Hooper-Morton 71.43* 141.47* 171.21* 109.54* 175.68* 2.44 
12 
Random Walk 422.75* 1438.80* 161.45* 16409.40* 299.50* 96.77* 
Frenkel-Bilson 60.55* 1343.80* 869.91* 278.83* 210.86* 112.89* 
Dornbusch-Frankel 62.92* 182.93* 258.93* 269.12* 245.76* 110.13* 
Hooper-Morton 61.08* 163.69* 204.41* 161.30* 405.43* 1.42 
Notes: The test statistic follows a 	
(2) distribution and has a critical value of 5.99 at the 5 per cent level of 
significance.  An asterisk denotes rejection of the null hypothesis.  
 
3.5 Conclusion  
 
The results presented in this chapter demonstrate that the random walk can be outperformed 
in forecasting exchange rates, when forecasting accuracy is assessed according to measures 
that take into account more than just the magnitude of the forecasting error. The results 
demonstrate that evaluating forecasting accuracy using alternative measures leads to vastly 
different conclusions from those reached using conventional measures. The random walk is 
outperformed by exchange rate models when forecasting accuracy is measured by the 
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adjusted RMSE, direction accuracy (the direction accuracy of the model is greater and 
statistically different from that of the random walk), and proximity to the perfect forecast.  
 
In terms of profitability, however, there is no statistical difference in the performance of the 
model and random walk overall. Numerically, the model has a higher mean return and a 
higher proportion of positive returns, but the difference is not statistically significant (because 
of the high standard errors). In contrast, studies using shorter sample periods have shown that 
exchange rate models produce higher and statistically different average returns and 
proportion of positive returns compared to the random walk (Moosa and Burns, 2013a). It is 
noteworthy that when returns are volatile, the high standard errors make the t-test for the 
difference between two means extremely difficult to pass even if the numerical difference is 
large.  
 
Overall, the results support the proposition that using alternative measures of forecasting 
accuracy can explain the Meese-Rogoff puzzle. The random walk is outperformed by 
exchange rate models when forecasting accuracy is assessed by measures that do not rely 
exclusively on the magnitude of the forecasting error. Therefore, the Meese-Rogoff puzzle 
can be explained by the fact that forecasting accuracy is assessed exclusively by measures 
that only take into account magnitude of error. 
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Appendix to Chapter Three 
 
Figure 3.7 Prediction-Realisation Diagrams - Frenkel-Bilson - 3 Month Forecasting Horizon 
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Figure 3.8  Prediction-Realisation Diagrams - Dornbusch-Frankel - 3 Month Forecasting Horizon 
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Figure 3.9 Prediction-Realisation Diagrams - Hooper-Morton - 3 Month Forecasting Horizon 
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Figure 3.10 Prediction-Realisation Diagrams - Frenkel-Bilson - 6 Month Forecasting Horizon 
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Figure 3.11  Prediction-Realisation Diagrams - Dornbusch-Frankel – 6 Month Forecasting Horizon 
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Figure 3.12 Prediction-Realisation Diagrams - Hooper-Morton - 6 Month Forecasting Horizon 
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CHAPTER FOUR 
 
STOCHASTIC MOVEMENTS IN THE UNDERLYING PARAMETERS  
CHAPTER FOUR: STOCHASTIC MOVEMENTS IN UNDERLYING PARAMETERS  
4.1 Introduction 
 
Meese and Rogoff (1983a) suggest that a possible reason for the failure of monetary models 
to outperform the random walk is the use of constant rather than time-varying parameters. 
Chapter 4 considers the proposition that stochastic (that is, time-varying) movements in the 
underlying parameters may explain the Meese-Rogoff puzzle. A model estimated with 
constant coefficients is unable to incorporate stochastic movements in exchange rates and the 
underlying macroeconomic fundamentals. This may explain why exchange rate models are 
poor predictors of exchange rate behaviour in terms of the magnitude of error. 
 
With the advent of improvements in econometrics, time-varying parametric estimation is 
being used widely to compensate for model instability in the context of exchange rate 
forecasting (see, for example, Wolff, 1987; Schinasi and Swamy, 1989; Canova, 1993; Rossi, 
2006; Moosa and Burns, 2013a). A review of the literature suggests that estimating monetary 
models using time-varying parameters may improve their forecasting performance. A 
question arises as to whether or not the improvement (if any) is sufficient to outperform the 
random walk, and thus resolve the Meese-Rogoff puzzle. In this chapter, the proposition that 
stochastic movements in parameters can improve model performance and outperform the 
random walk is explored using conventional and alternative measures of forecasting 
accuracy.  
 
4.2 Literature Review 
 
Schinasi and Swamy (1989) advocate the use of time-varying parametric (TVP) estimation of 
exchange rate models for a number of reasons. First, model parameters can change over time 
because traders do not use information in the same way over all policy regimes, and across all 
time horizons. Second, market participants are heterogeneous and, thus, macroeconomic 
variables are not related to the exchange rate by a simple fixed-coefficient relationship. Third, 
the use of fixed coefficients implies the imposition of a restriction that may or may not hold, 
and empirical evidence suggests that the fixed coefficient restriction may not be valid in 
macroeconomic models. For example, Moosa and Kwiecien (2002) show that the nominal 
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interest rate is more capable of predicting inflation, when the assumption of fixed coefficients 
is relaxed.12  
 
Several other studies have also shown that depending on current economic conditions, the 
same macroeconomic fundamentals can play a different role in the monetary model. Junttila 
and Korhonen (2011), for example, show empirically that the significance of the coefficients 
on the explanatory variables may differ, according to the monetary regime, and thus, the 
sample chosen for the forecasting exercise. They find that the coefficient on relative interest 
rates has similar magnitudes, but different signs, depending on the current regime. Based on 
these results, they conclude that when different inflation conditions occur, fundamentals can 
play different roles in the monetary model. Likewise, Wolff (1987) suggests that parameter 
instability in exchange rate models may arise from instability in the money demand function, 
policy regime shifts, and changes in the long-run real exchange rate (emanating from changes 
in oil prices or global trade patterns). Frommel et al. (2005) provide evidence of an unstable 
and non-linear relationship between fundamentals and exchange rates13. They demonstrate 
that the impact of macroeconomic variables (such as short-term interest rates, inflation 
differentials and the levels of economic growth) on exchange rates is closely related to the 
monetary policy regime and regime switches.  
 
Time-varying parameters can be incorporated into exchange rate models through a variety of 
estimation procedures. Junttila and Korhonen (2011) use an error correction specification of 
the Frenkel-Bilson model with time-varying parameters to find out if a non-linear relationship 
between various exchange rates (DEM, GBP, CAD, FFR, ITL vis-à-vis the USD) and 
macroeconomic fundamentals exists.14 In contrast, Canova (1993) opts to use a multivariate 
TVP autoregressive model, to forecast exchange rates 1, 13 and 52 weeks ahead. Canova 
prefers the Bayesian approach because it has the benefit of utilising information from five 
exchange rates (FFR, CHF, DEM, GBP, and YEN vis-à-vis USD) and the corresponding six 
interest rates. For all exchange rates and forecasting horizons considered, Canova claims to 
                                               
 
12
 The implications of representing the Fisher equation by a fixed coefficient regression equation are that the 
real interest rate is fixed, and that the response of the nominal interest rate to inflationary expectations does not 
change over time. These assumptions are unrealistic.  
13
 Frommel et al. (2005) use a Markov switching framework to forecast exchange rates. 
14
 The purpose of this study was to determine if a non-linear relationship exists between exchange rates and 
macroeconomic fundamentals, rather than an assessment of the relative forecasting performance of a non-linear 
error correction model specification compared to the random walk. As such, no information regarding 
forecasting accuracy is available from this study.  
  
91 
 
outperform the random walk, based on a numerical comparison of measures of magnitude of 
forecasting accuracy (Theil’s U statistic and MAD). No statistical test for whether or not the 
difference in these measures reported for the random walk and model is statistically 
significant is performed.  
 
Shortly after the publication of the Meese and Rogoff results, Schinasi and Swamy (1989) re-
worked the Meese-Rogoff results by re-estimating the models in a TVP framework.  They 
estimate the same exchange rate models used as in Meese and Rogoff (1983a) using the 
Kalman filtering technique, the method of Hildreth and Houck (1968) and ARCH models. 
Schinasi and Swamy (1989) report that the random walk is outperformed by TVP 
specifications of the flexible price model, sticky price model and the sticky price model with 
current account effects (as determined by conventional measures of forecasting accuracy). 
They conclude that “while our results on fixed coefficient models support most of the Meese 
and Rogoff conclusions, we find that when coefficients are allowed to change, an important 
subset of conventional models……can outperform forecasts of a random walk model”. 
However, Schinasi and Swamy (1989) did not use the AGS test (as suggested by Ashley et 
al., 1980) to determine if the numerical difference in the RMSEs is statically significant. In 
this sense, their conclusion that the monetary model estimated in a TVP framework can 
outperform the random walk may not stand up to statistical testing. 
 
Wolff (1987) uses a similar TVP technique to estimate the Frenkel-Bilson and Dornbusch-
Frankel models for USD/GBP, USD/JPY and USD/DEM. For the USD/DEM, Wolff (1987) 
finds evidence indicating that ex-post forecasts compare favourably well to that of the 
random walk in that Theil’s U statistic is less than one for both models at the 1, 3, 6, 12, 24 
and 36 month forecasting horizon. Akin to the Schinasi and Swamy (1989) study, Wolff did 
not test formally whether or not the difference in the RMSEs of the model and random walk 
is statistically different.  
 
While studies using TVP consistently demonstrate an improvement in forecasting accuracy, 
when the statistical difference in conventional measures is formally tested, the improvement 
is insufficient to outperform the random walk. Rossi (2006), for example, finds that “taking 
time-variation in the parameters into account is capable of improving forecasts relative to the 
random walk”. Rossi (2006) concludes that there is some sort of relationship between the 
exchange rate and its fundaments, “but it is not stable over time”. Rossi (2006) suggests that 
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if the nature of parameter instability is exploited, it may be possible to find economic models 
that forecast better than the random walk in terms of the magnitude of error. However, Rossi 
(2006) concludes that this difference is rarely statistically significant.  
 
Following Schinasi and Swamy (1989), Moosa and Burns (2013a) replicate the Meese-
Rogoff study, by using the same exchange rates, time period and estimation methods, but 
estimate the exchange rate models using TVP. In this study, the monetary models originally 
used by Meese and Rogoff (1983a) are estimated in a TVP framework, by maximum 
likelihood, using the Kalman filtering technique (as used by Harvey, 1989; Schinasi and 
Swamy, 1989). The results demonstrate that the Meese and Rogoff findings cannot be 
overturned, even if the models are estimated with time-varying parameters. That is, the 
exchange rate models estimated using TVP cannot outperform the random walk in terms of 
the magnitude of the forecasting error. Unlike Schinasi and Swamy (1989), Moosa and Burns 
(2013a) use the AGS test to reach this conclusion.15 This finding is consistent with that of 
Rossi (2006), in that TVP estimation of exchange rate models improves the forecasting 
accuracy in terms of the magnitude of error, but the improvement is insufficient to produce a 
numerically smaller and statistically different RMSE compared to the random walk. Moosa 
and Burns (2013a), however, go on to conclude that the random walk can be outperformed by 
exchange rate models if forecasting accuracy is measured in terms of the ability to predict 
correctly the direction of change, the ARMSE and profitability. 
 
4.3 Methodology 
 
Following the approach of Moosa and Burns (2013a), each of the monetary models is 
estimated in a time-varying parametric (TVP) framework. To estimate equations [2.19], 
[2.20] and [2.21] in a TVP framework, the equations are re-written as:  
 
ttttytttttttt iiyymms εαααφµ +−+−+−++= )()()( *3*2*1                                [4.1] 
 
                                               
 
15
 The author is not aware of any study other than Moosa and Burns (2013), where the AGS test is employed to 
determine if the improvement in the RMSE that arises from estimating the monetary model in a TVP 
framework, is sufficient to outperform the random walk.   
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[4.2]   
 
ttttttytttttttt TBTBiiyymms εαααααφµ +++−+−+−++= *65*3*2*1 )()()(        [4.3]                           
  
where tµ , tφ  and tε  are the time series components of ts . The term, tµ , is the trend, tφ  is the 
cyclical component and tε  is the random component. The trend, which represents the long-
term movement of the dependent variable, is represented by the general specification: 
 
µ µ β ηt t t t= + +− −1 1                                                    [4.4] 
 
β β ζt t t= +−1                                                           [4.5] 
 
where η σ ηt NID~ ( , )0 2  and ζ σ ζt NID~ ( , )0 2 . The cyclical component, tφ , is specified as:  
 
φ ρ φ θ φ θ ωt t t t= + +− −( cos sin )*1 1                                          [4.6] 
 
φ ρ φ θ φ θ ωt t t t* * *( sin cos )= − + +− −1 1                                      [4.7] 
 
where φ t*  appears by construction such that ω t  and ω t*  are uncorrelated white noise 
disturbances, with variances σ ω2  and σ ω*
2
, respectively. The parameters 0 ≤ ≤θ pi  and 
0 1≤ ≤ρ  are the frequency of the cycle and the damping factor on the amplitude, 
respectively. The period of the cycle, which is the time taken by the cycle to go through its 
complete sequence of values, is 2pi θ/  (Koopman et al., 2006).  
 
Equations [4.1], [4.2] and [4.3] are estimated by maximum likelihood, using the Kalman filter 
to update the state vector.16 Once the model is estimated, one month ahead forecasts are 
                                               
 
16
 Oxmetrics (version 4.10) is used to estimate the benchmark models using TVP. Specifically, the model is 
formulated with the following unobserved components using Stamp: stochastic level, stochastic slope and 
irregular components. The model is estimated using maximum likelihood, and out-of-sample forecasts are 
generated at the 1 month horizon (one-step ahead) using the post estimation options. 
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generated using recursive estimation. Forecasts are evaluated using conventional and 
alternative measures, according to the methodology presented in Chapter’s 2 and 3.   
 
4.4 Results 
 
In this section, the forecasts of the three structural exchange rate models estimated using a 
time-varying parametric framework, are presented. The accuracy of the model forecasts are 
then compared to that of the naïve random walk model, using both conventional and 
alternative measures of forecasting accuracy. The accuracy of the model forecasts are also 
compared to static model forecasts, as presented in Chapter’s 2 and 3.   
 
4.4.1 Time Plots of Forecasts 
 
A visual representation of the forecasts generated by the TVP estimation of the structural 
models is presented in the following time plots (Figures 4.1 to 4.3). Each version of the 
monetary model and exchange rate is presented here. A comparison of these time plots with 
those presented in Chapter 2, clearly shows that estimating exchange rate models with TVP 
improves the forecasting performance of the monetary models. This is evident by the close 
alignment of the model to the actual series in all cases. The forecasts generated by the 
random walk and the models are so close to the actual series, that the lines are almost 
indistinguishable. The forecasts generated by the Hooper-Morton model appear to perform 
least well, exhibiting over-shooting above and below the observed exchange rate. Based on 
this visual analysis, it is evident that incorporating stochastic movements in the parameters 
improves forecasting performance of exchange rate models. The question thus arises whether 
or not the improvement is sufficient to outperform that random walk, in terms of the 
magnitude of the forecasting error, as to resolve the Meese-Rogoff puzzle.  
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Figure 4.1 Time Plots - Frenkel-Bilson TVP 
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Figure 4.2  Time Plots - Dornbusch-Frankel TVP 
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Figure 4.3 Time Plots - Hooper-Morton TVP 
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different RMSE to the random walk). For the CAD/GBP and CAD/USD, all three models are 
outperformed by the random walk in terms of the magnitude of the error.  
 
These results show that Meese and Rogoff (1983a) are correct in suggesting that when 
stochastic movements in parameters are incorporated into exchange rate models, the model 
performs better in terms of the magnitude of error. The results also show a significant 
improvement in the RMSE of the TVP specification of the monetary models, compared to 
that of the static version presented in Chapter 2. However, the model cannot produce a 
numerically smaller and statistically different RMSE to that of the random walk.  
 
Based on these results, the proposition that the random walk cannot be outperformed in terms 
of the RMSE is valid.17 Although the results support the Meese and Rogoff proposition, that 
TVP specification of the monetary model improves the forecasting performance of the model 
in terms of the magnitude of forecasting error, this does not mean that monetary models 
estimated using TVP can outperform the random walk. Therefore, parameter instability 
cannot explain the Meese-Rogoff puzzle.  
 
Table 4.1 Root Mean Square Error and Hypothesis Testing - TVP 
Forecasting horizon 
Exchange rate 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
Random walk 0.03 0.03 0.03 0.03 0.03 0.04 
Frenkel-Bilson 
 
0.03 
(4.62) 
0.03 
(5.69) 
0.04* 
(15.56) 
0.03* 
(7.98) 
0.03 
(2.42) 
0.03 
(0.92) 
Dornbusch-Frankel 
 
0.03 
(2.64) 
0.03* 
(7.19) 
0.03* 
(8.43) 
0.03* 
(8.92) 
0.03 
(1.85) 
0.04 
(0.13) 
Hooper-Morton 0.05* 
(81.97) 
0.05* 
(72.76) 
0.05* 
(34.27) 
0.05* 
(56.89) 
0.04* 
(19.88) 
0.04 
(0.04) 
Notes: The test statistic follows a 	
(2) distribution and has a critical value of 5.99 at the 5 per cent level of 
significance.  Test statistics are in parentheses. An asterisk denotes rejection of the null hypothesis. 
 
 
The results of the Fair-Shiller test are presented in Table 4.2. The results varied and are 
inconclusive in many instances. Conclusive results are only available for CAD/AUD and 
                                               
 
17
 The estimated coefficients of equation [2.29] and the associated t-test statistics are presented in the Appendix 
to Chapter 4. 
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GBP/JPY. In the former case, the random walk consistently outperforms the model. In the 
latter, all three models outperform the random walk.  
 
Table 4.2 Fair-Shiller Test - TVP 
Model 
Exchange rate 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
Frenkel-Bilson 
RW 
 
Model 
 
0.98* 
(2.10) 
0.49 
(1.28) 
-0.19 
(-0.50) 
-0.35 
(-0.97) 
0.04 
(0.08) 
-0.07 
(-0.50) 
-4.86 
(-1.25) 
0.14 
(0.66) 
0.38 
(0.83) 
0.23 
(1.52) 
1.01 
(0.83) 
0.64* 
(4.03) 
Dornbusch-Frankel 
RW 
 
Model 
 
1.05* 
(2.28) 
0.37 
(1.23) 
-0.23 
(-0.61) 
-0.38 
(-1.31) 
0.07 
(0.14) 
0.07 
(0.42) 
-4.87 
(-1.25) 
0.13 
(0.66) 
0.33 
(0.72) 
0.25 
(1.73) 
1.39 
(1.21) 
0.55* 
(5.80) 
Hooper-Morton 
RW 
 
Model 
 
1.00* 
(2.09) 
-0.04 
(-0.60) 
-0.21 
(-0.54) 
-0.04 
(-0.57) 
0.11 
(0.23) 
0.05 
(0.70) 
-4.25 
(-1.12) 
0.01 
(0.20) 
0.48 
(1.07) 
0.12 
(1.39) 
0.50 
(0.42) 
0.49* 
(4.13) 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The values in 
parentheses are the calculated t-statistics.  An asterisk denotes statistical significance.  
 
In the majority of cases, according to the Diebold-Mariano test, the model and random walk 
have equal forecast accuracy as measured by the MSE (Table 4.3). The exchange rate models 
performed best for the GBP/USD and GBP/JPY rates, where the null hypothesis of equality 
in the loss function cannot be rejected (meaning the model and random walk forecasts have 
an equivalent magnitude of error). In the case of GBP/AUD, all models are outperformed by 
the random walk in terms of the MSE. Overall, the Frenkel-Bilson and Dornbusch-Frankel 
models perform best across the exchange rates considered.  
 
Interestingly, the Diebold-Mariano test shows that the model and random walk produce an 
equivalent magnitude of error across all models for the GBP/JPY exchange rate. However, 
the Fair-Shiller test results (Table 4.2) go one step further, leading to the conclusion that the 
model forecasts contain better information for forecasting one period ahead than the random 
walk. It can therefore be inferred that even if the difference in the magnitude of the 
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forecasting error is not statistically different, one model can still produce a superior forecast 
in terms of the information it contains.  
 
Table 4.3 Diebold-Mariano Test - TVP 
 
Exchange rate 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
Frenkel-Bilson 
 
1.97* 2.28* 0.94 1.11 1.17 -0.51 
Dornbusch-Frankel 0.55 2.20* 0.97 1.18 0.99 -0.50 
Hooper-Morton 3.17* 5.08* 4.36* 3.19* 1.63 -0.01 
Notes: The Diebold-Mariano test statistic follows a t-distribution and has a critical value of 1.96 at the 5 per cent 
level of significance. An asterisk denotes rejection of the null hypothesis.  
 
 
4.4.3 Alternative Measures of Forecasting Accuracy  
 
Direction accuracy and hypothesis testing results are presented in Table 4.4. In all cases, the 
model outperforms the random walk without drift. That is, the null hypothesis of zero 
direction accuracy is rejected. More importantly, the supplementary tests show that the model 
correctly predicts the direction of change on 50 per cent of occasions in all cases. In four 
cases relating to CAD/GBP and GBP/JPY, the model reports direction accuracy in excess of 
50 per cent. The results unquestionably verify the proposition that the random walk can be 
outperformed, when exchange rate models are estimated using TVP and forecasting accuracy 
is assessed by alternative measures.  
 
The results of the TVP specification, compared to the static model forecasts, show several 
improvements in direction accuracy. Specifically, for CAD/GBP, direction accuracy exceeds 
50 per cent when estimated using TVP (whereas the static model forecasts achieved direction 
accuracy of 50 per cent). For CAD/USD, direction accuracy improves such that the null 
hypothesis that direction accuracy of the model is equal to 50 per cent cannot be rejected 
(whereas direction accuracy is greater than zero but less than 50 per cent for static model 
forecasts). 
 
The P-T test rejects the null hypothesis of independence of the actual change in the exchange 
rate and the predicted change in the exchange rate in five cases, and mostly relating to 
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CAD/USD and GBP/JPY (Table 4.5). These are the same cases where direction accuracy of 
the model forecasts exceeds 50 per cent according to the t-test (presented in Table 4.4).  
 
Table 4.4  Direction Accuracy and Hypothesis Testing - TVP 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The values in 
parentheses are the calculated t-statistics for the null hypothesis of H0: 	 = 	0.00 and H0: 	 = 	0.50, 
respectively. An asterisk denotes rejection of the null hypothesis.  
 
Table 4.5 P-T Test - TVP 
 
Exchange rate 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
Frenkel-Bilson 1.24 -1.70 1.61 2.28 1.12 1.28 
Dornbusch-Frankel 0.82 -1.04 0.94 2.10 1.97 2.64 
Hooper-Morton -1.84 -0.50 -1.28 1.10 -0.98 3.47 
Notes: The P-T test statistic follows a 	
(1) distribution and has a critical value of 3.84 at the 5 per cent level of 
significance. An asterisk denotes rejection of the null hypothesis.  
 
The ARMSE results are presented in Table 4.6. In all but two cases, the model performs just 
as well as, or better than, the random walk, when the magnitude of forecasting error is 
adjusted to account for direction accuracy. More importantly, the model outperforms the 
Forecasting horizon 
Exchange rate 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
Frenkel-Bilson 
H0: DA = 0.00 
H0: DA = 0.50 
 
0.52 
(11.42)* 
(0.46) 
 
 
0.55 
(12.02)* 
(1.02) 
 
 
0.60 
(13.32)* 
(2.16)* 
 
 
0.52 
(11.42)* 
(0.46) 
 
 
0.50 
(11.05)* 
(0.09) 
 
 
0.59 
(13.09)* 
(1.96) 
 
Dornbusch-Frankel 
H0: DA = 0.00 
H0: DA = 0.50 
 
0.52 
(11.42)* 
(0.46) 
 
 
0.53 
(11.62)* 
(0.65) 
 
 
0.60 
(13.32)* 
(2.16)* 
 
 
0.51 
(11.23)* 
(0.28) 
 
 
0.50 
(10.86)* 
(-0.09) 
 
 
0.65 
(14.83)* 
(3.37)* 
 
Hooper-Morton 
H0: DA = 0.00 
H0: DA = 0.50 
 
0.42 
(9.33)* 
(-1.77) 
 
 
0.48 
(10.50)* 
(-0.46) 
 
 
0.51 
(11.23)* 
(0.28) 
 
 
0.49 
(10.68)* 
(-0.28) 
 
 
0.42 
(9.33)* 
(-1.77) 
 
 
0.64 
(14.56)* 
(3.16)* 
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random walk in terms of the ARMSE in the majority of cases.18 Most noteworthy are the 
results for the GBP/JPY, where the random walk produces an ARMSE twice as large as the 
ARMSE of the models.  
 
Table 4.6 ARMSE - TVP 
Model 
Exchange rate 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
Random walk 0.03 0.03 0.03 0.03 0.03 0.04 
Frenkel-Bilson 0.02 0.02 0.02 0.02 0.02 0.02 
Dornbusch-Frankel 0.02 0.02 0.02 0.02 0.02 0.02 
Hooper-Morton 0.04 0.04 0.03 0.03 0.03 0.02 
 
The mean returns and hypothesis testing results are presented in Table 4.7. Although the 
model outperforms the random walk based on the numerical mean return (either a larger 
positive return or smaller negative return) in almost every case, the results of the t-test show 
that the mean returns are not statistically different. This is largely due to the high variance in 
both the model and random walk forecasts, and most likely attributable to the length of the 
sample of this study.  
 
The proportion of positive returns generated by the model is numerically greater in the 
majority of cases (Table 4.8). However, similar to the mean return results reported in Table 
4.7, this difference is not statistically significant in any case. Overall, the model performs just 
as well as, or better than, the random walk in terms of risk-adjusted returns (see the Sharpe 
ratio results presented in Table 4.9). For CAD/GBP and GBP/JPY exchange rates, the 
random walk produces negative risk-adjusted returns, and is outperformed by the exchange 
rate models that produce positive risk-adjusted returns. In these cases, the model outperforms 
the random walk by a large margin (producing positive risk-adjusted returns ranging from 
0.05 to 0.20) 
 
 
 
 
                                               
 
18
 As noted in Chapter 3, there is no test available to determine if this difference is statistically significant. 
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Table 4.7   Mean Returns and Hypothesis Testing -TVP 
Forecasting horizon 
Exchange rate 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
Random walk 6.14 7.97 -1.57 0.94 0.94 -0.77 
Frenkel-Bilson 6.39 
(0.06) 
9.73 
(0.37) 
2.64 
(0.91) 
1.50 
(0.12) 
1.67 
(0.17) 
5.78 
(1.15) 
Dornbusch-Frankel 6.39 
(0.06) 
9.25 
(0.27) 
5.51 
(0.94) 
1.37 
(0.10) 
3.53 
(0.62) 
8.43 
(1.63) 
Hooper-Morton 1.98 
(-0.93) 
2.48 
(-1.15) 
1.79 
(0.72) 
2.14 
(0.27) 
1.26 
(0.07) 
8.79 
(1.69) 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The values in 
parentheses are the calculated t-statistics for the null hypothesis H0: 	 = 		. An asterisk denotes rejection 
of the null hypothesis.  
 
Table 4.8 Proportion of Positive Returns and Hypothesis Testing - TVP 
Forecasting horizon 
Exchange rate 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
Random walk 0.59 0.64 0.47 0.55 0.57 0.60 
Frenkel-Bilson 0.59 
(0.00) 
0.66 
(-0.27) 
0.56 
(-1.43) 
0.59 
(-0.53) 
0.59 
(-0.26) 
0.61 
(-0.13) 
Dornbusch-Frankel 
 
0.59 
(0.00) 
0.66 
(-0.41) 
0.57 
(-1.56) 
0.58 
(-0.39) 
0.60 
(-0.40) 
0.65 
(-0.81) 
Hooper-Morton 0.53 
(0.92) 
0.58 
(0.93) 
0.53 
(-0.91) 
0.56 
(-0.13) 
0.51 
(0.91) 
0.64 
(-0.67) 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The values in 
parentheses are the calculated t-statistics for the null hypothesis H0: ,	 = 	,	. An asterisk denotes 
rejection of the null hypothesis.  
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able 4.9   Sharpe Ratio -TVP 
Forecasting horizon 
Exchange rate 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
Random walk 0.18 0.22 -0.04 0.03 0.03 -0.02 
Frenkel-Bilson 0.19 0.27 0.07 0.04 0.05 0.13 
Dornbusch-Frankel 0.19 0.25 0.15 0.04 0.11 0.19 
Hooper-Morton 0.06 0.07 0.05 0.06 0.04 0.20 
 
The prediction-realisation diagrams for the TVP estimation of the exchange rate models are 
presented in Figures 4.4 to 4.6. A comparison of the spread of these prediction-realisation 
diagrams, compared to those presented in Chapter 3 for the static model forecasts, clearly 
shows an improvement in the magnitude of the forecasting error. The prediction-realisation 
diagrams show a clustering of points around the x-axis (particularly for the Frenkel-Bilson 
model forecasts for CAD/AUD). This is indicative that the model forecasts are characterised 
by low magnitude of error (which is also reflected in the RMSE results).   
 
Improvements in direction accuracy are also identifiable with more points falling into the first 
and third quadrants. This visual analysis supports those presented in Table 4.4 which show 
improvement in direction accuracy when the model is specified in a TVP framework, 
compared to the static version. In particular, GBP/USD and GBP/JPY have several points 
falling in close proximity to the line of perfect forecast, and in the first and third quadrants. In 
contrast, the model forecasts for the CAD/GBP and CAD/USD exchange rates exhibit points 
falling in the second and fourth quadrants, indicating a lack of direction accuracy.  
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Figure 4.4 Prediction-Realisation Diagrams - Frenkel-Bilson - TVP 
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Figure 4.5 Prediction-Realisation Diagrams - Dornbusch-Frankel - TVP 
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Figure 4.6 Prediction-Realisation Diagrams - Hooper-Morton - TVP 
 
 
 
 
 
 
The results of the Wald test for proximity to a perfect forecast are presented in Table 4.10. 
Although the null hypothesis of a perfect forecast is rejected in every case, the numerical 
difference in the Wald test statistic of each exchange rate model and the random walk, 
demonstrates the superiority of the forecasts generated by the model. The one exception is the 
GBP/AUD exchange rate, where the random walk forecasts are slightly closer to the line of 
perfect fit compared to the forecasts generated by the Frenkel-Bilson model.  
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Table 4.10 Test of Perfect Forecast - TVP 
Model 
Exchange rate 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
Random walk 8522.10* 1793.40* 1401.10* 62698.00* 2900.90* 11550.50* 
Frenkel-Bilson 1912.30* 1902.50* 302.42* 571.86* 261.51* 272.94* 
Dornbusch-Frankel 1313.90* 1275.60* 352.58* 533.58* 234.23* 66.36* 
Hooper-Morton 72.87* 60.91* 67.13* 58.94* 75.24* 133.12* 
Notes: The test statistic follows a 	
(2) distribution and has a critical value of 5.99 at the 5 per cent level of 
significance.  An asterisk denotes rejection of the null hypothesis.  
 
4.5 Conclusion  
 
The results demonstrate that incorporating stochastic movements in the parameters of 
exchange rate models improves forecasting accuracy in terms of the magnitude of error. In 
around half of the cases, there is no statistical difference in the RMSE of the exchange rate 
model and random walk forecasts. In the remaining cases, the RMSE of the random walk is 
smaller and statistically different compared to that of the monetary model. Although Meese 
and Rogoff (1983a) are correct in suggesting that the use of TVP would improve the 
forecasting accuracy of the model, the improvement is insufficient to outperform the random 
walk in terms of the magnitude of the error. Therefore, stochastic movements in the 
underlying parameters cannot explain the Meese-Rogoff puzzle.   
 
However, the random walk is outperformed by exchange rate models estimated with TVP, 
when forecasting accuracy is assessed by measures that do not rely exclusively on the 
magnitude of the error. The model forecasts consistently outperform the random walk in 
terms of direction accuracy (higher and statistically different), the adjusted RMSE, and a 
comparison to a perfect forecast. Therefore, the Meese-Rogoff puzzle can be resolved using 
alternative measures of forecasting accuracy.  
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Appendix to Chapter Four 
 
Table 4.11  AGS Test - Estimated Coefficients and t-statistics  
Model 
Exchange rate 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
Frenkel-Bilson 
0α
 
1α  
 
0.00* 
(2.06) 
0.01 
(0.62) 
 
0.00 
(0.77) 
1.64* 
(2.25) 
 
0.00 
(0.57) 
0.10* 
(3.90) 
 
-0.00 
(-1.94) 
0.04* 
(2.05) 
 
-0.00 
(-0.25) 
0.04 
(1.54) 
 
-0.00 
(-0.01) 
0.30 
(0.96) 
Dornbusch-Frankel 
0α
 
1α  
 
0.00 
(1.62) 
0.00 
(0.14) 
 
0.00 
(0.68) 
1.55* 
(2.59) 
 
0.00 
(0.29) 
0.07* 
(2.89) 
 
-0.00* 
(-2.02) 
0.04* 
(2.20) 
 
-0.00 
(-0.17) 
0.04 
(1.35) 
 
-0.00 
(-0.04) 
0.07 
(0.36) 
Hooper-Morton 
0α
 
1α  
 
-0.00 
(-0.76) 
0.36* 
(9.02) 
 
0.00 
(-0.02) 
0.35* 
(8.53) 
 
-0.00 
(-0.44) 
0.87* 
(5.84) 
 
-0.00 
(-0.86) 
0.33* 
(7.49) 
 
-0.00 
(-0.15) 
0.74* 
(4.46) 
 
-0.00 
(-0.19) 
0.02 
(0.07) 
Notes: The values in parentheses are the calculated t-statistics. The critical value of the t-test statistic at the 5 per 
cent level of significance is 1.96. An asterisk denotes statistical significance.  
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CHAPTER FIVE 
 
MODEL MISSPECIFICATION 
 
5.1 Introduction  
 
The literature suggests that the failure of exchange rate models to outperform the random 
walk can be attributed to model misspecification. Engel (1999) argues that one of the most 
obvious problems of using the monetary model to forecast exchange rates is that the 
foundations of this model are unrealistic, and hence, the model is misspecified. Intuitively, a 
misspecified model does not perform well in a forecasting exercise, such as this, if it suffers 
from a specification error (Makridakis et al., 1998). It follows that this may provide an 
explanation for the Meese-Rogoff puzzle.  
 
Model misspecification can take a variety of forms. Meese and Rogoff (1983a) suggest four 
possible types of model misspecification: UIP, proxies for inflationary expectations, goods 
market specification and the money demand function. Others suggest that the monetary 
model is misspecified as a stock rather than flow model (Harvey, 2006; Moosa, 2008). Other 
possible misspecifications include failure to distinguish between the price of traded and non-
traded goods (Balassa, 1964; Samuelson, 1964) or the imposition of proportionality and 
symmetry restrictions (Neely and Sarno, 2002; Tawadros, 2001). Faust et al. (2003) argue 
that the monetary and portfolio balance models are “surely mis-specified in certain ways”, 
referring to a combination of these forms of model misspecification. In this chapter, the 
proposition that model misspecification can account for the inability of exchange rate models 
to outperform the random walk is explored.  
 
5.2 Literature Review 
 
The possibility that exchange rate models are misspecified is widely supported by the 
literature. Model specification refers to the process of converting a theory into a regression 
model. This includes selecting an appropriate functional form for the model, as well as 
variable selection. If an estimated model is misspecified, it will be biased and inconsistent, 
and hence, will perform poorly in a forecasting exercise (Lee et al., 1999).  
 
The specification of the monetary models in a static rather than a dynamic form is one 
possible source of model misspecification. Some economists have attempted to address static 
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model misspecification by specifying the monetary model in dynamic form, such as first 
difference, error correction and distributed lags (see, for example, Cheung et al., 2005). 
Claims of outperforming the random walk by introducing dynamics have been made by 
Cheung et al. (2005), Tawadros (2001), Chinn and Meese (1995), Hwang (2001), and Aarle 
et al. (2000). Cheung et al. (2005) and Aarle et al. (2000) use the Diebold-Mariano test for 
this purpose. However, several of these claims are made without appropriate testing for the 
significance of the difference in RMSEs. 
 
MacDonald and Taylor (1993) use a dynamic error correction model to estimate the rational 
expectations version of the monetary model using monthly data for the German mark vis-à-
vis the U.S. dollar, over the period 1976-1990.  They conclude that the model forecasts are 
superior to those of the random walk model at the 1, 2, 3, 6, 9 and 12 month horizon, by 
comparing the numerical value of the RMSEs (without testing the statistical difference). 
Based on the reported results (for example, the RMSE of the model and random walk at the 
one month ahead forecasting horizon is 0.028 and 0.030, respectively), it is unlikely that this 
difference is statistically significant.  
 
Similar results are obtained by MacDonald and Taylor (1994), who use an error correction 
specification of the monetary model to predict the British pound vis-à-vis the U.S. dollar over 
the period 1976-1990. They find evidence of at least one cointegrating vector, implying that a 
long-run relationship exists between the exchange rate and macroeconomic fundamentals. 
They claim that “the estimated model clearly outperforms the random walk model (with or 
without a drift term) across the range of forecasting horizons” and conclude that the forecasts 
generated by an error correction model are superior to those produced by a number of 
alternative models (including the monetary model specified in first differences). However, 
the robustness of these results is highly questionable because the numerical difference 
between the RMSE of the model and random walk model is not tested and the numerical 
difference is, in many cases, as small as 0.003 (at the one month ahead forecasting horizon) 
or 0.037 (at the 12 month forecasting horizon). These small differences are unlikely to be 
statistically significant.  
 
Likewise, Hwang (2001) uses an error correction specification of the Frenkel-Bilson and 
Dornbusch-Frankel models, to forecast the USD/CAD exchange rate. He finds evidence of up 
to three cointegrating vectors, which implies a long-run relationship between the exchange 
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rate and macroeconomic fundamentals. Compared to the random walk, the forecasts produce 
a numerically smaller RMSE at the 3, 6, and 12 month horizons. Similar to the critique of the 
MacDonald and Taylor (1993, 1994) studies, the difference in the RMSEs is so small that it is 
unlikely to be statistically significant. For instance, for the 12 month horizon, Hwang reports 
the RMSEs of the Frenkel-Bilson model, the Dornbusch-Frankel model and the random walk 
to be 1.139, 1.138 and 1.174, respectively.  
 
Not every study using dynamic models produced results indicating the inferiority of the 
random walk. For example, Fullerton et al. (2001) use a set of error correction models to 
represent the behaviour of the MEX/USD. They conclude that “although dynamic simulation 
properties of the equations are acceptable, in no case do they generate levels of accuracy that 
exceed that associated with a simple random walk”. 
 
Moosa and Burns (2013d) demonstrate that dynamic versions of the flexible price monetary 
model of exchange rates cannot outperform the random walk. They estimate four dynamic 
versions of the flexible price monetary model for the JPY/USD exchange rate over a period 
extending back to 1990. The results show that while all dynamic models outperform the static 
model, none of the models outperform the random walk in terms of the RMSE (and 
confirmed by the AGS test). To rationalize the empirical results, they show that all of the 
dynamic models can be re-specified in levels with lagged dependent variables. This 
representation holds for any dynamic specification, including those based on partial 
adjustment and distributed lags in the dependent and explanatory variables, as well as straight 
first difference and error correction models. 
 
While some economists have claimed victory over the random walk by introducing dynamics 
in various shapes and forms, the results of these studies and the interpretation of the results 
can be questioned on three grounds. First, claims of victory are predominantly based on a 
comparison of the numerical values of the root mean square error (and other quantitative 
metrics) of the underlying model with that of the random walk, without appropriate testing 
for statistical significance.  
 
Second, the use of dynamics implicitly and effectively introduces a lagged dependent 
variable, which makes the underlying model some sort of an “augmented” random walk 
(Moosa and Burns, 2013d). The random walk component, represented by the lagged 
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dependent variable, invariably dominates the effect of the explanatory macroeconomic 
variables. Kling (2011) argues that the inclusion of a lagged dependent variable tends to 
reduce, or eliminate altogether, the estimated sensitivity of the dependent variable to other 
variables.  Although it is a common practice to include a lagged dependent variable to 
enhance the predictive ability of a model, this enhancement undermines the forecasting 
exercise and results, where the objective is to outperform the random walk. Claiming to 
outperform the random walk using a model that is dominated by an augmented random walk 
component is tantamount to intellectual fraud. Furthermore, this approach is intuitively 
redundant when the random walk is the benchmark forecast against which the model 
forecasts are to be assessed. 
 
Third, the coefficient on the lagged dependent variable tends to be close to one, which causes 
two additional problems (Kling, 2011). The first of these problems is that it makes the models 
relatively unstable, and results in a loss of explanatory power. Kling (2011) argues that while 
the most accurate forecasting models include lagged dependent variables, “the resulting 
equations often have structural properties that are not desired by the model builders”. Even 
worse, the dominance of the lagged dependent variable makes the forecasting look exactly 
like that generated by a random walk. As the forecasts follow the actual value, it implies that 
the actual value forecasts the forecast value, which makes no sense at all.  
 
Specification of the models in static rather than stochastic form is another potential source of 
model misspecification. However, the use of time-varying parameters will not improve their 
forecasting performance if there is an error in the model specification, as this will be carried 
through to the model forecasts (Brooks, 2005). The possibility that the model is misspecified 
using static rather than stochastic parameters is refuted on the basis of the results presented in 
Chapter 4: in half of the cases the random walk produces a numerically smaller and 
statistically different RMSE; in the remaining cases, the RMSEs of the model and random 
walk are equivalent.  
 
Alternative model specifications have also been empirically tested over the years, with 
varying degrees of success. The neoclassical monetary models used thus far are stock (or 
asset) models. An alternative specification is a flow model, such as the Post Keynesian flow 
model, suggested by Harvey (2006) and Moosa (2008). Stock and flow models differ in terms 
of the transmission mechanism. For the monetary model, the transmission mechanism is the 
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demand for money. Changes in the exchange rate are driven by changes in the demand for 
money, and this is driven by changes in interest rates and output. However, Friedman and 
Kuttner (1992) show that the money demand equation is generally unstable over time.  
 
In contrast, the transmission mechanism for the flow model is capital flows. Changes in the 
exchange rate are driven by changes in capital flows which affect the balance of payments. 
Changes in capital flows are similarly driven by changes in interest rates and income. 
According to the theory underlying the neoclassical approach, exchange rate movements 
occur through impacts on the stocks of assets (that is, money, bonds, and shares). The real 
difference in the models is in the sign of the coefficients and the transmission mechanism that 
explains exchange rate movements. Both Harvey (2006) and Moosa (2008) argue that the 
Post Keynesian approach to exchange rate modelling is superior to the neoclassical approach.  
 
Likewise, Anaraki (2007) argues that the monetary model ignores the asset market 
transmission mechanism, and that asset returns are an important factor affecting movements 
in exchange rates.  He argues that previous studies (with the exception of Alquist and Chinn, 
2008) focus on net foreign assets, the current account, and equity flows, dismissing the stock 
market transmission channel. Anaraki (2007) contends that dividend yields play a dominant 
role in driving the exchange rate via this transmission channel, which makes traditional 
models misspecified.  
 
More recently, some evidence has emerged indicating that macroeconomic exchange rate 
models are misspecified because they do not incorporate the microeconomic determinants of 
exchange rate movements. Evans and Lyons (2005b) suggest that exchange rate models are 
completely misspecified, by specifying changes in the exchange rate to be a function of 
macroeconomic variables, overlooking the transmission mechanism through which changes 
in exchange rates are driven. Their results show that the micro-based model consistently 
outperforms both the random walk and the monetary model. While they claim that their 
results “provide a level of empirical validation as yet unattained by other models”, they point 
out that this is not indicative that macroeconomic fundamentals will never explain exchange 
rates. Instead, they suggest that their findings are “consistent with exchange rates being 
driven by standard fundamentals”, acting through order flow (Evans and Lyons, 2005b). 
Although microstructure models reportedly outperform the random walk at short horizons 
(see, for instance, Evans and Lyons, 2005b; Evans and Rime, 2011), this model is difficult to 
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test empirically because the necessary data are not publically available. Furthermore, the 
order flow is an ex-post variable that accounts for, but does not explain, changes in exchange 
rates.  
 
The empirical evidence also suggests that the monetary models suffer from specification 
error, in the sense that they omit important variables. Brooks et al. (2001), for example, find 
evidence indicating that the current account and portfolio flows are the main determinants of 
exchange rates. This suggests that the Frenkel-Bilson and Dornbusch-Frankel models are 
misspecified, in that they do not include these variables. Likewise, Anaraki (2007) shows that 
exchange rate models can be misspecified because of the absence of current account and 
capital flows as determinants of the exchange rate. He considers model misspecification in 
relation to the asset pricing mechanism and includes stock market returns in the monetary 
model. He argues that “traditional fundamental models have been mis-specified in the sense 
that they ignore the capital flows embedded in net foreign assets” and that equity portfolio 
flows can play a dominant role in capital flows, and hence, exchange rate movements 
(Anaraki, 2007). The argument is that exchange rate fluctuations are affected by capital 
flows, but that not all flows are attributable to interest rate differentials. Thus, the model used 
by Anaraki (2007) incorporates net foreign assets as a proxy for the current account, net of 
changes in capital flows. He generates model forecasts with a numerically lower RMSE to 
the random walk and concludes that “the predictive power of the structural models improves 
substantially” when this variable is included (without testing for whether or not the difference 
in the RMSEs is statistically significant). Likewise, Lane and Milsesi-Ferretti (2004) examine 
the relationship between international payments and the exchange rate and find a strong, 
positive, long-run relationship.  
 
Exchange rate models may also be misspecified because they express bilateral exchange rates 
as a function of actual macroeconomic variables, rather than the expectations of these 
variables. Using survey data, Frankel (1996) presents a range of evidence to demonstrate why 
volatile and irrational expectations drive exchange rates, such as failure of UIP and the 
violation of the efficient market hypothesis. Frankel (1996) argues that exchange rates are 
disconnected from macroeconomic fundamentals because of expectation “bubbles” that drive 
volatility. It follows that specifying these models in terms of expectations of macroeconomic 
conditions may improve their forecasting performance.   
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An alternative approach to modelling exchange rate movements, proposed by Balassa (1964) 
and Samuelson (1964), distinguishes between the empirical behaviour of the tradable and 
non-tradable components of the real exchange rate. In this approach, it is assumed that the 
exchange rate between the currencies of two countries reflects transaction values for traded 
goods between countries. That is, the law of one price (LOP) holds such that cross-country 
differentials in the price of tradable goods, expressed in the same currency, are eventually 
eliminated. Long-run movements in real exchange rates should, therefore, be related to 
movements in the relative price ratio of non-tradable and tradable components. 
 
In attempting to model real exchange rate movements according to the price of tradable and 
non-tradable goods, Engel (1999) and Betts and Kehoe (2008) suggest an approach that 
assumes the producer price index (PPI) has a higher weight on traded goods, than a consumer 
price index (CPI). Engel (1999) supports this approach on the basis that the price of non-
traded goods accounts for no movement in USD bilateral exchange rates. Betts and Kehoe 
(2001) examine bilateral real exchange rates and the relative price of non-traded to traded 
goods for 1225 currency pairs from 1980 to 2005. They find a positive correlation between 
the two variables. Furthermore, the relationship between the exchange rate and the relative 
price of traded and non-traded goods is more pronounced when there is a strong trading 
partnership between the two countries (with the exception of USD/EUR, where a weak 
relationship is found, despite sizeable trade flows).   
 
Groen and Lombardelli (2004) suggest two approaches to incorporating the relative price 
ration of non-tradeable and tradeable goods for the purposes of forecasting movements in the 
UK real exchange rate, vis-à-vis six main OECD trading partners. One method is to 
decompose the CPI into tradable and non-tradable components. The alternative is to use the 
produce price index as a proxy for tradable goods. Likewise, Moosa (2000) adopts the 
approach of using relative price of traded to non-traded goods (PPI/CPI). Moosa argues that 
this approach is superior to simply replacing CPI with PPI, because it provides more 
information about relative price structure.  
 
In contrast to the findings presented by Engel (1999), Groen and Lombardelli (2004) use a 
cointegrated VAR model and find no evidence indicating that the movements in the real 
exchange rate are determined by the relative price of non-traded and traded goods.  This 
suggests that there are persistent deviations from the LOP over the long-run. Furthermore, the 
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model estimates produced by Groen and Lombardelli (2004) could not outperform the naïve 
random walk model in terms of the magnitude of forecasting error.  
 
Another source of potential misspecification is the imposition of proportionality and 
symmetry restrictions on the monetary model. The symmetry condition means that the value 
of the coefficient on the domestic variable and the foreign counterpart is equal, such that the 
model is run using relative variables (that is, relative money supply, as opposed to domestic 
money supply and foreign money supply). Symmetry restrictions imply that elasticities are 
assumed to be equal across the two countries. Proportionality, on the other hand, refers to the 
condition that the coefficient on the relative money supply is equal to one (for example, the 
coefficient of relative money is hypothesised to be equal to one). This implies that a 5 per 
cent increase in the relative money supply will lead to a 5 per cent increase in the exchange 
rate. Neely and Sarno (2002) argue that “the failure of the model may well be due to the 
failure of the symmetry and proportionality restrictions” and that these restrictions represent 
“rather a strong assumption”. 
 
The empirical evidence supports the proposition that exchange rate models are misspecified 
because they embed the assumptions of symmetry and proportionality (Cerrato and Sarantis, 
2008). Cheung and Lai (1993) show the symmetry and proportionality assumptions are too 
restrictive, and lead to poor forecasting performance. Similar results are obtained by 
MacDonald and Taylor (1994), who relax the proportionality and symmetry restrictions in an 
error correction model. However, the perceived improvement in the forecasting power of the 
model is due primarily to the use of dynamics, not the relaxation of the assumption of 
symmetry and proportionality.  
 
5.3 Methodology  
 
Several model specifications can be tested empirically to determine if misspecification can 
explain the Meese-Rogoff puzzle. However, in an exercise like this “any evaluation of these 
models must necessarily be selective” because “the universe of empirical models that have 
been examined over the floating period is enormous” (Cheung et al., 2005). Therefore, model 
misspecification is addressed here using three variations in the specification of the monetary 
model: a Post Keynesian flow model, a version of the monetary model that distinguishes 
between traded and non-traded goods, and a model that relaxes the symmetry restriction.  
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5.3.1 Post Keynesian Flow Model 
 
Several variations of the Post Keynesian flow model are proposed in the literature. This study 
employs the version suggested by Harvey (2006) and modified by Moosa (2008).19 This Post 
Keynesian flow model is represented as:  
 
ttttttttt Tiippyys εααααα ++−−−+−−= 4
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3
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10 )()()(                    [5.1] 
 
where tp  and 
*
tp  are the log of domestic and foreign prices, respectively. In equation [5.1],  
tT  is defined as: 
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where n is the number of past months that traders consider when forming expectations about 
exchange rate movements. In line with Harvey (2006) and Moosa (2008), n takes a value of 6 
months. Following the methodology described in Chapter 2, the Post Keynesian flow model 
generates one month ahead forecasts using recursive estimation.20  
 
The overall specification of the Post Keynesian flow model is evaluated using six non-nested 
model selection tests. This is preferred to using the associated t-statistics because this method 
only evaluates the individual explanatory variables. Furthermore, the t-statistics may not be 
valid because the regressors are likely to be non-stationary. Engle and Granger (1991) point 
out that “it is important not to use the t-ratios for inference” because they “do not have 
limiting normal distributions”. The non-nested model selection tests are the Cox test (Pesaran 
1974), Adjusted Cox test (Godfrey and Pesaran 1983), Wald-type test (Godfrey and Pesaran 
1983), Davidson and MacKinnon test (1981), Fisher-McAleer (1981) test, and Encompassing 
test (Mizon and Richard, 1986).21  All of these test statistics follow a t-distribution, except the 
Encompassing test which follows an F distribution. If the test statistic associated with M1 vs. 
M2 is significant, then M2 is rejected in favour of M1 (and vice versa).  
                                               
 
19
 Harvey (2006) specifies the model in first differences, whereas Moosa (2008) specifies the model in log 
levels. For a discussion of the reasons why specifying the model in log levels is more appropriate, see Moosa 
(2008).  
20
 Refer to Chapter 2 for details on the computational aspects of the model estimation and forecast generation.  
21In the table of results, these tests are denoted as N, NT, W, J, JA and EN respectively.  
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5.3.2 Traded and Non-traded Goods 
 
Following Moosa (2000), a model that distinguishes between traded and non-traded goods is 
specified as follows: 
 
tttttttttt ggiiyymms εααααα +−+−+−+−+= )()()()( *4*3*2*10                   [5.3] 
 
where ( )NT PPg log= , TP  is the price of traded goods and NP is the price of non-traded 
goods. The PPI and CPI indices are used as proxy measures for the price of traded and non-
traded goods, respectively. Due to data limitations, this alternative model specification is only 
utilised for the CAD/USD exchange rate.22 
 
Once the model is estimated, forecasts are generated for the one month ahead forecasting 
horizon, using recursive estimation.23 Model misspecification is assessed using a variable 
deletion test against the relative price of traded to non-traded goods.  The test statistics are: 
Lagrange multiplier (LM) statistic, Likelihood Ratio (LR) statistic and the F-statistic. The 
Lagrange multiplier and Likelihood Ratio test statistics follow a chi-square distribution with 
two degrees of freedom. The F-test statistic has k and n-k-1 degrees of freedom, where k is 
the number of independent variables in the regression and n is the number of observations. 
 
5.3.3 Model with Symmetry Restrictions Relaxed 
 
The specification of the Frenkel-Bilson model without the imposition of the symmetry 
restriction is represented as follows: 
 
tttttttt iiyymms εααααααα +−+−+−+=
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65
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43
*
210
                           [5.4]  
 
Once estimated, the model generates one month ahead forecasts using recursive estimation.24  
The validity of the symmetry conditions is tested using the Wald test for the null hypothesis: 
 
                                               
 
22
 This model could not be used to forecast any exchange rate against the GBP because PPI is used as proxy for 
CPI. It could not be performed for exchange rates against the AUD because PPI data are only available from 
1984M1 to 1997M6. 
23
 Refer to Chapter 2 for details on the computational aspects of the model estimation and forecast generation. 
24
 Refer to Chapter 2 for details on the computational aspects of the model estimation and forecast generation. 
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5.4 Results   
 
In this section, the forecasts generated by the three alternative model specifications are 
assessed using conventional and alternative measures of forecasting accuracy. The intuitive 
starting point is to review the results of the model misspecification tests to ascertain whether 
there is evidence to support the proposition that the monetary models are misspecified.  
 
5.4.1 Post Keynesian Flow Model 
 
The non-nested model selection test results are presented in Table 5.1. Across all exchange 
rates, the test statistics overwhelmingly indicate a rejection of the Frenkel-Bilson model in 
favour of the Post Keynesian flow model. This implies that the Frenkel-Bilson model is 
indeed misspecified.  
  
Table 5.1 Non-nested Model Selection Tests - Post Keynesian Flow Model 
Model 
Exchange rate 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
M1 vs. M2 
N 
NT 
W 
J 
JA 
EN ~ F(1,318) 
 
0.10 
0.28 
0.28 
-0.10 
-0.10 
0.01 
 
-0.55 
0.08 
0.08 
0.43 
0.43 
0.18 
 
1.62 
1.63 
1.66 
-1.71 
-1.71 
2.93 
 
-4.46 
-4.41 
-4.36 
4.23 
4.23 
17.86* 
 
0.31 
0.34 
0.34 
-0.31 
-0.31 
0.10 
 
-5.85 
-5.78 
-5.42 
5.12 
5.12 
21.18* 
M2 vs. M1 
N 
NT 
W 
J 
JA 
EN ~ F(2,318) 
 
-655.68* 
-183.86* 
-107.27* 
27.13* 
6.59* 
366.77* 
 
-1323.40* 
-233.21* 
-121.59* 
33.02* 
0.75 
543.48* 
 
-89.29* 
-84.79* 
-40.89* 
34.92* 
24.08* 
608.31* 
 
-153.01* 
-143.03* 
-56.61* 
52.25* 
1.67 
1424.30* 
 
-64.17* 
-60.92* 
-35.26* 
24.83* 
24.25* 
307.41* 
 
-70.23* 
-68.16* 
-32.52* 
33.79* 
28.62* 
570.23* 
Notes: M1 is the Frenkel-Bilson model and M2 is the Post Keynesian flow model.  The N, NT, W, J and JA test 
statistics follow a t-distribution and have a critical value of 1.96 at the 5 per cent level of significance.  The EN 
test statistic follows an F distribution with (1,318) and (2,318) degrees of freedom, and has a critical value of 
3.87 and 3.02, respectively, at the 5 per cent level of significance. An asterisk denotes rejection of the null 
hypothesis. 
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The time plots of the forecasts, shown in Figure 5.1, reveal a marked improvement in 
magnitude of forecasting error and ability to predict turning points in the data. The close 
alignment of the model forecasts to the actual is likely to be a result of the specification of the 
Post Keynesian flow model that introduces an augmented random walk component.25 
However, the Post Keynesian flow model evidently has a greater magnitude of forecasting 
error compared to the random walk for the CAD/AUD, GBP/AUD, CAD/GBP and 
CAD/USD. This is confirmed by the RMSE and AGS test results, reported in Table 5.2. For 
the aforementioned exchange rates, the random walk produces a numerically smaller and 
statistically different RMSE, compared to the Post Keynesian flow model.  
 
In the case of GBP/USD and GBP/JPY, however, the time plots show that the predictions of 
the random walk and Post Keynesian flow model are almost indistinguishable. This is 
confirmed by the RMSE and AGS test results.26 For GBP/JPY, the model actually produces a 
numerically smaller magnitude of error. However, the AGS test confirms that in both of these 
cases the random walk and model produce an equivalent magnitude of forecasting error. This 
provides further evidence that the poor performance of exchange rate models may result from 
model misspecification. Despite this, the Post Keynesian flow model cannot outperform the 
random walk in terms of the magnitude of error. 
 
  
                                               
 
25
 In the Post Keynesian flow model, T is a moving average of the previous log exchange rates and effectively 
introduces a random walk component into the model. 
26
 The estimated coefficients of equation [2.29] and the associated t-test statistics are presented in the Appendix 
to Chapter 5.  
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Figure 5.1 Time plot - Post Keynesian Flow Model 
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Table 5.2  RMSE and AGS Test  
 
Exchange Rate  
 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
Random Walk 0.03 0.03 0.03 0.03 0.03 0.04 
Post Keynesian Flow Model 
 
0.04* 
(42.09) 
0.04* 
(28.02) 
0.05* 
(39.60) 
0.05* 
(60.42) 
0.03 
(2.42) 
0.03 
(0.92) 
Notes: The test statistic follows a 	
(2) distribution and has a critical value of 5.99 at the 5 per cent level of 
significance.  Test statistics are in parentheses. An asterisk denotes rejection of the null hypothesis. 
 
 
Table 5.3 Diebold-Mariano Test - Post Keynesian Flow Model 
Exchange rate 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
3.48* 3.73* 4.28* 2.75* 1.17 -0.51 
Notes: The Diebold-Mariano test statistic follows a t-distribution and has a critical value of 1.96 at the 5 per cent 
level of significance. An asterisk denotes rejection of the null hypothesis.  
 
The Diebold-Mariano test results support the conclusions drawn from the AGS test. In the 
case of GBP/USD and GBP/JPY, the random walk and model have equivalent performance 
in terms of the forecast errors (as measured by the MSE). For the remaining four exchange 
rates, the random walk outperforms the model.  
 
The direction accuracy and P-T test results are presented in Table 5.4. The Post Keynesian 
flow model outperforms the random walk in terms of direction accuracy for every exchange 
rate. That is, direction accuracy of the model is statistically different to zero. Furthermore, the 
model achieves direction accuracy equal to 50 per cent for all exchange rates. Compared to 
the benchmark results, the forecasts of the Post Keynesian flow model for the CAD/USD 
exchange rate have greater direction accuracy. In contrast, the Post Keynesian flow model 
forecasts for the CAD/AUD exchange rate have lower direction accuracy, compared to the 
benchmark forecasts.  
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Table 5.4 Direction Accuracy and Hypothesis Testing - Post Keynesian Flow Model 
 
Exchange rate 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
Direction Accuracy 
 
H0: DA = 0.00 
H0: DA = 0.50 
 
0.49 
 
(10.68)* 
 
(-0.28) 
 
0.48 
 
(10.50)* 
 
(-0.46) 
0.50 
 
(11.05)* 
 
(0.09) 
0.41 
 
(9.17)* 
 
(-1.96) 
0.50 
 
(11.05)* 
 
(0.09) 
0.59 
 
(13.09)* 
 
(1.96) 
P-T test 0.04 0.53 0.42 -0.98 1.12 1.28 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The values in 
parentheses are the calculated t-statistics for the null hypothesis of H0: ,	 = 	0.00 and H0: ,	 = 	0.50, 
respectively. The P-T test statistic follows a 	
(1) distribution and has a critical value of 3.84 at the 5 per cent 
level of significance An asterisk denotes rejection of the null hypothesis.  
 
When forecasting accuracy is measured by the ARMSE, the results are mixed. The model and 
random walk exhibit equivalent forecasting accuracy for the CAD/AUD, GBP/AUD and 
CAD/GBP exchange rates. For the GBP/USD and GBP/JPY exchange rates, the Post 
Keynesian flow model outperforms the random walk model. Although the random walk 
continues to outperform the Post Keynesian flow model in terms of the magnitude of error, 
these results show that this finding is overturned when direction accuracy is taken into 
account.  
 
Table 5.5 ARMSE - Post Keynesian Flow Model 
Model 
Exchange rate 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
Random Walk 0.03 0.03 0.03 0.03 0.03 0.04 
Post Keynesian Flow Model 0.03 0.03 0.03 0.04 0.02 0.02 
 
The forecasts of the Post Keynesian flow model and naïve random walk model are equivalent 
in terms of profitability. Mean returns (Table 5.6) and the proportion of positive returns 
(Table 5.7) of the model and random walk are equal in every case. However, in terms of risk-
adjusted returns (Table 5.8) the random walk outperforms the model in all but one case. 
Compared to the benchmark forecasts, large improvements in profitability measures are 
evident for the Post Keynesian flow model forecasts for the GBP/AUD exchange rate.   
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Table 5.6 Mean Returns and Hypothesis Testing - Post Keynesian Flow Model  
Model 
Exchange rate 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
Random Walk 6.14 7.97 -1.57 0.94 0.94 -0.77 
Post Keynesian Flow Model 7.19 (0.24) 
5.44 
(-0.53) 
0.11 
(0.36) 
-3.57 
(-1.01) 
1.67 
(0.17) 
5.78 
(1.15) 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The values in 
parentheses are the calculated t-statistics for the null hypothesis H0: 	 = 		. An asterisk denotes rejection 
of the null hypothesis.  
 
Table 5.7 Proportion of Positive Returns and Hypothesis Testing - Post Keynesian Flow Model 
Model 
Exchange rate 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
Random Walk 0.59 0.40 0.40 0.55 0.57 0.60 
Post Keynesian Flow Model 0.61 (-0.27) 
0.51* 
(1.98) 
0.49 
(-0.26) 
0.47 
(1.30) 
0.59 
(-0.26) 
0.61 
(-0.13) 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The values in 
parentheses are the calculated t-statistics for the null hypothesis H0: ,	 = 	,	. An asterisk denotes 
rejection of the null hypothesis.  
 
Table 5.8 Sharpe Ratio - Post Keynesian Flow Model 
Model 
Exchange rate 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
Random Walk 0.18 0.22 -0.04 0.03 0.03 -0.02 
Post Keynesian Flow Model 0.21 0.15 0.00 -0.10 0.05 0.13 
 
The Fair-Shiller test results (Table 5.9) are inconclusive in all but two cases: the CAD/AUD 
and GBP/JPY rates. In the former case, the random walk is superior in terms of the useful 
information contained in the forecasts. In the latter case, the model is superior.  
 
When the forecasts generated by the model and random walk are compared to perfect 
forecasts, the model clearly outperforms the random walk. Table 5.10 reports an extremely 
large variation in the Wald test statistics of the two sets of forecasts demonstrating the 
superiority of the model forecasts in terms of being much more closely aligned to a perfect 
forecast (despite the null hypothesis of a perfect forecast being rejected for both sets of 
forecasts).  
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Table 5.9 Fair-Shiller Test - Post Keynesian Flow Model 
 
Exchange rate 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
RW 
 
Model 
1.15* 
(2.32) 
-0.04 
(-0.46) 
-0.23 
(-0.59) 
0.08 
(0.92) 
-0.06 
(-0.11) 
0.07 
(0.79) 
-4.45 
(-1.17) 
-0.07 
(-0.93) 
0.38 
(0.83) 
0.23 
(1.52) 
1.01 
(0.83) 
0.64* 
(4.03) 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The values in 
parentheses are the calculated t-statistics. An asterisk denotes statistical significance.  
 
Table 5.10 Comparison to Perfect Forecast - Post Keynesian Flow Model 
Model 
Exchange rate 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
Random walk 8522.10* 1793.40* 1401.10* 62698.00* 2900.90* 11550.50* 
Post Keynesian Flow Model 76.56* 110.88* 94.42* 90.35* 261.51* 272.94* 
Notes: The test statistic follows a 	
(2) distribution and has a critical value of 5.99 at the 5 per cent level of 
significance.  An asterisk denotes rejection of the null hypothesis.  
 
The prediction-realisation diagrams (Figure 5.2) clearly show that the model forecasts are 
characterised by both direction and magnitude of error. However, the points are clustered 
closer to the line of perfect fit rather than the y-axis suggesting that this model specification 
generates superior forecasts compared to the benchmark model.  
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Figure 5.2 Prediction-Realisation Diagrams - Post Keynesian Flow Model 
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5.3.4 Traded and Non-traded Goods 
 
The variable deletion test results are presented in Table 5.12. The test rejects the null 
hypothesis, implying that the deleted variable (that is, the relative price of traded to non-
traded goods) makes a significant difference to the extent to which the model explains 
movements in the exchange rate. The question arises as to whether or not a model 
specification that includes the prices of traded to non-traded goods will improve the 
forecasting performance of the model as to outperform the random walk in terms of the 
magnitude of error.  
 
Table 5.12 Variable Deletion Test - Traded and Non-traded Goods 
LM LR F 
268.93* 556.72* 1431.10* 
Notes: The LM and LR test statistics follow a 	
(2) distribution and have a critical value of 5.99 at the 5 per 
cent level of significance.  The critical value of the F-test statistic with (1,318) degrees of freedom at the 5 per 
cent level of significance is 3.87. An asterisk denotes rejection of the null hypothesis. 
 
 
The time plot of the model forecasts (Figure 5.3) shows that while the model is a good 
approximation of the actual exchange rate, the magnitude of error exceeds that of the random 
walk. Despite this, the model correctly predicts turning points in the exchange rate, whereas, 
the random walk does not. The superiority of the model in terms of direction accuracy is 
further demonstrated in the prediction-realisation diagram (Figure 5.3). This demonstrates 
that the model is superior at predicting the direction of change with around half of the points 
clustering in quadrants one and four.  
 
Figure 5.3 Time Plots and Prediction-Realisation Diagram - Traded and Non-traded Goods 
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Despite incorporating the distinction between traded and non-traded goods, the random walk 
still outperforms the monetary model in terms of the magnitude of forecasting error (Table 
5.13).27 The random walk produces a numerically smaller and statistically different RMSE 
compared to the exchange rate model. The null hypothesis of equal predictive accuracy of the 
forecasts of the model and random walk is rejected by the Diebold-Mariano test (that is, the 
model forecasts have a greater and statistically significant magnitude of forecasting error, as 
measured by the MSE). However, based on the Fair-Shiller test, the model forecasts contain 
more relevant and useful information to forecast the actual change in the exchange rate one 
month ahead.  
 
Table 5.13 RMSE and AGS Test - Traded and Non-traded Goods 
 
Random Walk Model 
RMSE 
 
0.03 
 
0.05* 
(44.96) 
Notes: The test statistic follows a 	
(2) distribution and has a critical value of 5.99 at the 5 per cent level of 
significance.  The test statistic is in parentheses. An asterisk denotes rejection of the null hypothesis. 
 
 
Table 5.14 Additional Hypothesis Testing - Traded and Non-traded Goods 
 Model Random Walk 
Fair-Shiller test 0.17* 
(2.55) 
-5.37 
(-1.44) 
Diebold-Mariano 4.07* n.a. 
Notes: The test statistics follows a t-distribution and have a critical value of 1.96 at the 5 per cent level of 
significance. For the Fair-Shiller test, the t-test statistics are in parentheses. An asterisk denotes rejection of the 
null hypothesis.  
 
 
In contrast, the model outperforms the random walk in terms of direction accuracy (Table 
5.15). The direction accuracy of the model is 50 per cent, whereas the random walk has zero 
direction accuracy. Despite this, the null hypothesis of no predictable relationship between 
the expected and actual change could not be rejected by the P-T test.  
 
 
 
 
 
 
                                               
 
27
 The estimated coefficients of equation [2.29] and the associated t-test statistics are: 
0α  = 0.01 (4.39); 1α = 0.27 
(5.06). The t-test statistics are in parentheses.  
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Table 5.15 Direction Accuracy and Hypothesis Testing - Traded and Non-traded Goods 
CAD/USD 
DA 0.46 
H0: DA = 0.00 (10.16)* 
H0: DA = 0.50 (-0.83) 
P-T test 0.20 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The P-T test statistic 
follows a 	
(1) distribution and has a critical value of 3.84 at the 5 per cent level of significance. An asterisk 
denotes rejection of the null hypothesis.  
 
In terms of the magnitude and direction, the random walk and model exhibit equivalent 
performance (Table 5.16). This demonstrates that when both direction and magnitude of error 
are taken into account when assessing forecasting accuracy, the random walk cannot 
outperform the model.  
 
Table 5.16 ARMSE - Traded and Non-traded Goods 
CAD/USD 
Random walk 0.03 
Model 0.03 
 
In terms of profitability, there is no difference in the performance of the random walk and 
model (that is, the difference in mean returns is not statistically significant). Mean returns are 
equal for the random walk and model, as is the proportion of positive returns (Table 5.17). 
The model is superior, however, in terms of risk-adjusted returns.  
 
Table 5.17 Profitability and Hypothesis Testing - Traded and Non-traded Goods 
 
Random walk Model 
Mean Returns 
H0: 	 = 		 
0.94 4.55 
(0.81) 
Proportion Positive Returns 
H0: ,	 =	,	 
0.55 0.53 
(0.39) 
Sharpe Ratio 0.03 0.13 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The values in 
parentheses are the calculated t-statistics. An asterisk denotes rejection of the null hypothesis.  
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The model clearly outperforms the random walk in terms of proximity to a perfect forecast 
(Table 5.18). The Wald test statistic of the model is less than 0.1 per cent of that of the 
random walk.  
 
Table 5.18 Comparison to Perfect Forecast - Traded and Non-traded Goods 
CAD/USD 
Random walk 62698.00* 
Model 61.29* 
Notes: The test statistic follows a 	
(2) distribution and has a critical value of 5.99 at the 5 per cent level of 
significance.  An asterisk denotes rejection of the null hypothesis. 
 
 
5.3.5 Symmetry Restrictions Relaxed 
 
The results of the Wald test for joint coefficient restriction are presented in Table 5.19. For 
every model and exchange rate, the Wald test rejects the imposition of symmetry restrictions 
on the exchange rate models. This suggests that exchange rate models are misspecified by 
embedding the symmetry restriction. 
 
Table 5.19 Test for Validity of Symmetry Restrictions 
Model 
Exchange rate 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
Random walk 2857.40* 2057.40* 3213.10* 201317.00* 2525.90* 22047.70* 
Frenkel-Bilson 32.27* 86.17* 256.71* 159.06* 41.39* 243.82* 
Dornbusch-Frankel 43.33* 376.42* 236.83* 263.71* 95.84* 325.21* 
Hooper-Morton 44.45* 366.71* 215.92* 125.25* 106.08* 324.30* 
Notes: The test statistic follows a 	
(2) distribution and has a critical value of 5.99 at the 5 per cent level of 
significance. An asterisk denotes rejection of the null hypothesis.  
 
 
Despite the results of the Wald test, the time plots show that the model has a greater 
magnitude of error than that of the random walk (Figures 5.4 to 5.6). The RMSE and 
hypothesis testing results support this conclusion (Table 5.20). In every case, the random 
walk outperforms the model by producing a numerically smaller and statistically different 
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RMSE.28 The Diebold-Mariano test results support this finding (that is, the random walk 
cannot be outperformed in terms of the magnitude of error, as measured by the MSE). The 
random walk produces a smaller and statistically different MSE for all models and exchange 
rates.  
 
Table 5.20 RMSE and AGS Test - Symmetry Restrictions Relaxed 
Model 
Exchange rate 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
Random Walk 0.03 0.03 0.03 0.03 0.03 0.04 
Frenkel-Bilson 
0.09* 
(289.97) 
0.09* 
(237.47) 
0.08* 
(170.98) 
0.10* 
(350.64) 
0.09* 
(323.48) 
0.13* 
(417.48) 
Dornbusch-Frankel 
0.09* 
(241.48) 
0.07* 
(128.70) 
0.06* 
(72.48) 
0.09* 
(260.33) 
0.09* 
(289.94) 
0.13* 
(3580.73) 
Hooper-Morton 
0.08* 
(202.36) 
0.08* 
(162.35) 
0.06* 
(85.56) 
0.08* 
(247.90) 
0.09* 
(342.58) 
0.13* 
(399.36) 
Notes: The test statistic follows a 	
(2) distribution and has a critical value of 5.99 at the 5 per cent level of 
significance.  Test statistics are in parentheses. An asterisk denotes rejection of the null hypothesis.  
 
Table 5.21 Diebold-Mariano Test - Symmetry Restrictions Relaxed 
Model 
Exchange rate 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
Frenkel-Bilson 6.20* 6.25* 3.49* 5.10* 4.51* 5.17* 
Dornbusch-Frankel 5.42* 3.84* 4.21* 5.87* 6.44* 5.34* 
Hooper-Morton 4.22* 3.55* 4.47* 4.73* 7.20* 5.08* 
Notes: The Diebold-Mariano test statistic follows a t-distribution and has a critical value of 1.96 at the 5 per cent 
level of significance. An asterisk denotes rejection of the null hypothesis. 
  
 
  
                                               
 
28
 The estimated coefficients of equation [2.29] and the associated t-test statistics are presented in the Appendix 
to Chapter 5.  
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Figure 5.4 Time Plots - Frenkel-Bilson - Symmetry Restrictions Relaxed 
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Figure 5.5 Time Plots - Dornbusch-Frankel - Symmetry Restrictions Relaxed 
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Figure 5.6 Time Plots - Hooper-Morton - Symmetry Restrictions Relaxed 
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The model outperforms the random walk in terms of direction accuracy (Table 5.22). The 
model achieves direction accuracy of 50 per cent in every instance. For the CAD/USD, 
direction accuracy improves significantly for all three monetary models compared to the 
benchmark results presented in Chapter 3.  
 
Table 5.22 Direction Accuracy and Hypothesis Testing - Symmetry Restrictions Relaxed 
 
Exchange rate 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
Frenkel-Bilson 
 
H0: DA=0 
 
H0: DA=0.5 
 
P-T test 
 
0.47 
 
(10.33)* 
 
(-0.65) 
 
0.14 
 
0.49 
 
(10.68)* 
 
(-0.28) 
 
1.39 
 
0.55 
 
(12.02)* 
 
(1.02) 
 
2.31 
 
0.43 
 
(9.49)* 
 
(-1.58) 
 
-0.10 
 
0.42 
 
(9.33)* 
 
(-1.77) 
 
-0.69 
 
0.55 
 
(12.02)* 
 
(1.02) 
 
-0.20 
 
Dornbusch-Frankel 
 
H0: DA=0 
 
H0: DA=0.5 
 
P-T test 
 
0.46 
 
(10.16)* 
 
(-0.83) 
 
-0.12 
 
0.53 
 
(11.62)* 
 
(0.65) 
 
2.52 
 
0.56 
 
(12.43)* 
 
(1.39) 
 
2.24 
 
0.42 
 
(9.33)* 
 
(-1.77) 
 
-0.41 
 
0.42 
 
(9.33)* 
 
(-1.77) 
 
-0.47 
 
0.51 
 
(11.23)* 
 
(0.28) 
 
-0.63 
 
Hooper-Morton 
 
H0: DA=0 
 
H0: DA=0.5 
 
P-T test 
 
0.50 
 
(11.05)* 
 
(0.09) 
 
0.56 
 
0.50 
 
(10.86)* 
 
(-0.09) 
 
2.16 
 
0.57 
 
(12.65)* 
 
(1.58) 
 
2.07 
 
0.42 
 
(9.33)* 
 
(-1.77) 
 
-0.44 
 
0.42 
 
(9.33)* 
 
(-1.77) 
 
-0.83 
 
0.49 
 
(10.68)* 
 
(-0.28) 
 
-0.73 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The P-T test statistic 
follows a 	
(1) distribution and has a critical value of 3.84 at the 5 per cent level of significance. An asterisk 
denotes statistical significance.  
 
In terms of a combined measure of magnitude and direction accuracy, the random walk 
outperforms the model forecasts for every exchange rate (Table 5.23). The reason is that the 
random walk is so superior in terms of the magnitude that, despite the strength of the 
direction accuracy of the model, the random walk is superior in terms of the ARMSE overall.  
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Table 5.23 ARMSE - Symmetry Restrictions Relaxed 
Model 
Exchange rate 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
Random Walk 0.03 0.03 0.03 0.03 0.03 0.04 
Frenkel-Bilson 0.07 0.07 0.05 0.08 0.07 0.09 
Dornbusch-Frankel 0.06 0.05 0.04 0.07 0.07 0.09 
Hooper-Morton 0.06 0.06 0.04 0.06 0.07 0.09 
 
Overall, there is no statistical difference in the performance of the random walk and model in 
terms of profitability. In some instances, such as for the CAD/AUD, GBP/AUD and 
GBP/USD exchange rates, the random walk does outperform the model in terms of 
profitability, particularly in terms of the proportion of positive returns and the Sharpe ratio.  
  
Table 5.24 Mean Returns and Hypothesis Testing - Symmetry Restrictions Relaxed 
Model 
Exchange rate 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
Random Walk 6.14 7.97 -1.57 0.94 0.94 -0.77 
Frenkel-Bilson 
-1.17 
(-1.66) 
0.04 
(-1.66) 
4.78 
(1.37) 
0.99 
(0.01) 
-3.18 
(-0.98) 
-2.35 
(-0.28) 
Dornbusch-Frankel 
0.46 
(-1.27) 
4.48 
(-0.73) 
4.89 
(1.39) 
-1.44 
(-0.53) 
-0.41 
(-0.32) 
-4.28 
(-0.62) 
Hooper-Morton 
5.14 
(-0.23) 
1.38 
(-1.38) 
2.40 
(0.85) 
-0.92 
(-0.41) 
-4.69 
(-1.35) 
-5.02 
(-0.75) 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The values in 
parentheses are the calculated t-statistics for the null hypothesis H0: 	 = 		. An asterisk denotes rejection 
of the null hypothesis.  
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Table 5.25 Proportion of Positive Returns and Hypothesis Testing - Symmetry Restrictions Relaxed 
Model 
Exchange rate 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
Random Walk 0.59 0.64 0.47 0.55 0.57 0.60 
Frenkel-Bilson 0.43* 
(2.47) 
0.48* 
(2.49) 
0.55 
(-1.17) 
0.46 
(1.43) 
0.48 
(1.43) 
0.56 
(0.53) 
Dornbusch-Frankel 0.45* 
(2.21) 
0.55 
(1.33) 
0.55 
(-1.30) 
0.46 
(1.43) 
0.48 
(1.43) 
0.51 
(1.31) 
Hooper-Morton 0.51 
(1.18) 
0.52 
(1.85) 
0.53 
(-0.91) 
0.47 
(1.30) 
0.43* 
(2.21) 
0.50 
(1.57) 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The values in 
parentheses are the calculated t-statistics for the null hypothesis H0: ,	 = 	,	. An asterisk denotes 
rejection of the null hypothesis.  
 
Table 5.26 Sharpe Ratio - Symmetry Restrictions Relaxed 
Model 
Exchange rate 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
Random walk 0.18 0.22 -0.04 0.03 0.03 -0.02 
Frenkel-Bilson -0.03 0.00 0.13 0.03 -0.01 -0.05 
Dornbusch-Frankel 0.01 0.12 0.14 -0.04 -0.15 -0.10 
Hooper-Morton 0.15 0.04 0.07 -0.03 -0.15 -0.11 
 
The Fair-Shiller test is only conclusive in three instances (Table 5.27). For the two cases 
relating to CAD/GBP, the model produces more useful forecasts for predicting the exchange 
rate one month ahead. In the other case relating to GBP/JPY, the random walk outperforms 
the model by generating more informative forecasts for predicting the exchange rate one 
month ahead.  
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Table 5.27 Fair-Shiller Test - Symmetry Restrictions Relaxed 
 
Exchange rate 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
Frenkel-Bilson 
RW 
 
Model 
 
1.00 
(1.79) 
0.01 
(0.21) 
 
-0.42 
(-1.03) 
0.07 
(1.59) 
 
-0.83 
(-1.18) 
0.12 
(1.73) 
 
-2.71 
(-0.67) 
0.03 
(1.05) 
 
1.04 
(1.86) 
-0.06 
(-1.68) 
 
1.31 
(0.53) 
-0.05 
(-0.76) 
Dornbusch-Frankel 
RW 
 
Model 
 
0.93 
(1.64) 
0.02 
(0.44) 
 
-0.28 
(-0.68) 
0.04 
(0.76) 
 
-1.20 
(-1.78) 
0.19* 
(2.58) 
 
-3.86 
(-0.99) 
0.02 
(0.46) 
 
0.89 
(1.57) 
-0.05 
(1.20) 
 
1.48 
(0.64) 
-0.05 
(-0.90) 
Hooper-Morton 
RW 
 
Model 
 
0.88 
(1.75) 
0.03 
(0.91) 
 
-0.26 
(-0.62) 
0.03 
(0.62) 
 
-1.26 
(-1.82) 
0.19* 
(2.59) 
 
-4.52 
(-1.08) 
-0.01 
(-0.14) 
 
0.84 
(1.61) 
-0.05 
(-1.35) 
 
4.89* 
(2.01) 
-0.13* 
(-2.46) 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The values in 
parentheses are the calculated t-statistics. An asterisk denotes rejection of the null hypothesis.  
 
According to the Wald test, the model forecasts outperform the random walk, in terms of 
proximity to a perfect forecast (Table 5.28).  In every instance, the Wald test statistic relating 
to the joint coefficient test for the random walk is multiples of that reported for the model.  
 
Table 5.28 Comparison to Perfect Forecast - Symmetry Restrictions Relaxed 
Model 
Exchange rate 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
Random walk 8522.10* 1793.40* 1401.10* 62698.00* 2900.90* 11550.50* 
Frenkel-Bilson 67.44* 76.60* 68.23* 30.52* 17.63* 63.69* 
Dornbusch-Frankel 55.71* 28.20* 28.45* 69.00* 18.14* 31.29* 
Hooper-Morton 13.54* 47.95* 33.49* 72.25* 38.55* 24.60* 
Notes: The test statistic follows a 	
(2) distribution and has a critical value of 5.99 at the 5 per cent level of 
significance. An asterisk denotes rejection of the null hypothesis.   
 
The prediction-realisation diagrams (Figures 5.7 to 5.9) show large forecasting errors, in 
terms of both magnitude and direction, when the symmetry restrictions of the monetary 
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models are relaxed. It can be inferred from a visual analysis of the prediction-realisation 
diagrams, that relaxing the symmetry restrictions does not significantly improve the 
forecasting performance of the models in terms of the magnitude of the forecasting error, and 
direction accuracy.  
 
Figure 5.7 Prediction-Realisation Diagrams - Frenkel-Bilson - Symmetry Restrictions Relaxed 
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Figure 5.8 Prediction-Realisation Diagrams - Dornbusch-Frankel - Symmetry Restrictions Relaxed 
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Figure 5.9 Prediction-Realisation Diagrams - Hooper-Morton - Symmetry Restrictions Relaxed 
 
 
 
 
  
 
 
5.5 Conclusion  
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on the basis of the results presented here. Three variations of exchange rate determination 
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proximity to the perfect forecast, all three alternative model specifications outperform the 
naïve random walk model. Therefore, the random walk can be outperformed by alternative 
exchange rate model specifications only if forecasting accuracy is assessed by measures that 
do not rely exclusively on the magnitude of error. 
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Appendix to Chapter Five 
 
Table 5.28  AGS Test - Estimated Coefficients and t-statistics - Post Keynesian Flow Model 
 
Exchange rate 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
0α
 
1α
 
 
0.01 
(1.49) 
0.27* 
(6.31) 
0.01* 
(2.48) 
0.82* 
(4.68) 
0.01* 
(3.34) 
0.23* 
(5.33) 
-0.00 
(0.02) 
0.30* 
(7.77) 
-0.00 
(-0.25) 
0.04 
(1.54) 
-0.00 
(0.01) 
0.30 
(0.96) 
Notes: The values in parentheses are the calculated t-statistics. The critical value of the t-test statistic at the 5 per 
cent level of significance is 1.96. An asterisk denotes statistical significance.  
 
Table 5.29  AGS Test - Estimated Coefficients and t-statistics - Symmetry Restrictions relaxed  
Model 
Exchange rate 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
Frenkel-Bilson 
0α
 
1α
 
 
0.05* 
(11.32) 
0.65* 
(12.72) 
 
0.05* 
(9.64) 
0.90* 
(12.02) 
 
0.04* 
(8.82) 
0.51* 
(9.65) 
 
0.04*  
(8.51) 
0.76* 
(16.68) 
 
0.00 
(1.28) 
0.71* 
(17.94) 
 
0.06* 
(11.90) 
0.67* 
(16.61) 
Dornbusch-Frankel 
0α
 
1α  
 
0.04* 
(9.75) 
0.63* 
(12.10) 
 
0.01* 
(2.79) 
0.95* 
(10.99) 
 
0.01* 
(2.97) 
0.43* 
(7.98) 
 
0.04* 
(10.23) 
0.60* 
(12.47) 
 
0.01* 
(2.76) 
0.70* 
(16.80) 
 
0.04* 
(6.70) 
0.70* 
(17.72) 
Hooper-Morton 
0α
 
1α
 
 
0.02* 
(4.22) 
0.69* 
(13.58) 
 
0.03* 
(5.59) 
0.96* 
(11.45) 
 
0.02* 
(4.20) 
0.44* 
(8.24) 
 
0.40* 
(9.91) 
0.58* 
(12.23) 
 
0.03* 
(7.95) 
0.69* 
(16.72) 
 
0.02* 
(2.96) 
0.71* 
(19.76) 
Notes: The values in parentheses are the calculated t-statistics. The critical value of the t-test statistic at the 5 per 
cent level of significance is 1.96. An asterisk denotes statistical significance. 
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CHAPTER SIX 
 
NON-LINEARITIES 
CHAPTER SIX: NON-LINEARITIES  
 
6.1 Introduction 
 
Chapter 6 considers the proposition that the Meese-Rogoff puzzle arises because exchange 
rate models are linear in parameters. Meese and Rogoff (1983a) suggest that their inability to 
outperform the random walk may have resulted from the use of exchange rate models that are 
linear in parameters, when exchange rates are non-linearly related to macroeconomic 
fundamentals. It is well documented that many relationships in finance are intrinsically non-
linear (see, for example, Brooks, 2005). Taylor et al. (2001) point out that “the idea that there 
may be non-linearities in real exchange rate adjustment dates at least from Heckscher 
(1916)”. If a non-linear relationship exists between the exchange rate and macroeconomic 
fundamentals, any attempt to fit a linear model to the data and generate forecasts with a 
smaller magnitude of error compared to the random walk will invariably fail.  
 
By definition, a non-linear data generating process is one where the current value of the series 
is related non-linearly to the current and previous values of the error term (Campbell et al., 
1997). Linear structural models are unable to explain a number of important features common 
to non-linear time series, such as leptokurtosis, volatility clustering and leverage effects 
(Brooks, 2005). Non-linear models are necessary where the underlying theory suggests that 
the relationship between the dependent and explanatory variables cannot be explained by a 
linear model.29  In the context of exchange rates, the literature suggests that exchange rate 
models represent long-run equilibrium conditions and that adjustment towards the 
equilibrium is non-linear in fashion. It follows that the poor performance of the structural 
exchange rate models (which are linear in parameters) may explain the puzzle. In this 
chapter, we examine the proposition that incorporating non-linearities into structural 
exchange rate models will improve forecasting accuracy, as to outperform the naïve random 
walk model. 
 
 
                                               
 
29
 Models can be non-linear in mean and/or variance.  
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6.2 Literature Review 
 
There are several ways to account for non-linearities, including exponential smoothing 
transition autoregressive (ESTAR) technique (Kilian and Taylor, 2003; Brooks, 2005), 
introducing non-linear parameters, non-linear error correction models (Moosa, 1994), 
asymmetric moving average models (Elwood, 1998), floor/ceiling models (Pesaran and 
Potter, 1997) and Markov switching models (Hamilton, 1989). In fact, the class of non-linear 
models is “infinite” (Taylor et al., 2001). ESTAR models are predominant in the literature for 
two reasons. First, they have the attractive property of allowing for “a smooth transition 
between regimes and symmetric adjustment of the real exchange rate for deviations above 
and below the equilibrium level” (Taylor et al., 2001). Second, ESTAR models are relatively 
simplistic (Taylor et al., 2001). Markov-switching models also gained popularity because 
they capture the exchange rate adjustment process through a transition probability that is a 
function of the lagged deviation of the real exchange rate from its “equilibrium” level.  
 
Many studies that use non-linear models of exchange rate behaviour focus on identifying 
whether or not a non-linear relationship exists, as opposed to determining whether or not 
incorporating non-linearities can improve forecasting performance and outperform the 
random walk.30 For example, Taylor et al. (2001) fit a non-linear mean reverting (ESTAR) 
model to real dollar exchange rates in the post Bretton Woods era (sample from 1973 to 
1996) and report evidence of non-linear mean reversion in deviations of the exchange rate 
from economic fundamentals. The model implies an equilibrium level of the real exchange 
rate, and that the actual exchange rate exhibits increasing mean reversion the further away it 
is from this equilibrium level. However, ESTAR is an autoregressive process and thus the 
exchange rate is modelled as a function of the explicit lagged dependent variable. Although 
Taylor et al. (2001) did not assess the forecasting performance of their model relative to the 
random walk, even if the model produces a numerically smaller and statistically different 
RMSE it would be disingenuous to claim that the Meese-Rogoff puzzle is resolved using this 
methodology.31  
 
                                               
 
30
 Sarno (2003) provides a selective survey of the literature on whether a non-linear relationship between 
monetary fundamentals and exchange rates exists.   
31
 Refer to section 5.2 for a further discussion of the problems that arise as a result of the introduction of a 
lagged dependent variable in a forecasting exercise such as this.  
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Non-linear models are popular to ascertain whether or not the weak explanatory power of the 
monetary model is associated with the proposition that exchange rates are insensitive to 
monetary fundamentals close to equilibrium values, but exhibit greater predictability the 
greater the deviation of the macroeconomic fundamental from equilibrium (including Taylor 
and Peel 2000, Taylor et al., 2001, and Kilian and Taylor 2003). Taylor and Peel (2000) use 
an ESTAR model to predict monthly changes in GBP/USD and DEM/USD, from 1973 to 
1996. They conclude that exchange rates are almost unpredictable when macroeconomic 
fundamentals are close to equilibrium values. However, when macroeconomic fundamentals 
deviate from equilibrium by a large amount, the predictive power of the model improves 
because of strong reversion towards equilibrium. Taylor et al. (2001) find similar evidence 
and conclude that monetary models explain deviations from PPP.  
 
Kilian and Taylor (2003) demonstrate that forecasting performance at long-horizons can be 
improved by incorporating non-linearities through an ESTAR model. They argue that 
exchange rates are non-linear mean reverting and thus ESTAR models provide better 
predictions when exchange rates deviate substantially from their equilibrium values. Kilian 
and Taylor (2003) conclude that the closer the exchange rate is to its equilibrium value, the 
more random will the observed movements be. This can be related to the finding that the 
exchange rate models forecast more accurately in times of high or hyperinflation (Junttila and 
Korhonen, 2011). 
 
Mark (1995) uses a simple monetary model that incorporates a non-linear error correction 
term to forecast a range of exchange rates vis-à-vis the USD. The error term measures the 
deviation of the actual exchange rate from what he determines to be the long-run or 
“fundamental” value. Using the Diebold-Mariano test, he demonstrates that the random walk 
can be outperformed in terms of the magnitude of error for the FFR and JPY at the 1, 4, 8, 12 
and 16 quarter forecasting horizons, as well as the DEM at 12 and 16 quarter horizon. For the 
CAD/USD, however, the random walk outperforms the model at all but the one quarter 
horizon. Overall, Mark (1995) concludes that the “out-of-sample point predictions generally 
outperform the driftless random walk at longer horizons”. 
 
Junttila and Korhonen (2011) incorporate non-linearities using a non-linear error correction 
model. The results “strongly support the non-linear connection between exchange rates and 
monetary fundamentals”. However, this study focuses on identifying the existence of a non-
  
148 
 
linear relationship rather than forecasting. Hence, no evidence on whether or not 
incorporating non-linearities improves forecasting accuracy is reported. However, they did 
conclude that non-linear model specifications are relevant, suggesting that “traditional 
macroeconomic fundamentals play a crucial role in the determination of the short-run 
exchange rate dynamics”. They argue that non-linearities can be important but only under 
some conditions, suggesting that “non-linear error correction mechanism operates only when 
the inflation differential is sufficiently high”, and that for low relative inflation differentials 
the error correction process is linear (Junttila and Korhonen, 2011). Furthermore, they 
suggest that traditional macroeconomic fundamentals are important determinants of exchange 
rates, but their impact depends on the inflation differential, which should be incorporated into 
the model as a non-linear effect when this differential is high.  
 
Likewise, Moosa and Burns (2013d) use a non-linear error correction model specification of 
the Frenkel-Bilson model, to forecast the JPY/USD monthly exchange rate, from 2004 to 
2010 (using an estimation window from 1990 to 2004). Although significant improvements 
in forecasting performance are evident, the random walk cannot be outperformed by the non-
linear error correction specification, which is confirmed by the AGS test. The study also 
demonstrates that regardless of whether or not the forecasters use a general or specific error 
correction specification (that is, a model with explicit lagged dependent variables, or a 
dynamic specification without an error correction term), the Meese and Rogoff (1983a) 
results cannot be overturned.  
 
6.3 Methodology 
 
A non-linear model should not be estimated using OLS because this methodology minimises 
the residual sum of squares. The minimisation of the residual sum of squares is inappropriate 
for non-linear models because this methodology depends only on the conditional mean and 
not the conditional variance (exchange rates may be non-linear in mean and/or variance). In 
order to estimate non-linear models, Brooks (2005) recommends using maximum likelihood. 
This methodology chooses parameter values that are most likely to have produced the 
observed data.  
 
In this study, the benchmark models are specified as a non-linear error correction model 
(ECM), to determine if non-linearities can explain the Meese-Rogoff puzzle. This approach is 
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preferred to an ESTAR model, which is a univariate model, and thus incorporates a random 
walk component. Using ESTAR is therefore rejected because it would provide no basis upon 
which a researcher can claim to outperform the random walk. 
 
Non-linearities are captured by the error correction term raised to the power of 1 to 3. This 
should be sufficient to capture the non-linear adjustment process (Hendry and Ericsson, 
1991). The monetary models presented as equations [2.19], [2.20] and [2.21], are specified as 
a non-linear ECM as follows 
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where i jt −ε is the error correction term, raised to the power of i and i takes the values of 1 to 
3. The error correction terms captures the deviation of the actual value of the dependent 
variable from the long-run equilibrium value, as defined by the corresponding co-integrating 
vector.  By definition, the error correction term measures the proportion of last period’s 
equilibrium error that is corrected for, and thus, the coefficient on this variable (φ ) describes 
the speed of adjustment back to equilibrium. The ECM without a lagged dependent variable 
imposes the restriction jα =0. The Schwarz-Bayesian criterion determines the appropriate lag 
length of the model.  
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The model is estimated and evidence of non-linearities is assessed by testing the statistical 
significance of the non-linear error correction term(s) and a variable deletion test on the non-
linear error correction term(s).32 The basic proposition is that evidence of non-linearities is 
reflected by the statistical significance of the coefficient on the non-linear error correction 
terms. Taylor et al. (2001) use a similar approach, by testing for the statistical significance of 
the coefficient on the transition parameters. The premise is that if the linear model is adequate 
and non-linearities do not exist, the coefficient on the non-linear error correction term will 
not be statistically significant. 
 
The presence of non-linearities is ascertained by testing the statistical significance of the 
coefficient on the error correction terms. The model is first estimated with no lagged 
dependent variables, and a t-test determines whether or not the coefficients of the non-linear 
error correction terms are statistically significant (referred to as Model A). The model is then 
estimated with the lagged dependent variable and again a t-test determines whether or not the 
coefficients of the non-linear error correction terms are statistically significant (referred to as 
Model B).33 This is a robustness check to determine if the inclusion of the lagged dependent 
variable impacts the statistical significance of the error correction term. If linearities are to 
blame for poor performance of exchange rate models in forecasting out-of-sample, the 
coefficient on the non-linear error correction terms will be statistically significant in both 
cases (that is, Model A and B).  
 
A variable deletion test for the coefficient restriction that 0=iφ  is also performed. The test 
statistics are: the LM test, the LR test and the F-statistic. The critical values of the LM and 
LR tests follow a chi-square distribution with two degrees of freedom. The F-test has k and n-
k-1 degrees of freedom, where k is the number of independent variables in the regression, and 
n is the number of observations. 
 
                                               
 
32
 Eviews (version 7) is used to estimate the exchange rate models as non-linear error correction models. 
Specifically, the model is estimated using OLS and the residuals saved. Following this, first difference variables 
and non-linear residuals are generated. The model is then specified in first differences and estimated as an 
ARDL model using OLS. The results of this estimation provide the SBC criterion which is used to determine 
the appropriate number of lags to include in the error correction model. Lastly, the model is estimated as a non-
linear error correction model using OLS and forecasts generated at the one month ahead horizon (one-step 
ahead) using the post estimation options. 
33
 In some cases the appropriate lags of the ARDL as determined by the Schwarz-Bayesian criterion is zero lags, 
and therefore, only one set of results are available to test for non-linearities.  
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6.4 Results 
 
The test for the statistical significance of the coefficient on the error correction terms for each 
of the models and exchange rates is presented in Tables 6.1 to 6.6. Evidence of non-linearities 
is found in around half of the cases. That is, the error correction term is statistically 
significant for both model A and B. Interestingly, evidence of non-linearities is only found in 
exchange rates relating to the GBP. For GBP/AUD, all three exchange rate models produce 
statistically significant non-linear error correction terms. For the CAD/GBP and GBP/JPY, 
two of the three models have significant error correction terms. There is no evidence of non-
linearities for the CAD/AUD and CAD/USD exchange rates. The results of the variable 
deletion test (Table 6.7) support the results of the test for the significance of the coefficient 
on the error correction terms.  
 
Table 6.1 Significance of Error Correction Term - CAD/AUD 
Model B 
Frenkel-Bilson 
ARDL (0,0,0) 
EC -1.64 
EC2 1.10 
EC3 -0.55 
Dornbusch-Frankel 
ARDL (0,0,0,0) 
 
EC -1.85 
EC2 1.21 
EC3 -0.74 
Hooper-Morton 
ARDL (0,0,0,0,0,0) 
 
EC -1.23 
EC2 1.53 
EC3 -0.94 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. An asterisk denotes 
statistical significance.  
 
Table 6.2 Significance of Error Correction Term - GBP/AUD 
  
Model A Model B 
Frenkel-Bilson 
ARDL (0,0,1) 
EC -0.61 -0.27 
EC2 2.11* 2.49* 
EC3 -1.84 -2.41* 
Dornbusch-Frankel 
ARDL (0,0,1,0) 
 
EC -2.71* -3.06* 
EC2 -0.94 -0.97 
EC3 -0.30 -0.44 
Hooper-Morton 
ARDL (0,0,1,0,0) 
 
EC -2.98* -3.34* 
EC2 -1.17 -1.18 
EC3 0.13 -0.15 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. An asterisk denotes 
statistical significance.   
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Table 6.3 Significance of Error Correction Term - CAD/GBP 
  
Model A Model B 
Frenkel-Bilson 
ARDL (0,0,1) 
EC 0.73 0.91 
EC2 -0.14 -0.13 
EC3 -2.98* -3.56* 
Dornbusch-Frankel 
ARDL (0,0,1,0) 
 
EC -0.21 -0.23 
EC2 -0.28 -0.42 
EC3 -2.21* -2.54* 
Hooper-Morton 
ARDL (0,0,1,0,0,0) 
 
EC -0.72 -0.66 
EC2 0.20 0.32 
EC3 -1.66 -2.14* 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. An asterisk denotes 
statistical significance.  
 
Table 6.4 Significance of Error Correction Term - CAD/USD 
  
Model B 
Frenkel-Bilson 
ARDL (0,0,0) 
EC -1.02 
EC2 0.68 
EC3 -0.60 
Dornbusch-Frankel 
ARDL (0,0,0,0) 
 
EC -1.35 
EC2 -0.05 
EC3 0.42 
Hooper-Morton 
ARDL (0,0,0,0,0,0) 
 
EC 0.17 
EC2 -1.49 
EC3 -1.14 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. An asterisk denotes 
statistical significance.  
 
Table 6.5 Significance of Error Correction Term - GBP/USD 
  
Model A Model B 
Frenkel-Bilson 
ARDL (0,0,1) 
EC -0.53 -0.28 
EC2 0.15 0.19 
EC3 -1.67 -2.18* 
Dornbusch-Frankel 
ARDL (0,0,1,0) 
 
EC -0.46 -0.16 
EC2 0.04 0.02 
EC3 -1.62 -2.20* 
Hooper-Morton 
ARDL (0,0,1,0,0) 
 
EC -0.58 -0.30 
EC2 0.65 0.58 
EC3 -2.13* -2.69* 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. An asterisk denotes 
statistical significance.  
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Table 6.6 Significance of Error Correction Term - GBP/JPY 
  
Model A Model B 
Frenkel-Bilson 
ARDL (0,0,1) 
EC -1.73 -2.08* 
EC2 0.30 0.33 
EC3 -0.43 -0.33 
Dornbusch-Frankel 
ARDL (0,0,1,0) 
 
EC -2.15* -2.45* 
EC2 -0.30 -0.27 
EC3 -0.25 -0.19 
Hooper-Morton 
ARDL (0,0,1,0,0) 
 
EC -2.39* -2.65* 
EC2 -1.25 -1.31 
EC3 0.09 0.15 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. An asterisk denotes 
statistical significance.  
 
For the eight cases where evidence of non-linearities is found, forecasts of the error 
correction specification of the exchange rate models are generated using recursive estimation. 
The time plots of these forecasts are presented in Figure 6.1. Forecasts generated from the 
error correction model are so close to the actual time series that the lines are almost 
indistinguishable. It can be inferred from the time plots that the error correction model has 
greater forecasting accuracy in terms of the magnitude of error, compared to the forecasts 
generated using the benchmark model.  
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Table 6.7 Variable Deletion Test - ECM 
 Model 
 Frenkel-Bilson Dornbusch-Frankel Hooper-Morton 
CAD/AUD Model B 
LM 
LR 
F 
 
1.24 
1.24 
0.61 
 
2.12 
2.12 
1.04 
 
2.41 
2.41 
1.17 
GBP/AUD Model A 
LM 
LR 
F 
 
4.35 
4.37 
2.15 
 
1.21 
1.21 
0.59 
 
1.46 
1.47 
0.71 
GBP/AUD Model B 
LM 
LR 
F 
 
6.48* 
6.54* 
3.23* 
 
1.43 
1.44 
0.70 
 
1.53 
1.54 
0.75 
CAD/GBP Model A 
LM 
LR 
F 
 
9.96* 
10.12* 
5.01* 
 
5.44 
5.49 
2.69 
 
2.86 
2.87 
1.39 
CAD/GBP Model B 
LM 
LR 
F 
 
9.26* 
9.39* 
4.66* 
 
6.25* 
6.31* 
3.11* 
 
4.87 
4.91 
2.40 
CAD/USD Model B 
LM 
LR 
F 
 
0.40 
0.40 
0.20 
 
0.29 
0.29 
0.14 
 
2.51 
2.52 
1.22 
GBP/USD Model A 
LM 
LR 
F 
 
2.47 
2.48 
1.22 
 
2.75 
2.77 
1.35 
 
4.63 
4.66 
2.27 
GBP/USD Model B 
LM 
LR 
F 
 
4.74 
4.77 
2.35 
 
5.37 
5.41 
2.66 
 
7.52* 
7.61* 
3.73* 
GBP/JPY Model A 
LM 
LR 
F 
 
0.47 
0.47 
0.23 
 
0.04 
0.04 
0.02 
 
1.73 
1.74 
0.84 
GBP/JPY Model B 
LM 
LR 
F 
 
0.19 
0.19 
0.09 
 
0.03 
0.03 
0.02 
 
1.96 
1.96 
0.95 
Notes: The LM and LR test statistics follow a 	
(2) distribution and have a critical value of 5.99 at the 5 per 
cent level of significance.  The critical value of the F-test statistic with (2,318) degrees of freedom is 3.02. An 
asterisk denotes rejection of the null hypothesis. 
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Figure 6.1 Time Plots - ECM 
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The RMSE, AGS test and ARMSE results are presented in Table 6.8.34 In terms of the 
magnitude of error (that is, the RMSE), the model and random walk are equivalent for all 
exchange rates, with the exception of the GBP/JPY. That is, difference in the RMSE of the 
two forecasts is not statistically significant, as determined by the AGS test. Meese and Rogoff 
(1983a) are, therefore, incorrect in suggesting that non-linear models could explain the 
puzzle.  Although non-linear exchange rate models improve forecasting accuracy, in terms of 
the magnitude of error, the improvement is insufficient to outperform the random walk. Non-
linearities are therefore rejected as a possible explanation for the Meese-Rogoff puzzle. In 
contrast, when forecasting accuracy is assessed by magnitude and direction (that is, the 
ARMSE), the model outperforms the random walk in every instance. This demonstrates that 
when direction accuracy is taken into account, the model outperforms the random walk 
because the random walk has zero direction accuracy and the forecasts have the same 
magnitude of error.  
 
The Diebold-Mariano test supports the conclusions reached by the AGS test (Table 6.9). The 
model and random walk have equal predictive accuracy of forecasts (in terms of the MSE). 
That is, the null hypothesis of equal magnitude of error, as measured by the loss function, 
cannot be rejected.  This demonstrates that the random walk is not superior in terms of the 
magnitude of forecast error. This does not, however, resolve the Meese-Rogoff puzzle. 
  
                                               
 
34
 The estimated coefficients of equation [2.29] and the associated t-test statistics are presented in the Appendix 
to Chapter 6.  
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Table 6.8 RMSE, AGS test and ARMSE Results - ECM 
Exchange rate Model RMSE ARMSE 
GBP/AUD 
Random walk 0.03 0.03 
Frenkel-Bilson 0.03 
(1.28) 
0.02 
Dornbusch-Frankel 0.03 
(2.26) 
0.02 
Hooper-Morton 0.03 
(5.21) 
0.02 
CAD/GBP 
Random walk 0.03 0.03 
Frenkel-Bilson 0.03 
(3.03) 
0.02 
Dornbusch-Frankel 0.03 
(0.16) 
0.02 
GBP/USD 
Random walk 0.03 0.03 
Hooper-Morton 0.03 
(4.27) 
0.02 
GBP/JPY 
Random walk 0.04 0.04 
Dornbusch-Frankel 0.04 
(3.26) 
0.02 
Hooper-Morton 0.04 
(3.57) 
0.03 
Notes: The test statistic follows a 	
(2) distribution and has a critical value of 5.99 at the 5 per cent level of 
significance.  Test statistics are in parentheses. An asterisk denotes rejection of the null hypothesis.  
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Table 6.9 Diebold-Mariano Test – ECM  
Exchange rate Model Test statistic 
GBP/AUD 
Frenkel-Bilson 1.11 
Dornbusch-Frankel 0.87 
Hooper-Morton 1.31 
CAD/GBP 
Frenkel-Bilson 0.10 
Dornbusch-Frankel 0.24 
GBP/USD Hooper-Morton 1.18 
GBP/JPY 
Dornbusch-Frankel 0.22 
Hooper-Morton 1.23 
Notes: The Diebold-Mariano test statistic follows a t-distribution and has a critical value of 1.96 at the 5 per cent 
level of significance. An asterisk denotes rejection of the null hypothesis.  
 
All models outperform the random walk in terms of direction accuracy. As shown in Table 
6.10, the null hypothesis of zero direction accuracy is rejected in every case. Furthermore, the 
null hypothesis of 50 per cent direction accuracy cannot be rejected in any case, meaning that 
the forecasts of the ECM accurately predict the direction of change on half of occasions. The 
results are similar to those for the benchmark model. Therefore, the random walk can be 
outperformed by the monetary model in terms of measures of forecasting accuracy that do not 
entirely rely on magnitude of error. 
 
In all cases, the null hypothesis of an independent relationship between the actual and 
predicted change by the model cannot be rejected, according to the P-T test (Table 6.11). This 
indicates that the change predicted by the model bears no relationship to the actual change in 
the exchange rate. Although direction accuracy of the model achieves 50 per cent (Table 
6.10), a greater degree of direction accuracy is required to reject the null hypothesis of 
independence between the actual and predicted change, according to the P-T test.  
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Table 6.10 Direction Accuracy and Hypothesis Testing - ECM 
Exchange rate Model Direction Accuracy 
GBP/AUD 
Frenkel-Bilson 
H0: DA = 0.00 
H0: DA = 0.50 
0.46 
(10.16)* 
(-0.83) 
Dornbusch-Frankel 
H0: DA = 0.00 
H0: DA = 0.50 
0.52 
(11.42)* 
(0.46) 
Hooper-Morton 
H0: DA = 0.00 
H0: DA = 0.50 
0.49 
(10.68)* 
(-0.28) 
CAD/GBP 
Frenkel-Bilson 
H0: DA = 0.00 
H0: DA = 0.50 
0.53 
(11.62)* 
(0.65) 
Dornbusch-Frankel 
H0: DA = 0.00 
H0: DA = 0.50 
0.52 
(11.42)* 
(0.46) 
GBP/USD 
Hooper-Morton 
H0: DA = 0.00 
H0: DA = 0.50 
0.45 
(9.98)* 
(-1.02) 
GBP/JPY 
Dornbusch-Frankel 
H0: DA = 0.00 
H0: DA = 0.50 
0.56 
(12.43)* 
(1.39) 
Hooper-Morton 
H0: DA = 0.00 
H0: DA = 0.50 
0.51 
(11.23)* 
(0.28) 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The values in 
parentheses are the calculated t-statistics for the null hypothesis of H0: 	 = 	0.00 and H0: 	 = 	0.50, 
respectively. An asterisk denotes rejection of the null hypothesis.  
 
 
  
  
160 
 
Table 6.11 P-T Test - ECM 
Exchange rate Model P-T Test statistic 
GBP/AUD 
Frenkel-Bilson -0.12 
Dornbusch-Frankel 0.59 
Hooper-Morton 0.44 
CAD/GBP 
Frenkel-Bilson 0.45 
Dornbusch-Frankel -0.16 
GBP/USD Hooper-Morton -0.21 
GBP/JPY 
Dornbusch-Frankel 0.80 
Hooper-Morton 0.56 
Notes: The P-T test statistic follows a 	
(1) distribution and has a critical value of 3.84 at the 5 per cent level of 
significance. An asterisk denotes rejection of the null hypothesis.   
 
Numerically, the model outperforms the random walk in terms of mean returns in the 
majority of cases (Table 6.12). However, the difference in mean returns is not statistically 
significant. Thus, it is concluded that the random walk and model are equivalent in terms of 
mean returns. Similarly, the difference in the proportion of positive returns generated by the 
model and random walk is not statistically significant (Table 6.13). Compared to the 
forecasting accuracy of the benchmark models, large improvements for the GBP/AUD are 
evident as the model and random walk now perform equally well in this regard. According to 
the Sharpe ratio, the model consistently outperforms the random walk in the case of 
GBP/AUD and CAD/GBP (Table 6.14). Risk-adjusted returns improve when the exchange 
rate models are specified as a non-linear error correction model relative to the benchmark 
forecasts, and particularly for GBP/USD.  
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Table 6.12 Mean returns and Hypothesis Testing - ECM 
Exchange rate Model Mean Return 
GBP/AUD 
Random Walk 7.97 
Frenkel-Bilson 8.44 
(0.10) 
Dornbusch-Frankel 10.16 
(0.47) 
Hooper-Morton 8.03 
(0.01) 
CAD/GBP 
Random Walk -1.57 
Frenkel-Bilson 3.89 
(1.18) 
Dornbusch-Frankel 2.47 
(0.87) 
GBP/USD 
Random Walk 0.94 
Hooper-Morton -0.44 
(-0.33) 
GBP/JPY 
Random Walk -0.77 
Dornbusch-Frankel -1.32 
(-0.10) 
Hooper-Morton 0.85 
(0.28) 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The values in 
parentheses are the calculated t-statistics for the null hypothesis H0: 	 = 		. An asterisk denotes rejection 
of the null hypothesis.  
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Table 6.13 Proportion of Positive Returns and Hypothesis Testing - ECM 
Exchange rate Model Percentage of positive returns  
GBP/AUD 
Random Walk 0.64 
Frenkel-Bilson 
 
0.64 
(0.00) 
Dornbusch-Frankel 
 
0.66 
(-0.41) 
Hooper-Morton 
 
0.63 
(0.14) 
CAD/GBP 
Random Walk 0.47 
Frenkel-Bilson 
 
0.51 
(-0.65) 
Dornbusch-Frankel 
 
0.50 
(-0.39) 
GBP/USD 
Random Walk 0.57 
Hooper-Morton 
 
0.55 
(0.26) 
GBP/JPY 
Random Walk 0.60 
Dornbusch-Frankel 
 
0.59 
(0.13) 
Hooper-Morton 
 
0.60 
(0.00) 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The values in 
parentheses are the calculated t-statistics for the null hypothesis H0: ,	 = 	,	. An asterisk denotes 
rejection of the null hypothesis.  
 
Table 6.14 Sharpe Ratio - ECM 
Exchange rate Model Sharpe Ratio 
GBP/AUD 
Random Walk 0.22 
Frenkel-Bilson 0.23 
Dornbusch-Frankel 0.28 
Hooper-Morton 0.22 
CAD/GBP 
Random Walk -0.04 
Frenkel-Bilson 0.11 
Dornbusch-Frankel 0.07 
GBP/USD 
Random Walk 0.03 
Hooper-Morton -0.01 
GBP/JPY 
Random Walk -0.02 
Dornbusch-Frankel -0.03 
Hooper-Morton 0.02 
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Given that the ECM is effectively an augmented random walk, it is not surprising that the 
Fair-Shiller test (Table 6.15) finds that neither the model nor random walk produced a 
superior forecast, in terms of the information contained in the forecast useful for making a 
one month ahead prediction of the exchange rate. 
 
Table 6.15 Fair-Shiller Test - ECM 
Exchange rate Model Results 
GBP/AUD 
Frenkel-Bilson 
RW 
 
Model 
 
-0.13 
(-0.35) 
0.24 
(0.38) 
Dornbusch-Frankel 
RW 
 
Model 
 
-0.17 
(-0.43) 
0.04 
(0.14) 
Hooper-Morton 
RW 
 
Model 
 
-0.13 
(-0.35) 
-0.06 
(-0.28) 
CAD/GBP 
Frenkel-Bilson 
RW 
 
Model 
 
-0.00 
(-0.01) 
0.31 
(0.78) 
Dornbusch-Frankel 
RW 
 
Model 
 
0.06 
(0.12) 
-0.05 
(-0.11) 
GBP/USD 
Hooper-Morton 
RW 
 
Model 
 
0.54 
(1.17) 
-0.26 
(-0.65) 
GBP/JPY 
Dornbusch-Frankel 
RW 
 
Model 
 
-0.16 
(-0.13) 
0.29 
(0.95) 
Hooper-Morton 
RW 
 
Model 
 
-0.29 
(-0.23) 
0.01 
(0.03) 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The values in 
parentheses are the calculated t-statistics. An asterisk denotes rejection of the null hypothesis.  
 
Test results for the null hypothesis of perfect forecasts are presented in Table 6.16. In every 
instance the null hypothesis is rejected. However, based on a numerical comparison of the 
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Wald test statistic, the model clearly outperforms the naïve random walk model in most 
cases, in that the value of the Wald test statistic is numerically smaller compared to that of the 
random walk. Most notably, for the GBP/JPY, the Wald test statistic for the random walk is 
approximately 15 times that of the Hooper-Morton model. Similarly, for the GBP/AUD, the 
Wald test statistic for the random walk is approximately 3 times that of the Hooper Morton 
model. However, in the case of the CAD/GBP exchange rate, the random walk forecasts are 
slightly closer in proximity to a perfect forecast compared to the forecasts generated by the 
Frenkel-Bilson and Dornbusch-Frankel models (the Wald test statistic of these models is 
approximately 1.5 and 1.8 times that of the random walk, respectively). However, all models 
and exchange rates produce a higher Wald test statistic compared to the benchmark forecasts. 
This suggests that the forecasts generated using an ECM are inferior to those produced using 
a static specification. This is attributable to the introduction of dynamics (via the error 
correction term), that dominate the explanatory power of the model. 
 
Table 6.16 Comparison to Perfect Forecast - ECM 
Exchange rate Model AGS 
GBP/AUD 
Random walk 1793.40* 
Frenkel-Bilson 5647.80* 
Dornbusch-Frankel 903.03* 
Hooper-Morton 680.92* 
CAD/GBP 
Random walk 1401.10* 
Frenkel-Bilson 2028.20* 
Dornbusch-Frankel 2488.70* 
GBP/USD 
Random walk 2900.90* 
Hooper-Morton 2102.00* 
GBP/JPY 
Random walk 11550.50* 
Dornbusch-Frankel 1246.80* 
Hooper-Morton 785.99* 
Notes: The test statistic follows a 	
(2) distribution and has a critical value of 5.99 at the 5 per cent level of 
significance. An asterisk denotes rejection of the null hypothesis. 
 
 
A visual inspection of the prediction-realisation diagrams (presented in Figure 6.2) clearly 
shows that the forecasts generated by a non-linear error correction model mimic a random 
walk process in that the points cluster around the x-axis. The model forecasts mimic the 
random walk forecasts because this variable dominates the other explanatory variables and 
behaves like the naïve random walk model. 
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Figure 6.2 Prediction-Realisation Diagrams - ECM 
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6.5 Conclusion  
 
The results presented in this Chapter consistently show that the forecasting performance of 
exchange rate models (in terms of the magnitude of error) improves substantially when 
specified as a non-linear error correction model. Despite this finding, the model cannot 
produce a RMSE that is numerically smaller and statistically different from that of the 
random walk. According to the AGS test, all of the non-linear error correction models 
produce an equivalent magnitude of forecasting error to the random walk. The result is not 
surprising because this model specification introduces a lagged dependent variable via the 
error correction term. The improved performance of the model in terms of the RMSE is due 
to the introduction of dynamics, as opposed to non-linearity, because the explanatory power 
of the error correction term dominates that of the macroeconomic fundamentals. Compared to 
the benchmark results, the non-linear error correction model specification produces a 
numerically lower RMSE. However, the forecasts deviate from the line of perfect forecast by 
a greater margin compared to the benchmark results. This provides clear evidence that a non-
linear error correction model is dominated by the random walk component. 
 
The introduction of the error correction terms effectively nests the naïve random walk model 
into the monetary model. Moosa and Burns (2013d) demonstrate that both general and 
specific specifications of an ECM introduce dynamics, and therefore a lagged dependent 
variable. Moosa and Burns (2013d) prove “any dynamic specification or transformation of 
the static model leads to the same result, that of introducing a lagged dependent variable, 
which in effect is a random walk component”. Schinasi and Swamy (1989) also identify that 
the random walk model is actually nested into a structural model with lagged dependent 
variables. Not surprisingly, they observe that “adding a lagged dependent variable makes a 
substantial difference in the forecasting ability of all three structural models” (in terms of the 
magnitude of forecasting error).  
 
The results presented here overturn the proposition that non-linearities may explain the 
Meese-Rogoff puzzle. Even if this model specification could outperform the random walk, it 
would be disingenuous to claim that the Meese-Rogoff puzzle is resolved. However, the 
random walk is outperformed by non-linear error correction models when forecasting 
accuracy is assessed by direction accuracy, the adjusted RMSE and proximity to a perfect 
forecast.  
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Appendix to Chapter Six 
 
Table 6.17  AGS Test - Estimated Coefficients and t-statistics 
Exchange rate Model Test statistic 
GBP/AUD 
Frenkel-Bilson 
0α
 
1α  
 
0.01 
(1.13) 
-0.09 
(-0.06) 
Dornbusch-Frankel 
0α
 
1α  
 
0.00 
(0.82) 
0.66 
(1.26) 
Hooper-Morton 
0α
 
1α  
 
0.00 
(0.88) 
0.91* 
(2.11) 
CAD/GBP 
Frenkel-Bilson 
0α
 
1α  
 
-0.00 
(-1.71) 
0.00 
(0.29) 
Dornbusch-Frankel 
0α
 
1α  
 
-0.00 
(-0.17) 
0.00 
(0.36) 
GBP/USD 
Hooper-Morton 
0α
 
1α  
 
-0.00 
(-1.34) 
0.01 
(1.57) 
GBP/JPY 
Dornbusch-Frankel 
0α
 
1α  
 
-0.00 
(-1.73) 
0.01 
(0.50) 
Hooper-Morton 
0α
 
1α  
 
-0.00 
(-0.15) 
0.94 
(1.88) 
Notes: The values in parentheses are the calculated t-statistics. The critical value of the t-test statistic at the 5 per 
cent level of significance is 1.96. An asterisk denotes statistical significance.  
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CHAPTER SEVEN 
 
SIMULTANEOUS EQUATION BIAS 
 
7.1 Introduction 
 
Simultaneous equation bias is considered to be one of the most significant econometric 
problems the Meese and Rogoff (1983a) study suffers from (Neely and Sarno, 2002). Chapter 
7 considers the suggestion put forward by Meese and Rogoff (1983a) that simultaneous 
equation bias may explain the puzzle. Simultaneous equation bias arises as a result of 
endogeneity in the explanatory variables, and the potential for endogeneity to exist between 
exchange rates and the explanatory variables of exchange rate models is well documented 
(Thoma, 2008; Engel and West, 2005; and Molodsova and Papell, 2008).  
 
Endogenous variables are correlated with the error term, so therefore the OLS technique 
should not be used to estimate structural equations because it fails to generate consistent, 
unbiased and efficient parameter estimates (Brooks, 2005). If the OLS technique cannot 
estimate parameter values accurately, the exchange rate model will perform poorly in a 
forecasting exercise such as this.  The proposition to be examined in this chapter is whether 
the existence of simultaneous equation bias can explain the Meese-Rogoff puzzle.  
 
7.2 Literature Review 
 
Endogeneity in the context of macroeconomic fundamentals has been widely discussed in the 
literature. For example, Thoma (2008) draws attention to the possibility of monetary policy 
feedback in the monetary model, and suggests that a model that incorporates endogeneity will 
improve predictive accuracy, in terms of the magnitude of error. Endogeneity in this context 
would occur, for example, when central banks take exchange rates into account when setting 
the cash rate. Engel et al. (2008) also highlight the role of monetary policy endogeneity in 
explaining nominal and real exchange rate behaviour. Likewise, Engel and West (2005) and 
Molodsova and Papell (2008) draw attention to the potential for monetary policy feedback, as 
a result of central bank actions as a form of endogeneity. Neely and Sarno (2002) argue that 
the explanatory variables of the monetary model are all endogenous and, hence, the estimated 
coefficients are likely to suffer from simultaneous equation bias. According to Gandolfo et al. 
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(1990), “the exchange rate is just one of the endogenous variables of an economy-wide 
model”.  
 
Isard (1987) suggests that the Meese-Rogoff puzzle is attributable to the use of single-
equation semi-reduced models of exchange rate determination. He argues that “models that 
simultaneously take account of a complete system of macroeconomic relationships will be 
able to improve on the single-equation, semi-reduced form models in capturing the 
associations between exchange rates, interest differentials, and other variables”. Likewise, 
Gandolfo et al. (1990) contends that “only by moving away from these single-equation, semi-
reduced form models towards suitable economy-wide macroeconometric models can one 
hope to beat the random walk”.  
 
Economists use various techniques to account for simultaneous equation bias and with 
varying degrees of success. In their original study, Meese and Rogoff use Fair’s (1970) 
instrumental variables (IV) technique to estimate an unrestricted VAR in order to correct for 
simultaneous equation bias. Specifying exchange rate models as a VAR addresses the 
possible linear interdependencies among multiple time series, as each variable has an 
equation explaining its evolution, based (linearly) on its own lags, as well as the 
contemporaneous and lagged values of all other variables in the model. More recently, 
Berkowitz and Giorgianni (2001) use an unrestricted VAR and find very little evidence of 
predictability. In contrast, Kilian (1999) uses a constrained vector error correction model 
(VECM) and subsequently generates forecasts using feasible generalised least squares 
(FGLS). 
 
Some evidence has emerged to suggest that using a VAR to account for simultaneous 
equation bias can improve forecasting performance (Carriero et al., 2009). Brannstrom 
(1995), for example, reports that a VAR specification can outperform the random walk in the 
short but not the long-run. Gandolfo et al. (1990) use the three monetary models originally 
used by Meese and Rogoff (1983a), and a Mark V version of the continuous time 
macroeconometric model of the Italian economy, to predict the lira vis-à-vis the U.S. dollar. 
Compared to the random walk and the single-equation forecasts, they find that the RMSE and 
MAE of the economy-wide model forecasts are numerically smaller at the 1, 3, 6 and 12 
month forecasting horizon. Without testing whether the difference in the RMSE and MAE is 
statistically significant, they conclude that “our continuous time macroeconometric model of 
  
170 
 
the Italian economy outperforms both the existing structural models and the random walk”. 
They argue that exchange rate movements cannot be explained or accurately forecast using 
the single-equation semi-reduced form models because they only provide “a partial view of 
exchange-rate determination”.  
 
Although some economists have produced results showing that the random walk can be 
outperformed by a VAR, these findings are questionable on two grounds. First, no test for 
whether the difference in the RMSE of the model and random walk is statistically significant 
is performed. Second, a VAR specification introduces a lagged dependant variable that 
dominates the forecasts of the exchange rate model. It is, therefore, erroneous to claim that 
the random walk is outperformed by a model that is dominated by a random walk variable. 
This is reinforced by empirical evidence indicating that a VAR specification can improve 
forecasting performance in the short-run in terms of the magnitude of error (Brannstrom, 
1995).  
 
7.3 Methodology 
 
A set of simultaneous equations is an appropriate methodology to deal with 
interdependencies among the dependent and explanatory variables. Rather than using a single 
equation, a set of simultaneous equations expresses the exchange rate and the explanatory 
variables as functions of each other (Makridakis et al., 1998). There are two approaches to 
simultaneous equation modelling. First, theory based multi-equation models, where the 
explanatory variables are classified as either endogenous or exogenous (and equations 
specified for the variables designated endogenous). Second, a VAR specification where every 
variable is classified as endogenous and has a vector explaining its evolution based on its 
own lags, and the contemporaneous and lagged values of the other explanatory variables in 
the model. The underlying premise is that the dependent and explanatory variables depend on 
each other.  
 
The VAR specification is adopted here for two reasons. First, evidence suggests that 
estimating the monetary model using a VAR specification improves forecasting accuracy 
(Carriero et al., 2009). Second, unlike the theory-based multi-equation models, a VAR 
specification does not require prior knowledge of the relationship between variables.  
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To estimate equations [2.19], [2.20] and [2.21] as a VAR specification, the equations are re-
written as:  
 
)(..)()(... ** 111*022110 ntntnttttntnttt mmmmmmssss −−−−−−− −+−+−++++= γγγαααα  
+−+−+−+−+−+
−−−−−−
)()(.)(....)(.)( * 111*0** 111*0 ttttntntntttt iiiiyyyyyy υυωωω     
tntntn ii ευ +− −− )(... *
                                                                                          
[7.1] 
 
)(..)()(... ** 111*022110 ntntnttttntnttt mmmmmmssss −−−−−−− −+−+−++++= γγγαααα  
+−+−+−+−+−+
−−−−−−
)()(.)(....)(.)( * 111*0** 111*0 ttttntntntttt iiiiyyyyyy υυωωω
                                                                           
t
e
nt
e
ntn
e
t
e
t
e
t
e
tntntn ii εpipiψpipiψpipiψυ +−+−+−+− −−−−−− )(...)()()(... **111*0*
            
[7.2]
  
 
 
)(..)()(... ** 111*022110 ntntnttttntnttt mmmmmmssss −−−−−−− −+−+−++++= γγγαααα  
+−+−+−+−+−+
−−−−−−
)()(.)(....)(.)( * 111*0** 111*0 ttttntntntttt iiiiyyyyyy υυωωω  
+++−+−+−+−
−−−−−−− 110
**
111
*
0
* )(...)()()(... tte nte ntnetetetetntntn BBii δδpipiψpipiψpipiψυ  
tntnttntn BBBB εζζζδ ++++ −−− ** 11*0 ......
                                                            
[7.3]
  
 
 
In their original study, Meese and Rogoff (1983a) use Parzen’s criterion to select the 
appropriate lag length. As suggested by Pesaran and Timmermann (1992), the Schwarz-
Bayesian criterion (SBC) is used in this study to determine the most suitable number of lags 
in the VAR model. Once the model is estimated as a VAR with n lags, forecasts are 
generated.35  
 
7.4 Results 
 
The VAR lag length, as determined by the SBC criterion, varies between 2 and 4. The 
predominance of a lag order of 1 as opposed to 2, as is the case in the Meese and Rogoff 
(1983a) study, is most likely attributable to the use of the SBC criterion to determine the lag 
                                               
 
35
 Microfit (version 4.1) is used to estimate the benchmark models using VAR. Specifically, the model is 
estimated as an unrestricted VAR and, via the estimation options, the lag selection is determined by the SBC 
criterion. Forecasts are then generated at the one month ahead horizon (one-step ahead) using the post 
estimation options. 
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length. The SBC criterion is likely to select a lower order VAR model (Pesaran and 
Timmermann, 1992).  
 
The time plots for the VAR model forecasts are presented in Figure 7.1 to 7.3. In most cases, 
the forecasts are almost indistinguishable from the actual exchange rate. However, some 
deviation of the model from the actual is evident at some point in time, in almost every case. 
This suggests that while taking into account the possibility of simultaneous equation bias 
improves forecasting accuracy, there is still a magnitude of error that exceeds the random 
walk.  Overall, the forecasts generated using a VAR model specification perform best for 
CAD/USD, CAD/AUD and GBP/JPY, and least well for CAD/GBP and for the Hooper-
Morton model. It should also be noted that the time plots for the VAR model forecasts appear 
similar to those of the ECM specification presented in Chapter 5. This is not surprising, as the 
VAR includes a random walk component which most likely dominates the explanatory 
variables.  
 
The RMSE and AGS test results are presented in Table 7.1.36 The results appear to be 
promising, as the VAR model forecasts generate the same RMSE to two decimal places as 
the random walk in several instances (in particular CAD/AUD, GBP/USD and GBP/JPY). 
However, the AGS test reveals that the random walk outperforms the model, in terms of the 
magnitude of error, in almost every case. That is, the difference in the RMSE of the model 
and random walk is statistically significant, implying that simultaneous equation bias is 
rejected as a possible explanation for the Meese-Rogoff puzzle. 
 
There are two other important observations. First, the forecasts of the Dornbusch-Frankel 
model and random walk perform equally well for the CAD/USD exchange rate. Second, and 
most importantly, the Frenkel-Bilson forecasts for the CAD/USD exchange rate outperform 
the random walk in terms of the magnitude of forecasting error.37 This proves that it is 
possible, albeit extremely difficult, to outperform the random walk in terms of the magnitude 
of error. However, this result is attributable to the introduction of dynamics and does not 
                                               
 
36
 The estimated coefficients of equation [2.29] and the associated t-test statistics are presented in the Appendix 
to Chapter 7.   
37
 The RMSE of the Frenkel-Bilson model and random walk, to 3 decimal places, is 0.0280 and 0.0285, 
respectively.  
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legitimately imply that an exchange rate model can outperform the random walk in terms of 
the magnitude of forecasting error.  
 
Figure 7.1 Time Plots - Frenkel-Bilson 
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Figure 7.2 Time Plots - Dornbusch-Frankel 
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Figure 7.3 Time Plots - Hooper-Morton 
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Table 7.1 RMSE and AGS Hypothesis Testing - VAR 
Exchange rate Random Walk Frenkel-Bilson Dornbusch-Frankel Hooper-Morton 
CAD/AUD 0.03 
0.03* 
(40.26) 
0.03* 
(77.34) 
0.03* 
(74.62) 
GBP/AUD 0.03 
0.05* 
(52.12) 
0.04* 
(23.06) 
0.06* 
(86.79) 
CAD/GBP 0.03 
0.05* 
(338.74) 
0.06* 
(375.93) 
0.08* 
(379.77) 
CAD/USD 0.03 
0.03* 
(20.35) 
0.03 
(0.85) 
0.03* 
(8.41) 
GBP/USD 0.03 
0.03* 
(39.38) 
0.03* 
(80.46) 
0.04* 
(33.26) 
GBP/JPY 0.04 
0.04* 
(6.73) 
0.04* 
(7.45) 
0.06* 
(62.58) 
Notes: The test statistic follows a 	
(2) distribution and has a critical value of 5.99 at the 5 per cent level of 
significance.  Test statistics are in parentheses. An asterisk denotes rejection of the null hypothesis. 
 
 
The results of the Diebold-Mariano test (Table 7.2) stand in contrast to those of the AGS test. 
According to the Diebold-Mariano test, the magnitude of forecasting error of the model and 
random walk are equivalent for the CAD/AUD and CAD/USD exchange rates. Furthermore, 
there is no statistical difference in the magnitude of forecasting error of the random walk and 
the Frenkel-Bilson model forecasts for the GBP/USD and GBP/JPY exchange rates.  
 
Table 7.2 Diebold-Mariano Test - VAR  
Exchange rate Frenkel-Bilson Dornbusch-Frankel Hooper-Morton 
CAD/AUD 1.12 1.64 2.83* 
GBP/AUD 4.02* 2.81* 4.10* 
CAD/GBP 5.13* 5.53* 5.65* 
CAD/USD -0.77 -0.46 1.45 
GBP/USD 1.91 2.62* 2.35* 
GBP/JPY 1.54 2.14* 5.39* 
Notes: The Diebold-Mariano test statistic follows a t-distribution and has a critical value of 1.96 at the 5 per cent 
level of significance. An asterisk denotes rejection of the null hypothesis. 
 
All VAR specifications outperform the random walk, in terms of direction accuracy, as the 
null hypothesis of no direction accuracy is rejected in all cases. Overall, the forecasts 
produced by the VAR model have a direction accuracy of 50 per cent, whereas the naïve 
random walk model by definition has zero direction accuracy. However, the impact of 
introducing a random walk component by specifying the monetary models as a VAR is 
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reflected in the deterioration of the direction accuracy in some cases (compared to static 
forecasts presented in Chapter 3). Most notably, VAR model forecasts for the CAD/AUD 
achieve direction accuracy of 50 per cent, whereas static model specification forecasts 
produce direction accuracy in excess of 50 per cent. In contrast, direction accuracy improved 
from less than 50 per cent, to 50 per cent, in the case of CAD/USD. Based on the P-T test 
(Table 7.4), it is concluded that there is no relationship between the actual and predicted 
change in the exchange rate.  
 
Table 7.3 Direction Accuracy and Hypothesis Testing - VAR  
Exchange rate Frenkel-Bilson Dornbusch-Frankel Hooper-Morton 
CAD/AUD 
H0: DA = 0.00 
H0: DA = 0.50 
0.50 
(11.05)* 
(0.09) 
0.49 
(10.68)* 
(-0.28) 
0.50 
(11.05)* 
(0.09) 
GBP/AUD  
H0: DA = 0.00 
H0: DA = 0.50 
0.40 
(9.01)* 
(-2.16)* 
0.48 
(10.50)* 
(-0.46) 
0.41 
(9.17)* 
(-1.96) 
CAD/GBP  
H0: DA = 0.00 
H0: DA = 0.50 
0.46 
(10.16)* 
(-0.83) 
0.45 
(9.98)* 
(-1.02) 
0.45 
(9.98)* 
(-1.02) 
CAD/USD  
H0: DA = 0.00 
H0: DA = 0.50 
0.54 
(11.82)* 
(0.83) 
0.51 
(11.23)* 
(0.28) 
0.48 
(10.50)* 
(-0.46) 
GBP/USD  
H0: DA = 0.00 
H0: DA = 0.50 
0.50 
(11.05)* 
(0.09) 
0.44 
(9.65)* 
(-1.39) 
0.48 
(10.50)* 
(-0.46) 
GBP/JPY  
H0: DA = 0.00 
H0: DA = 0.50 
0.54 
(11.82)* 
(0.83) 
0.52 
(11.42)* 
(0.46) 
0.40 
(9.01)* 
(-2.16)* 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The values in 
parentheses are the calculated t-statistics for the null hypothesis of H0: 	 = 	0.00 and H0: 	 = 	0.50, 
respectively. An asterisk denotes rejection of the null hypothesis. 
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Table 7.4 P-T Test - VAR 
Exchange rate Frenkel-Bilson Dornbusch-Frankel Hooper-Morton 
CAD/AUD 0.07 -0.40 0.11 
GBP/AUD 0.95 0.47 -0.53 
CAD/GBP -0.09 0.34 0.34 
CAD/USD -0.02 0.19 0.37 
GBP/USD 0.66 0.85 0.40 
GBP/JPY 1.44 0.56 -2.37 
Notes: The P-T test statistic follows a 	
(1) distribution and has a critical value of 3.84 at the 5 per cent level of 
significance. An asterisk denotes rejection of the null hypothesis. 
 
In terms of the ARMSE, the model forecasts generally outperform the random walk.  In the 
case of CAD/AUD and CAD/USD, all three exchange rate models outperform the random 
walk in terms of the ARMSE (Table 7.5). Only in the case of GBP/AUD and CAD/GBP does 
the random walk consistently outperform the model.  
 
Table 7.5 ARMSE - VAR  
Exchange rate Random Walk Frenkel-Bilson Dornbusch-Frankel Hooper-Morton 
CAD/AUD 0.03 0.02 0.02 0.02 
GBP/AUD 0.03 0.04 0.03 0.04 
CAD/GBP 0.03 0.04 0.04 0.06 
CAD/USD 0.03 0.02 0.02 0.02 
GBP/USD 0.03 0.02 0.03 0.03 
GBP/JPY 0.04 0.03 0.03 0.05 
 
In terms of mean returns and the proportion of positive returns, the performance of the 
random walk and exchange rate models is equivalent (Table 7.6 and 7.7). In all but one case, 
the model and random walk produce mean returns that are statistically equal (the exception 
being Frenkel-Bilson forecasts for GBP/AUD where the random walk outperforms the model 
in terms of mean returns). Overall, these findings demonstrate that the random walk forecasts 
are not superior in terms of profitability. 
 
In almost every instance, the random walk and model forecasts are equivalent when 
forecasting accuracy is measured in terms of the proportion of positive returns generated by 
undertaking a trading exercise based on these forecasts. Again, the random walk is 
unsuccessful in outperforming the model, and vice versa. In line with the results for mean 
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returns, the Frenkel-Bilson model performs least well for the GBP/AUD (where the random 
walk outperforms the model in terms of the proportion of positive returns).  
 
Table 7.6 Mean Returns and Hypothesis Testing - VAR 
Exchange rate Random Walk Frenkel-Bilson Dornbusch-Frankel Hooper-Morton 
CAD/AUD 6.14 6.14 
(0.00) 
6.14 
(0.00) 
6.68 
(0.12) 
GBP/AUD 7.97 -2.36* 
(-2.16) 
5.14 
(-0.59) 
-0.44 
(-1.76) 
CAD/GBP -1.57 -0.58 
(0.21) 
-0.58 
(0.21) 
-1.89 
(-0.07) 
CAD/USD 0.94 3.33 
(0.53) 
3.02 
(0.46) 
5.87 
(1.11) 
GBP/USD 0.94 -2.77 
(-0.89) 
1.57 
(0.15) 
-2.55 
(-0.83) 
GBP/JPY -0.77 -1.53 
(-0.13) 
-2.13 
(-0.24) 
-6.72 
(-1.05) 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. H0: 	 =		 The 
values in parentheses are the calculated t-statistics. An asterisk denotes rejection of the null hypothesis. 
 
Table 7.7 Proportion of Positive Returns and Hypothesis Testing - VAR 
Exchange rate Random Walk Frenkel-Bilson Dornbusch-Frankel Hooper-Morton 
CAD/AUD 0.59 0.59 
(0.00) 
0.59 
(0.00) 
0.61 
(-0.40) 
GBP/AUD 0.64 0.45* 
(3.00) 
0.55 
(1.33) 
0.43* 
(3.26) 
CAD/GBP 0.47 0.48 
(-0.13) 
0.48 
(-0.13) 
0.46 
(0.13) 
CAD/USD 0.55 0.55 
(0.13) 
0.53 
(0.39) 
0.58 
(-0.39) 
GBP/USD 0.57 0.51 
(0.91) 
0.53 
(0.65) 
0.49 
(1.30) 
GBP/JPY 0.60 0.58 
(0.26) 
0.58 
(0.26) 
0.45* 
(2.35) 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The values in 
parentheses are the calculated t-statistics for the null hypothesis H0: ,	 = 	,	. An asterisk denotes 
rejection of the null hypothesis. 
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The results are mixed in terms of risk-adjusted returns as measured by the Sharpe ratio (Table 
7.8). They appear to be currency specific with the monetary model performing best for 
CAD/USD and least well for the GBP/AUD. Compared to the benchmark model forecasts, 
the risk-adjusted returns generated by the VAR model improve for GBP/AUD, CAD/USD, 
GBP/USD and GBP/JPY exchange rates.  
 
Table 7.8 Sharpe Ratio - VAR  
Exchange rate Random Walk Frenkel-Bilson Dornbusch-Frankel Hooper-Morton 
CAD/AUD 0.18 0.18 0.18 0.20 
GBP/AUD 0.22 -0.06 0.14 -0.01 
CAD/GBP -0.04 -0.02 -0.02 -0.05 
CAD/USD 0.03 0.10 0.09 0.17 
GBP/USD 0.03 -0.09 0.05 -0.08 
GBP/JPY -0.02 -0.03 -0.05 -0.15 
 
The results of the Fair-Shiller test are inconclusive in most instances. For the CAD/AUD, it is 
concluded that the random walk produces a superior forecast. In contrast to the benchmark 
forecast results presented in Chapter 3, the model no longer produces a superior forecasts for 
the CAD/GBP.  
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Table 7.9 Fair-Shiller Test - VAR  
Exchange rate Frenkel-Bilson Dornbusch-Frankel Hooper-Morton 
CAD/AUD 
RW 
 
Model 
 
0.98* 
(2.04) 
0.24 
(0.67) 
 
1.03* 
(2.13) 
0.09 
(0.26) 
 
1.04* 
(2.27) 
0.21 
(1.35) 
GBP/AUD 
RW 
 
Model 
 
0.49 
(0.79) 
-0.29 
(-1.31)  
 
0.13 
(0.25) 
-0.16 
(-0.80) 
 
-0.08 
(-0.20) 
-0.07 
(-1.10) 
CAD/GBP 
RW 
 
Model 
 
0.90 
(0.72) 
-0.26 
(-0.74) 
 
1.23 
(1.16) 
-0.30 
(-1.25) 
 
0.22 
(0.30) 
-0.03 
(-0.30) 
CAD/USD 
RW 
 
Model 
 
-5.59 
(-1.46) 
0.80 
(1.75) 
 
-4.77 
(-1.25) 
0.44 
(1.01) 
 
-3.97 
(-1.05) 
0.24 
(1.20) 
GBP/USD 
RW 
 
Model 
 
0.42 
(0.92) 
0.08 
(0.58) 
 
0.40 
(0.83) 
0.08 
(0.52) 
 
0.48 
(1.05) 
0.03 
(0.24) 
GBP/JPY 
RW 
 
Model 
 
-0.28 
(-0.22) 
-0.02 
(-0.07) 
 
-0.24 
(-0.19) 
-0.20 
(-0.68) 
 
0.00 
(0.00) 
-0.08 
(-0.92) 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The values in 
parentheses are the calculated t-statistics. An asterisk denotes rejection of the null hypothesis. 
 
The model consistently outperforms the random walk in terms of proximity to a perfect 
forecast (Table 7.10). However, all models and exchange rates produce a higher Wald test 
statistic compared to the benchmark forecasts. This suggests that the forecasts generated 
using a VAR specification are inferior to those produced using a static specification. This is 
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attributable to the introduction of the lagged dependent variable in the VAR model 
specification that dominates the explanatory power of the macroeconomic variables.  
 
Table 7.10 Comparison to Perfect Forecast - VAR 
Exchange rate Random Walk Frenkel-Bilson Dornbusch-Frankel Hooper-Morton 
CAD/AUD 8522.10* 1669.60* 1614.50* 402.03* 
GBP/AUD 1793.40* 562.37* 432.32* 83.57* 
CAD/GBP 1401.10* 596.02* 518.99* 278.20* 
CAD/USD 62698.00* 2745.60* 2545.40* 511.76* 
GBP/USD 2900.90* 280.12* 316.23* 187.95* 
GBP/JPY 11550.50* 1084.20* 1216.60* 221.05* 
Notes: The test statistic follows a 	
(2) distribution and has a critical value of 5.99 at the 5 per cent level of 
significance. An asterisk denotes rejection of the null hypothesis.  
 
 
The prediction-realisation diagrams (Figures 7.4 to 7.6) present a similar story to those 
presented in Chapter 5, where the exchange rate models are specified as an ECM. Most 
points are clustered around the x-axis mimicking what is expected to be shown by a driftless 
random walk model. This again reflects the dominance of the random walk component when 
the model is specified as a VAR. Overall, the Hooper-Morton model exhibits a greater 
dispersion of points and this is in line with the time plots that show greater magnitude of 
error.  
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Figure 7.4 Prediction-Realisation Diagrams - Frenkel-Bilson 
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Figure 7.5 Prediction-Realisation Diagrams - Dornbusch-Frankel 
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Figure 7.6 Prediction-Realisation Diagrams - Hooper-Morton 
  
  
  
 
 
 
 
 
 
 
 
-30
0
30
-30 0 30
CAD / AUD
-70
0
70
-70 0 70
GBP / AUD
-50
0
50
-50 0 50
CAD / GBP
-50
0
50
-50 0 50
CAD / USD
-30
0
30
-30 0 30
GBP / USD
-40
0
40
-40 0 40
GBP / JPY
  
186 
 
7.5 Conclusion  
 
In summary, exchange rate models that are linear in parameters cannot explain the Meese-
Rogoff puzzle. Although specifying exchange rate models as a VAR improves forecasting 
performance in terms of the magnitude of forecasting error, the AGS test reveals that the 
model produces an equivalent RMSE to the random walk. In contrast, the random walk is 
outperformed when the model is specified using a VAR and forecasting accuracy is measured 
in terms of direction accuracy and comparison to a perfect forecast.  
 
It is not surprising that when model forecasts are produced using a VAR, the RMSE of the 
model is not statistically different from that of the random walk. The VAR specification 
introduces a random walk component. A VAR specification effectively nests the previous 
period’s exchange rate into the model. Hence, the resulting model is an augmented random 
walk model. The results support the findings of Neely and Sarno (2002) who are not 
surprised that the VAR specification performs at least as well as the random walk because the 
random walk is nested within the VAR.  Even if an exchange rate model specified as a VAR 
produces a numerically smaller and statistically different RMSE, it would be fraudulent to 
claim that the naïve random walk model is outperformed and the Meese-Rogoff puzzle 
resolved.   
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Appendix to Chapter Seven 
 
Table 7.11  AGS Test - Estimated Coefficients and t-statistics 
Model 
Exchange rate 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
Frenkel-Bilson 
0α
 
1α  
 
0.01* 
(6.34) 
0.00 
(0.15) 
 
0.03* 
(5.50) 
1.26* 
(4.67) 
 
0.03* 
(18.02) 
0.10* 
(3.75) 
 
0.00* 
(4.48) 
0.00 
(0.53) 
 
0.01* 
(5.58) 
0.08* 
(2.88) 
 
-0.00 
(-1.82) 
0.03 
(1.85) 
Dornbusch-Frankel 
0α
 
1α  
 
0.01* 
(8.79) 
0.00 
(0.38) 
 
0.02* 
(2.84) 
1.17* 
(3.87) 
 
0.04* 
(18.73) 
0.16* 
(5.00) 
 
0.00 
(0.79) 
0.00 
(0.47) 
 
0.01* 
(8.50) 
0.08* 
(2.87) 
 
-0.00 
(-1.51) 
0.03* 
(2.27) 
Hooper-Morton 
0α
 
1α  
 
0.01* 
(8.44) 
0.05 
(1.82) 
 
0.01* 
(2.17) 
1.14* 
(9.06) 
 
0.06* 
(17.78) 
0.34* 
(7.97) 
 
0.00* 
(2.61) 
0.03 
(1.26) 
 
0.01* 
(3.67) 
0.14* 
(4.45) 
 
0.03* 
(4.45) 
1.17* 
(6.54) 
Notes: The values in parentheses are the calculated t-statistics. The critical value of the t-test statistic at the 5 per 
cent level of significance is 1.96. An asterisk denotes statistical significance. 
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CHAPTER EIGHT 
 
SAMPLING ERRORS  
 
8.1 Introduction 
 
Meese and Rogoff (1983a) and several other economists suggest that sampling error may 
explain the inability of exchange rate models to outperform the random walk in forecasting 
exchange rates movements. Without further empirical testing, Meese and Rogoff (1983a) 
conclude that sampling error alone could not fully explain their results. Given the 
immeasurable number of unsuccessful attempts to overturn the Meese-Rogoff findings using 
different sample periods, exchange rates and sample breaks, one tends to agree with this 
proposition.  
 
However, some economists do agree with the proposition that sampling error may underlie 
the puzzle and that the forecasting power of exchange rate models is sensitive to sample 
selection (Faust et al., 2003; Cheung et al., 2005). Studies suggest that the length of the 
estimation window is important in that using additional past information can improve 
forecasting performance (Kirikos, 2000). The literature also points towards the selection of 
the forecasting window as influencing forecasting performance, because a model that 
performs well for one currency, at one point in time, may not universally work well for that 
currency over time (Cheung et al., 2005). The evidence also indicates that changes in the split 
of the sample between forecasting and estimation periods impacts on forecasting performance 
(Kirikos, 2000; Cheung et al., 2005). Others studies suggest that a small sample size 
detrimentally impacts the ability of exchange rate models to outperform the random walk in 
terms of the magnitude of error (Anaraki, 2007; Kirikos, 2000; Cheung et al., 2005; Engel 
and West, 2005). 
 
Earlier results are produced using approximately 15 years of monthly data as the estimation 
window, and a forecasting window of approximately 10 years. Here, the sample is adjusted in 
three different ways to address the issues associated with sampling error as raised by Meese 
and Rogoff and others. These are alterations to the estimation window, alterations to the 
forecasting window, and alterations to both the forecasting and estimation window. These 
alterations also impact the sample size and address the proposition that this may underlie the 
puzzle. By comparing the outcome of these forecasts, it can be determined if more recent 
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observations add greater value to forecasting performance than simply increasing the forecast 
window. In this chapter, the proposition tested is whether or not the monetary model can 
outperform the random walk if first, the forecast window is narrowed, second, the estimation 
window is narrowed, and third if the sample break is adjusted. 
 
8.2 Literature review 
 
Several economists have suggested that the forecasting power of structural exchange rate 
models is sensitive to sample selection. Faust et al. (2003) show that “exchange rate 
forecastability is sensitive to the sample period” and that “this is not a new result”.  Likewise, 
Alquist and Chinn (2008) show that no single exchange rate model uniformly outperforms 
the random walk forecast across all sample selections.  
 
Cheung et al. (2003) present results to demonstrate that sample selection can vastly influence 
the results. Using an error correction model and first difference specification of the monetary 
model, Cheung et al. (2003) find that the models forecast well during 1985-90 as well as 
1993-97, but that the random walk is superior in other periods. Likewise, Frenkel and Koskse 
(2004) use different versions of the monetary approach to the exchange rate, in order to 
investigate how well this approach can explain the nominal exchange rate of the Euro vis-à-
vis six currencies from 1980-2003. They conclude that although a long-run relationship 
between the variables included in the monetary model exists for five of the six currencies, the 
individual countries studied seem to support different versions of the model during this 
period.  
 
In a follow up study, Cheung et al. (2005) use a wider set of exchange rate models (including 
a model specified in first difference and an error correction specification) to forecast the 
CAD, GBP, JPY, DEM and FFR (all vis-à-vis the USD) from 1973 up to 2000 at 1, 4 and 20 
quarter horizons. Results from this study are mixed and Cheung et al. (2005) conclude that 
“no model consistently outperforms a random walk” because a model that performs well for 
one currency at one point in time may not universally work well for other time periods or 
currencies.  
 
The study undertaken by Rapach and Wohar (2002) suggests that exchange rate models may 
be equipped to outperform the random walk if the sample period is characterised by “extreme 
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circumstances”. Rapach and Wohar (2002) use a sample period of 115 years, spanning the 
period from 1880 to 1995, to assess the performance of monetary models over different 
policy regimes. Overall they find that the model has low explanatory power and cannot 
outperform the random walk in terms of the magnitude of error. However, the results do 
reveal that exchange rate models forecast best in extreme circumstances (such as high or 
hyperinflation or war). 
 
Kilian (1999), as well as Groen (1999), demonstrate that using data from the 1990s to 
forecast into the 2000s weakens the forecasting accuracy and performance of the models. 
This supports the Rapach and Wohar (2002) results because the 1990s were a period of 
relatively stable economic conditions and growth, whereas the new millennium is 
characterised by extreme economic circumstances such as housing bubbles and the global 
financial crisis. The Kilian (1999) and Groen (1999) results further highlight the 
interconnectedness of issues pertaining to sample length and sample selection: lengthier 
samples may detrimentally impact the models forecasting performance if the time series is 
characterised by extreme economic conditions or structural breaks, such as policy regime 
changes (for example, quantitative easing). Engel (1994) also raises the importance of regime 
shifts and its detrimental impact on model performance, as a result of sample selection.38  
 
Junttila and Korhonen (2011) empirically show that the significance of explanatory variables 
may differ according to the monetary regime, and thus the sample chosen for the forecasting 
exercise. For example, they find that the coefficient on relative interest rates has similar 
magnitudes but different signs depending on the current regime. They conclude that when 
different inflation conditions occur, fundamentals can play different roles in the monetary 
model. Likewise, Brooks et al. (2001) find that the current account is essential to predict 
movements in the USD against the EUR during the 1980s, but that portfolio flows dominates 
the predictability during the 1990s. In contrast, their results for the USD/JPY exchange rate 
indicate that both current account and portfolio flows are significant in the 1980s, but neither 
is significant in the 1990s.  
 
                                               
 
38
 Engel (1994) cites the Louvre Accord of March 1987 as having a stabilising effect on exchange rates, and that 
this regime shift is characterised by low variance and less drift in exchange rates. 
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Researchers are divided as to whether or not a shorter or longer sample period increases the 
likelihood that exchange rate models can outperform the random walk model. For instance, 
Neely and Sarno (2002) conclude that attempts to forecast exchange rates with “very long 
samples have failed to establish the existence of predictability beyond reasonable doubt”.  In 
contrast, Mark (1995) speculates that a longer sample period improves the performance of the 
structural models. Likewise, Anaraki (2007) suggests that the Meese and Rogoff findings can 
be explained partly by the short time span of the data. When the original sample used by 
Meese and Rogoff is extended from 1973 to 1981, up to 2005, Anaraki (2007) claims to 
outperform the random walk (the model produces a numerically smaller RMSE, but no AGS 
test is performed to determine whether or not the RMSE is statistically different to that of the 
random walk). Kilian (1999), however, argues that greater predictability at longer horizons is 
due to size distortion rather than power gains. Hence, a study that uses a long sample is more 
likely to find evidence of predictability at longer horizons even where there is none. 
 
The findings produced by Moosa and Burns (2013a) suggest that sample size may impact the 
forecasting accuracy of exchange rate models in terms of profitability. Moosa and Burns 
(2013a) show that the random walk consistently outperforms model estimates in terms of 
profitability (mean returns and proportion of positive returns). This stands in contrast to some 
of the results presented in this study. The consistent superiority of the model forecasts in 
terms of profitability in the Moosa and Burns (2013a) study may be attributable to shorter 
sample periods that are characterised by a lower standard deviation of mean returns. 
Therefore, it can be inferred that sample size impacts the relative performance of exchange 
rate models to the random walk when forecasting accuracy is assessed by alternative 
measures such as profitability.  
 
Some studies suggest that a shorter forecasting window can improve the forecasting accuracy 
of the model in terms of the magnitude of error. Canova (1993) uses a Bayesian TVP 
autoregressive model to predict weekly changes, in five exchange rates, over a total of 52 
weeks. The model forecasts produce a numerically smaller RMSE and MAD compared to the 
random walk. However, there is no evidence as to whether or not the RMSE of the model is 
statistically different to that of the random walk (and it is unlikely given the magnitude of 
difference is very small with Theil’s U statistic close to, but less than, one).  
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Evidence also suggests that changes in the split of the sample between forecasting and 
estimation periods impacts forecasting performance. Kirikos (2000), for example, finds that 
the forecasting performance of the random walk varies with the length of the forecasting 
window, and that structural model performance improves as the forecasting window is 
narrowed. Cheung et al. (2005) also finds that a shorter out-of-sample period improves 
forecasting accuracy.  
 
8.3 Methodology 
 
The benchmark results presented in Chapter 2 are generated using approximately 17 years of 
monthly data as the estimation window, and a forecasting window of approximately 10 years. 
Here, the sample is adjusted three ways to address the potential for sampling error to explain 
the Meese-Rogoff puzzle. First, the estimation window is reduced to 12 and 10 years. This 
will help identify whether or not additional past observations improve forecasting 
performance. This approach also addresses whether or not a shorter sample period influences 
forecasting performance. For each of the amended estimation windows, the same forecast 
period applies (approximately 10 years).39 
 
Second, the forecasting window is narrowed to 5 and 2 years.40  This approach will determine 
how the size of the forecasting window impacts forecasting accuracy. It also enables an 
assessment of how sample size impacts forecasting performance of the models. As both 
versions of the narrower forecasting window exclude the global financial crisis, an 
assessment about whether or not the global recession detrimentally impacts the forecasting 
ability of structural models can be ascertained. This is in line with the literature suggesting 
that the monetary model is unable to explain stylized movements in exchange rates, such as 
bubbles and crashes (Moosa and Bhatti, 2010).  
 
Third, the break in the sample is changed to a forecasting and estimation window of 22 and 5 
years, and 25 and 2 years, respectively. 41  This will help determine whether or not altering 
                                               
 
39
 One month ahead forecasts are generated using recursive regression, as described in Chapter 2. Refer to 
Chapter 2 for details on the computational aspects of the model estimation and forecast generation.  
40
 Refer footnote 38. 
41
 Refer footnote 38. 
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the sample split influences relative forecasting performance. It will also reveal whether or not 
past observations improve the models forecasting accuracy.  
 
Cheung et al. (2005) contend that “any evaluation of these models must necessarily be 
selective” because “the universe of empirical models that have been examined over the 
floating period is enormous”. To ensure the results presented in this chapter are manageable, 
only the Frenkel-Bilson monetary model is considered here.  
 
8.4 Results 
 
8.4.1 Alterations to Estimation Window 
 
The time plots for model forecasts generated with an estimation window of 10 years are 
presented in Figure 8.1.42 The time plots clearly show that the model forecasts have a larger 
magnitude of forecasting error compared to the naïve model. Unlike the random walk, 
however, the model forecasts can correctly predict turning points in the data. Thus, it can be 
inferred that the model is superior in terms of direction accuracy. In the case GBP/AUD and 
GBP/JPY, model forecasts appear relatively closer to the actual exchange rate (compared to 
the forecasts generated in Chapter 2). This suggests that reducing the length of the estimation 
window and eliminating observations from the 1980s improves the models forecasting 
accuracy for some currency combinations. 
 
 
 
 
 
 
  
                                               
 
42
 Time plots for model forecasts generated with an estimation window of 12 years are presented in the 
Appendix to Chapter 8, Figure 8.7.  
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Figure 8.1 Time Plots - Alterations to Estimation Window 1991(7) - 2001(6) 
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The RMSE and AGS hypothesis testing results are presented in Table 8.1. For comparative 
purposes, the benchmark results presented in Chapter 2 are also presented. Reducing the size 
of the estimation window has little impact on the magnitude of forecasting error with the 
RMSE remaining relatively constant in most cases.43 The exception is the GBP/JPY, where 
the reduction to the estimation window reduces the RMSE by approximately one third. This 
is in line with the visual analysis presented above. Despite this, the random walk outperforms 
the Frenkel-Bilson model in terms of the magnitude of error in all cases. This suggests that 
additional past observations do little to improve the magnitude of forecasting error produced 
by the model and cannot explain the Meese-Rogoff puzzle. 
 
Table 8.1 RMSE and AGS hypothesis testing - Alterations to Estimation Window 
Exchange rate Random Walk 
Est: 84(1)-01(6) 
For: 01(7)-11(6) 
Est: 89(7)-01(6) 
For: 01(7)-11(6) 
Est: 91(7)-01(6) 
For: 01(7)-11(6) 
CAD/AUD 0.04 0.07* 
(130.22) 
0.08* 
(155.52) 
0.07* 
(133.68) 
GBP/AUD 0.03 0.12* 
(441.40) 
0.11* 
(351.16) 
0.11* 
(343.56) 
CAD/GBP 0.03 0.13* 
(677.56) 
0.12* 
(675.26) 
0.13* 
(586.59) 
CAD/USD 0.03 0.15* 
(730.88) 
0.15* 
(797.56) 
0.13* 
(653.28) 
GBP/USD 0.03 0.10* 
(406.06) 
0.10* 
(377.64) 
0.10* 
(385.96) 
GBP/JPY 0.04 0.16* 
(465.82) 
0.11* 
(248.75) 
0.10* 
(212.52) 
Notes: The test statistic follows a 	
(2) distribution and has a critical value of 5.99 at the 5 per cent level of 
significance.  Test statistics are in parentheses. An asterisk denotes rejection of the null hypothesis.
 
 
The Diebold-Mariano hypothesis testing results are presented in Table 8.2. For every 
exchange rate and narrowed estimation window, the null hypothesis of equal magnitude of 
error, as measured by the MSE, is rejected. The results are qualitatively the same as the 
benchmark estimation window. This supports the results of the AGS hypothesis testing, 
leading to the conclusion that sampling error alone cannot explain the Meese-Rogoff puzzle.  
 
                                               
 
43
 The estimated coefficients of equation [2.29] and the associated t-test statistics are presented in the Appendix 
to Chapter 8.    
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The direction accuracy and hypothesis testing results are presented in Table 8.3. Again, the 
benchmark results presented in Chapter 3 are also presented for comparative purposes. The 
results show that the model forecasts consistently outperform the random walk forecasts, in 
terms of direction accuracy. Hypothesis testing confirms that the model forecasts have 
direction accuracy greater than zero. In most cases, the model achieves direction accuracy of 
50 per cent.  
 
Table 8.2 Diebold-Mariano Test - Alterations to Estimation Window 
Exchange rate 
Est: 84(1)-01(6) 
For: 01(7)-11(6) 
Est: 89(7)-01(6) 
For: 01(7)-11(6) 
Est: 91(7)-01(6) 
For: 01(7)-11(6) 
CAD/AUD 4.58* 3.97* 3.57* 
GBP/AUD 6.51* 6.03* 4.20* 
CAD/GBP 6.63* 5.17* 3.95* 
CAD/USD 6.48* 6.91* 6.28* 
GBP/USD 5.19* 5.28* 5.41* 
GBP/JPY 6.33* 4.42* 4.87* 
Notes: The Diebold-Mariano test statistic follows a t-distribution and has a critical value of 1.96 at the 5 per cent 
level of significance. An asterisk denotes rejection of the null hypothesis. 
 
Compared to the benchmark forecasts, the narrower estimation window produces mixed 
results in terms of direction accuracy. For the CAD/AUD, direction accuracy fell from 
greater than 50 per cent, to 50 per cent. In this case, additional past information improves 
forecasting accuracy in terms of the direction of change. For the GBP/AUD, CAD/GBP and 
GBP/USD exchange rates, however, there is no change in direction accuracy of the model. 
Thus, the information contained in additional past observations has no impact whatsoever on 
the models ability to correctly predict turning points in these time series. In contrast, direction 
accuracy improved from 50 per cent to greater than 50 per cent when the estimation window 
is narrowed from 15 to 10 years for GBP/JPY. This may be related to changes in monetary 
policy regimes and targets from the 1980s to 1990s, such that additional past observations 
during the 1980s actually deteriorate the accuracy of model forecasts post 2000.  
 
The results of the P-T test, presented in Table 8.4, show that the null hypothesis of no 
predictable relationship between the actual change in the exchange rate and the change 
predicted by the model cannot be rejected. This is in line with the benchmark results.  
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Narrowing the estimation window does not qualitatively change the relative forecasting 
performance of the model to the random walk when forecasting accuracy is measured in 
terms of magnitude and direction. The random walk is outperformed by the monetary model 
in terms of the ARMSE for every exchange rate and estimation window (Table 8.5). Overall, 
the ARMSE of the model exhibits little to no change with the narrowing of the estimation 
window. The exception is the GBP/JPY where the ARMSE of the model fell by almost half 
when the estimation window is narrowed to 10 years. The reduced RMSE and improvements 
in direction accuracy (discussed above) both contribute to this result.  
 
Table 8.3 Direction Accuracy and Hypothesis Testing - Alterations to Estimation Window 
Exchange rate 
Est: 84(1)-01(6) 
For: 01(7)-11(6) 
Est: 89(7)-01(6) 
For: 01(7)-11(6) 
Est: 91(7)-01(6) 
For: 01(7)-11(6) 
CAD/AUD 
H0: DA = 0.00 
H0: DA = 0.50 
0.62 
(14.05)* 
(2.75)* 
0.53 
(11.62)* 
(0.65) 
0.55 
(12.22)* 
(1.20) 
GBP/AUD 
H0: DA = 0.00 
H0: DA = 0.50 
0.44 
(9.65)* 
(-1.39) 
0.44 
(9.65)* 
(-1.39) 
0.44 
(9.65)* 
(-1.39) 
CAD/GBP 
H0: DA = 0.00 
H0: DA = 0.50 
0.49 
(10.68)* 
(-0.28) 
0.49 
(10.68)* 
(-0.28) 
0.50 
(11.05)* 
(0.09) 
CAD/USD 
H0: DA = 0.00 
H0: DA = 0.50 
0.40 
(9.01)* 
(-2.16)* 
0.48 
(10.50)* 
(-0.46) 
0.39 
(8.85)* 
(-2.35)* 
GBP/USD 
H0: DA = 0.00 
H0: DA = 0.50 
0.48 
(10.50)* 
(-0.46) 
0.47 
(10.33)* 
(-0.65) 
0.47 
(10.33)* 
(-0.65) 
GBP/JPY 
H0: DA = 0.00 
H0: DA = 0.50 
0.58 
(12.87)* 
(1.77) 
0.56 
(12.43)* 
(1.39) 
0.61 
(13.80)* 
(2.55)* 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The values in 
parentheses are the calculated t-statistics for the null hypothesis of H0: 	 = 	0.00 and H0: 	 = 	0.50, 
respectively. An asterisk denotes rejection of the null hypothesis. 
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Table 8.4 P-T Test - Alterations to Estimation Window 
Exchange rate 
Est: 84(1)-01(6) 
For: 01(7)-11(6) 
Est: 89(7)-01(6) 
For: 01(7)-11(6) 
Est: 91(7)-01(6) 
For: 01(7)-11(6) 
CAD/AUD 1.45 1.24 1.78 
GBP/AUD 1.25 1.25 1.14 
CAD/GBP 1.06 0.62 0.85 
CAD/USD -0.46 0.85 -0.81 
GBP/USD 0.58 0.86 0.70 
GBP/JPY 1.43 1.34 1.71 
Notes: The P-T test statistic follows a 	
(1) distribution and has a critical value of 3.84 at the 5 per cent level of 
significance. An asterisk denotes rejection of the null hypothesis. 
 
 
Table 8.5 ARMSE - Alterations to Estimation Window 
Exchange rate Random Walk 
Est: 84(1)-01(6) 
For: 01(7)-11(6) 
Est: 89(7)-01(6) 
For: 01(7)-11(6) 
Est: 91(7)-01(6) 
For: 01(7)-11(6) 
CAD/AUD 0.04 0.05 0.05 0.05 
GBP/AUD 0.03 0.07 0.08 0.08 
CAD/GBP 0.03 0.09 0.09 0.09 
CAD/USD 0.03 0.11 0.11 0.10 
GBP/USD 0.03 0.07 0.07 0.07 
GBP/JPY 0.04 0.10 0.07 0.06 
 
In terms of profitability (mean returns and proportion of positive returns), the model and 
random walk perform equally well (Tables 8.6 and 8.7). Therefore, a narrower estimation 
window has no impact on forecasting accuracy when assessed in terms of profitability. In 
terms of risk-adjusted returns, results are mixed (Table 8.8), as was the case with the 
benchmark results presented in Chapter 3.  
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Table 8.6 Mean Returns and Hypothesis Testing - Alterations to Estimation Window 
Exchange rate 
Est: 84(1)-01(6) 
For: 01(7)-11(6) 
Est: 89(7)-01(6) 
For: 01(7)-11(6) 
Est: 91(7)-01(6) 
For: 01(7)-11(6) 
CAD/AUD 
RW 
Model 
 
6.14 
10.35 
(0.96) 
 
6.14 
4.93 
(-0.27) 
 
6.14 
4.41 
(-0.39) 
GBP/AUD 
RW 
Model 
 
7.97 
-2.97 
(-2.29)* 
 
7.97 
-4.26 
(-2.56)* 
 
7.97 
-4.98 
(-2.72)* 
CAD/GBP 
RW 
Model 
 
-1.57 
-1.11 
(0.10) 
 
-1.57 
-0.48 
(0.23) 
 
-1.57 
-0.19 
(0.30) 
CAD/USD 
RW 
Model 
 
0.94 
0.42 
(-0.12) 
 
0.94 
3.39 
(0.55) 
 
0.94 
-0.37 
(-0.29) 
GBP/USD 
RW 
Model 
 
0.94 
-1.97 
(-0.69) 
 
0.94 
-0.82 
(-0.42) 
 
0.94 
-0.88 
(-0.44) 
GBP/JPY 
RW 
Model 
 
-0.77 
-2.06 
(-0.23) 
 
-0.77 
-2.50 
(-0.30) 
 
-0.77 
3.63 
(0.77) 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The values in 
parentheses are the calculated t-statistics for the null hypothesis H0: 	 = 		. An asterisk denotes rejection 
of the null hypothesis. 
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Table 8.7 Proportion of Positive Returns and Hypothesis Testing - Alterations to Estimation Window 
Exchange rate 
Est: 84(1)-01(6) 
For: 01(7)-11(6) 
Est: 89(7)-01(6) 
For: 01(7)-11(6) 
Est: 91(7)-01(6) 
For: 01(7)-11(6) 
CAD/AUD 
RW 
Model 
 
0.59 
0.65 
(-0.94) 
 
0.59 
0.52 
(1.05) 
 
0.59 
0.53 
(0.92) 
GBP/AUD 
RW 
Model 
 
0.64 
0.41 
(3.52)* 
 
0.64 
0.40 
(3.65)* 
 
0.64 
0.39 
(3.78)* 
CAD/GBP 
RW 
Model 
 
0.47 
0.48 
(-0.13) 
 
0.47 
0.49 
(-0.26) 
 
0.47 
0.50 
(-0.39) 
CAD/USD 
RW 
Model 
 
0.55 
0.45 
(1.69) 
 
0.55 
0.53 
(0.39) 
 
0.55 
0.43 
(1.95) 
GBP/USD 
RW 
Model 
 
0.57 
0.50 
(1.04) 
 
0.57 
0.53 
(0.65) 
 
0.57 
0.52 
(0.78) 
GBP/JPY 
RW 
Model 
 
0.60 
0.56 
(0.53) 
 
0.60 
0.57 
(0.40) 
 
0.60 
0.59 
(0.13) 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The values in 
parentheses are the calculated t-statistics for the null hypothesis H0: ,	 = 	,	. An asterisk denotes 
rejection of the null hypothesis.  
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Table 8.8 Sharpe Ratio - Alterations to Estimation Window 
Exchange rate 
Est: 84(1)-01(6) 
For: 01(7)-11(6) 
Est: 89(7)-01(6) 
For: 01(7)-11(6) 
Est: 91(7)-01(6) 
For: 01(7)-11(6) 
CAD/AUD 
RW 
Model 
 
0.18 
0.31 
 
0.18 
0.14 
 
0.18 
0.13 
GBP/AUD 
RW 
Model 
 
0.22 
-0.08 
 
0.22 
-0.11 
 
0.22 
-0.13 
CAD/GBP 
RW 
Model 
 
-0.04 
-0.03 
 
-0.04 
-0.01 
 
-0.04 
-0.01 
CAD/USD 
RW 
Model 
 
0.03 
0.01 
 
0.03 
0.10 
 
0.03 
-0.01 
GBP/USD 
RW 
Model 
 
0.03 
-0.06 
 
0.03 
-0.03 
 
0.03 
-0.03 
GBP/JPY 
RW 
Model 
 
-0.02 
-0.05 
 
-0.02 
-0.06 
 
-0.02 
0.08 
 
The Fair-Shiller test produces inconclusive results in all cases when the estimation window is 
narrowed. Therefore, no conclusion is reached in regards to whether or not the naïve random 
walk or monetary model forecasts contain more useful information. 
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Table 8.9 Fair-Shiller Test - Alterations to Estimation Window 
Exchange rate 
Est: 84(1)-01(6) 
For: 01(7)-11(6) 
Est: 89(7)-01(6) 
For: 01(7)-11(6) 
Est: 91(7)-01(6) 
For: 01(7)-11(6) 
CAD/AUD 
RW 
 
Model 
 
0.62 
(1.00) 
0.05 
(1.08) 
 
0.72 
(1.22) 
0.04 
(0.96) 
 
0.74 
(1.29) 
0.04 
(0.96) 
GBP/AUD 
RW 
 
Model 
 
-0.36 
(-0.81) 
0.04 
(0.85) 
 
-0.37 
(-0.83) 
0.05 
(0.90) 
 
-0.25 
(-0.53) 
0.02 
(0.34) 
CAD/GBP 
RW 
 
Model 
 
-1.85 
(-1.96) 
0.19* 
(2.33) 
 
0.09 
(0.11) 
-0.00 
(-0.06) 
 
0.21 
(0.27) 
-0.01 
(-0.26) 
CAD/USD 
RW 
 
Model 
 
-4.81 
(1.26) 
0.03 
(1.15) 
 
-5.67 
(-1.46) 
0.03 
(1.46) 
 
-3.94 
(-1.03) 
0.03 
(0.94) 
GBP/USD 
RW 
 
Model 
 
0.75 
(1.30) 
-0.03 
(-0.76) 
 
0.91 
(1.53) 
-0.04 
(-1.10) 
 
0.93 
(1.57) 
-0.04 
(-1.17) 
GBP/JPY 
RW 
 
Model 
 
-0.63 
(-0.48) 
0.03 
(0.90) 
 
-0.62 
(-0.41) 
0.02 
(0.41) 
 
-0.71 
(-0.49) 
0.02 
(0.61) 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The test statistics are 
in parentheses. An asterisk denotes statistical significance. 
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The prediction-realisation diagrams for model forecasts generated with a 10 year estimation 
window are presented in Figure 8.2.44 The prediction-realisation diagrams confirm the 
direction accuracy and RMSE results discussed above. Points are approximately equally 
spread across all four quadrants indicating direction of error of around 50 per cent. The 
clustering of the points around the y-axis rather than the 45 degree line demonstrates the 
magnitude of forecasting error produced by the monetary model. For the CAD/USD and 
GBP/AUD, model forecasts exhibit low direction accuracy, as indicated by the cluster of 
points in quadrants two and four. This is confirmed by the hypothesis testing of direction 
accuracy, as presented in Table 8.3.   
 
When forecasting accuracy is assessed by proximity to a perfect forecast, model forecasts are 
superior to the random walk (Table 8.10). It is also important to note that these results are 
also superior to those generated in Chapter 3. Therefore, it suggests that altering the 
estimation window improves forecasting accuracy in terms of proximity to perfect forecast. 
 
  
                                               
 
44
 The prediction-realisation diagrams for model forecasts generated with an estimation window of 12 years are 
presented in the Appendix to Chapter 8, Figure 8.8. 
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Figure 8.2 Prediction-Realisation Diagrams - Alterations to Estimation Window 1991(7) - 2001(6) 
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Table 8.10 Comparison to Perfect Forecast - Alterations to Estimation Window 
Exchange rate 
Est: 84(1)-01(6) 
For: 01(7)-11(6) 
Est: 89(7)-01(6) 
For: 01(7)-11(6) 
Est: 91(7)-01(6) 
For: 01(7)-11(6) 
CAD/AUD 
RW 
Model 
 
8522.10* 
13.41* 
68298.70* 
13.69* 
93454.10* 
9.34* 
GBP/AUD 
RW  
Model 
 
1793.40* 
252.06* 
1458.70* 
218.40* 
2389.20* 
139.39* 
CAD/GBP 
RW  
Model 
 
1401.10* 
306.42* 
750.57* 
209.41* 
751.43* 
161.76* 
CAD/USD 
RW  
Model 
 
62698.00* 
146.07* 
52494.20* 
37.42* 
4561.90* 
102.05* 
GBP/USD 
RW  
Model 
 
2900.90* 
21.56* 
1617.80* 
13.37* 
1455.30* 
13.98* 
GBP/JPY 
RW  
Model 
11550.50* 
81.79* 
9405.70* 
20.73* 
3038.30* 
16.74* 
Notes: The test statistic follows a 	
(2) distribution and has a critical value of 5.99 at the 5 per cent level of 
significance. An asterisk denotes rejection of the null hypothesis.  
 
 
8.4.2 Alterations to Forecasting Window 
 
The time plots for model forecasts generated with a narrower forecasting window of 2 years 
are presented in Figure 8.3.45 The time plots continue to show that the model forecasts have a 
greater magnitude of forecasting error compared to the naïve model. Unlike the naïve model 
forecasts, however, the model forecasts have some ability to correctly predict the direction of 
change in the exchange rate.  
 
  
                                               
 
45
 The time plots for the model forecasts generated with a forecast window of 5 years are presented in the 
Appendix to Chapter 8, Figure 8.9. 
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Figure 8.3 Time Plots - Alterations to Forecasting Window 2001(7) - 2003(6) 
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window, is offset by similar improvements in the random walk.  The AGS test confirms that 
the random walk outperforms the model in terms of the magnitude of error in every case.46  
 
Table 8.11 RMSE and AGS Hypothesis Testing - Alterations to Forecasting Window 
Exchange rate 
Est: 84(1)-01(6) 
For: 01(7)-11(6) 
Est: 84(1)-01(6) 
For: 01(7)-06(6) 
Est: 84(1)-01(6) 
For: 01(7)-03(6) 
CAD/AUD 
RW 
Model 
 
0.03 
0.07 
(130.22)* 
 
0.02 
0.08 
(120.13)* 
 
0.02 
0.11 
(92.64*) 
GBP/AUD 
RW 
Model 
 
0.03 
0.12 
(441.40)* 
 
0.03 
0.09 
(143.45)* 
 
0.04 
0.07 
(9.10)* 
CAD/GBP 
RW 
Model 
 
0.03 
0.13 
(677.56)* 
 
0.03 
0.09 
(179.61)* 
 
0.03 
0.05 
(7.04)* 
CAD/USD 
RW 
Model 
 
0.03 
0.15 
(730.88)* 
 
0.02 
0.14 
(625.43)* 
 
0.02 
0.04 
(18.84)* 
GBP/USD 
RW 
Model 
 
0.03 
0.10 
(406.06)* 
 
0.02 
0.10 
(239.51)* 
 
0.02 
0.08 
(56.62)* 
GBP/JPY 
RW 
Model 
 
0.04 
0.16 
(456.82)* 
 
0.03 
0.16 
(577.94)* 
 
0.03 
0.12 
(105.69)* 
Notes: The test statistic follows a 	
(2) distribution and has a critical value of 5.99 at the 5 per cent level of 
significance.  Test statistics are in parentheses. An asterisk denotes rejection of the null hypothesis.
 
 
In terms of predictive accuracy, as measured by the loss function, the random walk 
outperforms the model forecasts. The Diebold-Mariano test results show that the null 
hypothesis of equal predictive accuracy is rejected in all instances (Table 8.12). Therefore, 
                                               
 
46
 The estimated coefficients of equation [2.29] and the associated t-test statistics are presented in the Appendix 
to Chapter 8.  
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the exchange rate model forecasts cannot outperform the naïve random walk in terms of the 
magnitude of error when the forecasting window is narrowed, according to the Diebold-
Mariano test.  
 
Table 8.12 Diebold-Mariano Test - Alterations to Forecasting Window 
Exchange rate 
Est: 84(1)-01(6) 
For: 01(7)-11(6) 
Est: 84(1)-01(6) 
For: 01(7)-06(6) 
Est: 84(1)-01(6) 
For: 01(7)-03(6) 
CAD/AUD 4.58* 3.59* 3.23* 
GBP/AUD 6.51* 5.10* 2.26* 
CAD/GBP 6.63* 3.17* 2.46* 
CAD/USD 6.48* 4.42* 3.15* 
GBP/USD 5.19* 5.38* 2.96* 
GBP/JPY 6.33* 6.24* 3.18* 
Notes: The Diebold-Mariano test statistic follows a t-distribution and has a critical value of 1.96 at the 5 per cent 
level of significance. An asterisk denotes rejection of the null hypothesis. 
 
The model forecasts outperform the random walk when forecasting accuracy is assessed by 
direction accuracy, as confirmed by hypothesis testing (Table 8.13). Hypothesis testing of the 
direction accuracy results largely remains consistent with the benchmark forecasts. All 
models outperform the naïve model and achieve direction accuracy of 50 per cent. Again, the 
one exception is CAD/USD where direction accuracy increases to 50 per cent when the 
forecast period is narrowed to two years. Overall, the results do not support the proposition 
that a narrower forecast window improves forecasting accuracy of the model forecasts in 
terms of direction accuracy.  
 
The P-T test confirms there is no predictable relationship between the actual change in the 
exchange rate and the change predicted by the model (Table 8.14). The results are 
qualitatively the same as the benchmark results presented in Chapter 3. 
 
When forecasting accuracy is assessed in terms of the magnitude and direction (that is, 
ARMSE), the random walk forecasts generally outperform those of the model (Table 8.15). A 
narrower forecast window generates improvements in the model forecasts magnitude of error 
and, hence, improvements in the ARMSE. Despite the improvement in the models 
forecasting accuracy, the random walk is so superior in terms of the magnitude that it 
generally outperforms the model. For example, the ARMSE for the model forecasts reduces 
most notably for CAD/USD (73 per cent reduction), CAD/GBP (66 per cent reduction) and 
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GBP/JPY (30 per cent reduction). Interestingly, when the forecasting window is narrowed, 
the performance of the random walk generally remains constant, but the model exhibits 
improvements in forecasting accuracy in terms of the magnitude as well as direction.  
 
Table 8.13 Direction Accuracy Hypothesis Testing - Alterations to Forecasting Window 
Exchange rate 
Est: 84(1)-01(6) 
For: 01(7)-11(6) 
Est: 84(1)-01(6) 
For: 01(7)-06(6) 
Est: 84(1)-01(6) 
For: 01(7)-03(6) 
CAD/AUD 
H0: DA = 0.00 
H0: DA = 0.50 
0.62 
(14.05)* 
(2.75)* 
0.61 
(9.69)* 
(1.75) 
0.70 
(7.41)* 
(2.08)* 
GBP/AUD 
H0: DA = 0.00 
H0: DA = 0.50 
0.44 
(9.65)* 
(-1.39) 
0.58 
(9.03)* 
(1.20) 
0.61 
(6.11)* 
(1.09) 
CAD/GBP 
H0: DA = 0.00 
H0: DA = 0.50 
0.49 
(10.68)* 
(-0.28) 
0.53 
(8.15)* 
(0.39) 
0.52 
(5.12)* 
(0.21) 
CAD/USD 
H0: DA = 0.00 
H0: DA = 0.50 
0.40 
(9.01)* 
(-2.16)* 
0.36 
(5.76)* 
(-2.33)* 
0.43 
(4.30)* 
(-0.64) 
GBP/USD 
H0: DA = 0.00 
H0: DA = 0.50 
0.48 
(10.50)* 
(-0.46) 
0.49 
(7.62)* 
(-0.13) 
0.52 
(5.12)* 
(0.21) 
GBP/JPY 
H0: DA = 0.00 
H0: DA = 0.50 
0.58 
(12.87)* 
(1.77) 
0.61 
(9.69)* 
(1.75) 
0.61 
(6.11)* 
(1.09) 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The values in 
parentheses are the calculated t-statistics for the null hypothesis of H0: 	 = 	0.00 and H0: 	 = 	0.50, 
respectively. An asterisk denotes rejection of the null hypothesis. 
 
Table 8.14 P-T Test - Alterations to Forecasting Window 
Exchange rate 
Est: 84(1)-01(6) 
For: 01(7)-11(6) 
Est: 84(1)-01(6) 
For: 01(7)-06(6) 
Est: 84(1)-01(6) 
For: 01(7)-03(6) 
CAD/AUD 1.45 0.25 0.00 
GBP/AUD 1.25 2.46 1.68 
CAD/GBP 1.06 1.23 0.70 
CAD/USD -0.46 -1.09 -1.21 
GBP/USD 0.58 1.14 -0.09 
GBP/JPY 1.43 0.35 0.20 
Notes: The P-T test statistic follows a 	
(1) distribution and has a critical value of 3.84 at the 5 per cent level of 
significance. An asterisk denotes rejection of the null hypothesis. 
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Table 8.15 ARMSE - Alterations to Forecasting Window 
Exchange rate 
Est: 84(1)-01(6) 
For: 01(7)-11(6) 
Est: 84(1)-01(6) 
For: 01(7)-06(6) 
Est: 84(1)-01(6) 
For: 01(7)-03(6) 
CAD/AUD 
RW 
Model 
 
0.03 
0.05 
 
0.02 
0.05 
 
0.02 
0.06 
GBP/AUD 
RW 
Model 
 
0.03 
0.07 
 
0.03 
0.06 
 
0.04 
0.04 
CAD/GBP 
RW 
Model 
 
0.03 
0.09 
 
0.03 
0.06 
 
0.03 
0.03 
CAD/USD 
RW 
Model 
 
0.03 
0.11 
 
0.02 
0.11 
 
0.02 
0.03 
GBP/USD 
RW 
Model 
 
0.03 
0.07 
 
0.02 
0.07 
 
0.02 
0.05 
GBP/JPY 
RW 
Model 
 
0.04 
0.10 
 
0.03 
0.10 
 
0.03 
0.07 
 
The random walk and model forecasts continue to perform equally well in terms of 
profitability, despite the narrowing of the forecast window (Tables 8.16 and 8.17). In general, 
mean returns improve for both the random walk and the model when the forecasting window 
is reduced. For the GBP/AUD, the random walk no longer outperforms the model, in terms of 
mean returns or proportion of positive returns. This suggests that the accuracy of the model 
forecasts improve by a greater degree than the random walk, as a result of narrowing the 
forecasting window. Despite this improvement, however, both perform equally well in this 
regard overall.  
 
When relative forecasting performance is measured by risk-adjusted returns, results are 
mixed (Table 8.18). In some instances, a narrower forecast window improves the 
performance of the model as measured by the Sharpe ratio (for instance, the GBP/AUD, 
CAD/GBP, GBP/USD and GBP/JPY exchange rates). However, the same can be said of the 
random walk in the case of CAD/GBP, CAD/USD, GBP/USD and GBP/JPY exchange rates. 
Although a narrower forecast window improves the models performance, in terms of risk-
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adjusted returns, as the random walk also improves in this regard, the improvement in the 
performance of the model is insufficient to outperform the random walk consistently.  
 
Table 8.16 Mean Returns and Hypothesis Testing - Alterations to Forecasting Window 
Exchange rate 
Est: 84(1)-01(6) 
For: 01(7)-11(6) 
Est: 84(1)-01(6) 
For: 01(7)-06(6) 
Est: 84(1)-01(6) 
For: 01(7)-03(6) 
CAD/AUD 
RW 
Model 
 
6.14 
10.35 
(0.96) 
 
4.10 
8.23 
(0.77) 
 
10.54 
10.54 
(0.00) 
GBP/AUD 
RW 
Model 
 
7.97 
-2.97 
(-2.29)* 
 
2.58 
4.20 
(0.27) 
 
4.72 
12.69 
(0.61) 
CAD/GBP 
RW 
Model 
 
-1.57 
-1.11 
(0.10) 
 
0.55 
2.28 
(0.28) 
 
2.96 
7.37 
(0.43) 
CAD/USD 
RW 
Model 
 
0.94 
0.42 
(-0.12) 
 
3.33 
-3.44 
(-1.40) 
 
6.92 
1.42 
(-0.79) 
GBP/USD 
RW 
Model 
 
0.94 
-1.97 
(-0.69) 
 
5.02 
-0.29 
(-1.01) 
 
9.33 
7.20 
(-0.29) 
GBP/JPY 
RW 
Model 
 
-0.77 
-2.06 
(-0.23) 
 
7.10 
3.67 
(-0.62) 
 
8.86 
0.05 
(-0.97) 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The values in 
parentheses are the calculated t-statistics for the null hypothesis H0: 	 = 		. An asterisk denotes rejection 
of the null hypothesis. 
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Table 8.17 Proportion of Positive Returns and Hypothesis Testing - Alteration to Forecast Window 
Exchange rate 
Est: 84(1)-01(6) 
For: 01(7)-11(6) 
Est: 84(1)-01(6) 
For: 01(7)-06(6) 
Est: 84(1)-01(6) 
For: 01(7)-03(6) 
CAD/AUD 
RW 
Model 
 
0.59 
0.65 
(-0.94) 
 
0.54 
0.61 
(-0.75) 
 
0.70 
0.70 
(0.00) 
GBP/AUD 
RW 
Model 
 
0.64 
0.41 
(3.52)* 
 
0.54 
0.56 
(-0.19) 
 
0.61 
0.65 
(-0.31) 
CAD/GBP 
RW 
Model 
 
0.47 
0.48 
(-0.13) 
 
0.49 
0.51 
(-0.19) 
 
0.48 
0.52 
(-0.30) 
CAD/USD 
RW 
Model 
 
0.55 
0.45 
(1.69) 
 
0.56 
0.42 
(1.49) 
 
0.61 
0.52 
(0.61) 
GBP/USD 
RW 
Model 
 
0.57 
0.50 
(1.04) 
 
0.61 
0.53 
(0.94) 
 
0.74 
0.61 
(0.96) 
GBP/JPY 
RW 
Model 
 
0.60 
0.56 
(0.53) 
 
0.68 
0.63 
(0.58) 
 
0.65 
0.52 
(0.92) 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The values in 
parentheses are the calculated t-statistics for the null hypothesis H0: ,	 = 	,	. An asterisk denotes 
rejection of the null hypothesis. 
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Table 8.18 Sharpe Ratio - Alterations to Forecasting Window 
Exchange rate 
Est: 84(1)-01(6) 
For: 01(7)-11(6) 
Est: 84(1)-01(6) 
For: 01(7)-06(6) 
Est: 84(1)-01(6) 
For: 01(7)-03(6) 
CAD/AUD 
RW 
Model 
 
0.18 
0.31 
 
0.14 
0.28 
 
0.37 
0.37 
GBP/AUD 
RW 
Model 
 
0.22 
-0.08 
 
0.08 
0.13 
 
0.10 
0.29 
CAD/GBP 
RW 
Model 
 
-0.04 
-0.03 
 
0.02 
0.07 
 
0.08 
0.21 
CAD/USD 
RW 
Model 
 
0.03 
0.01 
 
0.13 
-0.13 
 
0.29 
0.06 
GBP/USD 
RW 
Model 
 
0.03 
-0.06 
 
0.37 
0.28 
 
0.18 
-0.01 
GBP/JPY 
RW 
Model 
 
-0.02 
-0.05 
 
0.24 
0.12 
 
0.29 
0.00 
 
The Fair-Shiller test is inconclusive in most cases. Conclusive results find that the random 
walk is superior to the model in terms of the information contained in the forecast that is 
useful for making one month ahead predictions of the GBP/JPY exchange rate.  
 
The prediction-realisation diagrams for the model forecasts generated with a 2 year forecast 
window are presented in Figure 8.4.47 The prediction-realisation diagrams clearly show that 
the model forecasts still have errors in direction and magnitude despite the forecasting 
window being narrowed to 2 years. The model forecasts for CAD/AUD stand out as being 
good at direction accuracy with most points falling in the first quadrant. Forecasts for 
CAD/GBP and CAD/USD have most points clustered around the 45 degree line, indicating 
the model performs well in terms of the magnitude of error. 
 
 
                                               
 
47
 The prediction-realisation diagrams for model forecasts generated with a forecast window of 5 years are 
presented in the Appendix to Chapter 8, Figure 8.10. 
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Table 8.19 Fair-Shiller Test - Alterations to Forecasting Window 
Exchange rate 
Est: 84(1)-01(6) 
For: 01(7)-11(6) 
Est: 84(1)-01(6) 
For: 01(7)-06(6) 
Est: 84(1)-01(6) 
For: 01(7)-03(6) 
CAD/AUD 
RW 
 
Model 
 
0.62 
(1.00) 
0.05 
(1.08) 
 
-0.13 
(-0.17) 
0.10 
(1.65) 
 
1.34 
(1.17) 
0.12 
(1.05) 
GBP/AUD 
RW 
 
Model 
 
-0.36 
(-0.81) 
0.04 
(0.85) 
 
0.26 
(0.34) 
0.11 
(1.53) 
 
0.06 
(0.04) 
0.18 
(1.30) 
CAD/GBP 
RW 
 
Model 
 
-1.85 
(-1.96) 
0.19* 
(2.33) 
 
0.25 
(0.05) 
0.04 
(0.17) 
 
-9.09 
(-0.70) 
0.68 
(1.15) 
CAD/USD 
RW 
 
Model 
 
-4.81 
(1.26) 
0.03 
(1.15) 
 
2.22 
(0.19) 
-0.00 
(-0.06) 
 
1.53 
(0.08) 
-0.11 
(-0.68) 
GBP/USD 
RW 
 
Model 
 
0.75 
(1.30) 
-0.03 
(-0.76) 
 
0.36 
(0.45) 
0.03 
(0.49) 
 
2.11 
(1.63) 
-0.06 
(-0.72) 
GBP/JPY 
RW 
 
Model 
 
-0.63 
(-0.48) 
0.03 
(0.90) 
 
13.56* 
(2.75) 
0.05 
(1.53) 
 
33.33* 
(2.69) 
0.10* 
(2.00) 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The t-test statistics 
are in parentheses. An asterisk denotes statistical significance. 
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Figure 8.4 Prediction-Realisation Diagrams - Alterations to Forecasting Window 2001(7)-2003(6) 
 
 
 
 
  
 
The Wald test for proximity to a perfect forecast reveals that the model outperforms the 
random walk in every instance (Table 8.20). Most noteworthy are the results for the 
GBP/USD and GBP/JPY where the null hypothesis of a perfect forecast cannot be rejected. 
On the basis of these results, the model forecasts are clearly superior to those of the random 
walk, in that they produce forecasts statistically equal to a perfect forecast for the GBP/USD 
and GBP/JPY exchange rates. Compared to the benchmark forecasts, a narrower forecast 
window significantly improves the accuracy of the model forecasts in terms of proximity to a 
perfect forecast.  
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Table 8.20 Comparison to Perfect Forecast - Alterations to Forecasting Window 
Exchange rate 
Est: 84(1)-01(6) 
For: 01(7)-11(6) 
Est: 84(1)-01(6) 
For: 01(7)-06(6) 
Est: 84(1)-01(6) 
For: 01(7)-03(6) 
CAD/AUD 
RW 
Model  
 
8522.10* 
13.41* 
3247.60* 
31.08* 
2300.40* 
85.09* 
GBP/AUD 
RW 
Model 
 
1793.40* 
252.06* 
3813.00* 
108.41* 
8259.80* 
10.28* 
CAD/GBP 
RW 
Model 
 
1401.10* 
306.42* 
3341.70* 
78.13* 
3479.90* 
13.99* 
CAD/USD 
RW 
Model 
 
62698.00* 
146.07* 
30420.70* 
50.90* 
90488.40* 
28.93* 
GBP/USD 
RW 
Model 
 
2900.90* 
21.56 
1503.30* 
25.11* 
1502.80* 
5.37* 
GBP/JPY 
RW 
Model 
 
11550.50* 
81.79* 
49304.50* 
76.21* 
35421.20* 
2.22* 
Notes: The test statistic follows a 	
(2) distribution and has a critical value of 5.99 at the 5 per cent level of 
significance. An asterisk denotes rejection of the null hypothesis. 
 
 
8.4.3 Alterations to Split in Forecast and Estimation Window 
 
The time plots presented in Figure 8.5 clearly show that the model forecasts have a larger 
magnitude of error compared to the naïve random walk model when the sample split is 
adjusted.48 Also evident is that the random walk forecasts are unable to predict the direction 
of change in the exchange rate. In contrast, the model forecasts appear to be superior in this 
respect.  
 
  
                                               
 
48
 The time plots for the forecasts generated using an estimation and forecasting window spanning from 
1984(1)-2006(6), and  2006(7)-2011(6), respectively, are presented in the Appendix to Chapter 8, Figure 8.11.  
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Figure 8.5 Time Plots - Alterations to Split in Forecasting and Estimation Window Est: 84(1)-09(6) For: 
09(7)-11(6) 
  
  
  
 
 
Altering the sample split produces little change in the performance of the random walk in 
terms of the magnitude of error. That is, the random walk outperforms the model in terms of 
the magnitude of forecasting error in that it produces a numerically smaller and statistically 
different RMSE.49   
 
                                               
 
49
 The estimated coefficients of equation [2.29] and the associated t-test statistics are presented in the Appendix 
to Chapter 8.  
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Compared to the benchmark forecasts, the model exhibits large variations in the magnitude of 
error (compared to the benchmark forecasts) but in an inconsistent manner. All model 
forecasts of the GBP cross rates (that is, GBP/AUD. CAD/GBP and GBP/JPY) exhibit 
deterioration in the magnitude of the forecasting error (that is, numerically larger RMSE). In 
contrast, all model forecasts of the USD cross rates (CAD/USD and GBP/USD) exhibit 
improvements in the RMSE (that is, numerically smaller RMSE). These results are more 
pronounced for the sample split with a two year forecasting window, supporting the results 
presented in section 8.4.5. For the USD, therefore, it seems that more past observations and a 
narrower forecasting period improves forecasting accuracy (in terms of the magnitude). 
However, in the case of the GBP, additional past observations and a narrower forecasting 
period causes the model forecasts to exhibit greater magnitude of error.  
 
The null hypothesis of equal predictive accuracy (as measured by the MSE) is rejected in 
almost every case (Table 8.22). That is, the random walk is superior in terms of the 
magnitude of forecasting error because it produces a numerically smaller and statistically 
different MSE. The one exception is in the case of the GBP/USD, where the sample is split 
into an estimation and forecast period of 23 and 2 years respectively. In this case, the model 
and naïve model forecasts perform equally well in terms of the magnitude of error, as 
measured by the loss function.  
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Table 8.21 RMSE and AGS Hypothesis Testing - Alterations to Split in Forecasting and Estimation 
Window 
Exchange rate 
Est: 84(1)-01(6) 
For: 01(7)-11(6) 
Est: 84(1)-06(6) 
For: 06(7)-11(6) 
Est: 84(1)-09(6) 
For: 09(7)-11(6) 
CAD/AUD 
RW 
Model 
 
0.03 
0.07 
(130.22) 
 
0.03 
0.06 
(32.75)* 
 
0.03 
0.07 
(48.19)* 
GBP/AUD 
RW 
Model 
 
0.03 
0.12 
(441.40) 
 
0.03 
0.14 
(411.78)* 
 
0.03 
0.18 
(667.65)* 
CAD/GBP 
RW 
Model 
 
0.03 
0.13 
(677.56) 
 
0.03 
0.15 
(608.54)* 
 
0.03 
0.16 
(325.65)* 
CAD/USD 
RW 
Model 
 
0.03 
0.15 
(730.88) 
 
0.03 
0.15 
(329.30)* 
 
0.03 
0.10 
(186.84)* 
GBP/USD 
RW 
Model 
 
0.03 
0.10 
(406.06) 
 
0.03 
0.11 
(171.59)* 
 
0.02 
0.04 
(8.08)* 
GBP/JPY 
RW 
Model 
 
0.04 
0.16 
(465.82) 
 
0.04 
0.16 
(188.31)* 
 
0.04 
0.23 
(306.21)* 
Notes: The test statistic follows a 	
(2) distribution and has a critical value of 5.99 at the 5 per cent level of 
significance.  Test statistics are in parentheses. An asterisk denotes rejection of the null hypothesis. 
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Table 8.22 Diebold-Mariano Test - Alterations to Split in Forecasting and Estimation Window 
Exchange rate 
Est: 84(1)-01(6) 
For: 01(7)-11(6) 
Est: 84(1)-06(6) 
For: 06(7)-11(6) 
Est: 84(1)-09(6) 
For: 09(7)-11(6) 
CAD/AUD 4.58* 3.51* 2.43* 
GBP/AUD 6.51* 12.03* 7.06* 
CAD/GBP 6.63* 8.82* 5.08* 
CAD/USD 6.48* 7.36* 5.08* 
GBP/USD 5.19* 3.45* 1.95 
GBP/JPY 6.33* 9.15* 5.31* 
Notes: The Diebold-Mariano test statistic follows a t-distribution and has a critical value of 1.96 at the 5 per cent 
level of significance. An asterisk denotes rejection of the null hypothesis. 
 
The model forecasts outperform the random walk when forecasting accuracy is measured by 
direction accuracy. In most cases the model forecasts not only produce direction accuracy in 
excess of zero, but achieve direction accuracy of 50 per cent. The one exception is GBP/AUD 
where direction accuracy plummets from 44 per cent to 17 per cent as a result of altering the 
sample split. 
 
Despite the superiority of the monetary model forecasts in terms of direction accuracy, the P-
T test concludes that the null hypothesis of no predictable relationship between the actual 
change and change predicted by the model cannot be rejected (Table 8.24). When forecasting 
accuracy is assessed by magnitude and direction (ARMSE), the change in the split of the 
sample improves forecasting accuracy of the model in the case of CAD/AUD, CAD/USD 
and, most notably, the GBP/USD. Despite these improvements, the random walk outperforms 
the model in every instance. In contrast, the forecasting accuracy of the model (in terms of 
the magnitude and direction) exhibits a large deterioration for the GBP/AUD (the ARMSE 
more than doubles from 0.07 to 0.17) and GBP/JPY (the ARMSE almost doubles from 0.10 
to 0.17). Overall, the random walk outperforms the model for these exchange rates when 
forecasting accuracy is measured by direction and magnitude of error.  
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Table 8.23  Direction Accuracy and Hypothesis Testing - Alterations to Split in Forecasting and 
Estimation Window 
Exchange rate 
Est: 84(1)-01(6) 
For: 01(7)-11(6) 
Est: 84(1)-06(6) 
For: 06(7)-11(6) 
Est: 84(1)-09(6) 
For: 09(7)-11(6) 
CAD/AUD 
H0: DA = 0.00 
H0: DA = 0.50 
0.62 
(14.05)* 
(2.75)* 
0.63 
(10.18)* 
(2.14)* 
0.54 
(5.33)* 
(0.41) 
GBP/AUD 
H0: DA = 0.00 
H0: DA = 0.50 
0.44 
(9.65)* 
(-1.39) 
0.30 
(5.07)* 
(-3.38)* 
0.17 
(2.19)* 
(-4.38)* 
CAD/GBP 
H0: DA = 0.00 
H0: DA = 0.50 
0.49 
(10.68)* 
(-0.28) 
0.45 
(7.01)* 
(-0.78)* 
0.42 
(4.14)* 
(-0.83) 
CAD/USD 
H0: DA = 0.00 
H0: DA = 0.50 
0.40 
(9.01)* 
(-2.16)* 
0.45 
(7.01)* 
(-0.78) 
0.38 
(3.79)* 
(-1.26) 
GBP/USD 
H0: DA = 0.00 
H0: DA = 0.50 
0.48 
(10.50)* 
(-0.46) 
0.47 
(7.25)* 
(-0.52) 
0.56 
(5.53)* 
(0.59) 
GBP/JPY 
H0: DA = 0.00 
H0: DA = 0.50 
0.58 
(12.87)* 
(1.77) 
0.55 
(8.56)* 
(0.78) 
0.46 
(4.51)* 
(-0.41) 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The values in 
parentheses are the calculated t-statistics for the null hypothesis of H0: 	 = 	0.00 and H0: 	 = 	0.50, 
respectively. An asterisk denotes rejection of the null hypothesis.  
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Table 8.24 P-T Test - Alterations to Split in Forecasting and Estimation Window 
Exchange rate 
Est: 84(1)-01(6) 
For: 01(7)-11(6) 
Est: 84(1)-06(6) 
For: 06(7)-11(6) 
Est: 84(1)-09(6) 
For: 09(7)-11(6) 
CAD/AUD 1.45 2.16 1.51 
GBP/AUD 1.25 -0.88 Na 
CAD/GBP 1.06 Na Na 
CAD/USD -0.46 0.26 0.74 
GBP/USD 0.58 -0.19 1.34 
GBP/JPY 1.43 0.96 Na 
Notes: The P-T test statistic follows a 	
(1) distribution and has a critical value of 3.84 at the 5 per cent level of 
significance. An asterisk denotes rejection of the null hypothesis. An Na denotes instances where the P-T test 
statistic could not be computed using the methodology suggested by Pesaran and Timmermann (1992).  
 
Table 8.25 ARMSE - Alterations to Split in Forecasting and Estimation Window 
Exchange rate 
Est: 84(1)-01(6) 
For: 01(7)-11(6) 
Est: 84(1)-06(6) 
For: 06(7)-11(6) 
Est: 84(1)-09(6) 
For: 09(7)-11(6) 
CAD/AUD 
RW 
Model 
 
0.03 
0.05 
 
0.03 
0.04 
 
0.03 
0.05 
GBP/AUD 
RW 
Model 
 
0.03 
0.07 
 
0.03 
0.12 
 
0.03 
0.17 
CAD/GBP 
RW 
Model 
 
0.03 
0.09 
 
0.03 
0.11 
 
0.03 
0.12 
CAD/USD 
RW 
Model 
 
0.03 
0.11 
 
0.03 
0.11 
 
0.03 
0.08 
GBP/USD 
RW 
Model 
 
0.03 
0.07 
 
0.03 
0.08 
 
0.02 
0.03 
GBP/JPY 
RW 
Model 
 
0.04 
0.10 
 
0.04 
0.11 
 
0.04 
0.17 
 
When forecasting accuracy is measured by profitability (mean returns and proportion of 
positive returns), the model and random walk perform equally well (Table 8.26 and 8.27). 
Despite the improvement in the proportion of positive returns generated by the monetary 
model, the null hypothesis of equal profitability cannot be rejected. The only exception is 
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GBP/AUD, where the random walk outperforms the model as measured by mean returns and 
proportion of positive returns.   
 
When forecasting accuracy is assessed by risk-adjusted returns, results are mixed. The model 
forecasts are superior for CAD/AUD and GBP/USD, but the random walk is triumphant for 
the remaining cases, except the GBP/JPY exchange rate, where the forecasts perform equally 
well. Therefore, if forecasting accuracy is measured by risk-adjusted returns the random walk 
does not consistently outperform exchange rate models.  
 
Table 8.26 Mean Returns and Hypothesis Testing - Alterations to Split in Forecasting and Estimation 
Window 
Exchange rate 
Est: 84(1)-01(6) 
For: 01(7)-11(6) 
Est: 84(1)-06(6) 
For: 06(7)-11(6) 
Est: 84(1)-09(6) 
For: 09(7)-11(6) 
CAD/AUD 
RW 
Model 
 
6.14 
10.35 
(0.96) 
 
8.02 
12.22 
(0.62) 
 
8.18 
12.58 
(0.47) 
GBP/AUD 
RW 
Model 
 
7.97 
-2.97 
(-2.29)* 
 
13.06 
-9.87 
(-3.14)* 
 
19.13 
-19.13 
(-4.31)* 
CAD/GBP 
RW 
Model 
 
-1.57 
-1.11 
(0.10) 
 
-3.59 
-4.37 
(-0.11) 
 
-6.97 
-10.41 
(-0.35) 
CAD/USD 
RW 
Model 
 
0.94 
0.42 
(-0.12) 
 
-1.39 
4.15 
(0.74) 
 
9.13 
-2.50 
(-1.35) 
GBP/USD 
RW 
Model 
 
0.94 
-1.97 
(-0.69) 
 
-3.01 
-3.56 
(-0.09) 
 
-1.76 
3.96 
(0.68) 
GBP/JPY 
RW 
Model 
 
-0.77 
-2.06 
(-0.23) 
 
-8.37 
-7.55 
(0.08) 
 
-10.46 
-10.46 
(0.00) 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The values in 
parentheses are the calculated t-statistics for the null hypothesis H0 : 	 =		. An asterisk denotes rejection 
of the null hypothesis. 
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Table 8.27 Proportion of Positive Returns and Hypothesis Testing - Alterations to Split in Forecasting 
and Estimation Window  
Exchange rate 
Est: 84(1)-01(6) 
For: 01(7)-11(6) 
Est: 84(1)-06(6) 
For: 06(7)-11(6) 
Est: 84(1)-09(6) 
For: 09(7)-11(6) 
CAD/AUD 
RW 
Model 
 
0.59 
0.65 
(-0.94) 
 
0.62 
0.67 
(-0.56) 
 
0.64 
0.68 
(-0.29) 
GBP/AUD 
RW 
Model 
 
0.64 
0.41 
(3.52)* 
 
0.72 
0.26 
(5.03)* 
 
0.84 
0.12 
(4.99)* 
CAD/GBP 
RW 
Model 
 
0.47 
0.48 
(-0.13) 
 
0.44 
0.44 
(0.00) 
 
0.40 
0.40 
(0.00) 
CAD/USD 
RW 
Model 
 
0.55 
0.45 
(1.69) 
 
0.54 
0.46 
(0.90) 
 
0.64 
0.36 
(1.94) 
GBP/USD 
RW 
Model 
 
0.57 
0.50 
(1.04) 
 
0.52 
0.48 
(0.54) 
 
0.52 
0.60 
(-0.56) 
GBP/JPY 
RW 
Model 
 
0.60 
0.56 
(0.53) 
 
0.51 
0.49 
(0.18) 
 
0.44 
0.44 
(0.00) 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The values in 
parentheses are the calculated t-statistics for the null hypothesis H0: ,	 = 	,	. An asterisk denotes 
rejection of the null hypothesis. 
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Table 8.28 Sharpe Ratio - Alterations to Split in Forecasting and Estimation Window 
Exchange rate 
Est: 84(1)-01(6) 
For: 01(7)-11(6) 
Est: 84(1)-06(6) 
For: 06(7)-11(6) 
Est: 84(1)-09(6) 
For: 09(7)-11(6) 
CAD/AUD 
RW 
Model 
 
0.18 
0.31 
 
0.21 
0.33 
 
0.25 
0.40 
GBP/AUD 
RW 
Model 
 
0.22 
-0.08 
 
0.33 
-0.24 
 
0.62 
-0.62 
CAD/GBP 
RW 
Model 
 
-0.04 
-0.03 
 
-0.09 
-0.12 
 
-0.20 
-0.31 
CAD/USD 
RW 
Model 
 
0.03 
0.01 
 
-0.03 
0.10 
 
0.31 
-0.08 
GBP/USD 
RW 
Model 
 
0.03 
-0.06 
 
-0.08 
-0.10 
 
-0.06 
0.14 
GBP/JPY 
RW 
Model 
 
-0.02 
-0.05 
 
-0.16 
-0.14 
 
-0.25 
-0.25 
 
The random walk provides a superior forecast for every exchange rate and for both variations 
in the sample split, according to the Fair-Shiller test (Table 8.29). This means that the random 
walk produces forecasts that are more useful for making one month ahead forecasts when the 
estimation and forecast windows are increased and narrowed, respectively.  
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Table 8.29 Fair-Shiller Test - Alterations to Split in Forecasting and Estimation Window 
Exchange rate 
Est: 84(1)-01(6) 
For: 01(7)-11(6) 
Est: 84(1)-06(6) 
For: 06(7)-11(6) 
Est: 84(1)-09(6) 
For: 09(7)-11(6) 
CAD/AUD 
RW 
 
Model 
 
0.62 
(1.00) 
0.05 
(1.08) 
 
1.19* 
(6.28) 
0.05 
(0.74) 
 
0.56* 
(2.57) 
0.13 
(0.98) 
GBP/AUD 
RW 
 
Model 
 
-0.36 
(-0.81) 
0.04 
(0.85) 
 
1.00* 
(25.75) 
-0.06 
(-0.99) 
 
1.05* 
(19.80) 
0.15 
(0.92) 
CAD/GBP 
RW 
 
Model 
 
-1.85 
(-1.96) 
0.19* 
(2.33) 
 
1.02* 
(21.65) 
0.09 
(1.14) 
 
1.21* 
(19.82) 
0.22 
(1.51) 
CAD/USD 
RW 
 
Model 
 
-4.81 
(1.26) 
0.03 
(1.15) 
 
1.22* 
(3.29) 
0.05 
(1.11) 
 
2.10* 
(8.12) 
0.49* 
(3.47) 
GBP/USD 
RW 
 
Model 
 
0.75 
(1.30) 
-0.03 
(-0.76) 
 
0.96* 
(19.43) 
-0.44 
(-1.11) 
 
1.08* 
(20.64) 
0.11 
(0.88) 
GBP/JPY 
RW 
 
Model 
 
-0.63 
(-0.48) 
0.03 
(0.90) 
 
1.00* 
(120.60) 
-0.01 
(-0.14) 
 
1.01* 
(129.93) 
0.12 
(1.38) 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The values in 
parentheses are the calculated t-statistics. An asterisk denotes statistical significance. 
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The prediction-realisation diagrams (Figure 8.6) are in line with the Wald test for proximity 
to a perfect forecast.50 The predictions for CAD/USD and GBP/USD exhibit low magnitude 
of error (points clustering close to the 45 degree line). However, low direction accuracy is 
evident for GBP/AUD, CAD/AUD and GBP/JPY (points falling in quadrants 2 and 4). 
 
Figure 8.6 Prediction-Realisation Diagrams - Alterations to Split in Forecasting and Estimation Window 
Est: 84(1)-09(6) For: 09(7)-11(6) 
 
 
 
 
  
 
                                               
 
50
 The prediction-realisation diagrams for the altered sample split into an estimation window from 1984(1)-
2006(6) and forecasting window from 2006(7)-2011(6) are presented in the Appendix to Chapter 8, Figure 8.12.  
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The hypothesis testing results for proximity to a perfect forecast indicate that forecasting 
accuracy deteriorates as the sample split is changed, such that the estimation and forecast 
windows are increased and narrowed, respectively. As Table 8.30 shows, the Wald test 
statistic generally increases as the split in the sample is altered to include more past 
observations. This suggests that including additional past observations does not improve 
forecasting accuracy. Despite this, the model still outperforms the random walk in this regard. 
 
Table 8.30 Comparison to Perfect Forecast - Alterations to Split in Forecasting and Estimation Window 
Exchange rate 
Est: 84(1)-01(6) 
For: 01(7)-11(6) 
Est: 84(1)-06(6) 
For: 06(7)-11(6) 
Est: 84(1)-09(6) 
For: 09(7)-11(6) 
CAD/AUD 
RW 
Model  
 
8522.10* 
13.41* 
4414.10* 
13.42* 
1807.50* 
41.44* 
GBP/AUD 
RW 
Model 
 
1793.40* 
252.06* 
1347.00* 
311.26* 
2756.20* 
975.02* 
CAD/GBP 
RW 
Model 
 
1401.10* 
306.42* 
1057.90* 
633.50* 
1349.20* 
520.96* 
CAD/USD 
RW 
Model 
 
62698.00* 
146.07* 
165632.00* 
100.35* 
37734.50* 
176.61* 
GBP/USD 
RW 
Model 
 
2900.90* 
21.56* 
1803.10* 
42.37* 
8264.30* 
153.51* 
GBP/JPY 
RW 
Model 
 
11550.50* 
81.79* 
3647.20* 
1589.70* 
24386.20* 
3971.80* 
Notes: The test statistic follows a 	
(2) distribution and has a critical value of 5.99 at the 5 per cent level of 
significance. An asterisk denotes rejection of the null hypothesis. 
 
 
8.5 Conclusion  
 
A narrower estimation window as a form of sampling error cannot explain the Meese-Rogoff 
puzzle. Despite reducing the size of the estimation window, the Frenkel-Bilson model cannot 
outperform the random walk in terms of magnitude of error. However, in terms of direction 
accuracy and proximity to the perfect forecast, the monetary model outperforms the random 
walk. The random walk and monetary model also perform equally well in terms of 
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profitability. These findings are not qualitatively different to those presented using the 
original sample (presented in Chapters 2 and 3). Therefore, the Meese-Rogoff puzzle cannot 
be resolved using a narrower estimation window, but this does not mean the random walk 
cannot be outperformed.  
 
A narrower forecast window, as a form of sampling error, similarly cannot explain the 
Meese-Rogoff puzzle. Although this approach gives rise to some improvements in the models 
forecasting accuracy (in terms of the magnitude of error, direction accuracy and risk-adjusted 
returns), the random walk exhibited similar improvements. As a result, the relative 
performance of the model forecasts, compared to the random walk, do not qualitatively 
change in most instances. 
 
On the basis of these results, the proposition that the random walk cannot be outperformed by 
exchange rate models, when forecasts are assessed by the magnitude of error, is unable to be 
rejected. However, exchange rate model forecasts outperform the random walk in terms of 
direction accuracy and comparison to a perfect forecast. Therefore, the random walk can be 
outperformed when forecasts are assessed by alternative measures of forecasting accuracy. 
 
The results show that a narrower estimation window has little impact (let alone a significant 
difference) on the magnitude of forecasting error, with the RMSE of the model forecasts 
remaining relatively constant in most cases. Reducing the forecasting window improves 
forecasting accuracy of the model, in terms of the numerical value of the RMSE. However, 
the random walk still outperforms the model, producing a numerically smaller and 
statistically different RMSE. One reaches the same conclusion by altering the sample into 
different forecasting and estimation periods.  Therefore, sampling error is rejected as a 
possible explanation for the Meese-Rogoff puzzle.  
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Appendix to Chapter Eight 
 
Figure 8.7 Time Plots - Alterations to Estimation Window 1989(7) - 2001(6) 
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Figure 8.8 Prediction-Realisation Diagrams - Alterations to Estimation Window 1989(7) - 2001(6) 
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Figure 8.9 Time Plots - Alterations to Forecasting Window 2001(7) - 2006(6) 
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Figure 8.10 Prediction-Realisation Diagrams - Alterations to Forecasting Window 2001(7) - 2006(6) 
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Figure 8.11 Time Plots - Alterations to Split in Forecasting and Estimation Window Est: 1984(1)-2006(6) 
For: 2006(7)-2011(6) 
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Figure 8.12 Prediction-Realisation Diagrams - Alterations to Split in Forecasting and Estimation Window 
Est: 1984(1)-2006(6) For: 2006(7)-2011(6) 
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Table 8.31  AGS Test - Estimated Coefficients and t-statistics - Alterations to Estimation Window 
Sample split 
Exchange rate 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
Est: 89(7)-01(6) For: 01(7)-11(6) 
0α
 
1α  
 
0.02* 
(3.92) 
0.65* 
(11.84) 
 
0.08* 
(15.07) 
0.95* 
(11.14) 
 
0.10* 
(21.91) 
0.63* 
(13.97) 
 
0.07* 
(14.06) 
0.88* 
(24.49) 
 
0.01* 
(3.09) 
0.76* 
(19.19) 
 
0.02* 
(4.39) 
0.67* 
(15.15) 
Est: 91(7)-01(6) For: 01(7)-11(6) 
0α
 
1α  
 
0.01* 
(2.35) 
0.63* 
(11.32) 
 
0.07* 
(13.15) 
0.99* 
(13.06) 
 
0.09* 
(19.49) 
0.64* 
(14.37) 
 
0.09* 
(18.22) 
0.78* 
(17.93) 
 
0.01* 
(3.29) 
0.76* 
(19.37) 
 
0.02* 
(2.97) 
0.65* 
(14.27) 
Notes: The values in parentheses are the calculated t-statistics. The critical value of the t-test statistic at the 5 per 
cent level of significance is 1.96. An asterisk denotes statistical significance. 
 
Table 8.32  AGS Test - Estimated Coefficients and t-statistics - Alterations to Forecasting Window 
Sample split 
Exchange rate 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
Est: 84(1)-01(6) For: 01(7)-06(6) 
0α
 
1α  
 
0.04* 
(7.09) 
0.80* 
(8.35) 
 
0.07* 
(10.19) 
0.77* 
(6.29) 
 
0.06* 
(11.28) 
0.54* 
(7.23) 
 
0.09* 
(17.27) 
0.87* 
(18.09) 
 
0.05* 
(8.82) 
0.80* 
(12.71) 
 
0.12* 
(18.19) 
0.96* 
(15.71) 
Est: 84(1)-01(6) For:01(7)-03(6) 
0α
 
1α  
 
0.08* 
(9.03) 
0.63* 
(3.33) 
 
0.03* 
(2.07) 
0.61* 
(2.19) 
 
0.02* 
(2.09) 
0.47 
(1.64) 
 
0.01 
(1.82) 
1.20* 
(3.94) 
 
0.02* 
(2.41) 
0.98* 
(7.13) 
 
0.03* 
(2.72) 
0.95* 
(9.91) 
Notes: The values in parentheses are the calculated t-statistics. The critical value of the t-test statistic at the 5 per 
cent level of significance is 1.96. An asterisk denotes statistical significance. 
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Table 8.33  AGS Test - Estimated Coefficients and t-statistics - Alterations to Split in Forecasting and 
Estimation Window 
Sample split 
Exchange rate 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
Est: 84(1)-06(6) For: 06(7)-11(6) 
0α
 
1α  
 
0.00 
(0.81) 
0.48* 
(5.67) 
 
0.12* 
(18.31) 
0.56* 
(8.75) 
 
0.14* 
(24.28) 
0.36* 
(4.34) 
 
0.12* 
(15.47) 
0.67* 
(9.48) 
 
0.00 
(0.66) 
1.01* 
(13.08) 
 
0.07* 
(7.30) 
0.71* 
(11.62) 
Est: 84(1)-09(6) For: 09(7)-11(6) 
0α
 
1α  
 
0.05* 
(6.44) 
0.34* 
(2.58) 
 
0.17* 
(25.76) 
0.25* 
(1.97) 
 
0.14* 
(17.97) 
0.23 
(1.69) 
 
0.09* 
(13.67) 
0.03 
(0.18) 
 
-0.00 
(-0.06) 
0.71* 
(2.84) 
 
0.21* 
(16.97) 
0.59* 
(4.28) 
Notes: The values in parentheses are the calculated t-statistics. The critical value of the t-test statistic at the 5 per 
cent level of significance is 1.96. An asterisk denotes statistical significance. 
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CHAPTER NINE 
 
MODELLING EXPECTATIONS 
 
9.1 Introduction 
 
Expectations play an important role in the monetary models, as the long-run expected 
inflation rate is an explanatory variable, in both the Dornbusch-Frankel and Hooper-Morton 
models. It has been suggested that improper modelling of inflationary expectations may 
explain the Meese-Rogoff puzzle (Meese and Rogoff, 1983a). However, inflationary 
expectations are unobservable, and modelling or measuring expectations (in particular 
inflationary expectations) “presents many problems” (Meese and Rogoff, 1983a).  
 
Monetary models of exchange rates are potentially very sensitive to the measure selected to 
proxy this variable, and improper modelling may explain the poor performance of these 
models in terms of the RMSE. Meese and Rogoff (1983a) suggest three proxies for 
inflationary expectations: the actual preceding 12-month inflation rate, the value estimated 
from an inflation rate autoregression, and the long-term interest rate (electing to use this 
measure). The question addressed in this chapter is whether or not using alternative measures 
of inflationary expectations empowers the monetary model to outperform the random walk, 
in terms of the RMSE.    
 
9.2 Literature Review 
 
There is a wide body of literature that firmly establishes the crucial role played by 
expectations in exchange rate determination (Meese and Rogoff, 1983a; Evans and Lyons, 
2005b). A dominant expectations formation mechanism is that which produces the most 
profitable buy and sell decisions, and is therefore followed by the majority of traders.  The 
expectations of market participants lead to actions, and these actions create events. Thus, the 
dominant expectations formation mechanism drives observed volatility in exchange rates 
because it is self-fulfilling (Davidson, 1982; Harvey, 1999). It is the heterogeneity of market 
participants in relation to expectations formations that results in random buy-sell signals, and 
hence, volatility in the underlying exchange rate.  
 
There are various forms of expectations formation mechanisms, and which is most 
appropriate in the context of exchange rate forecasting has been widely debated in the 
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literature. Inflationary expectations can be represented by extrapolative, rational or adaptive 
expectations. Extrapolative expectations imply a positive dependence on period to period 
changes. This means that a rise in inflation is expected to be followed by another rise, and 
vice versa. Empirical evidence supports the existence of extrapolative expectations formation 
mechanism as the dominant expectations formation mechanism in foreign exchange markets 
(Moosa and Shamsuddin, 2004).  
 
Takagi (1991) argues that the theory of rational expectations is not strictly an expectations 
formation mechanism, because it does not relate the expected value to the current 
observation.  He points out two additional shortcomings of this approach. First, it overlooks 
the heterogeneity of market participants. Second, exchange rate volatility can be attributed to 
heterogeneity of traders, with respect to expectations formation mechanisms. 
 
The theory of adaptive expectations states that people form their expectations about what will 
happen in the future, based on what has happened in the past. According to the theory of 
adaptive expectations, if expectations are wrong, then future expectations are revised 
according to this error. However, empirical evidence suggests that inflationary expectations 
are imperfect (Bacchetta and van Wincoop, 2010). Therefore, the adaptive expectations 
approach is unlikely to provide an accurate proxy measure for actual inflationary 
expectations. 
 
There are several methodologies for constructing a proxy measure for inflationary 
expectations. These can be broadly divided into two categories: survey data and time series 
analysis. In terms of time series analysis, inflationary expectations can be estimated using the 
actual preceding 12-month inflation rate, the value estimated from an inflation rate 
autoregression, or the long-term interest rate (Meese and Rogoff, 1983a). Although Meese 
and Rogoff (1983a) suggest using an inflation rate autoregression to generate a proxy 
measure for inflationary expectations, this is rejected for the purposes of this study. An 
inflation rate autoregression is an unsophisticated and crude approach that is unlikely to 
improve on the methodology used thus far in this study (that is, the preceding 12 month 
inflation rate) (see Moosa, 2000). 
 
In contrast to the suggestion made by Meese and Rogoff (1983a), Engel et al. (2008) directly 
measure inflationary expectations using surveys of professional forecasters. Moosa and 
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Shamsuddin (2004) summarise three main arguments against using survey data. These are 
data reliability, the disconnectedness between inflationary expectations and actual 
movements, and biasness in survey results. In addition to these arguments against survey 
data, the feasibility of this approach for the current study is rejected on the following 
grounds. Firstly, forecasters are not currency traders and it is the latter whose expectations are 
important in this context. Secondly, it is virtually impossible to survey forecasters across the 
world in relation to their inflationary expectations for all the countries considered in this 
study.51  
 
Empirical evidence also suggests that the formation of expectations is time-varying. Several 
studies have shown a reversal in the direction of expectations over the short and long-run. 
MacDonald (2000) describes this as the “twist” in expectations formation.  Based on a survey 
of the literature, he concludes that forecasting at horizons longer than three months exhibits 
clear evidence indicating that expectations are stabilising. This means that long-run 
expectations move towards long-run equilibrium values, whereas short-run expectations 
move away. Therefore, the choice between proxy measures of inflationary expectations 
should also take into account the horizon at which exchange rate forecasts will be made.  
 
9.3 Methodology 
 
In accordance with the methodology suggested by Moosa and Shamsuddin (2004), this study 
uses four versions of extrapolative expectations formation mechanisms. These are the random 
walk, weighted average, moving average and geometric declining lag (GDL).52 The four 
expectations formation mechanisms for estimating inflationary expectations are represented 
as follows:  
 
Random walk: 
 
t
e
t δpipi =+1 ,
 
where 1=δ                                                     [9.1] 
                                               
 
51
 Engel et al. (2008) use the surveys conducted by Money Market Services which lacks the coverage required 
for this study.  
52
 GDL uses a geometrically declining weight that attaches a higher weight to more recent observations. The 
weight given to past observations declines to zero very quickly. 
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Weighted average: 
 
11 )1( −+ +−= ttet γpipiγpi , where 2.0=γ                                      [9.2] 
 
Moving average: 
 
∑
=
+ =
λ
piλpi 11
1
t
t
e
t , where 6=λ                                              [9.3] 
 
Geometric Declining Lag: 
 
∑
∑ =
−
=
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λ
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0
0
1
1
i
it
i
i
i
e
t
, where 8.0=β  and 6=λ                       [9.4] 
 
These four measures of inflationary expectations are substituted for the actual preceding 12 
month inflation rate and one month ahead forecasts generated by recursive estimation, as 
described in the methodology of Chapter 2.  
 
In line with Moosa and Shamsuddin (2004), arbitrary (but reasonable) values are chosen for 
the parameters in each of the equations [9.1] to [9.4].  This approach is considered sound as 
Moosa and Shamsuddin (2004) conduct sensitivity analysis and demonstrate that parameter 
value selection within reasonable boundaries does not change the empirical results 
qualitatively.  
 
The Dornbusch-Frankel and Hooper-Morton models are estimated using the four types of 
inflationary expectations described above.53 Forecasts are subsequently produced and 
assessed using conventional and alternative measures of forecasting accuracy (refer to the 
methodology of Chapter’s 2 and 3). In addition, non-nested model selection tests determine if 
an exchange rate model specified using any of the four expectations formation mechanisms 
outperforms the original model specification presented in Chapter 2. 
                                               
 
53
 Refer to Chapter 2 for details on the computational aspects of the model estimation and forecast generation. 
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9.4 Results 
 
9.4.1 Random Walk Inflationary Expectations 
 
According to the non-nested model tests (Table 9.1), the benchmark model is rejected in 
favour of the model estimated using a random walk process as a proxy measure for 
inflationary expectations in the case of GBP/AUD, CAD/GBP and CAD/USD. In the case of 
the CAD/AUD and GBP/USD exchange rates, neither model is superior. For the GBP/JPY 
exchange rate, the benchmark model forecasts are superior.  
 
Based on a visual inspection of the time plots, it is evident that the magnitude of error of the 
model forecasts when estimated using a random walk process to measure inflationary 
expectations exceeds that of the random walk. There is also some evidence that this model 
specification can predict turning points in the data.  
 
The RMSE results and AGS hypothesis testing clearly show that the random cannot be 
outperformed in terms of the magnitude of error (Table 9.2).54 That is, the random walk 
produces a numerically smaller and statistically different RMSE. In support of the RMSE and 
AGS results, the Diebold-Mariano test results confirm that the predictive accuracy of the 
random walk exceeds that of the model in all cases, as measured by the loss function.  
 
 
  
                                               
 
54
 The estimated coefficients of equation [2.29] and the associated t-test statistics are presented in the Appendix 
to Chapter 9.  
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Table 9.1 Non-nested Model Selection Test - Random Walk Inflationary Expectations 
Exchange rate Dornbusch-Frankel Hooper-Morton M1 vs. M2 M2 vs. M1 M1 vs. M2 M2 vs. M1 
CAD/AUD 
N 
NT 
W 
J 
JA 
EN ~ F(1,318) 
 
0.02 
0.09 
-0.02 
-0.02 
0.00 
0.01 
 
-1.12 
-0.93 
-0.93 
1.01 
1.01 
1.03 
 
0.12 
0.20 
0.20 
-0.11 
-0.11 
0.01 
 
-0.98 
-0.71 
-0.71 
0.87 
0.87 
0.75 
GBP/AUD 
N 
NT 
W 
J 
JA 
EN ~ F(1,318) 
 
-1.23 
-1.21 
-1.18 
1.18 
1.18 
1.40 
 
-5.16 
-5.11 
-4.73 
4.73 
4.73 
22.42* 
 
-1.08 
-1.06 
-1.04 
1.04 
1.04 
1.09 
 
-5.23 
-5.16 
-4.78 
4.77 
4.77 
22.80* 
CAD/GBP 
N 
NT 
W 
J 
JA 
EN ~ F(1,318) 
 
-2.42 
-2.38 
-2.31 
2.30 
2.30 
5.26* 
 
-2.71 
-2.71 
-2.67 
2.56 
2.56 
6.53* 
 
-1.45 
-1.42 
-1.40 
1.40 
1.40 
1.93 
 
-3.12 
-3.05 
2.94 
2.89 
2.89 
8.34* 
CAD/USD 
N 
NT 
W 
J 
JA 
EN ~ F(1,318) 
 
-1.71 
-1.64 
-1.62 
1.58 
1.58 
2.51 
 
-2.35 
-2.27 
-2.22 
2.13 
2.13 
4.54 
 
-1.66 
-1.59 
-1.56 
1.53 
1.53 
2.34 
 
-2.48 
-2.38 
-2.33 
2.22 
2.22 
4.91* 
GBP/USD 
N 
NT 
W 
J 
JA 
EN ~ F(1,318) 
 
-1.44 
-1.29 
-1.29 
1.33 
1.33 
1.77 
 
0.43 
0.45 
0.45 
-0.43 
-0.43 
0.19 
 
-1.18 
-0.87 
-0.87 
1.05 
1.05 
1.10 
 
0.51 
0.52 
0.52 
-0.54 
-0.54 
0.29 
GBP/JPY 
N 
NT 
W 
J 
JA 
EN ~ F(1,318) 
 
-1.66 
-1.58 
-1.56 
1.54 
1.54 
2.39 
 
-0.57 
-0.52 
-0.52 
0.55 
0.55 
0.31 
 
-2.14 
-2.06 
-2.03 
1.97 
1.97 
3.90* 
 
-0.64 
-0.60 
-0.59 
0.62 
0.62 
0.38 
Notes: M1 is the model estimated using the benchmark proxy measure for inflationary expectations, and M2 is 
the model estimated with a random walk process as the proxy measure for inflationary expectations. The N, NT, 
W, J and JA test statistics follow a t-distribution and have a critical value of 1.96 at the 5 per cent level of 
significance.  The EN test statistic follows an F distribution with (1,318) degrees of freedom, and has a critical 
value of 3.87 at the 5 per cent level of significance. An asterisk denotes rejection of the null hypothesis. 
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Figure 9.1 Time Plots - Dornbusch-Frankel - Random Walk Inflationary Expectations 
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Figure 9.2 Time Plots - Hooper-Morton - Random Walk Inflationary Expectations 
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Table 9.2 RMSE and AGS Test - Random Walk Inflationary Expectations 
Exchange rate Random Walk Dornbusch-Frankel Hooper-Morton 
CAD/AUD 0.03 0.07* 
(125.92) 
0.08* 
(171.99) 
GBP/AUD 0.03 0.09* 
(237.56) 
0.10* 
(305.89) 
CAD/GBP 0.03 0.07* 
(179.70) 
0.07* 
(139.92) 
CAD/USD 0.03 0.13* 
(709.47) 
0.13* 
(641.48) 
GBP/USD 0.03 0.11* 
(467.65) 
0.11* 
(463.53) 
GBP/JPY 0.04 0.14* 
(408.91) 
0.14* 
(388.53) 
Notes: The test statistic follows a 	
(2) distribution and has a critical value of 5.99 at the 5 per cent level of 
significance.  Test statistics are in parentheses. An asterisk denotes rejection of the null hypothesis. 
 
 
Table 9.3 Diebold-Mariano Test - Random Walk Inflationary Expectations 
Exchange rate Dornbusch-Frankel Hooper-Morton 
CAD/AUD 4.28* 6.43* 
GBP/AUD 3.43* 3.61* 
CAD/GBP 4.48* 4.05* 
CAD/USD 6.54* 6.46* 
GBP/USD 6.33* 7.27* 
GBP/JPY 5.88* 5.62* 
Notes: The Diebold-Mariano test statistic follows a t-distribution and has a critical value of 1.96 at the 5 per cent 
level of significance. An asterisk denotes rejection of the null hypothesis. 
 
In contrast to the conventional measures of forecasting accuracy, the model outperforms the 
random walk in terms of direction accuracy in all cases (Table 9.4). Most notable are the 
model forecasts for CAD/AUD, which has the highest direction accuracy, in excess of 50 per 
cent. Whereas the least accurate forecasts, as measured by direction accuracy, are for the 
CAD/USD exchange rate, which has a direction accuracy greater than zero and less than 50 
per cent. In all cases, the model outperforms the random walk without drift. 
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Table 9.4  Direction Accuracy and Hypothesis Testing - Random Walk Inflationary Expectations  
Exchange rate Dornbusch-Frankel Hooper-Morton 
CAD/AUD  
H0: DA = 0.00 
H0: DA = 0.50 
0.61 
(13.56)* 
(2.35)* 
0.59 
(13.09)* 
(1.96) 
GBP/AUD  
H0: DA = 0.00 
H0: DA = 0.50 
0.50 
(11.05)* 
(0.09) 
0.49 
(10.68)* 
(-0.28) 
CAD/GBP  
H0: DA = 0.00 
H0: DA = 0.50 
0.51 
(11.23)* 
(0.28) 
0.53 
(11.62)* 
(0.65) 
CAD/USD  
H0: DA = 0.00 
H0: DA = 0.50 
0.39 
(8.70)* 
(-2.55)* 
0.38 
(8.54)* 
(-2.75)* 
GBP/USD  
H0: DA = 0.00 
H0: DA = 0.50 
0.46 
(10.16)* 
(-0.83) 
0.44 
(9.65)* 
(-1.39) 
GBP/JPY  
H0: DA = 0.00 
H0: DA = 0.50 
0.59 
(13.09)* 
(1.96) 
0.55 
(12.22)* 
(1.20) 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The values in 
parentheses are the calculated t-statistics for the null hypothesis of H0: 	 = 	0.00 and H0: 	 = 	0.50, 
respectively. An asterisk denotes rejection of the null hypothesis. 
 
In three cases (two of which are related to the CAD/AUD exchange rate), the null hypothesis 
of independence in the actual and predicted change by the model is rejected. That is, there is 
a relationship between the actual change and change predicted by the model forecasts. This is 
in line with the results for hypothesis testing of direction accuracy above, where CAD/AUD 
had direction accuracy in excess of 50 per cent. This demonstrates that direction accuracy in 
excess of 50 per cent is required for there to be a formal relationship between the actual and 
predicted change, as determined by the P-T test. 
 
  
  
248 
 
Table 9.5 P-T Test - Random Walk Inflationary Expectations 
Exchange rate Dornbusch-Frankel Hooper-Morton 
CAD/AUD 2.56 2.16 
GBP/AUD 1.25 2.10 
CAD/GBP 1.70 1.55 
CAD/USD -0.63 -0.66 
GBP/USD 0.50 0.05 
GBP/JPY 1.68 0.72 
Notes: The P-T test statistic follows a 	
(1) distribution and has a critical value of 3.84 at the 5 per cent level of 
significance. An asterisk denotes rejection of the null hypothesis.  
 
The superior direction accuracy of the model forecasts reported above, however, is 
insufficient to drive improvements in the ARMSE as to outperform the random walk in terms 
of direction and magnitude (Table 9.6). Although the model is superior at direction accuracy, 
the random walk is so superior in terms of the magnitude of error, that the random walk 
cannot be outperformed by the model in terms of the ARMSE.  
 
Table 9.6 ARMSE - Random Walk Inflationary Expectations  
Exchange rate Random Walk Dornbusch-Frankel Hooper-Morton 
CAD/AUD 0.03 0.05 0.05 
GBP/AUD 0.03 0.06 0.07 
CAD/GBP 0.03 0.05 0.05 
CAD/USD 0.03 0.10 0.10 
GBP/USD 0.03 0.08 0.08 
GBP/JPY 0.04 0.09 0.09 
 
Profitability results are consistent with the benchmark forecasts. The model and random walk 
generally perform equally well in terms of mean returns and proportion of positive returns 
(Tables 9.7 and 9.8). The risk-adjusted return results are, however, mixed (Table 9.9). When 
forecasting accuracy is assessed by the Sharpe ratio, the model forecasts are superior in the 
case of CAD/AUD, CAD/GBP and GBP/JPY. The superiority of the model forecasts in terms 
of risk-adjusted returns for these exchange rates is not surprising because the model forecasts 
produced the highest direction accuracy for these exchange rates, and because direction 
accuracy is closely related to profitability.  
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Table 9.7 Mean Returns and Hypothesis Testing - Random Walk Inflationary Expectations  
Exchange rate Random Walk Dornbusch-Frankel Hooper-Morton 
CAD/AUD 6.14 9.25 
(0.71) 
7.62 
(0.33) 
GBP/AUD 7.97 2.71 
(-1.10) 
-0.35 
(-1.74) 
CAD/GBP -1.57 2.19 
(0.81) 
3.74 
(1.14) 
CAD/USD 0.94 -2.50 
(-0.77) 
-3.39 
(-0.97) 
GBP/USD 0.94 -2.11 
(-0.73) 
-4.32 
(-1.26) 
GBP/JPY -0.77 6.30 
(1.24) 
2.05 
(0.49) 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The values in 
parentheses are the calculated t-statistics for the null hypothesis H0: 	 = 		. An asterisk denotes rejection 
of the null hypothesis.  
 
Table 9.8 Proportion of Positive Returns and Hypothesis Testing - Random Walk Inflationary 
Expectations 
Exchange rate Random Walk Dornbusch-Frankel Hooper-Morton 
CAD/AUD 0.59 0.65 
(-0.94) 
0.59 
(0.00) 
GBP/AUD 0.64 0.49* 
(2.36) 
0.45* 
(3.00) 
CAD/GBP 047 0.50 
(-0.20) 
0.2 
(-0.78) 
CAD/USD 0.55 0.43 
(1.95) 
0.45 
(1.69) 
GBP/USD 0.57 0.49 
(1.30) 
0.45 
(1.82) 
GBP/JPY 0.60 0.60 
(0.00) 
0.52 
(1.18) 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The values in 
parentheses are the calculated t-statistics for the null hypothesis H0: ,	 = 	,	. An asterisk denotes 
rejection of the null hypothesis.  
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Table 9.9 Sharpe Ratio - Random Walk Inflationary Expectations  
Exchange rate Random Walk Dornbusch-Frankel Hooper-Morton 
CAD/AUD 0.18 0.28 0.22 
GBP/AUD 0.22 0.07 -0.01 
CAD/GBP -0.04 0.06 0.10 
CAD/USD 0.03 -0.07 -0.10 
GBP/USD 0.03 -0.07 -0.13 
GBP/JPY -0.02 0.14 0.05 
 
The results of the Fair-Shiller test reveal that in the case of the CAD/GBP, the models using a 
random walk process as a proxy measure for inflationary expectations outperform the random 
walk (Table 9.10). These results are consistent with the benchmark results presented in 
Chapter 3.  
 
Both models produce forecasts that are closer in proximity to a perfect forecast compared to 
that of the naïve model (Table 9.11). In some cases, the model estimated with random walk 
inflationary expectations outperforms the benchmark model forecasts (such as GBP/AUD, 
CAD/USD and GBP/JPY), but the degree of improvement is small. Although Meese and 
Rogoff (1983a) are correct in suggesting that forecasts can be sensitive to measures of 
inflationary expectations, using a random walk process to estimate this variable does not 
qualitatively change the conclusion about relative forecasting accuracy.  
 
 
  
  
251 
 
Table 9.10 Fair-Shiller Test - Random Walk Inflationary Expectations 
Exchange rate Dornbusch-Frankel Hooper-Morton 
CAD/AUD 
RW 
 
Model 
 
0.76 
(1.30) 
0.04 
(0.82) 
 
0.84 
(1.52) 
0.3 
(0.76) 
GBP/AUD 
RW 
 
Model 
 
-0.13 
(-0.29) 
-0.00 
(-0.09) 
 
-0.11 
(-0.21) 
-0.01 
(-0.15) 
CAD/GBP 
RW 
 
Model 
 
-0.77 
(-1.34) 
0.16* 
(2.48) 
 
-0.25 
(-0.51) 
0.13* 
(2.37) 
CAD/USD 
RW 
 
Model 
 
-4.66 
(-1.20) 
0.02 
(0.50) 
 
-4.73 
(-1.23) 
-0.02 
(-0.89) 
GBP/USD 
RW 
 
Model 
 
0.85 
(1.52) 
-0.04 
(-1.13) 
 
0.68 
(1.31) 
-0.03 
(-0.80) 
GBP/JPY 
RW 
 
Model 
 
-0.65 
(-0.51) 
0.05 
(1.70) 
 
-0.48 
(-0.32) 
0.01 
(0.24) 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The values in 
parentheses are the calculated t-statistics. An asterisk denotes statistical significance.  
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Table 9.11 Comparison to Perfect Forecast - Random Walk Inflationary Expectations 
Exchange rate Random Walk Dornbusch-Frankel Hooper-Morton 
CAD/AUD 8522.10* 16.86* 41.18* 
GBP/AUD 1793.40* 82.03* 68.06* 
CAD/GBP 1401.10* 110.52* 90.01* 
CAD/USD 62698.00* 162.93* 85.13* 
GBP/USD 2900.90* 33.79* 54.21* 
GBP/JPY 11550.50* 44.09* 8.34* 
Notes: The test statistic follows a 	
(2) distribution and has a critical value of 5.99 at the 5 per cent level of 
significance. An asterisk denotes rejection of the null hypothesis.   
 
Figure 9.3 Prediction-Realisation Diagrams - Dornbusch-Frankel - Random Walk Inflationary 
Expectations 
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Figure 9.4 Prediction-Realisation Diagrams - Hooper-Morton - Random Walk Inflationary Expectations 
  
  
 
 
 
9.4.2 Weighted Average Inflationary Expectations 
 
Overall, the non-nested model selection test rejects the model using a weighted average of the 
inflation rate as a proxy measure for inflationary expectations, in favour of the benchmark 
model (Table 9.12). The exceptions are the CAD/AUD and GBP/AUD exchange rates, where 
neither model is superior.  
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Table 9.12 Non-nested Model Selection Test - Weighted Average Inflationary Expectations 
Exchange rate 
Dornbusch-Frankel Hooper-Morton 
M1 vs. M2 M2 vs. M1 M1 vs. M2 M2 vs. M1 
CAD/AUD 
N 
NT 
W 
J 
JA 
EN ~ F(1,318) 
 
0.02 
0.03 
0.03 
-0.02 
-0.02 
0.00 
 
-0.22 
-0.19 
-0.19 
0.22 
0.22 
0.05 
 
0.12 
0.12 
0.12 
-0.11 
-0.11 
0.01 
 
-0.28 
-0.22 
-0.22 
0.27 
0.27 
0.07 
GBP/AUD 
N 
NT 
W 
J 
JA 
EN ~ F(1,318) 
 
-1.20 
-0.19 
-1.19 
1.18 
1.18 
1.40 
 
-0.02 
-0.02 
-0.02 
0.02 
0.02 
0.00 
 
-1.06 
-1.04 
-1.04 
1.04 
1.04 
1.09 
 
-0.14 
-0.14 
-0.14 
0.14 
0.14 
0.02 
CAD/GBP 
N 
NT 
W 
J 
JA 
EN ~ F(1,318) 
 
-3.68 
-3.64 
-3.53 
3.55 
3.55 
12.58* 
 
0.75 
0.75 
0.76 
-0.75 
-0.75 
0.57 
 
-2.67 
-2.63 
-2.58 
2.57 
2.57 
6.63* 
 
0.13 
0.13 
0.13 
-0.13 
-0.13 
0.02 
CAD/USD 
N 
NT 
W 
J 
JA 
EN ~ F(1,318) 
 
-3.72 
-3.64 
-3.56 
3.43 
3.43 
11.79* 
 
1.06 
1.06 
1.06 
-1.08 
-1.08 
1.17 
 
-3.55 
-3.45 
3.37 
3.25 
3.25 
10.56* 
 
0.87 
0.87 
0.87 
-0.88 
-0.88 
0.77 
GBP/USD 
N 
NT 
W 
J 
JA 
EN ~ F(1,318) 
 
-2.27 
-2.10 
-2.09 
2.11 
2.11 
4.47* 
 
1.47 
1.42 
1.43 
-1.54 
-1.54 
2.37 
 
-2.25 
-1.78 
-1.78 
1.97 
1.97 
3.87 
 
1.49 
1.35 
1.35 
-1.63 
-1.63 
2.67 
GBP/JPY 
N 
NT 
W 
J 
JA 
EN ~ F(1,318) 
 
-2.41 
-2.33 
-2.31 
2.29 
2.29 
5.23* 
 
1.10 
1.10 
1.10 
-1.12 
-1.12 
1.26 
 
-2.57 
-2.49 
-2.46 
2.43 
2.43 
5.91* 
 
1.00 
0.99 
1.00 
-1.01 
-1.01 
1.01 
Notes: M1 is the model estimated using the benchmark proxy for inflationary expectations, and M2 uses the 
weighted average inflation rate as the proxy measure for inflationary expectations. The N, NT, W, J and JA test 
statistics follow a t-distribution and have a critical value of 1.96 at the 5 per cent level of significance.  The EN 
test statistic follows an F distribution with (1,318) degrees of freedom, and has a critical value of 3.87 at the 5 
per cent level of significance. An asterisk denotes rejection of the null hypothesis. 
 
 
The time plots suggest that model forecasts generated using a weighted average process as a 
proxy measure for inflationary expectations produces results qualitatively similar to the 
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benchmark forecasts. The RMSE and hypothesis testing results confirm this (Table 9.13).55 
The random walk cannot be outperformed by exchange rate models in terms of the magnitude 
of error, if inflationary expectations are estimated using a weighted average approach. The 
random walk consistently produces a numerically smaller and statistically different 
magnitude of error.  
 
Figure 9.5 Time plots - Dornbusch-Frankel - Weighted Average Inflationary Expectations 
  
 
 
 
 
 
  
                                               
 
55
 The estimated coefficients of equation [2.29] and the associated t-test statistics are presented in the Appendix 
to Chapter 9.  
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Figure 9.6 Time plots - Hooper-Morton- Weighted Average Inflationary Expectations 
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Table 9.13  RMSE and AGS Test - Weighted Average Inflationary Expectations 
Exchange rate Random Walk Dornbusch-Frankel Hooper-Morton 
CAD/AUD 0.03 0.07* 
(127.70) 
0.08* 
(172.58) 
GBP/AUD 0.03 0.09* 
(210.70) 
0.10* 
(272.83) 
CAD/GBP 0.03 0.07* 
(152.71) 
0.07* 
(118.69) 
CAD/USD 0.03 0.13* 
(679.07) 
0.12* 
(611.96) 
GBP/USD 0.03 0.11* 
(471.61) 
0.11* 
(478.85) 
GBP/JPY 0.04 0.14* 
(421.86) 
0.14* 
(392.76) 
Notes: The test statistic follows a 	
(2) distribution and has a critical value of 5.99 at the 5 per cent level of 
significance.  Test statistics are in parentheses. An asterisk denotes rejection of the null hypothesis.  
 
The random walk outperforms all models when forecasting accuracy is measured by whether 
the MSE of the model and random walk are statistically different (Table 9.14). This is 
consistent with the AGS test results. Therefore, the modelling of expectations as a possible 
explanation for the Meese-Rogoff puzzle is dismissed. 
 
Table 9.14 Diebold-Mariano Test - Weighted Average Inflationary Expectations 
Exchange rate Dornbusch-Frankel Hooper-Morton 
CAD/AUD 4.37* 6.42* 
GBP/AUD 3.25* 3.51* 
CAD/GBP 4.01* 3.74* 
CAD/USD 6.48* 6.53* 
GBP/USD 6.37* 7.28* 
GBP/JPY 6.02* 5.78* 
Notes: The Diebold-Mariano test statistic follows a t-distribution and has a critical value of 1.96 at the 5 per cent 
level of significance. An asterisk denotes rejection of the null hypothesis.  
 
When model forecasts are generated using a weighted average of the inflation rate as a proxy 
measure for inflationary expectations, the model outperforms the random walk, in terms of 
direction accuracy. Hypothesis testing confirms that the model forecasts outperform the naïve 
model in terms of direction accuracy. In the case of the CAD/AUD exchange rate, the model 
forecasts achieve direction accuracy in excess of 50 per cent. However, these results are not 
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qualitatively different to those of the benchmark model or when inflationary expectations are 
estimated using a random walk process.  
 
Table 9.15 Direction Accuracy and Hypothesis Testing - Weighted Average Inflationary Expectations 
Exchange rate Dornbusch-Frankel Hooper-Morton 
CAD/AUD  
H0: DA = 0.00 
H0: DA = 0.50 
0.61 
(13.56)* 
(2.35)* 
0.59 
(13.09)* 
(1.96) 
GBP/AUD  
H0: DA = 0.00 
H0: DA = 0.50 
0.48 
(10.50)* 
(-0.46) 
0.49 
(10.68)* 
(-0.28) 
CAD/GBP  
H0: DA = 0.00 
H0: DA = 0.50 
0.50 
(10.86)* 
(-0.09) 
0.53 
(11.62)* 
(0.65) 
CAD/USD  
H0: DA = 0.00 
H0: DA = 0.50 
0.39 
(8.70)* 
(-2.55)* 
0.39 
(8.70)* 
(-2.55)* 
GBP/USD  
H0: DA = 0.00 
H0: DA = 0.50 
0.45 
(9.82)* 
(-1.20) 
0.43 
(9.49)* 
(-1.58) 
GBP/JPY  
H0: DA = 0.00 
H0: DA = 0.50 
0.56 
(12.43)* 
(1.39) 
0.55 
(12.02)* 
(1.02) 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The values in 
parentheses are the calculated t-statistics for the null hypothesis of H0: 	 = 	0.00 and H0: 	 = 	0.50, 
respectively. An asterisk denotes rejection of the null hypothesis.  
 
The results of the P-T test do not qualitatively change compared to those for the benchmark 
forecasts. That is, in every case the null hypothesis of an independent relationship between 
the predicated and actual change cannot be rejected. 
 
Table 9.16  P-T Test - Weighted Average Inflationary Expectations 
Exchange rate Dornbusch-Frankel Hooper-Morton 
CAD/AUD 2.56 2.16 
GBP/AUD 1.32 1.63 
CAD/GBP 1.41 2.00 
CAD/USD -0.81 -0.91 
GBP/USD 0.32 -0.13 
GBP/JPY 1.28 0.64 
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Notes: The P-T test statistic follows a 	
(1) distribution and has a critical value of 3.84 at the 5 per cent level of 
significance. An asterisk denotes rejection of the null hypothesis.  
 
The ARMSE results demonstrate that using a weighted average approach to generating a 
proxy measure of inflationary expectations makes little or no difference to the inability of the 
model forecasts to outperform the random walk in terms of both magnitude and direction. 
The random walk cannot be outperformed when forecasting accuracy is measured by both 
direction and magnitude, because the random walk forecasts as so superior in terms of the 
magnitude of error.  
 
Table 9.17 ARMSE - Weighted Average Inflationary Expectations 
Exchange rate Random Walk Dornbusch-Frankel Hooper-Morton 
CAD/AUD 0.03 0.05 0.05 
GBP/AUD 0.03 0.06 0.07 
CAD/GBP 0.03 0.05 0.05 
CAD/USD 0.03 0.10 0.10 
GBP/USD 0.03 0.08 0.08 
GBP/JPY 0.04 0.09 0.09 
 
The random walk generates equivalent profitability to the model forecasts. Hypothesis testing 
proves that there is no difference in mean returns or the proportion of positive returns 
generated by the model and random walk, as is the case with the benchmark forecasts 
presented in Chapter 3 (Tables 9.18 and 9.19). In terms of risk-adjusted returns, the random 
walk is outperformed in approximately half of the cases (Table 9.20). Specifically, the model 
outperforms the naïve model in terms of the Sharpe ratio for CAD/AUD, CAD/GBP and 
GBP/JPY.  These are the same exchange rates for which the model produces the highest 
direction accuracy results. As direction accuracy is closely related to profitability, it is not 
surprising that these are the exchange rates for which the model outperforms the random walk 
in terms of risk-adjusted returns.  
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Table 9.18 Mean Returns and Hypothesis Testing - Weighted Average Inflationary Expectations 
Exchange rate Random Walk Dornbusch-Frankel Hooper-Morton 
CAD/AUD 6.14 8.53 
(0.54) 
7.62 
(0.33) 
GBP/AUD 7.97 1.00 
(-1.46) 
1.15 
(-1.43) 
CAD/GBP -1.57 2.64 
(0.91) 
6.29 
(1.70) 
CAD/USD 0.94 -2.50 
(-0.77) 
-2.99 
(-0.88) 
GBP/USD 0.94 -2.02 
(-0.71) 
-4.32 
(-1.26) 
GBP/JPY -0.77 5.23 
(1.06) 
-0.63 
(0.02) 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The values in 
parentheses are the calculated t-statistics for the null hypothesis H0: 	 = 		. An asterisk denotes rejection 
of the null hypothesis.  
 
Table 9.19 Proportion of Positive Returns and Hypothesis Testing - Weighted Average Inflationary 
Expectations 
Exchange rate Random Walk Dornbusch-Frankel Hooper-Morton 
CAD/AUD 0.59 0.65 
(-0.94) 
0.59 
(0.00) 
GBP/AUD 0.64 0.49* 
(2.36) 
0.49* 
(2.36) 
CAD/GBP 0.47 0.51 
(-0.65) 
0.55 
(-1.17) 
CAD/USD 0.55 0.43 
(1.95) 
0.45 
(1.69) 
GBP/USD 0.57 0.50 
(1.17) 
0.45 
(1.82) 
GBP/JPY 0.60 0.59 
(0.13) 
0.50 
(1.44) 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The values in 
parentheses are the calculated t-statistics for the null hypothesis H0: ,	 = 	,	. An asterisk denotes 
rejection of the null hypothesis.  
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Table 9.20 Sharpe Ratio - Weighted Average Inflationary Expectations  
Exchange rate Random Walk Dornbusch-Frankel Hooper-Morton 
CAD/AUD 0.18 0.25 0.22 
GBP/AUD 0.22 0.03 0.03 
CAD/GBP -0.04 0.07 0.18 
CAD/USD 0.03 -0.07 -0.09 
GBP/USD 0.03 -0.06 -0.13 
GBP/JPY -0.02 0.12 -0.01 
 
The Fair-Shiller test results (which are only conclusive for CAD/GBP) reveal that the model 
forecasts are more informative for making one month ahead predictions over and above the 
random walk forecasts. In this sense, the model estimated with a weighted average approach 
to construct a proxy measure of inflationary expectations outperforms the random walk.   
 
The prediction-realisation diagrams (Figures 9.7 and 9.8) reflect the direction accuracy and 
RMSE results presented above. Points are distributed almost evenly across the four 
quadrants, reflecting direction accuracy of around 50 per cent for model forecasts for all 
exchange rates. While some points fall close to the 45 degree line, the deviation of most 
points from this line reflects the magnitude of error of the model forecasts from the actual.  
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Table 9.21 Fair-Shiller Test - Weighted Average Inflationary Expectations 
Exchange rate Dornbusch-Frankel Hooper-Morton 
CAD/AUD 
RW 
 
Model 
 
0.68 
(1.14) 
0.05 
(1.01) 
 
0.81 
(1.46) 
0.04 
(0.85) 
GBP/AUD  
RW 
 
Model 
 
-0.21 
(-0.46) 
0.01 
(0.22) 
 
-0.14 
(-0.29) 
-0.00 
(-0.04) 
CAD/GBP  
RW 
 
Model 
 
-0.98 
(-1.68) 
0.18* 
(3.00) 
 
-0.34 
(-0.69) 
0.15* 
(2.75) 
CAD/USD  
RW 
 
Model 
 
-4.84 
(-1.24) 
0.02 
(0.63) 
 
-4.65 
(-1.22) 
-0.02 
(-0.85) 
GBP/USD  
RW 
 
Model 
 
0.82 
(1.47) 
-0.03 
(-1.03) 
 
0.68 
(1.31) 
-0.03 
(-0.79) 
GBP/JPY  
RW 
 
Model 
 
-0.63 
(-0.50) 
0.04 
(1.43) 
 
-0.31 
(-0.20) 
0.00 
(0.03) 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The values in 
parentheses are the calculated t-statistics. An asterisk denotes statistical significance.  
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Figure 9.7 Prediction-Realisation Diagrams - Dornbusch-Frankel - Weighted Average Inflationary 
Expectations 
 
 
 
 
 
 
 
Figure 9.8 Prediction-Realisation Diagrams - Hooper-Morton - Weighted Average Inflationary 
Expectations 
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In terms of the proximity to a perfect forecast, the forecasts generated by the model estimated 
with a weighted average of the actual inflation rate as a proxy measure for inflationary 
expectations outperforms the random walk. Interestingly, the model forecasts improve 
according to this measure in the majority of cases compared to the benchmark forecasts 
presented in Chapter 3. However, neither the model nor random walk produce a perfect 
forecast as determined by the Wald test for joint coefficient restriction.  
 
Table 9.22 Comparison to Perfect Forecast - Weighted Average Inflationary Expectations 
Exchange rate Random Walk Dornbusch-Frankel Hooper-Morton 
CAD/AUD 8522.10* 14.81* 41.07* 
GBP/AUD 1793.40* 78.46* 62.54* 
CAD/GBP 1401.10* 86.88* 73.30* 
CAD/USD 62698.00* 169.67* 85.35* 
GBP/USD 2900.90* 34.94* 58.27* 
GBP/JPY 11550.50* 45.37* 9.47* 
Notes: The test statistic follows a 	
(2) distribution and has a critical value of 5.99 at the 5 per cent level of 
significance. An asterisk denotes rejection of the null hypothesis.   
 
9.4.3 Moving Average Inflationary Expectations 
 
The non-nested model selection test results presented in Table 9.23 are conclusive in 3 cases 
(both models for CAD/USD, and the Dornbusch-Frankel model forecasts for GBP/JPY). In 
all 3 cases, the model estimated with the benchmark proxy measure for inflationary 
expectations is rejected in favour of the model estimated with a moving average inflation rate 
as a proxy measure for inflationary expectations. This suggests that model forecasts 
generated using this approach are superior to the benchmark forecasts. The question thus 
arises as to whether or not the improvement in this model specification is sufficient to 
outperform the random walk in terms of the magnitude of error.  
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Table 9.23 Non-nested Model Selection Test - Moving Average Inflationary Expectations 
Exchange rate 
Dornbusch-Frankel Hooper-Morton 
M1 vs. M2 M2 vs. M1 M1 vs. M2 M2 vs. M1 
CAD/AUD 
N 
NT 
W 
J 
JA 
EN ~ F(1,318) 
 
-1.01 
-0.78 
-0.77 
0.88 
0.88 
0.87 
 
-1.01 
-0.78 
-0.77 
0.88 
0.88 
0.78 
 
-0.99 
-0.66 
-0.65 
0.83 
0.83 
0.69 
 
-0.61 
-0.35 
-0.35 
0.55 
0.55 
0.30 
GBP/AUD 
N 
NT 
W 
J 
JA 
EN ~ F(1,318) 
 
-3.70 
-3.66 
-3.39 
3.32 
3.32 
11.05* 
 
-8.27* 
-8.18* 
-6.99* 
6.89* 
6.89* 
47.43* 
 
-3.37 
-3.31 
-3.10 
3.03 
3.03 
9.18* 
 
-8.43* 
-8.31* 
-7.11* 
6.96* 
6.96* 
48.43* 
CAD/GBP 
N 
NT 
W 
J 
JA 
EN ~ F(1,318) 
 
-3.92 
-3.86 
-3.60 
3.49 
3.49 
12.19* 
 
-5.73 
-5.65 
-5.12 
4.94 
4.94 
24.39* 
 
-2.23 
-2.18 
-2.10 
2.05 
2.05 
1.49 
 
-6.39* 
-6.26* 
-5.70 
5.31 
5.31 
28.19* 
CAD/USD  
N 
NT 
W 
J 
JA 
EN ~ F(1,318) 
 
-1.02 
-0.94 
-0.93 
0.94 
0.94 
0.89 
 
-6.39* 
-6.12* 
-5.80 
4.52 
4.52 
20.48* 
 
-0.92 
-0.83 
-0.82 
0.85 
0.85 
0.72 
 
-6.73* 
-6.39* 
-6.06* 
4.58 
4.58 
20.96* 
GBP/USD 
N 
NT 
W 
J 
JA 
EN ~ F(1,318) 
 
-0.28 
-0.18 
-0.18 
0.27 
0.27 
0.08 
 
-1.09 
-0.93 
-0.93 
1.00 
1.00 
0.99 
 
0.48 
0.53 
0.53 
-0.53 
-0.53 
0.28 
 
-1.49 
-0.87 
-0.86 
1.15 
1.15 
1.32 
GBP/JPY 
N 
NT 
W 
J 
JA 
EN ~ F(1,318) 
 
-0.82 
-0.73 
-0.72 
0.76 
0.76 
0.59 
 
-3.00 
-2.83 
-2.77 
2.49 
2.49 
6.21* 
 
-2.21 
-2.09 
-2.05 
1.93 
1.93 
3.74 
 
-2.61 
-2.48 
-2.42 
2.24 
2.24 
5.03 
Notes: M1 is the model estimated using the benchmark proxy for inflationary expectations, and M2 uses the 
moving average inflation rate as the proxy measure for inflationary expectations. The N, NT, W, J and JA test 
statistics follow a t-distribution and have a critical value of 1.96 at the 5 per cent level of significance.  The EN 
test statistic follows an F distribution with (1,318) degrees of freedom, and has a critical value of 3.87 at the 5 
per cent level of significance. An asterisk denotes rejection of the null hypothesis. 
 
 
The time plots for model forecasts generated using a moving average of the actual inflation 
rate as a proxy measure for inflationary expectations are presented in Figure 9.9 and 9.10. In 
terms of the magnitude of error, the model forecasts appear to perform best for the GBP/AUD 
exchange rate. However, the time plots clearly show that the model forecasts have greater 
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magnitude of error compared to the random walk forecasts. Overall, the model forecasts are 
superior in terms of direction accuracy, as evinced by the correct prediction of turning points 
in the time series on many occasions. The Hooper-Morton model forecasts appear relatively 
superior to other model specifications, particularly for CAD/AUD.  
 
Figure 9.9 Time plots - Dornbusch-Frankel - Moving Average Inflationary Expectations 
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Figure 9.10 Time plots - Hooper-Morton - Moving Average Inflationary Expectations 
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The forecasting performance of the model and random walk as measured by the RMSE is 
presented in Table 9.24.56 Despite that model forecasts using the moving average inflation 
rate as a proxy measure for inflationary expectations are superior to the benchmark model 
forecasts, the random walk still outperforms the model in terms of the magnitude of error. 
Likewise, the Diebold-Mariano test finds the random walk to be superior in terms of the 
magnitude of error, as measured by the loss function (Table 9.25).  
 
Model forecasts outperform the random walk in terms of direction accuracy (Table 9.26). 
Hypothesis testing confirms that the model produces a numerically higher and statistically 
different direction accuracy compared to the random walk in all cases. For CAD/USD, using 
a moving average inflation rate to proxy inflationary expectations reduces direction accuracy 
to less than 50 per cent. Model forecasts perform best for CAD/AUD, where direction 
accuracy is in excess of 50 per cent. Despite these results, there is no predictable relationship 
between the actual change and that predicted by the model, according to the P-T test (Table 
9.27).  
 
Table 9.24  RMSE and AGS Test - Moving Average Inflationary Expectations 
Exchange rate Random Walk Dornbusch-Frankel Hooper-Morton 
CAD/AUD 0.03 0.07* 
(124.45) 
0.08* 
(167.01) 
GBP/AUD 0.03 0.09* 
(248.48) 
0.11* 
(328.71) 
CAD/GBP 0.03 0.07* 
(195.61) 
0.07* 
(160.25) 
CAD/USD 0.03 0.14* 
(751.78) 
0.13* 
(687.39) 
GBP/USD 0.03 0.11* 
(458.60) 
0.10* 
(435.01) 
GBP/JPY 0.04 0.15* 
(448.55) 
0.14* 
(427.91) 
Notes: The test statistic follows a 	
(2) distribution and has a critical value of 5.99 at the 5 per cent level of 
significance.  Test statistics are in parentheses. An asterisk denotes rejection of the null hypothesis.  
 
 
 
                                               
 
56
 The estimated coefficients of equation [2.29] and the associated t-test statistics are presented in the Appendix 
to Chapter 9.  
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Table 9.25 Diebold-Mariano Test - Moving Average Inflationary Expectations  
Exchange rate Dornbusch-Frankel Hooper-Morton 
CAD/AUD 4.47* 6.62* 
GBP/AUD 3.20* 3.14* 
CAD/GBP 5.34* 4.29* 
CAD/USD 6.82* 6.44* 
GBP/USD 6.01* 7.11* 
GBP/JPY 6.14* 5.45* 
Notes: The Diebold-Mariano test statistic follows a t-distribution and has a critical value of 1.96 at the 5 per cent 
level of significance. An asterisk denotes rejection of the null hypothesis.  
 
Table 9.26 Direction Accuracy and Hypothesis Testing - Moving Average Inflationary Expectations 
Exchange rate Dornbusch-Frankel Hooper-Morton 
CAD/AUD  
H0: DA = 0.00 
H0: DA = 0.50 
0.61 
(13.80)* 
(2.55)* 
0.60 
(13.32)* 
(2.16)* 
GBP/AUD  
H0: DA = 0.00 
H0: DA = 0.50 
0.45 
(9.82)* 
(-1.20) 
0.51 
(11.23)* 
(0.28) 
CAD/GBP  
H0: DA = 0.00 
H0: DA = 0.50 
0.50 
(11.05)* 
(0.09) 
0.51 
(11.23)* 
(0.28) 
CAD/USD  
H0: DA = 0.00 
H0: DA = 0.50 
0.39 
(8.85)* 
(-2.35)* 
0.37 
(8.39)* 
(-2.96)* 
GBP/USD  
H0: DA = 0.00 
H0: DA = 0.50 
0.46 
(10.16)* 
(-0.83) 
0.45 
(9.82)* 
(-1.20) 
GBP/JPY  
H0: DA = 0.00 
H0: DA = 0.50 
0.58 
(12.87)* 
(1.77) 
0.56 
(12.43)* 
(1.39) 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The values in 
parentheses are the calculated t-statistics for the null hypothesis of H0: 	 = 	0.00 and H0: 	 = 	0.50, 
respectively. An asterisk denotes rejection of the null hypothesis.  
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Table 9.27  P-T Test - Moving Average Inflationary Expectations 
Exchange rate Dornbusch-Frankel Hooper-Morton 
CAD/AUD 2.74 2.36 
GBP/AUD 1.37 2.54 
CAD/GBP 1.70 1.57 
CAD/USD -1.08 -1.07 
GBP/USD 0.66 -0.03 
GBP/JPY 1.07 0.57 
Notes: The P-T test statistic follows a 	
(1) distribution and has a critical value of 3.84 at the 5 per cent level of 
significance. An asterisk denotes rejection of the null hypothesis.  
 
The random walk forecasts are so superior in terms of the magnitude of error that, despite the 
superiority of the model forecasts in terms of direction accuracy, the random walk 
outperforms the model in terms of the ARMSE (Table 9.28). Thus, when forecasting 
accuracy is measured by direction and magnitude jointly, the forecasts of the random walk 
outperform the model.  
 
Table 9.28 ARMSE - Moving Average Inflationary Expectations 
Exchange rate Random Walk Dornbusch-Frankel Hooper-Morton 
CAD/AUD 0.03 0.04 0.05 
GBP/AUD 0.03 0.07 0.07 
CAD/GBP 0.03 0.05 0.05 
CAD/USD 0.03 0.11 0.10 
GBP/USD 0.03 0.08 0.08 
GBP/JPY 0.04 0.09 0.09 
 
When forecasting accuracy is measured by profitability (mean returns and proportion of 
positive returns), the model and random walk are the same. However, results are mixed in 
regards to risk-adjusted returns (Table 9.31). The model consistently outperforms the random 
walk as measured by risk-adjusted returns for CAD/AUD. This is not surprising as the model 
forecasts produce direction accuracy in excess of 50 per cent for this exchange rate, and 
profitability is closely related to direction accuracy. Direction accuracy for CAD/USD model 
forecasts fell to less than 50 per cent (but more than zero) when a moving average inflation 
rate is used as the proxy measure for inflationary expectations. The negative risk-adjusted 
returns further demonstrate that profitability is closely related to direction accuracy.  
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Table 9.29 Mean Returns and Hypothesis Testing - Moving Average Inflationary Expectations 
Exchange rate Random Walk Dornbusch-Frankel Hooper-Morton 
CAD/AUD 6.14 10.30 
(0.95) 
7.62 
(0.33) 
GBP/AUD 7.97 0.82 
(-1.49) 
1.39 
(-1.38) 
CAD/GBP -1.57 0.40 
(0.42) 
0.98 
(0.55) 
CAD/USD 0.94 -5.53 
(-1.45) 
-4.30 
(-1.17) 
GBP/USD 0.94 -2.11 
(-0.73) 
-4.17 
(-1.22) 
GBP/JPY -0.77 4.64 
(0.95) 
0.47 
(0.22) 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The values in 
parentheses are the calculated t-statistics for the null hypothesis H0: 	 = 		. An asterisk denotes rejection 
of the null hypothesis.  
 
Table 9.30 Proportion of Positive Returns and Hypothesis Testing - Moving Average Inflationary 
Expectations 
Exchange rate Random Walk Dornbusch-Frankel Hooper-Morton 
CAD/AUD 0.59 0.66 
(-1.07) 
0.59 
(0.00) 
GBP/AUD 0.64 0.47* 
(2.62) 
0.45* 
(2.88) 
CAD/GBP 0.47 0.49 
(-0.26) 
0.46 
(0.13) 
CAD/USD 0.55 0.42* 
(2.08) 
0.42* 
(2.08) 
GBP/USD 0.57 0.49 
(1.30) 
0.46 
(1.69) 
GBP/JPY 0.60 0.60 
(0.00) 
0.51 
(1.31) 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The values in 
parentheses are the calculated t-statistics for the null hypothesis H0: ,	 = 	,	. An asterisk denotes 
rejection of the null hypothesis.  
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Table 9.31 Sharpe Ratio - Moving Average Inflationary Expectations 
Exchange rate Random Walk Dornbusch-Frankel Hooper-Morton 
CAD/AUD 0.18 0.31 0.22 
GBP/AUD 0.22 0.02 0.04 
CAD/GBP -0.04 0.01 0.03 
CAD/USD 0.03 -0.16 -0.12 
GBP/USD 0.03 -0.07 -0.13 
GBP/JPY -0.02 0.11 0.01 
 
The results of the Fair-Shiller test are presented in Table 9.32. The results are qualitatively 
the same as those when a random walk or weighted average inflation rate are used as a proxy 
measure for inflationary expectations. The model is superior in terms of the information 
contained in the forecast that is useful for generating one month ahead forecasts in the case of 
CAD/GBP.  
 
The model outperforms the random walk when forecasting accuracy is measured by 
proximity to the perfect forecast. Therefore, when using the moving average inflation rate as 
a proxy measure for inflationary expectations, the model can outperform the random walk if 
forecasting accuracy is assessed by proximity to the perfect forecast. Compared to the 
benchmark results, the proximity of the model forecasts to a perfect forecast slightly 
improves in all instances for the CAD/AUD, CAD/USD, GBP/USD and GBP/JPY exchange 
rates.  
 
The prediction-realisation diagrams (Figures 9.11 and 9.12) are qualitatively the same as 
those for the benchmark model forecasts. Although the model forecasts exhibit magnitude of 
error, as evinced by deviation of the points from the 45 degree line, a correct prediction of the 
direction of the actual change in the exchange rate is also evident for around half of the 
predictions (as points fall approximately equally across all four quadrants). Model forecasts 
for GBP/AUD are the exception where the majority of points fall in quadrant four, indicating 
the model commonly predicts the direction of change incorrectly.  
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Table 9.32 Fair-Shiller Test - Moving Average Inflationary Expectations 
Exchange rate Dornbusch-Frankel Hooper-Morton 
CAD/AUD 
RW 
 
Model 
 
0.65 
(1.08) 
0.06 
(1.11) 
 
0.83 
(1.49) 
0.04 
(0.79) 
GBP/AUD 
RW 
 
Model 
 
-0.28 
(-0.62) 
0.02 
(0.52) 
 
-0.27 
(-0.55) 
0.02 
(0.40) 
CAD/GBP  
RW 
 
Model 
 
-0.80 
(-1.46) 
0.19* 
(2.98) 
 
-0.27 
(-0.66) 
0.15* 
(2.69) 
CAD/USD  
RW 
 
Model 
 
-4.52 
(1.17) 
0.01 
(0.34) 
 
-4.79 
(-1.25) 
-0.03 
(-0.99) 
GBP/USD  
RW 
 
Model 
 
0.87 
(1.58) 
-0.04 
(-1.24) 
 
0.68 
(1.33) 
-0.03 
(-0.84) 
GBP/JPY  
RW 
 
Model 
 
-0.61 
(-0.48) 
0.04 
(1.53) 
 
-0.41 
(-0.28) 
0.01 
(0.18) 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The values in 
parentheses are the calculated t-statistics. An asterisk denotes rejection of the null hypothesis.  
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Table 9.33 Comparison to Perfect Forecast - Moving Average Inflationary Expectations 
Exchange rate Random Walk Dornbusch-Frankel Hooper-Morton 
CAD/AUD 8522.10* 14.14* 41.60* 
GBP/AUD 1793.40* 89.35* 80.42* 
CAD/GBP 1401.10* 139.41* 106.48* 
CAD/USD 62698.00* 149.89* 88.47* 
GBP/USD 2900.90* 28.56* 41.19* 
GBP/JPY 11550.50* 48.22* 7.84* 
Notes: The test statistic follows a 	
(2) distribution and has a critical value of 5.99 at the 5 per cent level of 
significance. An asterisk denotes rejection of the null hypothesis.  
 
Figure 9.11 Prediction-Realisation Diagrams - Dornbusch-Frankel- Weighted Average Inflationary 
Expectations 
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Figure 9.12 Prediction-Realisation Diagrams - Hooper-Morton - Weighted Average Inflationary 
Expectations 
  
  
  
 
9.4.4 GDL Inflationary Expectations 
 
Overall, the non-nested model selection test rejects the benchmark model in favour of 
exchange rate models estimated using a GDL process as the proxy measure for inflationary 
expectations. The one exception is the Hooper-Morton model forecasts for the GBP/JPY 
exchange rate.  
 
The time plots of the model forecasts generated with a GDL process as a proxy measure for 
inflationary expectations are presented in Figures 9.13 and 9.14. The model performs best for 
GBP/AUD, where the model, random walk and actual exchange rate are almost 
indistinguishable until 2009, at which point the model exhibits a magnitude of error, as 
evinced by the deviation of the forecasts from the actual series. While the model forecasts 
exhibit magnitude of error in all cases, the time plots show that the model forecasts can 
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correctly predict some turning points in exchange rates (in particular, the Hooper-Morton 
model forecasts of the GBP/JPY exchange rate).  
 
Table 9.34 Non-nested Model Selection Test - GDL Inflationary Expectations 
Exchange rate 
Dornbusch-Frankel Hooper-Morton 
M1 vs. M2 M2 vs. M1 M1 vs. M2 M2 vs. M1 
CAD/AUD 
N 
NT 
W 
J 
JA 
EN ~ F(1,318) 
 
-0.79 
-0.60 
-0.60 
0.72 
0.72 
0.51 
 
-0.93 
-0.73 
-0.72 
0.83 
0.83 
0.69 
 
-0.73 
-0.46 
-0.46 
0.64 
0.64 
0.41 
 
-0.62 
-0.37 
-0.37 
0.55 
0.55 
0.31 
GBP/AUD 
N 
NT 
W 
J 
JA 
EN ~ F(1,318) 
 
-3.39 
-3.35 
-3.13 
3.08 
3.08 
9.51* 
 
-7.00* 
-6.92* 
-6.08* 
6.01* 
6.01* 
36.18* 
 
-3.07 
-3.01 
-2.84 
2.79 
2.79 
7.81* 
 
-7.16 
-7.05 
-6.19 
6.10 
3.10 
37.24* 
CAD/GBP 
N 
NT 
W 
J 
JA 
EN ~ F(1,318) 
 
-3.54 
-3.49 
-3.29 
3.21 
3.21 
10.32* 
 
-4.60 
-4.54 
-4.21 
4.10 
4.10 
16.85* 
 
-1.97 
-1.92 
1.86 
1.83 
1.83 
3.35 
 
-5.26 
-5.16 
-4.79 
4.56 
4.56 
20.83* 
CAD/USD 
N 
NT 
W 
J 
JA 
EN ~ F(1,318) 
 
-1.12 
-1.04 
-1.03 
1.04 
1.04 
1.08 
 
-4.98 
-4.79 
-4.58 
3.88 
3.88 
15.05* 
 
-1.05 
-0.97 
-0.96 
0.98 
0.98 
0.95 
 
-5.20 
-4.97 
-4.75 
3.94 
3.94 
15.51* 
GBP/USD  
N 
NT 
W 
J 
JA 
EN ~ F(1,318) 
 
-0.52 
-0.41 
-0.41 
0.49 
0.49 
0.24 
 
-0.70 
-0.59 
-0.58 
0.66 
0.66 
0.44 
 
0.18 
0.27 
0.27 
-0.19 
-0.19 
0.03 
 
-0.90 
-0.55 
-0.55 
0.78 
0.78 
0.61 
GBP/JPY 
N 
NT 
W 
J 
JA 
EN ~ F(1,318) 
 
-1.08 
-1.00 
-1.00 
1.00 
1.00 
1.01 
 
-2.17 
-2.04 
-2.01 
1.91 
1.91 
3.66 
 
-2.34 
-2.24 
-2.20 
2.08 
2.08 
4.32* 
 
-1.78 
-1.69 
-1.67 
1.62 
1.62 
2.62 
Notes: M1 is the model estimated using the benchmark proxy for inflationary expectations, and M2 uses the 
GDL process as the proxy measure for inflationary expectations. The N, NT, W, J and JA test statistics follow a 
t-distribution and have a critical value of 1.96 at the 5 per cent level of significance.  The EN test statistic 
follows an F distribution with (1,318) degrees of freedom, and has a critical value of 3.87 at the 5 per cent level 
of significance. An asterisk denotes rejection of the null hypothesis. 
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Figure 9.13 Time Plots - Dornbusch-Frankel - GDL Inflationary Expectations 
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Figure 9.14 Time Plots - Hooper-Morton- GDL Inflationary Expectations 
  
  
  
 
Despite the non-nested model selection test finding preference for exchange rate models 
estimated with a GDL process as a proxy measure for inflationary expectations, the random 
walk outperforms all model forecasts in terms of the magnitude of error (Table 9.34). The 
random walk produces a numerically smaller and statistically different RMSE in every 
instance.57 The Diebold-Mariano test also finds the random walk superior in terms of the 
magnitude of error (Table 9.35). The random walk produces a numerically smaller and 
statistically different MSE compared to the model forecasts.  
  
                                               
 
57
 The estimated coefficients of equation [2.29] and the associated t-test statistics are presented in the Appendix 
to Chapter 9.  
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Table 9.35 RMSE and AGS Test - GDL Inflationary Expectations 
Exchange rate Random Walk Dornbusch-Frankel Hooper-Morton 
CAD/AUD 0.03 0.07* 
(126.08) 
0.08* 
(169.28) 
GBP/AUD 0.03 0.10* 
(280.24) 
0.10* 
(316.02) 
CAD/GBP 0.03 0.07* 
(186.58) 
0.07* 
(151.78) 
CAD/USD 0.03 0.14* 
(740.35) 
0.13* 
(677.79) 
GBP/USD 0.03 0.11* 
(462.45) 
0.10* 
(445.02) 
GBP/JPY 0.04 0.14* 
(440.03) 
0.14* 
(415.94) 
Notes: The test statistic follows a 	
(2) distribution and has a critical value of 5.99 at the 5 per cent level of 
significance.  Test statistics are in parentheses. An asterisk denotes rejection of the null hypothesis.  
 
Table 9.36 Diebold-Mariano Test - GDL Inflationary Expectations 
Exchange rate Dornbusch-Frankel Hooper-Morton 
CAD/AUD 4.45* 6.57* 
GBP/AUD 3.17* 3.20* 
CAD/GBP 5.22* 4.30* 
CAD/USD 6.75* 6.43* 
GBP/USD 6.13* 7.21* 
GBP/JPY 6.08* 5.48* 
Notes: The Diebold-Mariano test statistic follows a t-distribution and has a critical value of 1.96 at the 5 per cent 
level of significance. An asterisk denotes rejection of the null hypothesis.  
 
When forecasting accuracy is measured by direction accuracy, the model forecasts 
outperform the random walk, achieving direction accuracy greater than zero. Furthermore, for 
the CAD/AUD exchange rate, the direction accuracy of the model forecasts exceeds 50 per 
cent. Model forecasts for the CAD/USD exchange rate perform least well, achieving direction 
accuracy greater than zero, but less than 50 per cent.  
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Table 9.37 Direction Accuracy and Hypothesis Testing - GDL Inflationary Expectations 
Exchange rate Dornbusch-Frankel Hooper-Morton 
CAD/AUD  
H0: DA = 0.00 
H0: DA = 0.50 
0.61 
(13.80)* 
(2.55)* 
0.60 
(13.32)* 
(2.16)* 
GBP/AUD  
H0: DA = 0.00 
H0: DA = 0.50 
0.51 
(11.23)* 
(0.28) 
0.52 
(11.42)* 
(0.46) 
CAD/GBP  
H0: DA = 0.00 
H0: DA = 0.50 
0.51 
(11.23)* 
(0.28) 
0.50 
(11.05)* 
(0.09) 
CAD/USD  
H0: DA = 0.00 
H0: DA = 0.50 
0.39 
(8.85)* 
(-2.35)* 
0.36 
(8.24)* 
(-3.16)* 
GBP/USD  
H0: DA = 0.00 
H0: DA = 0.50 
0.46 
(10.16)* 
(-0.83) 
0.45 
(9.82)* 
(-1.20) 
GBP/JPY  
H0: DA = 0.00 
H0: DA = 0.50 
0.58 
(12.87)* 
(1.77) 
0.56 
(12.43)* 
(1.39) 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The values in 
parentheses are the calculated t-statistics for the null hypothesis of H0: 	 = 	0.00 and H0: 	 = 	0.50, 
respectively. An asterisk denotes rejection of the null hypothesis.  
 
Overall, the null hypothesis of an independent relationship between the actual change and the 
change predicted by the model cannot be rejected (Table 9.37). However, model forecasts for 
the GBP/AUD perform best in terms of the P-T test as the null hypothesis of independence in 
the models predicted change and the actual change is rejected.  
 
Table 9.38 P-T Test - GDL Inflationary Expectations 
Exchange rate Dornbusch-Frankel Hooper-Morton 
CAD/AUD 1.65 1.60 
GBP/AUD 2.33 2.25 
CAD/GBP 1.55 1.28 
CAD/USD -1.08 -1.24 
GBP/USD 0.50 0.23 
GBP/JPY 1.31 0.95 
Notes: The P-T test statistic follows a 	
(1) distribution and has a critical value of 3.84 at the 5 per cent level of 
significance. An asterisk denotes rejection of the null hypothesis. An asterisk denotes rejection of the null 
hypothesis.  
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Despite the superiority of the model forecasts in terms of direction accuracy, the random 
walk forecasts are so much more superior in terms of the magnitude of error. As a result, 
when forecasting accuracy is measured by the ARMSE, the random walk outperforms all 
model forecasts when a GDL process is used to generate a proxy measure for inflationary 
expectations.  
 
Table 9.39 ARMSE - GDL Inflationary Expectations 
Exchange rate Random Walk Dornbusch-Frankel Hooper-Morton 
CAD/AUD 0.03 0.05 0.05 
GBP/AUD 0.03 0.07 0.07 
CAD/GBP 0.03 0.05 0.05 
CAD/USD 0.03 0.11 0.10 
GBP/USD 0.03 0.08 0.08 
GBP/JPY 0.04 0.09 0.09 
 
The use of a GDL process as a proxy measure for inflationary expectations did not 
qualitatively change the relative performance of the model forecasts when forecasting 
accuracy is measured by profitability (Tables 9.39 and 9.40). Although the model does 
produce a numerically higher mean return in several instances, it is not statistically different 
to that of the random walk according to hypothesis testing. In most cases the model and naïve 
model forecasts also generate an equivalent proportion of positive returns. However, the 
random walk does outperform the model in the case of the GBP/AUD and CAD/USD for 
both models (that is, the random walk produces a higher and statistically different proportion 
of positive returns). In contrast, for three of the exchange rates (CAD/AUD, CAD/GBP and 
GBP/JPY), the model outperforms the random walk in terms of risk-adjusted returns (Table 
9.41).  
 
The results of the Fair-Shiller test are presented in Table 9.42. The results for the model 
forecasts generated with a GDL process as a proxy measure for inflationary expectations are 
consistent with those presented throughout this chapter. For CAD/GBP (the case where 
conclusive results are found), the model outperforms the random walk. That is, the model 
forecasts generated using a GDL process as a proxy measure for inflationary expectations 
provide more useful information for predicting the actual exchange rate one month ahead 
than the random walk forecasts.  
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Table 9.40 Mean Returns and Hypothesis Testing - GDL Inflationary Expectations 
Exchange rate Random Walk Dornbusch-Frankel Hooper-Morton 
CAD/AUD 6.14 10.30 
(0.95) 
7.62 
(0.33) 
GBP/AUD 7.97 3.99 
(-0.83) 
1.37 
(-1.38) 
CAD/GBP -1.57 1.01 
(0.55) 
0.66 
(0.48) 
CAD/USD 0.94 -5.53 
(-1.45) 
-4.73 
(-1.27) 
GBP/USD 0.94 -2.11 
(-0.73) 
-4.17 
(-1.22) 
GBP/JPY -0.77 6.11 
(1.21) 
-0.16 
(0.11) 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The values in 
parentheses are the calculated t-statistics for the null hypothesis H0: 	 = 		. An asterisk denotes rejection 
of the null hypothesis. 
 
Table 9.41 Proportion of Positive Returns and Hypothesis Testing - GDL Inflationary Expectations 
Exchange rate Random Walk Dornbusch-Frankel Hooper-Morton 
CAD/AUD 0.59 0.66 
(-1.07) 
0.59 
(0.00) 
GBP/AUD 0.64 0.11* 
(2.23) 
0.47* 
(2.62) 
CAD/GBP 0.47 0.49 
(-0.26) 
0.45 
(0.26) 
CAD/USD 0.55 0.42* 
(2.08) 
0.41* 
(2.21) 
GBP/USD 0.57 0.49 
(1.30) 
0.46 
(1.69) 
GBP/JPY 0.60 0.61 
(-0.13) 
0.50 
(1.44) 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The values in 
parentheses are the calculated t-statistics for the null hypothesis H0: ,	 = 	,	. An asterisk denotes 
rejection of the null hypothesis. 
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Table 9.42 Sharpe Ratio - GDL Inflationary Expectations 
Exchange rate Random Walk Dornbusch-Frankel Hooper-Morton 
CAD/AUD 0.18 0.31 0.22 
GBP/AUD 0.22 0.11 0.04 
CAD/GBP -0.04 0.03 0.02 
CAD/USD 0.03 -0.16 -0.14 
GBP/USD 0.03 -0.07 -0.13 
GBP/JPY -0.02 0.14 0.00 
 
The model forecasts consistently outperform those of the random walk in terms of proximity 
to a perfect forecast when the GDL methodology is used to generate a proxy measure for 
inflationary expectations (Table 9.43).  However, the models are unable to produce a perfect 
forecast as determined by the Wald test. The model forecasts presented here have closer 
proximity to a perfect forecast compared to the benchmark forecasts for the GBP/AUD, 
CAD/GBP, CAD/USD and GBP/JPY exchange rates. However, the degree of improvement is 
small.  
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Table 9.43 Fair-Shiller Test - GDL Inflationary Expectations 
Exchange rate Dornbusch-Frankel Hooper-Morton 
CAD/AUD 
RW 
 
Model 
 
0.71 
(1.19) 
0.05 
(0.94) 
 
0.82 
(1.47) 
0.04 
(0.81) 
GBP/AUD  
RW 
 
Model 
 
-0.16 
(-0.32) 
0.00 
(0.01) 
 
-0.22 
(-0.43) 
0.01 
(0.18) 
CAD/GBP  
RW 
 
Model 
 
-0.76 
(-1.35) 
0.17* 
(2.64) 
 
-0.25 
(-0.51) 
0.13* 
(2.47) 
CAD/USD  
RW 
 
Model 
 
-4.50 
(-1.16) 
0.01 
(0.31) 
 
-4.81 
(-1.26) 
-0.03 
(-1.09) 
GBP/USD  
RW 
 
Model 
 
0.87 
(1.58) 
-0.04 
(-1.23) 
 
0.67 
(1.30) 
-0.02 
(-0.76) 
GBP/JPY  
RW 
 
Model 
 
-0.62 
(-0.49) 
0.04 
(1.60) 
 
-0.48 
(-0.33) 
0.01 
(0.26) 
Notes: The critical value of the t-test statistic at the 5 per cent level of significance is 1.96. The values in 
parentheses are the calculated t-statistics. An asterisk denotes statistical significance. 
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Table 9.44 Comparison to Perfect Forecast - GDL Inflationary Expectations 
Exchange rate Random Walk Dornbusch-Frankel Hooper-Morton 
CAD/AUD 8522.10* 14.50* 41.58* 
GBP/AUD 1793.40* 44.63* 77.94* 
CAD/GBP 1401.10* 129.99* 100.94* 
CAD/USD 62698.00* 151.21* 89.48* 
GBP/USD 2900.90* 30.03* 45.64* 
GBP/JPY 11550.50* 46.96* 7.69* 
Notes: The test statistic follows a 	
(2) distribution and has a critical value of 5.99 at the 5 per cent level of 
significance. An asterisk denotes rejection of the null hypothesis. 
 
 
The prediction-realisation diagrams (Figures 9.15 and 9.16) concur with the findings 
presented above. The model forecasts are characterised by direction accuracy as well as 
magnitude of error.  
 
Figure 9.15 Prediction-Realisation Diagrams - Dornbusch-Frankel- GDL Inflationary Expectations 
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Figure 9.16 Prediction-Realisation Diagrams - Hooper-Morton - GDL Inflationary Expectations 
 
 
  
 
 
 
9.5 Conclusion  
 
The results presented here demonstrate that regardless of how inflationary expectations are 
estimated, the random walk cannot be outperformed in terms of the magnitude of forecasting 
error. Using four different mechanisms to estimate inflationary expectations, the results in 
terms of the magnitude of error, direction accuracy and profitability do not qualitatively 
change regardless of the measure used to proxy inflationary expectations. The random walk 
cannot be outperformed when forecasting accuracy is solely assessed in terms of the 
magnitude of forecasting error. The model forecasts, however, are superior to the random 
walk in terms of proximity to a perfect forecast and the ability to predict turning points 
correctly (the model produces a higher and statistically different direction accuracy to the 
random walk).  
 
The results overturn the proposition that the failure to outperform the random walk in the 
traditional sense results from issues surrounding the modelling of inflationary expectations. 
Although the non-nested model selection tests sometimes reject the benchmark model in 
favour of a model using an alternative proxy measure for inflationary expectations, the 
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exchange rate models are still unable to outperform the random walk in terms of the RMSE. 
This demonstrates that model estimates are not as sensitive to measures of inflationary 
expectations, as has been suggested in the literature. Therefore, modelling of expectations as 
a possible explanation for the Meese-Rogoff puzzle is rejected. 
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Appendix to Chapter Nine 
 
Table 9.44  AGS Test - Estimated Coefficients and t-statistics - Random Walk Inflationary Expectations 
Model 
Exchange rate 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
Dornbusch-Frankel 
0α
 
1α  
 
0.02* 
(3.25) 
0.83* 
(10.74) 
 
0.05* 
(8.67) 
1.01* 
(12.74) 
 
0.04* 
(10.96) 
0.43* 
(7.72) 
 
0.09* 
(21.20) 
0.70* 
(16.13) 
 
0.04* 
(9.42) 
0.76* 
(19.47) 
 
0.07* 
(11.28) 
0.77* 
(16.78) 
Hooper-Morton 
0α
 
1α  
 
0.03* 
(6.63) 
0.85* 
(11.32) 
 
0.05* 
(9.26) 
1.02* 
(14.84) 
 
0.04* 
(9.32) 
0.41* 
(7.29) 
 
0.07* 
(16.28) 
0.73* 
(19.40) 
 
0.05* 
(12.22) 
0.73* 
(17.73) 
 
-0.00 
(-0.18) 
1.00* 
(19.71) 
Notes: The values in parentheses are the calculated t-statistics. The critical value of the t-test statistic at the 5 per 
cent level of significance is 1.96. An asterisk denotes statistical significance. 
 
 
Table 9.44  AGS Test - Estimated Coefficients and t-statistics - Weighted Average Inflationary 
Expectations 
Model 
Exchange rate 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
Dornbusch-Frankel 
0α
 
1α  
 
0.02* 
(3.17) 
0.82* 
(10.85) 
 
0.04* 
(8.01) 
1.00* 
(12.10) 
 
0.04* 
(9.64) 
0.44* 
(7.73) 
 
0.09* 
(20.98) 
0.69* 
(15.46) 
 
0.04* 
(9.77) 
0.76* 
(19.39) 
 
0.07* 
(11.60) 
0.77* 
(16.95) 
Hooper-Morton 
0α
 
1α  
 
0.03* 
(6.74) 
0.85* 
(11.28) 
 
0.05* 
(8.32) 
1.01* 
(14.27) 
 
0.03* 
(8.18) 
0.41* 
(7.20) 
 
0.07* 
(15.93) 
0.73* 
(18.93) 
 
0.05* 
(12.87) 
0.73* 
(17.70) 
 
-0.00 
(-0.34) 
1.01* 
(19.81) 
Notes: The values in parentheses are the calculated t-statistics. The critical value of the t-test statistic at the 5 per 
cent level of significance is 1.96. An asterisk denotes rejection of the null hypothesis. 
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Table 9.44  AGS Test - Estimated Coefficients and t-statistics - Moving Average Inflationary Expectations 
Model 
Exchange rate 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
Dornbusch-Frankel 
0α
 
1α  
 
0.02* 
(3.01) 
0.82* 
(10.74) 
 
0.05* 
(9.73) 
0.98* 
(12.40) 
 
0.05* 
(12.12) 
0.40* 
(6.98) 
 
0.09* 
(21.22) 
0.73* 
(17.37) 
 
0.04* 
(8.23) 
0.76* 
(19.77) 
 
0.07* 
(12.12) 
0.78* 
(17.36) 
Hooper-Morton 
0α
 
1α  
 
0.03* 
(6.62) 
0.84* 
(11.10) 
 
0.06* 
(10.74) 
0.99* 
(14.60) 
 
0.04* 
(10.49) 
0.40* 
(7.08) 
 
0.07* 
(16.97) 
0.74* 
(19.98) 
 
0.04* 
(10.35) 
0.73* 
(18.10) 
 
0.00 
(0.32) 
1.00* 
(20.68) 
Notes: The values in parentheses are the calculated t-statistics. The critical value of the t-test statistic at the 5 per 
cent level of significance is 1.96. An asterisk denotes rejection of the null hypothesis. 
 
 
Table 9.44  AGS Test - Estimated Coefficients and t-statistics - GDL Inflationary Expectations  
Model 
Exchange rate 
CAD/AUD GBP/AUD CAD/GBP CAD/USD GBP/USD GBP/JPY 
Dornbusch-Frankel 
0α
 
1α  
 
0.02* 
(3.06) 
0.82* 
(10.80) 
 
0.04* 
(7.04) 
1.01* 
(15.19) 
 
0.05* 
(11.67) 
0.40* 
(7.10) 
 
0.09* 
(21.22) 
0.72* 
(17.02) 
 
0.04* 
(8.56) 
0.76* 
(19.73) 
 
0.07* 
(11.95) 
0.78* 
(17.24) 
Hooper-Morton 
0α
 
1α  
 
0.03* 
(6.63) 
0.85* 
(11.19) 
 
0.06* 
(10.28) 
1.00* 
(14.50) 
 
0.04* 
(10.07) 
0.40* 
(7.10) 
 
0.07* 
(16.88) 
0.74* 
(19.82) 
 
0.05* 
(10.89) 
0.73* 
(18.07) 
 
0.00 
(0.29) 
1.00* 
(20.39) 
Notes: The values in parentheses are the calculated t-statistics. The critical value of the t-test statistic at the 5 per 
cent level of significance is 1.96. An asterisk denotes rejection of the null hypothesis. 
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CHAPTER TEN 
 
CONCLUSION 
 
10.1Recapitulation  
 
The results presented here unquestionably demonstrate that the naïve random walk model 
cannot be outperformed by exchange rate models, when forecasting accuracy is exclusively 
assessed by the statistical difference in the magnitude of error. Several possible reasons for 
the Meese and Rogoff (1983a) puzzle are addressed using various methodologies and model 
specifications. However, the hypothesis that the random walk cannot be outperformed in 
terms of the magnitude of forecasting error cannot be rejected. 
 
The results show that although the use of time-varying parameters improves the forecasting 
accuracy of exchange rate models (as suggested by Meese and Rogoff, 1983a), the 
improvement is insufficient to outperform the random walk in terms of the RMSE and similar 
metrics. Specifying exchange rate models as error correction models, or VAR, improves the 
model’s forecasting performance, to the extent that the random walk and model perform 
equally well in terms of the magnitude of error. Likewise, the proposition that model 
misspecification or sampling error may explain the puzzle is rejected.  
 
This study demonstrates that exchange rate models cannot legitimately (that is, without 
introducing an augmented random walk component) produce a numerically lower RMSE that 
is statistically different from that of the naïve random walk model. Considering the nature of 
exchange rate volatility, this result should not be considered a “puzzle”. Intuitively, the 
random walk should be superior in terms of the magnitude of error because of the nature of 
exchange rate movements. Period to period changes in exchange rates are generally small. 
The error of the random walk will always be small because it is, by definition, the period to 
period change in the exchange rate. Therefore, it will always be extremely difficult if not 
impossible to outperform the random walk in terms of the magnitude of error.  
 
The study has also exposed the fraudulent nature of claims to outperform the random walk in 
terms of the magnitude of error.  Any study making this claim is dismissed on either or both 
of the following grounds. First, the findings are based on a comparison of the numerical 
values of measures of forecasting accuracy, and no formal test is carried out to determine 
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whether or not the RMSE of the model is not only numerically smaller but also statistically 
different. Second, a random walk component is introduced into the model specification (for 
example, an error correction model or VAR). The introduction of a random walk component 
into the model dominates the power of the other explanatory variables. A study that compares 
an augmented random walk model with that of the conventional random walk specification 
cannot legitimately claim to outperform the random walk and thus overturn the Meese-
Rogoff results. 
 
Although the findings firmly establish that the naïve model is unbeatable in terms of the 
magnitude of forecasting error, this does not mean that the random walk produces a superior 
forecast. The Meese and Rogoff results have been simplified over the years to imply that the 
random walk cannot be outperformed by structural exchange rate models in out-of-sample 
forecasting. However, these findings must be qualified: the random walk cannot be 
outperformed in terms of the magnitude of forecasting error. The proposition that the random 
walk cannot be outperformed by exchange rate models is rejected when alternative measures 
of forecasting accuracy are used. The results demonstrate that exchange rate models can 
outperform the random walk in terms of direction accuracy, proximity to the perfect forecast, 
and measures that incorporate magnitude and direction. Therefore, the only rigorous 
explanation for the Meese-Rogoff puzzle is that forecasting accuracy is assessed by the 
magnitude of forecasting error alone.  
 
10.2 Theoretical Considerations 
 
The empirical results presented in this study, and elsewhere, show that exchange rate models 
cannot outperform the random walk, in terms of the RMSE. In this sense, the Meese-Rogoff 
results have not been overturned. The question arises as to how this result can be reconciled 
with the superiority of exchange rate models, in terms of alternative measures of forecasting 
accuracy.  
 
The random walk is superior in terms of the magnitude because the period to period change 
in the exchange rate is very small. It is thus difficult, if not impossible, for exchange rate 
models to produce a numerically smaller and statistically different RMSE, compared to the 
random walk. Macroeconomic models produce significant forecasting errors because they 
cannot explain the stylized facts about movements in exchange rates, such as bubbles 
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followed by crashes and volatility clustering (see, for example, Moosa and Bhatti, 2010). 
However, exchange rate models are superior in terms of direction accuracy because the 
random walk, by definition, predicts no change. The finding that the monetary model can 
correctly predict the direction of change on more than 50 per cent of occasions indicates that 
macroeconomics variables are valuable in explaining exchange rate movements. 
 
In contrast, microstructure models do not involve a black box process and have been shown 
to outperform both the random walk and monetary models in terms of the RMSE consistently 
(Evans and Lyons 2005a, 2005b). The crucial difference between macroeconomic and micro-
based models of exchange rate behaviour is the mechanism through which market makers 
obtain information. Put simply, “if the trades of private agents convey information about 
future fundamentals that is not currently known to market makers, then market makers will 
learn from those trades” (Evans and Lyons, 2005b).  
 
In market microstructure models, the effect of fundamentals is channelled through order flow, 
the net of the buyer-initiated and seller-initiated orders for a particular currency. According to 
Evans and Lyons (2005b), market makers obtain information about fundamentals from order 
flow because they learn from the information conveyed by traders. They attribute the 
predictive power of microeconomic models to two features: (i) transactions flows must 
contain information relevant for fundamentals; and (ii) the delay between the time 
information first generates transaction flows and the time this fact is widely recognized by 
market makers. Hence, they conclude “the forecasting power of order flow arises precisely 
because it takes time for the implications of aggregate order flow to be recognized across all 
market makers and hence reflected in exchange prices” (Evans and Lyons, 2005b).  
 
It is the close link between order flow and exchange rate movements that make 
microeconomic models capable of outperforming the random walk in terms of the magnitude 
of error. Evans and Rime (2011) describe order flow as the “proximate driver of exchange 
rate changes over horizons ranging from a few minutes to a few months”. Evans and Lyons 
(2005a) explain why changes in exchange rates are captured by order flow, arguing that “in a 
setting of dispersed information, aggregated transaction flows provide a stronger signal of 
current and expected future changes in macro fundaments than lagged macro variables do”. 
Likewise, Lyons (2001) provides evidence of the close relationship between exchange rates 
and order flows, which is unmatched by exchange rate models.  
  
293 
 
 
The proponents of the microstructure approach to the foreign exchange market provide a 
rationale as to why traditional macroeconomic models fail and why microeconomic models 
succeed in explaining and predicting movements in exchange rates. For example, Vitale 
(2007) attributes the failure of traditional macroeconomic models in explaining short-run 
exchange rate dynamics to the “particular forward looking nature of currency values and with 
the impact that the arrival of news on macro variables have on exchange rates”. He adds that 
“when news reaches financial markets, conditioning market expectations of future values of 
exchange rate fundamentals, currency values immediately react anticipating the effect of 
these fundamental shifts” (Vitale, 2007). Vitale (2007) questions the two pillars of 
conventional macroeconomic models because they model exchange rate movements as a 
function of changes in macroeconomic variables, without reference to changes in the 
portfolios of market participants. 
 
The reported ability of microstructure models to outperform the random walk in terms of the 
magnitude of error does not imply that macroeconomic variables cannot predict changes in 
bilateral exchange rates. Despite finding evidence that microeconomic models outperform 
both structural exchange rate and random walk models, Evans and Lyons (2005b) conclude 
“the principal driver of exchange rates is standard macro fundamentals” acting through order 
flow. They argue that “macro models are agnostic about the process by which information is 
incorporated into new forecasts…micro-based models focus, by contrast, on the process 
through which dispersed information becomes known to the agents who set prices – the 
market makers – and is thereby incorporated in their expectation”. It is a close link between 
expectations, order flow and exchange rate movements that render microstructure models 
capable of outperforming the random walk in terms of the magnitude of error (Evans and 
Lyons, 2005a; Li, 2011; and Lyons, 2001).  
 
Although microstructure models can outperform the random walk in terms of the magnitude 
of the forecasting error, they suffer from one important weakness. These models can explain 
but not account for changes in the exchange rate. That is, changes in the exchange rate are 
explained by order flows, however, the model embodies no information as to what drives, 
and thus accounts for, the placement of these orders. In other words, microstructure models 
can only account for, but not explain, exchange rate movements ex-post. These models fail to 
explain how ex-ante expectations about macroeconomic fundamentals transmit into order 
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flows and hence exchange rate movements. The utility of these models in a commercial 
environment and to policymakers is therefore limited.  
 
10.3 Expectations and the Disconnect 
 
Some economists propose to approach exchange rates as though they are prices of financial 
assets, whose price is driven by changes in expectations about future economic fundamentals, 
rather than by current changes in economic fundamentals. These studies imply that the 
exchange rate can predict fundamentals, rather than the other way around. Evans and Lyons 
(2005b) argue that the incorporation of expectations into the microeconomic based models is 
what drives their superior performance in terms of the magnitude of forecasting error. 
Likewise, Thoma (2008) argues that the primary reason economic fundamentals are of little 
use in forecasting exchange rates is that they do not incorporate expectations of 
macroeconomic fundamentals. Expectations are not incorporated into exchange rate models, 
and what is required is an asset pricing approach. He argues that currencies are assets and 
should be modelled according to the asset pricing approach, such that current data are 
apportioned much less weight than future expectations, and that currency values are 
determined by current and future expectations of economic fundamentals.  
 
Engel et al. (2008) conclude that the monetary models do help forecast exchange rates 
because “expectations of monetary conditions play an important role in determining current 
exchange rates”. They argue that standard models imply near random walk behaviour and 
that short-run volatility in exchange rates is a result of changes in expectations. They suggest 
that these models can perform much better if the models are algebraically transformed as to 
emphasise the importance of expectations in determining exchange rates. What Engel et al. 
(2008) overlook, however, it the transmission mechanism by which expectations are 
transmitted to volatility in the exchange rate via order flows. However, the proposition put 
forward by Engel et al. (2008) makes little to no sense because market participants do not 
react homogeneously to news about macroeconomic fundamentals, and this is what drives 
currency trading. If market participants homogeneously react to such news, there would exist 
no opportunities to trade.  
 
There is some suggestion in the literature that using forecasts of the explanatory variables, 
rather than actual future values, may improve predictability of future exchange rates (see, for 
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instance, Faust et al., 2001). However, expectations of macroeconomic variables may not be 
well approximated by the actual value of parameters and therefore such proxy measures may 
also be a source of poor forecasting performance. Bacchetta and van Wincoop (2010) use the 
concept of “scapegoat effects” to explain that expectations are significantly disconnected 
from the true value of the parameters, thereby explaining why structural models may not 
perform well relative to the random walk.  
 
Fair (2008) estimates exchange rates using a model where expectations are generated, using a 
set of VAR equations, and concludes that it generally does better than the random walk. 
Rather than using the traditional asset based approach as per Meese and Rogoff, Fair focuses 
on a larger range of macroeconomic variables that impact exchange rates by influencing 
agent’s expectations of the future interest rates and price levels. Fair’s (2008) approach 
purely focuses on how agents form their expectations and how this translates to exchange rate 
movements. The only explanatory variables in this model are current and expected future 
relative interest rates, expected future relative prices and the lagged exchange rate. The 
lagged dependant variable introduces a random walk component to the model, and hence, it is 
not surprising that the model forecasts improve in terms of the magnitude of error. The focus 
here is on expectations driving exchange rates, and this is consistent with large observed 
short-run variability of exchange rates. Fair (2008) argues “anything that affects expectations 
of future interest rates and prices affects the current exchange rate”.  
 
10.4 Policy Implications  
 
Despite the Meese-Rogoff puzzle having plagued the field of international macroeconomics 
for over 30 years, the importance of reconsidering the findings in the contemporary economic 
and financial environment cannot be overestimated. Foreign exchange risk features more and 
more heavily in today’s policy and business decision making process. Thoma (2008) 
concludes that the importance of exchange rate forecasting is becoming more pressing and 
that “globalisation has made economies more integrated than ever, making exchange rates 
increasingly important for both businesses and policymakers”. Furthermore, decision makers 
require “a better understanding and modelling of exchange rates” (Thoma, 2008).  
 
Anaraki (2007) argues that if the Meese-Rogoff puzzle is true and exchange rates follow a 
random walk, “then the strong policy implication for the US Federal Reserve and the 
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monetary authorities in other G-7 countries is that intervention in the foreign exchange 
market is futile”. The evidence presented in this study proves that there is a relationship 
between macroeconomic variables and movements in bilateral exchange rates. Despite 
suggestions that exchange rates follow a random walk, there is clear evidence that 
government policies designed to influence macroeconomic variables, such as inflation, 
interest rates and unemployment, do influence movements in exchange rates.  
 
10.5 What Puzzle? 
 
The results presented in this study and by Meese and Rogoff (1983a) should not be 
considered a “puzzle”. Structural exchange rate models should not be expected or required to 
have good forecasting accuracy in the conventional sense. Engel et al. (2008) argue “out-of-
sample forecasting power relative to the random walk is an unreliable gauge for measuring 
the models” because “many of the models actually imply that the exchange rate should nearly 
follow a random walk”. Exchange rate models produce significant forecasting errors because 
they are a “black box” process, and do not incorporate a transmission mechanism through 
which changes in macroeconomic fundamentals impact movements in exchange rates (Moosa 
and Bhatti, 2010). Thus, the models should not be expected to have good forecasting power 
in the traditional sense.  
 
The random walk forecast for a particular point in time is the previous period’s rate, which 
means that the forecasting error is the period-to-period change. If the exchange rate is not 
volatile, the error will be small, in which case it will be difficult for any model to beat the 
random walk. If, on the other hand, the exchange rate is volatile, the RMSE of the random 
walk will increase but so will the RMSE of the model (Moosa, 2013). While the inability to 
outperform the random walk in out-of-sample forecasting and the RMSE may look like a 
puzzle, it is not a puzzle at all. A simple explanation for the puzzle can be found in the 
argument put forward by Engel et al. (2008) that “beating the random walk is too strong a 
criterion for accepting a model” because “typically models should have low forecasting 
power of this type”. It follows that there is no “puzzle” because the superior performance of 
the random walk in terms of the RMSE should be expected. 
 
On the other hand, exchange rate models can outperform the random walk, in terms of 
direction accuracy, because the naïve random walk model, by definition, predicts no change 
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in the exchange rate (whereas exchange rates are highly volatile). It follows that exchange 
rate models can outperform the random walk in terms of predicting turning points in the 
exchange rate (that is, direction accuracy), proximity to a perfect forecast, and measures that 
incorporate both magnitude and direction. As direction accuracy is closely related to 
profitability, and exchange rate forecasts are an input to financial decision making, it makes 
sense that profit maximising firms pay for professionally generated forecasts.  
 
In conclusion, this study comprehensively demonstrates that the Meese and Rogoff findings 
cannot be overturned, but only in the narrow sense. Exchange rate models cannot produce a 
numerically smaller and statistically different magnitude of error compared to the random 
walk. This empirical result is to be expected because of the nature of exchange rate volatility. 
This does not mean that the random walk produces a superior forecast, or that 
macroeconomic fundamentals cannot predict movements in bilateral exchange rates. The 
only plausible explanation for the Meese-Rogoff puzzle is that forecasting accuracy is 
assessed exclusively by the magnitude of error.  
 
10.6 Theoretical Implications  
 
The results clearly demonstrate that the inability of exchange rate models to outperform the 
random walk in terms of the magnitude of forecasting error does not mean that the forecasts 
of the random walk are superior. No model of exchange rate determination should be 
expected to outperform the random walk in terms of the magnitude of forecasting error. 
Exchange rate models outperform the random walk when forecasting accuracy is assessed by 
measures that do not entirely rely on the magnitude of forecasting error. Therefore, exchange 
rate models are theoretically valuable in explaining exchange rate movements and guiding 
policy and business decision making. Unlike micro-structure models, structural exchange rate 
models explain exchange rate movements by changes in relative macroeconomic variables 
that drive order flows, and hence, exchange rate movements. In overturning the Meese-
Rogoff puzzle, the findings presented here restore the credibility of international modetary 
economics and theories of exchange rate determination, and demonstrates the value in using 
structural exchange rate models to predict and explain exchange rate movements. 
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Figure A.1 Time Plots of Exchange Rates 
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Figure A.2 Time Plots of Money Supplies 
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Figure A.3 Time Plots of Interest Rates  
 
 
 
 
 
 
  
0
4
8
12
16
1984M1 1990M1 1996M1 2002M1 2008M1
UK
0
4
8
12
16
1984M1 1990M1 1996M1 2002M1 2008M1
CAD
0
3
6
9
12
1984M1 1990M1 1996M1 2002M1 2008M1
US
0
5
10
15
20
1984M1 1990M1 1996M1 2002M1 2008M1
AUD
0
2
4
6
8
1984M1 1990M1 1996M1 2002M1 2008M1
JPY
  
311 
 
Figure A.4 Time Plots of Inflation  
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Figure A.5 Time Plots of Industrial Production  
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Figure A.6 Time Plots of Trade Balance 
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