The main power supply of Proton-Synchrotron (PS) accelerator is one of the biggest at CERN. The old rotating machine system has been replaced with a new NPC based DC/DC power supply named POPS (Power system for PS main magnets) with capacitor banks as energy storage mean. POPS is in operation since February 2011. The operation of the PS accelerator requires a specific design of the control system with very high performance requirements in term of accuracy and precision. This paper describes the main lines of the control strategies analyzing the problems encountered and the solutions adopted. The performances of the converter are presented throughout the paper.
Introduction
The CERN PS accelerator is part of the LHC injection chain. It is constituted by 101 magnets connected in series for a total impedance of 0.9 H and 0.32 Ω. This pulsating machine accelerates proton or ion beams on their way to the LHC (Large Hadron Collider) but also for some other experiments where different beam energies are required. Figure 1 shows the six different current pulses that are presently generated in the PS accelerator in ascending order of peak current from 200 A to 5500 A. These cycles are organized in a super-cycle where some or all of them are mixed together and continuously executed with a periodicity of 1.2s by the PS main power supply. Given the mainly inductive nature of the load the power supply system utilizes an energy storage mean that allows decoupling the instantaneous power required by the load from that taken by the AC network.
The previous power system (a rotating machine with fly-wheel) has been replaced in 2010-2011 by the 60MW POPS power converter [1] where 6 capacitor banks are used as energy storage elements (6x0.247 F in total). The topology of POPS is illustrated in Figure 2 .
Figure 2: POPS power system layout
It is composed of two identical AC/DC (Active Front End, AFE) units which supply power to six DC/DC power converters (4 floating and 2 chargers). The DC/DC converters are designated as "Floatings" if the relative capacitor bank is floating otherwise "Chargers" when an AFE is present. This distinction is of the utmost importance for the converter control strategy as we will see later on. The system is designed to generate 6kA peak current with 10kV peak voltage, from where the 60MW peak power stems. The capacitor banks are used to exchange the energy with the PS magnets during converter pulsing operation [2] . As the current in the magnets rises, the voltage across storage capacitors drops. The energy stored in the magnets is then given back to capacitors at the end of the cycle (Figure 3 ). In this way the AFE converters provide only the losses required by the magnets and the converter itself. 
POPS control requirements
The main task of the POPS control system is to track very accurately the reference signal (Bref or Iref) coming from CERN control center. The global performance is determined by stability of the particles beam. Several packets of particles (bunches) circulate inside the PS ring at the same time. The tiniest perturbation of the magnetic field (Bfield) can lead to instability and loss of the beam control. This is particularly true during particle injection and extraction ( These values are particularly challenging to be obtained with a ±10 kV power converter particularly when considering that the magnetic field must be accurate and stable all along the flat top as long as injection and extraction continue.
Once particles are kicked off the PS accelerator, a new accelerating cycle with new injected particles can start. During the last phase of the cycle all control performance requirements can be released as particles are no more in the accelerator and priority is given to the recharging of the storage capacitor voltages. This is the other important challenge of the control system. Floating capacitors uses the magnet current for their recharge and they must return to their nominal voltage before the end of the current cycle, to be able restarting a new cycle.
POPS control layout
The POPS control system is schematically represented in Figure 5 . 
Vout control loop
The system to be controlled is the output filter (Figure 7 ).
Figure 7. POPS control loops
It can be represented by a third order transfer function with a pure delay of 2.3ms as a consequence of the response of measurements and digital filtering.
RST control polynomials are calculated with the procedure described in [4] . Once a first set of coefficients is available, system identification is used to more accurately model the output filter transfer function. This has been done by using the voltage output response during the initial (fastest) part of a typical LHC cycle (Figure 8 ). Once identified, the output filter has the transfer function reported in (2).
The identified transfer function (2) looks quite different from the theoretical one ( Figure 9 ). The new transfer function is used to recalculate a new set of RST coefficients. The final performances are reported in Figure  10 and Figure 11 . The loop has a 160 Hz bandwidth for reference following and 83 Hz for disturbance rejection. Although the time constant of the magnets is much lower than the filter response time, the extremely high accuracy demanded by the control, forced us to consider the complete transfer function of the filter and magnets integrated, for the calculation of control parameters.
Since the execution cycle time of the loops is different (3ms for the Bfield and 1ms for the Vout controller), we determined a continuous time transfer function for the two systems as the product of (3) & (4) and then transformed into the discrete transfer function.
We use identification in order to derive the equivalent transfer function for the Vout control loop (Figure 12) . 
After making the RST calculation as for the Vout loop, we get the performances reported in (Figure 13) . The loop has an 85Hz bandwidth for reference following and 30Hz for disturbance rejection. 
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Voutref allocation among DCDC converters
Once the Vref is generated by the control loops, it must be distributed among all the six converters connected in series (Figure 2 ). This allocation is crucial and must be effectuated taking into consideration the following aspects:
• Accuracy of 10 ppm must be guarantee all along the beam cycle when particles are charged in the PS ring • All capacitor banks must be recharged at their nominal voltage (5 kV) before a new cycle is restarted.
A. Minimum IGBT conduction time
With respect to the voltage accuracy and precision requirement it is mandatory to mention an important limitation of high power semiconductors related to the minimum time that they need to stay ON before a turn-off can actually be executed. This turned out to be a problem for POPS as the Tmin is in the order of 20us, which with the present PWM frequency and the voltage of the DC bus Udc, gives a minimum Vout to be generated by the converter, in the order of 200V which is higher than the injection flat-top required voltage.
Figure 14. Beam Cycle control phases
To avoid having too high voltage ripple during this very critical phase, each beam cycle is started by using only two DCDC converters. In this way, the minimum voltage that the converter can generate is 67 V, lower than the minimum required voltage. When the output voltage starts to increase all other DCDC converters are turned on until the end of the cycle.
B. Vref distribution
During the "injection phase" (Figure 4 ), the total reference is divided in two identical contributions each one assigned to a DCDC converter on both sides of the POPS output filters. When all DCDC converters are active a different criteria is used based on the energy utilization factors of the storage capacitors. To derive these, we start from the total power given to the magnets by the POPS converter calculated as:
The Vref can therefore be considered as the sum of the resistive voltage drop of the magnets, plus the inductive voltage. The main criteria for the repartition of the Vref is to give the "Floatings" only a portion 
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Beam Cycle starts here Two DCDC are active here All other DCDC are started here RECHARGING of the inductive part of the Vref, leaving the losses and the remaining part of the voltage to the "Chargers". The inductive part is in-fact released by the magnets when the current ramp down and can therefore be used to recharge the "Floatings" capacitors.
"Chargers" can provide the losses of the magnets, since they are connected to the grid. They can also compensate for the missing charge at the end of the cycle. Vref is then distributed according to (13).
Where : 
1) Capacitors voltage regulation
In ideal conditions, given the Vref allocation, the floating capacitor voltages should return to their initial value. This is not happening, because during the flat-top of the beam cycle (particle extraction) the Vref F should be given the value of zero (7) while it is in-fact kept higher than the minimum on-time conduction of the semiconductors to avoid entering in the nonlinear mode of the power converter.
Before the cycle is over, all capacitors must be charged up to their nominal value. A new cycle is likely to restart soon after the present one so there is no additional time to complete the charge. Floating capacitors can only be recharged when the magnets' current is higher than zero.
To dynamically correct the recharge of floating capacitors, the control periodically estimates the time left before magnets' current reaches zero (Figure 15 ). The equation of the capacitor charge can be expressed as in (8). Then the voltage coefficients are calculated as follow:
Udc
(11) Figure 16 shows the results with LHC cycle; when the POPS control enters into the recharging phase it gives priority to the recharging of the floating capacitors and the Vref FL is calculated according to (11) (the picture shows the modulation indexes as the Vref FL and Vref CH were not available in the measurement). 
Performance results and conclusions
The expected performances in the regulation of the Bfield have been achieved. Figure 17 shows the results of an LHC 26GeV cycle. For the LHC cycle the tracking error has been reduced to less than 0.5 Gauss over an absolute value of 12000 Gauss. With lower current cycles like the SFTPRO, the error is bigger up to 3-4 Gauss. This is still acceptable for the operation of the machine. Investigations are ongoing to understand how to improve the behavior of the controller at lower current cycles.
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