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A function f: {0, 1 }n__+ {0, 1} iS said to depend on dimension i iff there exists an 
input vector x such that f(x) differs from f(xi), where x~ agrees with x in every 
dimension except i. In this case x is said to be critical for f with respect o i. 
Function f is called nondegenerated iff it depends on all n dimensions. The main 
result of this paper is that for each nondegenerated functionJ2 {0, 1 }n~ {0, 1} there 
exists an input vector x which is critical with respect to at least Y2(log n) 
dimensions. A function achieving this bound is presented. Together with earlier 
results from Cook and Dwork ("Proceeding, 14th ACM Syrnp. on Theory of 
Computing," 1982) and Reischuk (IBM Research Report, No. RJ 3431, 1982) it 
can be concluded that a parallel RAM requires at least .O(loglog n) steps to 
compute f 
1. NOTATIONS AND MAIN THEOREM 
Let us define a PRAM (parallel RAM)  to consist of a collection of 
processors which compute synchronously in parallel and which communicate 
with a common global random access memory. At each step each processor 
can read from one global memory cell, do some computing and write into 
one global memory cell. Any number of processors can read a given global 
memory cell at once, but we allow at most one processor to attempt o write 
into a given memory cell in one step. At the beginning of the computation of 
a function f (x  t ..... x , )  the values x 1 ..... x ,  are stored in the global memory 
cells C 1 ..... C, .  At  the end of the computat ionf(x~ ,..., x , )  has to be stored in 
C 1 (compare the definitions in Borodin and Hopcroft, 1982, Cook and 
Dwork, 1982, and Reischuk, 1982). 
Let B = {0, 1 }. For  each Boolean function f :  B" ~ B and for each input 
vector x let e(f ,  x) denote the number of dimensions i such that x is critical 
for f with respect to i. Let e( f ) :=max{e( fx ) [x@B"} .  In Cook and 
Dwork (1982) and Reischuk (1982), it is shown that a PRAM requires at 
least .Q( log(e(f)) )  steps to compute f F ,  denotes the set of nondegenerated 
Boolean functions of n variables. Let e n := min{c( f ) I rE  F,}. 
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½ log(n) -- loglog(n) + 2 ~< c,, < log(n) + 2. 
COROLLARY. Let fC  F , .  Then a PRAM requires at least ,.C2(loglog n) 
steps to computer  
2. PROOF OF THE THEOREM 
The upper bound for c n is shown by 
EXAMPLE 1. For X=(X l , . . . ,Xn)~B n let v(x) :=Y '~=lx i2  ~-i. For 
n = m + 2 '~ let 
f,,(xl ..... Xm, Yo ..... Yv"- l) :=Y~x~" 
(i) 
(ii) 
(iii) 
steps. 
Then f ,  has the following properties: 
f ,  C F,, ; 
c(f,,) = m + 1; 
a PRAM (with m processors only) can compute f ,  in ilog m] + 2 
To prove the lower bound for e~ some additional notations are required. 
Let G= (V ,E )  be an undirected graph. The minimum degree md(G) is 
defined by rod(G) := min{degree(v) I v C V}. Any not-empty finite sequence 
p = (v~ ..... vr) of vertices uch that 
Vi~ [ l : r -  1]: {vi, v i+ l}CE 
is called a path in G. p is called a cycle iff in addition v~ = Yr. For each 
function f: E ~ B, labeling the edges of G by 0 or 1, the weight Wi(p) ofp  
with respect o f is defined by 
r -1 
wAp) := P f({v,, v,+,l), 
i=1 
where ~ denotes the integer sum. Let 
E,  := {{x,y} lx ,  y ~ B ~ and x ,y  differ in exactly one dimension}. 
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The undirected graph C n = (B n, E,)  is called the n-dimensional cube. For 
every functionjq B" ~B let A: denote a function from E,  to B defined by 
A:({x,y})= 1 if f(x)=/:f(y), 
= 0 if f (x )  =f(y ) .  
Exar~PgE 1 (continued). 
f3(x l ,yo,ya)=yo if Xl=0 , 
=Yt if X 1 = 1, 
and Af3 , regarded as functions which label the vertices and edges of C 3 can 
be drawn as in Fig. 1. 
The following lemmata re obvious but important. 
LEMMA 1. Let G = (V, E) be a not-empty partial subgraph of C,, i.e., 
O ~ V c Bn, E c En" Then IV[/>2 ma~6). 
LEMMA 2. Let f be a function from B n to B and let c be a cycle in C n. 
Then the weight of c with respect o A: is even. 
Let fC  Fn be arbitrary but fixed. From now on we regard the vertices and 
the edges of C n as labeled by f  and A:. Let e := e(f) .  
Observation. For each vertex x of C, there are c(f, x) ~< c edges labeled 
1 incident on x. 
For every vertex x CB ~ let x i denote the ith component of x. Let 
i C [1: n] an arbitrary but fixed dimension. Since f is nondegenerated there 
1 0 1 
1 
1 
0 0 0 
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exists an edge {x,x ~} labeled 1. Wlogxi=O, x i= l .  For j=O,  1 let 
Vj := {y ~B"  (Yi =J}. C{ denotes the (n -  1)-dimensional subcube induced 
by Vj. We define subsets Uj c Vj in the following way: 
(a) y C U o iff there exist paths p~ in C{ such that 
(i) Po starts in x and ends in y, 
(ii) Pl starts in x" and ends in / ,  
(iii) WAs(po) = Was(pl) = 0. 
(b) yCU1 i f fy~EU o. 
Gj denotes the subgraph of C{ induced by Ui. This construction and the 
following claim are illustrated in Fig. 2. 
CLAIM. (1) X C U o, x c ~ U 1, 
(2) Vy E U0: {£,yi} is labeled 1, 
(3) md(Go) = md(G1) ~> n-  2c + 1. 
Proof of the Claim. (1) The paths p0 = (x) and p~ = (x i) fulfil 
conditions (i)-(iii). 
(2) Let y ~ U 0' / E Ul,p0 a path weighted 0 from x to y andpl a path 
weighted 0 from x i to y;. Let us assume for the sake of contradiction that 
{y,/} is labeled 0. Then 
po" (y , / ) "p7  I" (x;, x), 
where " ."  denotes the composition and " -  1,, the reversal of paths, is a cycle 
weighted 1 in contradiction to Lemma 2. Thus {y,y;} is labeled 1. 
(3) Let yE Uo and Di := [l:n]\{i}. From the observation above and 
from the fact that {y,/} is labeled 1, we have the following: 
J] Jn-2c+] 
Y Y 
0 "'" 0 
C ° x 
n 
Y Y 
k 
X 
i J n -2c+ I 
C ~ n 
FIGURE 2 
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(1) There are at most c -1  dimensions j~D i such that {y,y/} is 
labeled 1. There are at most e - -1  dimensions j CD~ such that {yg, yO} is 
labeled l, where yij agrees with y in every dimension except i and j. 
(2) There are at most 2 (e - -1 )  dimensions jE  D i such that {y,y:} is 
labeled 1 or {yi, yij} is labeled 1. 
(3) There are at least n - 1 - 2(c - 1) = n - 2e + 1 dimensionsj  E D i 
such that {y,y/} is labeled 0 and {yi, yij} is labeled 0. Thus rod(G0)= 
rod(G1)/> n - 2c + 1. 
By the claim and Lemma 1:IU01 = lUll ~> 2 "-2c+~. Thus there are at least 
2 n-2c+~ edges labeled 1 in dimension i. Summing over all dimensions we 
observe that at least n2 n-2c+~ edges are labeled 1. On the other hand this 
number cannot exceed e2L Setting n2"-zc+Z<~c2" a straightforward 
computation shows that 
c >~ ½ log(n) - loglog(n) + 2. 
This proves the theorem. 
3. CONCLUSIONS 
What happens if we are interested in nondegenerated functions 
f: Sl × ... × S,--* S, 
where SI ..... S,  are arbitrary finite sets with at least two elements? The 
following example shows that there exist nondegenerated functions which are 
computable by a single processo r in constant ime. 
EXAMPLE 2. For every n ~ IN let f ,  be the function from [i: n] × Bn to 
B given by f ( i ,  x~ ..... x,)  :-- x i. 
With a straightforward modification of this example one can show that for 
every ~ > 0 there exists a family f,~ of functions of n variables x~ ..... x, such 
that 
(i) for every i C [1: n] at most O(n ~) values can be assigned to xi; 
(ii) a single processor can computef~ in constant ime. 
On the other hand one can show by the main theorem of this paper and an 
easy binary coding argument he following: 
COROLLARY. Let fn be a family of nondegenerated functions of n 
variables x 1 ..... xn such that at most O(log n) values can be assigned to xifor 
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every iE  [l:n]. Then a PRAM requires at least ~Q(loglogn) steps to 
compute f . . 
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