We study the mechanisms of glacial inception by using the Earth system model of 
Introduction
The determination and understanding of the mechanisms of past climate changes represents a scientific challenge of its own, but it is also important for improving climate system models, which are used to assess potential future climate changes. During the past decade it has become clear that the explanation of past climates requires an integrative modelling approach based on an adequate representation of all major components of the climate system: atmosphere, hydrosphere, cryosphere, biosphere, and pedosphere. Rather complex and in many aspects realistic models of separate components of the climate system such as atmosphere, ocean, land-surface, biosphere We choose to simulate the last glacial inception to test the newly coupled atmosphereocean-land-biosphere-ice sheet model for several reasons. Glacial inception represents a rapid transition between two very different climate states, an interglacial and a glacial state, and it involves several important non-linear feedbacks such as snow and ice-albedo feedback, vegetation-atmosphere feedback, and a feedback related to the carbon cycle. Although it is generally accepted that the last glacial inception was caused by a reduction of summer insolation in the Northern Hemisphere (often referred to as the Milankovitch theory), there are still many unresolved questions.
To date, a number of attempts have been made to simulate the last glacial inception, which have involved both so-called time-slice experiments and transient experiments. Time-slice experiments with general circulation models of the atmosphere (AGCMs) or of atmosphere and ocean (AOGCMs) are primarily aimed at testing whether climate models under orbital configuration corresponding to 115 or 116 kyr BP are able to produce a cooling sufficient to initiate growth of ice sheets in North America and Eurasia. Most of such experiments were performed with atmosphere-only models, AGCMs, either with prescribed modern sea-surface conditions or coupled to a simple mixed-layer ocean model, and with prescribed modern landFinal Version, January 17, 2005 3 surface cover, and CO 2 concentrations ranging between the modern (330-350 ppmv) and 'early glacial' value of 240 ppmv (Royer et al. 1983; Rind et al. 1989; Mitchell 1993; Dong and Valdes 1995; Schlesinger and Verbitsky 1996; Vavrus, 1999; Vettoretti and Peltier 2003a) . Some simulations also account for changes in vegetation cover either prescribed (Gallimore and Kutzbach 1996) or simulated with vegetation models (Pollard and Thompson 1997; deNoblet et al. 1996) . Recently, several glacial inception experiments have been performed with AOGCMs (Khodri et al. 2001; Yoshimori et al. 2002) and a model of intermediate complexity, which includes a dynamical vegetation model in complement with atmospheric and oceanic models (Meissner et al. 2003) .
Results of these time-slice experiments are rather ambiguous. Although all models simulate pronounced summer cooling over the continents in the Northern Hemisphere and increased duration of snow-cover season in response to reduced summer insolation at 115 kyr BP, some models fail to simulate the appearance of perennial snow cover even in a single model grid cell. Several others (e.g. Dong and Valdes 1996; Yoshimori et al. 2002) simulate extensive areas of permanent snow cover. Moreover, the modelled areas of permanent snow cover are often in locations that differ from those in palaeoclimatic reconstructions of the nucleation centres during the last glaciation. In particular, most models tend to simulate a net accumulation of snow over northern Siberia, the Chukotka Peninsula and Alaska, rather than over north-eastern Canada, Quebec and Scandinavia, where ice sheets are believed to have first appeared during the last glacial inception (Clark et al. 1993) . Since climate models are imperfect, it seems plausible that model biases affect simulation results of glacial inception. In particular, some climate models, which produce the most extensive area of permanent snow cover, are known to have cold biases at high latitudes. For example, Vettoretti and Peltier (2003a) have shown that the simulation of glacial inception is very sensitive to systematic temperature errors which occur in simulations of the modern climate state. In their experiments, a model with warm biases was unable to simulate any considerable increase of permanent snow cover, while a model with cold biases tends to reveal permanent snow cover in areas where ice sheets presumably never existed during the last glacial cycle. It has also been argued by Pollard and Thompson (1997) that GCMs might have a too coarse spatial resolution to simulate glacial inception realistically. Marshall and Clarke (1999) suggest that inclusion of a sub-grid distribution of orography is essential. Indeed, with a typical horizontal resolution of several hundred kilometres, AOGCMs do not account for the growth of glaciers and snowfields at the elevation above an averaged elevation of model grid Final Version, January 17, 2005 4 cells, which is usually below the snow line for most of the mountainous regions. This in turn could lead to under-representation of the area of permanent snow cover, and, as a result, to a weaker snow-albedo feedback.
A conclusion often made based on the results of AGCM simulations of the last glacial inception is that the orbital forcing alone seems to be insufficient to cause the growth of continental ice sheets in the Northern Hemisphere (for the modern atmospheric CO 2 concentration, land surface and ocean characteristics). However a reduction of atmospheric CO 2 concentration in combination with oceanic and vegetation feedbacks may help at least some models to simulate the appearance of perennial snow cover for the orbital parameters corresponding to 115 kyr BP. The problem with the interpretation of the results of time-slice experiments is that such experiments cannot directly be validated against palaeoclimatic data since the main assumption behind the time-slice experiments is that climate is in equilibrium with external forcings. This assumption does not hold for the glacial inception, which was a time of rapidly changing environmental conditions. Moreover, the most reliable palaeoclimatic data are related to the temporal evolution of total ice-sheet volume and other climate characteristics, which equilibrium time-slice experiments cannot provide. While results of time-slice experiments are often considered to be successful simulations of glacial inception if at least several model grid cells have a permanent snow cover, this is not sufficient to get a 40-60 m sea-level drop just within ten thousand years after the beginning of glacial inception.
Transient simulations of glacial inception or the whole glacial cycle are so far possible only with simplified models or models of intermediate complexity. Such experiments were performed during the last decade with a zonally averaged atmosphere model coupled with onedimensional (Galleé et al. 1991) , two-dimensional (Marsiat 1994) or three-dimensional (Calov and Marsiat 1998) ice-sheet models. Geographically explicit energy balance models were coupled with two-dimensional Peltier 1991, 1993; Peltier and Marshall 1995) , and later on with a three-dimensional thermo-mechanical ice-sheet model Peltier 1997, 1999) . Simulations with these models have demonstrated that properly tuned models under combined external orbital forcing and prescribed atmospheric CO 2 concentration can simulate glacial-interglacial variations in global ice volume compatible with palaeoclimatic data. This set of results was an important argument in favour of the Milankovitch theory, although prescription of observed CO 2 changes precludes the analysis of a causal relation between external orbital and CO 2 forcing, and thus the physical explanation of the dominant 100,000-year cycle during the Final Version, January 17, 2005 5 latter part of the Pleistocene. It is also important to note that the above-mentioned models treat the ocean in a very simple way, although an attempt to account for the glacial-interglacial variations in the oceanic heat transport was undertaken by DeBlonde and Peltier (1993) . The first transient glacial inception experiments which explicitly includes changes in the ocean circulation and heat transport were undertaken by Wang and Mysak (2002) .
Comparison of the simulations of glacial inception performed with different models reveals large differences in the rate of ice volume growth and spatial extent of simulated ice sheets. In general, they either tend to considerably underestimate the ice volume reached during inception phase (120-110 kyr BP) and simulate ice sheets restricted to the Canadian Arctic and North American Highland, or they are in better agreement with empirical estimates for the total ice volume, but primarily due to growing a huge Eurasian ice sheet. Although a number of uncertainties exist in the reconstruction of ice sheets at the time of glacial inception, it is likely that both types of model results are inaccurate.
A number of studies of glacial inception performed with models of different complexity show that orbital forcing alone is sufficient or "almost" sufficient to produce a cooling over high latitudes in the Northern Hemisphere, which could lead to growth of ice sheets on the American and Eurasian continents. At the same time, most models either underestimate the rate of initial growth of ice sheets or place them in apparently wrong places. It is not clear so far whether these problems are related to the missing feedbacks or an underestimation of the strength of the feedbacks which are represented in the model, which may be due to coarse spatial resolution, or related to systematic biases in the modern simulated climate. In any case, simulation of glacial inception remains a very valuable test both for understanding the mechanisms of climate dynamics and the climate models themselves.
In this paper we use CLIMBER-2, a fully coupled atmosphere-ocean-vegetation-inland ice model to analyse the dynamics of the last glacial inception. We argue that the glacial inception may represent a bifurcation transition in the climate system caused solely by a strong snow-albedo feedback. Although the timing and the rate of ice sheet build up are affected by other feedbacks (e.g., with vegetation and the carbon cycle), these are presumably not the primary mechanisms. Correct representation of the strength of the snow-albedo feedback would require high spatial resolution and realistic description of snow albedo, which to some extent could explain some model discrepancies mentioned above. In the accompanying paper (Calov et al. 2004 , Part II), we present a detailed analysis of the role of the individual feedbacks (oceanic, Final Version, January 17, 2005 6 vegetation, dust) and other factors (like changes in the ocean thermohaline circulation) in the dynamics of the last glacial inception.
THE MODEL
The CLIMBER-2 model used in this study was first presented as a coupled atmosphere-ocean model (Ganopolski et al. 1998b) . Then it was extended by including terrestrial vegetation (Ganopolski et al. 1998a ) and ocean carbon cycle models (Brovkin et al. 2002) . In this paper, we present the next step in this development: incorporation of an inland-ice module, based on the polythermal 3-D ice-sheet model SICOPOLIS ("SImulation COde for POLythermal Ice Sheets", Greve 1997b). The integrated atmosphere, ocean and land-surface module, referred to as the climate component or the climate module of CLIMBER-2 below, as well as its performance for present-day climate are described in detail in Petoukhov et al. (2000) . Its sensitivity to various climatological forcings is discussed in . The climate component has been used for variety of palaeoclimate simulations and future climate change projections. Inclusion of an ice-sheet module allows us to broaden the application of the model, and in particular, to perform transient simulations over glacial cycles. Recently, we presented a simulation of Heinrich events using SICOPOLIS with the climatological boundary conditions simulated by the CLIMBER-2 model . Here, we present a more extensive description of the fully coupled atmosphere-ocean-vegetation-ice-sheet model and its performance for different climate conditions. 
Ice-sheet model SICOPOLIS
Numerous glaciation problems of the past, present and future for the Earth and also for Mars have been simulated with SICOPOLIS (Greve 1997a (Greve ,b, 2000a Greve et al. 1998 Greve et al. , 1999 Savvin et al. 2000) . SICOPOLIS is based on the continuum-mechanical theory of polythermal ice masses (Fowler and Larson 1978; Hutter 1982 Hutter , 1993 Greve 1997a) , which describes the material ice as a density-preserving, heat-conducting, power-law fluid with thermomechanical coupling due to the strong temperature dependence of the ice viscosity. The stressstrain-rate relation is
where D is the strain-rate tensor, D t the deviatoric part of the Cauchy stress tensor,
the effective shear stress, 3 = n the stress exponent and E the flowenhancement factor, which is equal to one for pure ice and can deviate from one due to the softening effect of impurities or induced anisotropy in the ice (Paterson 1991 ). Here we use
, which is a widely-used mean value for the Northern Hemisphere ice sheets. The flow-rate factor ) ' (T A depends on ' T , the temperature relative to pressure melting (see Greve et al. 1998 and references therein). We further distinguish between cold ice with a temperature below the pressure melting point and temperate ice with a temperature at the pressure melting point, the latter being considered as a binary mixture of ice and small amounts of water. The interface that separates cold and temperate ice is monitored through the use of Stefan-type energy flux and mass flux matching conditions (Greve 1997a ) (this procedure is referred to as the "polythermal mode").
The ice-sheet model computes the temporal three-dimensional evolution of ice extent, thickness, velocity, temperature, water content and age for inland ice sheets. For coupling the icesheet model and the climate component, annually averaged surface-mass balance and temperature are computed at the atmosphere-ice interface by the interface module SEMI (described below in section 2.3). The geothermal heat flux, which is prescribed at the lower boundary of the ice-sheet model, is taken from data by Pollack et al. (1993) . These data are interpolated, and in regions of grid box is subdivided into 21 levels, independent of the vertical thickness of the ice sheet and with decreasing grid spacing with depth. Time steps are 1 year for the dynamic evolution (topography, velocity) and 10 years for the thermodynamic evolution (temperature, age), respectively. Because of the large CPU time requirements, the polythermal mode is switched off in the simulations conducted for this study and replaced by the simpler "cold-ice mode" (i.e., the Stefan-type conditions at the cold-temperate-transition surface are ignored, and the computed temperatures above pressure melting are artificially reset to pressure melting). Greve (1997b) demonstrates that application of the cold-ice mode instead of the polythermal mode has only a relatively small effect on the large-scale properties of the simulated ice sheet and on the basal area of temperate ice. The volume and thickness of overlying layers of temperate ice cannot be predicted accurately in the cold-ice mode. This loss of fine-structure information is accepted here.
Coupling of ice-sheet and climate modules
Simulation of ice-sheet dynamics under varying climate conditions requires two surface boundary conditions: annual surface-mass balance and surface temperature of the ice sheet. Hemisphere land area -they are of an order of magnitude comparable with the changes induced by orbital forcing.
The coupling between the climate and ice-sheet modules is fully interactive and bi-directional.
The climate module provides the ice-sheet module with annual mean surface-mass balance and surface temperature on the fine ice-sheet grid via the interface module SEMI (see below). In turn, changes in the ice sheets affect the climate module via changes in (i) the fraction of land covered by ice sheets, (ii) surface elevation, and (iii) land area due to sea-level changes. The fractions on the climate-module grid are calculated by summation of the respective ice and land areas of those grid boxes of the ice-sheet module which lie inside the climate-module grid boxes. Accordingly, the surface elevation on the climate module grid follows from the area-weighted average icesheet module surface elevations taken over the climate-module grid boxes. In the experiment presented below, we did not take into account the impact of ice sheet variations on the freshwater flux into the ocean. Instead, we use the standard surface runoff scheme employed in CLIMBER-2, which is based on the assumption that all ice sheets are in equilibrium with the climate system.
Such an approach is not justified for periods of large-scale iceberg discharge (i.e. Heinrich events) or rapid melting of ice sheets, but for the glacial inception this simplification has a minor impact on the oceanic circulation and the global water cycle. Secondly, dust affects climate dynamics by reducing the albedo of snow and ice. This feedback presumably is a negative one, at least at some stages of the glacial cycle, because an increase of ice volume leads to a dryer climate, to an increase of dust generation and hence, deposition, thereby lowering snow albedo and amplifying snowmelt. It has been shown by Warren and Wiscombe (1980) that even very small concentrations of dust in snow (of the order of magnitude of one part per million) could considerably decrease the albedo of snow, especially, for old snow, which has larger size of ice grains. According to simulations by Mahowald et al. (1999) , dust deposition rates in some areas of northern Eurasia and North America at the LGM is rather high. This theoretical estimate would imply dust concentrations in the atmospheric of values up to 100 ppmv (parts per million in volume equivalent) which, in accordance with Warren and Wiscombe (1980) , could decrease the albedo of snow surfaces by as much as 10%
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for new and 30% for old snow. In SEMI, we use a relation between the albedo of snow surfaces and atmospheric dust concentration by Warren and Wiscombe (1980) . We use values for new and old snow, and we specify an aging parameter of snow as a weighting factor (see Appendix). The aging parameter of snow is a function of temperature and precipitation rate. In this study, we take into account the effect of dust on the albedo of snow surfaces only. Radiative effects of atmospheric dust are considered in an ongoing project.
Evaluation of the surface interface
It has been shown by Petoukhov et al. (2000) that CLIMBER-2, at its coarse spatial resolution, simulates modern climatology with reasonable skill. However, due to the large difference in spatial resolution between the climate component of CLIMBER-2 and SEMI (one climate grid cell covers about 500 grid cells of the SEMI model) it is not clear a priori whether the downscaling method applied here provides realistic climatological fields at the regional scale.
Therefore, as a first step of the model assessment, we compare model results against modern data at the resolution of SEMI. Then, we choose the climate of the LGM, some 21,000 years ago, as a second test case, without any new calibration of the model to the new climate state. Since no direct proxies for the mass balance of the ice sheets at LGM are available, we compare our model with results from comprehensive climate models (GCMs).
Present-day climate state
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SEMI is designed to simulate the mass balance and surface temperature of the ice sheets globally.
However, since the ice-sheet model is only applied to the Northern Hemisphere, we restrict our analysis to high and middle latitudes of the Northern Hemisphere. Simulated and observed annual mean precipitation are shown in Fig. 1a , c. The overall agreement between modelled and observed precipitation is satisfactory, although there are some obvious biases. In particular, the model has a wet bias in north-eastern Eurasia. There is also too much precipitation over the Rocky Mountains and in northern North America. This is attributed to the coarse grid size of the atmospheric module, which the downscaling techniques used here cannot fully compensate. The agreement is better for the winter snow thickness ( Fig. 1 b,d ). This can be explained by the fact that the wet bias discussed above is primarily due to an overestimation of summer precipitation, This fraction is somewhat lower than given by empirical estimates of 50-60% (Weidick 1985; Huybrechts et al. 1991; Reeh et al. 1999, Janssens and Huybrechts 2000) . Unlike precipitation, ablation is much less sensitive to the model parameters, but rather sensitive to elevation within the very narrow (usually one grid cell width) ablation zone. Therefore, the reason for the underestimation of the total ablation could be the still too coarse grid of SEMI, because due to the dependence of ablation on elevation, the high ablation values on low elevation might get lost here. In particular, the southern tip of Greenland, where high ablation values appear (Zwally and Giovinetto, 2000) , is resolved with four grid points in longitudinal direction only. Nonetheless, our modelled ablation (Fig. 2d ) displays the main features of the net ablation by Zwally and Giovinetto (2000) in area and in magnitude. The geographical pattern of precipitation over Greenland is primarily controlled by the large-scale meridional gradient, the slope and the desertelevation effect. The minimum accumulation rate simulated over Greenland (Fig. 2c ) is approximately 10 cm/yr which is close to observations, but the location of this minimum is shifted southward as compared to empirical data (Ohmura and Reeh 1991) . Maximum snowfall at the southern flank of Greenland reaches approximately 80 cm/yr, which, again, is close to empirical estimates of about 100 cm/yr (Ohmura and Reeh 1991) . Precipitation in the model is more intensive along the south-western flank of Greenland, while empirical data show maximum precipitation along the southern-eastern flank (Ohmura and Reeh 1991) . This model bias is primarily attributed to the fact that the averaged direction of wind interpolated from the coarse resolution of the climate model onto the fine grid of SEMI deviates from the observed one in this region. The temperature over Greenland is primarily controlled by the elevation effect and the large-scale north-south temperature gradient simulated in the climate module. The modelled annually averaged temperature (Fig. 2b) over the central part of Greenland is approximately -30 o C, which is close to the observed values (Ohmura 1987 ).
To assess whether such an agreement is sufficient to yield a realistic Greenland ice sheet we performed an experiment with the interactive ice-sheet model. We build the Greenland ice sheet from ice-free initial conditions by running the coupled model for 50,000 years under constant external conditions (modern orbital configuration and pre-industrial atmospheric CO 2 concentration of 280 ppm) until the model has reached a quasi-equilibrium state. As a consequence of the underestimation of ablation in the off-line experiment described above, the interactive model yields an area for the Greenland ice sheet which is larger than the real one by about 15%. The ice volume is overestimated by 30%. In particular, the western flank of the However, the summit is shifted northwards by several hundred kilometres as compared to the real one.
LGM climate
In the frame of the Paleoclimate Modeling Intercomparison Project (PMIP), Pollard (2000) simulated the mass balance of ice sheets at the last glacial peak by using a high-resolution snowpack model and results from experiments with several atmospheric GCMs. To compare the performance of our model with that of the GCMs in the PMIP study, we set up our model simulations in line with the PMIP requirements, i.e. the atmospheric CO 2 concentration was set to 200 ppmv, orbital parameters were kept at values representative of 21,000 years ago, and the Earth topography and ice sheets were prescribed following Peltier (1994) . The latter has been The results of LGM climate simulations reported here are similar to those described in Ganopolski et al. (1998b) , which were obtained with an early version of the CLIMBER-2 model.
On global average, the simulated LGM climate is cooler than the pre-industrial climate by 5 o C.
The Atlantic thermohaline circulation at LGM is in the "cold" mode of operation (weaker thermohaline circulation and southward shifted area of deep water formation; for more details see In the simulations of LGM climate presented here, we did not take into account the direct radiative forcing of atmospheric dust, but we did consider the effect of dust deposition on snow albedo. To assess the effect of an elevated glacial dust deposition rate, we performed two experiments: one with a modern dust deposition rate, and the second one with a deposition rate corresponding to LGM conditions. To this end, we used annual rates of dust deposition for modern and LGM conditions simulated by Mahowald et al. (1999) . Modern dust deposition has a minor effect on the snow albedo in high latitudes. Therefore the experiment with "modern dust"
is directly comparable with the results presented in Pollard (2000) . In our experiment, the total amount of precipitation over Greenland dropped by a factor of four as compared to pre-industrial climate. This result agrees with GCM simulations by Pollard (2000) and estimates from Greenland ice cores (Cutler et al. 1995 The spatial distribution of LGM accumulation rate (Fig. 4d) shows a maximum over the southern, eastern and western flanks of the NAI and relatively high values over its central part.
Over the EUI, the area of high accumulation is restricted to a narrow strip along its south-western flank. Low values are simulated over the northern and eastern parts of the ice sheet. This is due to the low evaporation over the glacial North Atlantic, which is the major moisture source for the EUI. Interestingly, in an additional experiment with warmer North Atlantic SST, which corresponds to the "warm" mode of the Atlantic thermohaline circulation , snowfall over the EUI was twice that in the "cold" mode, but differed little over the NAI (not shown). This experiment demonstrates the high sensitivity of the mass balance of the EUI to Atlantic surface conditions. The ablation area over the NAI is restricted to its southeastern flank, and its total mass balance is positive. In contrast, the ablation area occupies a large portion of the EUI, and, as a result, the simulated total mass balance of the EUI is strongly negative. Similar results have been obtained also in GCM simulations (Pollard, 2000) . With such a strong negative mass balance (Fig 4c) , the EUI should completely disappear within some 5000 years, which is apparently in disagreement with palaeoclimatic data. However, a strong negative Final Version, January 17, 2005 16 mass balance does not imply that our model is unable to simulate the mass balance of the ice sheets realistically. The simulated strongly negative mass balance of the EUI is primarily caused by a large ablation over the low elevation of the southern and eastern parts of the reconstructed inland ice. A new reconstruction of LGM ice-sheet extent (Svendsen et al. 1999) shows that the eastward extent of the EUI suggested by Peltier (1994) is overestimated. This means that most of simulated negative mass balance comes from the area where no ice sheet existed during LGM.
Correspondingly, the rest of the EUI should have been higher in reality than in Peltier's (1994) reconstruction. Thus, the strongly negative mass balance of the EUI simulated in our model does not imply that the existence of a large ice sheet in Eurasia at LGM conditions is incompatible with the simulated climate. In fact, in the long-term equilibrium LGM run performed with interactive ice sheets (see below), the EUI not only recovered after an initial retreat, but eventually extended well beyond the reconstructed area. This demonstrates that the mass balance of the ice sheets diagnosed with climate models only tells us a little about the long-term coevolution of climate and ice sheets in a fully coupled climate-ice-sheet model.
To assess the importance of dust deposition on the albedo of snow surfaces we performed an additional experiment with LGM dust deposition computed by Mahowald et al. (1999) .
Comparison of Figs. 4a and 4b shows that an increase in dust deposition considerably reduces the area of positive mass balance between 60°E and 120°E over the south-eastern part of the EUI, which presumably did not exist, as well as in eastern Siberia and Beringia, bringing the model result into closer agreement with the reconstructed extent of LGM ice sheets (Dyke et al. 2002; Svendsen et al. 1999) . The increase in dust deposition leads to the reduction of the spring and summer albedo in eastern Siberia by up to 10%, thus appreciably enhancing snowmelt. The change from modern to LGM dust deposition increases the total ablation of the EUI by 20%. For the NAI, however, the effect of enhanced dust deposition is rather small simply because the dust deposition rate was small in this region, according to Mahowald et al. (1999) . This result suggests that an increase in dust deposition during the glacial age may serve, at least regionally, as a negative feedback by preventing an eastward expansion of the EUI.
Glacial inception as a bifurcation in the climate system
To study the mechanisms of the last glacial inception we performed a transient run with the fully Kubatzki et al. (2000) . As an initial condition for the extent and depth of the Greenland ice sheet, we use the steady-state Greenland ice sheet achieved after 50,000 years integration of the model under constant present-day climate. In the transient experiment, the orbital parameters were computed by using the algorithm by Berger (1978) . In this study, we did not use the carbon-cycle module of CLIMBER-2. Instead of that, the temporal evolution of atmospheric CO 2 concentration was prescribed according to Barnola et al. (1987) . The dust deposition rate was held constant at modern values provided by Mahowald et al. (1999) . This experiment is labelled as AOVI (Atmosphere-Ocean-Vegetation-Ice sheet) in the following.
A major result of the transient run is that the model successfully simulates a rapid increase of ice volume after 117 kyr BP (see Fig. 5c ), primarily due to the build up of a large ice sheet over North America. Between 118 and 117 kyr BP the land area covered by ice increases by more than Close inspection of the dynamics of ice cover during glacial inception shows that the ice caps and clusters of glaciers start to grow at around 120 kyr BP in several locations: the Canadian Arctic, the Rocky Mountains and the northern part of Quebec (in Fig. 6 , the situation at 118 kyr BP is shown). Around 117 kyr BP, the area of land covered by ice increases rapidly during several hundred years. At 116 kyr BP, the ice covers a large portion of Canada, Alaska and the mountainous region of north-eastern Asia. Initially, the ice sheet appears to be very thin (Fig. 6b) .
Obviously, most of the ice is formed due to a rapid increase of the area of permanent snow cover.
After this rapid transition, the area covered by ice increases only marginally, while the volume of the ice sheets increases almost linearly during the next 7000 years (Fig. 5c) . By 110 kyr BP, the thickness of the ice sheets reaches 1-2 km over most of the northern part of North America, with a maximum thickness of 3 km along the southern and western flanks of the ice sheet where the rate of accumulation is highest. Since our model consists of high-resolution and coarse-resolution components, the question arises whether the rapid increase in snow cover is associated with small-scale or largescale changes in the system. Therefore, we set up an additional transient experiment, referred to as AOV, which is similar to AOVI in all respects except for the interaction with the ice-sheet model. In experiment AOV, the area of perennial snow cover was diagnosed by SEMI on the grid of the ice-sheet model, but the results obtained by SEMI were not communicated to the coarsescale climate component. In experiment AOV, perennial snow cover does not appear in any grid cell of the climate module during the whole inception run. This is consistent with the fact that SEMI, driven by the output of the climate module, simulates only small spots of perennial snow cover on its fine grid (Fig. 7a) . Close inspection of experiment AOVI reveals that the initial ice caps and clusters of glaciers appear in the coupled model only at the elevation above the averaged elevation of the coarse-resolution model.
To separate the role of ice-sheet dynamics from the snow-albedo feedback, we performed an additional experiment, referred to as AOVB ('B' stands for back coupling) in the following. In experiment AOVB, the ice-sheet module is switched off, as it is in experiment AOV. In contrast to experiment AOV, however, the area of perennial snow cover diagnosed by SEMI is fed back to the climate module. Hence the climate module interacts with SEMI via changes in surface albedo, but not via changes in ice thickness and hence surface elevation. In experiment AOVB, the model successfully simulates a glacial inception ( Fig. 5b and Fig. 7b ) with a rapid increase of perennial snow cover. The increase in snow cover is similar to that in experiment AOVI, but it starts about 1000 years later in experiment AOVB than in experiment AOVI (Fig. 5b) .
Obviously, the rapid climate transition during glacial inception must primarily be attributed to the strong positive snow-albedo feedback, while ice-sheet growth, and hence the elevation effect, plays a secondary role during the initial stage.
The situation is different after 116 kyr BP. In experiment AOVB, the diagnosed area of perennial snow cover closely follows summer insolation and rapidly falls back to its interglacial value soon after summer insolation on boreal latitudes (Fig. 5a 1 ) start to increase. In experiment AOVI, the area of ice sheets continues to grow after the minimum of summer insolation is past, and remains large till the end of the run (Fig. 5b) . Thus, after ice sheets are established, their growth and lateral spreading provide a self-stabilising effect, keeping the climate system in the glacial state.
These experiments show that the snow-albedo feedback is the primary mechanism of the glacial inception in our model. This feedback emerges only if the snow cover and ice dynamics are described in models with sufficiently high horizontal resolution. The importance of high spatial resolution is reinforced by results of an additional experiment (not shown here), which is similar to experiment AOVB, but in which the surface elevation in SEMI is smoothed to mimic the typical horizontal resolution of GCMs of some 300 km. The results of this experiment are similar to that of experiment AOV, i.e. the area of simulated perennial snow cover increases only a little during the minimum of summer insolation.
The rapid transition in snow cover caused by the snow-albedo feedback is associated with a bifurcation in the system. A bifurcation emerges if multiple equilibria in the system exist. To test whether our model possesses such multiple equilibria, we performed a set of long-term equilibrium experiments with the fully coupled model for three different orbital configurations corresponding to 126 kyr BP, 115 kyr BP and present-day orbits. The orbital configurations at 126 and 115 kyr BP do not represent the most extreme orbital parameters which occurred during the Quaternary, but the first one is rather close to the so-called "warm" orbit (maximum eccentricity, maximum obliquity, perihelion at northern summer solstice), while the second one is similar to the "cold orbit" (maximum eccentricity, minimum obliquity, perihelion at northern winter solstice). The present-day orbital configuration is not very far from the circular orbit (zero eccentricity), which is between the two extremes. All experiments were performed with atmospheric CO 2 concentration set to 280 ppmv and modern dust deposition rate. For each orbital configuration, we performed two 200 kyr equilibrium runs; the first one starting from an ice-free Northern Hemisphere. In the second set of experiments, we used Peltier's (1994) reconstruction of LGM ice sheets as initial conditions. Results of these experiments, shown in Fig. 8 This result is not at variance with the observation that, as discussed above, the diagnosed mass balance of the Eurasian (LGM) ice sheet prescribed based on Peltier's (1994) reconstruction was strongly negative even under much lower CO 2 concentration. In fact, our model starts with a negative mass balance, which leads to a shrinking ice sheet. But as the simulation continues, the ice sheet is reorganised, attains a different shape, and grows.
Discussion
A characteristic sign of the last glacial inception found in many proxy data is a fast growth of ice sheets equivalent to some 30-60 m change in sea level between approximately 120 and 110 kyr BP. Palaeoclimatic reconstructions also agree that most of this ice grew in North America, while Europe, Greenland and Antarctica contributed relatively little to this increase. Such rapid growth of ice volume implies that the area of the North American ice sheet had to be very large already at the early stage of glacial inception. The traditional view of glacial inception as a gradual, lateral spreading of an ice sheet from initial nucleation centres (Weertman 1964; Flint 1971) cannot explain the rapid increase of the ice-sheet area and is, thus, at variance with empirical estimates of sea-level changes. In many previous simulations of glacial inception, the amount of ice was considerably smaller than indicated by proxy data, and if the rate of ice-volume growth was reproduced successfully, most ice was formed in northeast Asia, but not in North America (e.g., Marsiat 1994; Calov and Marsiat 1998 Any small ice cap grows on a third, but unstable, nearly ice-free equilibrium. In our model, three equilibrium states appear in the transition from an interglacial to a glacial: the interglacial state with an ice-covered Greenland, the glacial state which corresponds to, but exceeds, the last glacial maximum, and the fully ice-covered, snowball-like Earth (not shown here). Hence the bifurcation diagrams of North's (1984) energy balance model and our model of intermediate
It is well known that for strongly non-linear behaviour, the model response is very sensitive to model parameters such as spatial resolution as discussed above. We speculate that the failure of some climate models to successfully simulate a glacial inception is due to their coarse spatial resolution or climate biases, that could shift their threshold values for the summer insolation, corresponding to the transition from interglacial to glacial climate state, beyond the realistic range of orbital parameters. Another important factor determining the threshold value of the bifurcation transition is the albedo of snow. In our model, a reduction of averaged snow albedo by only 10% prevents the rapid onset of glaciation on the Northern Hemisphere under any orbital configuration that occurred during the Quaternary. It is worth noting that the albedo of snow is parameterised in a rather crude way in many climate models, and might be underestimated. Moreover, as the albedo of snow strongly depends on temperature, the underrepresentation of high elevation areas in a coarse-scale climate model may additionally weaken the snow-albedo feedback.
We consider our transient experiment to be a "successful" simulation of glacial inception, because our model apparently simulates the right timing and magnitude of the ice-sheet growth in North America (see the solid line in Fig. 5c ). Recently, Wang and Mysak (2002) to simulate a considerable increase of perennial snow cover and/or ice-volume growth in these areas (Dong and Valdes 1995; Schlesinger and Verbitsky 1996; Pollard and Thompson 1997; Vettoretti and Peltier 2003a; Marsiat 1994; Calov and Marsiat 1998; Yoshimori et al. 2002; Meissner et al 2003) . This is not surprising because for modern climate conditions (i.e., insolation, atmospheric CO 2 concentration and dust deposition), these areas are indeed the most sensitive areas to a potential glacial inception because of their low summer temperatures, relatively high precipitation and large areas occupied by mountains. Why these potentially sensitive areas were ice-free during the whole glacial cycle is not well understood. Possible explanations may involve reorganisation of the eddy-energy and momentum transport into the high latitudes under glacial conditions (e.g. Vettoretti and Peltier, 2003b) .
Another problem of our transient simulation is that the ice volume continues to grow after 110 kyr BP, while reconstructions of sea-level change, particularly those based on coral data (Bard et al. 1990; Chappell et al. 1996; Gallup et al. 2002) , indicate that the ice volume declined considerably after 110 kyr BP in response to the increasing summer insolation. This underestimation of ice-volume sensitivity to the precessional cycle is also typical for climate-icesheet models. A notable exception is the LLN climate model (Gallée et al. 1991) , which, on the contrary, overestimates the amplitude of ice-volume variation in response to precessional forcing.
One possible reason for the rather low sensitivity of many ice-sheet models to variations in summer insolation might be that ice-sheet models simulate too thick ice sheets with very small ablation areas. We assume that the latter problem could be related to the underestimation of icesheet mobility caused by neglecting sub-grid processes, such as ice streams and high basal sliding. As has been shown by Calov et al. (2002) , the latter process could be an important factor in ice-sheet dynamics. CLIMBER-2 is coupled to the ice-sheet model via a surface interface module, referred to as SEMI. SEMI provides by-and-large realistic surface boundary conditions for the ice-sheet model under interglacial and glacial climate conditions. We explicitly take into account changes in dust deposition which alterate the albedo of snow surfaces. Changes in snow albedo turn out to be an important factor affecting the mass balance of ice sheets.
Summary and conclusions
2. With prescribed external forcing, i.e., changes in orbital parameters and hence seasonal insolation patterns, and prescribed atmospheric CO 2 concentration, the coupled model yields an interglacial-glacial transition at around 117 kyr BP. The glacial inception starts with the appearance of small ice caps in the Canadian Arctic and Quebec. Around 118 kyr BP, the area of permanent snow cover in the Northern Hemisphere increases rapidly. Most ice is formed in northern North America, but an "erroneous" ice sheet is simulated over eastern Siberia and
Alaska. This shortcoming leads to an overestimation of the total ice growth during the last glacial inception compared to palaeoclimatic reconstructions.
Our results suggest that a reduction of summer insolation in the high latitudes of the Northern
Hemisphere at the end of the Eemian interglacial is the primary factor which triggers the onset of Northern Hemisphere glaciation. In our simulations, the glacial inception emerges as a bifurcation transition in the climate system, caused by strong positive snow-albedo feedback; small patches of ice sheet appear at high altitudes, which then rapidly spread over northern North America. We have shown also that there is a range of orbital parameters for which two different equilibrium-climate states can be obtained depending on the initial conditions.
4. In our model, the last glacial inception is a strongly non-linear process, which occurs when orbital forcing crosses some threshold. Such a type of behaviour is difficult to simulate becauseunlike a linear response -even small quantitative differences between models may lead to a completely different qualitative behaviour. In particular, a moderate underestimation of the strength of related positive feedback, for instance due to coarse spatial resolution or low albedo values, might lead to a shift of the threshold value beyond the range of orbital variations in which glacial inception did occur. 
Appendix a) Governing equations of SEMI
The surface interface module, SEMI, is based on two prognostic equations for the surface temperature T s and the snow thickness in water equivalent h w :
(1)
where c i is the effective heat capacity of snow or ice surface, w ρ is the water density. Sensible heat flux and sublimation are computed following the standard bulk-formulas as where C M is the heat and moisture exchange coefficient which depends on atmospheric stratification. a ρ and c p are the near-surface air density and specific heat, respectively, u s is the surface wind speed, T s and T a are the surface and near-surface air temperatures, respectively, Q a the surface air specific humidity, and Q sat the saturated specific humidity at the temperature S T .
The snowfall S P is computed by using the total precipitation interpolated from the climate module via (5) where P is the horizontally interpolated total precipitation from the climate module, k 1 = 0. to Eq. 5, where u sn is the norm of the synoptic component of the wind, computed in the climate module (see Petoukhov et al, 2000) . This term, unlike the previous one, is always positive, and thus increases precipitation over the slope.
b) Albedo of snow surfaces
The albedo of snow surfaces is calculated in two steps. Firstly, the albedo of snow for diffusive radiation is computed for two spectral bands -visible and near-infrared, taking into account the effects of snow aging (growth of snow grains) and contamination of snow by dust as
where the index k = 1 refers to visible radiation, and k = 2 to the near-infrared band, respectively.
Further, nk is the albedo of new snow. The non-dimensional effective age of snow f a , ranging between 0 and 1, is a function of surface temperature and precipitation. k is the maximum reduction of snow albedo due to aging of snow, and k is an additional reduction of snow albedo due to contamination by dust. The effect of dust deposition on snow albedo is assumed to take the form
where nk and ok are the reductions of snow albedo due to dust for new and old snow, respectively. Both factors are functions of dust concentration on the snow surface. These factors are derived from theoretical calculations by Warren and Wiscombe (1980) . The concentration of dust in snow d n is assumed to be equal to the dust concentration in precipitation P d n d = , where d is the dust deposition rate and P is the total precipitation.
For clear-sky conditions, the albedo of snow is computed as
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The averaged albedo of snow k α is computed as a weighted sum of diffusive and clear sky albedo (11) where n c is the cloud fraction.
c) Mass balance and interval of interchange
After the ice-sheet module has simulated the orography and the distribution of ice sheets (see section 2.2), one year of integration of SEMI (with a one-day time step) elapses, and SEMI provides the mass balances for the ice-sheet module. If a grid cell is covered by ice, then the change in mass balance, either positive or negative, is applied to the ice-sheet model in the subsequent year. If there is no ice in a grid cell, but SEMI predicts positive mass balance, then this grid cell in the ice-sheet model is treated as ice-covered in the succeeding year. If ice does not exist in the given grid cell and mass balance is negative, then the grid cell is considered to be ice-free in the succeeding year. A special case is a grid cell with negative mass balance which has a neighbouring grid cell covered by ice: if the absolute value of mass balance exceeds the amount of lateral transport of ice to the given grid cell, then ice does not appear, but melting is taken into account. In these grid points ("hidden ablation" area) SEMI computes only a potential mass balance, while the actual mass balance is calculated as the amount of melted ice, which is equal to the lateral ice inflow into this grid cell. This actual mass balance in the "hidden ablation" area is used for calculation of the total mass balance of the ice sheets. plied here provides realistic climatological e regional scale. Therefore, as a first step of assessment, we compare model results against ata at the resolution of SEMI. Then, we climate of the LGM, some 21 kyr ago, as a t case, without any new calibration of the he new climate state. Since no direct proxies ass balance of the ice sheets at LGM are we compare our model with results from sive climate models (GCMs).
t-day climate state rgy and mass balance interface is designed to e mass balance and surface temperature of eets globally. However, since the ice-sheet nly applied to the Northern Hemisphere, we analysis to high and middle latitudes of the emisphere. Simulated and observed annual ipitation are shown in Fig. 1a , c. The overall over the central part of Eurasia.
One of the prerequisites for a successful simulation of the glacial world is a realistic representation of the mass balance of the ice sheets under modern conditions. Apart from Greenland, SEMI simulates two clusters of grid points with a positive mass balance over Ellesmere Island and Axel Heiberg Island and individual glaciated grid points over Baffin Island. These are all regions where large ice caps and glaciers exist in reality. The total area of simulated permanent snow cover in the Canadian Arctic is approximately 0.2·10 6 km 2 , which is close to empirical estimates (Zou and Oerlemans 1997; 0.15·10 6 km 2 , from Table A2 by adding the values in columns 1 to 6, therein). The model does not simulate permanent snow cover over the Eurasian continent, but there are several grid points with a positive mass balance over Iceland and Svalbard. In Greenland, SEMI computes an area of positive surface-mass balance in close correspondence to the area covered by inland ice (Fig. 2a) n, the high ablation values at low elevation lost here. In particular, the southern tip of , where high ablation values appear (Zwally etto 2000) , is resolved with four grid points in l direction only. Nonetheless, our modelled ig. 2d) displays the main features of the net Zwally and Giovinetto (2000) in area and in . The geographical pattern of precipitation land is primarily controlled by the large-scale gradient, the slope and the desert-elevation minimum accumulation rate simulated over (Fig. 2c) is approximately 10 cm/yr, which is servations, but the location of this minimum southward as compared to empirical data nd . Maximum snowfall at the ank of Greenland reaches approximately hich, again, is close to empirical estimates of cm/yr (Ohmura and Reeh 1991) . Precipitation conditions by running the coupled model for 50 kyr under constant external conditions (modern orbital configuration and pre-industrial atmospheric CO 2 concentration of 280 ppm) until the model has reached a quasi-equilibrium state. As a consequence of the underestimation of ablation in the off-line experiment described above, the interactive model yields an area for the Greenland ice sheet that is larger than the real one by about 15%. The ice volume is overestimated by 30%. In particular, the western flank of the Greenland ice sheet extends to the coastline in the model, and only the southern and south-eastern parts of the modelled Greenland remain ice-free (compare Fig. 3a,  b) . The modelled ice sheet obtains a maximum elevation in the central part of some 3.2 km, which is close to reality. However, the summit is shifted northwards by several hundred kilometres as compared to the real one. Final Version, January 17, 2005 38 atmospheric CO 2 concentration was set to 200 ppmv, orbital parameters were kept at values representative of 21 kyr ago, and the Earth topography and ice sheets were prescribed following Peltier (1994) . The latter has been used both in the climate component of the model, aggregated for its coarse resolution, and in SEMI by interpolation of the original Peltier's 1°·1°data onto the grid of our ice-sheet model. The main difference between the experiments described herein and the GCMs in the PMIP experiments is that we used a fully coupled atmosphere-ocean-vegetation model instead of the prescribed sea-surface temperature (SST) and prescribed modern land-surface cover. Using an interactive vegetation model instead of prescribed modern vegetation cover results in an additional global cooling of some 0.7°C (Ganopolski 2003) .
SST and sea-ice extent are similar reconstruction, while tropical SSTs lower than that in CLIMAP (CLIMA 1976) , but in good agreement with structions (Rosell-Mele´et al. 2004 ).
In the simulations of LGM clima we did not take into account the direc of atmospheric dust, but we did con dust deposition on snow albedo. To an elevated glacial dust-deposition ra two experiments: one with a moder rate, and the second one with a dep sponding to LGM conditions. To t annual rates of dust deposition for m conditions simulated by Mahowald e ern dust deposition has a minor effec bedo in high latitudes. Therefore, th ''modern dust'' is directly comparab presented in Pollard (2000) . In our ex amount of precipitation over Greenl factor of four as compared to preThis result agrees with GCM simul (2000) and estimates from Greenland et al. 1995) . Ablation of the Greenlan almost completely under glacial cl Simulated mass balances of the North ice (NAI) and the Eurasian inland ice the range of the results obtained by Pollard's (2000) study. The averaged for the NAI is 50 cm/yr in our model, the upper range of GCM simulation mulation rate over the EUI reach 25 cm/yr, a value in the lower range tions.
The spatial distribution of LGM (Fig. 4d) shows a maximum over the and western flanks of the NAI and rel over its central part. Over the EUI, accumulation is restricted to a narr southwestern flank. Low values are s northern and eastern parts of the ice s the low evaporation over the glacia which is the major moisture source f estingly, in an additional experiment w Atlantic SST, which corresponds to of the Atlantic thermohaline circula and Rahmstorf 2001), snowfall over t that in the ''cold'' mode, but differed (not shown). This experiment demo Fig. 3 Surface elevation of the Greenland ice sheet in kilometres: a observed after Letre´guilly et al. (1991) , and b from a steady-state simulation with the fully coupled model Figure 3 : Surface elevation of the Greenland ice sheet in kilometres: a observed after Letréguilly et al. (1991) , and b from a steady-state simulation with the fully coupled model.
Final Version, January 17, 2005 39 of the mass balance of the EUI to Atlantic nditions. The ablation area over the NAI is to its southeastern flank, and its total mass positive. In contrast, the ablation area occuge portion of the EUI, and, as a result, the total mass balance of the EUI is strongly Similar results have also been obtained in ulations (Pollard, 2000) . With such a strong ass balance (Fig. 4c) , the EUI should comappear within some 5 kyr, which is apparently ement with palaeoclimatic data. However, a ative mass balance does not imply that our nable to simulate the mass balance of the ice istically. The simulated strongly negative mass the EUI is primarily caused by a large ablathe low elevation of the southern and eastern he reconstructed inland ice. A new reconf LGM ice-sheet extent (Svendsen et al. 1999) t the eastward extent of the EUI suggested by 94) is overestimated. This means that most of negative mass balance comes from the area ice sheet existed during LGM. Correspondrest of the EUI should have been higher in n in Peltier's (1994) reconstruction. Thus, the egative mass balance of the EUI simulated in does not imply that the existence of a large ice rasia at LGM conditions is incompatible with ted climate. In fact, in the long-term equilibrun performed with interactive ice sheets (see e EUI not only recovered after an initial reeventually extended well beyond the reconrea. This demonstrates that the mass balance experiment with LGM dust deposition computed by Mahowald et al. (1999) . Comparison of Fig. 4a and b shows that an increase in dust deposition considerably reduces the area of positive mass balance between 60°E and 120°E over the south-eastern part of the EUI, which presumably did not exist, as well as in eastern Siberia and Beringia, bringing the model result into closer agreement with the reconstructed extent of LGM ice sheets (Dyke et al. 2002; Svendsen et al. 1999) . The increase in dust deposition leads to the reduction of the spring and summer albedo in eastern Siberia by up to 10%, thus appreciably enhancing snowmelt. The change from modern to LGM dust deposition increases the total ablation of the EUI by 20%. For the NAI, however, the effect of enhanced dust deposition is rather small simply because the dust-deposition rate was small in this region, according to Mahowald et al. (1999) . This result suggests that an increase in dust deposition during the glacial age may serve, at least regionally, as a negative feedback by preventing an eastward expansion of the EUI.
Glacial inception as a bifurcation in the climate system
To study the mechanisms of the last glacial inception, we performed a transient run with the fully coupled model from 126 kyr BP to 100 kyr BP, taking the equilibrium Eemian climate state as initial condition. The equilibrium Eemian climate was obtained by a model integration over 5 kyr with orbital parameters kept fixed at values valid for 126 kyr BP and a CO 2 concentration of LGM and modern dust-deposition rate, respectively. Solid lines indicate the margins of prescribed ice sheets after Peltier (1994) , c annual ablation rate in centimetres of water equivalent per year for the experiment with the LGM dust-deposition rate, d annual accumulation rate in centimetres of water equivalent per year for the experiment with the LGM dust-deposition rate.
Final Version, January 17, 2005 40 temporal evolution of atmospheric CO 2 concentration was prescribed according to Barnola et al. (1987) . The dust-deposition rate was held constant at modern values provided by Mahowald et al. (1999) . This experiment is labelled as AOVI in the following. A major result of the transient run is that the model successfully simulates a rapid increase of ice volume after 117 kyr BP (see Fig. 5c ), primarily due to the build up of a large ice sheet over North America. Between 118 kyr and 117 kyr BP the land area covered by ice increases by more than 4·10 6 km 2 in just a few hundred equivalent. This result exceeds the hig the sea-level changes during MIS 5, range of 40-60 m (e.g. Lambeck and Close inspection of the dynamics o glacial inception shows that the ice ca glaciers start to grow at around 120 locations: the Canadian Arctic, the R and the northern part of Quebec (in tion at 118 kyr BP is shown). Around area of land covered by ice increas several hundred years. At 116 kyr BP large portion of Canada, Alaska and region of north-eastern Asia. Initially pears to be very thin (Fig. 6b) . Obvio ice is formed due to a rapid increas permanent snow cover. After this rap area covered by ice increases only ma volume of the ice sheets increases almo the next 7 kyr (Fig. 5c) . By 110 kyr BP Fig. 5 Time series between 125 and 100 kyr BP: a maximum value of insolation-this value is close to the summer solstice at 65°N, b area of permanent snow cover in 10 6 km 2 , c ice volume (10 6 km 3 ) in North America (solid line) and in Eurasia (dashed-dotted line). For the Eurasian ice volume we excluded the Greenland ice sheet for simplicity here. Experiment AOVI, is fully interactive including Atmosphere, Ocean, Vegetation and Ice sheets. In both experiments AOV and AOVB, the ice-sheet module is switched off. But in experiment AOVB, the area of perennial snow cover computed by SEMI is fed back to the climate module • N, b area of permanent snow cover in 10 6 km 2 , c ice volume (10 6 km 3 ) in North America (solid line) and in Eurasia (dashed-dotted line). For the Eurasian ice volume we excluded the Greenland ice sheet for simplicity here. Experiment AOVI is fully interactive including Atmosphere, Ocean, Vegetation and Ice sheets. In both experiments AOV and AOVB, the ice-sheet module is switched off. But in experiment AOVB, the area of perennial snow cover computed by SEMI is fed back to the climate module.
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f the transient run is that the model tes a rapid increase of ice volume ee Fig. 5c ), primarily due to the build sheet over North America. Between yr BP the land area covered by ice han 4·10 6 km 2 in just a few hundred
Close inspection of the dynamics of ice cover during glacial inception shows that the ice caps and clusters of glaciers start to grow at around 120 kyr BP in several locations: the Canadian Arctic, the Rocky Mountains and the northern part of Quebec (in Fig. 6a , the situation at 118 kyr BP is shown). Around 117 kyr BP, the area of land covered by ice increases rapidly during several hundred years. At 116 kyr BP, the ice covers a large portion of Canada, Alaska and the mountainous region of north-eastern Asia. Initially, the ice sheet appears to be very thin (Fig. 6b) . Obviously, most of the ice is formed due to a rapid increase of the area of permanent snow cover. After this rapid transition, the area covered by ice increases only marginally, while the volume of the ice sheets increases almost linearly during the next 7 kyr (Fig. 5c) . By 110 kyr BP, the thickness of een 125 and 100 kyr BP: a maximum value ue is close to the summer solstice at 65°N, b cover in 10 6 km 2 , c ice volume (10 6 km 3 ) in ine) and in Eurasia (dashed-dotted line). For e we excluded the Greenland ice sheet for iment AOVI, is fully interactive including egetation and Ice sheets. In both experi-, the ice-sheet module is switched off. But in area of perennial snow cover computed by e climate module model. In experiment AOV, the area of perennial snow cover was diagnosed by SEMI on the grid of the icesheet model, but the results obtained by SEMI were not communicated to the coarse-scale climate component. In the AOV experiment, perennial snow cover does not appear in any grid cell of the climate module during the whole inception run. This is consistent with the fact that SEMI, driven by the output of the climate module, simulates only small spots of perennial snow cover on its fine grid (Fig. 7a) . Close inspection of experiment AOVI reveals that the initial ice caps and clusters of glaciers appear in the coupled model only at the elevation above the averaged elevation of the coarse-resolution model. To separate the role of ice-sheet dynamics from the snow-albedo feedback, we performed an additional experiment, referred to as AOVB ('B' stands for back coupling) in the following. In experiment AOVB, the icesheet module is switched off, as it is in experiment AOV. In contrast to experiment AOV, however, the area of the strong positive snow-albedo fee sheet growth, and hence the elevati secondary role during the initial stage
The situation is different after 116 iment AOVB, the diagnosed area o cover closely follows summer insolatio back to its interglacial value soon aft tion on boreal latitudes (Fig. 5a 1 ) sta experiment AOVI, the area of the ice s grow after the minimum of summer and remains large till the end of the ru after ice sheets are established, their g spreading provide a self-stabilising e climate system in the glacial state.
These experiments show that the back is the primary mechanism of th in our model. This feedback emerges cover is described in models with suffi zontal resolution. The importance of lution is reinforced by results o experiment (not shown here), which i iment AOVB, but in which the sur SEMI is smoothed to mimic the typi olution of GCMs of some 300 km. T experiment are similar to that of exp the area of simulated perennial sno only a little during the minimum of s
The rapid transition in snow cov snow-albedo feedback is associated wi the system. A bifurcation emerges if m in the system exist. To test whether ou such multiple equilibria, we performed equilibrium experiments with the ful for three different orbital configuratio to 126, 115 kyr BP and present-day o configurations at 126 and 115 kyr BP the most extreme orbital parameters t ing the Quaternary, but the first one is so-called ''warm'' orbit (maximum e mum obliquity, perihelion at northern while the second one is similar to (maximum eccentricity, minimum ob at northern winter solstice). The p over Greenland. For the modern orbital configurations, however, the model attains two different equilibria depending on the initial conditions: one glacial and one interglacial equilibrium state. The glacial state simulated with Peltier's LGM initial conditions is similar to the equilibrium state obtained for 115 kyr orbital conditions, while the interglacial state simulated with modern initial conditions is similar to the equilibrium with 126 kyr BP orbital conditions. Obviously, the equilibrium glacial climate states simulated for 115 kyr BP and for present-day orbital parameters cannot be compared with reality, because it takes some 50 kyr for the model to reach an equilibrium state and orbital configurations are never constant over 50 kyr. Nonetheless, these experiments show the existence of at least two different equilibria in our climateice-sheet model within the range of late Quaternary orbital parameters. It is noteworthy that the glacial equilibrium climate state simulated under present-day orbital configuration and pre-industrial atmospheric matic reconstructions also agree that most of this ice grew in North America, while Europe, Greenland and Antarctica contributed relatively little to this increase. Such rapid growth of ice volume implies that the area of the North American ice sheet had to be very large already at the early stage of glacial inception. The traditional view of glacial inception as a gradual, lateral spreading of an ice sheet from initial nucleation centres (Weertman 1964; Flint 1971) cannot explain the rapid increase of the ice-sheet area and is, thus, at variance with empirical estimates of sea-level changes. In many previous simulations of glacial inception, the amount of ice was considerably smaller than indicated by proxy data, and if the rate of ice-volume growth was reproduced successfully, most ice was formed in northeast Asia, but not in North America (e.g., Marsiat 1994; Calov and Marsiat 1998) .
The main reason for the successful simulation of glacial inception presented here is the rapid increase of the ice area in North America, caused by a strong snow- Fig. 8 Surface elevation of the inland ice on the Northern Hemisphere for three different orbital configurations and two different initial conditions. The elevation is given in kilometres. All experiments are run with pre-industrial CO 2 concentration. The model is integrated for 200 kyr to ensure that the model has obtained an equilibrium state. In the runs shown in the upper three panels (a, b and c), the LGM-ice-sheet reconstruction of Peltier (1994) applies as initial condition (''IC: LGM ice''), while in the run depicted in the lower three panels (d, e and f), the ice is allowed to build up from ice-free conditions (''IC: no ice''). Panels a and d refer to insolation computed from 115 kyr BP orbital parameters, b and e to present-day, and c and f to insolation evaluated for 126 kyr BP orbital parameters, respectively Figure 8 : Surface elevation of the inland ice on the Northern Hemisphere for three different orbital configurations and two different initial conditions. The elevation is given in kilometres. All experiments are run with pre-industrial CO 2 concentration. The model is integrated for 200 kyr to ensure that the model has obtained an equilibrium state. In the runs shown in the upper three panels (a, b and c), the LGMice-sheet reconstruction of Peltier (1994) applies as initial condition ("IC: LGM ice"), while in the run depicted in the lower three panels (d, e and f ), the ice is allowed to build up from ice-free conditions ("IC: no ice"). Panels a and d refer to insolation computed from 115 kyr BP orbital parameters, b and e to present-day, and c and f to insolation evaluated for 126 kyr BP orbital parameters, respectively.
