Abstract: Anti-collusion digital fingerprinting codes have been of significant current interest in the context of deterring unauthorized use of multimedia content by a coalition of users. In this article, partially coverfree families of sets are considered and these are employed to obtain such codes. Compared to the existing methods of construction, our methods ensure gains in terms of accommodating more users and/or reducing the number of basis vectors.
Introduction
Digital fingerprinting is a technique for tracing consumers who use their multimedia contents for illegitimate purposes, such as redistribution. Anti-collusion codes (ACCs), which aim at deterring such unauthorized utilization by a coalition of users, have received considerable attention in the recent literature on digital fingerprinting. For an excellent account of various aspects of ACCs in general, along with illuminating theoretical results, we refer to the pioneering work of Boneh and Shaw (1998) . Trappe et al. (2003) introduced an attractive class of ACCs, which are called AND-ACCs and defined as follows.
Definition 1: A code of n binary vectors, each of length v, is called a K-resilient AND-ACC when every subset of K or fewer code vectors combined element-wise under AND is distinct from the element-wise AND of every other subset of K or fewer code vectors.
A code as in Definition 1 will be called a ) , , ( K n v AND-ACC. It involves v basis vectors, accommodates n users, and has resilience K in the sense of being capable of identifying K or fewer colluders; see Trappe et al. (2003) for more details. Construction of AND-ACCs is an interesting combinatorial problem. A method, that works when
and makes use of balanced incomplete block (BIB) designs, was given in Trappe et al. (2003) . Kang et al. (2006) proposed another approach using group-divisible designs, while Yagi et al. (2007) used finite geometries for obtaining AND-ACCs. Recently, Li et al. (2009) developed a unified construction procedure based on cover-free families of sets and observed that this encompasses all the earlier methods. We refer to their paper for further related references.
As noted by all the aforesaid authors, for a given K, one prefers a ) , , ( K n v AND-ACC with relatively large n and small v because this accommodates more users and avoids distribution of energy over a large number of basis vectors. From this perspective, we exploit the idea of partially cover-free families of sets to propose two techniques for obtaining these codes. Satisfyingly, our techniques yield AND-ACCs with larger n and/or smaller v than what the existing methods do.
Preliminaries and motivating examples
Definition 2: Let Ω be a universal set of v elements and let H be a family consisting of n subsets of Ω . (a) The incidence matrix of H is a n v × matrix with (i, j)th element 1 if the ith element of Ω belongs to the jth member of H , and 0 otherwise. -cover-free family, or K-CFF(v, n) , if no union of K or fewer members of H includes as a subset, i.e., covers, any member of H other than those involved in the union. (c) H is called a K-union distinct family, or K-UDF (v, n) , if all unions involving K or fewer members of H are distinct.
It is well-known (see Trappe et al., 2003) 
AND-ACC are coexistent, because the columns of the incidence matrix of the former are equivalent to the bit complements of the code vectors of the latter. Also, if H is K-CFF(v, n) then it is also K-UDF (v, n) and hence gives a ) , , ( K n v AND-ACC. In Li et al. (2009) , this fact was well recognized and employed to construct AND-ACCs.
A family of sets can, however, be K-UDF (v, n) , and hence equivalent to a ) , , ( K n v AND-ACC, even without being K-CFF (v, n) . This is illustrated below.
Example 1: Let Ω = {1, 2, 3}× {0, 1, 2}, where × denotes Cartesian product of sets. Consider a family H of n = 12 subsets of Ω as given by {10, 20, 30}, {10, 21, 32}, {10, 22, 31}, {11, 20, 32}, {11, 21, 31}, {11, 22, 30}, {12, 20, 31}, {12, 21, 30}, {12, 22, 32}, {10, 21, 31}, {11, 22, 32}, {12, 20, 30} . Then H is not 2-cover-free -e.g., the union of {10, 20, 30} and {11, 21, 31} covers the set {10, 21, 31}. It is only partially 2-cover-free in the sense that the subfamily, consisting of the first nine sets, is 2-coverfree. Nevertheless, one can directly verify that H is 2-union distinct and hence yields a ) 2 , 12 , 9 ( AND-ACC, which is nonisomorphic to what one obtains using a BIB design as proposed in Trappe et al. (2003) .
Example 1 holds out the promise of the existence of AND-ACCs equivalent to families which are only partially cover-free. Moreover, as we will see, partially cover-free families can also be used to construct (completely) cover-free families. These ideas lead to AND-ACCs that are better than the existing ones. The associated constructions are presented respectively in Theorems 1 and 2 of the next section. The following definition will be useful. 
has K or fewer elements.
It is not hard to see that if the minimum (Hamming) distance d of the code C satisfies
then C is K-UD. The following example, in the spirit of Example 1, shows that the converse is not true.
Example 2: Consider a code C over an alphabet of size s = 3 and consisting of 12 code vectors, each of length m = 3, as shown below: {0, 0, 0}, {0, 1, 2}, {0, 2, 1}, {1, 0, 2}, {1, 1, 1}, {1, 2, 0}, {2, 0, 1}, {2, 1, 0}, {2, 2, 2}, {0, 1, 1}, {1, 2, 2}, {2, 0, 0}. The minimum distance of C is d = 1, which does not meet (1) for K = 2. Still, it may be directly checked that C is 2-UD. The 12 code vectors here correspond to the 12 sets of the family in Example 1, a point which Theorem 1 below will clarify.
Methods of construction
} be a code consisting of M code vectors, each of length m and defined over an alphabet } ,..., , {
Let Ω = {1, 2,…, m}× {0, 1,…, q-1} be a set of mq elements, and let H(0) be a family consisting of the M subsets
of Ω , where, for each j,
As (2) and (3) suggest, H(0) could equivalently be introduced via concatenation of codes but the present description will be more convenient for our proofs. We also define, for
as a family consisting of u subsets of Ω . Then we have Theorems 1 and 2 below on the construction of AND-ACCs. (v, n) , and hence equivalent to a ) , , ( K n v AND-ACC, where mq v = and n = M. (2) and (3), there exist two distinct subsets 1 J and 2 J of {1, …,M}, such that each of 1 J and 2 J has K or fewer elements and, for every i
. This violates condition (i).
Remark 1: Of special interest in the context of Theorem 1 is the case where C is K-UD without satisfying (1). Since being K-UD is less stringent than meeting (1), one can hope that this would allow the use of C with larger M and hence yield AND-ACCs accommodating more users. A construction for such C will be presented in Theorem 3 and the resulting H(0) will turn out to be only a partially cover-free family.
In Theorem 1, suppose C is the 2-UD code of Example 2, so that s = 3 and, with l α = l (l = 0, 1, 2), each ji c equals ji c . Now, if one takes q = 3 and F(l) = {l} (l = 0, 1, 2), then one obtains the 2-union distinct family of sets shown in Example 1. (q, s) , and (iv) no union of K or fewer members of F UG covers any member of G other than those involved in the union, then the family 
If 0 0 > k , then by (6) and condition (ii), 
H, in view of (2)- (4), condition (iv) and the fact that (6)). This proves the result.
Remark 2:
In Theorem 2, we do not need F UG to be K-cover-free as per Definition 2(b). While it has a Kcover-free subfamily F , a union of K or fewer members of F UG can cover a member of F not involved in the union, and still the theorem will remain valid. Thus the family F UG , which is only partially coverfree, leads to a (completely) cover-free family H and, as seen in Remark 4 below, this entails gains. Li et al. (2009) showed H(0) to be a K-CFF(ms, M). Theorems 1 and 2 strengthen their findings in two directions. First, in these theorems, q is potentially smaller than m, thereby leading to a reduction in the number of basis vectors. Second, Theo-rem 1 requires C to be only K-UD thus allowing a larger M than in Li et al. (2009) , while, with the same M as in their paper, Theorem 2 yields a cover-free family H which is larger than H(0), so that the ANDACCs arising from these theorems can accommodate more users. Later, in Examples 3-6, these points are illustrated. Incidentally, the idea in Theorem 2 of augmenting H(1), …, H(m) to H(0) is reminiscent of an adding-column technique in the construction of orthogonal arrays (see Wang and Wu, 1991) , and this is new in the context of AND-ACCs.
Remark 4: Under condition (ii) and with
With reference to Theorem 1, we now proceed to construct codes that are union distinct even without meeting (1). A method, which is shown to work for K = 2 and can potentially be extended to general K, is presented. Let s be a prime or prime power and let and define the following row vectors of order m over GF(s): It is well-known (see e.g., Dey and Mukerjee, 1999, p. 37) . Theorem 3 below shows that for K = 2 and odd s, under the same condition on t and m, the larger array Theorem 3 is proved in the appendix. With s = m = 3, t = 2 and l α = l (l = 0, 1, 2), it yields the 2-UD code of Example 2. A more appealing application appears in Example 3 below. While a 2-UD code arising from Theorem 3 may not satisfy (1) (cf. Example 2), it has more code vectors than the one given by U alone and hence yields an AND-ACC accommodating more users. We also note that if in Theorem 1, F is taken as a 2-cover-free family and C is obtained via Theorem 3, then the resulting H(0) is only partially cover-free in the sense that the subfamily of H (0), associated with the rows of U, is 2-cover-free.
Examples and concluding remarks
Example 3: Let K = 2. With s = 83, t = 2 and m = 3, Theorem 3 yields a 2-UD code C of size M = 6972. The code vectors of C are of length m = 3 over an alphabet of size s = 83. As seen above (10), a subfamily of these code vectors, namely those corresponding to the rows of U, form an orthogonal array OA(83 2 , 3, 83, 2).
Next, from Table I With C and F chosen as above, Theorem 1 yields a (60, 6972, 2) AND-ACC.
Example 4: Let K = 3. Following Remark 3(b), take C as the code represented by an OA(7 3 , 7, 7, 3). Then Remark 5: The AND-ACCs in Examples 3-6 cannot be obtained by the existing methods. For instance, in each of these, n exceeds
and, hence the use of BIB designs, as in Trappe et al. (2003) , cannot produce them. Similarly, in the respective setup of these examples, the construction in Li et al. (2009) , based on OA(83 2 , 3, 83, 2), OA(7 3 , 7, 7, 3), OA(31 3 , 7, 31, 3) and OA(9 3 , 9, 9, 3), yields ANDACCs with ) , , ( K n v = (249, 6889, 2), (49, 343, 3), (217, 29791, 3) and (81, 729, 4) ; see Remark 4. Our methods lead to larger n and smaller v in Examples 3 and 5, and same v but larger n in Examples 4 and 6.
Remark 6: It will be of interest to extend Theorem 3 to general K. Initial studies suggest that for s an odd prime or prime power, 2 ≥ ≥ t K and m t K < − ) 1 ( , t h e r o w s o f W in (10) should give a K-UD code. However, proving this is difficult. For instance, with general K, counterparts of the arguments in the appendix branch into too many cases and get messy. It is hoped that the present endeavor will generate further interest in this and related problems.
Appendix: Proof of Theorem 3
The number of coincidences between any two rows ) ,..., Lemma 1: The number of coincidences between any two rows of W cannot exceed (a) 1 − t , if these are distinct rows of U, (b) 2 − t , if these are distinct rows of V, and (c) t , if one of these is a row of U and the other is a row of V. Proof: While (a) is well-known [Dey and Mukerjee, 1999, p. 36] , (b) and (c) have similar proofs. For instance, if (c) does not hold, then by the definitions of U and V, noting that the rows of 0 R are also rows of R, a subvector of ) (t ρ , of order
, is in the row space of the corresponding ) 1 ( + × t t submatrix of R. This is impossible because by (9), every square submatrix, of order 1 (2)) and y = (y(1) y (2) 
(A.1)
, by (i) and Lemma 1, one of a and x, say a, is a row of U and the other, say x, is a row of V. 
