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Cap´ıtulo 1
Introduccio´n
Mediante un algoritmo de agrupamiento o te´cnica de clustering se trata de distribuir una
serie de datos de un conjunto en subconjuntos, de forma que los datos pertenecientes
a cada subconjunto tengan algu´n tipo de similitud. Por otro lado, utilizando te´cnicas de
clasificacio´n, se pretende determinar a que´ clase pertenece una muestra recogida, haciendo
uso del conocimiento adquirido al procesar una serie de observaciones que hab´ıan sido
previamente clasificadas de forma correcta. En general, los algoritmos de clasificacio´n
tambie´n utilizan el concepto de similitud para determinar la clase de los datos.
Ese concepto de similitud suele entenderse como la distancia entre puntos (correspondien-
tes a la representacio´n de muestras de datos). Al utilizar la Distancia Eucl´ıdea, se asume
impl´ıcitamente que todos los atributos de las muestras tienen la misma relevancia a la
hora de medir la similitud. Esto no es lo ma´s adecuado para todos los dominios, por lo que
se han propuesto me´todos en los que se utilizan otros tipos funciones de distancia, como
la distancia de Mahalanobis [Haasdonk, 2008], [Wang, 2004] o la distancia de Chebyshev
[Ozer, 2008].
Los me´todos de agrupamiento no sirven para abordar problemas de clasificacio´n, se
utilizan para descubrir similitudes entre los datos, encontrando posibles clases; pero
no permiten predecir la clase de un nuevo dato basa´ndose en un conjunto de ejemplos
conocidos y clasificados. Sin embargo, pueden construirse me´todos de clasificacio´n
basados en te´cnicas de agrupamiento. Un ejemplo bien conocido de esta forma de
abordar los problemas de clasificacio´n es el me´todo de Redes de Cuantizacio´n Vectorial
[Kohonen, 1986], en ingle´s, Learning Vector Quantization, LVQ, basado en los Mapas
Auto-organizativos de Kohonen [Kohonen, 1995] (Kohonen’s Feature Map).
Otro algoritmo de agrupamiento que es posible utilizar para conseguir un me´todo de
1
1. INTRODUCCIO´N
clasificacio´n es el K-Medias (K-Means). Esta te´cnica se basa en la distribucio´n de k
patrones o prototipos, de forma que cada uno de ellos sera´ el centro de una clase. En
cada iteracio´n los datos se asignan a los patrones segu´n su proximidad y los patrones se
mueven hacia el centro de masas de los ejemplos asignados. Por lo tanto, tras la ejecucio´n
de K-Medias se obtienen k prototipos representativos de k subconjuntos de datos con
caracter´ısticas similares.
Si los patrones obtenidos corresponden a clases determinadas, se pueden clasificar nuevos
ejemplos compara´ndolos con dichos patrones, estableciendo una correspondencia entre
cada dato y el prototipo ma´s cercano. De esta forma se dispone que el nuevo dato pertenece
a la clase que le corresponde al patro´n ma´s pro´ximo.
El objetivo de este proyecto es encontrar una medida de distancia que mejore los resultados
del me´todo de clasificacio´n basado en K-Medias que se ha descrito anteriormente, respecto
a los que se obtienen utilizando la Distancia Eucl´ıdea. Para ello se plantea un me´todo en
el que la medida de distancia se pueda adaptar a las caracter´ısticas del dominio y a las
de la te´cnica de clasificacio´n que se utilice.
La distancia de Mahalanobis hace uso de la matriz de covarianza del conjunto de datos
para obtener la medida de distancia, teniendo as´ı en cuenta las correlaciones entre los
datos. Por ello, la distancia de Mahalanobis esta´ ma´s adaptada a los datos del problema
que la Distancia Eucl´ıdea, pero, a pesar de ello, no se tienen en cuenta las caracter´ısticas
del me´todo de clasificacio´n utilizado. Por este motivo, en lugar de utilizar la distancia
de Mahalanobis, se utiliza la distancia Eucl´ıdea Generalizada, que se diferencia de esta
u´ltima en que, en lugar de utilizar la matriz de covarianza, se utiliza una matriz que
establece la ponderacio´n de la funcio´n de distancia.
Esta matriz debe hallarse de forma que se adapte al dominio y al algoritmo de clasificacio´n.
Es decir, la matriz debe optimizarse para que el error cometido en la clasificacio´n sea el
menor posible. El proceso de la optimizacio´n de la matriz, y por tanto, la optimizacio´n
de la funcio´n de distancia, se realiza utilizando te´cnicas de computacio´n evolutiva,
concretamente estrategias evolutivas.
Este trabajo incluye el desarrollo de una aplicacio´n que implemente el algoritmo de





2.1. El algoritmo K-Medias
Stuart Lloyd propuso el algoritmo K-Medias en 1957, como una te´cnica de modulacio´n por
impulsos codificados (PCM, por sus siglas en ingle´s, Pulse-Code Modulation) [Lloyd, 1982],
pero su trabajo no se publico´ hasta 1982. En 1967 James MacQueen [MacQueen, 1967]
utilizo´ el te´rmino K-Medias por primera vez para referirse a un me´todo para particionar
un espacio de datos en subconjuntos.
2.1.1. Descripcio´n del algoritmo
K-Medias es una te´cnica de agrupamiento, pues permite dividir n objetos en k clases.
El agrupamiento o clustering es u´til por distintos motivos. En primer lugar, se trata de
una herramienta que facilita la comunicacio´n: si contamos con una serie de objetos (que
presenten algunas caracter´ısticas similares) agrupados, tenemos la posibilidad de asignar
una identidad a ese grupo, esto permite que nos refiramos a cualquiera de los elementos de
dicho grupo utilizando un nombre comu´n. Por otra parte, el hecho de agrupar los elementos
en distintos grupos o clases nos facilita hacer predicciones: cuando encontramos un nuevo
elemento y establecemos que pertenece a una cierta clase conocida, esperamos que se
comporte de una forma similar que el resto de los elementos de dicha clase.
Dentro del aprendizaje automa´tico, el algoritmo K-Medias es un me´todo de aprendizaje
no supervisado porque nos permite obtener informacio´n sobre los datos sin que aportemos
un conocimiento previo sobre los mismos.
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Para agrupar n datos, que denotaremos con los vectores xi, con i = {1, 2, ..., n}, en k
grupos, utilizaremos k vectores llamados prototipos o centroides ci, con i = {1, 2, ..., k}.
Se asume que los vectores son reales y que contamos con alguna medida de distancia
d(x, y). Por ejemplo, se puede utilizar la Distancia Eucl´ıdea.
El algoritmo consiste en la iteracio´n de dos pasos: asignar cada ejemplo al centroide ma´s
cercano y actualizar el valor de los centroides como la media de los datos que tenga
asignados. De forma ma´s concreta, la especificacio´n del algoritmo K-Medias es la
siguiente:
Paso 0: inicializacio´n. Se inicializan los centroides cj con valores aleatorios.
Paso 1: asignacio´n. Se asigna cada ejemplo xi al centroide cj ma´s cercano. Represen-
tamos esta asignacio´n mediante conjuntos Cˆ , de forma que Cˆj contiene los datos
para los que cj es el centroide ma´s cercano.
Cˆj = {xi : d(xi, cj) ≤ d(xi, ck) ∀ k 6= j}
donde la funcio´n d(x, c) es una medida de distancia.
Paso 2: actualizacio´n. Se actualiza el valor de cada centroide cj como la media de los







Se repiten los pasos 1 y 2 hasta que el valor de los centroides se estabilice.
c′j ≈ cj ∀ j
Se ha definido un pequen˜o conjunto de datos para mostrar el funcionamiento del algoritmo.
En la figura 2.1, se han representado los ejemplos como c´ırculos y los centroides como
cuadrados.
En primer lugar, los centroides se inicializan aleatoriamente, para a continuacio´n,
comenzar la primera iteracio´n del algoritmo. Los centroides y los datos que corresponden
a cada uno de ellos se han representado del mismo color, pudie´ndose as´ı apreciar que´
ejemplos son asignados a cada centroide.
Se puede observar que en la primera iteracio´n, se asignan los datos a los centroides ma´s
cercanos y se mueve el centroide al punto medio de e´stos. Se repite el mismo proceso en
4




Figura 2.1: Ejemplo de ejecucio´n del algoritmo K-Medias.
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la segunda iteracio´n, y en la tercera iteracio´n, los conjuntos de datos asignados no var´ıan.
Esto implica que los valores de los centroides se mantienen, convergiendo el algoritmo en
tres iteraciones.
2.1.2. Inicializacio´n del algoritmo
Uno de los principales problemas del algoritmo K-medias es que depende, en gran medida,
de la inicializacio´n de los centroides. T´ıpicamente se inicializan aleatoriamente, pero
determinadas inicializaciones provocara´n que no se obtenga un agrupamiento adecuado,
es decir, provocara´n que se converja a soluciones subo´ptimas. Por otra parte, aunque no
se caiga en mı´nimos locales, la situacio´n inicial de los centroides tambie´n va a influir en
el nu´mero de iteraciones necesario para alcanzar una solucio´n.
Al utilizar valores arbitrarios como valores iniciales para los centroides, no se establece
ningu´n control sobre la inicializacio´n del algoritmo, por lo que es posible que este tipo de
problemas surjan. Para evitarlo, existen distintos me´todos para inicializar los centroides
con los que se pretende mejorar el algoritmo en lo que respecta a la velocidad, y a la
calidad de la solucio´n.
Una posibilidad es elegir como centroide el punto ma´s alejado del resto de centroides ya
asignados, los valores iniciales de los centroides se elegir´ıan siguiendo los siguientes pasos:
Paso 1. Se elije el primer centroide aleatoriamente dentro del conjunto de datos y se
an˜ade al conjunto C de centroides.





Paso 3. Se elije como centroide el punto xi cuya distancia sea ma´xima y se an˜ade al
conjunto de centroides C .
Paso 4. Se repiten los pasos 2 y 3 hasta que se hayan calculado los k centroides, es decir,
hasta que |C| = k.
El problema de este me´todo de el punto ma´s lejano es que es muy sensible a ejemplos
at´ıpicos, tal como puede observarse en la figura 2.2.
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Figura 2.2: Problema al inicializar K-Medias mediante el punto ma´s lejano.
Si el punto azul corresponde al primer centroide, el segundo que se asigna es el punto rojo,
que es el ejemplo ma´s lejano. Esto provoca que, tras la ejecucio´n de K-Medias, los grupos
asignados correspondan con los elipses marcados.
Una variante del K-Medias, conocida como K-Medias++ (originalmente, K-Means++)
[Arthur, 2007], tambie´n se basa en mejorar la inicializacio´n de los centroides.
El algoritmo K-Medias original utiliza valores aleatorios como centroides iniciales, por lo
que es posible que se den los problemas anteriormente citados, y utilizando el me´todo del
punto ma´s lejano, existe una fuerte sensibilidad a los datos at´ıpicos.
Mediante el algoritmo K-Medias++ se pretende reducir estos problemas combinando
ambos me´todos. Se mantiene la aleatoriedad para que el me´todo no sea sensible a valores
at´ıpicos, pero se tiene en cuenta la distancia a los centroides ya asignados, no siendo la
inicializacio´n totalmente aleatoria.
Esto se consigue introduciendo una funcio´n de probabilidad, de forma que los puntos ma´s
alejados de los centroides ya elegidos son ma´s susceptibles de ser asignados como nuevos
centroides. Por lo tanto, la especificacio´n del algoritmo K-Medias++ es la siguiente.
Definimos:
X = {x1, x2, . . . , xn} como el conjunto de datos.
C = {c1, c2, . . . , ck} como el conjunto de centroides iniciales ya elegidos.
D(x) como una funcio´n que denota la distancia entre el punto x y el centroide ma´s
7





Paso 1. Se elige un centroide inicial c1 aleatoriamente de X .




Paso 3. Se repite el paso 2 hasta haber elegido los k centroides, |C| = k.
Paso 4. Se ejecuta el algoritmo K-Medias esta´ndar utilizando como centroides iniciales
los del conjunto C .
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2.2. Funciones de distancia
La distancia permite cuantificar el concepto de similitud entre dos elementos respecto a
una serie de caracter´ısticas que ambos presentan; establece la lejan´ıa y proximidad entre
dos objetos.
Formalmente, una funcio´n de distancia, o me´trica, en un conjunto X es una funcio´n
d : X × X → R
que cumple las siguiente propiedades [Johnsonbaugh, 2002]:
1. d(x, y) ≥ 0 ∀ x, y ∈ X (No negatividad).
2. d(x, y) = d(y, x) ∀ x, y ∈ X (Simetr´ıa).
3. d(x, y) = 0 ⇔ x = y ∀ x, y ∈ X (Definicio´n positiva).
4. d(x, z) ≤ d(x, y) + d(y, z) ∀ x, y, z ∈ X (Desigualdad triangular).
Hay problemas en los que puede ser interesante relajar algunas de estas condiciones para
ciertos conjuntos de datos [Atkeson, 1997] (problemas de regresio´n, clasificacio´n, etc.).
Teniendo esto en cuenta, se pueden definir funciones de distancia de distintas formas:
Funciones de distancia globales: se utiliza la misma funcio´n de distancia para
todos los datos del dominio.
Funciones de distancia locales basadas en consultas: la funcio´n de distancia
se modifica mediante algu´n proceso de optimizacio´n para mejorar los resultados
del proceso para el que se este´ utilizando. La funcio´n de distancia se adapta a las
te´cnicas empleadas y a los datos con los que se emplean.
Funciones de distancia locales basadas en puntos: se asocia cada dato con
una funcio´n de distancia, de este modo, para cada punto puede ser diferente la forma
de determinar la distancia.
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2.2.1. Distancia Eucl´ıdea
En el conjunto Rn, definido por vectores reales de dimensio´n n, la funcio´n de distancia





(xi − yi)2 =
√
(x− y)(x− y)T (2.1)
Se trata de la funcio´n de distancia ma´s ba´sica, y que nos da la idea intuitiva de distancia
como longitud. En el espacio R2 corresponde con la longitud del segmento de recta que
une dos puntos. En este mismo espacio, el conjunto de los puntos equidistantes a un punto
x, C = {ci : d(x, ci) = r}, forma una circunferencia, de radio r con centro en x.
2.2.2. Distancia de Mahalanobis
La Distancia de Mahalanobis [Mahalanobis, 1936] introduce la correlacio´n entre los datos
en el ca´lculo de la distancia, por medio de la matriz de covarianza.
Si x e y pertenecen al conjunto X ∈ Rn, y Σ es la matriz de covarianza de los vectores
del conjunto X , entonces 2.2 es expresio´n de la funcio´n de Distancia de Mahalanobis.
Realmente, la Distancia de Mahalanobis es un tipo de distancia ponderada, en la que se
establece la ponderacio´n segu´n la matriz de covarianza de un conjunto de datos. La matriz
de covarianza que caracteriza a la distancia corresponde al elipsoide que mejor representa
la distribucio´n de probabilidad del conjunto de datos X .
dΣ(x, y) =
√
(x− y)Σ−1(x− y)T (2.2)
1Se considera que en este tipo de expresiones los vectores como x o y son vectores fila.
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2.2.3. Distancia Eucl´ıdea ponderada
La Distancia Eucl´ıdea Ponderada (del ingle´s weighted Euclidean distance o diagonally
weighted Euclidean distance) esta´ caracterizada por una matriz diagonal que contiene los
factores de escala o ponderacio´n para cada una de las dimensiones de los datos.
dW (x, y) =
√√√√ n∑
i=0
(Wdi,i(xi − yi))2 =
√
(x− y)WdW Td (x− y)T (2.3)
En este caso, al producirse un escalado de las dimensiones de los datos cuando se hace
el ca´lculo de la distancia, los datos equidistantes a un punto dado, generan una elipse en
dimensio´n n.
La fo´rmula 2.3 corresponde a la funcio´n de Distancia Eucl´ıdea Ponderada, en la que la
matrizWd ∈ Rn×n es diagonal, y para la queWdi,i es el factor de escala para la dimensio´n
i de los vectores.
Si W = WdW Td = W 2d , al ser Wd una matriz diagonal, la ecuacio´n 2.3 puede expresarse
como 2.4.
dW (x, y) =
√√√√ n∑
i=0
Wi,i(xi − yi)2 =
√
(x− y)W (x− y)T (2.4)
2.2.4. Distancia Eucl´ıdea Generalizada
La Distancia Eucl´ıdea, la Distancia de Mahalanobis y la Distancia Eucl´ıdea Ponderada,
pueden verse como casos concretos Distancia Eucl´ıdea Generalizada o GED (por sus siglas
en ingle´s Generalized Euclidean Distance, tambie´n conocida como fully weighted Euclidean
distance). Esta funcio´n de distancia esta´ caracterizada por una matriz Md ∈ Rn×n. La
ecuacio´n 2.5 corresponde con la funcio´n de la Distancia Eucl´ıdea Generalizada.
dM(x, y) =
√
(x− y)MdMTd (x− y)T (2.5)
Siendo M = MdMTd , que por definicio´n es una matriz sime´trica, la fo´rmula 2.5 se puede
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(x− y)M(x− y)T (2.6)
Para que la GED cumpla las propiedades que caracterizan a las funciones de distancia,
es necesario que la matriz M sea definida positiva.
A continuacio´n, se muestra co´mo las funciones de distancia descritas anteriormente son
casos concretos de la Distancia Eucl´ıdea Generalizada:
Distancia Eucl´ıdea: d(x, y) = dM(x, y), con M = I .
Distancia de Mahalanobis: dΣ(x, y) = dM(x, y), siendo M la matriz de
covarianza inversa.
Distancia Eucl´ıdea ponderada: dW (x, y) = dM(x, y), siendo M una matriz
diagonal.
En las figuras 2.3, 2.4 y 2.4, se han representado varios conjuntos de puntos equidistantes
(segu´n la funcio´n de distancia indicada) al centro (0, 0), en el espacio R2.
Figura 2.3: Representacio´n de la funcio´n de la Distancia Eucl´ıdea.
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2.2.5. Distancia Eucl´ıdea Generalizada y Proyecciones
Una proyeccio´n es una transformacio´n lineal idempotente que hace corresponder un
punto x cualquiera de un espacio vectorial al subespacio imagen de la transformacio´n
[Meyer, 2000].
Se puede caracterizar el operador de proyeccio´n utilizando la matriz P correspondiente al
espacio vectorial imagen. Entonces, calculamos x
′
, la proyeccio´n del vector x en el espacio
imagen de P , mediante la ecuacio´n 2.7.
x
′ = x · P (2.7)
Si la matriz P = Md, es equivalente calcular la Distancia Eucl´ıdea de los vectores x e y
proyectados d(xMd, y Md), que la Distancia Eucl´ıdea Generalizada dM(x, y), tal como
se muestra en la expresio´n 2.8.
d(xMd, yMd) =
√
(xMd − yMd)(xMd − yMd)T =
√
(xMd − yMd)((xMd)T − (yMd)T ) =
√
(xMd − yMd)(MTd xT −MTd yT ) =
√
(x− y)MdMTd (xT − yT ) =
√
(x− y)MdMTd (x− y)T = dM(x, y)
(2.8)
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2.3. Computacio´n evolutiva
En las de´cadas de 1950 y 1960, varios cient´ıficos comenzaron a estudiar el comportamiento
de los sistemas evolutivos en la naturaleza para tratar de aplicar la evolucio´n a problemas
de ingenier´ıa. La idea era evolucionar un conjunto de posibles soluciones a un problema
utilizando operadores inspirados en la variabilidad gene´tica y el proceso seleccio´n natural
postulado por Darwin [Darwin, 1921].
En este periodo varios investigadores trabajaron en el desarrollo de me´todos de
optimizacio´n y aprendizaje automa´tico inspirados en la evolucio´n. En los an˜os sesenta
Rechenberg introdujo el concepto de estrategias evolutivas [Rechenberg, 1973] como
me´todo de optimizacio´n de valores reales, este me´todo ser´ıa desarrollada ma´s adelante por
Schwefel [Schwefel, 1975]. Por otro lado, Fogel, Owen y Walsh presentaron una te´cnica
en la que los elementos del conjunto de posibles soluciones ven´ıan representados como
auto´matas de estado finito, la programacio´n gene´tica [Fogel, 1964]. En la misma e´poca
John Holland invento´ los algoritmos gene´ticos al estudiar co´mo se da en la naturaleza la
adaptacio´n y tratar de llevar ese concepto a los sistemas de computacio´n [Holland, 1975].
2.3.1. Motivacio´n de la computacio´n evolutiva
Existen ciertos problemas para los que es preciso dar con una solucio´n aceptable entre
un gran nu´mero de posibles soluciones, para gran parte de estos problemas no se cuenta
con un me´todo eficiente de bu´squeda que permita hallar una solucio´n con los recursos
computacionales disponibles.
Tambie´n hay casos en los que los programas deben ser adaptativos: cuando es necesario
que se ejecuten correctamente en entornos variables y tienen que resolver correctamente
las situaciones que el propio entorno o los usuarios requieran. Otra caracter´ıstica
deseable en los programas que se precisar´ıan para resolver algunos problemas es la
innovacio´n, necesaria cuando se intentan descubrir nuevas te´cnicas para resolver tareas
computacionales o para realizar otros tipos de descubrimientos. Por u´ltimo, algunos
problemas precisan soluciones complejas, demasiado dif´ıciles de codificar para las personas.
El proceso de evolucio´n que se aprecia en la naturaleza, puede verse como una fuente
de inspiracio´n para resolver este tipo de problemas. Se pueden considerar las posibles
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secuencias gene´ticas de los organismos como posibles soluciones al problema de la
supervivencia en el entorno, y como soluciones adecuadas a aquellos individuos que son
capaces de sobrevivir por estar suficientemente adaptados a dicho entorno.
Estos entornos cambian constantemente segu´n los organismos evolucionan, por lo que la
evolucio´n se desenvuelve en un conjunto continuamente cambiante de posibilidades. Es
fa´cil apreciar caracter´ısticas innovadoras en la naturaleza, un ejemplo puede encontrarse
en las relaciones entre para´sitos y hospedadores, como el caso de una especie de cuclillo
que pone los huevos en nidos de aves de otras especies para que e´stas los incuben
[Dawkins, 2002].
Adema´s, la evolucio´n funciona segu´n unas reglas bastante simples: las especies evolucionan
mediante variaciones aleatorias, producidas mediante mutaciones, cruces, etc.; seguidas de
seleccio´n natural, mediante la que se tiende a que el ma´s apto sobreviva y se reproduzca
propagando su material gene´tico. En cierto modo, toda la diversidad y complejidad que
encontramos en la naturaleza ha surgido mediante estas simples reglas.
2.3.2. Te´rminos biolo´gicos utilizados en computacio´n evolutiva
En el contexto de la computacio´n evolutiva se suelen emplear algunos te´rminos biolo´gicos,
estos te´rminos se emplean para establecer analog´ıas entre los algoritmos de inspiracio´n
biolo´gica y los propios procesos biolo´gicos en los que se inspiran. Cabe mencionar, que los
conceptos que representan estos te´rminos en el a´mbito de la computacio´n evolutiva son
mucho ma´s simples que los correspondientes en el a´mbito de la biolog´ıa.
En biolog´ıa, los cromosomas son pequen˜os cuerpos contenidos en las ce´lulas y en los que
se organiza el ADN, en este material esta´ alojada la informacio´n gene´tica de los organismos
vivos. De forma conceptual, los cromosomas pueden dividirse en genes. Los genes esta´n
vinculados al desarrollo o al funcionamiento de las distintas funciones fisiolo´gicas; son
considerados como la unidad de almacenamiento de informacio´n gene´tica y como lo que
cada ser vivo transmite a sus descendientes que provoca que prole y progenitores tengan
caracter´ısticas comunes. Las distintas posibilidades de configuracio´n de los genes reciben
el nombre de alelos, por ejemplo, si la caracter´ıstica vinculada a un determinado gen es
el color del cabello, los alelos ser´ıan castan˜o, moreno, rubio, etc.
Las ce´lulas pueden contener varios cromosomas, se llama genoma al conjunto de todo
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el material gene´tico contenido en las ce´lulas de los organismos. Al conjunto de genes en
forma de ADN que definen a un individuo se le denomina genotipo, mientras que al
conjunto de caracter´ısticas vinculadas a dichos genes se le llama fenotipo.
Si los cromosomas se organizan formando parejas estamos hablado de organismos
diploides, en caso contrario se denominan organismos haploides. La mayor parte de los
seres vivos que se reproduce mediante reproduccio´n sexual son diploides. Durante la
reproduccio´n sexual se produce el cruce o recombinacio´n (en ingle´s, crossover). En los
organismos diploides el cruce consiste en lo siguiente: en cada uno de los progenitores, los
genes se intercambian en cada par de cromosomas formando un gameto (un cromosoma no
emparejado); entonces, los gametos de ambos progenitores se combinan formando un u´nico
cromosoma completo. En el caso de los organismos haploides, directamente se combinan
los genes de los cromosomas singulares de los progenitores.
En ocasiones, al copiarse los genes durante la reproduccio´n, se producen ligeras variaciones
en el ADN, producie´ndose cambios en el genotipo y el fenotipo. Este feno´meno es conocido
como mutacio´n. Por otra parte, el factor de adecuacio´n (fitness) de los organismos vivos
viene determinado por las posibilidades que e´stos tienen de vivir suficiente tiempo como
para reproducirse y que sus genes continu´en propaga´ndose.
En el contexto de la computacio´n evolutiva, los cromosomas se suelen representar como
cadenas (de bits, de nu´meros reales, o con otras representaciones), que pueden dividirse en
lo que se consideran genes. De modo que los alelos vendr´ıan determinados por los posibles
valores que pudieran tomar los genes (siendo bits, se tratar´ıa de los valores 0 o´ 1).
El cruce consiste en la combinacio´n de los cromosomas de dos individuos y la mutacio´n
consiste en cambiar aleatoriamente el valor de algunos de sus genes. El valor de adecuacio´n
se determina mediante algu´n tipo de funcio´n que establece lo adecuada que es la solucio´n
al problema tratado que corresponde al individuo.
El significado de estos te´rminos variara´ segu´n la te´cnica computacional evolutiva con la
que se este´ trabajando, pero en todos los casos se mantiene el significado esencial ana´logo
al significado biolo´gico que ha servido para inspirar este tipo de algoritmos.
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2.3.3. Operadores evolutivos ba´sicos
Los operadores ma´s comunes utilizados en las implementaciones de algoritmos evolutivos
son la seleccio´n, el cruce y la mutacio´n, aunque no es necesario que los tres operadores
este´n presentes en todo algoritmo de computacio´n evolutiva, y la implementacio´n de
dichos operadores puede diferir, en mayor o menor medida, entre distintas te´cnicas de
computacio´n evolutiva. A continuacio´n se ofrece una descripcio´n breve de estos operadores.
Gran parte de los algoritmos evolutivos constan de una poblacio´n de individuos que
esta´n caracterizados por un cromosoma. Los individuos se reproducen, y el operador
de seleccio´n permite determinar que´ individuos de la poblacio´n son los que van a
reproducirse. Las estrategias de reemplazo esta´n relacionadas con la seleccio´n, consisten
en establecer que´ individuos se mantienen entre los descendientes y los progenitores. Estos
operadores deben tener en cuenta el valor de adecuacio´n de los individuos y permitir que
la bu´squeda en el espacio de soluciones este´ bien dirigida. Entre los operadores de seleccio´n
ma´s utilizados encontramos los siguientes:
Seleccio´n por trucamiento: consiste en que sean los individuos con mayor valor
de adecuacio´n los que se reproduzcan entre si. Este me´todo es muy simple y es muy
posible que se caiga en mı´nimos locales.
Me´todo de la ruleta [Holland, 1975]: se trata de un me´todo en el que la seleccio´n
se hace de forma proporcional al valor de adecuacio´n, pero que tambie´n permite
reproducirse a los peores individuos. La probabilidad de que un individuo con valor








Conceptualmente, el me´todo consiste en asignar la parte de una ruleta proporcional
a su valor de adecuacio´n a cada individuo, y a continuacio´n, lanzar una bola, siendo
el individuo en cuya parte de la ruleta la bola se pare el elegido para reproducirse.
Habr´ıa que repetir el proceso tantas veces como individuos se quieran seleccionar
para la reproduccio´n. Este me´todo presenta problemas cuando pocos individuos de
la poblacio´n tienen un valor de adecuacio´n muy alto, pues pra´cticamente siempre
sera´n ellos los elegidos, deja´ndose entonces de mantenerse la variabilidad gene´tica.
Seleccio´n por torneo [Miller, 1995]: consiste en seleccionar al individuo con
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mejor adecuacio´n de un pequen˜o subconjunto de la poblacio´n elegido al azar. Es
necesario hacer tantos torneos como individuos se pretenda seleccionar, y hay que
establecer el taman˜o del subconjunto de individuos. Este me´todo permite evitar,
hasta cierto punto, la convergencia prematura; la seleccio´n aleatoria del subconjunto
de individuos que compiten en el torneo es una forma de mantener la variabilidad
gene´tica.
La reproduccio´n de los individuos se efectu´a a trave´s del operador de cruce. El cruce
consiste en mezclar los cromosomas de un individuo para dar lugar a uno nuevo. Existen
distintos tipos de cruce o sobrecruzamiento, los ma´s populares [Wook-Ahn, 2006] son el
cruce simple en un punto (one-point crossover) y el cruce uniforme (uniform crossover).
El cruce simple consiste en elegir un punto de cruce que divide los cromosomas de los
progenitores en dos secuencias de genes e intercambiar estas secuencias para generar dos
sucesores, se incluye un ejemplo de este tipo de cruce en la figura 2.6. Del mismo modo se
puede utilizar el cruce multipunto, si se elige ma´s de un punto de cruce y se intercambian
varias secuencias de genes. El cruce uniforme consiste en intercambiar cada uno de los
genes del cromosoma con una probabilidad del 50 %.
Al generar los nuevos individuos mediante cruce pueden surgir ciertos problemas.
Es posible que ocurra que en una poblacio´n ninguno de los individuos presente un
determinado valor para ciertos genes, como los individuos se reproducen entre s´ı, estos
valores nunca se alcanzan, dicho de otro modo, se producen pe´rdidas de alelos. Esto
implica que la diversidad gene´tica se pierde ra´pidamente, y consecuentemente el algoritmo
evolutivo converge demasiado pronto. Para intentar solventar este tipo de problemas
se introduce otro operador: la mutacio´n. Este operador consiste en alterar de forma
aleatoria algunos de los genes de los individuos, con cierta probabilidad. As´ı se introduce
aleatoriedad en la bu´squeda, evita´ndose la pe´rdida de alelos y que la poblacio´n pierda
variabilidad prematuramente.
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Figura 2.6: Ejemplo de cruce simple en un punto.
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2.4. Estrategias evolutivas
Las estrategias evolutivas [Ba¨ck, 1991] son un tipo de te´cnicas de computacio´n evolutiva en
las que se codifican y tratan de optimizarse valores reales. Rechenberg [Rechenberg, 1973]
propuso este te´rmino y llevo´ a cabo los primeros trabajos al respecto en la Universidad
Te´cnica de Berl´ın en 1964. La idea era imitar los principios orga´nicos para proponer
soluciones en el campo de la optimizacio´n de para´metros.
2.4.1. Estrategias evolutivas (1+1)
Las primeras estrategias evolutivas propuestas fueron de este tipo, conocidas como Two
Membered Evolution Estrategies o (1+1) Evolution Estrategies, (1+1)-ES, esta´n basadas
en un esquema de mutacio´n-seleccio´n.
Consiste en una poblacio´n P t compuesta por un u´nico individuo at1, los individuos esta´n
formados por dos vectores at1 = (xt, σt) : xt, σt ∈ Rn. El vector xt1 es la codificacio´n
de una solucio´n candidata (el cromosoma); σt1, el vector de varianzas indica lo lejos que
la solucio´n codificada se encuentra de la solucio´n o´ptima.
P 0 = a01 es la poblacio´n inicial, que consiste en un u´nico individuo que produce un
descendiente por medio de mutacio´n, genera´ndose una poblacio´n intermedia P
′0 de dos
individuos. La expresio´n 2.10 muestra co´mo se produce la mutacio´n de forma general.
P t = {at1}, at1 = (xt, σt)
P











La mutacio´n se aplica de forma que el descendiente “se parezca” al progenitor y que
las variaciones pequen˜as sean ma´s frecuentes que los grandes. Al vector xt se le aplican
variaciones aleatorias obtenidas mediante una distribucio´n normal centrada en cero y con
21
2. CONTEXTO 2.4. Estrategias evolutivas
los valores del vector σt como desviaciones t´ıpicas, 2.11.
x
′t = xt +N0(σt) (2.11)
La seleccio´n sirve para decidir cua´l de los individuos sera´ el que se reproduzca en la
siguiente generacio´n, simplemente se elige el individuo cuyo valor de adecuacio´n sea mejor.
Siendo la funcio´n f(x) la que determine el valor de adecuacio´n, y teniendo en cuenta la
solucio´n x tendra´ un mejor valor de adecuacio´n cuanto menor sea el valor de f(x), en
2.12 se puede observar co´mo se aplica la seleccio´n.








2 si f(xt) ≥ f(x
′t)
(2.12)
Este proceso de mutacio´n y seleccio´n termina cuando se alcanza el criterio de convergencia.
Generalmente este criterio consiste en alcanzar un nu´mero ma´ximo de generaciones, o que
los valores del vector de varianzas sean suficientemente pequen˜os (no´tese que para valores
muy pequen˜os de las varianzas, las variaciones introducidas en la mutacio´n van a ser
mı´nimas).
Por otro lado, el vector de varianzas no debe permanecer fijo, debe modificarse para guiar
la bu´squeda de la solucio´n o´ptima. Lo ideal es que produzcan variaciones grandes cuando
nos encontramos lejos de la solucio´n o´ptima y variaciones pequen˜as cuando estamos cerca.
Para modificar los valores de las varianzas se puede seguir la regla de 1/5. Se lleva la
cuenta de las veces que ha mejorado la solucio´n candidata, es decir, el nu´mero de veces
que la poblacio´n ha cambiado. Si la poblacio´n ha cambiado m veces en las u´ltimas s
generaciones, entonces: pts = m/s. El vector de varianzas se actualiza cada s generaciones
segu´n la expresio´n 2.13, donde cd y ci son coeficientes de incremento y decremento,
respectivamente (cd > 1 y ci < 1).
σt+1 =

Cd · σt si pts > 15
Ci · σt si pts < 15
σt si pts = 15
(2.13)
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2.4.2. Estrategias evolutivas mu´ltiples
En los me´todos (1+1)-ES, realmente no se utiliza el concepto de poblacio´n. Con el fin
de introducir este concepto, Rechenberg propuso las estrategias evolutivas mu´ltiples, en
ingle´s multimembered ES, que ma´s adelante ser´ıa denotado por Schwefel como (µ+1)-ES
[Schwefel, 1975]. En este me´todo, al introducir la poblacio´n se posibilitaba introducir una
simulacio´n de la reproduccio´n sexual, que fue introducida mediante el operador de cruce.
Si a′ = (x′, σ′) es el descendiente y aa = (xa, σa) y ab = (xb, σb) son los progenitores,
el operador de cruce actu´a segu´n la expresio´n 2.14. Hay que tener en cuenta que X es
una variable que toma valores aleatorios en [0, 1].
a′ = cruce(aa, ab) = (x′, σ′)
x′i =
xa,i si X ≤
1
2
xb,i si X >
1
2
∀i ∈ [1, . . . , n]
σ′i =
σa,i si X ≤
1
2
σb,i si X >
1
2
∀i ∈ [1, . . . , n]
(2.14)
Se puede considerar un tipo de cruce uniforme. Por otro lado, ligados a los conceptos de
poblacio´n y reproduccio´n introducidos, los principios de la seleccio´n natural inspiraron
la seleccio´n de los individuos que continuar´ıan en la poblacio´n. Tras la reproduccio´n, se
elimina al individuo con peor valor de adecuacio´n, ya sea el descendiente o uno de los
progenitores.
Schwelel extendio´ el me´todo de (µ+ 1)-ES a (µ+ λ)-ES y (µ, λ)-ES. Esto se hizo para
poder explotar los recursos computacionales de los ordenadores paralelos (que en aquel
entonces no exist´ıan ma´s que de forma teo´rica) y dotar a las estrategias evolutivas de la
capacidad de autoadaptacio´n (del ingle´s self-adaptation). Si se considera σt como parte de
la informacio´n gene´tica de los individuos, debe formar parte de los procesos de mutacio´n
y cruce. Asumiendo que los mejores individuos tendr´ıan un valor ma´s adecuado para este
para´metro, se esperaba que esos individuos fueran dominando la poblacio´n, de modo que
el ajuste de los valores de sigma emerger´ıa por medio de las capacidades autoadaptativas
de las que se esta´ dotando a la estrategia evolutiva.
Las estrategias evolutivas del tipo (µ+ λ) consisten que una poblacio´n de µ individuos
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produce λ descendientes mediante cruce, a continuacio´n la poblacio´n de µ+λ individuos
se reduce a µ eliminando a los λ individuos con peor valor de adecuacio´n. Esto puede
provocar que individuos con valores de adecuacio´n buenos perduren a lo largo de muchas
generaciones, lo que puede implicar que se caiga en mı´nimos locales.
Para evitar este efecto, Schwelel propuso las (µ, λ)-ES. En este caso, λ debe ser mayor que
µ necesariamente, pues la vida de los individuos esta´ limitada a una u´nica generacio´n.
Todos los progenitores son reemplazados por los descendientes y se seleccionan los µ
mejores entre e´stos, para que se reproduzcan en la pro´xima generacio´n.
Se proponen otros tipos de cruce para estos me´todos. En la expresio´n 2.14 se propon´ıa
un tipo de cruce equivalente al cruce uniforme que se utiliza cuando, t´ıpicamente en
algoritmos gene´ticos se trabaja con cadenas de bits. Pero al utilizar valores reales, es
posible combinar los genes de los progenitores para formar nuevos alelos, en lugar de
elegir entre dichos genes. Siguiendo la fo´rmula 2.15 se puede aplicar este tipo de cruce.
a′ = cruce(aa, ab) = (x′, σ′)
x′ = 12(xa + xb)




En este caso, la varianza ya no se modifica mediante la regla de 1/5, tambie´n se le aplica
mutacio´n. Mientras que los vectores de codificacio´n xt se mutan de la misma forma, la
varianza se muta segu´n la ecuacio´n 2.16, siendo τ la tasa de aprendizaje autoadaptativo.
σ′ = σ · eN0(τ) (2.16)
2.4.3. CMA-ES
El algoritmo CMA-ES (Covariance Matrix Adaptation Evolution Strategy), fue propuesto
por Hansen y Ostermeir en 1996 [Hansen, 1996]. En esta estrategia evolutiva, se utiliza
una matriz de covarianzas, que se va calculando y actualizando durante el proceso para
guiar la bu´squeda. A continuacio´n se va a explicar la versio´n del algoritmo que Hansen
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y Ostermeir presentar´ıan como extensio´n de (1, λ)-ES, aunque en versiones posteriores
[Hansen, 2001] se ha presentado el CMA-ES como extensio´n al me´todo (µ, λ)-ES; pues
el concepto subyacente del algoritmo se comprende mejor en esta primera aproximacio´n.
La idea innovadora introducida con esta te´cnica es que se tiene en cuenta el camino que la
poblacio´n de individuos lleva durante un nu´mero determinado de generaciones para ajustar
la mutacio´n, mejorando as´ı las capacidades autoadaptativas de la estrategia evolutiva. Se
obtiene informacio´n del camino que sigue la evolucio´n prestando atencio´n a la correlacio´n.
Si generaciones sucesivas presentan correlacio´n paralela (es decir, su producto escalar es
mayor que cero) quiere decir que los individuos de esas generaciones esta´n yendo en la
misma direccio´n, por lo que la misma distancia se podr´ıa cubrir en menos pasos pero ma´s
largos (el camino que sigue la distribucio´n es ma´s largo de lo que deber´ıa), mientras que la
correlacio´n antiparalela significa que unos pasos anulan a otros, lo que del mismo modo,
es ineficiente.
Lo deseable es que no existan correlaciones. Para ello, en este me´todo se sigue el siguiente
principio: “La adaptacio´n de la mutacio´n debe reducir la diferencia entre las distribuciones
del camino que lleva la evolucio´n y las que llevar´ıa un camino evolutivo bajo seleccio´n
aleatoria”. Esto reduce la correlacio´n entre las mutaciones, pues no esta´n correlacionados
bajo seleccio´n aleatoria.
Seguir este principio significa que si δ2 determina la varianza global de la distribucio´n
y aparece correlacio´n paralela, se aumenta δ. Si, por el contrario se da correlacio´n
antiparalela δ se disminuye. El principio tambie´n puede seguirse teniendo en cuenta la
forma de la distribucio´n normal, si el camino que sigue la distribucio´n es ma´s largo de
lo que deber´ıa, la normal se alarga en esa direccio´n; si por el contrario, es ma´s corto,
la normal se aplana. Entonces, la varianza δ y la normal N0 son dos para´metros que se
pueden ajustar para disminuir la correlacio´n entre distintas generaciones.
La distribucio´n normal centrada en 0, puede denotarse en forma matricial N(0, I), donde
I es la matriz identidad. Si z es una variable aleatoria que sigue esta distribucio´n, entonces
Bz corresponde a la distribucio´n N(0, BBT ). Como se muestra en 2.17, para ajustar
la mutacio´n, se utilizan los valores de la varianza global y de la covarianza (BBT es la
matriz de covarianza, y δ la varianza global).
xt+1 = xt + δtBt z (2.17)
donde:
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x ∈ Rn es el vector a ser optimizado.
t+ 1 denota al descendiente.
t denota al progenitor.
z es una variable aleatoria con distribucio´n normal.
δ > 0 es la ra´ız cuadrada de la varianza global.
B ∈ Rn×n es una matriz que transforma linealmente a z.
La capacidad autoadaptativa de la estrategia evolutiva reside en aplicar mutacio´n a los
para´metros propios de cada individuo o generacio´n de individuos que participan en las
operaciones gene´ticas. En este caso, es preciso mutar la matriz de covarianza y el valor
de la varianza global. Estos procesos deben separarse, pues mientras que el valor de σ
puede actualizarse en cualquier momento durante la evolucio´n, para actualizar la matriz
de covarianza es necesario recoger informacio´n sobre la evolucio´n (deben recogerse datos
durante al menos n(n + 1)/2 generaciones) para que se realicen cambios significativos
[Hansen, 1996].
El valor de la matriz de covarianza C = BBT , a trave´s de la cual se determina la
matriz B, se muta segu´n la expresio´n 2.18. Para ello se utiliza s ∈ Rn, que es un vector
que almacena una suma ponderada de la mutacio´n aplicada en generaciones anteriores,
representa el camino que sigue la evolucio´n; inicialmente s = 0 y C = I .
st+1 = (1− c) · st + cuBtz
C t+1 = (1− ccov) · C t + ccovststT
(2.18)
donde:
c ∈ (0, 1] es una medida del nu´mero de generaciones que se lleva acumulando s.
cu =
√
c · (2− c), normalizacio´n de la varianza de s resolviendo 1 = (1−c)2+c2u.
ccov ∈ (0, 1) es una medida del nu´mero de generaciones transcurridas desde la
u´ltima actualizacio´n de C .
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Para determinar B a partir de C = BBT es necesario resolver una ecuacio´n sin solucio´n
u´nica, para ello se emplean los autovalores de C ordenados segu´n sus autovectores.
La varianza global se actualiza de forma similar, se introduce sδ, de forma ana´loga a s
para la matriz de covarianza y se actualiza el valor de δ siguiendo la expresio´n 2.19.
st+1δ = (1− c) · stδ + cu ·Btδz
δt+1 = δt · exp{β · (‖stδ‖ − Xˆn)}
(2.19)
donde:
Bδ se corresponde con B con las columnas normalizadas.
c ∈ (0, 1] es una medida del nu´mero de generaciones que se lleva acumulando sδ.
cu =
√
c · (2− c).
β es un para´metro que determina la tasa de cambio de δ.
‖sδ‖ es la varianza de sδ.
Xˆn =
√
n(1− 14n + 121n2 )
Para realizar las actualizaciones de la matriz de covarianza y la varianza global, se
han introducido una serie de para´metros para los que existen valores recomendados que
surgieron tras distintas experimentaciones [Hansen, 1996]. El valor de Xˆn, β = 1/n,
c = 1/
√





El objetivo de este proyecto es proponer un me´todo, basado en te´cnicas de computacio´n
evolutiva, para encontrar una medida de distancia que mejore los resultados de
clasificacio´n, respecto a los obtenidos mediante un me´todo de clasificacio´n basado en
K-Medias utilizando la distancia Eucl´ıdea. Para alcanzar esta meta se han fijado los
siguientes objetivos:
1. Definir un me´todo de clasificacio´n basado en K-Medias en el que, a priori, la
optimizacio´n de la funcio´n de distancia pueda mejorar los resultados obtenidos
utilizando la distancia Eucl´ıdea.
2. Plantear la optimizacio´n de la funcio´n de distancia como un problema a resolver
con te´cnicas de computacio´n evolutiva. Es necesario establecer que´ te´cnicas se van
a utilizar y definir una representacio´n del problema adecuada a dichas te´cnicas.
3. Integrar la optimizacio´n de la funcio´n de distancia en el algoritmo de clasificacio´n
propuesto y establecer un me´todo para determinar el funcionamiento y el
rendimiento del me´todo frente a distintos dominios de datos.
4. Desarrollar una aplicacio´n que implemente el me´todo propuesto y permita especificar
distintas configuraciones (en cuanto a los posibles valores de los para´metros del
algoritmo). Es necesario tener en cuenta que el algoritmo propuesto estara´ sujeto a
cambios que van a depender de los resultados obtenidos, por lo que es importante
que la aplicacio´n sea fa´cilmente extensible.
5. Encontrar o disen˜ar una serie de dominios de datos que, por sus propiedades,
permitan comprobar el funcionamiento del algoritmo planteado.
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6. Experimentar con al algoritmo propuesto y los dominios encontrados, analizando
los resultados con el objetivo de evaluar el me´todo propuesto.
7. A partir del ana´lisis de los resultados, comprobar si se observan las propiedades





En este cap´ıtulo se explica el proceso de disen˜o e implementacio´n del me´todo propuesto.
Para ello se comienza describiendo en que´ consiste el algoritmo y que´ te´cnicas de
computacio´n evolutiva se emplean. A continuacio´n, se explica el proceso de desarrollo de
la aplicacio´n que implementa dicho algoritmo. Una vez definido el me´todo, se proponen
una serie de dominios con los que experimentar, comentando sus propiedades y las razones
por las que se ha decidido utilizarlos.
Posteriormente, se especifican y analizan los resultados obtenidos con los dominios
propuestos. El ana´lisis de los resultados permitira´ confirmar ciertas propiedades esperadas
en el algoritmo, as´ı como determinar ciertas carencias para las que se propondra´n
alternativas.
4.1. Descripcio´n del me´todo propuesto
El algoritmo de clasificacio´n propuesto es un me´todo de aprendizaje supervisado basado
en K-Medias, en el que se incluye la optimizacio´n de la funcio´n de la funcio´n de distancia
mediante el uso de te´cnicas de computacio´n evolutiva.
En primer lugar, se va a explicar en que´ consiste la te´cnica de clasificacio´n, para,
a continuacio´n, describir co´mo se resuelve la optimizacio´n de la funcio´n de distancia
mediante el uso de estrategias evolutivas.
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4.1.1. El me´todo de clasificacio´n
De forma ba´sica, el algoritmo en consiste encontrar un serie de puntos representativos de
los datos que ya tenemos clasificados (a los que llamaremos centros), para poder establecer
la clase de nuevos datos en base a la proximidad de estos puntos.
Si contamos con un conjunto de datos que pertenecen a n clases, al que denominamos
X , y definimos el subconjunto de elementos que pertenecen a la clase i como Xi ∈ X :
i ∈ {1, 2, ..., n}. La forma de calcular los centros va a consistir en ejecutar el me´todo
K-Medias con k prototipos tantas veces como clases haya.
De esto resultan k centros representativos de cada clase, en total n · k centros para todo
el conjunto de datos. Cuando se pretenda clasificar una nueva muestra, se considerara´ que
pertenece a la misma clase que le correspond´ıa al centro ma´s cercano. Es decir, si ci,j (el
centro nu´mero j de la clase i) es el ma´s cercano al nuevo dato y, se determina que y
pertenece a la clase i.
Para determinar la proximidad entre los datos y los centros se empleara´ la funcio´n de
Distancia Eucl´ıdea Generalizada optimizada.
En la figura 4.1 se muestra visualmente el funcionamiento del me´todo de clasificacio´n. Si
se establece k = 2, entonces, al haber dos clases en el conjunto de datos, el algoritmo
K-Medias se ejecuta dos veces. Una vez calculados todos los centros podemos clasificar
nuevos datos. Para clasificar el punto representado de color verde, se calcula la distancia
desde dicho punto a todos los centros utilizando la funcio´n de distancia que corresponda.
En este caso se ha utilizado la Distancia Eucl´ıdea, resultando que se le asigna la clase
azul, por ser la clase correspondiente al centro ma´s cercano.
Se ha elegido K-Medias como me´todo para calcular los centros por tratarse de una te´cnica
de clustering muy utilizada por obtener buenos resultados y converger ra´pidamente. Al
utilizar una te´cnica de agrupamiento para calcular los centros, se trata de descubrir, en
cada clase, las agrupaciones de datos ma´s pro´ximos entre s´ı (segu´n nuestra me´trica de
distancia) y utilizar como centro el punto que mejor represente estos grupos de datos.
El nu´mero de centros por clase, es decir el para´metro k, va a depender del dominio que se
utilice, por lo que tendra´ que determinarse de forma experimental. Hay que tener en cuenta
que si k = 1, los centros corresponden a la media aritme´tica de los datos pertenecientes a
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cada subconjunto Xi, dicho de otro modo, corresponden a la media de los datos de cada
clase. Por otro lado, segu´n se va aumentando el valor de k, va aumentando la complejidad
del algoritmo; no so´lo en lo que respecta a la ejecucio´n de K-Medias para calcular los
centros, sino tambie´n a la hora de optimizar la funcio´n de distancia.
Figura 4.1: Ejemplo de funcionamiento del me´todo de clasificacio´n.
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4.1.2. Optimizacio´n de la funcio´n de distancia
Como me´trica de distancia se va a utilizar la Distancia Eucl´ıdea Generalizada, que esta´
caracterizada por la matriz sime´trica M = Md ·MTd ∈ Rn×n.
Resolver el problema de la optimizacio´n de la funcio´n de distancia para un determinado
dominio, consiste en encontrar la matriz que defina la GED de forma que el nu´mero de
aciertos en la clasificacio´n sea ma´ximo.
Los valores de los que consta la matriz son reales. Entre las te´cnicas de computacio´n
evolutiva, las estrategias evolutivas fueron definidas, precisamente, para optimizar vectores
de valores reales; por lo que la bu´squeda de la matriz o´ptima se va tratar de resolver
mediante este tipo de te´cnicas. Concretamente, se van a emplear los siguientes tipos de
estrategias evolutivas:
CMA-ES: se trata de una estrategia evolutiva muy utilizada en los u´ltimos
an˜os ya que sus capacidades autoadaptativas hacen que pueda obtener buenos
resultados en tareas de optimizacio´n. Adema´s ya ha sido utilizada en problemas
de transformaciones de datos para tareas de clasificacio´n [Valls, 2009].
EE-(1+1) ((1+1)-ES, por sus siglas en ingle´s): es la te´cnica ma´s sencilla entre
las estrategias evolutivas. Resulta fa´cil de implementar y no tiene demasiados
para´metros que configurar, por lo que se considera apropiado experimentar con
este tipo de te´cnicas.
Estrategias evolutivas mu´ltiples: introducen los conceptos de poblacio´n y
reproduccio´n, y permiten dotar a las estrategias evolutivas de ciertas capacidades
de autoadaptacio´n. Puede ser posible, por lo tanto, obtener buenos resultados en
casos en los que las te´cnicas EE-(1+1) no funcionen.
Pese a las peculiaridades de cada una de las estrategias evolutivas, la representacio´n de
la matriz de la GED a ser optimizada es comu´n. A la hora de elegir esta representacio´n,
es necesario tener en cuenta todas las caracter´ısticas del problema.
En primer lugar, es lo mismo caracterizar la Distancia Eucl´ıdea Generalizada por la matriz
M o por la matriz Md, ya que M = Md ·MTd . Como la matriz M es sime´trica, los
elementos de la matriz triangular superior correspondiente son los mismos que los de la
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matriz triangular inferior, por lo que si se utiliza esta matriz, so´lo es necesario optimizar∑n
i=0 i valores, mientras que si se utilizase la matriz Md habr´ıa que optimizar n
2 valores.
Por otro lado, si la matriz M es diagonal, la GED corresponde a la Distancia Eucl´ıdea
Ponderada. En algunos dominios, es posible que la Distancia Eucl´ıdea Ponderada sea
suficiente para obtener buenos resultados. En este caso, el nu´mero de valores a optimizar
se reduce a n, lo que facilita en gran medida la bu´squeda de la matriz o´ptima. Por lo
tanto, se van a considerar dos alternativas: utilizar matrices diagonales o utilizar matrices
sime´tricas.
Otro punto a tener en cuenta es el nu´mero de funciones de distancia a utilizar. Es necesario
calcular la distancia entre los puntos y los centros, por lo que se podr´ıan utilizar tantas
funciones de distancia como centros. Teniendo en cuenta que va a haber k centros por
clase, habr´ıa que encontrar c · k matrices de distancia. En este caso, tambie´n se van
a considerar dos posibilidades: funcio´n de distancia por cada centro (c · k matrices), o
utilizar una funcio´n de distancia por clase (c matrices).
Tras haber analizado las caracter´ısticas del problema, se puede definir el cromosoma que
se va a evolucionar mediante las estrategias evolutivas. Denotamos al cromosoma como el
vector C , que va a consistir en la consecucio´n de los valores necesarios para representar o
bien c matrices o bien c · k matrices.
Definimos ci, como el fragmento del cromosoma C correspondiente a la matriz Mi,
correspondie´ndose el cromosoma con la expresio´n 4.1.
C =
[






c , si se utiliza una matriz por clase.
c · k , si se utiliza una matriz por centro.
Si definimos la matriz Mi de la forma siguiente:
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Mi =

m1,1 m1,2 · · · m1,n





mn,1 mn,2 · · · mn,n

La correspondencia entre ci y Mi se establece segu´n la expresio´n 4.2 si se utilizan matrices
diagonales y 4.3 si se utilizan matrices sime´tricas (en este caso se utilizan los valores de
la matriz triangular superior correspondiente).
ci =
[





m1,1 m1,2 · · · m1,n · · · mj,j · · · mj,n · · · mn,n
]
(4.3)
Adema´s de la representacio´n de las matrices de distancia para su optimizacio´n, otro
aspecto a tener en cuenta son las restricciones que van ligadas a las matrices de distancias.
Para que la funcio´n de distancia se considere como tal, la matriz que la define debe ser
necesariamente definida positiva.
El hecho de satisfacer esta restriccio´n implica mucho tiempo extra de co´mputo a la hora
de evaluar los individuos, por lo que esta restriccio´n va a relajarse tal como se indica a
continuacio´n: todas las matrices con valores reales sera´n admitidas. Esto implica que es
posible que el cuadrado de la distancia para ciertos puntos sea negativo. En estos casos
se considerara´ que dichos puntos esta´n infinitamente alejados. Esta restriccio´n se resume




(x− y) M (x− y)T , si (x− y) M (x− y)T ≥ 0
∞ , en otro caso.
(4.4)
Esta forma de calcular las distancias, relajando algunas de sus propiedades, puede mejorar
los resultados de clasificacio´n para ciertos tipos de dominios. Pero, para los casos en los
que sea necesario encontrar una medida de distancia que cumpla todas las propiedades
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de las funciones de distancias, sera´ posible restringir que todos los valores de las matrices
sean mayores o iguales a cero.
La implementacio´n de esta restriccio´n es sencilla y no requiere hacer costosos ca´lculos
durante el proceso de evolucio´n. Consiste en utilizar el valor absoluto de cada elemento
del cromosoma a la hora de obtener las matrices correspondientes.
Por otro lado, utilizar so´lo matrices cuyos elementos son no negativos implica acotar
el espacio de bu´squeda, ya que hay matrices definidas positivas que tienen elementos
menores que cero. Adema´s, el hecho de utilizar los valores absolutos de cada valor
introduce redundancias en la codificacio´n, de forma que el espacio de bu´squeda aumenta
innecesariamente.
4.1.3. Evaluacio´n del aprendizaje
Tras definir el algoritmo de clasificacio´n es preciso establecer un me´todo de evaluacio´n que
permita medir el funcionamiento del aprendizaje automa´tico frente a distintos dominios.
En primer lugar, consideraremos los resultados obtenidos utilizando la Distancia Eucl´ıdea
frente a la Distancia Eucl´ıdea Generalizada optimizada. El objetivo sera´ mejorar los
resultados que se obtengan mediante la Distancia Eucl´ıdea; en otro caso, la optimizacio´n
de la matriz de distancias carecer´ıa de sentido.
Por otro lado, es necesario definir co´mo se van a utilizar los datos disponibles. Para
poder evaluar el aprendizaje, es necesario contar con una serie de datos de los que extraer
conocimiento y otros datos que clasificar en base al conocimiento extra´ıdo. Dicho de otro
modo, es preciso contar con un conjunto de entrenamiento y un conjunto de validacio´n.
Para evitar que, al dividir los datos en estos dos conjuntos, aparezcan sesgos, se va a
utilizar el me´todo de la validacio´n cruzada.
La validacio´n cruzada consiste en dividir los datos en n subconjuntos, de forma que
se ejecutan el entrenamiento y la validacio´n n veces. En cada ejecucio´n se utiliza un
subconjunto para realizar la validacio´n tras haber efectuado el aprendizaje con el resto de
los datos. Finalmente, se construye el clasificador utilizando todos los datos y se estima
el porcentaje de aciertos como la media del obtenido en todas las validaciones realizadas.
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Por u´ltimo, es importante sen˜alar, que au´n utilizando el me´todo de validacio´n cruzada,
podr´ıan aparecer problemas causados a la hora de realizar la evaluacio´n si los datos esta´n
ordenados. Para evitar este tipo de problemas, los datos se distribuira´n de forma aleatoria.
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4.2. Definicio´n de la aplicacio´n
En esta seccio´n se explican las caracter´ısticas generales del sistema desarrollado. Esto
comprende las funcionalidades que ofrece la aplicacio´n, as´ı como la plataforma y
herramientas de desarrollo utilizadas para realizar la implementacio´n.
4.2.1. Capacidades y restricciones generales
Con el desarrollo de esta aplicacio´n se pretende implementar el algoritmo de clasificacio´n
objeto de este proyecto, permitiendo realizar una experimentacio´n para poder evaluarlo.
A su vez, esta aplicacio´n debe ser extensible y modificable. As´ı, en base a los resultados
obtenidos, posibles cambios que sean definidos en el me´todo podra´n hacerse efectivos en
la aplicacio´n de una forma sencilla.
Con este objetivo, la aplicacio´n debe mostrar las siguientes funcionalidades:
1. Debe implementar el algoritmo descrito en la seccio´n 4.1 Descripcio´n del me´todo
propuesto, incluyendo todas las caracter´ısticas y te´cnicas especificadas.
2. Permitira´ especificar los para´metros de configuracio´n del algoritmo y de las
estrategias evolutivas, de las cuales se haga uso, de una forma sencilla y flexible.
Concretamente, se permitira´ especificar los siguientes para´metros:
- Si se utilizan matrices de distancia sime´tricas o diagonales.
- Si se va a utilizar una matriz por cada clase o por cada centro.
- El nu´mero de subconjuntos a emplear en la validacio´n cruzada.
- El criterio de convergencia para el algoritmo K-Medias.
- El cromosoma inicial, la varianza inicial y el nu´mero ma´ximo de iteraciones
para el algoritmo CMA-ES.
- El cromosoma inicial, la varianza inicial, el criterio de convergencia y el nu´mero
ma´ximo de iteraciones para el algoritmo EE-(1+1).
- El cromosoma inicial, la varianza inicial, el criterio de convergencia, el nu´mero
ma´ximo de iteraciones y el me´todo de seleccio´n para las estrategias evolutivas
mu´ltiples.
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3. Los valores de los para´metros se especificara´n mediante un fichero de configuracio´n.
4. Sera´ posible comparar los resultados obtenidos mediante el me´todo de clasificacio´n
en el que se utiliza la Distancia Eucl´ıdea y los obtenidos al utilizar la GED
optimizada utilizando estrategias evolutivas.
5. Se podra´n comparar los resultados de clasificacio´n utilizando la GED optimizada
mediante las distintas estrategias evolutivas propuestas, o mediante distintas
configuraciones de la misma estrategia evolutiva.
6. Debe mostrar el tiempo de ejecucio´n del algoritmo, excluyendo el tiempo empleado
para realizar la clasificacio´n con la Distancia Eucl´ıdea.
7. Sera´ posible obtener la matriz de la Distancia Eucl´ıdea Generalizada optimizada
mediante las estrategias evolutivas, as´ı como los centros calculados mediante el
algoritmo K-Medias, que permiten realizar la clasificacio´n.
8. No presentara´ limitaciones en cuanto al nu´mero de datos utilizados o el nu´mero
de atributos de los mismos. Estas limitaciones vendra´n dadas por la memoria del
sistema en el que se ejecute la aplicacio´n.
4.2.2. Plataforma y herramientas de desarrollo
Para el desarrollo de la aplicacio´n se emplea el lenguaje de programacio´n Java. Este
lenguaje de programacio´n fue desarrollado por Sun Microsystems a principios de los an˜os
90. Fue definido dentro del paradigma de la orientacio´n a objetos y con el objetivo de
permitir ejecutar un mismo programa en diferentes sistemas operativos [Gosling, 1996].
Para ello, el co´digo se compila en bytecodes que son interpretados por la Ma´quina Virtual
Java (JVM, Java Virtual Machine) [Lindholm, 1999].
Este lenguaje, adema´s de aportar las ventajas de la orientacio´n a objetos y permitir desa-
rrollar aplicaciones bastante portables, proporciona una extensa interfaz de programacio´n
de aplicaciones (del ingle´s API, Application Programming Interface). A su vez, al tra-
tarse de un lenguaje muy utilizado, es posible encontrar un gran nu´mero de utilidades y
bibliotecas, desarrolladas en este lenguaje para a´mbitos diversos.
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JAMA: A Java Matrix Package2. Se trata de una biblioteca Java que proporciona
un conjunto de utilidades sobre a´lgebra lineal. Se utiliza esta implementacio´n para
efectuar las operaciones de a´lgebra matricial.
CMA Evolution Strategy Source Code3. Es una implementacio´n en Java del algo-
ritmo CMA-ES, proporcionada por uno de los autores de dicho algoritmo.
Normal Distribution Random Number Generator4. Implementacio´n Java de un
generador de nu´meros aleatorios que siguen una distribucio´n Normal.
Para la implementacio´n de la aplicacio´n se ha utilizado el entorno de desarrollo integrado
(IDE, Integrated Development Environment) de co´digo abierto Eclipse5. Algunas de las
caracter´ısticas ma´s destacables de este entorno de programacio´n son las siguientes: dispone
de un editor de textos con resaltado de sintaxis, permite control de versiones CVS6
asistentes y plantillas para la creacio´n de proyectos y clases, compilacio´n “en tiempo
real” que permite detectar errores de sintaxis segu´n se escribe el co´digo y dispone de un
amplio conjunto de extensiones.
Otras herramientas que se han utilizado para el desarrollo de esta aplicacio´n son las
siguientes:
GNU-Octave7. Lenguaje y plataforma de libre distribucio´n para la resolucio´n de
problemas nume´ricos con compatibilidad con la herramienta Matlab. Se ha utilizado
para realizar prototipos y algunos experimentos ra´pidos.
GNU-Plot8. Herramienta para la representacio´n de datos y funciones matema´ticas. Se
ha utilizado para representar gra´ficamente y visualizar conjuntos de datos en dos y




4Obtenido de la biblioteca PSimJ2 de simulacio´n en Java: http://science.kennesaw.edu/
~jgarrido/psimj.html.
5http://www.eclipse.org
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4.3. Disen˜o de la aplicacio´n
En esta seccio´n se define la estructura del sistema y se especifican los componentes de
los que consta, as´ı como las relaciones entre ellos. Tambie´n se detallan algoritmos y otros
detalles relativos a la implementacio´n de la aplicacio´n.
4.3.1. Estructura de la aplicacio´n
La estructura general de la aplicacio´n se establece mediante la descomposicio´n de la misma
en subsistemas. Esto hace posible comprender de que´ elementos consta la aplicacio´n y
cua´les son las relaciones entre ellos. La figura 4.2 es una representacio´n gra´fica de esta
descomposicio´n en subsistemas.
Figura 4.2: Arquitectura de la aplicacio´n.
La estructura lo´gica del sistema corresponde a los siguientes subsistemas:
1. Estrategias Evolutivas: este subsistema corresponde a la implementacio´n y uso
de los distintos tipos de estrategias evolutivas empleadas en la aplicacio´n.
2. Distancia: corresponde a la implementacio´n de la funcio´n de Distancia Eucl´ıdea
Generalizada, as´ı como a las distintas operaciones a realizar relativas a las funciones
de distancias. Ofrece una interfaz bien definida que sera´ utilizada por otros
subsistemas.
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3. Datos: en este subsistema se implementa la carga en memoria de las muestras
de datos y las operaciones realizadas con los mismos. Al igual que el subsistema
Distancia, ofrece una interfaz bien definida.
4. KMedias: la implementacio´n del algoritmo K-Medias es el objeto de este
subsistema. Este subsistema esta´ directamente relacionado con los subsistemas
Distancia y Datos, pues en e´l se hace uso de las interfaces que definen.
5. KMES: en este subsistema se hace la implementacio´n, propiamente dicha, del
me´todo de clasificacio´n propuesto. Para ello se hace uso de elementos del resto
de subsistemas (Estrategias Evolutivas, funciones de Distancia, dominios de Datos,
y el algoritmo K-Medias), por lo que presenta relaciones y dependencias con los
mismos.
4.3.2. El subsistema Estrategias Evolutivas
Este subsistema contiene la implementacio´n de las Estrategias Evolutivas empleadas. Se
implementa como un paquete independiente que podr´ıa ser utilizado en otras aplicaciones.
Figura 4.3: Subsistema Estrategias Evolutivas.
El diagrama de la figura 4.3 muestra las clases de las que consta este componente y las
relaciones entre ellas.
43
4. DESARROLLO 4.3. Disen˜o de la aplicacio´n
A continuacio´n, se explica cada uno de los elementos de este subsistema:
FunctionFitness: se trata de una clase abstracta que define las posibles funciones de
fitness. Si se quieren emplear las estrategias evolutivas incluidas en este subsistema,
se debe implementar una clase que represente el valor de adecuacio´n de los
individuos, la cual debe heredar de FunctionFitness. U´nicamente se definen dos
funciones:
- valueOf: la implementacio´n de esta funcio´n constara´ de la propia definicio´n de
la funcio´n de fitness, es de decir, es en la que se calculara´ el valor del individuo
(representado como el cromosoma que la funcio´n recibe como para´metro).
- isFeasible: esta funcio´n permite determinar si un individuo es o no un posible
candidato de solucio´n. Recibe el cromosoma que caracteriza al individuo y
devuelve true en caso de que el individuo sea va´lido y false, en caso contrario.
CMAES: esta clase actu´a como adaptador que permite utilizar la implementacio´n del
algoritmo CMA-ES (CMA Evolution Strategy Source Code) que esta´ incluida en el
paquete cma. De esta forma, las dependencias con este elemento externo so´lo esta´n
presentes en la clase CMAES. Por otro lado, ofrece una interfaz ma´s sencilla de
utilizar y emplea la clase correspondiente como representacio´n del fitness.
EESimple: se trata de la implementacio´n de las Estrategias Evolutivas de tipo EE-(1+1).
Al igual que el resto de clases que implementan o adaptan este tipo de algoritmos,
utiliza la clase FunctionFitness y ofrece una interfaz fa´cil de emplear.
EEMultiple: la clase EEMultiple implementa las Estrategias Evolutivas Mu´ltiples (de
los tipos EE-(µ, λ) y EE-(µ + λ)). Siempre se emplean Torneos como estrategias
de seleccio´n, salvo que se especifique que todos los individuos de la poblacio´n se
reproducen en cada generacio´n. Por otra parte, tambie´n hace uso de FunctionFitness
y ofrece una interfaz sencilla.
Individuo: la representacio´n de los individuos (representados por un vector correspon-
diente a su cromosoma y un vector de varianzas) se realiza utilizando esta clase.
Adema´s de estos dos elementos, tambie´n se almacena el valor de adecuacio´n. Como
se aprecia en el diagrama de la figura 4.3, las Estrategias Evolutivas Simples cons-
tan de un solo individuo, mientras que en las Estrategias Evolutivas Mu´ltiples hay
tantos individuos como indique el taman˜o de la poblacio´n. Implementa la interfaz
Comparable9, permitiendo comparar los individuos segu´n su valor de adecuacio´n.
9Clase Comparable<E>, definida en el paquete java.lang del Java Development Kit 6.0.
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Torneo: clase en la que se implementa el Torneo como me´todo de seleccio´n de individuos
para la reproduccio´n. Esta implementacio´n es empleada en las Estrategias Evolutivas
Mu´ltiples.
Normal: esta clase permite obtener valores aleatorios segu´n en una distribucio´n normal.
Es empleada para la mutacio´n de las varianzas en las Estrategias Evolutivas
Mu´ltiples.
4.3.3. El subsistema Distancia
El objetivo de este subsistema es proporcionar todas las utilidades precisas respecto a las
funciones de distancia. Esto se traduce en la implementacio´n de la funcio´n de Distancia
Eucl´ıdea Generalizada, caracterizada por una matriz, que permita obtener el valor de la
distancia de dos puntos cualesquiera.
Esta implementacio´n se ha realizado en la clase GED, en la cual se hace uso del paquete
JAMA para realizar las operaciones con matrices que sean necesarias para calcular la
distancia. Las caracter´ısticas ma´s importantes de dicha clase son las siguientes:
Cada instancia de la clase GED define, la funcio´n de Distancia Eucl´ıdea Generalizada
caracterizada por una matrizM ∈ Rn×n. Por lo tanto, permite calcular la distancia




Proporciona una funcio´n para obtener, automa´ticamente una instancia de GED
que represente la Distancia Eucl´ıdea (siendo M la matriz identidad), de forma que
u´nicamente es necesario indicar la dimensio´n de la matriz para obtener la instancia.
Es posible obtener la ecuacio´n correspondiente a la matriz Md, donde M =
Md · MTd , al proporcionarse un me´todo para obtener el producto de una matriz
por su traspuesta.
4.3.4. El subsistema Datos
Este subsistema permite a la aplicacio´n interactuar con los patrones de los diferentes
dominios de datos. Para ello, se implementa una representacio´n de cada patro´n, as´ı como
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las distintas operaciones que es necesario realizar con los datos de entrada para poder
utilizarlos en el resto del programa.
En la figura 4.4 se muestran las clases utilizadas con este fin. La clase Patron se utiliza
como la representacio´n de cada muestra de datos y en la clase Util se implementan todas
las operaciones que es necesario realizar con conjuntos de patrones.
Figura 4.4: Subsistema Datos.
Los patrones de datos vienen definidos por un vector de valores reales y la clase a la que
pertenecen. La clase Patron tambie´n permite representar datos no clasificados (para los
que no se ha definido la clase), pero esta caracter´ıstica ha sido inclu´ıda para facilitar la
extensibilidad y no va a ser utilizada en este contexto.
La operaciones ma´s importantes definidas en la clase Util son las siguientes:
Se permite cargar los datos de un dominio desde un fichero. Los atributos de cada
patro´n de datos estara´n separados por espacios y/o tabuladores, y cada patro´n estara´
separado de los dema´s por un salto de l´ınea (En el anexo A Manual de usuario se
pueden consultar los detalles del formato de los ficheros de datos).
Es posible ordenar los datos cargados de forma aleatoria.
Se pueden dividir los datos en subconjuntos, segu´n la clase a la que pertenezcan.
Se proporciona una operacio´n para obtener el conjunto de clases correspondiente a
un conjunto de datos cargado.
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4.3.5. El subsistema KMedias
En el subsistema KMedias se realiza la implementacio´n del algoritmo K-Medias de la que
se hace uso en la aplicacio´n. Esta implementacio´n se hace efectiva en la clase KMedias,
cuyas caracter´ısticas principales se especifican a continuacio´n:
Al crear una instancia de la clase KMedias (para realizar una ejecucio´n del
algoritmo), es necesario proporcionar los siguientes elementos: el conjunto de datos,
el nu´mero de centros a utilizar y el margen de error utilizado en la condicio´n de
parada.
Como funcio´n de distancia, se emplea la Distancia Eucl´ıdea Generalizada. Por
defecto se emplea la matriz identidad, correspondiente a la Distancia Eucl´ıdea, pero
es posible especificar funciones GED diferentes para calcular la distancia de los datos
a cada centroide. Esto presenta el siguiente problema: si alguna de las funciones
especificadas no cumple todas las propiedades de las funciones de distancia, no se
garantiza la convergencia del algoritmo K-Medias. Para detectar esta situacio´n, se
restringe el nu´mero de ejecuciones del algoritmo a 10000, de modo que si se alcanza
este nu´mero de iteraciones se concluye que la ejecucio´n de K-Medias no ha concluido
correctamente y se muestra un mensaje de aviso por la salida esta´ndar.
Antes de comenzar la ejecucio´n del algoritmo, se debe realizar la inicializacio´n de
los centros (tambie´n es posible proporcionar una serie de puntos como centros,
que ya hayan sido calculados previamente). Se incluyen tres posibles me´todos de
inicializacio´n de los centroides:
- Inicializacio´n aleatoria 1: se asignan valores aleatorios dentro de un rango
definido por los valores ma´ximos y mı´nimos en cada atributo de los datos
como centroides.
- Inicializacio´n aleatoria 2: a cada centroide se le asigna como valor inicial el
correspondiente a un patro´n del conjunto de datos.
- Inicializacio´n K-Medias++[Arthur, 2007]: se sigue el algoritmo descrito en la
seccio´n 2.1 El algoritmo K-Medias del contexto. A continuacio´n, se define de
forma ma´s detallada la inicializacio´n de los centros utilizando esta te´cnica.
Sea X = x1, ..., xn el conjunto de datos para el que definir k centros y sea C
el conjunto de centroides ya definidos.
1. Se elige de forma aleatoria xi ∈ X como primer centro c1.
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2. Se calcula D(x) para todos los puntos del conjunto X , donde d(x, y)








4. Se encuentra el punto xi ∈ X que cumpla:
i−1∑
j=0




5. Se an˜ade el punto xi con conjunto C .
6. Se repiten los pasos de 2 a 5 hasta encontrar los k centros.
Es necesario hacer una implementacio´n del algoritmo eficiente para que resulte
u´til inicializar los centros mediante esta te´cnica. Para ello se siguen principios
de programacio´n dina´mica, de forma que se almacenan y reutilizan los valores
calculados en iteraciones anteriores. Si definimos




los valores del subconjunto S se pueden calcular de la forma siguiente:
S1 = D(x1)2
Si = Si−1 +D(xi)2 ∀ i > 1
Por otra parte, encontrar el ı´ndice del valor xi para el que Si−1 < y ≤ Si, se
reduce a realizar una bu´squeda binaria10entre los valores del conjunto S.
Se permiten dos modos de ejecucio´n: el modo normal y el modo verboso (del ingle´s,
verbose) en el que se muestran, por la salida esta´ndar, trazas de todos los pasos de
ejecucio´n del algoritmo.
4.3.6. El subsistema KMES
Este subsistema contiene la implementacio´n del algoritmo propuesto, para ello se hace uso
de las herramientas que el resto de subsistemas ofrecen (manejo de funciones de distancia,
estrategias evolutivas y del algoritmo K-Medias).
10Se emplea el la funcio´n binarySearch de la clase Arrays definida en el paquete java.util del Java
Development Kit 6.0.
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En la figura 4.5 se muestra, de forma general, las partes de las que consta la
implementacio´n de la te´cnica propuesta.
Figura 4.5: Funcionamiento general de la aplicacio´n KMES.
Dentro del subsistema KMES se pueden distinguir dos partes bien diferenciadas: la carga
de los para´metros de configuracio´n, la especificacio´n de funciones de fitness.
En la figura 4.6 se muestran las clases relativas a la carga de los para´metros de ejecucio´n,
as´ı como las relaciones entre dichas clases.
La clase Configuracion permite cargar los para´metros de configuracio´n del programa
desde un fichero. Todas las caracter´ısticas configurables del me´todo propuesto son
para´metros que se pueden cargar. Esto incluye los tipos de estrategias evolutivas a utilizar
y su configuracio´n concreta; para representar la configuracio´n de las estrategias evolutivas
se emplean las clases derivadas de Algoritmo, que se emplea la clase Configuracion.
Para efectuar la carga de la configuracio´n se emplean las Properties11 de Java, lo que
facilita la carga de datos cuando se han de especificar variables y valores. En el anexo A.
Manual de usuario se detalla la estructura del fichero de configuracio´n de la aplicacio´n.
Para implementar la te´cnica de clasificacio´n descrita, resulta imprescindible definir las
funciones de fitness que se empleara´n en las estrategias evolutivas empleadas. El diagrama
11Clase Properties definida en el paquete java.util del Java Development Kit 6.0.
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Figura 4.6: Subsistema KMES: carga de para´metros de configuracio´n.
de la figura 4.7 muestra la estructura de clases definida con este fin.
Para emplear el subsistema Estrategias Evolutivas, todas las funciones de fitness
empleadas heredan de la clase FunctionFitness, perteneciente a dicho subsistema.
La clase FitnessKmes incluye todas las operaciones que debera´n ser comunes para
cualquier funcio´n de fitness que se vaya a utilizar en la aplicacio´n:
Permite especificar y cargar una serie de patrones de datos que se utilizara´n para
determinar el fitness segu´n la tasa de aciertos del me´todo de clasificacio´n.
Es posible especificar la dimensio´n de los datos y las matrices a evolucionar.
Se puede introducir el nu´mero de matrices a evolucionar que contendra´ la
codificacio´n del cromosoma en las Estrategias Evolutivas, as´ı como el nu´mero de
centros a evolucionar, si e´stos tambie´n estuvieran contenidos en el cromosoma.
Proporciona operaciones para obtener los elementos codificados a partir de un
cromosoma.
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Figura 4.7: Subsistema KMES: funciones de fitness.
Proporciona operaciones para codificar el cromosoma a partir de los elementos que
vaya a contener.
La clase FitnessCentroidesFijos es la implementacio´n de la funcio´n de evaluacio´n
correspondiente al me´todo de clasificacio´n utilizado. Esta clase se mantiene abstracta
porque no se especifica la codificacio´n y descodificacio´n de una matriz (sera´ distinta si
las matrices son diagonales, sime´tricas, completas, etc.). Es en esta clase en la que se
implementa la funcio´n valueOf (heredada de FunctionFitness), en la cual se devuelve el
nu´mero de fallos de clasificacio´n.
Las clases FCFDiagonales y FCFSimetricas extienden a la clase FitnessCentroides-
Fijos, se trata de dos implementaciones de la misma funcio´n de fitness, para emplear con
matrices diagonales y sime´tricas, respectivamente. En ambos casos se delega esta ope-
racio´n en la clase MatrizCromosoma, consiguiendo as´ı facilitar la extensibilidad de la
aplicacio´n, ya que la codificacio´n y descodificacio´n de matrices podr´ıa ser empleada en
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otra clase, si se decidiera an˜adir otra funcio´n de fitness que lo requiriera. En cualquier
caso, para realizar estas operaciones se sigue lo especificado en las expresiones 4.2 y 4.3,




En este cap´ıtulo se describen los dominios que se han creado y elegido para llevar a cabo
una experimentacio´n con el me´todo propuesto y se presentan los resultados obtenidos al
experimentar con ellos.
Para ello, se explica co´mo se ha generado u obtenido el dominio, que´ caracter´ısticas son
las que lo hacen interesante en este contexto y cua´les son las propiedades que se espera
que muestre el algoritmo. Una vez introducido el dominio, se explican que´ pruebas se han
realizado y los resultados obtenidos.
En algunos casos, se incluyen representaciones gra´ficas de funciones de distancia en dos
dimensiones. Estas representaciones consisten en el trazado de puntos equidistantes, que
formara´n circunferencias o elipses. Se generan mediante GNU-Plot, a trave´s de GNU-
Octave; el fragmento de co´digo de la figura 5.1, de GNU-Octave, permite realizar esta
representacio´n mediante la funcio´n contour y el desarrollo de la fo´rmula de la Distancia
Eucl´ıdea Generalizada para dos dimensiones.
Adema´s, se ha integrado en la aplicacio´n desarrollada una pequen˜a utilidad para generar
los dominios de datos, que permite especificar ciertos para´metros con el fin de permitir
la generacio´n de variantes de los dominios propuestos. En la seccio´n A.7, Generacio´n de
dominios de datos, del Manual de usuario, se explica co´mo utilizar dicha utilidad.
Para organizar los resultados presentados en esta seccio´n se va a seguir la siguiente
nomenclatura: cada uno de los experimentos esta´ etiquetado como Prueba X.Y, donde
la X corresponde al nu´mero del dominio en el que se ha ejecutado el experimento y la Y
es un nu´mero secuencial que permite diferenciar entre las distintas pruebas realizadas.
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1 function [X Y Z] = plotDistancia( M, c, ex, ey, es )
2 % M es la matriz de distancia
3 % c es el centro en el que se representa
4 % ex define el area en el eje x (desde el centro)
5 % ey define el area en el eje y (desde el centro)
6 % es define cuantas lineas se representan
7 [X Y] = meshgrid(c(1,1)-ex:es:c(1,1)+ex,c(1,2)-ex:es:c(1,2)+ex);
8 X2 = c(1,1) - X;
9 Y2 = c(1,2) - Y;
10 Z = sqrt(M(1,1)*X2.^2 + 2*X2.*Y2.*(M(1,2)+M(2,1)) + M(2,2)*Y2.^2);
11 contour(X,Y,Z);
12 endfunction
Figura 5.1: Co´digo para la representacio´n de funciones de distancia.
En todos los casos se experimenta utilizando validacio´n cruzada con 10 subconjuntos
(mostra´ndose la tasa de aciertos de validacio´n), el resto de para´metros se configura segu´n
las caracter´ısticas del dominio.
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5.1. Dominio 1: nubes alineadas
Este dominio se genera para mostrar que, en algunos dominios, es necesario utilizar una
funcio´n de distancia diferente a la Distancia Eucl´ıdea.
Consiste en cuatro “nubes de puntos”, dispuestas como se muestra en la figura 5.2. Cada
nube contiene el mismo nu´mero de puntos, y las que esta´n por encima de 1,5 pertenecen
a la clase rojo, mientras que las que esta´n por debajo pertenecen a la clase azul.
Figura 5.2: Representacio´n gra´fica del dominio nubes alineadas.
Empleando un solo centro por clase, con K-Medias, los valores que se obtendr´ıan como
centros ser´ıan la media de los puntos de cada clase. Estos puntos han sido representados
en la figura 5.3.
Es fa´cil deducir que se obtendra´ un 50 % de aciertos como resultado de clasificacio´n
utilizando la Distancia Eucl´ıdea, pues el centro de la clase azul es el ma´s cercano a una
de las nubes de puntos de la clase roja, y el centro de la clase roja es el ma´s cercano a
una de las nubes de la clase azul. Este hecho se aprecia mejor en la figura 5.4, en la que
se representa la funcio´n de Distancia Eucl´ıdea desde cada uno de los centros.
Una tasa de aciertos del 50 % indica que los resultados del clasificador son bastante malos,
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Figura 5.3: Centros en el dominio nubes alineadas.
Figura 5.4: Representacio´n de la Distancia Eucl´ıdea en el dominio nubes alineadas.
ya que, para este dominio, es la tasa de aciertos que cabr´ıa esperar de un clasificador
aleatorio. Se espera, por tanto, que utilizando el me´todo propuesto, se logre optimizar la
Distancia Eucl´ıdea Generalizada para este dominio; ya que, de forma visual, se intuye que
es necesario utilizar una Distancia Eucl´ıdea Ponderada, de forma que la representacio´n
de la funcio´n de distancia sea el´ıptica.
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El dominio consta de 400 patrones, 200 de cada clase. Tal como esta´n distribuidos los
datos, es lo´gico utilizar un solo centroide por clase, que se situara´ como se pudo observar
en la figura 5.3. Se emplean tanto matrices diagonales como sime´tricas, con el fin de
observar las diferencias en los resultados. Por otra parte, para inicializar los centros al
ejecutar K-Medias se emplea K-Medias++.
En cuanto a las te´cnicas a emplear, se definen tres: una de tipo CMA-ES, otra de tipo
EE-(1+1) y una de estrategia evolutiva con poblaciones. En los tres casos se inicializan
tanto los cromosomas como las varianzas con todos los valores a 1 (los cromosomas con
un umbral de 0,5). Otros para´metros a destacar son los siguientes:
- 1000 como nu´mero ma´ximo de generaciones.
- 0,00000001 como criterio de convergencia para las estrategias evolutivas simple y
mu´ltiples.
- Poblacio´n de 20 individuos, cruce de 0,5 y torneo de 0,1 en las estrategias evolutivas
mu´ltiples.
En las tablas 5.1 y 5.2 (correspondientes a los pruebas 1.1 y 1.2) se presentan los datos
obtenidos utilizando matrices sime´tricas y diagonales, respectivamente. En ambos casos
se obtiene el 100 % de aciertos.
Subconjunto Eucl´ıdea cma ee1 eem
0 50.00000 100.00000 100.00000 100.00000
1 50.00000 100.00000 100.00000 100.00000
2 50.00000 100.00000 100.00000 100.00000
3 50.00000 100.00000 100.00000 100.00000
4 50.00000 100.00000 100.00000 100.00000
5 50.00000 100.00000 100.00000 100.00000
6 50.00000 100.00000 100.00000 100.00000
7 50.00000 100.00000 100.00000 100.00000
8 50.00000 100.00000 100.00000 100.00000
9 50.00000 100.00000 100.00000 100.00000
Media 50.00 100.00 100.00 100.00
Tabla 5.1: Resultados de la prueba 1.1.
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Subconjunto Eucl´ıdea cma ee1 eem
0 50.00000 100.00000 100.00000 100.00000
1 50.00000 100.00000 100.00000 100.00000
2 50.00000 100.00000 100.00000 100.00000
3 50.00000 100.00000 100.00000 100.00000
4 50.00000 100.00000 100.00000 100.00000
5 50.00000 100.00000 100.00000 100.00000
6 50.00000 100.00000 100.00000 100.00000
7 50.00000 100.00000 100.00000 100.00000
8 50.00000 100.00000 100.00000 100.00000
9 50.00000 100.00000 100.00000 100.00000
Media 50.00 100.00 100.00 100.00
Tabla 5.2: Resultados de la prueba 1.2.
Los resultados obtenidos nos permiten confirmar que la optimizacio´n de la funcio´n de
Distancia Eucl´ıdea Generalizada permite mejorar la tasa de aciertos para ciertos dominios.
En este caso se ha pasado de unos resultados propios de un clasificador aleatorio a un
100 % de aciertos.
Se han obtenido los mismos resultados utilizando tanto matrices diagonales como matrices
sime´tricas. Como cab´ıa esperar, la diferencia entre utilizar un me´todo u otro en este
dominio esta´ en el tiempo que ha tomado la evolucio´n de las matrices.
En la tabla 5.3 se muestra el tiempo total de co´mputo en segundos para ambos
experimentos. Como cab´ıa esperar, el esfuerzo computacional para hallar una matriz de
distancia o´ptima en el caso del uso de matrices sime´tricas ha sido mayor que en el caso
del uso de matrices diagonales, pues el taman˜o del cromosoma era mayor.
Matriz cma ee1 eem
Diagonal 0.419 0.32 0.89
Sime´trica 0.591 0.55 17.14
Tabla 5.3: Tiempo de ejecucio´n para las pruebas 1.1 y 1.2.
Por u´ltimo, se han obtenido las matrices y centros correspondientes tras realizar el
entrenamiento con todos los datos del dominio, con el fin de comparar el clasificador
obtenido con el correspondiente utilizando la Distancia Eucl´ıdea.
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Se emplean los mismos para´metros de configuracio´n que para el resto de experimentos,
utilizando esta vez matrices diagonales con todos los valores no negativos. Por otra parte,
so´lo se emplea el algoritmo CMA-ES.


















En la figura 5.5, al poder comparar las representaciones de las funciones de Distancia
Eucl´ıdea y Eucl´ıdea Generalizada optimizada sobre los datos de este dominio, se aprecia
claramente co´mo se logra clasificar correctamente el 100 % de los datos mediante la
optimizacio´n de la matriz de distancia. En la segunda figura, se representa la funcio´n
de distancia correspondiente a la matriz M0 centrada en c0, y la correspondiente a la
matriz M1 centrada en c1.
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Representacio´n de la Distancia Eucl´ıdea
Representacio´n de las funciones GED optimizadas
Figura 5.5: Comparacio´n entre la Distancia Eucl´ıdea y la GED optimizada.
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5.2. Dominio 2: nubes reflejo
En el dominio anterior se trata de mostrar la necesidad de optimizar la funcio´n de distancia
en dominios con ciertas caracter´ısticas. En este dominio se va intentar mostrar la necesidad
de encontrar una buena configuracio´n de los para´metros del algoritmo. Se utiliza la misma
idea que en el dominio nubes alineadas, pero en este caso van a ser necesarios 2 centroides
por clase y una matriz por centroide para obtener buenos resultados.
Como la distribucio´n de los puntos corresponde con la figura 5.2, la funcio´n de distancia
a emplear para el centro que se situar´ıa entre los puntos alineados horizontalmente de
cada clase, debe ser distinta a la funcio´n de distancia a emplear con el que se situar´ıa
entre los centros alineados verticalmente. Por otra parte, una buena distribucio´n inicial
de los centros mediante el algoritmo K-Medias es imprescindible, por lo que es aconsejable
utilizar un me´todo de inicializacio´n como el K-Medias++.
Figura 5.6: Representacio´n gra´fica del dominio nubes reflejo.
En este caso, se espera que en la clasificacio´n utilizando la Distancia Eucl´ıdea se obtenga
una tasa de 60 % de aciertos, pues el 40 % de los datos de cada clase, esta´n concentrados
en la nube de puntos situada en torno a la coordenada y = 2, 5. Al utilizar la funcio´n de
Distancia Eucl´ıdea Generalizada optimizada mediante estrategias evolutivas esta tasa de
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aciertos deber´ıa ser mejorada.
Este dominio esta´ compuesto por 300 patrones, 150 de cada clase. Los experimentos que
se van a realizar con e´l se van a plantear de forma diferente al caso anterior, en este
caso se va a realizar una serie de ejecuciones para tratar de observar experimentalmente
la importancia de encontrar una configuracio´n apropiada para los distintos para´metros
del algoritmo. El dominio nubes reflejo ha sido disen˜ado precisamente para explicar este
hecho, por lo que algunos de los para´metros a utilizar pueden resultar muy evidentes. Pero
en dominios reales se debera´ atender a todo el conocimiento que se posea de los datos,
que generalmente sera´ insuficiente, por lo que los para´metros de configuracio´n habra´n de
ajustarse experimentalmente.
Las distintas ejecuciones tienen en comu´n la configuracio´n de las te´cnicas de optimizacio´n
de la matriz de distancia, que van a ser las mismas que en los experimentes realizados
con el dominio 1, nubes alineadas (en la seccio´n 5.1). Por otra parte, en los experimentos
anteriores pudo observarse que para dominios en los que la Distancia Eucl´ıdea Ponderada
es suficiente, es ma´s adecuado utilizar matrices diagonales que sime´tricas; el proceso de
optimizacio´n con e´stas es ma´s ra´pido. Por lo tanto, este para´metro tambie´n va a mantener
para todos experimentos realizados con estos datos, utiliza´ndose so´lo matrices diagonales.
En primer lugar se va a atender al nu´mero de centros a utilizar. Se van emplean uno,
dos, tres y cuatro centros por clase, cuyos resultados se muestran en las tablas 5.4, 5.5,
5.6 y 5.7 (que corresponden a las pruebas 2.1, 2.2, 2.3 y 2.4). Es importante sen˜alar que
en cada una de estas cuatro ejecuciones se va a emplear una matriz por centroide.
Con un solo centro se obtiene cierta mejora mediante los tres algoritmos empleados para
optimizar la matriz de distancia, aunque no se alcanza el 100 % que se ha alcanzado al
aumentar el nu´mero de centros. Observando la disposicio´n de los centros representada en
la figura 5.7 es fa´cil comprender por que´ no se alcanzan mejores resultados, a pesar de que
se logra ajustar la funcio´n de distancia para mejorar los resultados obtenidos mediante la
Distancia Eucl´ıdea.
Cuando se han utilizado dos centros por clase, e´stos se han situado en el lugar esperado
(ve´ase la figura 5.8) Mediante la optimizacio´n de la funcio´n de distancia se ha logrado
pasar de una tasa de aciertos del 60 % a una del 100 %.
Para el uso de tres y cuatro centroides, lo ocurrido ha sido diferente. En la ejecucio´n con
tres centros por clase, tambie´n se ha obtenido el 100 % de aciertos al optimizar la funcio´n
62
5. EXPERIMENTACIO´N 5.2. Dominio 2: nubes reflejo
Subconjunto Eucl´ıdea cma ee1 eem
0 60.00000 70.00000 78.14815 79.62963
1 60.00000 72.96296 77.77778 79.62963
2 60.00000 71.85185 80.00000 80.00000
3 60.00000 70.00000 80.00000 80.00000
4 60.00000 70.00000 74.07407 80.00000
5 60.00000 70.00000 80.00000 79.62963
6 60.00000 70.00000 80.00000 80.00000
7 60.00000 62.22222 80.00000 80.00000
8 60.00000 70.00000 75.55556 80.00000
9 60.00000 70.00000 80.00000 80.00000
Media 60.00 70.00 77.33333 80.00
Tabla 5.4: Resultados de la prueba 2.1.
Subconjunto Eucl´ıdea cma ee1 eem
0 60.00000 100.00000 100.00000 100.00000
1 60.00000 100.00000 100.00000 100.00000
2 61.11111 100.00000 100.00000 99.25926
3 60.00000 100.00000 100.00000 100.00000
4 60.00000 100.00000 100.00000 100.00000
5 60.00000 100.00000 100.00000 100.00000
6 60.00000 100.00000 100.00000 100.00000
7 60.00000 100.00000 100.00000 100.00000
8 60.00000 100.00000 100.00000 100.00000
9 60.00000 100.00000 100.00000 100.00000
Media 60.33333 100.00 100.00 100.00
Tabla 5.5: Resultados de la prueba 2.2.
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Subconjunto Eucl´ıdea cma ee1 eem
0 80.00000 100.00000 100.00000 100.00000
1 80.00000 100.00000 100.00000 100.00000
2 80.00000 100.00000 100.00000 100.00000
3 80.00000 100.00000 100.00000 100.00000
4 100.00000 100.00000 100.00000 100.00000
5 100.00000 100.00000 100.00000 100.00000
6 100.00000 100.00000 100.00000 100.00000
7 100.00000 100.00000 100.00000 100.00000
8 100.00000 100.00000 100.00000 100.00000
9 100.00000 100.00000 100.00000 100.00000
Media 92.00 100.00 100.00 100.00
Tabla 5.6: Resultados de la prueba 2.3.
Subconjunto Eucl´ıdea cma ee1 eem
0 100.00000 100.00000 100.00000 100.00000
1 100.00000 100.00000 100.00000 100.00000
2 100.00000 100.00000 100.00000 100.00000
3 100.00000 100.00000 100.00000 100.00000
4 100.00000 100.00000 100.00000 100.00000
5 100.00000 100.00000 100.00000 100.00000
6 100.00000 100.00000 100.00000 100.00000
7 100.00000 100.00000 100.00000 100.00000
8 100.00000 100.00000 100.00000 100.00000
9 100.00000 100.00000 100.00000 100.00000
Media 100.00 100.00 100.00 100.00
Tabla 5.7: Resultados de la prueba 2.4.
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de distancia. Pero en este caso, la mejora respecto a la clasificacio´n mediante la Distancia
Eucl´ıdea no ha sido tan acusada. La situacio´n de los centros, tal como se muestra en la
figura 5.9, ha permitido que mediante la Distancia Eucl´ıdea ya se consiga un 92 % de
aciertos.
Lo que se empieza a apreciar en el caso de tres centros, se confirma al utilizar cuatro
por clase. En este caso, cada centro se ha situado en una de las nubes de puntos (figura
5.10), permitiendo que todos los datos se clasifiquen correctamente mediante la Distancia
Eucl´ıdea.
Figura 5.7: Disposicio´n de 1 centro por clase para el dominio 2.
La mejora respecto a los resultados con la Distancia Eucl´ıdea ha sido mayor para el caso
de 2 centros por clase. Por otra parte, al consistir la clasificacio´n en encontrar el centro
ma´s cercano a un punto dado, el clasificador es ma´s ra´pido cuanto menor sea el nu´mero
de centros que lo formen. Por lo tanto, en los pro´ximos experimentos se van a emplear
dos centros por clase.
A continuacio´n, se va a tratar el para´metro matriz.por , dando algunas razones para
elegir un valor determinado y explicando las particularidades de este dominio concreto
respecto a dicho para´metro.
Generalmente es ma´s eficiente utilizar la misma matriz para todos los datos de cada clase,
al ser menor el nu´mero de matrices a evolucionar (reducie´ndose por tanto el taman˜o del
cromosoma). Adema´s, parece lo´gico pensar que aplicando la misma transformacio´n a todos
los datos de la misma clase, el resultado de la clasificacio´n mejorara´, pues lo ma´s probable
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Figura 5.8: Disposicio´n de 2 centros por clase para el dominio 2.
Figura 5.9: Disposicio´n de 3 centros por clase para el dominio 2.
es que todos este´n dispuestos de la misma forma.
Por el contrario, tal como se puede observar en los resultados presentados en la tabla 5.8
(prueba 2.5), en este caso, a pesar de obtenerse cierta mejora respecto a los resultados
obtenidos con la Distancia Eucl´ıdea, no se logra alcanzar el 100 % como al utilizar una
funcio´n de distancia por cada centro (resultados en la tabla 5.5). Los centroides se disponen
inicialmente utilizando la Distancia Eucl´ıdea, por lo que su disposicio´n es la misma en
los dos casos (la representada en la figura 5.8). Pero para poder clasificar correctamente
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Figura 5.10: Disposicio´n de 4 centros por clase para el dominio 2.
todos los datos, la funcio´n de distancia no debe ser la misma para los dos centros de cada
clase.
Subconjunto Eucl´ıdea cma ee1 eem
0 61.48148 76.66667 84.07407 90.00000
1 60.00000 80.00000 84.81481 80.00000
2 60.00000 80.00000 90.00000 80.00000
3 60.00000 80.00000 83.33333 90.00000
4 60.00000 80.00000 90.00000 76.29630
5 60.00000 80.00000 80.00000 80.00000
6 60.00000 90.00000 84.81481 80.00000
7 60.00000 80.00000 80.00000 80.00000
8 60.00000 80.00000 80.00000 84.44444
9 60.00000 80.00000 80.00000 89.25926
Media 60.00 80.66667 83.33333 82.66667
Tabla 5.8: Resultados de la prueba 2.5.
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5.3. Dominio 3: nubes rotadas
Con este dominio se pretende investigar que´ ocurre al intentar realizar la clasificacio´n en
datos en los que se han realizado rotaciones.
Para ello se ha tomado el dominio nubes alineadas, para el que se han obtenido ra´pidamente
resultados satisfactorios, y se le ha aplicado una rotacio´n de 45 grados, obteniendo as´ı el
dominio nubes rotadas. Como el dominio en el que se basa, se trata de un conjunto de
datos sencillo, para el que es necesario un u´nico centro por clase y para el cual se espera
una tasa de aciertos del 50 % utilizando la Distancia Eucl´ıdea. En la figura 5.11 se puede
observar co´mo esta´n dispuestos los datos.
Figura 5.11: Representacio´n gra´fica del dominio nubes rotadas.
Al observar la disposicio´n de los datos, parece que la optimizacio´n de matrices de distancia
diagonales no sera´ suficiente para clasificar correctamente el 100 % de los datos. Pero se van
a ejecutar experimentos utilizando matrices sime´tricas y diagonales, para poder comparar
los resultados obtenidos. Para ello se emplea la misma configuracio´n que los experimentos
realizados con el dominio 1. Las tablas 5.9 y 5.10 (correspondientes a las pruebas 3.1 y 3.2)
muestran los resultados obtenidos para matrices diagonales y sime´tricas respectivamente.
Se observa que en ambos casos se obtienen buenos resultados, aunque utilizando matrices
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Subconjunto Eucl´ıdea cma ee1 eem
0 50.00000 100.00000 100.00000 100.00000
1 50.00000 100.00000 100.00000 89.44444
2 50.00000 100.00000 100.00000 100.00000
3 50.00000 100.00000 100.00000 100.00000
4 50.00000 100.00000 100.00000 100.00000
5 50.00000 100.00000 100.00000 100.00000
6 50.00000 100.00000 100.00000 100.00000
7 50.00000 100.00000 100.00000 100.00000
8 50.00000 100.00000 100.00000 100.00000
9 50.00000 90.00000 100.00000 100.00000
Media 50.00 98.75 100.00 99.00
Tabla 5.9: Resultados de la prueba 3.1.
Subconjunto Eucl´ıdea cma ee1 eem
0 50.00000 100.00000 100.00000 100.00000
1 50.00000 100.00000 100.00000 100.00000
2 50.00000 100.00000 100.00000 100.00000
3 50.00000 100.00000 100.00000 100.00000
4 50.00000 100.00000 100.00000 100.00000
5 50.00000 100.00000 100.00000 100.00000
6 50.00000 100.00000 100.00000 100.00000
7 50.00000 100.00000 100.00000 100.00000
8 50.00000 100.00000 100.00000 100.00000
9 50.00000 100.00000 100.00000 100.00000
Media 50.00 100.00 100.00 100.00
Tabla 5.10: Resultados de la prueba 3.2.
diagonales no siempre se alcanza el 100 % de aciertos. Adema´s, tal como se muestra en
la tabla 5.11, se ha necesitado mucho ma´s tiempo para optimizar las matrices diagonales
que para optimizar las sime´tricas, cuando en el caso de las sime´tricas el cromosoma esta´
compuesto por ma´s elementos.
Resulta extran˜o el hecho de obtener tan buenos resultados con matrices diagonales en
este dominio, en el cual se ha aplicado una rotacio´n. Este hecho, probablemente, se debe a
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Matriz cma ee1 eem
Diagonal 1.248 0.414 18.533
Sime´trica 0.327 0.098 0.646
Tabla 5.11: Tiempo de ejecucio´n en el dominio 3 con matrices generales.
considerar infinitas las distancias cuyo cuadrado es negativo. Para comprobar si esto tiene
algu´n efecto, se realizan experimentos utilizando so´lo matrices con valores no negativos,
cuyos resultados se muestran en las tablas 5.12 y 5.13.
Subconjunto Eucl´ıdea cma ee1 eem
0 50.00000 75.00000 75.00000 75.00000
1 50.00000 75.00000 75.00000 75.00000
2 50.00000 75.00000 75.00000 75.00000
3 50.00000 75.00000 75.00000 75.00000
4 50.00000 75.00000 75.00000 75.00000
5 50.00000 75.00000 75.00000 75.00000
6 50.00000 75.00000 75.00000 75.00000
7 50.00000 75.00000 75.00000 75.00000
8 50.00000 75.00000 75.00000 75.00000
9 50.00000 75.00000 75.00000 75.00000
Media 50.00 75.00 74.75 75.00
Tabla 5.12: Resultados de la prueba 3.3.
Utilizando matrices diagonales con todos los valores no negativos no ha sido posible
obtener una tasa del 100 % de aciertos, aunque encontramos cierta mejora respecto a
utilizar la Distancia Eucl´ıdea. Por el contrario, al utilizar matrices de distancias sime´tricas
se ha podido clasificar correctamente el total de los datos.
Por otro lado, puede resultar sorprendente que mediante una matriz sime´trica para la
cual todos los valores son no negativos sea posible clasificar el 100 % de los datos de un
dominio en el que los datos se han proyectado mediante una matriz de rotacio´n (se ha
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Subconjunto Eucl´ıdea cma ee1 eem
0 50.00000 100.00000 100.00000 100.00000
1 50.00000 100.00000 100.00000 100.00000
2 50.00000 100.00000 100.00000 100.00000
3 50.00000 100.00000 100.00000 100.00000
4 50.00000 100.00000 100.00000 100.00000
5 50.00000 100.00000 100.00000 100.00000
6 50.00000 100.00000 100.00000 100.00000
7 50.00000 100.00000 100.00000 100.00000
8 50.00000 100.00000 100.00000 100.00000
9 50.00000 100.00000 100.00000 100.00000
Media 50.00 100.00 100.00 100.00
Tabla 5.13: Resultados de la prueba 3.4.
Pero si recordamos que la matriz que se ha optimizado es M = MD ·MTD , apreciamos
que no es necesario que esta matriz contenga valores negativos para que incluya la
transformacio´n correspondiente a la rotacio´n.
Si la matriz M correspond´ıa a una funcio´n de Distancia Eucl´ıdea Generalizada que
permit´ıa clasificar correctamente todos los datos antes de aplicarle la rotacio´n, la funcio´n
de distancia correspondiente a la matriz MR = R MD MTD RT , permitira´ clasificar
correctamente los datos tras aplicarles la rotacio´n; tal como se muestra en la ecuacio´n 5.1.
d(xR, yR)M =
√
(xR− yr)MD MTD(xR− yR)T =
√
(x− y) R MD MTD RT (x− y)T )
(5.1)
Suponiendo la matriz M diagonal, por simplicidad, y dado el hecho que es posible
obtener una tasa de aciertos del 100 % utilizando matrices diagonales (tal como se pudo
observar en la tabla 5.9). La matriz MR quedar´ıa definida segu´n la expresio´n 5.2, siendo
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a2 cos2 α + b2 sin2 α (b2 − a2) sinα cosα
(b2 − a2) sinα cosα a2 sin2 α + b2 cos2 α

(5.2)
De modo que ninguno de los elementos de la matrizMR deba ser necesariamente negativo.
Esto quiere decir que, a pesar de restringir las matrices utilizadas a aquellas que so´lo
tengan elementos no negativos se pueden obtener buenos resultados de clasificacio´n en
dominios para los que sean necesarias rotaciones.
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5.4. Dominio 4: elipses
Tomado como base el dominio 2 nubes reflejo, se ha generado un dominio ma´s realista, en
el que los datos no esta´n tan claramente colocados para que sea tan evidente la disposicio´n
lo´gica de los centros tras la ejecucio´n inicial de K-Medias.
En este caso los datos se han distribuido de forma el´ıptica, habiendo una mayor
concentracio´n de puntos en cada uno de los extremos de la diagonal mayor. En total
hay 536 datos, 268 de cada clase. No se esperan buenos resultados utilizando la Distancia
Eucl´ıdea, esperando mejorarlos optimizando la funcio´n de Distancia Eucl´ıdea Generalizada
optimizada. En la figura 5.12 se muestra una representacio´n gra´fica de la disposicio´n de
los datos.
Figura 5.12: Representacio´n gra´fica del dominio nubes rotadas.
Utilizando dos centros por clase y la configuracio´n que se ha empleado en dominios
anteriores se obtienen los resultados presentados en la tabla 5.14 utilizando matrices
diagonales y los presentados en la tabla 5.15 para matrices sime´tricas.
Tanto utilizando matrices sime´tricas como matrices diagonales, se obtiene una mejora
sustancial respecto a los resultados obtenidos mediante la Distancia Eucl´ıdea. Llama la
atencio´n que la tasa de aciertos de clasificacio´n obtenida mediante la Distancia Eucl´ıdea
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Subconjunto Eucl´ıdea cma ee1 eem
0 86.79245 100.00000 100.00000 100.00000
1 77.35849 100.00000 100.00000 98.11321
2 56.60377 98.11321 98.11321 98.11321
3 90.56604 100.00000 96.22642 100.00000
4 84.90566 100.00000 98.11321 96.22642
5 66.03774 100.00000 100.00000 81.13208
6 58.49057 100.00000 98.11321 94.33962
7 66.03774 98.11321 98.11321 100.00000
8 66.03774 100.00000 92.45283 98.11321
9 83.05085 100.00000 100.00000 100.00000
Media 73.69403 99.62687 98.13433 96.64179
Tabla 5.14: Resultados de la prueba 4.1.
Subconjunto Eucl´ıdea cma ee1 eem
0 66.03774 86.79245 94.33962 94.33962
1 77.35849 100.00000 100.00000 100.00000
2 83.01887 98.11321 100.00000 100.00000
3 58.49057 100.00000 98.11321 90.56604
4 84.90566 100.00000 98.11321 98.11321
5 92.45283 100.00000 100.00000 96.22642
6 58.49057 94.33962 86.79245 81.13208
7 62.26415 96.22642 92.45283 98.11321
8 66.03774 100.00000 94.33962 98.11321
9 66.10169 100.00000 91.52542 100.00000
Media 71.45522 97.57463 95.52239 95.70896
Tabla 5.15: Resultados de la prueba 4.2.
no sea la misma en las dos ejecuciones. Esto se debe, probablemente, a que la distribucio´n
inicial de los centros utilizando K-Medias ha sido distinta, favoreciendo ligeramente la
clasificacio´n en la ejecucio´n en la que se han empleado matrices diagonales.
Otro aspecto a tener en cuenta es el tiempo de ejecucio´n, en la tabla 5.16 se muestra, en
segundos, el tiempo que ha llevado la optimizacio´n de la funcio´n de distancia en ambas
ejecuciones. En el caso de las matrices sime´tricas, el tiempo de ejecucio´n ha sido algo
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mayor que en el caso de las matrices diagonales. Por otra el proceso de optimizacio´n
utilizando estrategias evolutivas mu´ltiples ha sido mucho ma´s costoso en ambos casos.
Matriz cma ee1 eem
Diagonal 15.613 20.928 715.311
Sime´trica 26.089 23.319 1248.133
Tabla 5.16: Tiempo de ejecucio´n para el dominio 4.
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5.5. Dominio 5: atributos aleatorios
Este tipo de dominios ya se ha empleado en otros trabajos [Valls, 2009] para comprobar si
un me´todo de clasificacio´n es capaz de discriminar atributos irrelevantes. Cada una de las
muestras tiene cuatro atributos, los dos primeros se generan aleatoriamente en el intervalo
[0, 1] y los dos u´ltimos se generan aleatoriamente en el intervalo [0, 100].
So´lo los dos primeros atributos son relevantes, pues se les asigna una clase u otra segu´n
la siguiente regla: si el primer atributo es mayor que el segundo, entonces pertenece a la
clase 0; en cambio, si el primer atributo es menor o igual que el primero, entonces se le
asigna la clase 1.
Se ejecutan varios experimentos, pero no se logran mejorar los resultados de clasificacio´n
con ninguna de las configuraciones probadas. De forma representativa, se incluyen en la
tabla 5.17 los resultados de la prueba 5.1, en la que se emplea la configuracio´n que se ha
venido utilizando en los dominios anteriores y matrices diagonales.
Subconjunto Eucl´ıdea cma ee1 eem
0 50.00000 60.00000 30.00000 50.00000
1 30.00000 30.00000 30.00000 30.00000
2 70.00000 60.00000 40.00000 50.00000
3 40.00000 50.00000 40.00000 50.00000
4 60.00000 60.00000 50.00000 40.00000
5 60.00000 70.00000 60.00000 70.00000
6 50.00000 50.00000 50.00000 50.00000
7 30.00000 30.00000 30.00000 30.00000
8 60.00000 60.00000 60.00000 50.00000
9 70.00000 70.00000 40.00000 60.00000
Media 52.00 54.00 43.00 48.00
Tabla 5.17: Resultados de la prueba 5.1.
No se logra obtener mejores resultados mediante la optimizacio´n de las funciones de
distancia por el siguiente motivo: el algoritmo K-Medias se ejecuta una u´nica vez, al
inicio, de forma que los centros se situ´an u´nicamente al principio. Al utilizar la Distancia
Eucl´ıdea para situar los centros inicialmente, su distribucio´n esta´ muy influenciada por los
atributos ma´s significativos, que en este dominio son precisamente los atributos aleatorios.
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Dado que los centros han sido situados en base a los atributos aleatorios y que su posicio´n
no var´ıa durante todo el proceso de optimizacio´n de la funcio´n de distancia, resulta
imposible que esta optimizacio´n permita mejorar la clasificacio´n.
Por lo tanto el algoritmo propuesto no permite discriminar atributos irrelevantes de forma
automa´tica. Esta carencia detectada va a intentar solventarse mediante una variante del
algoritmo propuesto.
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5.6. Variante del me´todo propuesto
Gracias a los resultados obtenidos con el dominio atributos aleatorios se ha podido detectar
que el me´todo propuesto no permite discriminar atributos irrelevantes para la clasificacio´n.
Esta carencia detectada se trata de solucionar mediante la variante del me´todo original
que se propone en esta seccio´n. En primer lugar se presentan los cambios que se van
a introducir al algoritmo disen˜ado, posteriormente se explica co´mo estos cambios son
implementados, y por u´ltimo, se presentan una serie de experimentos para comprobar el
funcionamiento del nuevo algoritmo propuesto.
5.6.1. Cambios introducidos
Tal como se explicaba en la seccio´n 5.5 (Dominio 5: atributos aleatorios), el problema
a la hora de discriminar atributos irrelevantes en ciertos dominios es que los centros se
mantienen fijos durante todo el proceso de optimizacio´n de la matriz. Entonces, se debe
introducir algu´n mecanismo para volver a situar dichos centros durante el proceso de
evolucio´n.
Por otro lado, lo deseable para que, mediante la optimizacio´n de la funcio´n de distancia,
no se tengan en cuenta ciertos atributos del dominio es que aparezcan una serie de ceros
en la matriz. Por lo que se va a proveer al algoritmo de mecanismos para que sea ma´s
fa´cil que durante la evolucio´n se incluyan ceros en la matriz.
Con estos objetivos se van a incluir los siguientes cambios:
1. Los centros se vuelven a distribuir mediante K-Medias cada vez que se calcula
el fitness. Lo´gicamente, K-Medias se ejecuta utilizando las funciones de distancia
correspondientes a las matrices que se esta´n evolucionando. Dado que corresponden
a funciones de distancia cuyas propiedades esta´n relajadas, es probable que no se
alcance la convergencia con el algoritmo K-Medias. Para solventar esto se proponen
dos soluciones:
- Si el algoritmo K-Medias no converge en menos de 10000 iteraciones se penaliza
al individuo que se esta´ evaluando, se establece como fitness el valor ma´ximo
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posible1.
- Generalmente se recomienda utilizar matrices con todos los elementos no
negativos, pues se garantiza que son definidas positivas y que se cumplen las
propiedades de las funciones de distancia.
2. Se cambia la forma de calcular el valor de adecuacio´n con el objetivo de premiar a
los individuos para los que las matrices contengan ceros o valores pro´ximos a cero,
adema´s es interesante que si se clasifican correctamente todos los datos, el fitness
sea o´ptimo, o lo que es lo mismo, que su valor sea cero. Para ello el fitness se calcula
segu´n la ecuacio´n 5.3.





z(ci) + f) (5.3)
donde:
F es el fitness a calcular.
f es el nu´mero de fallos en la clasificacio´n.
ci es cada elemento del conjunto C .
La funcio´n z se define de la forma siguiente:
z(ci) =

0, si ci = 0
1, si ci 6= 0
3. En las estrategias evolutivas simples y mu´ltiples se introduce un nuevo operador
que pone a cero un elemento del cromosoma con cierta probabilidad, la cual sera´
determinada como para´metro.
Al introducir estos cambios en el algoritmo propuesto, se espera dotarle de la capacidad
de discriminar los atributos irrelevantes a la hora de realizar la clasificacio´n. Ahora el
algoritmo K-Medias se ejecuta cada vez que se calcula el valor de adecuacio´n de un
individuo, por lo que la ejecucio´n de esta variante del algoritmo original sera´ mucho ma´s
lenta.
1El valor ma´ximo representable con el tipo Double de Java (Double.MAX VALUE ).
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5.6.2. Implementacio´n
Para implementar los cambios introducidos ha sido necesario modificar dos subsistemas:
el subsistema Estrategias Evolutivas y el subsistema KMES.
Las modificaciones en el subsistema Estrategias Evolutivas han resultado sencillas,
simplemente hab´ıa que introducir el operador gene´tico que, en cada iteracio´n, permitiera
poner un valor del cromosoma a cero con cierta probabilidad. Estos cambios se introducen
en las clases EESimple y EEMultiple.
El resto de cambios se han realizado sobre el subsistema KMES. En primer lugar, se
modifica la clase Configuracion, para que los cambios introducidos sean configurables
en el fichero de configuracio´n (no perdie´ndose la versio´n original del algoritmo), y Kmes
para que estas configuraciones sean aplicadas.
La implementacio´n del ca´lculo del fitness de los individuos ha consistido en an˜adir
tres nuevas clases: la clase FitnessKMedias, en la que se implementa el ca´lculo
del fitness segu´n la fo´rmula 5.3 tras la redistribucio´n de los centros utilizando K-
Medias con las funciones de distancia correspondientes, y las clases FKMDiagonales
y FKMSimetricas, para el uso de matrices diagonales y sime´tricas, respectivamente.
En la figura 5.13 se puede observar la estructura de las clases involucradas en el ca´lculo del
fitness de la aplicacio´n, tras haber introducido los cambios relativos a esta nueva variante.
5.6.3. Experimentacio´n
Se van a realizar una serie de ejecuciones con el dominio 5, atributos aleatorios especificado
en la seccio´n 5.5, ya que los resultados en este dominio son los que han motivado el
desarrollo de esta variante del algoritmo.
En la tabla 5.18 se presentan los resultados obtenidos utilizando matrices diagonales,
emplea´ndose la configuracio´n utilizada en el resto de experimentos, salvo por los cambios
que se indican a continuacio´n:
Se utiliza el me´todo k-Medias para el ca´lculo del fitness, en lugar del me´todo
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Figura 5.13: Subsistema KMES: cambios en las funciones de fitness.
centroides-fijos.
So´lo se emplean matrices con valores no negativos.
Se utiliza el nuevo operador gene´tico en las estrategias evolutivas simples y mu´ltiples
con probabilidad 0,1.
Los resultados obtenidos no son muy prometedores, pues tampoco se han logrado mejoras
en este caso. As´ı que se ha repetido la ejecucio´n aumentado el nu´mero de iteraciones
ma´ximo para todas las te´cnicas de optimizacio´n de la funcio´n de distancia; este valor ha
pasado de 1000 a 5000. Los resultados se presentan en la tabla 5.19.
En este caso se ha logrado mejorar los resultados de clasificacio´n respecto a los obtenidos
mediante la Distancia Eucl´ıdea. Las estrategias evolutivas mu´ltiples han resultado ser la
te´cnica que mejor ha logrado ajustar las matrices de distancia, tambie´n han sido el me´todo
que ma´s tiempo de co´mputo ha requerido, tal como se muestra en la tabla 5.20. Parece
que se requer´ıa realizar una exploracio´n de las soluciones que las estrategias evolutivas
simples no pod´ıan alcanzar con estas caracter´ısticas.
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Subconjunto Eucl´ıdea cma ee1 eem
0 50.00000 60.00000 50.00000 40.00000
1 30.00000 20.00000 30.00000 30.00000
2 70.00000 50.00000 50.00000 60.00000
3 40.00000 40.00000 40.00000 90.00000
4 60.00000 60.00000 60.00000 50.00000
5 60.00000 60.00000 50.00000 30.00000
6 50.00000 50.00000 70.00000 60.00000
7 30.00000 30.00000 30.00000 30.00000
8 60.00000 60.00000 40.00000 60.00000
9 70.00000 50.00000 70.00000 50.00000
Media 52.00 48.00 49.00 50.00
Tabla 5.18: Resultados de la prueba 5.2.
Subconjunto Eucl´ıdea cma ee1 eem
0 54.44444 100.00000 100.00000 93.33333
1 56.66667 100.00000 55.55556 100.00000
2 53.33333 100.00000 48.88889 96.66667
3 55.55556 100.00000 56.66667 96.66667
4 56.66667 100.00000 100.00000 97.77778
5 55.55556 100.00000 100.00000 100.00000
6 54.44444 60.00000 54.44444 96.66667
7 57.77778 98.88889 57.77778 88.88889
8 54.44444 100.00000 50.00000 98.88889
9 54.44444 62.22222 52.22222 96.66667
Media 52.00 89.00 61.00 97.00
Tabla 5.19: Resultados de la prueba 5.3
Matriz cma ee1 eem
Diagonal 183.801 58.50 2542.216
Tabla 5.20: Tiempo de ejecucio´n de la prueba 5.3.
Se espera poder mejorar au´n ma´s los resultados utilizando el algoritmo CMA-ES para
optimizar la matriz de distancia, por lo que se ha realizado una ejecucio´n aumentando el
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Tabla 5.21: Resultados de la prueba 5.4.
Utilizando el algoritmo CMA-ES con 10000 iteraciones ma´ximas se ha logrado alcanzar
una tasa de aciertos en la clasificacio´n del 97 %, durando la ejecucio´n 231.367 segundos,
aproximadamente 10 veces menos que las estrategias evolutivas mu´ltiples en la ejecucio´n
anterior.
Para probar el efecto del nuevo operador gene´tico introducido en las estrategias evolutivas
simples y mu´ltiples se va a aumentar a 0,5 la probabilidad de poner a cero un valor del
cromosoma en cada generacio´n. Se realiza una nueva ejecucio´n utilizando estas dos te´cnicas
para optimizar la matriz de distancia, habiendo introducido este cambio en la figuracio´n
y fijando a 5000 el nu´mero ma´ximo de iteraciones; la tabla 5.22 incluye los resultados.
La mejora obtenida ha sido notable. En ambos casos se ha alcanzado una tasa del 100 %
y se ha convergido a la solucio´n realmente ra´pido, tal como se muestra en la tabla 5.23.
Por u´ltimo se realiza una ejecucio´n utilizando matrices sime´tricas, utilizando 10000
iteraciones ma´ximas para el algoritmo CMA-ES y 5000 para las estrategias evolutivas,
adema´s de probabilidad 0,5 para el nuevo operador gene´tico. Los resultados se muestran
en la tabla 5.24.
En este caso so´lo se han mejorado de forma significativa los resultados de la clasificacio´n
mediante la te´cnica CMA-ES, y no se han logrado tasas de aciertos pro´ximas al 100 %.
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Subconjunto Eucl´ıdea ee1 eem
0 54.44444 100.00000 100.00000
1 56.66667 100.00000 100.00000
2 53.33333 100.00000 100.00000
3 55.55556 100.00000 100.00000
4 56.66667 100.00000 100.00000
5 55.55556 100.00000 100.00000
6 54.44444 100.00000 100.00000
7 57.77778 100.00000 100.00000
8 54.44444 100.00000 100.00000
9 54.44444 100.00000 100.00000
Media 52.00 100.00 100.00
Tabla 5.22: Resultados de la prueba 5.5.
Matriz ee1 eem
Diagonal 4.211 32.984
Tabla 5.23: Tiempo de ejecucio´n de la prueba 5.5.
Subconjunto Eucl´ıdea cma ee1 eem
0 54.44444 95.55556 53.33333 96.66667
1 56.66667 90.00000 50.00000 100.00000
2 53.33333 84.44444 54.44444 54.44444
3 55.55556 87.77778 52.22222 96.66667
4 56.66667 74.44444 45.55556 58.88889
5 55.55556 68.88889 51.11111 57.77778
6 54.44444 72.22222 54.44444 57.77778
7 57.77778 84.44444 53.33333 58.88889
8 54.44444 75.55556 50.00000 50.00000
9 54.44444 75.55556 50.00000 68.88889
Media 52.00 70.00 55.00 63.00
Tabla 5.24: Resultados de la prueba 5.6.
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5.7. Comparativa entre los me´todos propuestos
En esta seccio´n se cotejan las caracter´ısticas de los dos algoritmos de clasificacio´n
propuestos en este proyecto. Para ello se resaltan las diferencias entre ambos me´todos y se
explican las ventajas e inconvenientes del uso de cada uno. Para finalizar, se comparan los
dos me´todos de forma pra´ctica, al mostrar los resultados de clasificacio´n que se obtienen
cuando se aplican en una serie de dominios.
La caracter´ıstica principal que distingue los dos me´todos es el momento de la ejecucio´n
en la que se situ´an los centros mediante el algoritmo K-Medias. En el primer me´todo
propuesto, los centros se situ´an al principio de la ejecucio´n, utilizando el algoritmo K-
Medias con la funcio´n de Distancia Eucl´ıdea. La posicio´n de estos centros no var´ıa durante
todo el proceso de clasificacio´n y optimizacio´n de las funciones de distancias. Por otro lado,
en el me´todo propuesto como variante del primero, los centros se vuelven a calcular cada
vez que se determina el valor de adecuacio´n de cada individuo al realizar la optimizacio´n de
las funciones de distancia. La disposicio´n de dichos centros se realiza mediante el algoritmo
K-Medias utilizando las funciones de distancias correspondientes al individuo cuyo valor
de adecuacio´n se pretende calcular.
Para referirnos al primer o al segundo me´todo, utilizaremos esta diferencia principal que
influye en el ca´lculo del fitness de los individuos. En el primer caso el fitness se calcula
manteniendo los centroides fijos y en el segundo se calcula tras situar los centros mediante
K-Medias.
Respecto al ca´lculo del valor de adecuacio´n de los individuos, hay otra caracter´ıstica que
distingue a los dos me´todos. Mientras que en el me´todo de los centroides fijos, el valor de
adecuacio´n viene dado, simplemente, por el nu´mero de fallos cometidos en la clasificacio´n;
en el caso del segundo me´todo se incluyen otros factores relativos a los valores de los
elementos de la matriz. Estos valores se incluyeron para mejorar los resultados en los
casos en los que el escalamiento de algunos atributos sea cr´ıtico, permitiendo discriminar
atributos que pudieran ser irrelevantes para la clasificacio´n.
Al utilizar K-Medias cada vez que se calcula el fitness, utilizando la funcio´n de distancia
que se esta´ evolucionando, en el segundo me´todo so´lo se emplean matrices con todos los
valores no negativos, lo que hace menos probable que no se alcance la convergencia con
K-Medias.
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En cuanto al rendimiento de los algoritmos, lo´gicamente el hecho de ejecutar K-Medias
cada vez que se calcula el valor de adecuacio´n de un individuo repercute en el rendimiento,
resultando el segundo me´todo ma´s lento.
Para comparar los algoritmos en cuanto a resultados y rendimiento, se han realizado una
serie de experimentos que se resumen en las tablas 5.25, 5.26 y 5.27, que contienen los
resultados de esta experimentacio´n utilizando el algoritmo CMA-ES, estrategias evolutivas
simples y estrategias evolutivas mu´ltiples, respectivamente.
La configuracio´n de los para´metros, para cada ejecucio´n, se ha establecido atendiendo
a los experimentos realizados previamente (ve´ase la seccio´n 5 Experimentacio´n). Las
caracter´ısticas ma´s destacables son las siguientes:
Para el dominio 3 (nubes rotadas) se emplean matrices sime´tricas, para el resto se
utilizan matrices diagonales.
Para el dominio 5 (atributos aleatorios) se utiliza 10000 iteraciones ma´ximas para el
algoritmo CMA-ES, y 5000 para las estrategias evolutivas simples y mu´ltiples, para
las cuales se utiliza 0,5 como probabilidad de poner a cero un valor del cromosoma
en cada iteracio´n.
Fitness centros fijos Fitness K-Medias
Aciertos ( %) Tiempo (s.) Aciertos ( %) Tiempo (s.)
Nubes alineadas 100.00 0.692 100.00 1.475
Nubes reflejo 100.00 0.794 82.00 10.794
Nubes rotadas 100.00 0.296 75.00 37.502
Elipses 99.62687 15.613 88.99254 1894.753
Atributos aleatorios 50.00 13.73 97.00 231.367
Tabla 5.25: Resultados de la comparativa con cma.
Al observar los resultados obtenidos llama la atencio´n que, redistribuyendo los centros
al calcular el fitness los resultados obtenidos para dominios como el 3 y el 4 (nubes
reflejo y nubes rotadas), la tasa de aciertos obtenida no es tan elevada como al utilizar el
primer me´todo propuesto. Se ha de tener en cuenta que los experimentos se han realizado
con el mismo nu´mero ma´ximo de iteraciones para los dos me´todos, y probablemente se
alcanzar´ıan mejores resultados con el segundo me´todo si este nu´mero de iteraciones fuera
mayor (al igual que ocurr´ıa en las pruebas explicadas en la seccio´n 5.6.3). Adema´s, para
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Fitness centros fijos Fitness K-Medias
Aciertos ( %) Tiempo (s.) Aciertos ( %) Tiempo (s.)
Nubes alineadas 100.00 0.297 100.00 0.977
Nubes reflejo 100.00 1.463 81.33 7.543
Nubes rotadas 100.00 0.17 50.25 6.488
Elipses 98.13433 20.928 71.45522 14462.962
Atributos aleatorios 47.00 5.639 100.00 2.12
Tabla 5.26: Resultados de la comparativa con ee1.
Fitness centros fijos Fitness K-Medias
Aciertos ( %) Tiempo (s.) Aciertos ( %) Tiempo (s.)
Nubes alineadas 100.00 0.953 100.00 2.712
Nubes reflejo 100.00 2.998 60.0 23.379
Nubes rotadas 100.00 0.553 73.25 379.453
Elipses 96.64179 715.311 — —
Atributos aleatorios 51.00 221.367 100.00 15.807
Tabla 5.27: Resultados de la comparativa con eem.
el dominio nubes rotadas se esta´ empleando el valor absoluto de las matrices en el caso
del segundo me´todo, resultando au´n ma´s complicado obtener una funcio´n de distancia
o´ptima, tal como se pudo observar en los experimentos presentados en la seccio´n 5.3,
Dominio 3: nubes rotadas.
Para el dominio 5 (atributos aleatorios) so´lo se obtienen buenos resultados utilizando el
segundo me´todo. Adema´s, en las ejecuciones con te´cnicas EE-1+1 y estrategias evolutivas
mu´ltiples, la solucio´n se alcanza muy ra´pidamente; lo cual es efecto del nuevo operador
gene´tico introducido, habiendo especificado 0,5 como probabilidad de poner a cero un
valor del cromosoma en cada iteracio´n.
Por otro lado, es fa´cil observar el hecho de que las soluciones al mantener los centros en la
misma posicio´n durante la optimizacio´n de la matriz de distancia se alcanzan mucho ma´s
ra´pido que si estos centros se redistribuyen cada vez que realiza la clasificacio´n. Esto se
acentu´a especialmente en el dominio 4 (elipses), que es el dominio con mayor nu´mero de
datos: pasa de alrededor de 15 segundos a unos 32 minutos en la ejecucio´n con el algoritmo
CMA-ES y de casi 21 segundos a unas 4 horas en el caso al utilizar EE-1+1. La ejecucio´n
con el segundo me´todo y las estrategias evolutivas mu´ltiples se interrumpio´ cuando tras
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ma´s de 12 horas de ejecucio´n so´lo se hab´ıan completado los tres primeros subconjuntos
de los diez de validacio´n cruzada.
Es importante resaltar tambie´n que, en las ejecuciones del segundo me´todo en el dominio
4, se dieron algunos casos en los que K-Medias no hab´ıa convergido tras 10000 iteraciones,
con la consecuente penalizacio´n de los individuos correspondientes. Esto hecho muestra
que esta situacio´n no so´lo se da cuando no se restringen los valores de las matrices.
Un ejemplo de funcio´n con la que habr´ıa problemas de convergencia para el algoritmo
K-Medias es la correspondiente a una matriz nula, pues la distancia entre dos puntos
cualesquiera ser´ıa igual a cero.
Por lo tanto, se puede concluir la comparativa entre los dos me´todos propuestos poniendo
de manifiesto que aunque la variante sugerida introduce mecanismos que mejoran la
ponderacio´n de los distintos atributos y permite discriminar los que son irrelevantes ma´s
fa´cilmente, su uso conlleva un tiempo de ejecucio´n mucho mayor; pudie´ndose no alcanzar
soluciones adecuadas para ciertos dominios a las que se llega ra´pidamente con el primer




Este cap´ıtulo se ha dividido en dos partes: por una parte, se hace un repaso de los objetivos
marcados y se comenta en que´ medida se han visto satisfechos, y por otra parte, se resumen
las conclusiones extra´ıdas de la experimentacio´n para explicar sucintamente las ventajas
e inconvenientes de las te´cnicas clasificadoras que han sido objeto de estudio.
6.1. Objetivos alcanzados
Al desarrollar este proyecto se han cumplido, en la medida de lo posible, todos los objetivos
que se hab´ıan establecido:
Se ha definido, disen˜ado e implementado un me´todo de clasificacio´n basado en
prototipos en el que se integra la optimizacio´n de la funcio´n de distancia mediante
el uso de estrategias evolutivas.
El funcionamiento y rendimiento de dicho me´todo se ha podido medir comparando
la tasa de aciertos en clasificacio´n con la obtenida antes de optimizar la funcio´n de
distancia, es decir, empleando la Distancia Eucl´ıdea.
Se ha disen˜ado un conjunto de dominios de datos que han permitido comprender
las propiedades que presenta el algoritmo y han permitido evaluarlo mediante la
experimentacio´n.
A partir de dicha experimentacio´n se han detectado limitaciones en el me´todo
propuesto (ve´ase la seccio´n 5.5). Como respuesta a estos resultados, se ha planteado
e implementado una variante del me´todo que no tuviera esas limitaciones.
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6.2. Conclusiones finales
En la seccio´n 5 Experimentacio´n, se ha podido comprobar que la tasa de aciertos en
clasificacio´n se mejora, en gran medida, para los cuatro primeros dominios, tras optimizar
la funcio´n de distancia, siempre que se halle la configuracio´n de para´metros adecuada. Lo
que quiere decir que este me´todo resulta un buen clasificador para dominios de este tipo.
Tambie´n se ha podido observar que no se pod´ıan obtener mejoras significativas respecto
a la clasificacio´n con la Distancia Eucl´ıdea en el quinto dominio planteado. Pues la
disposicio´n inicial de los centros mediante con K-Medias y la propia Distancia Eucl´ıdea
esta´ ma´s influenciada por los atributos ma´s significativos; y precisamente en este dominio,
los atributos ma´s significativos son irrelevantes a la hora de clasificar.
Mediante la variante propuesta para solventar este problema, se obtienen buenos
resultados en el dominio con atributos aleatorios, por lo que los cambios introducidos,
realmente han servido para superar la limitacio´n que se hab´ıa detectado.
Pero dichos cambios aumentan, en alto grado, la complejidad del algoritmo; aumentando,
consecuentemente, el tiempo de ejecucio´n necesario para alcanzar una solucio´n. Por otro
lado, se introduce un nuevo factor que influye negativamente: no se alcanza la convergencia
del algoritmo K-Medias para las funciones de distancia correspondientes a todas las
posibles matrices.
Por otro lado, entre los tipos de estrategias evolutivas con los que se ha experimentado,
el algoritmo CMA-ES es la te´cnica de optimizacio´n con la que, generalmente se han
obtenido mejores resultados. Con la te´cnica EE-(1+1) se han obtenido buenos resultados
para algunos dominios, mientras que para otros ha sido posible apreciar que los otros
dos me´todos empleados presentan capacidades superiores respecto a la exploracio´n de
soluciones. Las estrategias evolutivas con poblaciones no presentan estas carencias en
cuanto a la exploracio´n de soluciones, pero han necesitado un tiempo de co´mputo mucho
mayor que el resto de las te´cnicas empleadas.
Tambie´n es importante sen˜alar que la experimentacio´n llevada a cabo nos ha permitido
comprender las particularidades de la optimizacio´n de las funciones de distancia. Se han
podido observar propiedades interesantes al relajar algunas de las restricciones de estas
funciones, a la vez que se ha podido comprobar que resulta totalmente necesario, a la par
que costoso, complir todas las restricciones en algunos contextos.
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Por u´ltimo, destacar que el disen˜o de los dominios de datos y las pruebas realizadas con
ellos nos ha permitido comprender experimentalmente y en profundidad las propiedades
de las te´cnicas de clasificacio´n definidas, as´ı como el efecto de cada uno de los para´metros




L´ıneas futuras de investigacio´n
En este cap´ıtulo se describen algunas posibles l´ıneas futuras de investigacio´n que pueden
llevarse a cabo tomando como base el trabajo realizado en este proyecto.
1. Experimentacio´n en dominios reales.
En este proyecto se ha propuesto un me´todo de clasificacio´n basado en optimizar
la funcio´n de distancia para un clasificador que emplea prototipos. Mediante la
generacio´n de una serie de dominios artificiales ha sido posible comprender el
funcionamiento del mismo y determinar las ventajas e inconvenientes de emplearlo
frente a distintos tipos de dominios. Una posible extensio´n de este proyecto ser´ıa la
experimentacio´n con dominios reales, pudiendo comparar los resultados con los que
se obtendr´ıan utilizando otras te´cnicas de clasificacio´n.
2. Tratamiento o restriccio´n de las “distancias negativas”.
Como se explico´ en la seccio´n 4.1.2 (en la pa´gina 34), existen problemas al
tratar optimizar las matrices de distancia, dada la necesidad de que sean definidas
positivas para que las funciones correspondientes cumplan todas las propiedades que
caracterizan a una me´trica de distancia.
Este problema se ha intentado solucionar de dos formas: por una parte, se han
considerado como infinitas todas las distancias cuyo cuadrado sea menor que cero,
y por otra parte, se ha utilizado el valor absoluto de las matrices que se esta´n
optimizando (garantizando as´ı que se trata de matrices con todos los valores no
negativos, las cuales son un subconjunto de las matrices definidas positivas).
La primera solucio´n presenta propiedades interesantes para algunos dominios (se
encuentran buenas soluciones en un tiempo de co´mputo reducido), pero presenta
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ciertos inconvenientes, como que resulta probable que K-Medias no converja
utilizando este tipo de funciones de distancia.
En cuanto a la segunda solucio´n, garantiza que las matrices de distancia optimizadas
van a dar lugar a una funcio´n de distancia va´lida, pero adema´s de que el uso del
valor absoluto de las matrices obtenida introduce redundancias en la clasificacio´n,
hay matrices definidas positivas que quedan fuera de la representacio´n; por lo que
esas potenciales soluciones no se podra´n alcanzar.
Por lo tanto, otra posible extensio´n del proyecto ser´ıa encontrar un mejor
tratamiento de las “distancias negativas”, o una forma eficiente de garantizar que
las matrices obtenidas sean definidas positivas. Por ejemplo, podr´ıan tratar de
evolucionarse los autovalores de las matrices y obtener las matrices correspondientes.
3. Codificacio´n de los centros en el cromosoma.
En la seccio´n 5.6 se propone distribuir los centros cada vez que se calcula el valor de
adecuacio´n de un individuo para poder discriminar atributos que no sean relevantes
a la clasificacio´n (la influencia de estos al calcular inicialmente los centros utilizando
la Distancia Eucl´ıdea, provoca que en algunos casos no se puedan alcanzar soluciones
satisfactorias). Esta solucio´n propuesta afecta al rendimiento del algoritmo y hace
imprescindible utilizar matrices que no contengan valores negativos, para evitar
ejecuciones fallidas del algoritmo K-Medias.
Se podr´ıan codificar los centroides en el cromosoma, evoluciona´ndolos junto a las
matrices de distancia. Esto aumenta el espacio de bu´squeda para el me´todo de
optimizacio´n, pero al no necesitar ejecutar K-Medias cada vez que se calcula el valor
de adecuacio´n de un individuo para redistribuir los centros, es posible que el tiempo
de ejecucio´n necesario se reduzca. Por otra parte, este mismo hecho, permite relajar
las restricciones de las funciones de distancia (al no ejecutar K-Medias cada vez, no es
preciso tratar de asegurar su convergencia), por lo que no es estrictamente necesario
que las matrices sean definidas positivas, siempre que las “distancias negativas” se
traten adecuadamente.
4. Uso de otros me´todos de clasificacio´n y otros me´todos de optimizacio´n
de la funcio´n de distancia.
En este trabajo se han utilizado estrategias evolutivas para optimizar las matrices
de distancia y un me´todo de clasificacio´n basado en K-Medias. Para optimizar las
funciones de distancia podr´ıan emplearse otras te´cnicas de optimizacio´n. En cuanto




En este manual se explica co´mo utilizar la aplicacio´n desarrollada en este proyecto,
permitiendo al usuario realizar experimentos con las distintas opciones de configuracio´n
del algoritmo que ha sido propuesto.
Con este propo´sito se explican los siguientes aspectos:
Requisitos mı´nimos
Formato de los ficheros de datos
Para´metros de configuracio´n
Ejecucio´n de la aplicacio´n
Datos de salida
Ejemplo sencillo de ejecucio´n de la aplicacio´n
Generacio´n de dominios de datos
Los ejecutables de la aplicacio´n, el co´digo fuente, la documentacio´n del co´digo, este manual
de usuario, los dominios utilizados y una breve descripcio´n del algoritmo pueden obtenerse
en el siguiente sitio web: http://www.lab.inf.uc3m.es/~christian/kmes.
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A.1. Requisitos mı´nimos
Para ejecutar la aplicacio´n se requiere tener instalado el entorno de ejecucio´n Java
(JRE, Java Runtime Environment) 1.6 o superior1. Se puede ejecutar la aplicacio´n
en cualquier sistema compatible con dicho entorno de ejecucio´n, independientemente
del Sistema Operativo.
Al tratarse de una aplicacio´n que se ejecutan en l´ınea de comandos, no se precisa
interfaz gra´fica.
A.2. Formato de los ficheros de datos
Se utilizan ficheros de texto planto, estando los patrones separados por saltos de l´ınea y
cada uno de sus atributos por espacios y/o tabuladores. En la figura A.2 se representa un
fichero con formato va´lido, para que el formato de los ficheros sea correcto deben cumplirse
las siguientes condiciones:
Todos los patrones del mismo dominio tienen que tener el mismo nu´mero de atributos
y una clase, la cual se especifica a continuacio´n de los atributos.
Cada uno de estos atributos sera´ un nu´mero real representable segu´n el esta´ndar
IEEE 754. Utiliza´ndose el punto como separador decimal y admitie´ndose los valores
en formato exponencial, por ejemplo: 1.61e-18 o´ -2.15e+9.
La clase consistira´ en una cadena de caracteres que no contenga espacios ni
tabuladores.
El taman˜o de los ficheros queda limitado por el hardware del sistema, ya que los
datos se cargan en memoria.
1Se puede obtener en http://java.sun.com.
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-0.109742769 0.696514698 0.52099256 clase1
-1.456e-11 0.869775036 0.54295162 clase1
2.51128e+10 0.76606136 0.70634576 clase2
-0.526626592 0.418687316 0.240570129 clase2
0.49226224 0.46876241 0.680851488 clase3
-0.064478127 0.83407012 0.778361218 clase3
-0.516451834 0.50125611 0.619578181 clase1
Figura A.1: Ejemplo de fichero de datos va´lido.
A.3. Para´metros de configuracio´n
Todos los para´metros de la aplicacio´n se configuran en un fichero de propiedades. En este
fichero, se permite poner comentarios en el fichero, que sera´n ignorados por la aplicacio´n,
mediante el cara´cter #. Cada para´metro de configuracio´n se especifica mediante uno o
varios campos, los cuales constan de un nombre que precede al signo igual, tras el que se




Permite indicar las caracter´ısticas
de las matrices que se van a
emplear. Permite determinar dos




Permite especificar si se utilizara´




Permite determinar si se utiliza-
ra´n matrices con so´lo valores po-
sitivos o con cualquier valor real.
positiva, general. Opcional, valor
por defecto: general.
validacion
Se determina el nu´mero de sub-
conjuntos utilizados para realizar
la validacio´n cruzada.
Admite cualquier valor natural,
debe ser menor que el nu´mero de
datos a utilizar en la ejecucio´n.
T´ıpicamente se emplea 10.
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Campo Descripcio´n Valores
centroides
Establece el nu´mero de centroides
por clase a utilizar.
Dos posibilidades:
- Un nu´mero natural n. Se
utilizan n centroides por
clase.
- Una lista de nu´meros natu-
rales separados por comas
(n1, n2, . . . , nk). n1 para
la primera clase, n2 para la
segunda. . . . El orden de las
clases es el de aparicio´n en
el fichero de datos.
fitness
Permite determinar la te´cnica a
emplear para calcular el valor de
adecuacio´n de los individuos.
Dos posibilidades:
- centroides-fijos : se utiliza el
primer me´todo propuesto.
Se situ´an los centros al prin-
cipio con K-Medias y se
mantienen durante la evolu-
cio´n.
- k-medias : se emplea el se-
gundo me´todo propuesto.
Se ejecuta K-Medias cada
vez que se calcula
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Determina co´mo se inicializan los
centroides al ejecutar el algoritmo
K-Medias.
Tres posibilidades:
- aleatorio: para cada centro
utiliza un valor aleatorio de
entre los patrones de datos.
- aleatorio-extremos : cada
centro se inicia con un
aleatorio, cada atributo
esta´ en el rango definido
por los ma´ximos y mı´nimos
de los patrones de datos.
- k-means++: se utiliza el
me´todo K-Medias++.
convergencia
Permite establecer el criterio de
convergencia para las ejecuciones
de K-Medias.
Se permiten valores reales, se sue-
len utilizar valores muy pro´ximos
a cero.
algoritmos
Mediante esta propiedad se esta-
blecen los nombres de las te´cnicas
a emplear para la optimizacio´n.
Estas te´cnicas debera´n tener una
configuracio´n espec´ıfica.
Lista de cadenas de caracteres
separadas por comas.
Tabla A.1: Propiedades generales de configuracio´n.
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Para todos los nombres de algoritmos que se hayan especificado en la campo algoritmos,
se debe incluir la configuracio´n espec´ıfica de la te´cnica correspondiente. La configuracio´n
de cada te´cnica tambie´n se especifica mediante propiedades, en este caso se especifican
indicando el nombre del algoritmo para cada caracter´ıstica espec´ıfica, para ello se emplea
“nombre.campo = valor”.
La propiedad tipo es obligatoria para todas las te´cnicas que se especifiquen y admite tres
posibles valores: cma-es para estrategias evolutivas de tipo CMA-ES, ee1 para estrategias
evolutivas de tipo EE-(1+1), y eem para estrategias evolutivas con poblaciones.
Segu´n el tipo de estrategia evolutiva indicada, se deben especificar unos para´metros de
configuracio´n determinados. Es posible especificar varios algoritmos del mismo tipo, con
distintas configuraciones. El u´nico para´metro espec´ıfico de los algoritmos obligatorio, es
el tipo, para el resto de para´metros se emplean los valores por defecto, en caso de no
especificarse.
Las tablas A.2, A.3 y A.4 detallan los para´metros de configuracio´n de los tipos de algo-
ritmo cma-es, ee1 y eem, respectivamente.
Campo Descripcio´n Valores
cromosoma
Permite establecer los va-
lores iniciales del cromo-
soma.
Admite valores reales, se puede
emplear de dos formas:
- Especificando un solo va-
lor al que se inicializan
todos los valores del cro-
mosoma.
- Especificando una lista
de valores para inicializar
cada elemento del cromo-
soma, el nu´mero de valo-








valores de la varianza ini-
cial.
Los valores admitidos son equi-




Utilizando este campo se
puede aleatorizar la ini-
cializacio´n del cromoso-
ma, para ello se establece
un rango para utilizar va-
lores aleatorios dentro de
e´ste.
Los valores admitidos son equi-




Establece el nu´mero ma´-




Tabla A.2: Propiedades para los algoritmos cma-es.
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Campo Descripcio´n Valores
cromosoma
Permite establecer los va-
lores iniciales del cromo-
soma.
Admite valores reales, se puede
emplear de dos formas:
- Especificando un solo va-
lor al que se inicializan
todos los valores del cro-
mosoma.
- Especificando una lista
de valores para inicializar
cada elemento del cromo-
soma, el nu´mero de valo-





valores de la varianza ini-
cial.
Los valores admitidos son equi-




Utilizando este campo se
puede aleatorizar la ini-
cializacio´n del cromoso-
ma, para ello se establece
un rango para utilizar va-
lores aleatorios dentro de
e´ste.
Los valores admitidos son equi-




Establece el nu´mero ma´-





Permite determinar el va-
lor que tiene que alcan-
zar la varianza para asu-
mir que se ha convergido
a una solucio´n.
Permite valores reales, general-










uno de los valores del
cromosoma mute a 0.
Admite valores reales entre ce-
ro y uno.
Por defecto: 0
Tabla A.3: Propiedades para los algoritmos ee1.
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Campo Descripcio´n Valores
cromosoma
Permite establecer los va-
lores iniciales del cromo-
soma.
Admite valores reales, se puede
emplear de dos formas:
- Especificando un solo va-
lor al que se inicializan
todos los valores del cro-
mosoma.
- Especificando una lista
de valores para inicializar
cada elemento del cromo-
soma, el nu´mero de valo-





valores de la varianza ini-
cial.
Los valores admitidos son equi-




Utilizando este campo se
puede aleatorizar la ini-
cializacio´n del cromoso-
ma, para ello se establece
un rango para utilizar va-
lores aleatorios dentro de
e´ste.
Los valores admitidos son equi-




Establece el nu´mero ma´-






Permite determinar el va-
lor que tiene que alcan-
zar la varianza para asu-
mir que se ha convergido
a una solucio´n.
Permite valores reales, general-
mente se emplean valores muy
cercanos a cero.
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Campo Descripcio´n Valores
poblacion
Se especifica el taman˜o
de la poblacio´n de indi-
viduos.





de la poblacio´n que se re-
producira´ en cada gene-
racio´n.
Admite valores reales entre ce-
ro y uno. Si se utiliza 1 no se





de la poblacio´n que se
selecciona en cada ronda
de los torneos.







uno de los valores del
cromosoma mute a 0.
Admite valores reales entre ce-
ro y uno.
Por defecto: 0
Tabla A.4: Propiedades para los algoritmos eem.
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A modo de ejemplo, a continuacio´n, se presentan fragmentos de un fichero de configuracio´n









# validacion = N



















# algoritmos = <algoritmo1>,<algoritmo2>,<algoritmo3>, ... , <algoritmoN>
# Lista de los algoritmos (nombres utilizados en el fichero)
algoritmos = cma,ee1,eem
Figura A.2: Ejemplo de configuracio´n general.
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#CMA-ES
#--------------------
# Todos los para´metros salvo el tipo son opcionales, en caso de
# no especificarse se utilizan valores por defecto
# nombre.tipo = cma-es
# nombre.cromosoma = [valor | valor1,valor2, ... , valorN]
# (Se especifica un valor inicial, o un vector inicial)
# nombre.varianza = [valor | valor1,valor2, ... , valorN]
# (Se especifica un valor inicial, o un vector inicial)
# nombre.umbralinicializacion = [valor | valor1,valor2, ... , valor]
# (valor que establece el umbral en torno a nombre.cromosoma










Figura A.3: Ejemplo de configuracio´n cma-es.
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#EE(1+1)
#---------------------
# Todos los para´metros salvo el tipo son opcionales, en caso de
# no especificarse se utilizan valores por defecto
# nombre.tipo = ee1
# nombre.cromosoma = [valor | valor1,valor2, ... , valorN]
# (Se especifica un valor inicial, o un vector inicial)
# nombre.varianza = [valor | valor1,valor2, ... , valorN]
# (Se especifica un valor inicial, o un vector inicial)
# nombre.umbralinicializacion = [valor | valor1,valor2, ... , valor]
# (valor que establece el umbral en torno a nombre.cromosoma
# para la inicializacio´n)
# nombre.generacionexMaximas = valor (Ma´ximo de generaciones)
# nombre.convergencia = valor (diferencia mı´nima entre varianzas










# Probabilidad de que cada elemento del cromosoma mute a
# cero en la mutacio´n.
ee1.mutacion-cero = 0.1
Figura A.4: Ejemplo de configuracio´n ee1.
108
A. MANUAL DE USUARIO A.3. Para´metros de configuracio´n
#EE(Mu´ltiple)
#---------------------
# Todos los para´metros salvo el tipo son opcionales, en caso de
# no especificarse se utilizan valores por defecto
# nombre.tipo = eem
# nombre.cromosoma = [valor | valor1,valor2, ... , valorN]
# (Se especifica un valor inicial, o un vector inicial)
# nombre.varianza = [valor | valor1,valor2, ... , valorN]
# (Se especifica un valor inicial, o un vector inicial)
# nombre.umbralinicializacion = [valor | valor1,valor2, ... , valor]
# (valor que establece el umbral en torno a nombre.cromosoma
# para la inicializacio´n)
# nombre.generacionexMaximas = valor (Ma´ximo de generaciones)
# alg3.poblacion = valor (tama~no de la poblacio´n)
# alg3.cruce = valor (proporcio´n de la poblacio´n que se reproduce
# en cada ronda)
# alg3.torneo = valor (proporcio´n de la poblacio´n que compite













# Probabilidad de que cada elemento del cromosoma mute a
# cero en la mutacio´n.
eem.mutacion-cero = 0.1
Figura A.5: Ejemplo de configuracio´n eem.
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A.4. Ejecucio´n de la aplicacio´n
En la figura A.6 se especifica co´mo ejecutar la aplicacio´n. Se especifican los siguientes
para´metros:
CONFIG: fichero en el que esta´n especificados los para´metros de configuracio´n.
DATOS: fichero que contiene los datos para realizar la ejecucio´n.
m: si se pasa este para´metro, tras finalizar la validacio´n cruzada, se realizara´ una
u´ltima ejecucio´n utilizando todos los datos, con el fin de obtener las matrices de
distancia.
java -jar kmes.jar CONFIG DATOS [m]
Figura A.6: Ejecucio´n de la aplicacio´n.
Si no se indican los para´metros obligatorios, se muestra una pequen˜a ayuda indicando
co´mo han de suministrarse los mismos.
A.5. Datos de salida
Durante la ejecucio´n del programa se va mostrando informacio´n sobre la validacio´n
cruzada por la salida esta´ndar de error (stderror). Se indica de cua´ntos subconjuntos
consta la validacio´n cruzada y se indica cua´ndo se comienza y finaliza la ejecucio´n de cada
subconjunto.
Una vez finalizada la ejecucio´n, se muestra la siguiente informacio´n por la salida esta´ndar
(stdout):
La fecha y la hora de la ejecucio´n.
El nu´mero de te´cnicas utilizadas para optimizar la matriz de distancias.
El nu´mero de patrones de datos de cada clase.
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El nu´mero de subconjuntos empleados en la validacio´n cruzada.
Los resultados de la validacio´n cruzada, para ello se muestra la siguiente informacio´n
para cada subconjunto:
- Identificador del subconjunto.
- Porcentaje de aciertos utilizando la Distancia Eucl´ıdea.
- Porcentaje de aciertos de entrenamiento y validacio´n para cada algoritmo.
- Tiempo de ejecucio´n para cada algoritmo, en segundos.
Un resumen de los resultados, en el que se muestra el porcentaje de aciertos de
validacio´n medio para la Distancia Eucl´ıdea y cada uno de los algoritmos, as´ı como
el tiempo total para cada uno de los algoritmos.
Si adema´s se especifica la opcio´n m para realizar el ca´lculo de las matrices de distancias
que se hayan hallado, tambie´n se muestra la siguiente informacio´n:
Los centros calculados mediante K-Medias (tanto con la Distancia Eucl´ıdea como
con las matrices calculadas).
Las matrices obtenidas mediante cada algoritmo.
La correspondencia entre las matrices y los centros calculados.
A.6. Ejemplo sencillo
En esta seccio´n se explica co´mo ejecutar la aplicacio´n para un dominio de datos y una
configuracio´n determinada. Como configuracio´n se va a emplear la determinada en las
figuras A.2 y A.3. Esta configuracio´n se incluye en el fichero example.properties, la u´nica
diferencia es que en lugar de determinar tres algoritmos como en el caso de la figura A.2,
u´nicamente se emplea uno, tal como se muestra a continuacio´n:
algoritmos=cma
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Como dominio se utiliza nubes-alineadas (disponible en el fichero nubes-alineadas.data).
Que tiene dos clases y 200 patrones de cada clase, con dos atributos.
La ejecucio´n se realiza segu´n lo especificado en la figura A.6, se especifica la opcio´n m
para calcular las matrices de distancia utilizando todos los datos.
java -jar kmes.jar example.properties nubes-alineadas.data m
Figura A.7: Ejemplo de llamada a la aplicacio´n
Tras ejecutar este comando, se obtiene la salida indicada en las figuras A.8, A.9 y A.10.











Realizando entrenamiento con todos los datos para obtener las matrices...
Hecho.
Figura A.8: Datos mostrados por la salida de error
En la figura A.8 se muestran los datos obtenidos por la salida de error, estos mensajes
se van mostrando segu´n se va ejecutando cada subconjunto de validacio´n cruzada, para
informar al usuario de en que´ punto de la ejecucio´n se encuentra la aplicacio´n.
La figura A.9 incluye toda la informacio´n relativa a la ejecucio´n que se ha realizado.
Primero incluye caracter´ısticas del dominio de datos. Despue´s muestra los centroides
calculados mediante K-Medias con la Distancia Eucl´ıdea. A continuacio´n, para cada
algoritmo, muestra las matrices y los centroides, as´ı como la correspondencia entre
matrices (y funciones de distancia correspondientes) y los centroides; en este caso so´lo
se ha especificado un algoritmo, por lo que so´lo aparecen los datos relativos al algoritmo
cma.
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# Fecha de ejecucio´n: Tue Apr 13 20:16:56 CEST 2010
# Nu´mero de algoritmos utilizados: 1
# Conjunto de datos: 400 patrones.
# - A: 200
# - B: 200
# Validacio´n cruzada con 10 subconjuntos.
#
# Centroides obtenidos con K-Medias:
#
# Clase A:
c0 = [-2.0043275467803277, 0.017383201801843058]
#
# Clase B:
c1 = [4.009279227605778, 2.977424265419081]
#
# Matrices obtenidas mediante las estrategias evolutivas:
#
# Matrices del cma:
#
m0 = [3.118348878848902, 0.0;
0.0, 1.9538109473855403]
m1 = [0.03176167893239967, 0.0;
0.0, -2.857382860501145]
#
# Centroides del cma:
#
c0 = [-2.0043275467803277, 0.017383201801843058]
c1 = [4.009279227605778, 2.977424265419081]
#
#
# Correspondencia entre centroides y matrices:
# c0 -> m0, c1 -> m1.
#
Figura A.9: Datos sobre la ejecucio´n
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En esta ejecucio´n en concreto, se ha suministrado fitness=centroides-fijos, y por esta
causa, los centroides del algoritmo cma tienen el mismo valor que los centroides obtenidos
inicialmente con K-Medias. Si se hubiera utilizado fitness=k-medias, probablemente estos
valores no coincidir´ıan.
# Resultados de la validacio´n cruzada:
# Subconjunto Euclidea-train Euclidea-test cma-train(%)
cma-test(%) Tiempo_cma_(s.)
0 50.00000 50.00000 100.00000 100.00000 0.576
1 50.00000 50.00000 100.00000 100.00000 0.133
2 50.00000 50.00000 100.00000 100.00000 0.051
3 50.00000 50.00000 100.00000 100.00000 0.175
4 50.00000 50.00000 100.00000 100.00000 0.133
5 50.00000 50.00000 100.00000 100.00000 0.09
6 50.00000 50.00000 100.00000 100.00000 0.09
7 50.00000 50.00000 100.00000 100.00000 0.049
8 50.00000 50.00000 100.00000 100.00000 0.09
9 50.00000 50.00000 100.00000 100.00000 0.132
#
# Resultados totales
# Algoritmo Aciertos(%) Tiempo_ejecucion(s.)
Euclidea 50.00
cma 100.00 1.519
Figura A.10: Resultados de la validacio´n cruzada
Los datos de la figura A.10 muestran los resultados de la validacio´n cruzada. En la primera
columna se encuentra un identificador para cada subconjunto de la validacio´n cruzada.
Las dos siguientes corresponden a los porcentajes de aciertos para la Distancia Eucl´ıdea.
A su derecha se encuentran dos columnas que indican los porcentajes de aciertos en
entrenamiento y validacio´n para al algoritmo cma; tras la cual se expresa, en segundos, el
tiempo de ejecucio´n que se ha requerido para los subconjuntos. Si se hubieran especificado
ma´s algoritmos, se incluir´ıan tres columnas ma´s por cada uno de ellos, indicando los
porcentajes de aciertos y tiempo de ejecucio´n correspondientes.
Bajo los resultados de la validacio´n cruzada, se encuentra un resumen de los mismos, en
el que se incluye la media de aciertos de validacio´n para cada algoritmo y el tiempo de
ejecucio´n total.
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A.7. Generacio´n de dominios de datos
La aplicacio´n incluye una utilidad integrada que permite generar distintos dominios de
datos y realizar algunas operaciones con ellos.
Si se ejecuta el comando especificado en la figura A.11, se mostrara´ la ayuda del programa
que muestra las posibles opciones que se encuentran en la figura A.12.
java -cp kmes.jar GenerarDatos help
Figura A.11: Ejecucio´n del programa generador de dominios.
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Uso: GenerarDatos <nombre> [opciones] | help
<nombre>:
nubes-alineadas
Dominio simple. 100 datos, 50 de la clase A, 50 de la clase B
nubes-reflejo
Dominio para dos centros por clase y una matriz por centro. 300
datos, 150 de la clase rojo, 150 de la clase azul.
nubes-alineadas-rotar <n>
Dominio equivalente nubes-alineadas pero rotado <n> grados.
random
Dominio con cuatro atributos x1,x2,x3,x4. Los dos u´ltimos atributos
son aleatorios entre 0 y 100; x1 y x2 esta´n entre 0 y 1. Si x1 > x2
cada dato es de una clase, en caso contrario de la otra.
elipses
Datos distribuidos de forma elı´ptica. 536 datos, 256 de cada clase.
mezclar <fichero>
Ordena aleatoriamente los datos del fichero introducido y los muestra
por la salida esta´ndar.
Figura A.12: Ayuda del programa generador de dominios.
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