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A GEOMETRIC MODEL
OF AN ARBITRARY DIFFERENTIALLY CLOSED FIELD
OF CHARACTERISTIC ZERO
STANISŁAW SPODZIEJA
Abstract. We give an elementary construction of an arbitrary differentially
closed field and of a universal differential extension of a differential field in
terms of Nash function fields. We also give a characterization of any Archime-
dean ordered differentially closed field in terms of Nash functions.
Introduction
The study of differential algebras was started in the first half of the twentieth
century by J. F. Ritt [13, 14], and continued by E. R. Kolchin and J. F. Ritt [15] (see
also [8]), I. Kaplansky [7] and others (see for instance [6, 9, 11, 17, 18, 19, 20, 23, 24]).
The investigation of these algebras in the context of model theory was initiated by
A. Robinson [16]. Despite a fairly long period of study of differential algebras, it
is difficult to indicate papers where natural examples of differentially closed fields
are given. By A. Seidenberg’s embedding theorem [23, 24] we only know that:
Every countable ordinary differential field of characteristic zero F is differentially
isomorphic over F to a differential subfield of the field of germs of meromorphic
functions in one variable at the origin.
The aims of this article are: to give a universal model of an arbitrary ordinary
differentially closed field of characteristic zero (Theorem 3.8 with the use of the
axiom of choice and Theorem 3.11 without that axiom); to construct a differentially
closed universal differential extension of an ordinary differential field (Theorem
4.1); and to construct an Archimedean ordinary ordered differentially closed field
(Theorem 5.8). To this end we present a construction, in terms of Nash functions,
of all algebraically closed fields of characteristic zero, i.e., the algebraic closures
of the rational function field k = Q(ΛT ) in the system of independent variables
ΛT = (Λt : t ∈ T ), T 6= ∅, with coefficients in Q (see [28]). This suffices to achieve
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2 S. SPODZIEJA
our purpose, because any ordinary differentially closed field K of characteristic zero
is differentially isomorphic to the algebraic closure of some field Q(ΛT ) (Corollary
3.3). If T = ∅ then Q(ΛT ) = Q and so the differential closure of Q(ΛT ) is contained
in the algebraic closure of Q(ΛN), i.e., one can take T = N (Proposition 1.1). We
assume the Kuratowski-Zorn Lemma, so the set T can be well-ordered, provided
T 6= ∅.
The construction of any differentially closed field will be based on the construc-
tion of some family Ω of semialgebraic subsets of CT , called a c-filter (see Section 2)
and the rings N (U) of complex Nash functions on sets U ∈ Ω. The sets of the fam-
ily Ω will be open, connected and simply connected. One can assume that they are
dense in CT . The algebraic closure of Q(Λt : t ∈ T ) will be constructed as the set
of equivalence classes of the following relation in
⋃
U∈Ω N (U):
(f1 : U1 → C) ∼ (f2 : U2 → C) iff f1|U3 = f2|U3 for some U3 ∈ Ω.
Then the set NΩ of equivalence classes of “∼” with the usual operations of addition
and multiplication is a field, which is the algebraic closure of Q(ΛT ) (see Proposition
2.5, cf. [29, Theorem 2.4 and Corollary 2.5]). Whenever the space CT is infinite-
dimensional, we will construct a derivation δ on NΩ such that for each pair p, q ∈
NΩ{y} of differential polynomials such that ord q < ord p and q 6= 0, there is some
f ∈ NΩ with p(f) = 0 and q(f) 6= 0 (see Theorem 3.8). In order to prove that for
any differentially closed field there exists a model as a Nash field, we construct a
c-filterWCT (see Proposition 2.9). This construction enables us to construct, for any
differential Nash field, a differentially closed universal differential extension field of
the same cardinality (see Theorem 4.1).
1. Differential fields
In this section we will collect some facts concerning differential fields. For more
detailed information on this topic see for instance [7, 8, 9, 11, 14, 19, 20].
1.1. Differential algebras. Let k be a commutative ring with unity and let A be
a k-algebra, i.e., a left k-module with multiplication. A k-linear mapping δ : A→ A
is called a derivation on A if δ(ab) = δ(a)b + aδ(b) for any a, b ∈ A.
A k-differential algebra (A,∆) is defined as a k-algebra A with a nonempty set
∆ of derivations on A such that δδ′(a) = δ′δ(a) for all a ∈ A and δ, δ′ ∈ ∆. If the
k-algebra A is a ring, an integral domain or a field, then we call the k-differential
algebra (A,∆) a k-differential ring, a k-differential domain or a k-differential field
respectively. If k = Q, we will write “differential” instead of “k-differential”. If
m = card∆ = 1, the k-differential algebra (respectively ring, domain or field) is
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called ordinary; if m > 1, it is called partial. If ∆ = {δ}, the k-differential algebra
(A,∆) is denoted by (A, δ).
Let (A,∆) be a k-differential algebra and letΘ be the set of k-derivative operators
on A generated by ∆, i.e., the free commutative semigroup generated by ∆. Then
any θ ∈ Θ can be uniquely expressed in the form of a product θ =
∏
δ∈∆ δ
e(δ),
where e(δ) ∈ N (we assume that 0 ∈ N). The number s =
∑
δ∈∆ e(δ) is called the
order of θ and is denoted by ord θ.
1.2. Differential polynomials. Let (R,∆) be a k-differential ring, Θ the set of
k-derivative operators on R generated by ∆, and J a nonempty set. We denote by
R{yj : j ∈ J} the ring of k-differential polynomials, i.e., the ring of polynomials
R{yj : j ∈ J} := R[YJ,Θ]
with coefficients in R, in the system of variables YJ,Θ = (yj,θ : j ∈ J, θ ∈ Θ), where
we assume that θ1(yj,θ2) = yj,θ1θ2 for θi, θ2 ∈ Θ and yj = yj,θ for θ ∈ Θ of order 0.
The ring R{yj : j ∈ J} has the structure of a k-differential ring with the set of
k-derivations ∆ if we set δ(yj,θ) = yj,δθ for j ∈ J , δ ∈ ∆ and θ ∈ Θ. If cardJ = 1,
we will write R{y} instead of R{yj : j ∈ J}.
Take any k-differential polynomial p ∈ R{yj : j ∈ J}. Then there are d, n ∈ N,
n > 0, and (j1, θ1), . . . , (jn, θn) ∈ J ×Θ such that
p(YJ,Θ) =
∑
i1+···+in≤d
ri1,...,in(yj1,θ1)
i1 · · · (yjn,θn)
in ,
where i1, . . . , in ∈ N and ri1,...,in ∈ R for i1 + · · ·+ in ≤ d. The number
max{i1 + · · ·+ in : ri1,...,in 6= 0, i1 + · · ·+ in ≤ d}
is called the degree of p and denoted by deg p (deg p = −∞ if p = 0). The number
max
⋃
1≤s≤n
{ord θs : ri1,...,in 6= 0, i1 + · · ·+ in ≤ d, is > 0}
is called the order of p and denoted by ord p (we set max ∅ = −1, and then ord p =
−1 if p ∈ R).
If cardJ = 1 and ∆ = {δ}, then for any polynomial p ∈ R{y}, we denote by p∗
the unique polynomial from R[x0, . . . , xn], where n = ord p, such that
p(y) = p∗(yδ0 , . . . , yδn).
Then for any a ∈ R we have
p(a) = p∗(a, δ(a), . . . , δn(a)).
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1.3. Differentially closed fields. A field K of characteristic zero equipped with
m > 0 commuting derivations is called differentially closed (or partial differentially
closed for m > 1) if every system of differential polynomial equations in several
variables with a solution in some differential extension of K has a solution in K. If
m = 1, then the ordinary differential field K is called ordinary differentially closed.
In this paper we will use the following (equivalent to the above) definition of
ordinary differentially closed fields, due to L. Blum [2]:
An ordinary differential field (K, δ) of characteristic zero is called differentially
closed if for each pair p, q ∈ K{y} of differential polynomials such that ord q < ord p
and q 6= 0, there is some a ∈ K with p(a) = 0 and q(a) 6= 0.
From [25, Lemma 4] we obtain the following fact (cf. [21, 22, 23, 24]).
Proposition 1.1. Assume that (K, δ) is a differentially closed field of characteristic
zero, where δ 6= 0. Then the transcendence degree trdegQK of K over Q is infinite.
Proof. We will write y′ for yδ and y for y0. Consider the differential polynomials
p0 = (1 + y)y
′ − y, q0 = y. Then 0 ≤ ord q0 < ord p0. So, there exists ϕ0 ∈
K such that p0(ϕ0) = 0 and q0(ϕ0) 6= 0. Consider a sequence of differential
polynomials pj = p0 and qj = qj−1(y − ϕj−1), where ϕj−1 ∈ K, pj−1(ϕj−1) = 0
and qj−1(ϕj−1) 6= 0 for j ∈ N, j > 0. Since (K, δ) is a differentially closed field, such
sequences exist. Consequently, there exist an infinite number of distinct nonzero
solutions of the equation p0 = 0. Then [25, Lemma 4] yields the assertion. 
Let (U , δ∗) be a differential extension of a differential field (K, δ) of characteristic
zero. We say that (U , δ∗) is a universal extension of (K, δ) if every finitely generated
extension of (K, δ) may be embedded in (U , δ∗).
1.4. Ordered differentially closed fields. We will use the following definition
of ordered ordinary differentially closed fields, due to M. Singer [26].
Let R be a real field with an ordering ≻ and a derivation δ. The field (R, δ)
is called an ordered (or real) ordinary differentially closed field, or briefly ordered
differentially closed, if R is real closed and for any p, q1, . . . , qm ∈ R{y} such that
n = ord p ≥ ord qi for 1 ≤ i ≤ m, and any a0, . . . , an ∈ R such that p
∗(a0, . . . , an) =
0 with ∂p
∗
∂xn
(a0, . . . , an) 6= 0 and q∗i (a0, . . . , an) ≻ 0 for 1 ≤ i ≤ m, there exists a ∈ R
such that p(a) = 0 and qi(a) ≻ 0 for 0 ≤ i ≤ m.
Remark 1.2. From the definition we immediately see that if (R, δ) is an ordered
differentially closed field with δ 6= 0, then for any n ∈ N the space
V = {(a, δ(a), . . . , δn(a)) ∈ Rn+1 : a ∈ K}
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is dense in Rn+1, i.e., for any polynomials g1, . . . , gm ∈ R[x0, . . . , xn], if
X = {(a0, . . . , an) ∈ R
n+1 : gi(a0, . . . , an) ≻ 0, 1 ≤ i ≤ m} 6= ∅,
then V ∩X 6= ∅.
The following is known (see [27]):
Proposition 1.3. If (R, δ) is an ordered differentially closed field, then (R(i), δ∗),
where i2 = −1 and δ∗(f1 + if2) = δ(f1) + iδ(f2) for f1, f2 ∈ R, is a differentially
closed field (of characteristic 0).
From the above and Proposition 1.1 we have
Corollary 1.4. Assume that (R, δ) is an ordered differentially closed field, where
δ 6= 0. Then the transcendence degree trdegQR of R over Q is infinite.
It is easy to prove
Proposition 1.5. Let (R, δ) be an ordered differentially closed field, ordered by ≺.
Then for any differential polynomial p ∈ R{y} and any a, b ∈ R such that a ≺ b
and p(a)p(b) ≺ 0 there exists c ∈ R such that a ≺ c ≺ b and P (c) = 0.
Proof. Take any a, b ∈ R such that a ≺ b and p(a)p(b) ≺ 0. Consider the poly-
nomials Q(y) = (y − a)(b − y) and R(t) = P (ta + (1 − t)b). By the assumptions,
R(0)R(1) ≺ 0. Since R is real closed, there exists t0 ∈ R with 0 ≺ t0 ≺ 1 such
that R(t0) = 0. Then P (t0a + (1 − t0)b) = 0 and Q(t0a+ (1 − t0)b) ≻ 0. Since R
is an ordered differentially closed field, there exists c ∈ R such that P (c) = 0 and
Q(c) ≻ 0. Consequently, a ≺ c ≺ b, which completes the proof. 
Van der Hoeven [6] proved that the field T of transseries satisfies the assertion of
Proposition 1.5. We will prove that for an ordered differential field (R, δ) the inverse
to Proposition 1.5 holds, provided R is Archimedean and any linear differential
equation over R has a solution in R.
Proposition 1.6. Let (R, δ) be an ordered differential field, ordered by ≺. Assume
that R is Archimedean, real closed, and any linear differential equation (i.e., of
order 1) over R has a nonzero solution in R. If for any differential polynomial
p ∈ R{y} and any a, b ∈ R such that a ≺ b and p(a)p(b) ≺ 0 there exists c ∈ R such
that a ≺ c ≺ b and P (c) = 0 then the field (R, δ) is ordered differentially closed.
Proof. Since any linear differential equation over R has a nonzero solution in R,
for any n ∈ N there exist b0, . . . , bn ∈ R such that bi = (bi, δ(bi), . . . , δ
n(bi)),
i = 0, . . . , n, form a basis of Rn+1 over R. Since Q is a dense subset of R, the linear
space Qb0 + · · ·+Qbn is a dense subset of R
n+1.
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Take differential polynomials p, q1, . . . , qm ∈ R{y}, where n = ord p ≥ ord qj for
j = 1, . . . ,m and p∗(a0. . . . , an) = 0,
∂p∗
∂xn
(a0, . . . , an) 6= 0 and q∗j (a0, . . . , an) ≻ 0
for j = 1, . . . ,m and some (a0, . . . , an) ∈ Rn+1. Then there are r0, . . . , rn ∈ Q and
s0, . . . , sn ∈ Q such that for a = r0b0 + · · · + rnbn and b = s0b0 + · · · + snbn, we
have a ≺ b, p(a)p(b) ≺ 0 and qj(a) ≻ 0, qj(b) ≻ 0 for j = 1, . . . ,m. Moreover we
may assume that qj(f) ≻ 0 for j = 1, . . . ,m and f in the interval [a, b]. Then by
assumption there exists c ∈ R with a ≺ c ≺ b such that p(c) = 0 and obviously
qj(c) ≻ 0 for j = 1, . . . ,m, which completes the proof. 
2. Semialgebraic preliminaries
2.1. L-algebraic and semialgebraic sets. Let us recall some facts from [28]
concerning algebraic and semialgebraic sets in a space of infinite dimension.
Let K be a subfield of C. Let T be a nonempty set. We denote by ΛT = (Λt :
t ∈ T ) a system of independent variables, and by K[ΛT ] and K(ΛT ) the ring of
polynomials in the variables of ΛT over K and its quotient field, respectively. More
precisely, for any P ∈ K(ΛT ) we have P ∈ K(Λt1 , . . . ,Λtm) for some finitely many
t1, . . . , tm ∈ T .
We denote by KT the set of all functions T → K equipped with a topology for
which all projections KT ∋ x 7→ x(t) ∈ K, t ∈ T , are continuous.
Let L be a subfield of K. A subset of KT is called L-algebraic, or simply algebraic
if L = K, when it is defined by a finite system of equations P = 0, where P ∈ L[ΛT ].
Any L-algebraic set in KT is of the form {x ∈ KT : (x(t1), . . . , x(tm)) ∈ V }, where
m ∈ N, t1, . . . , tm ∈ T and V ⊂ Km is an L-algebraic subset of Km.
Let L be a subfield of R. A subset of KT (if K = C we identify CT with (RT )2)
is called L-semialgebraic when it is defined by a finite alternative of finite systems
of inequalities P > 0 or P ≥ 0, where P ∈ L[ΛT ] (P ∈ L[ΛT ,Λ′T ], where Λ
′
T is a
system of independent variables Λ′t, t ∈ T , if K 6⊂ R). Analogously to the above,
any L-semialgebraic set in KT is of the form {x ∈ KT : (x(t1), . . . , x(tm)) ∈ X},
where m ∈ N, t1, . . . , tm ∈ T and X ⊂ Km is an L-semialgebraic subset of Km.
From the basic properties of algebraic and semialgebraic sets in finite-dimensional
real vector spaces (see [1], [3], [4], [12]) we obtain
Proposition 2.1. Let L be a subfield of R (or K in (a)).
(a) The family of L-algebraic sets in KT is closed with respect to finite unions
and intersections.
(b) The family of L-semialgebraic sets in KT is closed with respect to comple-
ments and finite unions and intersections.
A GEOMETRIC MODEL 7
(c) (Tarski-Seidenberg). Let pit1,...,tm : R
T ∋ x 7→ (x(t1), . . . , x(tm)) ∈ Rm,
where t1, . . . , tm ∈ T . If X ⊂ RT and Y ⊂ Rm are L-semialgebraic, then so are
pit1,...,tm(X) and pi
−1
t1,...,tm
(Y ).
(d) For any L-semialgebraic set X ⊂ RT , the interior IntX, closure X and the
boundary FrX are L-semialgebraic.
(e) Any connected component of an L-semialgebraic subset of RT is L-semialge-
braic.
2.2. c-filters. Let K = R or K = C. A family Ω of subsets of KT satisfying the
following conditions:
(i) any U ∈ Ω is a nonempty open connected Q-semialgebraic set,
(ii) for any Q-algebraic set V  KT there exists U ∈ Ω such that V ∩ U = ∅,
(iii) for any U1, U2 ∈ Ω there exists U3 ∈ Ω such that U3 ⊂ U1 ∩ U2,
will be called a c-filter in KT (see [28]).
Proposition 2.2. Let Ω be a c-filter in KT . Then for any U ∈ Ω there exist
an open connected and simply connected Q-semialgebraic set U0 ⊂ KT and a set
U ′ ∈ Ω such that U ′ ⊂ U0 ⊂ U .
Proof. Take any U ∈ Ω. Then there exist m ∈ N and t1, . . . , tm ∈ T such that
U = {x ∈ KT : (x(t1), . . . , x(tm)) ∈ X} for some open connected Q-semialgebraic
set X ⊂ Km. Take a cylindrical decomposition S1, . . . , Sν of Km adapted to the set
X . We may assume that X =
⋃n
j=1 Sj for some n ≤ ν, and IntS1, . . . , IntSl 6= ∅,
while IntSl+1 = · · · = IntSn = ∅. Then X =
⋃l
j=1 Sj , and S1, . . . , Sl are open
connected and simply connected Q-semialgebraic sets. Moreover,
⋃l
j=1 FrSj is
contained in some proper Q-algebraic subset W of Km. Set
Uj = {x ∈ K
T : (x(t1), . . . , x(tm)) ∈ Sj}, j = 1, . . . , l,
V = {x ∈ KT : (x(t1), . . . , x(tm)) ∈ W}.
Then U \ V ⊂
⋃l
j=1 Uj ⊂ U , and by conditions (ii) and (iii) in the definition of
c-filter, we deduce that there exists U ′ ∈ Ω such that U ′ ⊂ U \ V . Consequently,
U ′ ⊂ Uj for some j ∈ {1, . . . , l}. Then taking U0 = Uj we deduce the assertion. 
In the real case we have the following property of c-filters.
Proposition 2.3 ([28, Proposition 1.1]). For any c-filter Ω of subsets of RT , the
set
⋂
U∈Ω U has at most one point.
The assertion of Proposition 2.3 fails in the complex case (see Section 2.5).
However, it does hold for some c-filters. Namely, let T ⊂ R be a set algebraically
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independent over Q, and let x0 ∈ RT be defined by x0(t) = t for t ∈ T . Then there
exists a c-filter ΩK
x0
of subsets of KT of the form
(1) U = {x ∈ KT : |x(tj)− x˜j | < ε, j = 1, . . . ,m},
for any t1, . . . , tm ∈ T with t1 < · · · < tm and ε ∈ Q+ and x˜ = (x˜1, . . . , x˜m) ∈ Qm
such that |tj − x˜j | < ε for j = 1, . . . ,m (and so x0 ∈ U).
A c-filter Ω in KT such that x0 ∈ U for any U ∈ Ω will be called centered at x0.
2.3. Field of Nash functions. A function f : U → R, where U ⊂ RT is an
open Q-semialgebraic set, is called a Q-Nash function if f is analytic and there
exists a nonzero polynomial P ∈ Q[ΛT , Z], where Z is a single variable, such that
P (λ, f(λ)) = 0 for λ ∈ U . In fact f depends on a finite number of variables, so the
analyticity of f is clear. The ring of Q-Nash functions in U is denoted by NR(U).
A function f : U → C, where U ⊂ CT is an open Q-semialgebraic set (as a subset
of RT × RT ), is called a C-Q-Nash function if f is holomorphic and there exists a
nonzero polynomial P ∈ Q[ΛT , Z] such that P (λ, f(λ)) = 0 for λ ∈ U . The ring of
C-Q-Nash functions in U is denoted by NC(U).
For the basic properties of Nash functions and semialgebraic sets in finite-
dimensional vector spaces see for instance [1], [3], [4], [10]. From these properties
we immediately obtain:
Proposition 2.4. Let K = R or K = C, and let U ⊂ KT be a nonempty open
connected semialgebraic set. Then the ring NK(U) is a domain.
By Proposition 2.4, for any c-filter Ω in KT and any U ∈ Ω, the ring NK(U) of
Q-Nash functions if K = R or C-Q-Nash functions if K = C on U is a domain. In⋃
U∈Ω N
K(U) we introduce an equivalence relation by
(f1 : U1 → K) ∼ (f2 : U2 → K) iff f1|U3 = f2|U3 for some U3 ∈ Ω.
The ∼-equivalence class of f : U → R will be denoted by [f ]Ω or simply by f , and
the set of all such classes by NKΩ . The set N
K
Ω , together with the usual operations
of addition and multiplication
[f1]Ω + [f2]Ω =
[
f1|U + f2|U
]
Ω
, [f1]Ω · [f2]Ω =
[
f1|Uf2|U
]
Ω
,
where f1 ∈ NK(U1), f2 ∈ NK(U2) and U ∈ Ω, U ⊂ U1 ∩ U2, is a field, called the
K-field of Nash functions.
By Proposition 2.11 below, for any T 6= ∅ there exist c-filters in KT (see also
[28]), so [28, Theorem 5.2 and Remark 5.6] together with Proposition 2.2 gives the
following proposition (cf. [29, Theorem 2.4 and Corollary 2.5]).
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Proposition 2.5. Let Ω be a c-filter of Q-semialgebraic sets in KT .
(a) If K = R, then the field NKΩ is a real closure of the field Q(ΛT ), where the
c-filter Ω determines a linear ordering ≻Ω in NKΩ by (see Section 2.4)
f ≻Ω g iff there exists U ∈ Ω such that f(x) > g(x) for all x ∈ U.
(b) If K = C, then the field NKΩ is the algebraic closure of the field Q(ΛT ).
2.4. Orderings in fields of real Nash functions. Let us fix a c-filter Ω in RT .
Recall that Ω determines an ordering in NRΩ denoted by ≻Ω (see Proposition 2.5),
i.e., a total ordering satisfying: f ≻Ω g ⇒ f + h ≻Ω g + h and f ≻Ω 0 ∧ g ≻Ω
0 ⇒ fg ≻Ω 0.
Let Ω1 be a c-filter in R
T . If an ordering ≻ of NRΩ satisfies: f ≻ 0 iff f > 0 on
some U ∈ Ω1, we say that Ω1 determines the ordering ≻.
Let ≻ be an ordering in NRΩ determined by a c-filter Ω of Q-semialgebraic subsets
of RT . Then one can assume that T is linearly ordered by: t1 ≻ t2 iff Λt1 ≻ Λt2 . If
f ≻ g, then we also write g ≺ f . From [28, Theorem 3.1, Remark 3.2 and Corollary
5.4] we have
Theorem 2.6. The following conditions are equivalent:
(a) The field (NRΩ ,≻) is Archimedean.
(b) There exists x≻ ∈ ∂Ω such that the set of coordinates of x≻ is algebraically
independent over Q.
(c) There exists x≻ ∈ ∂Ω such that x≻ ∈ U for any U ∈ Ω.
(d) There exists x≻ ∈ ∂Ω such that f ≻ 0 iff f(x≻) > 0, provided f ∈ NRΩ.
Let K = R or K = C. Let T ⊂ R be infinite set algebraically independent over Q.
Let x0 ∈ RT be defined by x0(t) = t for t ∈ T . Take the c-filter ΩKx0 centered at
x0 defined in Section 2.2. The field NKΩK
x0
will be denoted by NK
x0
.
It is well-known that any Archimedean field can be embedded in R, so if (NRΩ ,≻)
is Archimedean, then one can assume that T ⊂ R. Then Theorem 2.6 gives
Corollary 2.7. The field NR
x0
is an Archimedean, real closed field which is the real
closure of Q(Λt : t ∈ T ). Moreover the function NRx0 ∋ f 7→ f(x0) ∈ R is an order
preserving monomorphism.
It is easy to prove that ΩR
x0
= {U ∩RT : U ∈ ΩC
x0
}. Since any analytic function
f : U → C, where U ⊂ RT is an open set, has a unique holomorphic extension
f˜ : U˜ → C onto some open set U˜ ⊂ CT with U ⊂ U˜ , by Proposition 2.5 we
immediately obtain
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Corollary 2.8. The field NC
x0
is the algebraic closure of Q(Λt : t ∈ T ) and of NRx0 .
Moreover, the mapping
Ψ : NC
x0
∋ f 7→ Re f |RT + i Im f |RT ∈ N
R
x0
(i)
is an isomorphism of fields, where i2 = −1.
Proof. Indeed, by Corollary 2.12 for any U ∈ ΩC
x0
we have U∩RT ∈ ΩR
x0
, and so the
mapping Ψ is well defined. Moreover, for any pair u, v ∈ NR
x0
(U ∩ RT ) of Q-Nash
functions there exists a unique C-Q-Nash function f ∈ NC
x0
(W ), up to the choice
of a set W ∈ ΩC
x0
, such that f |RT = u|W∩RT + iv|W∩RT . Hence Ψ is a bijective
mapping, and Proposition 2.5 gives the assertion. 
2.5. Some c-filter on KT . Let K = R or K = C. Let m be a fixed positive integer
and Λ a system of m variables Λ1, . . . ,Λm.
Take any P ∈ Q[Λ]. Set
ΓP = {(λ1, . . . , λm) ∈ K
m : P (λ1, . . . , λm−1, λm + γ) = 0 for some γ ∈ [0,∞)}.
We define a polynomial ω(P ) ∈ Q[Λ1, . . . ,Λm−1] (or a number ω(P ) ∈ Q if m = 1)
by ω(P ) = 0 for P = 0 and ω(P ) = P0 for P 6= 0, where
P = P0Λ
d
m + P1Λ
d−1
m + · · ·+ Pd,
and Pi ∈ Q[Λ1, . . . ,Λm−1] (or Pi ∈ Q if m = 1) for i = 0, . . . , d, P0 6= 0.
We now define sets WP ⊂ Km, P ∈ L[Λ], by induction on m. For P ∈ L[Λ], we
set
(2) WP = K \ ΓP ⊂ K if m = 1,
(3) WP = (K
m \ ΓP ) ∩ (Wω(P ) ×K) ⊂ K
m if m > 1.
By the Tarski-Seidenberg Theorem (see [22, 30]), the sets WP for P ∈ Q[Λ] are
Q-semialgebraic.
An argument analogous to the proof of [29, Theorem 1.1] gives the following
proposition, where we give an important example of a c-filter.
Proposition 2.9. The family W = {WP : P ∈ Q[Λ]} is a c-filter and satisfies the
following conditions:
R0. WP ⊂ {λ ∈ Km : P (λ) 6= 0},
R1. WP ∩WQ =WPQ,
R2. for P 6= 0, WP is an unbounded subset of Km,
R3. for P 6= 0, WP is open, connected and simply connected,
R4. for K = C and P 6= 0, WP is a dense subset of C
m,
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R5. WP = K
m for P = const, P 6= 0.
We have (see [28])
Lemma 2.10. Let 1 ≤ i1 < · · · < im ≤ n, and let P ∈ Q[Λi1 , . . . ,Λim ]. Let
Q ∈ Q[Λ1, . . . ,Λn] be a polynomial of the form
(4) Q(x1, . . . , xn) = P (xi1 , . . . , xim), (x1, . . . , xn) ∈ K
n.
Then WP ⊂ Km, WQ ⊂ Kn, and
WQ ⊂ {(x1, . . . , xn) ∈ K
n : (xi1 , . . . , xim) ∈ WP }.
Let T be a nonempty linearly ordered set with ordering≺. For any t1, . . . , tm ∈ T
with t1 ≺ · · · ≺ tm we consider the projection map
pit1,...,tm : K
T ∋ x 7→ (x(t1), . . . , x(tm)) ∈ K
m.
We define a family WKT of Q-semialgebraic subsets U of K
T by
(5) U = (pit1,...,tm)
−1(WP )
for any m ∈ N \ {0}, t1, . . . , tm ∈ T , t1 ≺ · · · ≺ tm and P ∈ L[Λt1 . . . ,Λtm ] \ {0}.
From Lemma 2.10 and Proposition 2.9 we obtain
Proposition 2.11. WKT is a c-filter. In particular for any linearly ordered set T
there exists a c-filter of subsets of KT .
From the definition of the sets WP in the real and complex cases and from
Proposition 2.9 and Lemma 2.10 we have
Corollary 2.12. WRT = {U ∩ R
T : U ∈ WCT }.
We will denote by NKT the field of Nash functions N
K
Ω , where Ω = W
K
T is the
c-filter defined above. A similar argument to that for Corollary 2.8 gives
Proposition 2.13. The mapping
Ψ : NCT ∋ f 7→ Re f |RT + i Im f |RT ∈ N
R
T (i)
is an isomorphism of fields, where f |RT is the restriction f |U∩RT : U ∩ R
T → C,
provided f ∈ NCT (U), U ∈ W
C
T and i
2 = −1. Consequently, NCT is an algebraic
extension of NRT of degree 2. Moreover, the field N
C
T is the algebraic closure of N
R
T .
Remark 2.14. By the definition of the c-filter WCT , any function f ∈ N
C
T is holo-
morphic in an open connected, simply connected and dense subset of CT .
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2.6. Extensions of c-filters. Let K = R or K = C. Let (T1, T2) be a pair of
nonempty disjoint linearly ordered sets with orderings ≺1 and ≺2, respectively.
Then T1 ∪ T2 is linearly ordered by: for any t, t′ ∈ T1 ∪ T2, t ≺1,2 t′ iff either t ∈ T1
and t′ ∈ T2, or t, t′ ∈ T1 and t ≺1 t′, or t, t′ ∈ T2 and t ≺2 t′. Then one can consider
the space KT1 ×KT2 as KT1∪T2 .
Under the above convention, the construction of the c-filter WKT gives
Proposition 2.15. The c-filter WKT1∪T2 of subsets of K
T1 ×KT2 contains the fam-
ilies {U ×KT2 : U ∈ WKT1} and {K
T1 × U : U ∈ WKT2}.
On account of the above proposition, the c-filterWKT1∪T2 will be called an exten-
sion of WKT1 and of W
K
T2
.
It is easy to observe that the assertion of Proposition 2.15 also holds for c-filters
centered at a point. It is not clear to the author if the assertion of Proposition 2.15
holds for arbitrary c-filters in KT1 and KT2 .
Let (T1, T2) be a pair of nonempty disjoint linearly ordered sets.
Proposition 2.16. The field NKT1∪T2 is an extension of N
K
T1
and NKT2 .
Proof. Indeed, any function f ∈ NKT1 has a representative f : U → K, where
U ∈ WKT1 , which we may consider as a function f : U ×K
T2 → K. So, f ∈ NKT1∪T2 .
Obviously addition and multiplication extend from NKT1 to N
K
T1∪T2
. Analogously
we consider the case of f ∈ NKT2 . 
3. A geometric model of an arbitrary differentially closed field
3.1. Derivations on a field of Nash functions. Let K = R or K = C. Consider
a c-filter Ω of Q-semialgebraic sets in KT and the K-field NKΩ of Nash functions.
Take any family
g = (gt ∈ N
K
Ω : t ∈ T ),
and let δg : NKΩ → N
K
Ω be the mapping defined by
(6) δg(f) =
∑
t∈T
gt
∂f
∂Λt
for f ∈ NKΩ .
The mapping δg is well defined, because any representative of f ∈ N
K
Ω depends only
on a finite number of variables, so ∂f
∂Λt
∈ NKΩ and the sum in (6) is finite.
The following is easy to observe:
Proposition 3.1. The mapping δg defined by (6) is a derivation (more precisely,
a Q-derivation) on NKΩ . Moreover, any derivation on N
K
Ω is of the form (6).
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Proposition 3.2. Assume that (K, δ) is a differential field of characteristic zero, let
ϕ : K → NKΩ be a Q-embedding, and let K = ϕ(K). Then the mapping δϕ : K → K
defined by
δϕ(f) = ϕ(δ(ϕ
−1(f)))
is a derivation on K, and ϕ is a Q-differential isomorphism of the differential fields
(K, δ), (K, δϕ).
Proof. Obviously δϕ is a Q-linear mapping, and for any f, g ∈ K,
δϕ(fg) = ϕ(δ(ϕ
−1(fg))) = ϕ(δ(ϕ−1(f)ϕ−1(g)))
= ϕ(δ(ϕ−1(f))ϕ−1(g) + ϕ−1(f)δ(ϕ−1(g))) = δϕ(f)g + fδϕ(g).
On the other hand, for any a ∈ K, ϕ(δ(a)) = ϕ(δ(ϕ−1(ϕ(a)))) = δϕ(ϕ(a)), which
completes the proof. 
Corollary 3.3. Let (K, δ) be a differentially closed field of characteristic zero.
Then there exists an infinite set T such that (K, δ) is Q-differentially isomorphic to
(NCΩ, δg) for an arbitrary c-filter Ω of Q-semialgebraic sets in C
T and some family
(7) g = (gt ∈ N
C
Ω : t ∈ T ).
Proof. Let T be a transcendence basis of K over Q. By Proposition 1.1, T is an
infinite set. Since K is algebraically closed, being differentially closed, Proposition
2.5(b) implies that K is Q-isomorphic to NCΩ for an arbitrary c-filter Ω of Q-
semialgebraic sets in CT . Then, by Propositions 3.1 and 3.2 we see that (K, δ) is
Q-differentially isomorphic to (NCΩ, δg) for some family g of the form (7). 
In view of the definition of the c-filter WCT , Corollary 3.3 and Proposition 2.13
imply
Corollary 3.4. Let (K, δ) be a differentially closed field of characteristic zero.
Then there exists a real closed field R such that K is an algebraic extension of R
of degree 2.
3.2. A derivation which makes the field of Nash functions differentially
closed. Let T be a linearly ordered infinite set with ordering ≺. Let Ω be a c-filter
of Q-semialgebraic subsets of CT (e.g., the one defined in Section 2.5). Set
K = NCΩ.
Consider the ring of polynomials
K[Y ] = K[Yj : j ∈ N].
For any P ∈ K[Y ] we set
D(P) =
{
t ∈ T :
∂P
∂Λt
= 0
}
.
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Obviously T \D(P) is a finite set.
For P ∈ K[Y ] with degP > 0, we set
α(P) = max
{
j ∈ N : degYj P > 0
}
,
where degYj P denotes the degree of P as a polynomial in Yj . Additionally we set
α(P) = −1 if P ∈ K \ {0}, and α(0) = −∞.
Define
A = {(P ,Q) ∈ K[Y ]2 : P ,Q 6= 0, α(P) > α(Q) ≥ −1}.
Since T is infinite, we immediately obtain
Fact 3.5. The sets T , K, K[Y ] and A have the same cardinality.
Fact 3.6. There exists a family of pairwise disjoint infinite and countable subsets
TP,Q ⊂ T , (P ,Q) ∈ A, such that
T =
⋃
(P,Q)∈A
TP,Q.
Proof. Since T is infinite, there exists a bijection τ : N×T → T . By Fact 3.5 there
exists a bijection η : A → T . Thus for TP,Q = τ(N× {η(P ,Q)}) ⊂ T , (P ,Q) ∈ A,
we obtain the assertion. 
Fact 3.7. Let (P ,Q) ∈ A. For any tP,Q,0, . . . , tP,Q,α(P) ∈ D(P)∩D(Q) such that
tP,Q,0 ≺ · · · ≺ tP,Q,α(P) we have
(8) Q(ΛtP,Q,0 , . . . ,ΛtP,Q,α(P)−1) 6= 0
and
(9) degYα(P) P(ΛtP,Q,0 , . . . ,ΛtP,Q,α(P)−1 , Yα(P)) > 0,
under the natural convention when α(P) = 0. Moreover, points tP,Q,0, . . . ,
tP,Q,α(P ) ∈ D(P) ∩D(Q) such that tP,Q,0 ≺ · · · ≺ tP,Q,α(P) always exist.
Proof. By the definition of A, the polynomial Q depends on at most α(P) − 1
first variables Yj . Since D(P) ∩D(Q) is an infinite set, there exist t0, . . . , tα(P) ∈
D(P) ∩ D(Q) such that t0 ≺ · · · ≺ tα(P), and hence we immediately deduce the
assertion. 
Recall that K = NCΩ is an algebraically closed field as the algebraic closure of
the field of rational functions Q(Λt : t ∈ T ).
Let (P ,Q) ∈ A and let gP,Q ∈ K be a solution of the equation
P(ΛtP,Q,0 , . . . ,ΛtP,Q,α(P)−1 , Yα(P)) = 0
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with respect to Yα(P). The existence of the set {gP,Q ∈ K : (P ,Q) ∈ A} follows
from the axiom of choice.
Define a family g of points gt ∈ K, t ∈ T , by
(10) gt =


ΛtP,Q,i+1 for t = tP,Q,i, i = 0, . . . , α(P)− 2,
gP,Q for t = tP,Q,α(P)−1,
ft for t ∈ TP,Q \ {tP,Q,0, . . . , tP,Q,α(P)−1},
under the natural convention when α(P) ∈ {0, 1}, where ft ∈ K are arbitrary
for t ∈ TP,Q \ {tP,Q,0, . . . , tP,Q,α(P)−1}, for each (P ,Q) ∈ A, and consider the
derivation
(11) δg(f) =
∑
t∈T
gt
∂f
∂Λt
for f ∈ K.
Theorem 3.8. (K, δg) is a differentially closed field.
Proof. Obviously (K, δg) is a differential field. It suffices to prove that for each pair
p, q ∈ K{y} of differential polynomials such that ord q < ord p, q 6= 0, there is some
f ∈ K with p(f) = 0 and q(f) 6= 0. Since the field K is algebraically closed, this
condition obviously holds in the case ord p = 0. Assume that ord p > 0.
Since K{y} = K[yδng : n ∈ N], there exists a one-to-one correspondence between
K{y} and K[Y ] determined by Yj 7→ yδjg for j ∈ N. So, for any p, q ∈ K{y} with
ord p > ord q, q 6= 0, there exist P ,Q ∈ K[Y ] such that
p = P(y0, yδ, . . . , yδn , . . .) and q = Q(y0, yδ, . . . , yδn , . . .),
α(P) = ord p > 0 and α(Q) = ord q. Hence, by Fact 3.6, for f = ΛtP,Q,0 ∈ K, we
have p(f) = 0 and q(f) 6= 0, which completes the proof. 
From the choice of g in (10) and Theorem 3.8 we have
Corollary 3.9. The set of all derivations δ on NCΩ such that (N
C
Ω, δ) is a differ-
entially closed field has cardinality at least 2card(T ).
In Theorem 3.8 we obtained a derivation δ on the field NCΩ making the field
differentially closed, by using the axiom of choice. In the next Section 3.3 we will
construct such a derivation without using the axiom of choice, but only for the field
of Nash functions defined by the c-filter WCT . It is not clear to the author whether
such a construction is possible for every c-filter.
3.3. An axiom of choice free construction of a derivation which makes
the field of Nash functions differentially closed. Let T be a linearly ordered
infinite set with ordering ≺, let Ω = WCT be the c-filter in C
T defined in Section
2.5, and let
K = NCT
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be the field of Nash functions determined by the c-filter WCT .
Set K[Y ] = K[Yj : j ∈ N], and let K[Y ]α>0 be the set of P ∈ K[Y ] such
that α(P) > 0. Take any polynomial P ∈ K[Y ]α>0. Recall that the coefficients
of P depend only on variables with indices from the finite set T \ D(P). Let
T \D(P) = {tP1 , . . . , t
P
m}, where t
P
1 ≺ · · · ≺ t
P
m, and let d = degYα(P) P > 0. Then
there exists UP ∈ W
C
T such that
P(x(tP1 ), . . . , x(t
P
m), Y0, . . . , Yα(P)) =
d∑
i=0
Pi(x(t
P
1 ), . . . , x(t
P
m), Y0, . . . , Yα(P)−1)Y
i
α(P)
for x ∈ UP , where Pi ∈ NC{tP1 ,...,tPm}
[Y0, . . . , Yα(P)−1] for i = 0, . . . , d and Pd 6= 0. In
fact,
Pi ∈ N
C
{tP1 ,...,t
P
m}
(U˜P)[Y0, . . . , Yα(P)−1] for i = 1, . . . , d,
where
U˜P = {(x(t
P
1 ), . . . , x(t
P
m)) ∈ C
m : x ∈ UP}.
Let t00, . . . , t
0
α(P)−1 ∈ D(P) with t
0
0 ≺ · · · ≺ t
0
α(P)−1. Then the equation
P(x(tP1 ), . . . , x(t
P
m), x(t
0
0), . . . , x(t
0
α(P)−1), Yα(P)) = 0,
with x ∈ U˜P × Cα(P) and an indeterminate Yα(P), has solutions
hP,i((x(t
P
1 ), . . . , x(t
P
m)), (x(t
0
0), . . . , x(t
0
α(P)−1))) ∈ N
C
{tP1 ,...,t
P
m,t
0
0,...t
0
α(P)−1
}
defined on some set U ∈ WC{tP1 ,...,tPm,t00,...t0α(P)−1}
for i = 1, . . . , d, counted with multi-
plicities. In fact the indices tP1 , . . . , t
P
m, t
0
0, . . . , t
0
α(P)−1 should be ordered according
to the ordering in T . However, to simplify, we will use the above notation. So, by
Lemma 2.10 we may assume that
(12) hP,i ∈ N
C(Ut00,...,t0m), i = 1, . . . , d,
for some Ut00,...,t0m ∈ W
C
T .
By definition of the c-filter WCT we see that after a change of coordinates in C
T
(which preserves the ordering in T ) sets from the c-filter WCT will also be in this
c-filter. More precisely, from the above, Proposition 2.9 and Lemma 2.10 we have
Fact 3.10. Take any t0, . . . , tα(P)−1 ∈ D(P) with t0 ≺ · · · ≺ tα(P)−1. Then the set
Ut0,...,tα(P)−1 = {y ∈ C
T : ∃x∈UP (y(t
P
1 ), . . . , y(t
P
m), y(t0), . . . , y(tα(P)−1))
=(x(tP1 ), . . . , x(t
P
m), x(t
0
0), . . . , x(t
0
α(P)−1)}
belongs to the c-filter WCT and the functions h
t0,...,tα(P)−1
P,i : Ut0,...,tα(P)−1 → C,
h
t0,...,tα(P)−1
P,i (y) = hP,i((y(t
P
1 ), . . . , y(t
P
m)), (y(t0), . . . , y(tα(P)−1))),
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belong to K, where the coordinates y(tP1 ), . . . , y(t
P
m), y(t0), . . . , y(tα(P)−1) of y should
be rearranged according to the order in T . Moreover,
P(y˜, h
t0,...,tα(P)−1
P,i (y˜)) = 0 for y ∈ Ut0,...,tα(P)−1 and i = 1, . . . , d,
where y˜ = ((y(tP1 ), . . . , y(t
P
m)), (y(t0), . . . , y(tα(P)−1))) for y ∈ Ut0,...,tα(P)−1 .
Since T , K and K[Y ] have the same cardinality, there exists a bijection
σ : N×K[Y ]α>0 → T.
We may assume that for any n1, n2 ∈ N such that n1 < n2 and P ∈ K[Y ] we have
σ(n1,P) ≺ σ(n2,P). Set
nP = max{n ∈ N : σ(n,P) ∈ T \D(P)},
where we set max ∅ = 0. Since T \D(P) is finite, the numbers nP are well defined.
Define a function
τ : N×K[Y ]α>0 → K
by
τ(n,P) =


arbitrary if n ≤ nP ,
Λσ(n+1,P) if
n ∈ {nP + (i − 1)(α(P) + 1) + 1,
. . . , nP + i(α(P) + 1)− 1},
h
σ(nP+1,P),...,σ(nP+α(P)−1,P)
P,i if n = nP + i(α(P) + 1),
arbitrary otherwise,
where h
σ(nP+1,P),...,σ(nP+α(P)−1,P)
P,i are the zeroes of P with respect to Yα(P) for
1 ≤ i ≤ d with d = degYα(P) P (see (12) and Fact 3.10).
Consider the following derivation on K:
δ(f) =
∑
t∈T
τ(σ−1(t))
∂f
∂Λt
.
By a similar argument to that for Theorem 3.8 we obtain
Theorem 3.11. The field (K, δ) is differentially closed.
Proof. Under the notation of Section 3.2, take any p, q ∈ K{y} such that
ord q < ord p, q 6= 0. Then there there exist P ,Q ∈ K[Y ] \ {0} such that p =
P(y0, yδ, . . . , yδn , . . .), q = Q(y0, yδ, . . . , yδn , . . .), and α(Q) = ord q < ord p = α(P).
If ord p = 0 then p depends only on y0, and q is a nonzero constant (in K), so
there exists f ∈ K such that p(f) = 0 and q(f) 6= 0. If ord p > 0 then for
f = Λσ(nP+1,P) ∈ K we have p(f) = 0 and q(f) 6= 0. This completes the proof. 
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4. A universal extension of a differential field
Let T be a linearly ordered set. For simplicity of notations we will assume that
T ∩ N = ∅. Take the c-filter WCT of Q-semialgebraic subsets of C
T defined in
Section 2.5. Consider a pair (T1, T2) of nonempty sets, where T1 = T and T2 is a
linearly ordered infinite set such that T1 ∩ T2 = ∅ and cardT2 = cardT1 if T1 is
infinite. Let ≺ be the ordering of T1 ∪ T2 defined in Section 2.6. Let N
C
T1∪T2
be
the extension of NCT1 (see Proposition 2.16). Then N
C
T1∪T2
is the algebraic closure
of Q(Λt : t ∈ T1 ∪ T2).
A similar argument to the proof of Theorem 3.8 gives
Theorem 4.1. Let δg be a derivation on NCT1 of the form (11). Then there exists
a family h = (ht ∈ N
C
T1∪T2
: t ∈ T2) such that δ
∗ : NCT1∪T2 → N
C
T1∪T2
defined by
(13) δ∗(f) =
∑
t∈T1
gt
∂f
∂Λt
+
∑
t∈T2
ht
∂f
∂Λt
is a derivation extending δg and (NCT1∪T2 , δ
∗) is a differentially closed field which is
a universal extension of (NCT1 , δg).
Proof. We will use similar notation to that of Section 3.2. Set K = NCT1∪T2 . Con-
sider the ring of polynomials K[Y ] = K[Yj : j ∈ N] and set
DT2(P) =
{
t ∈ T2 :
∂P
∂Λt
= 0
}
for P ∈ K[Y ].
Then T2 \DT2(P) is a finite set.
Consider the set A = {(P ,Q) ∈ K[Y ]2 : P ,Q 6= 0, α(P) > α(Q)}.
We easily see that the sets T2, K, K[Y ], Q[ΛT2 ][Z] and A have the same cardi-
nality, where Z denotes a single variable. Then there exists a family of pairwise
disjoint countable subsets TP,Q ⊂ T2, (P ,Q) ∈ A and a set T3 ⊂ T2 disjoint from
all TP,Q, such that cardT3 = cardT2 and
T2 = T3 ∪
⋃
(P,Q)∈A
TP,Q.
Indeed, since T2 is an infinite set, there exist disjoint sets T3, T4 ⊂ T2 such that
T2 = T3 ∪ T4 and cardT3 = cardT4 = cardT2. By using Fact 3.6 for T4, we deduce
the above claim.
Take sets
En ⊂ Q[Λt : t ∈ T1 ∪ {1, . . . , n}][Z]
n
of sequences R1, . . . , Rn ∈ Q[Λt : t ∈ T1∪{1, . . . , n}][Z] of polynomials with positive
degrees with respect to Z, for n ∈ N, n > 0.
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Obviously there are pairwise disjoint sets TR1,...,Rn ⊂ T3 for (R1, . . . , Rn) ∈ En
of cardinalities d1 · · · dn, where n ∈ N, n > 0, and dj = degZ Rj for j = 1, . . . , n,
such that
T3 =
⋃
n>0
⋃
(R1,...,Rn)∈En
TR1,...,Rn .
Take any (R1, . . . , Rn) ∈ En, and let dj = degZ Rj , j = 1, . . . , n. For any j =
1, . . . , n, take all solutions hj,ν,R1,...,Rn ∈ N
C
T1∪{1,...,n}
, ν = 1, . . . , dj , with respect
to Z, counted with multiplicity, of the equation Rj = 0. The field NCT1∪{1,...,n} is
determined by the c-filter WCT1∪{1,...,n} of subsets of C
T∪{1,...,n}. Set
Hν,R1,...,Rn = {(Λ1, h1,ν1,R1,...,Rn), . . . , (Λn, hn,νn,R1,...,Rn)},
ν = (ν1, . . . , νn) ∈ IR1,...,Rn , where IR1,...,Rn = {(ν1, . . . , νn) ∈ N
n : 1 ≤ νj ≤ dj}.
It is easy to see that there exists a bijection
τR1,...,Rn : TR1,...,Rn →
⋃
ν∈IR1,...,Rn
Hν,R1,...,Rn
such that for any Hν,R1,...,Rn , there exist t1, . . . , tn ∈ TR1,...,Rn with t1 ≺ · · · ≺ tn
and
τR1,...,Rn(tj) = (Λj, hj,νj ,R1,...,Rn) for j = 1, . . . , n.
Then the c-filter WCT1∪{1,...,n} coincides with W
C
T1∪T2 , i.e., for any U ∈ W
C
{1,...,n},
the set defined by (5) belongs to WCT1∪T2 (see Proposition 2.15), and we can define
a mapping
ηR1,...,Rn : TR1,...,Rn → K
by
ηR1,...,Rn(tj)(x) = hj,ν1,R1,...,Rn(x(t1), . . . , x(tn)) ∈ K for j = 1, . . . , n,
i.e., after the change of coordinates, ηR1,...,Rn is the composition of τR1,...,Rn with
the projection (x, y) 7→ y.
Consider the bijection
τ : T3 →
⋃
n>0
⋃
(R1,...,Rn)∈En
⋃
ν∈IR1,...,Rn
Hν,R1,...,Rn
defined by τ(t) = τR1,...,Rn(t) for t ∈ TR1,...,Rn . We also define a mapping
η : T3 → K
by η(t) = ηR1,...,Rn(t) if t ∈ TR1,...,Rn .
For any (P ,Q) ∈ A and any tP,Q,0, . . . , tP,Q,α(P) ∈ DT2(P) ∩DT2(Q) such that
tP,Q,0 ≺ · · · ≺ tP,Q,α(P) we have
Q(ΛtP,Q,0 , . . . ,ΛtP,Q,α(P)−1) 6= 0
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and
degYα(P) P(ΛtP,Q,0 , . . . ,ΛtP,Q,α(P)−1 , Yα(P)) > 0,
and hence there exist hP,Q ∈ K such that
P(ΛtP,Q,0 , . . . ,ΛtP,Q,α(P)−1 , hP,Q) = 0.
Define a family h of points ht ∈ K, t ∈ T2, by
ht = η(t) for t ∈ T3
and
ht =


ΛtP,Q,i+1 for t = tP,Q,i, i = 0, . . . , α(P)− 2,
hP,Q for t = tP,Q,α(P)−1,
ft for t ∈ TP,Q \ {tP,Q,0, . . . , tP,Q,α(P)−1},
for (P ,Q) ∈ A, where ft ∈ K are arbitrary for t ∈ TP,Q \ {tP,Q,0, . . . , tP,Q,α(P)−1}.
Then δ∗ defined by (13) is a derivation on K such that δ∗(f) = δg(f) for f ∈ N
C
T1
.
So, by an analogous argument to that for Theorem 3.8 we deduce that (K, δ∗) is a
differentially closed field, differentially extending (NCT1 , δg).
We will show that (K, δ∗) is a universal extension of (NCT1 , δg). Take any finitely
generated extension (F , δ0) of (NCT1 , δg). Let a1, . . . , an ∈ F be points such that F =
NCT1(a1, . . . , an). Since a derivation uniquely extends onto algebraic elements over
NCT1 , it suffices to consider the case when a1, . . . , an are algebraically independent
over NCT1 . Let bj = δ0(aj) for j = 1, . . . , n. By Proposition 3.2 one can assume
that a1 = Λ1, . . . , an = Λn for some independent variables Λ1, . . . ,Λn and F ⊂
NCT1∪{1,...,n}, where by assumption T1 ∩ {1, . . . , n} = ∅.
Observe that there are pairwise distinct points tj ∈ T3, polynomials Rj ∈ Q[Λt :
t ∈ T ∪ {1, . . . ,m}][Z] and a sequence ν ∈ IR1,...,Rn such that bj = η(tj) for
j = 1, . . . , n.
Indeed, since b1, . . . , bn ∈ N
C
T1∪{1,...,n}
, these are algebraic elements over Q[Λt :
t ∈ T1 ∪ {1, . . . , n}], so for some polynomials Rj ∈ Q[Λt : t ∈ T ∪ {1, . . . ,m}][Z],
we have Rj(λ, bi(λ)) = 0 on an appropriate set U ∈ W
C
T∪{1,...,n} for j = 1, . . . , n.
Since hj,ν,R1,...,Rn are all zeroes of Rj with respect to Z, after choosing a suitable
ν we obtain the above observation.
Take a monomorphism ϕ : F → K defined by ϕ(f) = f for f ∈ NCT1 and
ϕ(aj) = Λtj for j = 1, . . . , n.
Then ϕ(bj) = η(tj) for j = 1, . . . , n. Consequently, δ
∗(ϕ(aj)) = δ
∗(Λtj ) = η(tj) =
ϕ(bj) = ϕ(δ0(aj)) for j = 1, . . . , n and ϕ is an embedding of (F , δ0) into (K, δ∗).
This ends the proof. 
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Remark 4.2. A result analogous to Theorem 4.1 holds without the use of the axiom
of choice. Indeed, it suffices to use analogous arguments to those in the proof of
Theorem 3.11.
5. An Archimedean ordered differentially closed field
5.1. A geometric model of an arbitrary ordered differential field. In [28]
we proved that there exists a one-to-one correspondence between the family of
orderings in Q(ΛT ) and the family of plain filters (see [28, Theorem 5.2, Proposition
2.4 and Corollary 2.5], cf. [5]). By a plain filter we mean a c-filter Ω of subsets of
RT defined by:
1) any U ∈ Ω is a connected component of the complement of a proper algebraic
set V ( RT of the form V = P−1(0), where P ∈ Q[ΛT ],
2) for any U1, U2 ∈ Ω there exists U3 ∈ Ω such that U3 ⊂ U1 ∩ U2.
The above mentioned correspondence is as follows:
Fact 5.1. For any ordering ≻ of Q(ΛT ) there exists a unique plain filter Ω such
that f ≻ 0 iff f > 0 on some U ∈ Ω. Conversely, any plain filter Ω determines a
unique ordering ≻ of Q(ΛT ) in the above way.
Since any ordering in NRΩ is uniquely determined by an ordering in Q(ΛT ), from
the above fact we obtain (cf. Corollary 3.3 for differentially closed fields)
Corollary 5.2. Let (K, δ) be an ordered differentially closed field. Then there exists
an infinite set T such that (K, δ) is Q-differentially order isomorphic to (NRΩ , δg)
for some c-filter Ω of Q-semialgebraic sets in RT and some family
(14) g = (gt ∈ N
R
Ω : t ∈ T ).
Proof. Let T be the transcendence basis of K over Q. By Proposition 1.1, T is an
infinite set. Since K is a real closed field, being ordered and differentially closed,
Proposition 2.5(a) shows that K is Q-order isomorphic to NRΩ for some plain filter
Ω of subsets of RT . Then, by Propositions 3.1 and 3.2 we see that (K, δ) is Q-
differentially order isomorphic to (NCΩ, δg) for some family g of form (14). 
5.2. A derivation which makes an Archimedean Nash field ordered dif-
ferentially closed. Let T ⊂ R be an infinite set algebraically independent over Q.
Let Ω = ΩR
x0
be the c-filter of subsets of RT centered at x0 ∈ RT , defined by (1)
in Section 2.2. Set
K = NR
x0
.
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By Theorem 2.6, the field K is Archimedean, where the ordering ≻ in K is described
by f ≻ 0 iff f(x0) > 0. Set
Kx0 = {f(x0) : f ∈ K}.
Remark 5.3. By the definition of the c-filter ΩR
x0
, each f ∈ K is an analytic func-
tion in a neighbourhood of x0, or more precisely, f is a germ of analytic function at
x0. Consequently, one can consider the elements f as sums of power series centered
at x0 in a finite number of variables.
By Corollary 2.7 we have
Fact 5.4. Kx0 is a real closed field order isomorphic to K.
We will adopt the notation of Section 3.2. Consider the ring of polynomials
K[Y ] = K[Yj : j ∈ N].
For a polynomial R ∈ K[Y ] of the form
R(Y0, . . . , Yk) =
∑
j0,...,jk≥0
fj0,...,jkY
j0
0 · · ·Y
jk
k
where fj0,...,jk ∈ K for all j0, . . . jk, we denote by Rx0 the polynomial in Kx0 [Y ]
defined by
Rx0(Y0, . . . , Yk) =
∑
j0,...,jk≥0
fj0,...,jk(x0)Y
j0
0 · · ·Y
jk
k .
Consider the sets
Bk,n = {(P ,Q1, . . . ,Qn) ∈ K[Y ]
n+1 : P ,Qs 6= 0, k = α(P) ≥ α(Qs), s = 1, . . . , n}
for k, n ∈ N, and let
Z =
∞⋃
k,n=1
{
(P ,Q1, . . . ,Qn, f0, . . . , fk) ∈ Bk,n ×K
k+1 : P(f0, . . . , fk) = 0,
∂P
∂xk
(f0, . . . , fk) 6= 0, Qs(f0, . . . , fk) ≻ 0, s = 1, . . . , n
}
.
We immediately obtain the following fact (cf. Fact 3.5).
Fact 5.5. The sets T , K, K[Y ] and Z have the same cardinality.
Fact 5.6. There exists a family of pairwise disjoint infinite and countable subsets
TP,Q1,...,Qn,f0,...,fk ⊂ T , (P ,Q1, . . . ,Qn, f0, . . . , fk) ∈ Z, such that
T =
⋃
(P,Q1,...,Qn,f0,...,fk)∈Z
TP,Q1,...,Qn,f0,...,fk .
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Proof. Since T is infinite, there exists a bijection τ : N×T → T . By Fact 5.5 there
exists a bijection η : Z → T . Thus setting
TP,Q1,...,Qn,f0,...,fk = τ(N× {η(P ,Q1, . . . ,Qn, f0, . . . , fk)}) ⊂ T
for (P ,Q1, . . . ,Qn, f0, . . . , fk) ∈ Z, we obtain the assertion. 
Proposition 5.7. Let z = (P ,Q1, . . . ,Qn, f0, . . . , fk) ∈ Z, k = α(P). For any
(15) tz,0, . . . , tz,k ∈ D(P) ∩D(Q1) ∩ . . . ∩D(Qn) ∩ Tz
such that tz,0 ≺ · · · ≺ tz,k there are rz,0, . . . , rz,k−1 ∈ Q
real
\{0}, where Q
real
denotes
the real closure of Q, such that
(16) P(rz,0Λtz,0, . . . , rz,k−1Λtz,k−1, fz) = 0
and
(17) Qs(rz,0Λtz,0, . . . , rz,k−1Λtz,k−1 , fz) ≻ 0, s = 1, . . . , n,
for some fz ∈ K. Moreover, points in (15) such that tP,Q,0 ≺ · · · ≺ tP,Q,α(P)
always exist.
Proof. By the definition of Z, the polynomial Qs depends on at most k first vari-
ables Yj . Since Tz is infinite, there exist tz,0, . . . , tz,k ∈ D(P) ∩ D(Q1) ∩ · · · ∩
D(Qn)∩Tz such that tz,0 ≺ · · · ≺ tz,k. The set of coordinates of x0 is algebraically
independent over Q, so x0(tz,j) 6= 0 for j = 0, . . . , k.
Let ξj = fj(x0) ∈ Kx0 , j = 0, . . . , k. In view of the choice of the point z,
Px0(ξ0, . . . , ξk) = 0,
∂Px0
∂xk
(ξ0, . . . , ξk) 6= 0,
(Qs)x0(ξ0, . . . , ξk) > 0, s = 1, . . . , n.
Since Q
real
is a dense subset of R, for any rj ∈ Q
real
\{0} sufficiently close to ξj
x0(tz,j)
for j = 0, . . . , k we have
(18) (Qs)x0(r0x0(tz,0), . . . , rkx0(tz,k)) > 0, s = 1, . . . , n,
and moreover rjx0(tz,j) = rjFj(x0) ∈ Kx0 , where Fj(ΛT ) = Λtz,j for j = 0, . . . , k.
Then there exists ε > 0 such that any point of the set
U =
{
r = (r0, . . . , rk) ∈
(
Q
real
)k+1
:
∣∣∣∣rj − ξjx0(tz,j)
∣∣∣∣ < ε
}
satisfies (18). Since
∂Px0
∂xk
(ξ0, . . . , ξk) 6= 0 and Kx0 is real closed, the function
Kx0 ∋ ζ 7→ Px0(ξ0, . . . , ξk−1, ζ) ∈ Kx0
changes sign at ξk. So, diminishing ε if necessary, and fixing r, we find that for any
r = (r0, . . . , rk) ∈ U , the function
hr : Kx0 ∋ ζ 7→ Px0(r0x0(tz,0), . . . , rk−1x0(tz,k−1), ζ) ∈ Kx0
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changes sign in a sufficiently small neighborhood of ξk. Hence, there exists ξ
∗ ∈ Kx0
such that
Px0(r0x0(tz,0), . . . , rk−1x0(tz,k−1), ξ
∗) = 0,
(Qs)x0(r0x0(tz,0), . . . , rk−1x0(tz,k−1), ξ
∗) > 0, s = 1, . . . , n.
(19)
By definition of Kx0 there exists fz ∈ K such that fz(x0) = ξ
∗. Moreover, rj ∈ K
and so rjΛtz,j ∈ K. So, by (19) we immediately deduce the assertion. 
Take any z = (P ,Q1, . . . ,Qn, f0, . . . , fk) ∈ Z, where k = α(P), let
tz,0, . . . , tz,k ∈ D(P) ∩D(Q1) ∩ · · · ∩D(Qn) ∩ Tz
be points such that tz,0 ≺ · · · ≺ tz,k, and let rz,0, . . . , rz,k−1 ∈ Q
real
\ {0} and
fz ∈ K be as in Proposition 5.7, i.e., (17) and (16) hold. The existence of the set
{fz ∈ K : z ∈ Z} follows from the axiom of choice.
Define a family g of points gt ∈ K, t ∈ T , by
(20) gt =


rz,i+1
rz,i
Λtz,i+1 for t = tz,i, i = 0, . . . , α(P)− 2,
1
rz,α(P)−1
fz for t = tz,α(P)−1,
ht for t ∈ Tz \ {tz,0, . . . , tz,α(P)−1},
where ht ∈ K are arbitrary for t ∈ Tz\{tz,0, . . . , tz,α(P)−1}, for each z = (P ,Q1, . . . ,
Qn, f0, . . . , fα(P)) ∈ Z.
Consider the following derivation on K:
(21) δg(f) =
∑
t∈T
gt
∂f
∂Λt
for f ∈ K.
Theorem 5.8. (K, δg) is an ordered differentially closed field.
Proof. Obviously (K, δg) is an ordered differential field and by Corollary 2.7, K is
real closed. Take any p, q1, . . . , qn ∈ K{y} such that k = ord p ≥ ord qj , 1 ≤ j ≤ n,
and any f0, . . . , fk ∈ K such that p∗(f0, . . . , fk) = 0 and q∗j (f0, . . . , fk) ≻ 0, 1 ≤
j ≤ n. Then z = (p∗, g∗1 , . . . , g
∗
n, f0, . . . , fk) ∈ Z and by (20) and Proposition 5.7
for f = rz,0Λtz,0, similarly to the proof of Theorem 3.8, we deduce that p(f) = 0
and qj(f) ≻ 0, 1 ≤ j ≤ n, which gives the assertion. 
From the choice of g in (20) and Theorem 5.8 we have
Corollary 5.9. The set of all derivations δ on NR
x0
such that (NR
x0
, δ) is an ordered
differentially closed field has cardinality at least 2card(N
R
x0
).
Remark 5.10. By Proposition 1.6, to construct a derivation δ on K such that
(K, δ) becomes ordered differentially closed, it suffices to construct solutions of linear
differential equations and, as in (20), solutions of polynomial differential equations
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p(y) = 0, n = ord p > 0, provided there are points a0, . . . , an ∈ K, b0, . . . , bn ∈ K
such that p∗(a0, . . . , an)p
∗(b0, . . . , bn) ≺ 0.
Remark 5.11. An analogue of Theorem 4.1 holds for ordered Archimedean dif-
ferential fields, where instead of the c-filter WRT we should take the c-filter Ω
R
x0
of
subsets of RT centered at a point x0 ∈ RT .
Remark 5.12. An analogue of Theorem 5.8 holds without the use of the axiom
of choice. Indeed, it suffices to use an argument as in Theorem 3.11 for c-filters
centered at a point.
Remark 5.13. Let (NR
x0
, δg) be the ordered differentially closed field with derivation
δg defined by (20) and (21). By Proposition 1.3 (see also [27]), the field NRx0(i) with
the derivation
δ(f1 + if2) = δg(f1) + iδg(f2),
extending δg, is a differentially closed field.
Indeed, since i is algebraic over NR
x0
, it follows that δ is the unique derivation
in NR
x0
(i) extending δg. Thus Proposition 1.3 gives the assertion.
Remark 5.14. By Remarks 5.3, 5.13 and Proposition 2.13 we see that any function
f ∈ NC
x0
= NR
x0
(i) is holomorphic in a neighborhood of x0 in C
T . Consequently,
one can consider the elements f as sums of power series centered at x0 in a finite
number of complex variables (or as germs of holomorphic functions).
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