Introduction
The Fourier series of f x is given by f x ∼ a 0 2 ∞ n 1 a n cos nx b n sin nx .
1.1
Conjugate to the series 1.1 is given by ∞ n 1 a n cos nx − b n sin nx 1.2 and is known as conjugate Fourier series. It is well known that the corresponding conjugate function of 1.2 is defined as f x 1 π π 0 f x t − f x − t 2 tan 1/2 t dt.
1.3
Let f x, y is integrable L over the square Q −π, −π; π, π and is periodic with period 2π in each variable. x, y corresponding to 1.7 , and 1.8 are defined as
1.9
We will consider the symmetric square partial sum of series 1.8 .
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Let T a m,j and S b n,k be two infinite triangular matrices. Let 
1.11
We write Double matrix summability method T, S is assumed to be regular throughout this paper. But nothing seems to have been done so far to study double matrix summability of conjugate Fourier series. Therefore, the purpose of this paper is to establish the following theorem. 
Main Theorem
b n,k ≥ 0, b n,k 0, k > n; A m,σ σ j 0 a m,j ; B n,τ τ k 0 b n,k ; A m,m 1 ∀m ≥ 0; B n,n 1 ∀n ≥ 0.
2.1
If the conditions at every point where these integrals exist provided ξ x and χ y are two positive monotonic increasing functions of x and y such that ξ m → ∞, as m → ∞ and χ n → ∞, as n → ∞,
2.5
Lemmas
Lemma 3.1. One has
Lemma 3.2. One has
Proof. This can be proved similar to Lemma 3.1. Proof. This is similar to Lemma 3.3.
Lemma 3.5. One has
Proof. 
3.7
Lemma 3.6. One has
Proof. It can be proved similar to Lemma 3.5 but using Lemma 3.4.
Proof of The Theorem
The j, k th partial sums s j,k x, y of the series 1.8 is given by 
4.3
We consider 
4.6
Then,
4.7
Next, 
4.8
Thus,
Similarly
Now, 
4.11
4.12
Thus, we get 
