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Strong electrically tunable exciton g-factors are observed in individual (Ga)InAs self-assembled
quantum dots and the microscopic origin of the effect is explained. Realistic eight band k · p
simulations quantitatively account for our observations, simultaneously reproducing the exciton
transition energy, DC Stark shift, diamagnetic shift and g-factor tunability for model dots with the
measured size and a comparatively low In-composition of xIn ∼ 35% near the dot apex. We show
that the observed g-factor tunability is dominated by the hole, the electron contributing only weakly.
The electric field induced perturbation of the hole wavefunction is shown to impact upon the g-factor
via orbital angular momentum quenching, the change of the In:Ga composition inside the envelope
function playing only a minor role. Our results provide design rules for growing self-assembled
quantum dots for electrical spin manipulation via electrical g-factor modulation.
The spin of charge carriers in semiconductor quantum
dots (QDs) has recently attracted much attention due
to the promise it may provide for solid-state quantum
information processing [1, 2]. In this respect, the need
to selectively rotate a specific spin qubit within a quan-
tum register, whilst simultaneously controlling interac-
tions between spins is a challenging task. Such selective
addressing either requires that each qubit has a unique
resonance frequency or calls for highly local (≤ 100nm)
time dependent magnetic fields to selectively rotate a spe-
cific qubit [3, 4]. Methods to create nanoscale time de-
pendent magnetic fields do not exist, motivating recent
proposals for electrical spin control in both single layer [5]
QDs and QD-molecules [6] via Lande´ g-tensor modula-
tion. Such approaches aim to tune the magnetic response
using electric fields to push the carrier envelope functions
into different regions of the nanostructure. This provides
the potential to achieve arbitrary spin rotations on the
Bloch sphere by applying time dependent electric fields
[5, 6] using e.g. metallic gate structures. To date, electri-
cal g-factor modulation in semiconductor nanostructures
has been demonstrated using parabolically composition
graded AlGaAs quantum wells [7] and vertically coupled
(Ga)InAs QD-molecules [8]. However, very weak effects
are typically observed for single dots [9]. Recently, we re-
ported electrically tunable exciton g-factors in (Ga)InAs
self-assembled QDs grown using the partially covered is-
land (PCI) method but could not identify the mechanism
responsible for the tuning [10].
In this letter, we observe very strong electrical tunabil-
ity of the exciton g-factor (gex = ge + gh) in (Ga)InAs
self-assembled QDs grown without the PCI method and
unambiguously identify its microscopic origin. By per-
forming realistic eight band k ·p simulations using a QD
size, shape and In-composition determined by scanning
tunneling microscopy, we quantitatively account for ex-
perimental results and obtain new insight into the origin
of the effect. Our experimental and theoretical findings
are in excellent agreement; exciton transition energy, DC
Stark shift, diamagnetic shift and g-factor tunability all
being simultaneously reproduced by theory using dots
with a diameter D = 25nm, height d = 6nm and a max-
imum In-composition of xIn ∼ 35% near the dot apex.
We show that the gex tunability is dominated by the hole
(gh), the electron (ge) contributing only weakly. Most
surprisingly, the electric field induced perturbation of the
hole envelope wavefunction is shown to impact upon gh
principally via orbital angular momentum quenching [11],
the change of the In:Ga composition inside the envelope
function playing only a minor role. The results show that
the strength of the electrical tunability increases as the
In-alloy content at the dot apex (xapexIn ) reduces, explain-
ing why we observe strong electrical gex tunability in our
QDs.
The samples investigated were GaAs n-i-Schottky pho-
todiode structures grown by molecular beam epitaxy. A
single layer of nominally In0.5Ga0.5As self-assembled QDs
was grown in the i-region at an unusually high growth
temperature of 595◦C. This is expected to lead to an
average In-content significantly lower than the nominal
value of xIn = 50%, due to the combined effects of In-
desorption [12] and inter-diffusion with the GaAs matrix
material during capping [13]. Cross sectional STM mea-
surements [22] indicate that the resulting dots have a
lateral size of D = 26± 8nm and height of h = 6± 2nm.
Single dots were optically probed using a low tem-
perature (4.2 K) magneto-confocal microscopy set
up that facilitates application of magnetic (B) fields
up to B = 15 T in Faraday geometry. Typical PL
spectra recorded at B = 10 T and axial electric fields of
11.4 kV/cm and 25 kV/cm, respectively, are presented in
fig.1a. The results clearly show two Zeeman split bright
excitons with a ≥ 95% degree of circular polarization.
Upon raising the electric field we observe a clear increase
of gex. For electric fields ≥ 27 kV/cm the PL quenches
due to carrier tunnelling from the dot and we probe
the energy of the Zeeman branches using polarization
selective photocurrent (PC) absorption measurements.
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2PC spectra recorded with σ+ and σ− polarized excita-
tion were obtained at fixed laser frequency, whilst the
levels were tuned into resonance via the DC-Stark effect.
Typical results are plotted in fig.1b. The dependence of
gex on the electric field is summarized in fig.1c for two
representative QDs labelled QDA and QDB . For both
QDA, QDB and all other dots investigated gex increases
with the axial electric field.
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FIG. 1. (color online). (a) Polarization resolved photolumi-
nescence spectra at two different electric fields and magnetic
field of 10 T; both applied in growth direction. To facilitate
a direct comparison of the Zeeman gap (EZ = gexµBB) the
Stark shift has been suppressed. (b) Polarization resolved
photocurrent spectra at magnetic field of 15 T applied in
growth direction. (c) Extracted excitonic g-factor as a func-
tion of the applied electric field for two representative QDs
recorded at 10 T (circles) and 15 T (squares). The dashed
line shows the results of 8-band k · p calculations using the
best fit dot size and composition parameters described in the
manuscript.
To understand our results we performed electronic
structure calculations using the eight band k · p enve-
lope function approximation. The magnetic field was
introduced into the discrete Hamiltonian in a manifestly
gauge invariant manner [15, 16] and spatial finite volume
discretization, combined with the correct operator
ordering accounted for abrupt material boundaries [17].
Strain fields were included using continuum elasticity
theory and their impact on the electronic structure
was taken into account via deformation potentials and
the linear piezoelectric effect [18]. The direct Coulomb
interaction was included in our calculations using lowest
order perturbation theory and the validity of this
approximation was carefully checked for a few selected
cases where direct electron-hole Coulomb interaction
was taken into account in a fully self consistent manner.
To obtain quantitative results for the X0 energy and
g-factor, a Luttinger-like eight band k · p-model was
employed, where far-band contributions to the effective
mass Hamiltonian and g-factors are included up to
the order of k2 [19]. We modeled our QDs as having
a truncated lens shape with a diameter varying from
D = 15−50 nm, a height of 6 nm above the wetting layer
and an inverse trumpet-like In-compositional profile
[20, 21]. The In-concentration of the InGaAs alloy was
taken to be xIn = 0.2 at the base and side of the dot
increasing to xapexIn = 0.2− 0.9 at the dot apex [21]. This
range of parameters are fully consistent with the results
of cross sectional STM measurements performed on
samples grown under the same conditions, from which
we also determined the wetting layer thickness (2 nm)
and xWLIn = 0.18 [22].
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FIG. 2. The following properties were obtained by varying
QD diameter and InAs content in our calculations: (a) The
X0 exciton energy (eV) at 7 kV/cm and 10 T, (b) the Stark
shift energy (meV) between 0 and 60 kV/cm at 10 T, (c) the
exciton g-factor at zero electric field and 10 T, and (d) the dia-
magnetic shift energy (meV) between 1 and 13 T at 7 kV/cm.
The circle indicates the QD parameters used in other calcu-
lations and the bold lines indicate experimentally measured
values.
We continue to discuss the results of our calculations:
Figures 2a, 2b and 2c show contour plots of the ex-
citon transition energy at 7 kV/cm, Stark shift from
0 − 60 kV/cm and gex at B = 10 T, respectively. Fig-
ure 2d shows the diamagnetic shift from 1 T to 13 T
at an electric field of 7 kV/cm. The measured values
of these quantities for QDA are represented by the bold
contours on the figure, showing that all are reproduced in
the D,xapexIn parameter space probed. More importantly,
all of these contours intersect at D = 24 ± 2 nm and
xapexIn = 0.35 ± 0.02, as indicated by the open circles on
the various panels of fig.2. We note that we also calcu-
lated very different X0 g-factors for small (D ≤ 15 nm),
InAs rich (xapexIn ) dots, in very good agreement with pre-
vious experiments and calculations [23].
The electron and hole g-factors in self-assembled dots
have been investigated in previous theoretical works; pri-
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FIG. 3. (left) Calculated electron, hole and exciton g-factor
as a function of the electric field. (right) Calculated depen-
dency of the electric tuning of ge, gh and gex as a function
of In-concentration at the dot apex. The electric tuning is
defined as g-factor at 60 kV/cm minus g-factor at 0 kV/cm.
mary contributions arising from (i) strain induced band-
mixing [24], (ii) modification of Roth’s formula by the
effective band-gap [11, 25] and (iii) orbital angular mo-
mentum quenching [11, 26, 27]. Electric field induced
changes in the alloy overlap, i.e. the In-Ga content within
the envelope function, have been shown to be important
mostly for very extended electronic states in weakly con-
fined dots [11, 23]. However, whilst each of the effects
(i)-(iii) have been reported to contribute to gex, the mi-
croscopic origin of the strong electrical gex tunability in
our samples is not at all obvious. We now demonstrate
that the observed effects can be directly traced to strong
electric field induced changes of the hole g-factor (gh),
the electron g-factor (ge) being much more weakly influ-
enced by the electric field. The left panel of fig.3 shows
representative calculations of gh, ge and gex = gh + ge
for B = 10 T using the model dot parameters deduced
from fig.2 (D = 24 nm and xapexIn = 0.35). Clearly ge
varies only weakly over the range of electric fields inves-
tigated (∆ge/ge ≤ 10%), whilst gh is much more strongly
affected (∆gh/gh ≥ 50%).
We now show that quenching of the orbital angular
momentum in zero dimensional structures (mechanism -
(iii)) is primarily responsible for the observed electrical
tunability. The contributions to the g-factor of any elec-
tronic state with orbital index n and spin orientation ↑
or ↓ ( |n, ↑〉 and |n, ↓〉) can be written as [26]
geffn = g0 + gLn + gS n, (1)
where g0 ≈ 2 is the free electron Lande´ g-factor and
gS n is the contribution of remote bands included per-
turbatively in the 8-band k · p model, a function of the
In-content within the envelope function. In comparison,
gLn is the contribution to the g-factor due to the angu-
lar motion of the electron. This quantity can be obtained
using second order perturbation theory and has the form,
gLn=−2m0
h¯2
∑
n′ 6= n
s′
∣∣∣〈n ↑| Pˆ+ |n′ s′〉∣∣∣2−∣∣∣〈n ↑| Pˆ− |n′ s′〉∣∣∣2
En − En′ , (2)
with a momentum operator Pˆ± = Pˆx±iPˆy. The sum runs
over all conduction and valence band states |n′ s′〉 except
n′ = n. Here, Pˆ = 1h¯∂kHˆ(k) is the 8-band momentum
operator obtained by the Helman-Feynman theorem [28]
and the quantization axis z is taken to be 〈001〉, the
direction of the applied static magnetic field. In a fully
equivalent manner [26], we can also express gLn in the
framework of first order perturbation theory
gLn = −
(
〈n ↑| Lˆz |n ↑〉 − 〈n ↓| Lˆz |n ↓〉
)
, (3)
with the orbital angular momentum operator Lˆz =(
rˆ× Pˆ
)
z
. Eqn. 3 can be readily evaluated to obtain
the tunability of the angular momentum g-factor ∆gL.
The right panel of fig.3 compares the calculated value of
∆ge/h = ge/h(60kV/cm) − ge/h(0kV/cm) obtained from
our full calculation (solid lines, labeled ∆geff ) and the
contributions from ∆gL obtained using eqn. 3 (dashed
lines) and the far band contribution ∆gS (dotted lines)
for 0.2 ≤ xapexIn ≤ 1.0.
We find several prominent features of which we high-
light two: Firstly, the electric field tuning of gh is almost
entirely due to the angular momentum contribution. In
comparison, gL plays a much less important role for the
electrical modification of ge. The electrically induced
modification of the far-band correction (gS) is weak for
both hole and electron. Secondly, there is a clear max-
imum in the tunability of gh for low In-concentrations
at the dot apex (0.25 ≤ xapexIn ≤ 0.35). Thus, we con-
clude that the observed electrical tunability stems from
the modification of the orbital angular momentum of the
valence band state and that the low In-content of the
presently studied QDs increases the strength of the effect.
The increase of the angular momentum contribution gL
to the hole ground state is equivalent to a decrease of
angular momentum according to eqn. 3. Whilst we eval-
uated eqn. 3 to obtain the ∆gL curves presented in the
right panel of fig.3, we now make use of eqn. 2 to obtain
a qualitative understanding of the observed gh tunabil-
ity: The conduction band (CB) states in a III-V dot
have large momentum matrix elements (MMEs), defined
by
∣∣∣〈n ↑| Pˆ± |n′ s′〉∣∣∣2 in eqn. 3, with the valence band
(VB) states. In particular, the MME between the lowest
energy electron and hole orbital states without electric
field is large. For In-dilute dots there are many bound
4hole states but only a few bound electron states. For ex-
ample, we calculate that the best-fit QD from fig.2 with
D = 24nm and xapexIn = 0.35 accommodates > 24 bound
hole states, but only 3 bound electron states. The electric
field decreases the MME between specific pairs of bound
CB and VB orbital states (e.g. lowest orbital states)
whilst this modification is compensated by an increase
of the MME between other orbital states according to
the f -sum rule. For the electron ground state, there are
many bound hole states available to compensate for the
field induced reduction of the MME between the lowest
CB and VB orbital. Each of these VB orbital states has
approximately the same relative energy compared to the
effective band gap of dot (∼ 1300 meV). Thus, the energy
denominator of eqn. 2 is approximately the same for each
pair of CB and VB states and there is almost no change
in the angular momentum of the electron state and a
weak tunability of ge. In strong contrast, for the lowest
energy VB state there are very few bound CB states that
can compensate for the field induced change of the MME.
Thus, gh is strongly influenced by the electric field and
dominates the observed tunability of gex.
It has been speculated that the change in alloy over-
lap may induce HH-LH mixing that could be responsible
for the observed strong electrical tunability [10], since
the HH and LH g-factors differ strongly. However, our
calculations show that ramping the electric field from
0 − 60kV/cm results in only a weak change of the LH
admixture of the lowest VB orbital state (≈ 0.2%). Sim-
ilarly, the electric field leads to no substantial change of
the In:Ga alloy content within the hole envelope func-
tion. We calculated that for xapexIn = 0.35 and D = 24
nm, the In-alloy overlap changes by ≈ 0.14% or ≈ −2.2%
for the hole and electron, respectively. This leads to an
extremely weak change in the far-band correction ∆gS as
shown in the right panel of fig.3 and does not significantly
contribute to the observed electric field tunability.
In summary, we identified the microscopic origin of
pronounced electrical tunability of the exciton g-factor
in composition engineered (Ga)InAs self-assembled QDs.
We demonstrated that the gex tunability is dominated
by gh, ge contributing only weakly. The electric field
induced perturbation of the hole envelope wavefunction
was shown to impact upon gh principally via orbital an-
gular momentum quenching, the change of the In:Ga
composition inside the envelope function playing only a
minor role. Our results provide significant scope for mor-
phological and structural tailoring self-assembled QDs to
allow all electrical spin control via the g-tensor [5].
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