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 Speakers implicitly learn phonotactic patterns while speaking syllables. Evidence for this 
learning appears in speakers’ changing speech error distributions when tasked with rapidly 
reading sequences of syllables that are generated according to various phonotactic rules (Dell, 
Reed, Adams, & Meyer, 2000). Simple first-order rules like “/f/ appears only in syllable onset 
position” are learned quickly. Within a single one-hour session of this speeded syllable 
production task, erroneously-produced /f/s are much more likely to appear in syllable onset 
position than in syllable coda. Position-restricted phonemes show significantly higher rates of 
position maintenance when spoken in error than other phonemes that appear in both onset 
and coda positions during the experimental session, even when speakers are unaware of these 
patterns. More complex second-order rules in which a phoneme’s allowable position is 
dependent on the vowel are not learned in a single session (for example, /f/ might appear in 
syllable onset only when the vowel is /i/, and in syllable coda when the vowel is /a/). Such 
conditional rules do not affect speakers’ error patterns until a second session, and the effect 
appears to be dependent on sleep consolidation (Gaskell et al., 2014). 
 Results from the speeded syllable production task with the addition of rule reversals 
point to rapid initial learning that interferes with the learning of subsequent rules, which 
contrasts with the pattern typically observed in discrimination learning tasks. Additionally, a 
button-pressing adaptation of the experimental paradigm shows that the learning rate 
differences observed for first- vs. second-order rules in speech appear even in a novel non-
linguistic task, showing that the observed effect is not specific to the speech production system. 
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Chapter 1 – Introduction 
Linguistic knowledge 
Humans’ remarkable language abilities depend on both explicit and implicit knowledge. We are 
explicitly aware of the words that we know, and to some degree can verbalize definitions of 
words. But much of our linguistic knowledge is implicit and inaccessible to our awareness. 
Linguists must use induction to attempt to extract grammatical rules from observed utterances, 
even in their native language – evidence enough that grammatical knowledge is implicit. 
While Chomsky (1957) claimed that children’s rapid acquisition of grammatical rules from 
sparse input points to grammatical knowledge that is in-born, much research since then has 
been devoted to showing how domain-general principles of learning and memory can predict 
the patterns of behavior we observe in language. For example, infants can very quickly learn to 
identify recurring “words” in a constant stream of syllables (Saffran, Aslin, & Newport, 1996) 
based on the domain-general principle of tracking transitional probabilities between the 
syllables (Aslin, Saffran, & Newport, 1998). The linguistic content of this task proves to be 
irrelevant: replacing syllables with tones produces the same behavioral results (Saffran, 
Johnson, Aslin, & Newport, 1999). 
Often domain general learning principles are characterized as mechanisms that change the 
strength of associations between representational elements when they are experienced 
together. The modern form of these principles is found in connectionist learning models (e.g. 
Rumelhart & McClelland, 1986). In the connectionist tradition, explicit knowledge can be 
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represented as a pattern of activation over some units, while implicit knowledge can be 
modeled as the strength of connections between units (Cleeremans & McClelland, 1991). 
Implicit learning has been studied extensively in laboratory tasks in which subjects are exposed 
to sequences generated using finite-state grammars, and then asked to memorize them, or 
simply key them in as quickly as possible (Reber, 1967; Nissen & Bullemer, 1987). Knowledge of 
the grammatical rules is revealed in learning rates, grammaticality judgments of novel stimuli, 
and changes in reaction time. Subjects’ general inability to report the grammatical rules they 
used hints at the implicit nature of the learning, which is further supported by the finding that 
hippocampal amnesics can learn these types of grammatical rules (Knowlton & Squire, 1994; 
Knowlton, Ramus, & Squire, 1992). Amnesic patients even show transfer of learning to new 
letter sets, suggesting that non-hippocampal memory systems can abstract general structures 
from the strings (Knowlton & Squire, 1996). 
 
Knowledge of language phonotactics in the speech production system 
In addition to reaction times, learning rates, and grammaticality judgments, implicit knowledge 
of grammatical rules can be revealed in the pattern of errors people make. For example, 
children’s errors like “go-ed” instead of “went” reveal knowledge of a grammatical rule for 
producing past tense forms (Marcus et al., 1992). 
Errors also reveal knowledge of phonotactic rules; that is, how speech sounds pattern within 
words. Fromkin (1971) collected a corpus of errors made by English speakers engaged in normal 
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conversation, and observed that the syllables people produced in error followed certain 
patterns that are true of syllables observed in English words spoken without error. For example, 
no English syllables start with /ŋ/, though /ŋ/ appears as a syllable coda (e.g. “sing”, “long”, 
“rang”, etc.). Similarly, /h/ is always a syllable onset, never a coda. In Fromkin’s error corpus, 
when an /ng/ sound was moved to a different location, it nonetheless never appeared at the 
start of a syllable, nor did /h/ ever appear at the end of syllable. These types of phonotactic rule 
violations are only rarely observed in error corpora (Stemberger, 1982; Wells, 1951, but see 
Frisch & Wright, 2002 and Mowrey & MacKay, 1990 for violations generated in experiments). 
This consistency in speech errors provides evidence that speakers use phonotactic rules when 
speaking, and the fact that this knowledge shows up in unintended errors provides evidence for 
the implicit nature of this knowledge. 
Errors are consistent with the phoneme distribution patterns in English, which implies some 
knowledge of these patterns. This consistency is noteworthy because it tells us that statistics 
over the set of syllables produced in the past are in some way accessible to the speech 
production system as it is being used. It is straightforward to model a system that does not 
have this property.  
For example, imagine a simple feed-forward system that selects an intended word (e.g. “sing”), 
activates the phonemes in that word (/s, ɪ, ŋ/), and then produces those phonemes in order. 
Errors could occur in this system if we introduce some noise in the ordering step, so that there 
is a chance that the phonemes move from their assigned place to some other random place. A 
system like this where the ordering of phonemes occurs without memory for other sequences 
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in the language would, if knowledge of its location is lost, put the /ŋ/ at the beginning or end of 
the syllable with equal probability. It could even put the /ŋ/ in the middle of the sequence 
(swapping consonant and vowel).  To prevent errors such as /ŋɪs/ or /sŋɪ/, the system would 
have to know something about the language-wide patterns in the order of phonemes. The 
absence of /ŋ/ errors in the syllable onset in English reflects knowledge acquired from 
experience with English syllables. 
In addition to all-or-none patterns as with /ŋ/ in onsets vs. codas, it is reasonable to assume 
that we track the distributional patterns of other phonemes, and that this distributional 
knowledge also has an influence on our error patterns. Given that we have many years of 
experience with the phonotactics of our native language, we might expect this knowledge to be 
set in stone by the time we reach adulthood. If our errors were determined completely by our 
lifetime estimates of phoneme distributions, we would expect our error distributions to be 
uninfluenced by local changes in those distributional patterns.  
If instead we sample the words from today or even from the current conversation to form our 
internal estimates of where each phoneme tends to fall in a word, these distributions probably 
roughly approximate the distribution from our lifetime of experience. But unlike the relatively 
unchanging distribution of errors we would expect if our lifetime of English experience 
completely determined our error patterns, a speech production system that relies more on a 
recent snapshot of experience would be much more sensitive to local patterns, such that 
artificially restricting the distributions would have a noticeable effect on the pattern of errors. 
7 
 
There is much evidence to suggest that our lifetime of phonotactic knowledge does not 
completely determine our error patterns; instead, strong effects of local patterns are present. 
 
Fast implicit learning of new phonotactic patterns 
Implicit knowledge of the phonotactic patterns of one's native language is acquired very early 
(see e.g. Jusczyk, Friederici, Wessels, Svenkerud, & Jusczyk, 1993; Jusczyk, Luce, & Charles-Luce, 
1994), and there is evidence that small changes to these patterns are quickly learnable even in 
adulthood (Dell, Reed, Adams, & Meyer, 2000; Onishi, Chambers, & Fisher, 2002; Goldrick, 
2004; Taylor & Houghton, 2005; Warker & Dell, 2006; Warker, 2013).  
Spending just an hour producing syllables that obey a novel phonotactic rule can cause speech 
errors to follow the new rule. Dell, Reed, Adams, and Meyer (2000) asked subjects to produce 
sequences of nonsense CVC syllables in which the phoneme /f/ appeared only in onset position, 
and /s/ appeared only in coda position, but other phonemes were free to appear in either 
position (e.g. "hes feng neg kem"). In English, /f/ and /s/ can both appear in both onset and 
coda positions (e.g. "face" /feɪs/ and "safe" /seɪf/). Subjects spoke these sequences in time with 
a metronome at the rate of 2.53 syllables per second. Throughout this dissertation, I will be 
referring to this task as the speeded syllable production task (SSPT). 
Within a 1-hour session, participants' errors involving /f/ and /s/ maintained their constrained 
syllable positions 98% of the time. Errors involving unconstrained consonants (e.g. /k/ or /m/) 
maintained their syllable positions only 68% of the time, thus providing a benchmark to 
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compare the 98% rate of syllable position maintenance to. The learning of these new 
phonotactic rules appears to be entirely implicit. The effect is equally robust whether subjects 
are informed about the rules or not, and subjects in the uninformed condition did not report 
noticing the rule of interest. 
 
Slow learning of second-order rules 
While simple rules like “/f/ only appears in syllable onset position” are learned within a single 
one-hour session, more complex conditional rules such as “if the vowel is /a/, /f/ only appears 
in onset position; if the vowel is /ɪ/, /f/ only appears in coda position” are learned more slowly 
– errors only begin to reflect these second-order rules on the second day of training (Warker & 
Dell, 2006). Interestingly, it appears that this learning is related to sleep consolidation: in one 
study, subjects who took a nap between sessions showed evidence in the second session of 
having learned the rule, while those who stayed awake did not (Gaskell et al., 2014). 
The critical difference between these two types of rules lies in the computational complexity of 
the mapping. The simple first-order rule “/f/ is always an onset” involves adjusting the 
distribution of lower-level units within a higher-level schematic frame (a slot in a syllable 
structure), while the second-order rule is conditionalized on relationships within the lower-level 
items in the frame (/f/’s position depends on whether /ɪ/ or /a/ is in the syllable with it). 
Another way to describe the difference in complexity is to note that, while the first type of 
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relationship can be learned by a single-layer perceptron, the second type of relationship 
requires the addition of a hidden layer (Minsky & Papert, 1969). 
 
Modeling phonotactic knowledge in syllable production: Warker & Dell 2006 
The observed tendency for errors to obey the phonotactics of a language can be modeled in a 
connectionist framework, where the connection strengths, or weights, between inputs and 
responses store knowledge about the system’s past. 
Warker and Dell (2006) describe one such connectionist model of syllable production based on 
Dell (1986). This model is a three-layer connectionist network. The model’s input are CVC 
syllables as well as the individual phonemes that make up those syllables (e.g. a unit that 
represents “sat” as well as units representing /s/, /t/, and /æ/). The model then outputs an 
ordered sequence of phonemes (by activating units that represent /s/ in position 1, /æ/ in 
position 2, and /t/ in position 3).  
 
Model architecture 
The input layer consists of 10 units representing the phonemes it knows /m, n, k, g, f, s, h, ŋ, I, 
æ/ and 98 units representing the possible English CVC syllables that can be constructed from 
that set of 10 phonemes (the excluded syllables are those in which /h/ is a coda and those in 
which /ŋ/ is an onset). The output layer consists of 30 units representing the placement of each 
of the 10 possible phonemes in the 3 possible syllable positions of onset, vowel, and coda. In 
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the second layer are 20 hidden units that don’t explicitly represent anything, but allow the 
model to compute complex combinations of the input units (Minsky & Papert, 1969). All input 
units are connected to all hidden units and all hidden units are connected to all output units. 
The model takes as input a syllable, as well as the phonemes that make up that syllable. It then 
outputs activation for each possible mapping between phoneme and syllable position. For 
example, to simulate the model producing the syllable /hɪm/, the input would be set so that the 
syllable /hɪm/ is activated, along with the phonemes /h/, /ɪ/, and /m/. At the output layer, the 
model would be behaving correctly to the extent that the units representing /h/ in onset 
position, /ɪ/ in vowel position, and /m/ in coda position were active. 
Units in the input layer are set to either on or off (1 or 0). Activation of each unit at the output 
and hidden layers is a logistic function of the sum of the activation of all units feeding into that 
unit times their connection weights. The model is trained using the back propagation algorithm 
(Rumelhart, Hinton, & Williams, 1986) with a learning rate of 0.1 and a momentum of 0.9. 
 
Figure 1.1 – Model architecture from Warker & Dell 2006 
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In a model like this, one can look at the activation level of “wrong” units at the output layer 
(that is, output nodes it was trained to de-activate in response to a given input string) in order 
to make comparisons with the patterns of errors produced by humans. After training the model 
with 5000 sweeps through the 98 English syllables it can produce, the activation levels of the 
output units show that the model has learned the phonotactics of English CVCs. The model 
shows much lower activation levels for /ŋ/ in onset position and /h/ in coda position when 
producing syllables that contain those phonemes, like “sing” and “ham”, when compared to the 
activation for, e.g., onset-/n/ when producing “sin” (/n/ appearing in both onset and coda 
position in English CVCs). 
In addition to acquiring the phonotactics of English, this model also predicts rapid acquisition of 
new first-order rules like “/f/ is always an onset”. Because of the hidden layer, the model can 
also learn second-order rules. While second order rules take longer for the model to learn, the 
model does not predict the pattern observed in humans, in which no learning is apparent on 
day 1 but is immediately seen on day 2. 
Later on, I will discuss and test an important feature of this model that involves the speed with 
which a rule can be learned and unlearned. Specifically, after a new phonotactic rule is learned 
in the model (e.g. f is an onset and s is a coda), learning a reversed version of the rule (f is a 
coda and s is an onset) should take longer (basically twice as long) as learning the original rule. 
This is because the connection weights from inputs f and s have to be reset from being biased 
to onset and coda, respectively, back to neutral, that is, the rule has to first be “unlearned”. 
Only then can the connections be further tuned to reflect the new opposite rule. Slow reversal 
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learning in an animal (or model) reveals that it is learning and unlearning simple associations in 
a gradual fashion, much as was proposed in accounts of Pavlovian and operant conditioning 
(see e.g. Kruschke, 1996). 
 
Counting model 
Phonotactic knowledge can also be modeled by simply counting up the occurrences of 
phonemes in each syllable position and treating these distributions as predictions about which 
slips will be most likely to occur. This simplified model shares the Warker and Dell connectionist 
model’s emphasis on incremental associative learning, and shares its main prediction that initial 
1st order rule learning will be fast, and that it will interfere with later learning of the reverse 
rule. In chapter 5, I will lay out a version of this model that fits some of the interesting trends in 
the data outlined in the intervening chapters. 
 
Aims 
The goals of this dissertation are first, to characterize the learning that occurs in the speeded 
syllable production task by determining the rate of learning and unlearning, and second, to 
determine which aspects of the observed learning pattern are specific to speech production 




Chapter 2 – Speech first order reversals 
Implicit learning of new phonotactic constraints 
Fast initial learning, but slow reversals: proactive interference as evidence of acquired implicit 
knowledge in the speeded syllable production task 
While I would like to claim that the Dell et al. (2000) speeded syllable production task provides 
evidence of fast implicit learning of distributional information by the speech production system, 
one potential counterargument to this claim is that the error legality effect reflects simple 
short-term priming of the syllables already produced in the experiment. Dell et al. refer to this 
as a pure syllable instance theory. This theory in its broadest form can be ruled out by the fact 
that the error legality effect occurs even when looking at erroneous syllables that subjects were 
never asked to produce in the experiment (see Warker & Dell, 2015). However, the question of 
whether the error legality effect reflects short-term priming or longer-term learning remains. 
Taylor and Houghton (2005) set out to answer this question by changing the experimental 
constraints within a session. For instance, /f/ appeared only as an onset and /s/ appeared only 
as a coda in the first block of trials, and then this rule was reversed in the second block of trials. 
When block boundaries were marked with a break, no interference from block 1 was observed 
in block 2. When the rule switch occurred without warning in the middle of a block, they 
observed a 9-trial “period of confusion” in which errors involving /f/ and /s/ were likely to 




Reversal shift learning – fast reversals 
While Taylor and Houghton (2005) concluded from their observed 9-trial “period of confusion” 
that phonotactic learning in this task is fast, the reversal paradigm has the potential to give us 
even more specific information about the learning; it can tell us something about the structure 
of the learning that is occurring. There is a vast literature that uses reversal shift to study 
learning in the context of explicit decision making and categorization, and the result observed 
by Taylor and Houghton hints at a pattern that is inconsistent with what is commonly observed 
in that domain.  
For instance, Kruschke (1996) trained subjects to categorize complex pictures into 2 categories 
by giving them repeated two-alternative forced choice (2AFC) categorization trials with 
feedback on whether they were right or wrong (the pictures involved 3 dimensions of variation, 
only 1 of which was diagnostic of category membership). At some point after subjects had 
learned to consistently categorize these pictures, the category/response mapping was flipped, 
so that category 1 was now consistently labeled as category 2. Subjects took fewer trials to 
reach a criterion level of accuracy after the reversal than when learning the initial category. This 
is just one instance of an effect that is observed in many species: reversal shifts lead to faster 
learning (see e.g. Spence, 1940; Gonzalez, Berger, & Bitterman, 1966; Walker, 1987). 
This pattern vexed early behaviorists, because it requires “mediating responses” in a simple 
stimulus-response chain model. Faster reversals imply that you are learning something in the 
first learning block that helps you learn better after the response mapping has switched. In the 
Kruschke task, participants learn what dimensions of variation are diagnostic of category 
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membership; that learning scaffolds the future reversals because it is unchanging. Learning rate 
of future reversals is also scaffolded by the meta-knowledge that category-response mappings 
are consistent over blocks of trials, allowing you to assume that you’re in a new reversal block 
after fewer and fewer trials worth of evidence. 
 
Reversal shift – comparison between discrimination learning and speeded syllable production 
While on the surface the two tasks are quite different, category discrimination has some 
similarities to the speeded syllable production task. When subjects slip and produce a phoneme 
at the wrong time in the speeded syllable production task, the errors they produce are either 
consistent with the phonotactic rules or not. Just as subjects in the Kruschke experiment see a 
picture and must press button 1 or 2, subjects in the Dell et al. experiment prepare a consonant 
and must place it at the beginning or end of a syllable. 
While every trial gives some evidence of the subject’s current level of learning in the 
discrimination learning paradigm (i.e. they are either right or wrong), only trials on which 
subjects make errors provide evidence of the current level of learning of the novel phonotactic 
pattern in the speeded syllable production paradigm (because correct productions reveal 
nothing about the system’s bias). In both cases, though, we can say that the pattern has been 
learned if subjects make more responses that are consistent with the imposed rule than 
responses that are inconsistent.  
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If the same general learning principles are at work in the two paradigms, we might expect fast 
learning after rule reversals in the speeded syllable production task (SSPT). However, some key 
differences between the two tasks could lead to very different results. First, fast reversals 
require some acquired knowledge that applies across both reversed versions of the task to 
scaffold the later reversals. In the discrimination learning task as used by Kruschke, subjects 
learn to pay attention to which of the 3 varying dimensions is diagnostic of category 
membership. Similarly, we might analogously assume that in the SSPT as used by Dell et al., 
subjects learn that /f/ (but not /k/ or /g/, etc.) appears in a consistent syllable position. In 
Kruschke’s model, this learning is modeled by adjusting attention weights to the relevant input 
nodes. If subjects in the SSPT are now paying attention to the syllable position /f/ occurs in, 
they will more quickly notice when /f/’s syllable position changes. 
The second apparent difference between the tasks is in the explicit vs. implicit nature of the 
decision-making. While it is clear that deciding on a category label for a picture is very different 
from accidentally producing a syllable that you weren’t trying to produce, it’s difficult to pin 
down where the crucial difference lies. At an intuitive level, it seems that categorization is a 
reasoned, conscious process, while making a slip of the tongue is unconscious and unreasoned. 
While questions of consciousness are thorny, at the very least, we can say that the 
categorization in Kruschke’s discrimination task is intentional, while the slip of the tongue is 
not. But crucially, the final response can in both cases rely on knowledge that may not be 
consciously accessible. For example, people can learn to consistently categorize stimuli whose 
category membership is determined by integrating across multiple stimulus dimensions, such as 
dividing Gabor patches into categories based on a combination of frequency and angle, without 
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being able to explicitly name the features they based their decision on (e.g. Ashby & Maddox, 
2005). Furthermore, even in cases like this where the discrimination can be said to be learned 
implicitly, the pattern of slow initial learning and fast reversals is observed (Cantwell et al., 
2015). 
If this difference between intentional and unintentional is crucial, we may see that reversal 
shifts in the SSPT show no evidence of fast reversals, and instead reflect the reversal pattern we 
see in connectionist models, which is described below. 
 
Reversal shift learning – slow reversals 
Kruschke (1996) pointed out in a footnote that his models of performance in the discrimination 
learning task, which, like the Warker and Dell (2006) model described earlier, learn by back-
propagation, all have the property that, unlike in humans and many other species, reversals of a 
rule are always slower to learn than the initial rule. This same property holds for models using 
simple delta-rule error-based learning (Rescorla &Wagner, 1972) and those that learn from 
simple co-occurrence of input and output (Hebbian learning).  
This can be illustrated using a simple neural network with one input node and two output 
nodes. The input node could represent the shade of a color patch (red vs. blue), while the 
output nodes represent 2 possible responses. We want this model to learn basic categorization: 
activate node 1 to blue and node 2 to red. Our model starts out knowing nothing about the 
categorization (or perhaps a miniscule bias if we initialize our weights to random very small 
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values as is typically done); it activates both output nodes equally in response to the two input 
values. After some training trials, the model learns to consistently activate node 1 and 
deactivate node 2 when the input is blue, and vice versa when the input is red. Now we switch 
the mapping: we want it to activate node 2 when the input is blue and node 1 when the input is 
red. Unless you build in some way for the learning rate parameter to change, this will 
necessarily take longer than learning the initial rule, because the initial rule must be unlearned 
before you can learn the new rule. While the model began learning the initial rule from an 
unbiased state, the model starts from a state that is biased against the desired output when it 
begins to learn the reversed rule. If this type of simple associative learning is occurring, we 
should expect reversals to be slow relative to the initial learning. 
 
Experiment 1a: 1st order reversal shift 
These data previously appeared in Anderson (2015), but a full explanation of the method is 
included here because all subsequent experiments are variations on this experiment. 






12 students from the University of Illinois at Urbana-Champaign were paid $10 for participating 
in one 50-minute session. Participants were recruited using the Psychology department's paid 
subject pool website. Participation was limited to individuals who learned English before the 
age of 5 in order to increase the likelihood that participants would begin the experiment with a 
native-like representation of English phonotactics. Participants were randomly assigned to 
receive a list where the constrained phonemes were /f/ and /s/, /k/ and /g/, or /m/ and /n/, 
with half receiving the first phoneme constrained to onset position and the second phoneme 




On each trial, a sequence of 4 CVC syllables appeared on the computer screen (e.g. "hes feng 
neg kem"). The vowels were all "e" (with the intended pronunciation of /ɛ/). The 8 consonant 
slots were filled in with "f", "s", "m", "n", "k", "g", "h", and "ng". Every sequence contained 
every possible consonant. In accordance with English phonotactics, "h" was constrained to only 
appear in syllable onset position, while "ng" was constrained to only appear in syllable coda 
position. In addition, two phonemes were artificially constrained so that one appeared only in 
onset position and the other appeared only in coda position. For each trial, the constrained 
consonants were placed in a random legal position and the unconstrained consonants were 
placed in any remaining random position.  
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Each participant was randomly assigned to one pair of experimentally-constrained consonants: 
"f" and "s", "k" and "g", or "m" and "n". Participants experienced 96 trials in total, broken down 
into 3 blocks of 32 trials. In the first block, one of the experimentally-constrained consonants 
appeared only in onset position and the other appeared only in coda position. In the second 
block, this constraint was reversed. In the third block, this constraint was reversed again so that 
it once again matched the block 1 constraint. The block boundaries were not announced to the 
participants. They were given a break halfway through the experiment, after trial 48, which 
occurs in the middle of block 2. 
So for example, in the "f"/"s" condition, "f" would appear only at syllable onset and "s" would 
appear only at syllable coda in block 1. In block 2, "f" would appear only at syllable coda and "s" 
would appear only at syllable onset. In block 3, "f" would again appear only at syllable onset 
and "s" would appear only at syllable coda. A list of constrained phonemes by participant 
number appears in Table 1. 
Trial lists were randomly generated using a JavaScript program written by Jill Warker. 
 
Procedure  
The experimental script was written in Matlab using the Psychophysics Toolbox (Brainard, 1997; 
Kleiner, Brainard, & Pelli, 2007). Participants were first instructed in the procedure through 
practice trials with the words "cat dog house car" in place of the nonsense CVCs used in the 
actual experiment.  
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To start each trial, the participant pressed the space bar. A sequence of 4 syllables appeared on 
the computer screen. The computer then played four tones for 50 milliseconds each at a rate of 
1 beat per second through loudspeakers. The fourth tone in the sequence was at a higher 
frequency than the others (1500 Hz for the fourth tone and 1000 Hz for the others) to signal to 
the participant to begin speaking on the next tone. The participant then spoke the four words 
on the screen in time with 4 more tones at 1 beat per second.  
Immediately after the sequence was read at the slow rate, the computer then played 4 tones at 
a faster rate of 2.53 beats per second. The fourth tone was once again at a higher frequency to 
signal to the participant to begin speaking. The participant then produced the on-screen 
sequence 3 times in a row, without breaks, at 2.53 beats per second. In total, each trial 
consisted of four repetitions of the on-screen sequence: once at a rate of 1 beat per second, 
and 3 times at a rate of 2.53 beats per second. 
Participants were recorded using a Shure headset microphone plugged into an ART tube 
microphone pre-amplifier that was plugged into the computer's 1/8 inch audio jack. The 
experimental script recorded each trial in .wav format at a sampling frequency of 44,100 Hz. 
 
Coding of errors 
Errors on the three fast repetitions of each trial were coded by NA. The initial reading at 1 beat 
per second was treated as practice and was not coded. Additionally, a second coder (EH) who 
was blind to the constrained-phoneme condition coded a randomly selected subset of 300 
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trials. Both coders were provided with the on-screen syllable sequence for each trial and coded 
all consonants that differed from the target sequence (both omissions and slips). Vowel errors 
were very rare and were not coded. In cases where a participant made a correction, only the 
initial error was counted. 
Across all productions in the 300 trials, the two coders agreed on the identity of the phoneme 
produced 96.3% of the time. However, this is inflated by the low error rate overall. Looking just 
at cases where the first coder identified an error, the second coder agreed that there was an 
error 61.7% of the time. This low agreement rate reflects the fact that the second coder was 
more conservative overall, identifying only 364 errors in the 300 trial subset. The first coder 
identified 525 errors in the subset. Looking at just cases where the second coder identified an 
error, the first coder agreed that there was an error 89.0% of the time. In cases where both 
coders agreed there was an error, they agreed on the identity of the phoneme produced (or 
marked that the phoneme was omitted) 91.4% of the time. 

























































































































































































































































































































































































































































 Block 1 - rule A Block 2 - rule B Block 3 - rule A 
Subject Unconstr. Exp. Constr. Unconstr. Exp. Constr. Unconstr. Exp. Constr. 
fsf1 0.683 1.000 0.833 0.800 0.941 1.000 
fsf2 0.778 1.000 0.643 1.000 0.800 0.800 
gkg1 0.824 0.900 0.722 0.556 1.000 1.000 
gkg2 0.750 1.000 0.750 1.000 0.900 1.000 
kgk1 0.800 0.952 0.810 0.417 0.880 0.682 
kgk2 0.667 1.000 0.600 0.714 1.000 0.429 
mnm1 1.000 1.000 0.667 0.455 0.889 0.889 
mnm2 0.731 1.000 0.636 1.000 0.765 1.000 
nmn1 0.615 1.000 0.667 1.000 0.733 1.000* 
nmn2 0.507 0.788 0.714 0.500 0.500 0.660 
sfs1 0.680 0.833 0.870 1.000* 0.750 1.000 
sfs2 0.563 0.750 0.667 1.000* 0.714 1.000 
Weighted mean 0.674 0.888 0.716 0.670 0.782 0.735 
Table 2.2- Exp. 1a legality proportions 
 
  













































































Subject performance summary 
Participants made 2063 consonant errors out of a total of 27,648 consonants produced (96 
trials * 3 fast repetitions per trial * 8 consonants per sequence * 12 participants), giving an 
overall error percentage of 7.46%. Of these consonant errors, 1446 (70.1% or 5.23% of the total 
number of consonants) involved the movement of a consonant in the target sequence. In the 
rest of the consonant errors, either the consonant was omitted, or a phoneme from outside the 
target sequence was produced. Only errors in which phonemes moved within a target 
utterance are informative for our hypotheses; errors of omission and errors which produced 
phonemes from outside the target sequence were thus not included in any analyses. 
Of the 1446 consonant movement errors in the experiment, 1174 (81.2%) of the consonants 
showed up in the same syllable position as in the target sequence, but in the wrong syllable. 
These syllable-position-maintaining errors will be referred to as "legal" errors. In the other 272 
consonant movement errors, the erroneous consonant showed up in a different syllable 
position than in the target sequence. These syllable-position-changing errors will be referred to 
as "illegal" errors. For example, if the target sequence included the syllable "hen", and the 
participant instead produced "nen", the onset-position "n" would be counted as an illegal error. 
Legality was determined by reference to the phoneme's syllable position on each trial. For the 
experimentally-constrained phonemes, this was consistent across trials within a block, while for 
unconstrained phonemes, a phoneme's legal syllable position varied from trial to trial. For 




Overall error legality 
Overall, the language-constrained phonemes /ŋ/ and /h/ were produced erroneously 431 
times. All of these errors were legal. This is unsurprising given the previously-observed 
robustness of the phonotactic regularity effect. The unconstrained phonemes were produced 
erroneously 684 times. Of these, 500 were legal errors (73.1%), while 184 were illegal. The 
experimentally-constrained phonemes were produced erroneously 311 times. Of these, 239 
(76.9%) were legal, while 72 were illegal. 
The primary question concerns the proportion of errors involving experimentally-constrained 
phonemes that maintained syllable position. See Table 2.1 for a summary of all errors by 
phoneme constraint status. Overall, constrained-phoneme slips in the first block maintained 
syllable position at a higher rate than unconstrained-phoneme slips (88.9% legal vs. 67.4% 
legal). In the second block (first reversal), constrained-phoneme slips were less likely to 
maintain syllable position than unconstrained-phoneme slips (67% legal vs. 74% legal). In the 
third block (second reversal), constrained-phoneme slips were again less likely to maintain 
syllable position than unconstrained-phoneme slips (73% legal vs. 78% legal).  
 
Legality proportions 
The primary question of interest is whether the subjects showed any evidence of having 
learned the rules imposed on the constrained phonemes. In order to answer this question, two 
error legality proportions were computed for each subject for each block of the experiment, 
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one for slips in which experimentally-constrained phonemes were produced (𝑝𝑙𝑒𝑔𝑎𝑙𝑐𝑜𝑛𝑠𝑡𝑟 ), and 





If a subject made no errors in a given block, 𝑝𝑙𝑒𝑔𝑎𝑙  was set to 1. While an argument could be 
made for setting these legality proportions to 0.5 (meaning an equal chance for errors to be 
legal or illegal), setting to 1 is a more conservative choice given the baseline tendency to 
maintain syllable position in the absence of a rule (the syllable position effect). Ultimately, 
however, this choice is unlikely to have an impact on the results as this was only needed in 19 
subject-block-condition combinations out of 878 total (across all experiments in this 
dissertation). 
 
Wilcoxon Signed-Rank tests 
The unconstrained legality proportion acts as a baseline level of legality; a constrained legality 
proportion consistently above this baseline level is evidence that subjects learned the rule. 
To determine whether the imposed rule was learned in a given block, each subject’s 𝑝𝑙𝑒𝑔𝑎𝑙𝑐𝑜𝑛𝑠𝑡𝑟  
was compared to 𝑝𝑙𝑒𝑔𝑎𝑙𝑢𝑛𝑐𝑜𝑛𝑠𝑡𝑟  using Wilcoxon’s Signed-Rank test. This non-parametric test for 
matched samples is used to determine the likelihood that the two sets of legality proportions 
come from populations with the same distributions. The difference scores are sorted by 
absolute value and then assigned a rank, which is given a positive or negative sign based on the 
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sign of the original difference score. For easy comparison between experiments, the sum of 
these ranks is then converted to a z-score. 
While this method is simple and justified by the data, it does not take into account differences 
in the number of errors in each cell; instead, it treats every legality proportion as an equally 
strong piece of evidence. An alternative analysis method would be a mixed-effects logistic 
regression model that predicts error legality based on constraint, block number, and trial 
number within each block, with random slopes by subject; however, the data are too sparse to 
consistently fit such a model, and the interpretation is less straightforward. (The effects of 
interest are 2- and 3-way interactions in this model). 
The Wilcoxon tests showed that, in block 1, there is strong evidence that subjects learned the 
rule (𝑝𝑙𝑒𝑔𝑎𝑙𝑐𝑜𝑛𝑠𝑡𝑟= 0.935 vs.  𝑝𝑙𝑒𝑔𝑎𝑙𝑢𝑛𝑐𝑜𝑛𝑠𝑡𝑟  = 0.715; z = 2.934). There is no evidence of learning in 
block 2 (𝑝𝑙𝑒𝑔𝑎𝑙𝑐𝑜𝑛𝑠𝑡𝑟= 0.787 vs. 𝑝𝑙𝑒𝑔𝑎𝑙𝑢𝑛𝑐𝑜𝑛𝑠𝑡𝑟= 0.712; z = 0.863) or in block 3 (𝑝𝑙𝑒𝑔𝑎𝑙𝑐𝑜𝑛𝑠𝑡𝑟= 0.872 
vs. 𝑝𝑙𝑒𝑔𝑎𝑙𝑢𝑛𝑐𝑜𝑛𝑠𝑡𝑟= 0.819; z = 1.274). 
 
DISCUSSION 
These results show that subjects learned rule A within block 1, but did not successfully learn 
rule B in block 2 or rule A in block 3. Contrary to what is seen in discrimination learning tasks, 
learning an initial rule makes learning subsequent reversals of that rule more difficult.  
What underlying pattern of learning might these results suggest?  One possibility is that 
subjects learn the first rule they encounter and stick with it. Perhaps they use the first few trials 
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to estimate each phoneme’s syllable position distribution and then raise their threshold for 
responding to further changes (while this explanation is a little bit of an over-reach, it’s useful 
for making a point).  This would predict above-baseline legality in block 1, below-baseline 
legality in block 2, and above-baseline legality in block 3. Clearly this is not what’s happening: 
when returning to rule A in block 3, constrained phoneme errors are actually less legal than the 
unconstrained baseline. The null effect in block 3 actually provides evidence in support of 
learning occurring in block 2. If subjects had learned nothing in block 2, their rule A 
performance should have stayed well above baseline in block 3.  
An alternative explanation is that subjects start with no bias toward legal positions for the 
constrained phonemes, but quickly develop a bias in block 1 toward rule A (e.g. “/f/ occurs in 
onset position, but not in coda position”). The experience with the opposite rule in block 2 
gradually moves their bias toward rule B (e.g. “/f/ occurs in coda position, but not in onset 
position”), but not quickly enough that constrained phoneme errors are more legal than 
baseline over the block as a whole. This possibility is hinted at by the positive slope seen on the 
constrained line in block 2 in Figure 2.1. Why would learning be slower in block 2 than block 1? 
On this account, learning is expected to be fast in block 1 because subjects are moving from 
unbiased to biased (“/f/ is 50% onset and 50% coda” to “/f/ is 100% onset and 0% coda”); while 
in block 2, their bias is moving twice as far, between the two extremes of the bias scale (from 
“/f/ is 100% onset and 0% coda” to “/f/ is 0% onset and 100% coda”). 
Note that if subjects learn nothing in block 2, their constrained legality should stay well below 
baseline (i.e., they should be more likely to continue placing /f/ in onset position, reflecting 
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maintenance of the /f/-onset rule). So learning within block 2 brings the legality from the 
below-baseline level expected if no learning had occurred, up to around baseline level. Then in 
block 3, if subjects had learned nothing of rule B they should show above-baseline legality 
because of their learning of rule A in block 1. Instead, they stay around baseline levels, 
suggesting that some un-learning of A (i.e. learning of B) had occurred in block 2. 
One problem with the above account is that if learning rate is consistent, learning should be 
faster in block 3 than in block 2, since bias starts at baseline level at the beginning of block 3, as 
opposed to below-baseline at the beginning of block 2. The fact that no evidence of learning 
occurs in block 3 suggests that bias becomes less moveable as the experiment goes on, perhaps 
because experience with previous trials is making the system more confident in its estimates 
(i.e. it now needs more evidence to change its mind). This idea is explored in chapter 5 with a 
simple computational model. 
In any case, these surprising results suggest a much slower recovery after rule-switching than 
Taylor and Houghton (2005) observed. In order to increase confidence in this novel finding, a 
full replication was run (below).  
 





All methods were the same as in experiment 1a, with the exception of the phonemes used. The 
letters “g” and “s” were replaced with “d” and “b”. The reason for this change was that many 
errors from experiment 1a were unusable because of inconsistent pronunciation of the letters 
“g” and “s” depending on whether they were in onset or coda position (“g” often being 
pronounced as /dʒ/ in onset position, and “s” often being pronounced as /z/ in coda position). 
The new letters “b” and “d” were intended as replacements that show less variation in their 
onset and coda pronunciations. 
 
Participants  
12 students from the University of Illinois at Urbana-Champaign were paid $10 for participating 
in one 50-minute session. Participants were recruited using the Psychology department's paid 
subject pool website. Participation was limited to individuals who learned English before the 
age of 5 in order to increase the likelihood that participants would begin the experiment with a 
native-like representation of English phonotactics. Participants were randomly assigned to 
receive a list where the constrained phonemes were /f/ and /b/, /k/ and /d/, or /m/ and /n/, 
with half receiving the first phoneme constrained to onset position and the second phoneme 






































































































































































































































































































































































































































 Block 1 - rule A Block 2 - rule B Block 3 - rule A 
Subject Unconstr. Exp. Constr. Unconstr. Exp. Constr. Unconstr. Exp. Constr. 
bfb1 0.750 1.000* 0.667 1.000 1.000 1.000 
bfb2 0.737 1.000 0.933 0.923 0.923 1.000 
dkd1 0.571 1.000 0.700 0.944 0.778 0.571 
dkd2 0.938 1.000 1.000 1.000 0.333 1.000 
fbf1 0.833 1.000 0.875 1.000 0.667 1.000 
fbf2 0.586 1.000 0.710 1.000 0.700 1.000 
kdk1 0.638 1.000 0.642 1.000 0.610 1.000 
kdk2 1.000 1.000 0.769 1.000 0.750 1.000 
mnm1 0.700 0.818 0.875 0.667 0.800 0.800 
mnm2 0.583 1.000 0.889 0.467 0.750 0.727 
nmn1 0.857 0.667 1.000 0.000 1.000 0.429 
nmn2 0.913 0.727 0.881 0.381 0.750 0.684 
Weighted mean 0.716 0.920 0.796 0.739 0.739 0.837 
Table 2.4 - Exp. 1b legality proportions 
 
 














































































Subject performance summary 
Participants made a total of 2399 errors out of a total of 27,648 consonants produced (96 trials 
* 3 fast repetitions per trial * 8 consonants per sequence * 12 participants), giving an overall 
error percentage of 8.68%. Of these 2399 consonant errors, 1515 involved the movement of a 
consonant in the target sequence. In the rest of the consonant errors, either the consonant was 
omitted, or a phoneme from outside the target sequence was produced. Only errors in which 
phonemes moved within a target utterance are informative for our hypotheses; errors of 
omission and errors which produced phonemes from outside the target sequence were thus 
not included in any analyses. 
Of the 1515 consonant movement errors in the experiment, 1251 (82.6%) of the consonants 
showed up in the same syllable position as in the target sequence, but in the wrong syllable 
(legal errors). In the other 264 (17.4%) consonant movement errors, the erroneous consonant 
showed up in a different syllable position than in the target sequence (illegal errors).  
 
Overall error legality 
Overall, the language-constrained phonemes /ŋ/ and /h/ were produced erroneously 363 
times. All of these errors were legal. The unconstrained phonemes were produced erroneously 
827 times. Of these, 620 were legal errors (75%), while 207 were illegal. The experimentally-
constrained phonemes were produced erroneously 325 times. Of these, 268 (82.5%) were legal, 
while 57 were illegal. 
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Wilcoxon Signed-Rank tests 
Tests were performed as in experiment 1a. 
In block 1, there is strong evidence that subjects learned the rule (p_legal_constr = 0.934 vs. 
p_legal_unconstr = 0.759; z = 2.197). There is no evidence of learning in block 2 (p_legal_constr 
= 0.782 vs. p_legal_unconstr = 0.828; z = -0.047) or in block 3 (p_legal_constr = 0.851 vs. 
p_legal_unconstr = 0.755; z = 1.172). 
 
DISCUSSION 
Just as in experiment 1a, subjects clearly learned rule A quickly within block 1, but there is no 
evidence of learning in the other blocks. 
Interestingly, the patterns hint at less learning of rule B in block 2, and more evidence of rule A 
in block 3, than in the previous experiment. While there’s not enough power to support the 
significance of this pattern, it is consistent with the predictions of the Warker and Dell model – 





Mixed-effects logistic regression 
In order to compare the two experiments, their combined data was analyzed in a mixed-effects 
logistic regression model. The crucial dependent variable is whether each error is legal or illegal 
(a binary outcome), making logistic regression the appropriate analysis technique.  
The model was built to predict error legality based on constraint (experimentally constrained vs 
unconstrained), block number (1vs2 vs 1vs3), and experiment (1 vs 2) and their interactions, 
with random slopes and intercepts for the effect of constraint by subject. Effects coding was 
used for all fixed effects. 
This random effects structure was chosen because the model did not converge when including 
random slopes by subject for the effect of block number, or the interaction of block number 
and constraint. Intuitively, the effect of constraint might be expected to vary between subjects 
more than the effect of block number. 
For the fixed effects, the only potentially interesting variable left out of the model is trial 
number, which would allow us to test for learning within blocks (e.g. to compare the slope of 
constrained legality in blocks 1 and 2; see e.g. block 2 in Figure 2.1). However, the model did 
not converge when this factor was included, likely due to the extreme sparsity of the data (as 
seen in the error count tables above, overall error numbers were very small). 
The coefficients for the fixed effects are shown in Table 2.5. Overall, error legality was higher in 
block 1 than in block 2 (z=4.088). This effect was carried by the higher legality for constrained 
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phonemes in block 1 over block 2, with unconstrained legality staying the same or slightly 
increasing. Additionally, legality was higher overall for constrained than unconstrained 
phonemes (z=2.168). Third, there was a significant interaction between constraint and block 1 
vs 2 (z=4.923), which is in accordance with the results of the Wilcoxon’s tests showing an effect 
of constraint in block 1 but not in block 2, in both experiments. None of the interactions 
involving experiment as a factor were significant, although there was a marginal main effect of 
experiment. 
 
Table 2.5 - Speech reversal logistic regression model coefficients 
 
Discussion 
The results of both experiments show fast initial learning of first-order rules. The lack of a 
constraint effect in blocks 2 and 3 suggest much slower learning after reversals. Unlike 
discrimination learning experiments, even those relying on implicitly-learned categories (e.g. 
Cantwell, Crossly, and Ashby, 2015), which show that initially learning a rule makes subsequent 
                                             Estimate   Std.Error  z-value Pr(>|z|)     
(Intercept)                                  1.947291   0.202303   9.626   < 2e-16 *** 
block_num1                                  -0.757578   0.185336  -4.088   4.36e-05 *** 
block_num2                                   0.001109   0.181115   0.006   0.9951     
constrained_phoneme1                         0.956365   0.441109   2.168   0.0302 *   
experiment1                                  0.700244   0.370449   1.890   0.0587 .   
block_num1:constrained_phoneme1             -1.825675   0.370830  -4.923   8.51e-07 *** 
block_num2:constrained_phoneme1             -0.329465   0.362279  -0.909   0.3631     
block_num1:experiment1                       0.257901   0.368778   0.699   0.4843     
block_num2:experiment1                      -0.331786   0.361997  -0.917   0.3594     
constrained_phoneme1:experiment1             0.145701   0.818798   0.178   0.8588     
block_num1:constrained_phoneme1:experiment1 -0.145782   0.736903  -0.198   0.8432     
block_num2:constrained_phoneme1:experiment1  0.656078   0.723890   0.906   0.3648     
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
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reversals easier to learn, these results suggest that learning a rule makes subsequent reversals 
more difficult to learn.  
The results point to a simple associative process underlying the learning occurring in these 
experiments. 
 This simple associative learning could consist in adjusting a bias to place the constrained 
phoneme into onset or coda position. The subjects come into the experiment with some bias 
(e.g. /f/ is more likely to occur in onsets than codas, but it does occur in both; see Goldrick, 
2004). But because of the counterbalancing across subjects, we can treat the initial bias as 50% 
onset/50% coda for each of the constrained phonemes. Over the course of block 1, subjects’ 
errors begin to track the rule A distribution (e.g. /f/ is 100% onset/0% coda). Over the course of 
block 2, subjects’ errors move towards the rule B distribution (/f/ is 0% onset/100% coda) but 
don’t make it all the way. Given a constant learning rate, it should take twice as long to learn 
rule B, because they have to return to the starting point (50/50) before they can fully reverse 
the rule.  
In this simple model, the only important determiner of rule learning rate is where a subjects’ 
current bias level sits on the onset-to-coda continuum. This model fits well with the results of 
blocks 1 and 2, but it does not fit as well with the block 3 results. If learning in block 2 only 
brings the bias back to 50/50, subjects should easily learn rule A again in block 3, as the starting 
point is the same as in block 1. Instead, the null effects suggest that subjects don’t learn the 
rule in block 3 any better than in block 2. While the stats don’t bear this out, inspecting the data 
does provide a hint that this might be occurring. In experiment 1a, subjects appear to have 
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learned rule B by then end of the second block (Figure 2.1), while rule A stays below baseline in 
block 3. In experiment 1b, rule B learning is less strong, and they in turn reach a higher level of 
A learning in block 3. This trade-off between B and A in blocks 2 and 3 (higher B learning leads 
to lower A learning) does fit with this model’s prediction. Unfortunately, the data are too sparse 
to meaningfully interpret the within-block slopes. 
One complication with the above account is that the baseline is not 50/50. The syllable position 
effect observed in natural speech holds true here – slips maintain syllable position about 70% of 
the time, even when they’re unconstrained. This may make learning more difficult to observe. 
It’s safe to assume, given that constrained phoneme slips are 90% legal in block 1, that subjects 
are starting block 2 with a strong bias against rule B. If rule A is 100% onset/0% coda, they’re 
starting block 2 at 90% onset/10% coda. Since subjects’ average performance across block 2 is 
30% onset/70% coda, does that mean that they’ve showed 60% learning across the block 
(compared with the 50% shift observed in block 1), or does the syllable position effect simply 
override this bias, masking any biases that would bring legality below 70%? The relationship is 
not at all clear from these data. 





Chapter 3 – Generalizing outside the speech domain: 1st and 2nd order button press studies 
The pattern of results observed in experiments with the speeded syllable production task make 
it clear that with simple position-dependent phonotactic rules, initial learning is fast and 
subsequent reversals are slow, suggesting associative learning without any scaffolding provided 
by initial learning. Overall, the pattern of results paints a picture of pure associative learning 
with no scaffolding, very much unlike the reversal shift results obtained in category 
discrimination tasks. Why might this be? Is this difference a product of the fact that we are 
comparing implicit learning to explicit learning, or might it be something more specific to the 
speech system? 
Relative to most laboratory tasks, we have a lot of experience with speaking. This language 
experience has trained us on the syllable as a relevant schema for organizing the speech 
stream. The rapidity of learning in the speeded syllable production task might be related to the 
fact that we have built up mental structures like syllables over our thousands of hours of 
speaking experience. In fact, the first order rules in the previous chapter are only “first order” if 
we assume knowledge of syllables as an organizing structure. The simplicity of the first order 
statement “f must be an onset” requires that there be a notion of an onset. And the greater 
complexity of a second order rule, “f must be an onset if the vowel is a, but a coda if the vowel 
is I” also depends on the concept of a syllable onset (or coda). 
If this is the case, we might expect very different results if we move outside the over-practiced 
domain of speech and into a novel task without a linguistic component. 
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Many studies of implicit learning of patterns in response sequences have used responses that 
do not correspond to spoken or even written language. Often subjects in these studies simply 
press response keys (e.g. Nissen & Bullemer, 1987). Or the responses correspond to simple 
symbols such as letters or shapes (e.g. Reber 1967). In the experiments in this chapter, I will 
examine the learning of rules that are directly analogous to first and second order phonotactic 
rules, but with sequences of button presses using the fingers and thumbs of both hands, 
instead of sequences of spoken phonemes. 
 
Experiment 2 – 1st order button press 
METHOD 
Participants  
18 students from the University of Illinois at Urbana-Champaign received course credit for 
participating in one 50-minute session. Participants were recruited using the Psychology 
department's course credit subject pool website. Participants were randomly assigned to lists.  
 
Materials  
Materials were designed to be analogous to the speeded syllable production task, but replacing 
phonemes with buttons on a button box. Participants were told to put their hands on the 
button box with their thumbs on the lower buttons (labeled “a” and “i” in the figure above) and 
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fingers on the upper buttons. Note that the buttons were unlabeled on the actual button box – 
the labels are given only to show the mapping between the speech task and the button task. 
Only 3 pairs of buttons appeared together as constrained buttons: analogous to experiment 1, 
the pairs are labeled by the corresponding phonemes on the figure above (/f/ and /s/, /k/ and 
/g/, or /m/ and /n/), with half of the subjects receiving the first button constrained to initial 
position and the second button constrained to final position, and the other half receiving the 
opposite constraint.  
 
Figure 3.1 - Visual illustration of the letter-to-button mapping used to generate materials in 
button press experiments. This figure appears here only to make the mapping between the two 
experiment types clear – participants were never given letter labels for the buttons. 
 
Sequences were generated according to the rules given in the description of experiment 1, with 
two exceptions. First, as there is no button equivalent to language-constrained phonemes (i.e. 
/h/ and /ŋ/), the sequences were shortened by 1 syllable. The other 6 consonant phonemes 
used in the speech task were each randomly assigned to one of the finger buttons (see Figure 
3.1), and sequence generation followed the same rules: restricted phonemes were first 
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randomly assigned to their positions, and the unrestricted phonemes were filled in randomly in 
the remaining consonant slots. The thumb buttons were given the role of the vowels in the 
speech task. The second exception was that rather than using the same “vowel” on every task 
as in the speech version, the “vowels” alternated between trials. So one trial would use the left 




The experimental script was written in Matlab using the Psychophysics Toolbox (Brainard, 1997; 
Kleiner, Brainard, & Pelli, 2007). Participants were told to produce the sequences in time with 
the tones and be as accurate as possible. They were also taught the color-coding scheme used 
to signal the order to key in the buttons in each “syllable” sequence: the red button was always 
pressed first, the blue button always second, and the grey button always third. They were then 
given two untimed sequences that they were required to key in accurately before moving on. 
Then, they were given a sequence that they had to key in perfectly in time with the metronome 
before they could begin the experimental trials. The number of attempts required varied, but 
all participants were able to pass this criterion within 5 minutes. 
To start each trial, the participant pressed any button on the box. A visual display consisting of 
three images of the button box with color-coded “syllables” appeared on the computer screen. 
The computer then played four tones for 50 milliseconds with an inter-stimulus interval of 700 
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milliseconds. The fourth tone in the sequence was at a higher frequency than the others (1500 
Hz for the fourth tone and 1000 Hz for the others) to signal to the participant to begin keying in 
the sequence on the next tone. In addition to the pitch cue, each syllable was highlighted with a 
yellow border when it was the intended target sequence. The participant then keyed in the 3 
“syllables” as the metronome continued. 
Immediately after the sequence was produced at the slow rate, the computer then played 4 
tones at a faster rate of one 50 millisecond tone every 350 milliseconds. The fourth tone was 
once again at a higher frequency to signal to the participant to begin. The participant then 
produced the on-screen sequence 3 times in a row, again with every 4th tone at the higher 
frequency to signal a break between “syllables”. In total, each trial consisted of four repetitions 
of the on-screen sequence: once at the slow ISI and 3 times at the fast ISI. 
Responses were recorded in the Matlab script using a Cedrus USB button box. 
 
Figure 3.2 - Example trial sequence as seen on the screen by participants in the button press 
experiments. Participants were shown the whole sequence at once, just as in the speech 
experiments (this sequence would be equivalent to the sequence “mak naf gas”). To help 
prevent participants from losing their place in the sequence, each of the 3 “syllables” was 




Coding of errors 
The script was written to automatically record the first response given within a time window 
around each beep of the metronome. Time window ranges were determined by examining pilot 
subjects’ (n=8) RT distributions within different windows to check for unimodality; bi- or tri-
modal distributions would imply that some of the responses recorded in one time window were 
intended for an earlier or later window (overlapping tails). The chosen time window began 250 
milliseconds before each tone and ended 100 milliseconds after. This window is skewed to the 
left because pilot subjects responded on average 80 milliseconds before tone onset. 
In order to directly compare results to the speech data, only errors that met the following 
criteria were included in further analyses: 1) the error occurred on a short ISI repetition (long ISI 
repetition was treated as practice, as in the speech study), 2) the error occurred in an “onset” 
or “coda” timeslot (e.g. a consonant button pressed in the vowel timeslot was NOT counted as 
an illegal error), and 3) the error involved the pressing of one of the “consonant” buttons (no 




















List Illegal Legal Illegal Legal
fs1 11 9 6 9 35
fs2 61 51 27 32 171
fs3 28 28 10 14 80
gk1 13 10 4 17 44
gk2 41 25 11 25 102
gk3 13 29 3 29 74
kg1 60 67 15 28 170
kg2 15 6 2 4 27
kg3 57 39 13 6 115
mn1 70 85 6 22 183
mn2 59 67 7 26 159
mn3 42 38 8 16 104
nm1 62 83 18 39 202
nm2 132 150 25 76 383
nm3 23 24 10 8 65
sf1 84 131 35 63 313
sf2 163 75 76 34 348
sf3 80 93 59 77 309
Total 1014 1010 335 525 2884
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Subject Unconstr. Exp. Constr. 
fs1 0.450 0.600 
fs2 0.455 0.542 
fs3 0.500 0.583 
gk1 0.435 0.810 
gk2 0.379 0.694 
gk3 0.690 0.906 
kg1 0.528 0.651 
kg2 0.286 0.667 
kg3 0.406 0.316 
mn1 0.548 0.786 
mn2 0.532 0.788 
mn3 0.475 0.667 
nm1 0.572 0.684 
nm2 0.532 0.752 
nm3 0.511 0.444 
sf1 0.609 0.643 
sf2 0.315 0.309 
sf3 0.538 0.566 
Weighted mean 0.499 0.610 
Table 3.2 - Exp. 2 legality proportions 
 
 












































































Wilcoxon Signed-Rank tests 
In order to determine whether subjects learned the rule, the legality proportion (see definition 
in exp 1a) for the constrained buttons was compared to the legality proportion for the 
unconstrained buttons. Legality was significantly higher for constrained buttons (63.4% vs. 
48.7%; z = 3.201). 
 
DISCUSSION 
Just as in all previously reported speech experiments, subjects learned the imposed first-order 
rule within one 96-trial session. Previous experience with the structure is apparently completely 
unnecessary for this type of fast implicit learning of distributions. 
However, one notable difference from the speech experiments is that there appears to be no 
syllable position effect: in the absence of a rule, a slip is equally likely to show up in a coda or an 
onset, regardless of where that button was supposed to occur in the target sequence. 
It is possible that experience with the structure is not necessary for a simple first-order rule, but 




Experiment 3 – 2nd order button press 
METHOD 
Participants 
12 students from the University of Illinois at Urbana-Champaign received course credit for 
participating in two 50-minute sessions on separate days. Participants were recruited using the 
Psychology department's course credit subject pool website. 
 
Procedure 




Materials were generated using the same mapping from phonemes to buttons as described in 
the methods section of experiment 2. However, while experiment 2 used a first-order rule, a 
second-order rule was used for this experiment, so that the syllable position of the constrained 
buttons depends on the “vowel”. The thumb buttons were given the role of the vowels in the 
speech task, with “vowel” alternating between left thumb and right thumb on subsequent 
trials. Second order rules were of the form “When the vowel is /ɪ/, /f/ is always an onset and /s/ 
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is always a coda; when the vowel is /a/, /f/ is always a coda and /s/ is always an onset” (using 
the button replacements shown in Figure 3.1 above). Subjects received randomly generated 




Table 3.3 - Exp. 3 error counts 
 
 
Day 1 Day 2
Unconstr. Constr. Unconstr. Constr.
Subject Illegal Legal Illegal Legal Illegal Legal Illegal Legal Total
1 71 66 22 34 50 44 15 17 319
2 34 10 22 19 16 19 9 17 146
3 12 10 6 3 6 1 1 2 41
4 9 19 6 2 8 8 2 54
5 111 35 80 28 20 30 9 21 334
6 20 23 10 18 5 3 1 1 81
7 72 69 15 16 11 4 3 9 199
8 74 81 16 36 207
9 16 13 6 17 3 3 1 59
10 31 13 11 17 3 2 1 7 85
11 71 34 21 17 21 11 4 3 182
12 60 47 30 33 22 9 3 4 208
13 92 63 24 31 27 28 8 9 282
14 149 26 86 32 12 8 3 6 322
15 200 210 66 74 118 69 17 26 780
16 30 23 14 15 12 10 2 3 109
17 21 7 15 11 30 7 5 5 101
18 41 26 12 23 11 5 4 9 131
Total 1114 775 462 426 375 258 88 142 3640
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 Day 1   Day 2   
Subject Unconstr. Exp. Constr. Unconstr. Exp. Constr. 
1 0.482 0.607 0.468 0.531 
2 0.227 0.463 0.543 0.654 
3 0.455 0.333 0.143 0.667 
4 0.679 0.250 0.500 1.000 
5 0.240 0.259 0.600 0.700 
6 0.535 0.643 0.375 0.500 
7 0.489 0.516 0.267 0.750 
8 0.523 0.692 *1.000 *1.000 
9 0.448 0.739 0.000 0.250 
10 0.295 0.607 0.400 0.875 
11 0.324 0.447 0.344 0.429 
12 0.439 0.524 0.290 0.571 
13 0.406 0.564 0.509 0.529 
14 0.149 0.271 0.400 0.667 
15 0.512 0.529 0.369 0.605 
16 0.434 0.517 0.455 0.600 
17 0.250 0.423 0.189 0.500 
18 0.388 0.657 0.313 0.692 
Weighted mean 0.410 0.480 0.408 0.617 
Table 3.4 - Exp. 3 legality proportions 
 






















































































































Wilcoxon’s signed-rank tests 
Wilcoxon’s signed-rank tests were performed comparing by-subject constrained and 
unconstrained legality proportions in each session. 
On day 1, constrained button errors were significantly more likely to be legal than 
unconstrained button errors (50.2% vs. 40.4%; z = 2.635). Again, on day 2, constrained button 
errors were significantly more likely to be legal than unconstrained button errors (64.0% vs. 
39.8%; z = 3.621).  
 
Mixed effects logistic regression 
A mixed-effects logistic regression model was also run to determine whether the legality 
advantage significantly interacts with day number. 
The selected model predicts error legality based on the fixed effects of constraint and day 
number and their interaction, and includes random slopes and intercepts by subject for the 
effect of day number. 
The results show a significant interaction between day and constraint such that legality is 
higher for constrained phonemes on day 2 (z = 2.083), as well as a significant main effect of 




Table 3.5 - Button press 2nd order logistic regression model coefficients 
 
DISCUSSION 
These results show that unlike in speech, subjects are remarkably able to learn button-based 
second-order “phonotactic” rules within a single session; although similar to the speech results, 
the learning effect is stronger on day 2, which leaves open the possibility that a consolidation 
effect is occurring here as in speech. 
The finding that 2nd-order learning is possible on day 1 bears an intriguing resemblance to 2nd-
order speech results with children, who learn these rules in a single session, unlike adults 
(Smalle, Muylle, Szmalec, & Duyck, 2017). Perhaps adults’ wealth of experience with speech has 
allowed them to trim down the list of possible features that can condition a second-order rule, 
while their lack of experience in the button-press task leaves them open to considering higher-
order combinations of buttons. 
The overall pattern of errors observed in the button press experiments shows a remarkable 
similarity to the speech results, which points toward a domain-general mechanism that is used 
by both speech and speeded button pressing.  
                      Estimate   Std.Error  z-value Pr(>|z|)     
(Intercept)          -0.394870   0.124877  -3.162   0.00157 **  
constrained1          0.430380   0.086535   4.973   6.58e-07 *** 
daynum2               0.004431   0.189329   0.023   0.98133     
constrained1:daynum2  0.380656   0.182738   2.083   0.03724 *   
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
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One possible explanation is that in serially ordered sequences, anything that can be learned by 
simply counting occurrences in a clear “slot” is learned rapidly through simple associative 
learning. That “slot” need not be as overlearned as a syllable structure, but could instead be 
any identifiable “edge” in the sequence (Gupta & Cohen, 2002). Another way to put this is if the 
system can identify that multiple responses are somehow the same, in that they are instances 
of the same higher-order “slot”, associative learning is fast.  
Because of the infinity of possible contexts to take into account when determining if two 
responses are instances of the same thing, we approach sequences with a bias towards 
grouping things together in certain ways; the hierarchical nature of the sequences is very 
obvious in both the speech and button press cases, that is, that they are made up of syllable-
like units, which are made up of individual button presses or speech sounds, and somehow we 
are biased to treat the parts of those syllable-like units as “slots”. Other aspects of the 
sequences can be treated as conditioning contexts, but consolidation appears to be required. It 
remains to be seen what the particular biases are about where to start searching the near-
infinite space of possible patterns, and whether those biases could be influenced by our 
experience with language, or if vice-versa, our language is shaped by these types of biases in 




Chapter 4 – Button press reversal studies 
In the previous chapter, I showed that errors in a nonlinguistic button pushing task followed 
first and second order "phonotactic" constraints. As in the speech task, the first-order rule was 
learned in the first session, and the second order rule was more prominently in evidence in a 
second session on the next day. These results, together the findings of relatively slow learning 
of a reversal of a first order rule point to a learning mechanism that is implicit, associative, and 
domain general. In this chapter, this mechanism is tested by examining whether the slower 
learning of a reversed rule is also found with the nonlinguistic analogue of the task. 
It is predicted that a button-push version of Experiment 1, the A-B-A task will show learning 
during the first A block, slow or uncertain learning of the reversed rule in the B block and 
difficulty re-acquiring the original rule. 
 
Experiment 4 – 1st order button press A-B-A 
METHOD 
Participants 
18 students from the University of Illinois at Urbana-Champaign received course credit for 
participating in one 50-minute session. Participants were recruited using the Psychology 





The procedure is exactly the same as in experiment 2. 
 
Materials 
The materials were generated as in experiment 2, but the first-order rules to be learned follow 
the rule-reversal structure from experiment 1. Lists consisted of 32 trials of rule A (e.g. the left 
index finger button only appears in “syllable” onset position, while the right middle finger 
button only appears in “syllable” coda position), 32 trials of rule B (the reverse of rule A: e.g. 
the left index finger button only appears in coda position, while the right middle finger button 
only appears in onset position), and 32 trials of rule A. Participants were not given any cue to 













Block 1 - rule A Block 2 - rule B Block 3 - rule A
Unconstr. Constr. Unconstr. Constr. Unconstr. Constr.
Subject Illegal Legal Illegal Legal Illegal Legal Illegal Legal Illegal Legal Illegal Legal Total
fs1 16 25 3 9 11 6 11 1 6 16 3 7 114
fs2 25 8 10 5 12 15 8 4 5 7 3 7 109
fs3 21 32 16 32 14 9 9 13 2 9 3 3 163
gk1 26 15 9 16 4 7 2 6 2 4 4 95
gk2 5 7 5 16 5 8 1 2 4 4 2 5 64
gk3 19 11 6 13 22 1 7 5 4 1 89
kg1 24 16 5 1 7 10 4 2 25 18 6 3 121
kg2 16 12 17 11 5 4 2 1 10 4 4 1 87
kg3 10 9 2 2 4 3 1 1 4 1 1 38
mn1 59 39 14 25 30 25 9 11 47 44 9 16 328
mn2 11 14 1 7 9 5 11 11 1 3 73
mn3 3 5 2 1 5 16
nm1 19 14 5 6 10 10 2 4 4 6 2 2 84
nm2 19 15 7 2 3 4 2 1 12 4 3 3 75
nm3 8 8 2 4 10 6 10 5 6 9 1 1 70
sf1 38 51 20 42 16 14 12 15 7 5 7 8 235
sf2 13 9 8 13 3 14 2 2 6 6 2 4 82
sf3 5 10 2 2 1 1 3 4 1 3 1 33
Total 337 300 131 202 164 151 88 71 160 149 54 69 1876
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 Block 1 - rule A Block 2 - rule B Block 3 - rule A 
Subject Unconstr. Exp. Constr. Unconstr. Exp. Constr. Unconstr. Exp. Constr. 
fs1 0.610 0.750 0.353 0.083 0.727 0.700 
fs2 0.242 0.333 0.556 0.333 0.583 0.700 
fs3 0.604 0.667 0.391 0.591 0.818 0.500 
gk1 0.366 0.640 0.636 0.750 0.667 1.000 
gk2 0.583 0.762 0.615 0.667 0.500 0.714 
gk3 0.367 0.684 0.043 0.000 0.000 0.200 
kg1 0.400 0.167 0.588 0.333 0.419 0.333 
kg2 0.429 0.393 0.444 0.333 0.286 0.200 
kg3 0.474 0.500 0.429 0.500 0.200 0.000 
mn1 0.398 0.641 0.455 0.550 0.484 0.640 
mn2 0.560 1.000 0.563 0.000 0.500 0.750 
mn3 0.625 1.000 0.833 1.000* 1.000* 1.000* 
nm1 0.424 0.545 0.500 0.667 0.600 0.500 
nm2 0.441 0.222 0.571 0.333 0.250 0.500 
nm3 0.500 0.667 0.375 0.333 0.600 0.500 
sf1 0.573 0.677 0.467 0.556 0.417 0.533 
sf2 0.409 0.619 0.824 0.500 0.500 0.667 
sf3 0.667 0.500 1.000 0.750 0.200 0.250 
Weighted mean 0.471 0.607 0.479 0.447 0.482 0.561 
Table 4.2 - Exp. 4 legality proportions 
 
 










































































Wilcoxon signed-rank tests 
Subjects learned the initial rule: constrained errors were significantly more likely to be legal 
than unconstrained errors in block 1 (59.8% vs. 48.2%; z = 2.178). There was no significant 
difference between constrained and unconstrained legality proportions in block 2 (46.0% vs. 
53.6%; z = -1.28) or block 3 (53.8% vs. 48.6%; z = 1.42). 
 
DISCUSSION 
The pattern of results observed here replicates the pattern seen in the speech experiments 1a 
and 1b: the initial rule was learned well, while constrained buttons didn’t differ from baseline in 
the subsequent blocks. 
The pattern is remarkably similar to experiment 1b in particular, just shifted down because of 
the baseline falling at 50% rather than 70%. Most notably, rule B ends up below baseline, while 
rule A in block 3 falls above the baseline, suggesting that incomplete learning of rule B in block 
2 allowed for an easier return to A. 
 





18 students from the University of Illinois at Urbana-Champaign received course credit for 
participating in one 50-minute session. Participants were recruited using the Psychology 
department's course credit subject pool website. Participants were randomly assigned to lists. 
 
Procedure 
The procedure is exactly the same as in experiment 2. 
 
Materials 
The materials were generated as in experiment 2, but the first-order rules to be learned follow 
an A, B, A, B structure. Lists consisted of 24 trials of rule A, 24 trials of rule B, 24 trials of rule A, 
and 24 trials of rule B. 
This experiment serves as a replication of experiment 4, with an extra chance to observe 














Block 1 - rule A Block 2 - rule B Block 3 - rule A Block 4 - rule B
Unconstr. Constr. Unconstr. Constr. Unconstr. Constr. Unconstr. Constr.
Subject Illegal Legal Illegal Legal Illegal Legal Illegal Legal Illegal Legal Illegal Legal Illegal Legal Illegal Legal
fs1 36 16 17 15 20 9 7 9 2 4 5 3 7 2 2 4 158
fs2 41 9 14 5 40 14 15 3 38 11 9 2 33 13 8 2 257
fs3 15 19 10 12 6 8 3 6 4 3 2 5 3 4 4 3 107
gk1 4 8 5 16 8 8 8 7 2 2 1 13 5 6 5 7 105
gk2 11 13 11 9 10 5 4 4 4 8 4 2 8 2 1 5 101
gk3 10 12 7 13 7 3 2 3 3 2 1 4 3 1 1 72
kg1 21 15 8 10 4 14 3 5 1 6 1 1 5 6 2 2 104
kg2 93 68 3 17 24 31 10 21 10 21 7 15 27 16 3 13 379
kg3 3 2 1 1 1 1 4 2 1 16
mn1 25 5 6 4 4 6 1 5 1 1 2 2 2 64
mn2 34 33 9 16 39 40 14 21 15 10 8 9 28 10 13 7 306
mn3 6 6 3 2 3 1 2 1 3 2 1 1 31
nm1 47 45 13 13 13 11 3 14 7 4 1 6 2 179
nm2 35 10 14 3 23 7 16 3 18 5 7 3 11 6 8 3 172
nm3 18 30 6 18 16 17 5 7 4 3 1 2 6 9 4 1 147
sf1 12 28 4 13 7 6 3 12 5 5 5 2 2 2 5 111
sf2 13 2 8 5 5 1 2 2 4 4 3 1 1 1 6 58
sf3 73 13 36 8 18 4 14 2 12 1 3 3 2 6 3 198
Total 497 334 172 181 247 187 111 112 137 98 56 72 153 84 61 63 2565
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 Block 1 - rule A Block 2 - rule B Block 3 - rule A Block 4 - rule B 
Subject Unconstr. Exp. Constr. Unconstr. Exp. Constr. Unconstr. Exp. Constr. Unconstr. Exp. Constr. 
fs1 0.308 0.469 0.310 0.563 0.667 0.375 0.222 0.667 
fs2 0.180 0.263 0.259 0.167 0.224 0.182 0.283 0.200 
fs3 0.559 0.545 0.571 0.667 0.429 0.714 0.571 0.429 
gk1 0.667 0.762 0.500 0.467 0.500 0.929 0.545 0.583 
gk2 0.542 0.450 0.333 0.500 0.667 0.333 0.200 0.833 
gk3 0.545 0.650 0.300 0.600 0.400 0.800 0.250 1.000 
kg1 0.417 0.556 0.778 0.625 0.857 0.500 0.545 0.500 
kg2 0.422 0.850 0.564 0.677 0.677 0.682 0.372 0.813 
kg3 0.400 0.500 0.000 1.000* 0.800 1.000 0.000 1.000* 
mn1 0.167 0.400 0.600 0.833 1.000 1.000 0.500 0.000 
mn2 0.493 0.640 0.506 0.600 0.400 0.529 0.263 0.350 
mn3 0.500 1.000 0.600 0.667 1.000 1.000* 0.400 0.500 
nm1 0.489 0.500 0.458 0.000 0.333 0.200 0.250 1.000* 
nm2 0.222 0.176 0.233 0.158 0.217 0.300 0.353 0.273 
nm3 0.625 0.750 0.515 0.583 0.429 0.667 0.600 0.200 
sf1 0.700 0.765 0.462 0.800 0.500 1.000 0.500 0.714 
sf2 0.133 0.385 0.167 0.500 0.500 0.250 0.500 1.000 
sf3 0.151 0.182 0.182 0.125 0.077 0.500 0.000 0.333 
Weighted mean 0.402 0.513 0.431 0.502 0.417 0.563 0.354 0.508 
Table 4.4 - Exp. 5 legality proportions 
 
 










































































Wilcoxon’s signed-rank tests 
Wilcoxon’s signed-rank tests were used to test whether the constraint was learned in each 
block. In block 1, constrained button errors were significantly more likely to be legal than 
unconstrained button errors (54.7% vs. 41.8%; z = 3.157). In block 2, constrained button errors 
were marginally more likely to be legal than unconstrained button errors (53.0% vs. 40.8%; z = 
1.938). In block 3, constrained button errors were not significantly more likely to be legal than 
unconstrained button errors (60.9% vs. 53.8%; z = 1.034). But in block 4, constrained button 
errors were again significantly more likely to be legal than unconstrained button errors (57.7% 
vs. 35.3%; z = 3.027). 
 
DISCUSSION 
The strong learning of rule A in block 1 is consistent with all other reversal experiments 
reported so far. But this is the first experiment to show nearly-significant learning of rule B in 
block 2. Given the shorter block lengths than in previous experiments (24 vs. 32 trials per 
block), it’s especially surprising that this happened here. However, it’s worth noting that the 
overall pattern is consistent with previous experiments: first, the effect of constraint is stronger 
in block 1 than in block 2, and second, the greater learning of B in block 2 leads to a 
corresponding drop in the learning of A in block 3 (although given that their learning rate was 
fast enough to switch from A to B, it should be fast enough to switch back from B to A, so this is 




Experiment 6 – 1st order button press random-A-B 
One notable difference between the previously reported button press reversal experiments and 
the speech versions is the size of the difference between constrained and unconstrained 
legality proportions in block A – in experiments 4 and 5, the constrained legality advantage is 
only about 12% compared to the ~20% constrained legality advantage in experiments 1a and 
1b. Perhaps the relatively weak learning of A is due to the fact that subjects are learning the 
task and the distributions simultaneously in the button press experiments, while the attentional 
demands of learning the task are much smaller in the speech experiment. 
 
Another potentially interesting difference between the speech and button press studies is that 
the speech phonotactic rule is limiting an existing distribution (e.g. /f/ goes from onset or coda 
to onset-only. In other words, subjects have lots of previous evidence for /f/-coda in English, 
followed by a lack of evidence in experimental context), while the button press rule is built on 
no prior experience (no prior evidence that, say, right index finger button can begin a button 
sequence). The following experiment attempts to make the button press rule more like the 
speech rule by starting with a block of trials where no constraints are present. This 
manipulation gives subjects a chance to start the initial constrained block with all buttons 
unrestricted, just as subjects in the speech experiments start with all the phonemes as 






24 students from the University of Illinois at Urbana-Champaign received course credit for 
participating in one 50-minute session. Participants were recruited using the Psychology 
department's course credit subject pool website. Participants were randomly assigned to lists. 
 
Procedure 
The procedure is exactly the same as in experiment 2. 
 
Materials 
The materials were generated as in experiment 2, but the first-order rules do not appear until 
after a 32-trial block in which no buttons are restricted. In the first 32-trial block, all buttons are 
equally likely to appear in onset or coda position (but the buttons that will be constrained later 
are still tallied separately in the figures and tables below for the sake of comparison). In the 
second 32-trial block, constrained buttons follow rule A, and in the third block, constrained 











Block 1 - no rule Block 2 - rule A Block 3 - rule B
Unconstr. Constr. Unconstr. Constr. Unconstr. Constr.
Subject Illegal Legal Illegal Legal Illegal Legal Illegal Legal Illegal Legal Illegal Legal Total
FS1 29 22 17 18 4 5 1 9 17 9 8 8 147
FS2 58 27 16 16 8 5 2 2 9 13 12 9 177
FS3 52 19 19 21 19 8 13 8 9 7 8 4 187
FS4 9 13 10 8 5 5 3 8 4 3 2 3 73
GK1 54 33 12 16 34 35 4 9 13 25 6 4 245
GK2 21 11 8 7 10 10 3 3 11 2 86
GK3 30 22 11 10 4 3 5 3 10 12 2 3 115
GK4 6 11 3 3 7 1 2 3 3 1 40
KG1 37 100 39 62 38 159 13 100 5 321 39 913
KG2 28 25 11 4 3 1 1 1 3 1 78
KG3 22 24 24 14 22 7 12 4 6 2 4 2 143
KG4 9 6 2 2 3 1 3 1 8 3 7 45
MN1 13 9 7 2 8 3 3 14 6 5 2 72
MN2 27 27 11 9 15 12 3 3 8 10 3 2 130
MN3 47 29 17 15 15 5 2 5 1 12 148
MN4 16 6 2 3 1 3 2 1 11 2 2 1 50
NM1 15 5 7 3 5 3 9 2 6 2 3 1 61
NM2 44 18 9 9 12 13 6 10 18 12 4 155
NM3 38 16 8 10 6 5 6 3 1 3 96
NM4 11 13 8 10 14 7 2 4 20 10 8 5 112
SF1 10 167 55 32 28 134 19 82 35 35 15 38 650
SF2 6 8 3 1 3 1 1 23
SF3 11 37 12 19 8 15 11 6 9 10 2 6 146
SF4 12 4 5 7 1 1 1 2 4 1 38
Total 605 652 313 301 260 451 116 269 221 515 88 139 3930
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FS1 0.431 0.514 0.556 0.900 0.346 0.500 
FS2 0.318 0.500 0.385 0.500 0.591 0.429 
FS3 0.268 0.525 0.296 0.381 0.438 0.333 
FS4 0.591 0.444 0.500 0.727 0.429 0.600 
GK1 0.379 0.571 0.507 0.692 0.658 0.400 
GK2 0.344 0.467 0.500 0.000 0.786 1.000 
GK3 0.423 0.476 0.429 0.375 0.545 0.600 
GK4 0.647 1.000 0.700 0.667 0.500 0.000 
KG1 0.730 0.614 0.807 0.885 0.985 1.000 
KG2 0.472 0.267 0.250 0.500 0.000 0.000 
KG3 0.522 0.368 0.241 0.250 0.250 0.333 
KG4 0.400 0.500 0.250 0.250 0.273 1.000 
MN1 0.409 0.222 0.273 1.000 0.300 0.286 
MN2 0.500 0.450 0.444 0.500 0.556 0.400 
MN3 0.382 0.469 0.250 0.714 0.923 *1.000 
MN4 0.273 0.600 0.750 0.333 0.154 0.333 
NM1 0.250 0.300 0.375 0.182 0.250 0.250 
NM2 0.290 0.500 0.520 0.625 0.400 0.000 
NM3 0.296 0.556 1.000 1.000 0.333 0.750 
NM4 0.542 0.556 0.333 0.667 0.333 0.385 
SF1 0.944 0.368 0.827 0.812 0.500 0.717 
SF2 0.571 0.250 1.000 0.000 0.000 *1.000 
SF3 0.771 0.613 0.652 0.353 0.526 0.750 
SF4 0.250 0.583 0.500 1.000 0.667 0.000 
Weighted 
mean 0.519 0.490 0.634 0.699 0.700 0.612 





Figure 4.3 - Exp. 6 legality proportions by block 
 
Wilcoxon’s signed rank tests show no significant legality advantage for constrained phonemes 
in block 1 (48.8% vs. 45.8%; z = .929), block 2 (55.5% vs. 51.4%; z = 1.104), or block 3 (50.3% vs. 
44.8%; z = 0.893). 
 
DISCUSSION 
Subjects did not learn the rule when preceded by random practice. It appears that the 
assumption that a block with no constraints would produce similar results to coming into the 
lab with an unconstrained distribution attached to a phoneme was misguided. The block of 












































































Mixed-effects logistic regression 
  
Figure 4.4 - First A block vs. first B block mean legality proportions by experiment, for all button 
press reversal experiments (4, 5, 6) 
 
As in chapter 2, a mixed-effects logistic regression model was used to compare the A vs B 
learning in the button press experiments. The model predicted error legality based on 
constraint, block (first A vs first B), and experiment (4,5,6), with random slopes and intercepts 


























The results show a significant interaction between constraint and block (z=3.813); constrained 
errors were overall more likely to be legal in A than in B. There was also a main effect of 
constraint (z=3.021); constrained errors were more likely to be legal overall.  
Finally, there were main effects of experiment, with highest overall legality in experiment 6 
(random-A-B), lower in experiment 4 (A-B-A), and lowest in experiment 5 (A-B-A-B). The reason 
for this pattern is likely to be that this model is only looking at errors from the first A and first B, 
and there is an overall trend in all experiments towards higher legality later in the session 
(basically an increase in the syllable position effect). In other words, it may be mostly an effect 
of how late in the experiment the errors occurred. 
Just as in the speech case, there were no significant interactions with experiment. The only 
major difference from the speech results is that legality is not higher overall in block 1 than 
block 2, which is likely attributable to the trend mentioned above, where overall error legality is 
increasing throughout the experiments, offsetting the higher constrained legality in block 1. 
 
Table 4.7 - Button press reversal logistic regression coefficients 
                               Estimate    Std.Error  z-value  Pr(>|z|)     
(Intercept)                     0.01593    0.10112    0.158    0.874840     
constrained1                    0.23641    0.07825    3.021    0.002518 **  
crit_blocks1                   -0.09120    0.06609   -1.380    0.167622     
exp1                           -0.23672    0.09852   -2.403    0.016268 *   
exp2                            0.49635    0.10575    4.693    2.69e-06 *** 
constrained1:crit_blocks1      -0.50184    0.13162   -3.813    0.000137 *** 
constrained1:exp1               0.29955    0.18905    1.585    0.113072     
constrained1:exp2              -0.25266    0.19445   -1.299    0.193837     
crit_blocks1:exp1               0.26385    0.18152    1.454    0.146053     
crit_blocks1:exp2               0.08925    0.18333    0.487    0.626368     
constrained1:crit_blocks1:exp1  0.59570    0.36144    1.648    0.099332 .   
constrained1:crit_blocks1:exp2 -0.01108    0.36549   -0.030    0.975816     
--- 




Chapter 5 – Counting models 
In this chapter, I attempt to model the learning effects using a model that relies on a running 
total of evidence accumulated over the course of the experimental session. A simplified model 
like this sidesteps many issues about how the speech production system is built in order to 
focus just on what can be learned from the evidence present in the experimental session. 
 
Rule-tracking model 
The simplest form of this counting model goes trial-by-trial and accumulates evidence toward 
one rule or its reverse, with the two rules represented as opposite extremes on a single 
dimension. 
Each trial where the target sequence obeys rule A (e.g. /f/ is an onset) is coded as 1. Each trial 
where the target sequence obeys rule B (e.g. /f/ is a coda) is coded as -1. The bias on a given 







This simple trial-by-trial count predicts one of the key findings from all reported first-order 
reversal experiments: rule A in block 1 is easier to learn than all subsequent rule reversals. In 
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this example simulation, the point when a rule is said to be learned is arbitrarily set to an 
evidence value of 8. The yellow line in Figure 5.1 marks the trial where this threshold is crossed 
in each block; it takes fewer trials to reach a criterion level of bias in block 1 than in subsequent 
blocks (16 trials into block 1, 23 trials into block 2, and 23 trials into block 3). This result also 
accords with the simulations reported in Anderson (2015) using a version of the syllable 
production model from Warker and Dell (2013): the unbiased start to block 1 makes the initial 
rule easy to learn, while learning takes longer in subsequent blocks due to the necessary 
unlearning of the previous rule. 
 
Figure 5.1 - Rule tracking model. Each trial is treated as evidence for either rule A (+1) or rule B 
(-1), and old evidence decays by 10% on each trial. A value of 8 is treated as the threshold for 
having learned rule A or B; the yellow line in each block marks the trial on which this threshold is 
crossed. 
 
Slot-based phoneme counting model 
This type of model can be taken a step further. Instead of simply treating each block as a whole 
chunk of evidence toward a rule, we can instead count the occurrences of each phoneme in 
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each syllable position throughout the experiment, and use those counts to predict the 
probability of each type of error.  
Assume that we have a fixed percent chance to produce an error in each syllable slot (say 10%), 
and when we make an error, we sample randomly from a distribution based on how often each 
phoneme has occurred in that slot. For instance, if the rule is “/f/ is always an onset”, there is a 
25% chance for the onset to be /f/ (with 4 syllables per trial sequence, /f/ is the onset on 1 of 
every 4 syllables), 25% chance for it to be /h/, 12.5% chance for it to be /m/, /n/, /k/, or/ g/, and 
0 chance for it to be /s/ or /ŋ/.  
Obviously, this model does not fully account for all sources of error, such as the influence of 
surrounding syllables. Furthermore, this model predicts 0 illegal errors for constrained 
phonemes, while we observed many. But an extremely simple model like this that just counts 
phoneme occurrences in each slot and produces errors by sampling from that distribution 
predicts the pattern observed in the 1st order reversal shift experiment, without relying on 
adjusting a second parameter, such as an attention weight as used by Kruschke (1996) to model 
fast reversals, or breaking the decision down into clustering and categorization as in Cantwell et 
al. (2015). Since /f/ occurs in 25% of all onsets produced and 0% of codas produced in block A, 
while the unrestricted phonemes occur in 12.5% of all onsets and 12.5% of all codas, this model 
predicts a legality effect in block A for restricted but not unrestricted phonemes. When block B 
begins, the distribution starts to shift as more and more /f/s are observed in coda position, until 
/f/ is more common in coda position than the unrestricted phonemes are. The level of decay 





The model consists of counts for each phoneme in a given syllable position. For simplicity, these 
simulations were run using only syllable onsets; the same predictions apply if codas are tracked 
instead. The assumption of this model with regard to syllable position is that onsets and codas 
have separate counts. These counts are built up by walking through an experiment list, syllable 
by syllable. Every time an onset occurs, all existing counts are first multiplied by 1 minus the 
decay parameter. Then the count for the phoneme that occurs is increased by 1. These decayed 
counts form a distribution at each point in time.  Each phoneme’s count is divided by the sum 
of all phonemes’ counts to generate a selection probability. 
Figure 5.2 shows the predicted selection probability for each possible phoneme, using 4 
different levels of decay. These figures were generated using a single subject’s list from 
experiment 1 (subject fsf1), in which the initial rule has /f/ constrained to onset position, and 
the reversed rule has /s/ constrained to onset position. The figures were generated by stacking 
up the proportional counts for each phoneme at each trial: the expected selection probability 
for each phoneme is the width of its color band at each trial “slice”. The bottom 25% of the 
figure is where the interesting predictions appear: blue is the predicted probability that an 
onset error on that trial will be an /f/, while orange is the same for /s/. 
At all levels of decay, this model predicts that constrained legality should be 100% in block 1. 
This contrasts with the observed experimental results, in that some illegal constrained errors 
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always occurred in block 1. But it captures one quirk of the results that the previous model does 
not capture: there is no gradual learning of rule A, but instead it is present from the beginning. 
In the context of these simulations, /f/ has been produced in onset position starting from the 
first trial, while /s/ is never produced in onset position until the start of block 2. Since this 
model predicts errors based only on past productions, it appears as if rule A is learned 
immediately. This same overall pattern can be simulated, but with more realistic intercept 
values, by initializing the counts in accordance with English phonotactics. 
The second interesting prediction is that after the initial rule is learned, all subsequent blocks 
will have a lower overall constrained legality, because of the memory of the previous 
occurrences of the now-illegal constrained phoneme. Rather than moving a bias along a single 
dimension as in the previous model, this model predicts that the time it takes for performance 
to become completely legal on a reversed rule (in other words, the time it takes to learn the 
reversed rule) is dependent on the time it takes for the memory of the previous block to decay. 
The two rules are not in direct competition: /f/-onset errors simply become less and less likely 
to occur as more time passes since an /f/-onset has appeared. But due to the fixed proportions 




Figure 5.2 – Stacked error selection probabilities by trial number. In these simulations, the model 
was given one subject’s trial list from experiment 1 (A-B-A), in which rule A has /f/ constrained 
to onset position and rule B has /s/ constrained to onset position.  
At high levels of decay (top row), the model predicts that errors will very quickly reflect the 
reversed rule in block 2 (trials 33-64), as shown by the steep drop off for predicted /f/ errors 
(blue) and concurrent steep increase in /s/ errors (orange). Rule A is equally quick to learn in 
block 3 as rule B in block 2. 
At low levels of decay (bottom row), lingering memory for the /f/-onsets which occurred in block 
1 lead the model to continue making errors that are consistent with rule A and never fully switch 
over to making errors consistent with rule B. This is visible in the mix of blue and orange during 
block 2. At the same time, this lingering memory for rule A makes learning of the reversed rule 
faster in block 3 than in block 2.  
High levels of decay also lead to increased sensitivity to randomly-occurring streaks in the 
syllable placement of unconstrained phonemes. This can be seen in the rapidly changing 
selection probabilities for /g,k,n,m/ on the top row compared to the bottom row, where there is 





Finally, this model predicts that the level of learning in block 3 is dependent on the level of 
learning in block 2 – or more accurately, the level of forgetting. At high levels of decay, the level 
of learning in block 3 should be identical to the level of learning in block 2. If block 1 is 
completely forgotten during block 2, block 3 begins just as block 2 began, with no memory of 
the other possible onset ever occurring. 
The experimentally observed results are more consistent with a lower level of decay (see Figure 
5.4). If the decay rate is low enough that rule B is not completely learned in block 2, the model 
predicts that rule A will be easier to relearn in block 3 than rule B was to learn in block 2. In all 
cases in which some memory of block 1 persists to the end of block 2 (that is, there is still some 
chance of making an /f/-onset error at the end of the /s/-onset block), the model predicts that 
block 3 (the return to rule A) will show a higher average legality proportion than block 2 (rule 
B). In these simulations, this occurs because the system remembers /f/ appearing in onset, so it 
starts block 3 with a non-trivial count for /f/-onset. In the extreme of no decay, block 3 begins 
with no bias toward rule A or B (see the bottom-right figure for decay = .0001 in Figure 5.2). 
Since the model has encountered an equal number of /f/ and /s/ onsets, and it doesn’t forget, it 
is equally likely to make either type of error. But unlike in the trial-based evidence model 
discussed above, or the syllable production model tested in Anderson (2015), starting block 3 
with no bias toward rule A or rule B does not mean that block 3 will be identical to block 1. The 




Figure 5.3 - Predicted legality proportions for constrained phonemes in experiment 1 at 4 levels 
of decay.  
 
  
Figure 5.4 – Observed legality proportions for constrained phonemes/buttons for the three A-B-
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This predicted pattern – high legality in block 1, low legality in block 2, and an in-between level 
of legality in block3 – fits with both the speech and non-speech ABA results (Figure 5.4). This 
finding lends support to the idea that both operate on a similar domain-general implicit 
learning mechanism. But how could this model generalize to the case of 2nd-order rule learning? 
Perhaps anything that can be currently represented as a count within an identifiable “slot” (like 
onset or coda, or sequence-start and sequence-end) can be learned quickly using a similar 
counting procedure to the one modeled above, but learning a new “slot” to cumulate over 
requires consolidation. Using the single-phoneme counts in each position, as in the previous 
simulation, this model would be unable to learn second-order rules as used in experiment 3 
(the button-push equivalent to previous speech 2nd order studies). If instead, the model could 
split its onset and coda counts into separate counts for e.g. onset slot when the vowel is “i” and 
onset slot when the vowel is “a”, it could learn the second order rule. If what is occurring 
between sessions of the second-order experiments is a count-splitting operation as just 
described, the prediction is that subsequent reversals of the second order rule would pattern 
just like subsequent reversals in the first order case – no additional consolidation would be 
needed, because the relevant counters are already implemented. The following experiment 




Chapter 6 – 2nd order reversal in speech 
Experiment 7 - 2nd order speech reversal shift (A/AB/BA) 
METHOD 
Participants  
12 students from the University of Illinois at Urbana-Champaign were paid $10 for participating 
in three 50-minute sessions occurring on separate days. Participants were recruited using the 
Psychology department's paid subject pool website. Participation was limited to individuals 
who learned English before the age of 5 in order to increase the likelihood that participants 
would begin the experiment with a native-like representation of English phonotactics. 
Participants were randomly assigned to receive a list where the constrained phonemes were /f/ 
and /s/, /k/ and /g/, or /m/ and /n/. For half of the participants, the first phoneme in the pair 
served as the onset for /ɪ/ trials and the coda for /æ/ trials in their initial rule, with the second 
phoneme in complementary distribution (e.g. for one subject, /fɪ-/, /-æf/, /sæ-/, and /-ɪs/ 
occurred in the initial block, but /fæ-/, /-ɪf/, /sɪ-/, and /-æs/ did not). 
 
Materials  
On each trial, a sequence of 4 CVC syllables appeared on the computer screen (e.g. "his fing kig 
nim"). In each sequence, the vowels were either all “i” or all “a”, alternating between trials. The 
8 consonant slots were filled in with "f", "s", "m", "n", "k", "g", "h", and "ng". Every sequence 
contained every possible consonant. In accordance with English phonotactics, "h" was 
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constrained to only appear in syllable onset position, while "ng" was constrained to only appear 
in syllable coda position. In addition, two phonemes were artificially constrained so that one 
appeared only in onset position and the other appeared only in coda position, conditioned on 
the identity of the vowel on each trial. For each trial, the constrained consonants were placed 
in a random legal position and the unconstrained consonants were placed in any remaining 
random position.  
In the first session, subjects were given 48 trials generated according to the initial rule as 
described above, e.g. if the vowel is /ɪ/, /f/ is always an onset and /s/ is always a coda, but if the 
vowel is /æ/, /f/ is always a coda and /s/ is always an onset. This rule can be referred to in a 
short hand form as “fas/sif” as opposed to “saf/fis”. The rule used to generate the session 1 
trials will be referred to as rule A. 
In the second session, subjects were given 96 trials. The first 48 followed rule A from the 
previous session, while the second 48 followed the complementary rule. So the /f/ and /s/ 
distributions that applied to /ɪ/ trials in rule A now applied to /æ/ trials. In other words, if rule A 
was “fas/sif”, rule B was “saf/fis”. 
In the third session, subjects were again given 96 trials. The first 48 followed rule B, while the 
second 48 followed rule A. 
 
Procedure  












  Day 2 Day 3
Rule A Block 1 - Rule A Block 2 - Rule B Block 1 - Rule B Block 2 - Rule A
Unconstr.Constr. Unconstr.Constr. Unconstr.Constr. Unconstr.Constr. Unconstr.Constr.
Subject IllegalLegal IllegalLegal IllegalLegal IllegalLegal IllegalLegal IllegalLegal IllegalLegal IllegalLegal IllegalLegal IllegalLegal Total
s01 6 45 0 8 3 33 5 10 3 47 14 8 1 20 1 5 0 25 4 5 243
s02 6 34 3 14 5 26 0 2 5 17 4 3 4 22 1 3 1 13 1 3 167
s03 13 57 3 8 10 29 5 3 8 41 19 5 4 15 1 1 5 34 2 3 266
s04 3 41 2 12 4 20 2 6 9 37 3 4 9 28 1 9 10 29 21 7 257
s05 15 93 3 10 22 56 0 15 16 93 8 12 11 64 0 11 26 94 4 17 570
s06 9 19 2 2 0 22 1 6 5 13 0 3 5 13 0 7 1 13 1 3 125
s07 8 16 1 4 3 22 2 2 5 38 2 9 5 6 0 1 7 21 1 3 156
s08 3 13 0 3 0 14 1 2 0 12 2 1 0 12 0 3 2 6 1 2 77
s09 24 42 12 11 13 56 3 24 7 48 17 15 2 31 3 8 7 37 2 9 371
s11 3 41 4 8 0 15 3 9 7 27 12 2 5 17 2 5 2 18 3 6 189
s12 3 34 2 14 3 16 1 8 3 32 1 6 2 24 0 8 3 24 0 6 190
s13 3 39 2 8 12 46 1 13 1 23 1 1 8 19 0 2 5 47 3 9 243
s14 0 23 0 12 5 16 0 4 2 19 0 3 2 15 0 3 0 36 0 5 145
s15 3 31 3 3 0 6 2 2 3 19 4 5 1 9 2 2 1 15 1 0 112
s16 3 21 3 4 4 10 1 3 1 8 1 6 2 11 0 6 0 11 0 2 97
s17 0 39 0 8 1 44 0 11 3 30 7 2 0 12 0 3 11 36 1 11 219
s18 3 2 2 1 0 1 0 0 0 1 1 1 0 2 0 0 2 3 0 1 20
s19 6 25 9 3 4 12 8 4 1 16 2 3 1 9 2 2 4 8 0 4 123
s20 14 28 0 4 8 25 0 3 9 31 0 5 3 13 0 3 14 22 0 3 185
s21 7 61 1 14 1 35 4 14 5 35 15 7 0 21 5 8 5 31 3 5 277
s22 4 32 7 11 9 19 1 4 3 10 1 3 4 28 2 8 5 26 4 6 187
s23 4 9 4 7 0 15 1 6 1 12 2 3 0 1 2 1 1 1 1 1 72
s24 7 22 2 4 3 8 0 4 8 19 10 3 1 15 4 3 2 17 3 4 139
Total 147 767 65 173 110 546 41 155 105 628 126 110 70 407 26 102 114 567 56 115 4430
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 Day 1   Day 2       Day 3       
 Rule A   Block 1 - Rule A Block 2 - Rule B Block 1 - Rule B Block 2 - Rule A 
Subject Unconstr. Exp. Constr. Unconstr. Exp. Constr. Unconstr. Exp. Constr. Unconstr. Exp. Constr. Unconstr. Exp. Constr. 
s01 0.828 1.000 0.857 0.667 0.939 0.364 0.900 0.833 1.000 0.556 
s02 0.760 0.824 0.706 1.000 0.688 0.429 0.789 0.750 0.875 0.750 
s03 0.658 0.727 0.600 0.375 0.667 0.208 0.636 0.500 0.800 0.600 
s04 0.875 0.857 0.733 0.750 0.640 0.571 0.625 0.900 0.677 0.250 
s05 0.717 0.769 0.500 1.000 0.754 0.600 0.718 1.000 0.690 0.810 
s06 0.571 0.500 1.000 0.857 0.545 1.000 0.500 1.000 0.857 0.750 
s07 0.273 0.800 0.769 0.500 0.848 0.818 0.167 1.000 0.611 0.750 
s08 0.727 1.000 1.000 0.667 1.000 0.333 1.000 1.000 0.500 0.667 
s09 0.579 0.478 0.755 0.889 0.825 0.469 0.913 0.727 0.825 0.818 
s11 0.813 0.667 1.000 0.750 0.611 0.143 0.643 0.714 0.800 0.667 
s12 0.857 0.875 0.769 0.889 0.857 0.857 0.875 1.000 0.800 1.000 
s13 0.889 0.800 0.692 0.929 0.933 0.500 0.556 1.000 0.844 0.750 
s14 1.000 1.000 0.688 1.000 0.833 1.000 0.833 1.000 1.000 1.000 
s15 0.786 0.500 1.000 0.500 0.750 0.556 0.800 0.500 0.917 0.000 
s16 0.786 0.571 0.636 0.750 0.875 0.857 0.714 1.000 1.000 1.000 
s17 1.000 1.000 0.958 1.000 0.813 0.222 1.000 1.000 0.633 0.917 
s18 0.400 0.333 *1.000 *1.000 *1.000 0.500 1.000 *1.000 0.333 1.000 
s19 0.750 0.250 0.556 0.333 0.929 0.600 0.875 0.500 0.429 1.000 
s20 0.517 1.000 0.667 1.000 0.727 1.000 0.786 1.000 0.563 1.000 
s21 0.720 0.933 1.000 0.778 0.706 0.318 1.000 0.615 0.800 0.625 
s22 0.862 0.611 0.500 0.800 0.700 0.750 0.833 0.800 0.667 0.600 
s23 0.625 0.833 1.000 0.900 0.944 0.500 1.000 0.800 0.750 0.500 
s24 0.897 0.667 0.864 1.000 0.633 0.333 0.846 0.545 0.857 0.786 
Weighted 
mean 0.741 0.733 0.745 0.800 0.776 0.466 0.764 0.806 0.759 0.685 




Figure 6.3 - Exp. 7 weighted legality proportions by trial 
 
 
Just as in experiment 1, analysis was limited to those consonant-movement errors in which 
subjects produced a consonant from within the set of phonemes that occurred in target 
sequences. Overall, 4.71% of consonants produced were errors that met these criteria (3254 
out of 69120 consonants produced), which is comparable to the rate found in experiment 1. 
Pairwise comparisons were made between the legality proportion of constrained phoneme 
errors and the legality proportion of unconstrained phoneme errors for each block on each day. 
Wilcoxon’s signed-rank tests were run using each subjects’ legality proportions in each block. 











































































































































unconstrained legality proportions, a difference in the “wrong” direction, with lower legality for 
the constrained phoneme errors (0.562 vs. 0.792; z = -3.00). 
The overall pattern suggests no learning of the constraint on day 1. However, on day 2, the 
strong tendency to make illegal errors on block B provides evidence that subjects have learned 
rule A. This is because errors that are illegal to rule B are legal to rule A. While no other 
differences were strongly supported, the differences in overall means show the following 
pattern: 1) in the first block on day 2, constrained phoneme errors were 6% more likely to be 
legal on average (80% vs. 74%), 2) in the first block on day 3, constrained phoneme errors were 
5% more likely to be legal on average (81% vs. 76%), 3) in the second block on day 3, 
constrained phoneme errors were 7% less likely to be legal on average (69% vs. 76%). 
This pattern suggests no evidence of learning the rules on day 1, strong evidence for a bias 
toward rule A on day 2, and weak evidence for a bias toward rule B on day 3. The clear take-
away from these results is that learning rule A on day 1 does not make it easier to learn rule B 
on day 2 – errors during the rule B block on day 2 show that subjects are still behaving as if they 
have learned rule A and show no evidence of moving away from that rule.  
 
DISCUSSION 
The pattern of results in the second-order reversal case suggests again that no knowledge is 
being acquired in the learning of rule A that helps aid the learning of rule B on day 2. In other 
words, even though consolidation seems to be required to learn rule A, that consolidation does 
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not involve the learning of something that can be generalized when the rule is reversed (so e.g. 
up-weighting attention weights to the identity of the vowel does not explain this slow reversal 
effect). Furthermore, the prediction from the counting model, that once new “slots” are 
developed to cumulate over (i.e., after initial consolidations), future reversals will proceed as in 
the first order case, was not borne out. Instead of making rule B easier to learn on day 2, 
subjects appeared to consolidate rule A alone, and were completely resistant to the fact that 
every trial in the second half of session two was violating rule A! 
What the results hint at is something more like batch-updating between experimental sessions 
– after session 1, the system updates its weights to be biased toward rule 1, and after session 2, 
the system updates its weights to be slightly biased toward rule B (the learning of rule B might 
be less extreme since the model is adjusting form a strong rule A bias acquired in session 1). 
This compelling possibility is only hinted at by the sparse data we have now; running a 







Chapter 7 – Conclusions 
Experiments 1a and 1b showed that a new first-order phonotactic constraint can be learned 
very quickly, while subsequent reversals of that rule cannot be fully learned. The speech 
production system, as revealed in the pattern of errors, behaves more like a backpropagation 
model than a person in a category discrimination task with reversals (see Kruschke, 1996): the 
initial rule interferes with, rather than helps, subsequent learning of rule reversals. 
Experiments 2, 4, 5, and 6 showed that this ability to quickly learn a new distributional rule and 
have it affect errors is not at all unique to the task of producing speech – even in a novel task 
involving pressing buttons in a visually-presented pattern, an initial first-order rule can be 
learned rapidly, while subsequent reversals of that rule are interfered with. However, the 
results of these experiments, as well as experiment 3, show some potentially interesting 
differences between the speeded syllable production task and its button-pressing analogue.  
First, there is apparently no baseline syllable-position effect in the button task; while even 
unconstrained phoneme errors tend to stick to their syllable positions in speech (around 70% of 
the time), this is not the case in the button task. Instead, unconstrained button errors appear to 
be truly random with respect to “syllable” position. Second, while second-order rules show no 
effect on error patterns until a second session, the same type of rule can be learned in a single 
session in the button task. In this way, adults in the button press task behave like children in the 
speech task, with the ability to learn more complex rules in a single session (Smalle et al., 2017). 
At the same time, there is evidence that consolidation between sessions led to a boost in day 2 
performance in the button task. 
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A model that counts occurrences of each possible response within a syllable slot provided a 
good fit to the overall pattern of results observed in the first-order experiments. The critical 
features that were well fit by this model were immediate learning of rule A in block 1, slower 
learning of all subsequent reversals, and better learning of the second reversal (block 3) than 
the first reversal (block 2). 
However, the model did not predict the pattern of results obtained in experiment 7. Rather 
than easy reversals after the initial consolidation period, the results of experiment 7 showed a 
pattern reminiscent of batch updating in back-propagation models. In terms of the counting 
model, it appears as if the counters are already in place, but consolidation is required to pull 
down the results of these higher-order counts – the distributions are not updated in real time. 
The body of results reported here point to a speech system that, instead of relying on a lifetime 
of accumulated experience to “set in stone” the observed distribution of phonemes across 
syllable positions, keeps up with distributional changes on a very short timescale. Furthermore, 
the mechanism by which errors begin to reflect changes in local distributional statistics appears 
to be not unique to the speech production system. Instead, this process can be modeled using a 
simple model of memory that might reflect one of the most basic functions of the implicit 
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