INTRODUCTION
The six-layered structure of the neocortex is one of the most prominent features of the mammalian brain. However, the role of laminar architecture in cortical information processing is still elusive. Pyramidal cells (PCs)-the principal neurons of the neocortex-show strong heterogeneity in morphology, physiology, and gene expression patterns both between and within layers (Douglas and Martin, 2004; Gilbert, 1983; Nelson et al., 2006; Szentagothai, 1983; Thomson and Lamy, 2007) . How do these PC populations differ in the strategies they use to encode information? And how does sensory and nonsensory information propagate through such diverse cortical circuits?
Although techniques to record from large neuronal populations are now well established, development of the concepts and quantitative metrics needed to characterize the structure of spiking activity in neuronal populations is still ongoing (Averbeck et al., 2006; deCharms and Zador, 2000; Engel et al., 2001; Harris, 2005; Rieke et al., 1997) . One metric that has recently seen increasing attention is sparseness (Barlow, 1972; Olshausen and Field, 2004) . In a ''sparse'' representation, signals are represented by the activity of a small fraction of neurons; the other end of this spectrum is a ''dense'' representation, in which signals are encoded by changes in the firing rates of large numbers of neurons. Recent experimental evidence favors sparse coding in several cortical regions, in multiple species, including rodents (Brecht, 2007; de Kock et al., 2007; Hromadka et al., 2008) , monkeys (Vinje and Gallant, 2000) , and humans (Bitterman et al., 2008; Quiroga et al., 2005) . Furthermore, recordings of individual neurons suggest that the sparseness of sensoryevoked responses may vary between cortical neuronal classes, in multiple sensory cortices (Brecht, 2007; de Kock et al., 2007; Simons, 1978; Swadlow, 1988 Swadlow, , 1989 Turner et al., 2005; Wallace and Palmer, 2008; Wu et al., 2008) .
The activity of the cortex, however, is not strictly determined by sensory input, and neocortical populations show coordinated, spontaneous patterns of spiking activity in the absence of specific sensory stimuli or motor outputs. Spontaneous neural activity has been best characterized during slow-wave sleep and anesthesia, where it is organized around an alternation of ''up states'' of generalized depolarization and spiking, and ''down states'' of hyperpolarization and neuronal silence (Hoffman et al., 2007; Steriade et al., 1993) . Spontaneous fluctuations in population activity are also observed during quiet wakefulness (Luczak et al., 2007 (Luczak et al., , 2009 Petersen et al., 2003; Poulet and Petersen, 2008) . Patterned spontaneous activity is believed to be important for brain functions such as memory consolidation, behavioral variability, and mental imagery (Fox and Raichle, 2007; Hoffman et al., 2007; Kraemer et al., 2005) , as well as pathological phenomena such as auditory hallucinations (Dierks et al., 1999; Hunter et al., 2006) .
Recent studies have suggested that the structure of spontaneous population activity in many ways mimics that of sensory responses (Curto et al., 2009; Ganguli et al., 2008; Kenet et al., 2003; Luczak et al., 2009; MacLean et al., 2005) . However, given the likely different roles of spontaneous and evoked activity, one might also expect consistent differences between them. One attractive candidate is their structure with respect to cortical layers. Sensory responses are driven mainly through inputs from thalamus, which terminate nonuniformly across layers, with primary thalamic afferents showing a bias in auditory cortex toward lower layer (L) 3 and L4 and the L5/6 border (Kimura et al., 2003; Romanski and LeDoux, 1993; Winer and Lee, 2007) . By contrast, spontaneous activity is believed to depend primarily on corticocortical connections (Sanchez-Vives and McCormick, 2000; Timofeev et al., 2000) , which have a different laminar profile of termination (Coogan and Burkhalter, 1993; Felleman and Van Essen, 1991; Rouiller et al., 1991) . How these anatomical differences affect the laminar structure of spontaneous and evoked population activity is unclear.
Here, we investigate the similarities and differences in laminar structure of evoked and spontaneous population spiking activity in primary auditory cortex of urethane-anesthetized and unanesthetized rats. Spontaneous and evoked firing patterns both exhibited sparse, spatially localized activity in L2/3 pyramidal cells (PCs), with densely distributed activity in larger L5 PCs and putative interneurons (INs) . The profile of activity onset across layers, however, varied between the two types of activity, spreading from putative thalamorecipient layers in the case of auditory responses, but upward from deep layers in the case of spontaneous events. These laminar structures of population activity held under both anesthetized and unanesthetized conditions.
RESULTS
In the first set of experiments, we combined large-scale extracellular recordings using silicon multisite electrodes (''silicon probes'') with simultaneous juxtacellular recording (Pinault, 1996) in urethane-anesthetized rats. We analyzed responses to pure tones of varying frequency and intensity and 1 s long ''click-trains'' of varying click frequency (Kilgard and Merzenich, 1999; Wang et al., 2008) and spontaneous activity during periods without sound presentation.
Morphologically identified PCs recorded with juxtacellular electrodes (''juxtacells'') were grouped based on somatic location: L2/3 PCs (n = 10); L4 PCs (n = 10; consistent with a previous report in auditory cortex [Smith and Populin, 2001 ], PCs were the dominant cell type in L4); L5 PCs (n = 28); and L6 PCs (n = 6). L5 PCs were further divided into two classes based on apical dendrite diameter: L5 thick PCs (L5 tPCs; apical dendrite diameter >2.5 mm; n = 9) and L5 slender PCs (L5 sPCs; apical dendrite diameter <2.5 mm; n = 19). Single units recorded extracellularly with silicon probes (''extracells'') were divided into four groups based on spike waveform and estimated somatic location: out of 1379 extracells, 97 were putatively classified as superficial PCs, 655 as deep PCs, 13 as superficial INs, and 100 as deep INs (see Experimental Procedures and Figures S1-S3 for further details; note that to reduce the risk of misclassification, only a subset of extracells were assigned to groups).
Cell-Type-Dependent Sparseness of Auditory-Evoked Activity To investigate whether coding sparseness differs between cell classes, we first characterized the auditory tuning of individual neurons. Figures 1A and 1B illustrate the tuning of five juxtacells with responses typical of their class (see also Figure S4 ). In general, L2/3 PCs exhibited highly selective responses in both the spectral and temporal domains, while L5 tPCs were broadly tuned to both stimuli. L4 PCs and L5 sPCs were intermediate between two classes, with L5 sPCs showing heterogeneous response profiles. Intriguingly, L6 PCs showed strikingly different response profiles than other classes, typically without clear frequency-tuned responses (5/6 cells), but sometimes responding to tones and clicks after an $200 ms delay (2/6 cells; Figure 1B ). While our juxtacellular recordings did not yield a large enough number of morphologically identified interneurons to perform statistical analyses (n = 4), putative INs could be identified in large-scale extracellular recordings by spike waveform ( Figure S3 ). Figure 1C shows the spectral tuning of illustrative putative PCs and INs of superficial and deep layers (see also Figure S5 ). The firing rates and tuning sharpness of putative PCs did not differ significantly from those of morphologically identified PCs of the corresponding layers ( Figure S6 ); the tuning of putative INs, however, differed from that of PCs, with superficial putative INs showing broader tuning, more similar to deep PCs than to superficial PCs.
The above examples thus suggest that coding sparseness differs between cortical cell classes. We next set out to quantify this impression. Several measures of coding sparseness have been described (Olshausen and Field, 2004; Willmore and Tolhurst, 2001 ). Because we will later compare the sparseness of evoked responses and spontaneous events, for which standard measures are not applicable, we used a ''response probability'' measure, defined as the probability that a neuron would fire at least one spike in response to any given stimulus presentation ( Figure 2A ). For juxtacells, this analysis supported the visual impression conveyed by the example neurons, with L2/3 and L6 PCs showing sparsest activity (i.e., lowest response probabilities) and L5 tPCs the densest activity (i.e., highest response probabilities). For extracells, consistent results were observed: response probability of putative superficial PCs closely matched that of morphologically identified L2/3 PCs, and deep PCs showed response probability intermediate between identified L5 sPCs and tPCs, consistent with the extracellularly recorded population being primarily a mixture of these classes. Putative INs of both layers showed response probability similar to that of deep PCs rather than superficial PCs (Figure 2A ). The dependence of response probability on cell class was similar for both tone and click train stimuli ( Figure 2B ; see Experimental Procedures). Analysis of covariance (ANCOVA) revealed that this did not simply reflect a common effect of cell class (p < 0.0001), suggesting that sparseness was correlated between stimulus types even within neurons of a single morphological class. Similar results were obtained using several other sparseness measures ( Figure S7 ).
Sparseness measures do not fully summarize the character of a neuron's sensory tuning; for example, while the measured sparseness of L2/3 and L6 PCs was not significantly different, visual examination of their spectral tuning suggested that L6 PCs (but not L2/3 PCs) carry little information about stimuli during onset periods. To quantify this, we adopted an information-theoretic approach to estimate how well we could predict the cells' response (i.e., spike count) from the presented tones on single-trial basis ( Figure 2C ; see Experimental Procedures).
The results of this analysis were again consistent with the examples of Figure 1B : predictability measured in bits per spike was highest in L2/3 PCs ( Figure 2C ), consistent with sharpest tuning in these neurons; L6 PCs typically carried little information about tone identity ( Figure 2C ). Thus, we found clear laminar differences in auditory responses, with sparse and more informative activity in L2/3 PCs and denser activity in larger L5 PCs and putative INs.
Cell-Type-Dependent Sparseness of Spontaneous Activity We next asked whether the patterns of sparseness described above also apply to spontaneous activity patterns. We began by examining patterns of multiunit activity (MUA), recorded with linear multisite electrodes ( Figure 3A ). As previously described (Luczak et al., 2009) , spontaneous activity within presumptive L5 consisted of an alternation between periods of network silence (''down states'') and generalized spiking activity (''up states,'' see Figure S8 for further information; note that what we refer to as ''up states'' are likely to include the ''bumps'' described by Zador [2004, 2006] ). Some but not all up states visible in deep layers were accompanied by activity in the immediately overlying superficial layers. Figure 3B shows a histogram of normalized MUA rate in both layers during the first 50 ms of all detected up states. For deep layer activity, the histogram had a broad distribution; for superficial layer activity, however, the histogram showed a major peak at 0, confirming that many up states did not cause measurable superficial spiking activity (see also Figure S9 ). To investigate the participation of different identified cell classes in up states, we again used a response probability measure, here defined as the probability a cell would fire at least one spike in any given up state. A similar pattern of sparseness was seen as for auditory responses, with L2/3 and L6 PCs showing the lowest response probability and L5 tPCs the highest ( Figure 3C ). Response probability was correlated on a cell-to-cell basis between spontaneous and auditory-evoked activity ( Figure 3D ). Again, this did not simply reflect the common effect of cell class on response probability (ANCOVA, p < 0.05 for tones and up states; p < 0.05 for click trains and up states), suggesting that consistent variations in sparseness both between and within cell classes were preserved in spontaneous and evoked activity.
Difference in Propagation of Activity across Cortical Layers
The above analyses showed that the pattern of sparseness across cortical cell classes was similar between evoked and spontaneous activity. However, we observed a clear difference between these two types of events in the propagation of activity between layers. Figure 4A shows examples of laminar MUA traces during successive evoked and spontaneous spiking events. At the onset of auditory responses, activity originated in the upper middle and a part of deep layers, locations that also corresponded to the locations of early sinks revealed by current source density (CSD) analysis ( Figure S10 ). Activity at up state onset, however, was first seen in the deep layers and spread upward ( Figure 4A ). To quantify the difference between these patterns, we computed a ''peak latency'' measure, defined as median MUA spike time in a 50 ms window after event onset, as a function of putative laminar location (Figures 4B and 4C; for different measures of latency see Figure S11 ). This analysis confirmed a significant difference in laminar temporal profile between the onset of up states and auditory-evoked responses ( Figure 4C ). The observed laminar profile of auditory responses was similar across responses to clicks and multiple tone frequencies and intensities that evoked spiking responses (Figure S12) , as well as between experiments ( Figure S10 ).
Spatial and Laminar Dependence of Correlated Activity
The results described above focused on the properties of individual neurons, and the coordination of neurons within a single cortical column, but not the organization of activity across multiple columns. For example, sparse firing of superficial PCs could reflect either spatially localized or distributed activity (Figure 5A) . Because primary auditory cortex is tonotopically organized (Schreiner et al., 2000) , we expected that, for tone responses, activity should be spatially localized; however, the spatial structure of click responses and up states and the organization of trial-to-trial response variations was not obvious a priori.
To address this issue, we used spike-sorted extracellular population activity recorded from multishank silicon probes (Figure 5B) . Visual examination of rasters suggested spiking activity in superficial layers to be locally clustered compared with deep layers, for up states as well as responses to tones and clicks ( Figure 5B ). To quantify this impression, we performed a correlation analysis on spike counts in the 50 ms period following event onsets ( Figure 5C ). For up states, correlations between pairs of superficial cells were much stronger for local pairs recorded from the same shank (estimated spacing <$50 mm) than for distal pairs from separate shanks (estimated spacing >$200 mm); in deep layers, however, there was only a subtle difference between local and distal correlations. For sensory coding, two types of correlations are typically distinguished: similarity of average tuning curves (''signal correlations'') and correlated variability between response to repetitions of a particular stimulus (''noise correlations'') (Averbeck et al., 2006; Gawne and Richmond, 1993) . For all correlation types, a qualitatively similar pattern was observed as for up states: in superficial layers, correlations were stronger for local than distal pairs, while in deep layers, there were only subtle differences between local and distal correlations ( Figure 5C ).
Spatiotemporal Dispersion of Evoked and Spontaneous Activity
The spatial dependence of cell-to-cell correlations was therefore consistent with sparse, spatially localized activity in L2/3, occurring on top of broader activity in L5. To confirm this possibility more directly, we employed a different experimental approach ( Figure 6A ), in which multisite electrodes were inserted parallel to the layers of auditory cortex. Figures 6B and 6C show examples of MUA traces recorded with this approach, for up states and evoked responses, respectively. There was considerable variability between events in the set of sites at which activity was induced, particularly in the superficial layers. Consistent 
. Sparseness of Sensory Responses Varies between Cell Classes
(A) Sparseness was assessed using a ''response probability'' measure, for which smaller values indicate sparser firing (see text). Bars above and below the dotted line indicate cell classes identified morphologically by juxtacellular recording (''juxtacells'') and silicon-probe-recorded units putatively classified by spike waveform (''extracells''), respectively. Asterisks denote pairwise post-hoc lsd tests, indicating a significant difference (p < 0.05) to the class corresponding to that color. Post-hoc comparisons were performed for juxtacells and extracells separately. sP, superficial PCs; dP, deep PCs; sI, superficial INs; dI, deep INs. Error bars indicate SE. (B) Sparseness is correlated across stimulus types. Each symbol shows the response probability of one cell to tone and click stimuli, with large symbols indicating juxtacells. (C) Information-theoretic analysis. L2/3PCs showed greater predictability from the presented tone, measured in bits/spike, than L4PCs, L5tPCs, and L6PCs (ANOVA with post-hoc lsd test, p < 0.01). with the correlation analyses described above, activity was more spatially localized in superficial than in deep layers, which was statistically confirmed by a measure of spatial dispersion (Figure 6D ). In addition, the speed with which activity spread across recording sites was on average faster for evoked events than for up states, consistent with the tendency for the latter to sometimes propagate as traveling waves (Luczak et al., 2007; Petersen et al., 2003) (Figures 6E and S13 ).
Sparseness and Propagation of Population Activity in Unanesthetized Animals
To determine how well the above results, collected under urethane anesthesia, generalized to unanesthetized animals, we performed further recordings using silicon probes in headrestrained, unanesthetized rats (n = 7; see Experimental Procedures). Out of 235 spike-sorted single units, we identified 48 putative superficial PCs, 121 putative deep PCs, 4 putative superficial INs, and 14 putative deep INs. Because the number of recorded superficial INs was too small for statistical analysis, we pooled these two IN populations for further analysis. Consistent with previous results (Luczak et al., 2007; Petersen et al., 2003; Poulet and Petersen, 2008) , we observed coordinated spontaneous fluctuations of population activity in these data ( Figure 7A ). Also consistent with a recent study (Greenberg et al., 2008) , we noticed several quantitative differences in neuronal activity between unanesthetized and urethane-anesthetized conditions, including higher mean firing rates and weaker spontaneous correlations in superficial and deep layers ( Figure S14 ).
To gauge whether our main observations under anesthesia generalized to this data set, we repeated the analyses described above. First, we investigated the cell-type-dependent sparseness of both auditory-evoked and spontaneous activity ( Figures  7B-7D) . As under anesthesia, visual examination of spectral tuning suggested sharper tuning of superficial PCs than deep PCs ( Figure 7B ), which was statistically confirmed using the Figure 2A) . (D) Correlation of response probability between sensory responses and up states (cf. Figure 2B ). response probability measure ( Figure 7C ). Putative INs showed higher response probability than both classes of putative PCs. Similar results were found for click-evoked responses and spontaneous events and were also confirmed using other measures of sparseness ( Figure S15 ). Moreover, response probability was correlated on a cell-to-cell basis between events ( Figure 7D ; ANCOVA, p < 0.01 in all cases; cf. Figures 2B and 3D) . Thus, although firing rates were higher for all cell classes in the unanesthetized data, the relative pattern of sparseness between cell classes was similar in both cases.
Second, examination of the laminar profile of evoked and spontaneous activity onset across layers suggested a pattern similar to that found under anesthesia, with spontaneous events spreading upward from deep layers and auditory evoked activity originating in the upper middle and a part of deep layers (Figure 8A ). This impression was statistically confirmed using the ''peak latency'' measure (Figures 8B and 8C ; cf. Figure 4) ; also similarly to the anesthetized case, the laminar locations of earliest stimulus-evoked spiking corresponded to early current sinks as revealed by CSD analysis ( Figure S16) .
Finally, analysis of data collected with electrodes parallel to the cortical laminae (n = 2) confirmed that the spatial dispersion of population activity in superficial layers was narrower compared to deep layers (Figures 8D and 8E ; cf. Figure 6 ). The spread of activity across cortical columns was also faster for evoked activity (120.5 ± 5.1 mm/s in superficial layers; 100.3 ± 4.9 mm/s in deep layers) than spontaneous events in the corresponding layers (54.0 ± 9.5 mm/s in superficial layers; 65.5 ± 5.1 mm/s in deep layers) (ANOVA and post-hoc lsd test, p < 0.01). Thus, while we found quantitative differences between anesthetized and unanesthetized conditions, our experiments suggested that the general laminar structure of evoked and spontaneous activity was similar in both cases.
DISCUSSION
We compared the laminar structure of evoked and spontaneous population activity in primary auditory cortex. Common to both types of activity was a laminar and cell-type-dependent variation in sparseness, with sparse spatially clustered activity in PCs of superficial layers and distributed dense activity in the deep layers, with densest firing in large L5tPCs and putative INs. Spontaneous and evoked activity differed, however, in the spread of activity across layers and columns, with sensoryevoked activity showing earliest activation in putative thalamorecipient layers and rapid spread across cortical columns, but spontaneous patterns spreading upward from deep layers and spreading more slowly between columns. These patterns are summarized in Figure 9 .
Comparison with Previous Studies
Laminar organization has been studied in a large number of cortical areas and species, using a variety of stimulus paradigms, animal conditions (e.g., anesthetized or unanesthetized), and experimental methods to identify particular neuronal classes, posing challenges for direct comparison of different data sets. The combination of juxtacellular and large-scale extracellular recording used here has, to our knowledge, not yet been applied in any sensory modality. However, several previous recordings of single-neuron sensory responses appear consistent with our findings, in particular regarding sparser activity in superficial PCs, denser activity in large or subcortically projecting L5 PCs, and differences between superficial PCs and INs (Brecht et al., 2003; Brecht, 2007; de Kock et al., 2007; Sohya et al., 2007; Swadlow, 1988 Swadlow, , 1989 Swadlow, , 1994 Turner et al., 2005; Wallace and Palmer, 2008; Wu et al., 2008) . Of particular interest, however, is a recent study by Hromadka et al. (2008) , who used cell-attached recording techniques in auditory cortex of unanesthetized rats, but reported only modest differences in spontaneous and evoked responses across layers. We suggest that one or more of three factors may contribute to this apparent discrepancy. First, while our study used adult rats (several months old), Hromadka et al. used juveniles (younger than 1 month). Second, although it is unlikely that anesthesia itself is a sufficient explanation (we found a consistent laminar profile of sparseness in both anesthetized and unanesthetized animals), it remains possible that differences in age or training paradigm led to differences in the attentional or cognitive state of the unanesthetized subjects in the two studies. Finally, while both studies reported denser activity in narrow-spiking putative INs than putative PCs, their depth analysis was based on the full population of morphologically unreconstructed neurons, suggesting that the lack of reported depth tuning might result from the inclusion of densely firing superficial INs, in addition to sparsely firing superficial PCs.
Cortical activity has been studied with optical imaging methods, which primarily reflect activity in the superficial layers. Our conclusion of sparse, spatially localized activity in superficial layers might at first appear to conflict with voltagesensitive dye (VSD) studies, which show both sensory-evoked and spontaneous events spreading over large areas of the sensory cortical surface Kenet et al., 2003; Petersen et al., 2003) . We note however that VSD imaging reflects subthreshold depolarization rather than supratheshold spiking. Indeed, simultaneous imaging of voltage-and calcium-sensitive dyes (which primarily reflect suprathreshold spiking) indicates that suprathreshold activity is spatially localized within the somatosensory cortex, compared to subthreshold activation (Berger et al., 2007) . We speculate that the widespread distribution of superficial subthreshold activity seen with VSD might correspond more closely with the distribution of spiking in the deep layers and that deep-to-superficial intracolumnar projections might contribute to the broad distribution of subthreshold depolarization reported in superficial layers.
More generally, while a number of prior studies have described similarities in the structure of spontaneous and evoked activity (e.g., Kenet et al., 2003; Luczak et al., 2009; MacLean et al., 2005) , we are not aware of previous reports of consistent differences between these two types of activity. We suggest however that differential flow of activity between layers was unlikely to have been found in these previous studies, which studied only populations within single layers, either due to the use of surface optical imaging (Kenet et al., 2003) , or a focus on L4 (MacLean et al., 2005) , or extracellular electrodes located in deep layers (Luczak et al., 2009 ). The picture of Figure 9 therefore appears broadly consistent with studies using multiple techniques in multiple cortical areas, perhaps suggesting a mode of operation of cortical laminar circuits that might be common across multiple sensory regions.
Possible Mechanisms for Laminar-Dependent Patterns of Activity
What mechanisms could account for the differing patterns of activity in superficial and deep layers? In the case of pure tone stimuli, given the facts of tonotopic organization and sharper tuning in superficial than deep layer PCs, one would predict a spatial distribution similar to that outlined in Figure 9 . However, the fact that a similar distribution is also seen for click responses, spontaneous up states, and noise correlations suggests that the same mechanisms that cause layer-dependent frequency tuning might also shape layer-dependent sparseness patterns in more general circumstances. Although it is not yet possible to give a firm answer to what these mechanisms are, in vitro work in auditory and other sensory cortices suggests a number of potential candidates. While lateral excitatory connections in deep layers are typically strong and widespread (Feldmeyer et al., 2006; Schubert et al., 2007; Thomson and Lamy, 2007) , the probability of PC-PC connections in L2/3 significantly decays over a spatial scale of $150 mm (Holmgren et al., 2003; Oswald and Reyes, 2008) , providing a potential mechanism for local clustering of superficial spiking activity at this scale. Furthermore, inhibitory inputs have been reported stronger onto L2/3 PCs than L5 PCs (van Brederode and Spain, 1995) , with thick L5 PCs-for which we observed the densest activity-receiving weaker inhibition than slender PCs (Hefti and Smith, 2000) . Layer-specific features of excitatory and inhibitory circuits such as these may impose a consistent laminar structure on all (Luczak et al., 2007 ; see also Figure S13 ). Arrows indicate the median, and the x axis is log-scaled. Propagation speed was faster for evoked responses than for up states in both layers (ANOVA with post-hoc lsd test, p < 0.0001).
population activity patterns, whether evoked by auditory stimuli, or occurring spontaneously.
The finding that evoked and spontaneous activity onsets propagate differently across cortical layers suggests that these types of activity are triggered by different mechanisms in vivo. Afferents from the ventral medial geniculate nucleus to primary auditory cortex terminate most densely in two laminar bands corresponding to lower L3/L4 and the L5/6 boundary (Kimura et al., 2003; Romanski and LeDoux, 1993) . We found that the earliest sensory-evoked responses are found in the middle layers and a restricted portion of the lower layers, which correspond on an experiment-to-experiment basis with the locations of early sinks measured by CSD analysis (Figures S10 and S16) (see also Kaur et al., 2005) . Our data are therefore consistent with an initiation of sensory-evoked activity in the thalamorecipient layers. We note that PCs can receive excitatory inputs all along their dendritic length and that thalamic inputs could in principle provide excitation to neurons of other laminae (Bureau et al., 2006) . Earlier sensory responses in cells of thalamorecipient layers might however reflect these cells receiving stronger . Each symbol shows the response probability of one cell to tone and click stimuli (Left) Tone stimuli and spontaneous events (center), and click stimuli and spontaneous events (right) (cf. Figures 2C and 3D ).
excitatory drive, perhaps due to excitation proximal to the soma. While we observed spontaneous activity to often spread as a traveling wave (Luczak et al., 2007) , sensory responses appeared with near-synchrony across the cortical surface. This pattern of sensory responses is therefore consistent with divergent and broadly tuned thalamocortical input, a result also suggested by the persistence of broadly tuned responses after inhibition of spiking in auditory cortex (Liu et al., 2007) . The observed spread of up states is consistent with in vitro models, which show generation and spread of spontaneous activity in deep layers (Sanchez-Vives and McCormick, 2000) . Deep layers are a major target of ''feedback'' projections from higher cortical areas (Felleman and Van Essen, 1991; Rouiller et al., 1991) . The fact that auditory cortical up states were first seen in deep layers is thus consistent with a role of projections from higher cortical regions in initiating spontaneous patterns in primary sensory cortex, consistent with their proposed role in processes such as memory replay (Buzsaki, 1989; Hoffman et al., 2007; Ji and Wilson, 2007; Marr, 1971) .
Functional Implications of Laminar-Dependent Population Activity
Theoretical studies suggest that sparse coding has many advantages for neuronal computation, including energy efficiency and information storage through synaptic plasticity (Barlow, 1972; Levy and Baxter, 1996; Marr, 1969; Olshausen and Field, 2004) . Nevertheless, sparse coding comes at a cost, due to the large number of cells needed to support sparse codes. This cost may be particularly acute for physically larger cells such as those that give rise to long-range projections. One potential solution to this dilemma might be for neuronal circuits to employ sparse coding in a large number of small neurons and for this information to be integrated by a smaller number of large densely coding cells that broadcast the results of local computations to distant structures. Such a scheme is proposed to operate in mammalian cerebellum (Marr, 1969) and hippocampal formation (Barnes et al., 1990) , as well as the invertebrate olfactory system (Laurent, 2002) . Our results suggest that similar principles may apply in auditory cortex: large L5tPCs, which show densest coding, form the principal subcortical output (Ojima et al., 1992) , whereas the smaller L2/3PCs employ the sparsest coding.
What functional consequences might the difference in propagation of spontaneous and sensory-evoked activity between layers have? If it is true that spontaneous activity corresponds to ''replay'' of previous sensory experiences (Hoffman et al., 2007; Ji and Wilson, 2007) , then our results suggest that the original and replayed patterns may differ in timing with regard to populations of different layers. Although the timing differences will be subtle-of the order tens of milliseconds-spike timing differences of this magnitude can have a dramatic effect on the existence and sign of synaptic changes (Caporale and Dan, 2008) , with a further dependence on the laminar location of dendritic inputs (Froemke et al., 2005; Kampa et al., 2007) . Consistent laminar timing differences might thus imply different consequences of the original and replayed activity for the plasticity of interlaminar synapses, perhaps consistent with a proposed function of sleep in both consolidation and erasure of traces formed during learning (Buzsaki, 1989; Crick and Mitchison, 1983) .
EXPERIMENTAL PROCEDURES Surgical Procedures
Fifty-nine adult Sprague-Dawley rats (range 200-517 g, both sexes) were used for the experiments. All procedures were approved by the Institutional Animal Figure 4A ). (B) Laminar profiles of peak latency for tone-evoked responses and spontaneous events. The graphs show a pseudocolor histogram of the distribution of peak latency as a function of depth, revealing temporal sequence of activity across layers. Data accumulated from all experiments with 32 site linear probes (n = 5; cf. Figure 4B ). (C) Laminar profiles of mean peak latency (five data sets; cf. Figure 4C) . Colored asterisks indicate significant post-hoc comparisons (p < 0.05). Error bars indicate SE. (D) Example spatiotemporal patters for spontaneous events and click-evoked responses recorded by two-shank multisite electrodes (cf. Figures 6A-6C) . (E) Spatial dispersion of activity (cf. Figure 6D ). Error bars indicate SE.
Care and Use Committee of Rutgers University. Animals were anesthetized with 1.5 g/kg urethane. An additional solution was administered to reduce brain edema (dexamethasone, 0.10 mg). Lidocaine (2%, 0.10-0.20 mg) was also administered subcutaneously at the site of incision. Additional doses of urethane ($0.2 g/kg) were given if necessary. The animal was placed in a custom naso-orbital restraint that left the ears free and clear. Body temperature was retained at 37 C with a feedback temperature controller (FHC). After reflecting the temporalis muscle, left auditory cortex was exposed via craniotomy and a small duratomy was carefully performed. The skull cavity was filled with warm saline during surgery. During recording, the cavity was filled with 1%-1.5% agar/ 0.1 M phosphate-buffered saline (PBS) to reduce pulsation.
Auditory Stimulation
Acoustic stimuli were generated digitally (sampling rate 97.7 kHz, TDT3, Tucker-Davis Technologies) and delivered in free-field through a calibrated electrostatic loudspeaker (ES1, Tucker-Davis Technologies) located $10 cm in front of the animal, in a single-walled soundproof box (Industrial Acoustics Company) with the interior covered by 3 inches of acoustic absorption foam. Calibration was conducted using a pressure microphone (ACO-7017, ACO Pacific) close to the animal's right ear. Acoustic stimuli consisted of short pure tones (50 ms long with 5 ms cosine ramps, 1/6 or 1/8 octave steps, 3-48 kHz, 10 dB steps, 0-80 dB SPL), long pure tones (400-1000 ms long with 5 ms cosine ramps, 1 or 1/3 octave steps, 3-48 kHz, 30 and 70 dB SPL), and 1 s long repetitive click trains (5 ms broadband noise with 1 ms cosine ramps, 2-50 Hz at 80 dB SPL). Other stimuli (sinusoidal amplitudemodulated broadband noises and 3 ms square pulse clicks) were also presented in a subset of experiments but not used in the current analyses.
Simultaneous Juxtacellular and Large-Scale Extracellular Recordings
Neuronal activity in the auditory cortex was recorded simultaneously with a 16 or 32 channel ''silicon probe'' (NeuroNexus Technologies) and a glass electrode for recording individual morphologically identified neurons. Pipettes were pulled from glass capillaries (World Precision Instruments) using a vertical puller (Narishige, PE-2 or PC-10), and the pipette tip was broken under a microscope. Pipettes were filled with 1.5%-2.0% Neurobiotin (Vectastain) dissolved in 0.5 M NaCl. Their resistance was 10-20 MU in vivo. Broadband signals (>1 Hz) from the silicon probe were amplified (10003) (Plexon, PBX2), and narrow-band signals (100 Hz to 3 KHz) from the pipette were amplified (10003) with a MultiClamp 700B (Molecular Devices). All data were digitized at 20 kHz and stored for offline analysis. For histological verification of tracks ( Figure S2A ), the rear of probes was painted with DiI (Invitrogen, D-282, $10% in ethanol). Recording was followed by juxtacellular labeling: positive current pulses (0.5-8 nA, 50% duty cycle) were applied at 2 or 5 Hz. The current was slowly increased until it drove the discharge activity. After that, the current was immediately adjusted at 0.5-2 nA and then this rhythmic activity was maintained for up to 20 min. Several penetrations were made per animal.
Histology

Histological Procedures
After electrophysiological experiments and a survival period (30 min to 6 hr), rats were perfused transcardially with physiological saline followed by 4% paraformaldehyde plus 0.5% glutaraldehyde/0.1 M phosphate buffer, pH 7.4. After a 12-14 hr postfixation in the same fixative without glutaraldehyde, brains were cut into 80 mm coronal sections with a microtome (Leica), and the sections were collected and placed in 0.1 M PBS. For verification of silicon probe tracks, the free-floating sections were counterstained with NeuroTrace (1:80; Invitrogen) in PBS for 20 min at room temperature. For visualization of juxtacellularly labeled cells, the free-floating sections were incubated in PBS containing 0.3% H 2 O 2 for 20 min at room temperature, then processed with an avidin-biotinylated horseradish peroxidase complex (1:100; Vectastain ABC Elite kit) in PBS with 0.2% Triton X-100 at room temperature for 2.5 hr or at 4 C overnight. The reaction was visualized with nickel-enhanced coloring solution (0.2 mg/ml daminobenzidine: DAB, 0.03% H 2 O 2 , 0.03% nickel chloride in tris-buffered saline). The sections were mounted on gelatin-coated slides, dehydrated, and embedded in a mixture of Distyrene, a plasticizer, and xylene (DPX Mountant) (Fisher Scientific). Selected sections were also counterstained with cresyl violet or thionin to visualize laminar structure. Histological Analysis Juxtacells were identified morphologically as PCs by pyramidal shape soma and a prominent apical dendrite ( Figures 1A and S1 ). Laminar borders were determined based on background staining and/or Nissl counterstain under microscope. Adobe Photoshop was used for 2D reconstructions. To quantify morphological features, only the peri-somatic region was reconstructed (analyzed with Neurolucida and Neurolucida Explorer; MicroBrightField, Inc.). Relative depth of soma ( Figure S1 ) was calculated as D/T, where D is the somatic depth from the cortical surface and T is cortical thickness. Dendritic diameter was defined as the apical dendrite diameter 10 mm from the center of somatic contour.
Spike Train Analysis
Spike Detection and Sorting All spike detection and sorting took place offline. For spike sorting, freely available software was used (KlustaKwik, http://klustakwik.sourceforge.net; Klusters, http://klusters.sourceforge.net) Hazan et al., 2006) . Unit isolation quality was assessed by ''isolation distance'' (Harris et al., 2001; Schmitzer-Torbert et al., 2005) ; only cells with values R20 were further analyzed ( Figure S2 ). Cells were classified as putative PCs and INs based on mean waveform ( Figure S3 ) (Sirota et al., 2008) .
Depth Estimation of Extracells
The depth of spike-sorted units (''extracells'') was estimated from the stereotaxically estimated depth of the electrode tip and spike waveform profiles. Somatic location was estimated as the recording site with mean waveform of maximum peak-to-trough amplitude. Putative superficial layers (L2/3) and deep layers (L5) were defined as 0-500 mm and 800-1100 mm from surface, respectively. Note that to reduce the risk of misclassification (such as might arise from somatodendritic backpropagation of action potentials in large pyramidal cells; Buzsaki and Kandel, 1998) (Wang et al., 2008) . Click trains of >20 Hz were not used for this analysis, due to window overlap.
Information-Theoretic Analysis
To estimate how well a neuron's firing rate could be predicted from the tone presented, we used a cross-validation approach, which provides a lowerbound estimate of the cells information content Itskov et al., 2008; Kjaer et al., 1994) . Estimates were based on spike counts in a 50 ms time window after each tone onset. Probability distributions for spike counts were estimated from the training set using the two-parameter generalized Poisson distribution (Consul and Jain, 1973) :
where x is the spike count and l 1 and l 2 are parameters. This was used rather than the classical Poisson as it allows fitting distributions whose variance exceeds their mean. Note that if l 2 = 0 this reduces to the standard Poisson with parameter l 1 . To fit the parameters of the Generalized Poisson distribution, we used the method of moments (Consul and Jain, 1973) :
where m and V are the mean and variance of the spike count distribution being fit. Information was estimated for each cell as the mean over the test set of the log 2 likelihood ratio of the observed spike counts under conditional and marginal distributions fit from the training set, normalized by test set spike count: are the parameters of the marginal distribution estimated using the method of moments from all training set trials (regardless of stimulus); and N spikes is the total number of test set spikes (to produce a result measured in bits/spike). Because we used cross-validation, overfitting could only result in underestimates of the information; to reduce the amount of underestimation we used a regularization procedure, fitting the parameters l 1 (s) and l 2 (s) of the conditional distributions to a weighted sum of the conditional and marginal mean and variance: ð1 À aÞm s + am 0 and ð1 À aÞV s + aV 0 , where m s , V s are the mean and variance of training set spike counts for stimulus s; m 0 , V 0 are the mean and variance of training set spike counts over all stimuli; and a is a regularization parameter. Note that if a = 0, no regularization is performed, whereas if a = 1 the conditional and marginal distributions will be equal and the estimated information will be 0. For each cell, information was computed for a = 0, 0.1, 0.2,.1.0, and the value giving maximal cross-validated information chosen.
Up State Detection
The method used to detect up state onsets is illustrated in Figure S8 . Up states were detected from the smoothed MUA (summed population activity, smoothed with a 10 ms Gaussian kernel), during periods without stimulus presentation. Up state onsets were defined as times when the smoothed MUA crossed above a threshold defined as the geometric mean of MUA over all spontaneous activity, after a period of at least 100 ms in which mean MUA rate was below 0.2 the threshold value. Only up states for which mean MUA over a 200 ms window after onset remained above threshold were further analyzed.
Estimation of Spatial Spread and Propagation Speed
To estimate the spatial dispersion of a population pattern recorded with multishank linear electrodes ( Figure 6D ), we first computed for each event the MUA spike count in a 50 ms window, as a function of electrode location (50 mm spacing). For each event, we thus obtained a probability distribution over recording sites, for the location of recorded spikes. The spatial dispersion was defined to be the interquartile range of this distribution, i.e., the distance between the locations of the electrodes corresponding to the 25 th and 75 th percentiles.
To estimate propagation speed across cortical columns, we first computed the median MUA spike time in a 50 ms window after event onset, for each recording site. Speed was estimated by linear regression of this median time against recording site (Luczak et al., 2007) . Only events where the regression was statistically significant (p < 0.05) were used (see also Figure S13 ).
Recording from Head-Restrained Animals Seven additional adult rats (range 270-380 g, male) were recorded under head-restrained, unanesthetized conditions. In initial surgery, animals were anesthetized by ketamine (100 mg/kg) and xylaxine (10 mg/kg), and placed in a stereotaxic apparatus (David Kopf Instruments). A head-post (Thorlabs, Inc.) was attached with dental cement (3M ESPE, RelyX Luting Cement), and the left temporal muscle removed and covered with biocompatible glue and dental cement. After a recovery period (>48 hr, during which antibiotics were given), animals were lightly water deprived, and handling (5-10 min/day) and head-fixation training began. Training was performed for at least five sessions ( Figure S14A ), during which the duration of restraint was gradually extended. 10% sucrose was frequently given during training, and water was freely available for 1 hr after daily training. To familiarize the animal with the sounds to be presented during the recording session, these were presented in the last several training sessions. On the day of recording, craniotomy and duratomy were carefully performed under anesthesia (0.8%-5% isoflurane). Neither skin nor muscle was cut during this surgery. After a recovery period (>1 hr), recording began. During recording, animals were video-monitored online, displaying quiet immobility with eyes open or closed and occasional periods of whisking and grooming; data were not divided by behavior before analysis, suggesting that our data sets were likely to be mixture of multiple behavioral states. If animals showed discomfort, experiments were immediately terminated. Recording sessions usually lasted 1-2 hr. All training and recordings were performed in the soundproof box mentioned above.
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