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Abstract. We study the existence of SRB measures of C2 diffeomor-
phisms for attractors whose bundles admit Ho¨lder continuous invari-
ant (non-dominated) splittings. We prove the existence when one sub-
bundle has the non-uniform expanding (the term was introduced in [1])
property on a set with positive Lebesgue measure and the other sub-
bundle admits non-positive Lyapunov exponents on a total probability
set.
1 Introduction
Consider a smooth dynamical system (M, f), where M is a compact smooth manifold
and f is a C2 diffeomorphism over M . Among all f -invariant Borel probabilities, we
are interesting in finding measures that reflect the chaotic properties of f from the
viewpoints of entropies and Lyapunov exponents. In 1970s, Sinai, Ruelle and Bowen
[5, 6, 16, 17] managed to get this kind of measures for hyperbolic systems.
Generally, for an invariant measure µ of f , if (f, µ) has a positive Lyapunov ex-
ponent and the conditional measures of µ along (Pesin) unstable manifolds of µ are
absolutely continuous with respect to Lebesgue measures on these manifolds, then one
says that µ is an SRB measure (see for instance in [18] for this definition). Ledrappier-
Young in [11] proved that this is equivalent to say that hµ(f) is equal to the integral
of the sum of its positive Lyapunov exponents, i.e., (f, µ) satisfies the Pesin Entropy
formula.
One can ask the following question (by the philosophy of Palis [15]): what is the
abundance of SRB measures for diffeomorphisms? In this paper, we will show the
existence of SRB measures for systems with Ho¨lder continuous invariant splittings and
some weak hyperbolic properties.
∗D. Yang is the corresponding author. Y. Cao and D. Yang would like to thank the support of NSFC
11125103, NSFC 11271152 and A Project Funded by the Priority Academic Program Development of
Jiangsu Higher Education Institutions(PAPD).
1
Let K ⊂ M be an attractor, i.e., K is a compact invariant set and K = ⋂n≥0 fn(U)
for some open neighborhood U of K such that f(U) ⊂ U . Assume that TUM = E⊕F
is a Ho¨lder continuous Df -invariant splitting. The simplest case is when U = M .
We say a Borel set has total probability if it has measure one for every f -invariant
probability measure.
Theorem A. Under the above setting, if we have
Leb
({
x ∈ U : lim sup
n→∞
1
n
n∑
i=1
log ‖Df−1/F (f i(x))‖ < 0
})
> 0,
and there exists a subset Γ ⊂ U with total probability such that for every point x ∈ Γ,
it has
lim inf
n→∞
1
n
log ‖Dfn/E(x)‖ ≤ 0,
then there is an SRB measure supported on K.
Remark 1. We only need the bundle F to be Ho¨lder continuous in the proof.
By adjusting the condition of E-direction, we have the next Corollary:
Corollary 1. Under the assumption of theorem A, if we have
lim inf
n→∞
1
n
log ‖Dfn/E(x)‖ < 0
on a set of total probability, then the SRB measure µ we get is physical, in the following
sense:
Leb
({
x :
1
n
n−1∑
i=0
δf i(x)
weak∗−−−→ µ
})
> 0.
There are several previous related results. By the limit of our knowledge, we give
a partial list below.
• Alves, Bonatti and Viana in [1] proved the existence of SRB (physical) measures
in “mostly expanding” systems. Notice that all the splittings in [1] are dominated.
In contrast to [1], the splitting in Theorem A is only Ho¨lder continuous, which
can be deduced by domination (one can see a proof in [3, Theorem 3.7]).
• In [12] together with [2], the authors considered a system where the uniform
hyperbolicity decreasing to vanish when approaching to some invariant critical
set. They assume there exists a subset Λ of points that exhibit non zero Lya-
punov exponents (which ensures the orbits do not stay too long time in any fixed
neighborhood of the critical set), and have local stable/unstable manifolds with
uniform size. These facts imply the existence of (countable) Markov Partition
over Λ. By using the Markov Partition they proved that if there is an unstable
manifold of some point in Λ that intersects Λ with positive Lebesgue measure,
then there exists some SRB measure.
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• Climenhaga, Dolgopyat and Pesin in [9] considered a system with a measurable
splitting and measurable invariant cone fields. They proved the system has some
SRB measures if the system has some property called effective hyperbolicity for
measurable invariant cone fields. Unlike [9], systems in this paper do not have
invariant cone fields.
• One part of Theorem 1.2 of Liu and Lu in [13] proved the existence of SRB
measures for attractors with a continuous invariant splitting with two bundles,
one bundle is uniformly expanding and the other one has no positive Lyapunov
exponents everywhere.
In this work, we need to deal with splittings which are not dominated. [1] studied
the case of dominated splittings deeply. When we don’t have the dominated property,
we don’t have the invariant cones generally, and we lose the estimations on the Ho¨lder
curvature of sub-manifolds and the distortion bounds in contrast to [1]. However, the
non-uniform expansion along F and the non-expansion along E allow us to have some
non-uniform domination on a set with positive Lebesgue measure. Then by focusing on
some special sets, we can recover the invariance of cones and the distortion bounds. By
more accurate calculation, we can estimate the Ho¨lder curvature only for hyperbolic
times on the special sets.
We also have a version for sub-manifold tangent to the F -bundle. Given sub-
manifold D, denote by LebD the induced normalized Lebesgue measure restricted to
D.
Theorem B. Let TUM = E ⊕ F be a Ho¨lder continuous Df -invariant splitting. If
there is a C2 local sub-manifold D ⊂ U , whose dimension is dimF , such that
LebD
({
x ∈ D : TxD = F (x), lim sup
n→∞
1
n
n∑
i=1
log ‖Df−1/F (f i(x))‖ < 0
})
> 0,
and there exists a subset Γ ⊂ U with total probability such that for every point x ∈ Γ,
it has
lim inf
n→∞
1
n
log ‖Dfn/E(x)‖ ≤ 0,
then there is an SRB measure supported on K.
Recall that R. Leplaideur [12] considered some topologically hyperbolic diffeomor-
phisms. More precisely, [12] discussed some open set U containing a compact invariant
set Ω with a Ho¨lder continuous invariant splitting Ecs⊕Ecu, together with continuous
non-negative functions ks and ku, such that
• ‖Df/Ecs(x)v‖ ≤ e−ks(x)‖v‖, ‖Df/Ecu(x)v‖ ≥ eku(x)‖v‖ for any x ∈ U and any
non-zero vector v ∈ TxM in the subspace, respectively;
3
• ks(x) = 0 if and only if ku(x) = 0. Moreover, the set of all points with the above
property is invariant.
[12] proved that for some point with large unstable manifold and has good esti-
mations, then f admits a finite or σ-finite SRB measure. Especially, [12] reduced the
initial problem to [12, Lemma 3.8] which asserts that there is a unstable manifold D
such that
LebD
({
x ∈ D : lim sup
n→∞
1
n
n∑
i=1
log ‖Df−1/F (f i(x))‖ < 0
})
> 0.
Our Theorem B can apply to the main theorem of [12] to show there really exists
a finite SRB measure. Notice that this has already been obtained earlier by a recent
paper of Alves-Leplaideur [2]. However, the method here is different from [2]: we don’t
need to estimate the unstable manifold in advance and we don’t construct Markov
partitions.
This paper is organized as follows. In Section 2, we study the dynamics from
continuous invariant splittings, mainly about some geometry properties for the iterated
disks around some special points which will be denoted by Λλ1,1, including the angles
between these disks and F -bundle, the backward contracting property in hyperbolic
times and also the bounded distortion property, and one should notice that this is the
unique place using the Ho¨lder assumption of the F -bundle. Section 3 is dedicated to
prove Theorem A, during which we will select some disk tangent to the F -direction
cone field such that one can apply the properties obtained in Section 2. Then we
consider the Lebesgue measures of the disk under dynamics f and we will find some
ergodic measure of the accumulation of these measures satisfying Theorem A. After
that we will give the proof of Corollary 1 as a simple application. Finally, a short
proof of Theorem B will be presented by using the main approach we built in previous
sections but with some modification.
Acknowledgement We would like to thank Prof. J. Xia for useful discussions and
suggestions. Z. Mi would like to thank Northwestern University for their hospitality
and the excellent research atmosphere, where this work was partially done. Z. Mi also
would like to thank China Scholarship Council (CSC) for their financial support.
2 The dynamics from continuous invariant split-
tings
Assume that f is a C2 diffeomorphism on a compact Riemmannian manifold M , and
K is an attractor introduced in Section 1. Let TUM = E ⊕ F be a Df -invariant
continuous splitting throughout this section unless otherwise noted.
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2.1 Pliss Lemma and its applications
The next classic Pliss lemma is very useful in getting hyperbolic times. The proof can
be found for instance in [1, Lemma 3.1].
Lemma 2.1. (Pliss lemma) For numbers C0 ≥ C1 > C2 ≥ 0, there is θ = θ(C0, C1, C2) >
0 such that for any integer N , and numbers b1, b2, · · · , bN ∈ R, if
N∑
j=1
bj ≥ C1N, bj ≤ C0, ∀ 1 ≤ j ≤ N.
Then there is an integer ℓ > θN and a subsequence 1 < n1 < · · · < nℓ ≤ N such that
ni∑
j=n+1
bj ≥ C2(ni − n) for every 0 ≤ n < ni and i = 1, · · · , ℓ.
We will use Lemma 2.1 to give some results for diffeomorphisms.
Definition 2.1. (Hyperbolic time) Given σ < 1 and x ∈ U , if
n∏
j=n−k+1
‖Df−1/F (f j(x))‖ ≤ σk, for all 1 ≤ k ≤ n,
then we say n is a σ-hyperbolic time for x.
Lemma 2.2. Given 0 < σ1 < σ2 < 1, there is θ = θ(σ1, σ2, f) > 0 such that for any x
and any N ∈ N, if
N∏
j=1
‖Df−1/F (f j(x))‖ ≤ σN1 ,
then, there are 1 ≤ n1 < n2 < · · · < nℓ ≤ N , where ℓ > θN such that ni is a
σ2-hyperbolic time for x, 1 ≤ i ≤ ℓ.
Proof. This is an application of the Pliss Lemma (Lemma 2.1) by taking
bj = − log ‖Df−1/F (f j(x))‖.
More precisely, by assumption, we have
N∑
j=1
log ‖Df−1/F (f j(x))‖ ≤ N log σ1.
So
N∑
j=1
bj ≥ (− log σ1)N.
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Now, we take C1 = − log σ1, C2 = − log σ2 and C0 = sup
∣∣ log ‖Df−1/F‖∣∣. By the
assumption, we have C0 ≥ C1 > C2 ≥ 0 . Thus, Lemma 2.1 implies that there are
1 ≤ n1 < n2 < · · · < nℓ ≤ N with ℓ > θN such that for every ni, we have
ni∑
j=n+1
bj ≥ (− log σ2)(ni − n) for every 0 ≤ n < ni,
which in other words,
ni∏
j=ni−k+1
‖Df−1/F (f j(x))‖ ≤ σk2 for every 1 ≤ k ≤ ni,
that is to say ni is a σ2-hyperbolic time for x, which completes the proof.
We also need the following lemma of Pliss type which considers infinitely many
times.
Lemma 2.3. For a sequence of real numbers a1, a2, · · · , for N ∈ N, if
n∑
i=1
ai ≥ 0, for every n ≥ N.
Then there exists 1 ≤ k ≤ N such that
n∑
i=k
ai ≥ 0, for every n ≥ k.
Proof. Denote by S(n) =
∑n
i=1 ai, for every n ≥ 1. By convention, one can define
S(0) = 0. By the hypothesis, S(n) ≥ 0 for every n ≥ N . We choose some 0 ≤ ℓ ≤ N
such that S(ℓ) be the smallest number among the sequence of numbers S(n), where n
takes from 0 to N , that is
S(ℓ) = min{S(n) : 0 ≤ n ≤ N}.
We can also restrict 0 ≤ ℓ ≤ N − 1 as S(0) = 0 ≤ S(N). So S(ℓ) ≤ S(n) for every
ℓ < n ≤ N , and also S(ℓ) ≤ 0 which implies that S(n) ≥ S(ℓ) for every n > N .
Together, we obtain that S(n) ≥ S(ℓ) for all n > ℓ. Now take k = ℓ + 1, we have
S(n) ≥ S(k − 1) for every n ≥ k, then
n∑
i=k
ai = S(n)− S(k − 1) ≥ 0 for every n ≥ k.
6
Given λ ∈ (0, 1) and N ∈ N, define
Λλ =
{
x ∈ U : lim sup
n→∞
1
n
n∑
i=1
log ‖Df−1/F (f i(x))‖ ≤ 2 log λ
}
;
Λλ,N =
{
x ∈ Λλ : 1
n
n∑
i=1
log ‖Df−1/F (f i(x))‖ ≤ log λ < 0, ∀n ≥ N
}
.
As an application of Lemma 2.3, we have the next Proposition which asserts that
one can reduce the positive volume set in assumption of Theorem A to some set Λλ,1
(non-invariant) also with positive volume. Λλ,1 can be manipulated easier.
Proposition 2.1. Let
Λ =
{
x ∈ U : lim sup
n→∞
1
n
n∑
i=1
log ‖Df−1/F (f i(x))‖ < 0
}
.
If Leb(Λ) > 0, then there exists a constant λ ∈ (0, 1), such that Leb(Λλ,1) > 0.
Proof. Let
Λ(k) =
{
x ∈ U : lim sup
n→∞
1
n
n∑
i=1
log ‖Df−1/F (f i(x))‖ ≤ −1
k
}
,
then, we have Λ =
⋃∞
k=1 Λ(k) by the definition of Λ. This together with Leb(Λ) > 0
implies that Leb(Λλ) > 0 for some λ ∈ (0, 1). Notice that Λλ =
⋃∞
N=1 Λλ,N and
Λλ,N ⊂ Λλ,N+1 for all N ∈ N, so there exists an N ∈ N such that Leb(Λλ,N) > 0.
For any x ∈ Λλ,N ,
n∑
i=1
(− log ‖Df−1/F (f i(x))‖ − log λ−1) ≥ 0, ∀n ≥ N.
Set ai = − log ‖Df−1/F (f i(x))‖ − log λ−1, then
n∑
i=1
ai ≥ 0, ∀n ≥ N.
By applying Lemma 2.1, there exists some 1 ≤ k ≤ N such that
n∑
i=k
ai ≥ 0, ∀n ≥ k.
Thus,
n∑
i=k
(− log ‖Df−1/F (f i(x))‖ − log λ−1) ≥ 0, ∀n ≥ k.
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So, by the definition of Λλ,1, we have f
k−1(x) ∈ Λλ,1.
Now we make a partition of Λλ,N , let
Λλ,N,j =
{
x ∈ Λλ,N : f j(x) ∈ Λλ,1
}
,
then Λλ,N =
⋃N−1
j=0 Λλ,N,j . Since Leb(Λλ,N) > 0, we have Leb(Λλ,N,j) > 0 for some
0 ≤ j ≤ N − 1. The fact that f j(Λλ,N,j) ⊂ Λλ,1 implies Leb(Λλ,1) > 0.
Proposition 2.2. Given 0 < σ1 < σ2 < 1, there is θ = θ(σ1, σ2, f) ∈ (0, 1) such that
for every x ∈ Λσ1,1 and any N ∈ N, there are 1 ≤ n1 < n2 < · · · < nℓ ≤ N , where
ℓ > θN such that ni is a σ2-hyperbolic time for x, i = 1, · · · , ℓ.
Proof. For every x ∈ Λσ1,1, by the definition we have that
1
n
n∑
i=1
log ‖Df−1/F (f i(x))‖ ≤ log σ1 < 0, ∀n ≥ 1,
it is equivalent to
N∏
i=1
‖Df−1/F (f i(x))‖ ≤ σN1 , for any N ∈ N.
Now we can apply the Lemma 2.2 to end the proof.
The above Proposition 2.1 and Proposition 2.2 tell us that under the setting of
Theorem A there exists a set with positive Lebesgue measure such that all the points
there have infinitely many hyperbolic times, and these hyperbolic times have uniformly
positive density.
2.2 Adjusting constants
We have the following theorem that asserts that if an iteration of a diffeomorphism f
has an SRB measure, then f has an SRB measure itself. The proof is standard, hence
omitted.
Theorem 2.1. For given N ∈ N, if µ is an SRB measure for fN , then there exist
some SRB measure µˆ for f . More precisely, we can take
µˆ =
1
N
N−1∑
i=0
f i∗µ.
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By Theorem 2.1, for considering the existence of SRB measures, it suffices to con-
sider fN for some integer N .
We need the following Proposition whose proof is similar to [8] and we omit it here
also.
Proposition 2.3. Let Λ be a compact positively invariant set and E ⊂ TΛM be a
continuous Df -invariant bundle. If there is a set Λ′ ⊂ Λ with total probability such
that for any x ∈ Λ′, one has
lim inf
n→∞
1
n
log ‖Dfn/E(x)‖ ≤ 0
then ∀ε > 0, there exists N := N(ε) ∈ N such that
‖Dfn/E(x)‖ < enε
for any n ≥ N and x ∈ Λ.
Thus, under the assumptions of the main theorems, by considering a large iteration
of f , we can add some standing assumptions for f :
H: there are constants ε0 > 0, ξ, λ1, λ2, λ3 ∈ (0, 1) such that
• ‖Df/E(x)‖ < eε0 for every x ∈ U ;
• 0 < λ1 < λ1eε0 < λ2 < λ3 = λ2eε0/bξ < 1, where1 b = infx∈U m(Df/F (x)) >
0;
• Leb(Λλ1,1) > 0.
For every x ∈ Λλ1,1, by Proposition 2.2 we know that there are infinitely many
λ2-hyperbolic times for x. Let n be a λ2-hyperbolic time for x, then by the definition
of hyperbolic time and the standing assumption, we have
n−1∏
j=n−k
‖Df/E(f j(x))‖
m(Df/F (f j(x)))
≤ (eε0λ2)k, for every 1 ≤ k ≤ n,
furthermore, we get
n−1∏
j=n−k
‖Df/E(f j(x))‖
m(Df/F (f j(x)))1+ξ
≤
(
eε0λ2
bξ
)k
= λ3
k, for every 1 ≤ k ≤ n.
Which means that if n is a λ2-hyperbolic time for x, we have
n−1∏
j=n−k
‖Df/E(f j(x))‖
m (Df/F (f j(x)))1+ξ
≤ λ3k, for every 1 ≤ k ≤ n.
1If V1, V2 are two d-dimensional linear space and A : V1 → V2 is a linear map, we define the
mininorm
m(A) = inf
v 6=0
‖Av‖
‖v‖ .
If the linear map A is invertible, then one obtains m(A) = ‖A−1‖−1.
9
2.3 Sub-manifolds tangent to cone field and their iterations
Denote by Br(x) = {y ∈ M : d(x, y) ≤ r} the closed ball of radius r around x.
We can assume M is an embedded manifold in RN for N large enough by the
Whitney Embedding theorem. For a subspace A ⊂ RN and a vector v ∈ RN , writing
dist(v, A) = minw∈A ‖v−w‖ as the length of the distance between v and its orthogonal
projection to A. If A,B are any two subspaces of RN , define the distance between
them (see [4, Chapter 2.3] and [7]),
dist(A,B) = max
{
max
u∈A,‖u‖=1
dist(u,B), max
v∈B,‖v‖=1
dist(v, A)
}
,
in particular, if subspaces A and B have the same dimension, we have
max
u∈A,‖u‖=1
dist(u,B) = max
v∈B,‖v‖=1
dist(v, A).
Definition 2.2. (Cone field) Let 0 < a < 1, define the F -direction cone field CFa =(CFa (x))x∈U of width a by
CFa (x) =
{
v = vE + vF ∈ E(x)⊕ F (x) such that ‖vE‖ ≤ a‖vF‖
}
.
One can define the E-direction cone field CEa of width a in a similar way.
For an embedded sub-manifold D, we say that it is tangent to CFa if TxD ⊂ CFa (x)
for any x ∈ D.
If the splitting is dominated as in [1], then the F -direction cone field is invariant
by Df . Now the splitting here is only continuous.
In [1], the authors assume all the systems there have the dominated splitting prop-
erty such that one can use the invariance property of the cones to obtain several nice
geometry properties of the iterations of some embedded sub-manifold tangent to F -
direction cone field with small fixed width. Indeed, the invariance property ensures that
all the images of these kinds of sub-manifolds are also tangent to the F -direction cone
field of the same width as before. Moreover, the angles between bundle F and tangent
spaces of these iterated sub-manifolds are decreasing as iterated times increasing.
In our setting, due to the lack of domination we have no invariance property of
the cone fields. Consequently, one can not iterate every sub-manifold tangent to F -
direction cone field such that all its iterations have the nice geometry properties like
dominated case. However, it is enough for us to iterate sub-manifold around the
neighborhood of some particular points (points of Λλ1,1). For this reason, we shall
study systems with domination in local sense. More precisely, we consider average
dominated orbit segment (Definition 2.3 below), and built the invariance property of
cones in weak sense, which means that for any disk containing a starting point of
some orbit segment with average dominated, if it is tangent to F -direction cone field,
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then so do their iterations whatever they admit some uniform small radius around the
average dominated orbit. In fact, analogous to dominated case, the angles between
F -bundle and iterated disks are decreasing exponentially. Furthermore, with the help
of hyperbolic time we can show that the iterated disks are backward contracted in
exponential rate on hyperbolic times.
Definition 2.3. An orbit segment (x, fn(x)) is called γ-average dominated if for any
1 ≤ i ≤ n, we have
i−1∏
j=0
‖Df/E(f j(x))‖
m (Df/F (f j(x)))
≤ γi.
By the standing assumption, we have
Lemma 2.4. For any point x ∈ Λλ1,1, the orbit segment (x, fn(x)) is λ1eε0-average
dominated for any n ∈ N.
The proof of this lemma is to use the definition directly.
Similar to the case of dominated splittings, we have the following two lemmas for
an average dominated orbit segment.
Lemma 2.5. For any 0 < γ1 < γ2 < 1, there is r = r(γ1, γ2) > 0 such that for any x,
if (x, fn(x)) is γ1-average dominated, then for any y ∈ U satisfying d (f j(x), f j(y)) ≤ r
for any 0 ≤ j ≤ n− 1, one has that (y, fn(y)) is γ2-average dominated.
Proof. For any constants 0 < γ1 < γ2 < 1, by the uniform continuity of Df and
bundles, there exists r = r(γ1, γ2) > 0 such that√
γ1/γ2 ≤ ‖Df/E(x)‖‖Df/E(y)‖ ≤
√
γ2/γ1;
and √
γ1/γ2 ≤ m(Df/F (x))
m(Df/F (y))
≤
√
γ2/γ1,
whenever d(x, y) ≤ r.
Then, by hypothesis, we obtain the following:
i−1∏
j=0
‖Df/E(f j(y))‖
m(Df/F (f j(y)))
≤
i−1∏
j=0
√
γ2/γ1‖Df/E(f j(x))‖√
γ1/γ2m(Df/F (f j(x)))
≤ γi2
for any 1 ≤ i ≤ n. That is to say, (y, fn(y)) is γ2-average dominated.
Lemma 2.6. For any λ ∈ (0, 1) and a ∈ (0, 1), if (x, fn(x)) is λ-average dominated,
then Df i(x)CFa (x) ⊂ CFλia (f i(x)) , for every 1 ≤ i ≤ n.
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Proof. Denote v0 ∈ CFa (x) by v0 = vE + vF , where vE ∈ E(x), vF ∈ F (x) and
‖vE‖/‖vF‖ ≤ a. Since the orbit segment (x, fn(x)) is λ-average dominated,
‖Df i(x)(vE)‖
‖Df i(x)(vF )‖ ≤
i−1∏
j=0
‖Df/E(f j(x))‖‖vE‖
m(Df/F (f j(x)))‖vF‖
≤ λi‖vE‖‖vF‖
≤ λia,
for any 1 ≤ i ≤ n. By invariance, Df i(x)(vE) ∈ E(f i(x)) and Df j(x)(vF ) ∈ F (f i(x)),
the above inequality means that Df i(x)CFa (x) ⊂ CFλia (f i(x)) , for any 1 ≤ i ≤ n.
As a consequence of Lemma 2.5 and Lemma 2.6, for sub-manifold tangent to F -
direction cone field we have the following fact:
Lemma 2.7. Given λ ∈ (0, 1), there exists r > 0 such that for any a ∈ (0, 1), if
(x, fn(x)) is λ-average dominated, then for any sub-manifold D ∋ x tangent to CFa
such that df iD (f
i(x), ∂(f i(D))) ≤ r for any 0 ≤ i ≤ n− 1, then
• f j(D) is tangent to CF
λj/2a
for any 1 ≤ j ≤ n;
• dist(F (f j(y), Tfj(y)f j(D)) ≤ λj/2a, for every y ∈ D and 1 ≤ j ≤ n.
Proof. We take r = r(λ, λ1/2) as in Lemma 2.5. For the sub-manifold D and v0 ∈
TyD for any y ∈ D. Denote by v0 = vE + vF , where vE ∈ E(y) and vF ∈ F (y)
satisfying ‖vE‖/‖vF‖ ≤ a. Since the orbit segment (y, fn(y)) is λ1/2-average dominated
by Lemma 2.5, we get the first statement of this Lemma by applying Lemma 2.6
directly.
Now we will prove the second statement. Since vj = Df
j(y)(v0) = Df
j(y)(vE) +
Df j(y)(vF ) for every 1 ≤ j ≤ n, by the definition of dist in previous remarks, we have
dist
(
Df j(y)(vF )
‖Df j(y)(vF )‖ , Tfj(y)f
j(D)
)
≤
∥∥∥∥ Df j(y)(vF )‖Df j(y)(vF )‖ − vj‖Df j(y)(vF )‖
∥∥∥∥
=
‖Df j(y)(vF )− vj‖
‖Df j(y)(vF )‖
=
‖Df j(y)(vE)‖
‖Df j(y)(vF )‖
≤ λj/2 · a.
By the arbitrariness of v0, we know
dist
(
F (f j(y)), Tfj(y)f
j(D)
)
= max
w∈F (fjy),‖w‖=1
dist(w, Tfj(y)f
j(D)) ≤ λj/2 · a.
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Lemma 2.8. Given 0 < γ1 < γ2 < 1, there are r0 > 0 and a0 > 0 such that for any
r ∈ (0, r0] and a ∈ (0, a0], if (x, fn(x)) is γ1-average dominated and n is a γ2-hyperbolic
time for x, then for any embedded sub-manifold D˜ containing x with radius larger than
r around x, there is a simply connected sub-manifold D ⊂ D˜ containing x as its interior
such that
• fk(D) ⊂ Br
(
fk(x)
)
for every 0 ≤ k ≤ n;
• fn(D) is a disk of radius r around fn(x);
• dfn−kD
(
fn−k(x), fn−k(y)
) ≤ (γ2)k/2dfnD (fn(x), fn(y)) for any point y ∈ D.
Proof. By the uniform continuity of Df and the bundles, there exist constants r0 > 0
and a0 > 0, such that
m(Df/F˜ (y))
m(Df/F (x))
≥ √γ2, (1)
whenever d(x, y) ≤ r0 and dist(F˜ (y), F (y)) ≤ a0, and also for every n, the orbit
segment (y, fn(y)) is γ2-average dominated whenever d(f
ix, f iy) ≤ r0 for any 0 ≤ i ≤
n− 1.
For any r ∈ (0, r0] and a ∈ (0, a0] fixed, let D˜ be an embedded sub-manifold
satisfying dD˜(x, ∂D˜) > r. DefineDi as the connected component of f(Di−1)∩Br (f i(x))
containing f i(x) inductively for any 1 ≤ i ≤ n, where D0 is the connected component
of D˜ ∩ Br(x) containing x, and by construction we know dD0(x, ∂D0) ≥ r.
Now we will firstly show that the the sub-manifold Dn contains some disk of radius
r. By the construction, we have Di ⊂ Br(f i(x)) for 0 ≤ i ≤ n, and f−k(Dn) ⊂ Dn−k
for every 0 ≤ k ≤ n. Then Lemma 2.7 implies that all the pre-images {f−k(Dn)}0<k≤n
are tangent to the cone field with width a, respectively. We will argue by absurd: we
assume by contradiction that Dn has radius less than r, then there exists some point
yn ∈ ∂(Dn) such that dDn(fn(x), yn) < r. Define yn−k = f−k(yn) for every 0 ≤ k ≤ n,
then yi ∈ Di ⊂ Br(f i(x)), for every 0 ≤ i ≤ n− 1. Thus, we can choose a sequence of
points zk ∈ f−(k+1)(Dn) and apply the inequality (1) to get the following estimation
df−kDn
(
fn−k(x), yn−k
) ≥ m(Df/Tzk(f−k−1Dn)df−k−1Dn(fn−k−1(x), yn−k−1)
≥ √γ2m(Df/F (fn−k−1(x)))df−k−1Dn(fn−k−1(x), yn−k−1),
for every 0 ≤ k ≤ n− 1. Consequently,
dDn(f
n(x), yn) ≥ (√γ2)k
n−1∏
j=n−k
m(Df/F (f j(x)))df−k(Dn)
(
fn−k(x), yn−k
)
,
for every 1 ≤ k ≤ n. As n is a γ2-hyperbolic time for x, we know
n−1∏
j=n−k
m(Df/F (f j(x))) ≥ γ−k2 .
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So
dDn (f
n(x), yn) ≥ (γ−1/22 )kdf−kDn
(
fn−k(x), yn−k
)
. (2)
By the assumption dDn(f
n(x), yn) < r, we have all the points yi are contained in the
interior of Br(f
i(x)), and dDi(f
i(x), yi) ≤ γ2k · r < r, 0 ≤ i ≤ n − 1. So y0 ∈ ∂(D0)
and dD0(x, y0) ≥ r, a contradiction. Therefore, the radius of Dn is larger than r.
Consequently, we can take a disk D˜n contained in Dn with radius r.
Let D = f−n(D˜n), then D satisfies the first two properties by our construction
immediately. The last inequality about the backward contracting property can be
deduced similarly to the process of the proof of inequality (2), which is a consequence
of the assumption that n is a hyperbolic time for x and the fact that sub-manifold f i(D)
is tangent to the cone field (with width smaller than a) around f i(x) with radius not
bigger than r, for every 0 ≤ i ≤ n. So we can apply the estimation (1) inductively.
2.4 Distortion bounds and Ho¨lder curvature at hyperbolic
times
Proposition 2.4. There exist constants a > 0, r > 0 such that if x ∈ Λλ1,1 and n is a
λ2-hyperbolic time for x, for any sub-manifold D tangent to CFa with radius larger than
r around x, we have
• dfn−k(D)
(
fn−k(x), fn−k(y)
) ≤ λ2k/2dfn(D) (fn(x), fn(y)) for any 0 ≤ k ≤ n;
• dist (Tfj(y)f j(D), F (f j(y))) ≤ λ2j · a for every 0 ≤ j ≤ n,
whenever y ∈ D such that dfn(D) (fn(x), fn(y)) ≤ r.
Proof. It can be deduced from Lemma 2.4 and Lemma 2.8.
We will discuss bounded distortion, it plays a crucial role in the proof of the existence
of SRB measures. Now we use the assumption: F is Ho¨lder continuous.
Proposition 2.5. There exist a > 0, r > 0 and K > 0 such that for any C1 sub-
manifold D tangent to CFa with radius larger than r around x ∈ Λλ1,1, and n ≥ 1 is a
λ2-hyperbolic time for x, then
1
K ≤
| detDfn/TyD|
| detDfn/TxD| ≤ K
for every y ∈ D such that dfnD(fnx, fny) ≤ r.
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Proof. Choose a, r that satisfy the condition of Proposition 2.4, without loss of gener-
ality, we suppose r < 1, then one obtains∣∣∣∣log | detDfn/TyD|| detDfn/F (y)|
∣∣∣∣ ≤ n−1∑
i=0
∣∣log | detDf/Tf iyf iD| − log | detDf/F (f i(y))|∣∣
≤
n−1∑
i=0
R1dist(Tf iyf
iD,F (f i(y)))
≤
n−1∑
i=0
R1λ2
ia
≤ R1 · a
1− λ2 ,
where R1 is a universal constant depending only on f . Especially, by taking x = y, we
have ∣∣∣∣log | detDfn/F (x)|| detDfn/TxD|
∣∣∣∣ ≤ R1 · a1− λ2 .
Since bundle F is Ho¨lder by assumption, we may suppose x 7→ F (x) is β-Ho¨lder
continuous for some 0 < β ≤ 1. Therefore, we have the following estimation∣∣∣∣log | detDfn/F (y)|| detDfn/F (x)|
∣∣∣∣ ≤ n−1∑
i=0
∣∣log | detDf/F (f i(x))| − log | detDf/F (f i(y))|∣∣
≤
n−1∑
i=0
R2d(f
i(x), f i(y))β
≤
n−1∑
i=0
R2df iD(f
i(x), f i(y))β,
where R2 is the Ho¨lder constant for log | detDf/F |. By Proposition 2.4, we obtain∣∣∣∣log | detDfn/F (y)|| detDfn/F (x)|
∣∣∣∣ ≤ n−1∑
i=0
R2df iD(f
i(x), f i(y))β
≤ R2
n−1∑
i=0
[
(λ2)
n−i
2 dfnD(f
n(x), fn(y))
]β
≤ R2
n−1∑
i=0
(λ2
β
2 )n−irβ
≤ R2 · λ2
β
2 rβ
1− λ2
β
2
.
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With all the inequalities above, it follows that∣∣∣∣log | detDfn/TyD|| detDfn/TxD|
∣∣∣∣ ≤ ∣∣∣∣log | detDfn/TyD|| detDfn/F (y)|
∣∣∣∣+ ∣∣∣∣log | detDfn/F (y)|| detDfn/F (x)|
∣∣∣∣
+
∣∣∣∣log | detDfn/F (x)|| detDfn/TxD|
∣∣∣∣
≤ 2R1 · a
1− λ2 +R2 ·
λ2
β
2 rβ
1− λ2
β
2
.
Now it suffices to take
K = exp
(
2R1
a
1− λ2 +R2 ·
λ2
β
2
1− λ2
β
2
)
.
For an embedded C1 sub-manifold D, we say this sub-manifold is C1+ξ or the
tangent bundle TD is ξ-Ho¨lder continuous if x 7→ TxD defines a Ho¨lder continuous
subsection (with Ho¨lder exponent ξ) from D to the Grassmannian bundles over D.
We will discuss in local coordinates. By the compactness of M we can choose δ0 > 0
small and fixed in advance, such that for any x ∈ M the inverse of exponential map
exp−1x is well defined on the δ0 neighborhood of x. Denote by Vx the corresponding
neighborhood of the origin of TxM , then we identify these two neighborhoods.
For every a > 0, up to shrinking δ0 such that for any y ∈ D ∩ Vx, TyD is parallel
to a unique graph of some linear map Lx(y) from TxD to E(x), whenever D is tangent
to cone field CFa . Now we can describe the Ho¨lder property of tangent bundle in local
coordinate form.
Definition 2.4. For constants C > 0 and ξ ∈ (0, 1] fixed in standing assumption (H),
if D is tangent to the cone field CFa , we say that the tangent bundle TD is (C, ξ)-Ho¨lder
continuous if
‖Lx(y)‖ ≤ CdD(x, y)ξ for every y ∈ D ∩ Vx.
Then, for given C1+ξ sub-manifold D tangent to the F -direction cone field, we
define its Ho¨lder curvature
Hc(D) = inf
{
C > 0 : TD is (C, ξ)-Ho¨lder continuous
}
.
In next section, we will iterate C2 disks tangent to the F -direction cone field and
then consider the limit condition of the iterated disks. The next Proposition makes
one can apply the Ascoli-Arzela theorem to get the accumulated disks of hyperbolic
times which we will prove are actually the unstable disks.
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Proposition 2.6. There exist constants 0 < λ4 < 1, L > 0, a > 0 and r > 0 such
that for any given C1+ξ sub-manifold D˜ tangent to CFa with radius larger than r around
x ∈ Λλ1,1, if n is a λ2-hyperbolic time for x, then there is a sub-manifold D ⊂ D˜
containing x such that fn(D) is contained in Br(f
n(x)) and the Ho¨lder curvature of
fn(D) satisfies
Hc(fn(D)) ≤ λn4Hc(D˜) +
L
1− λ4 .
As a consequence, Hc(fn(D)) < 2L/(1 − λ4) when the λ2-hyperbolic time n large
enough.
Proof. By applying the Proposition 2.4, we can choose a > 0 and r > 0, such that
there exists a sub-manifold D ⊂ D˜ containing x with the following properties:
• f i(D) is contained in the corresponding ball of radius r, for any 0 ≤ i ≤ n;
• fn(D) is a disk of radius r with center fn(x).
Without loss of generality we assume r ≤ δ0. Given y ∈ D, in the neighborhood Vy
and Vf(y) we can express f in local coordinate from TyD⊕E(y) to Tf(y)D⊕E(f(y)) as
f(u, v) = (u1(u, v), v1(u, v)), then Df(u, v) can be expressed by the following matrix
Df(u, v) =
(
∂uu1 ∂vu1
∂uv1 ∂vv1
)
,
as Df(E(y)) = E(f(y)) and Df(TyD) = Tf(y)f(D), we have
∂uu1(0, 0) = Df/TyD, ∂vu1(0, 0) = 0, ∂uv1(0, 0) = 0, ∂vv1(0, 0) = Df/E(y).
We have the following choices of constants:
• there is L > 0 such that for any disk D centered at y tangent to the cone field
associated to F , then ‖Ly(z)‖ ≤ L for any z ∈ D. Clearly, we can assume L ≥ 1.
• Df is (L1, ξ)-Ho¨lder.
Notice that the constants do not depend on y.
For every 0 < α < b/4, we can adjust r, a such that
m(∂uu1(z)) ≥ m(Df/F (x))− α/L, ‖∂vu1(z)‖ ≤ α/L,
‖∂uv1(z)‖ ≤ α/L, ‖∂vv1(z)−Df/E(x)‖ ≤ α/L,
for any z ∈ D.
Claim. The Ho¨lder curvature Hc(f(D)) of f(D) has the following estimation:
Hc(f(D)) ≤ ‖Df/E(x)‖+ 2α
(m(Df/F (x))− 2α)1+ξHc(D) +
L1
(m(Df/F (x))− 2α)1+ξ .
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Proof of the Claim. For the estimation of the Ho¨lder curvature of f(D), it suffices to
know
sup
z1∈f(D)
‖Lf(y)z1‖
df(D)(f(y), z1)−ξ
since one can choose y ∈ D arbitrarily.
Now for every z1 ∈ f(D), according to the previous argument there exists a unique
linear map Lf(y)(z1) parallel to the tangent space Tz1f(D), for pre-image z of z1, there
also exists a unique linear map Ly(z) parallel to TzD, then by the Mean Value theorem
we have that there exists some point w ∈ D such that
df(D)(f(y), z1) ≥ m(Df/TwD)dD(y, z) ≥ (m(Df/F (x))− α/L)dD(y, z).
By the construction, Lf(y) has the following expression:
Lf(y)(z1) = (∂uv1(z) + ∂vv1(z)Ly(z)) (∂uu1(z) + ∂vu1(z)Ly(z))
−1 .
We have ‖∂vu1(z)Ly(z)‖ ≤ α/L‖Ly(z)‖ ≤ α < m(∂uu1(z)), and furthermore,
‖(∂uu1(z) + ∂vu(z)Ly(z))−1‖ ≤ 1
m(∂uu1(z))− ‖∂vu(z)‖L
≤ 1
m(Df/F (x))− α/L− α
≤ 1
m(Df/F (x))− 2α,
‖∂uv1(z) + ∂vv1(z)Ly(z)‖ ≤ L1dD(y, z)ξ + (‖Df/E(x)‖+ α/L)‖Ly(z)‖.
Combing all these estimations and the fact ‖Ly(z)‖dD(y, z)−ξ ≤ Hc(D) we get that
‖Lf(y)z1‖
df(D)(f(y), z1)ξ
≤ ‖Lf(y)z1‖
(m(Df/F (x)− 2α)ξdD(y, z)ξ
≤ ‖∂uv1(z) + ∂vv1(z)‖
(m(Df/F (x))− 2α)1+ξdD(y, z)ξ
≤ L1dD(y, z)
ξ
(m(Df/F (x))− 2α)1+ξdD(y, z)ξ +
(‖Df/E(x)‖+ 2α)Ly(z)
(m(Df/F (x))− 2α)1+ξdD(y, z)ξ
≤ ‖Df/E(x)‖+ 2α
(m(Df/F (x))− 2α)1+ξHc(D) +
L1
(m(Df/F (x))− 2α)1+ξ .
Recall b = infx∈U m(Df/F (x)) and α < b/4, we have
L1
(m(Df/F (y))− 2α)1+ξ ≤
L1
(b/2)1+ξ
.
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Define
L = 2
1+ξL1
b1+ξ
;
and
cj =
‖Df/E(f j(x))‖ + 2α
(m(Df/F (f j(x)))− 2α)1+ξ for every 0 ≤ j ≤ n− 1.
By using the claim inductively, we have that
Hc(fn(D)) ≤ c0 · · · cn−1Hc(D) + L(1 + cn−1 + cn−1cn−2 + · · ·+ cn−1 · · · c1).
Recall the comments after standing assumption (H), for some λ4 ∈ (λ3, 1) fixed in
advance, by choosing α sufficiently small by reducing r and a, thus we have the esti-
mations
n−1∏
j=n−k
cj ≤ λk4 for every 1 ≤ k ≤ n,
then, we obtain
Hc(fn(D)) ≤ λn4Hc(D) +
L
1− λ4 .
3 The iteration of Lebesgue measure
The main aim of this section is to prove Theorem A, by standing assumption (H) we
know Leb(Λλ1,1) > 0. Now we fix a and r as in Proposition 2.4 and Proposition 2.6.
Then, reducing to a small neighborhood of some Lebesgue density point, one can
construct a smooth foliation with all the leaves are smooth (so C2) and tangent to the
given cone field CFa everywhere. Then there exists at least one leaf D of this foliation
such that D intersects Λλ1,1 in a set of positive Lebesgue measure by using the Fubini’s
theorem.
Now we consider the sequence of averages of forward iterations of Lebesgue measure
restricted to the disk D above, that is
µn =
1
n
n−1∑
i=0
f i∗LebD .
In this section we will prove that there exists some ergodic component of any limit
measure of µn, which is the SRB measure in the Theorem A or the Physical measure
in Corollary 1. Our main ideas in this section come from [1].
19
3.1 Construct absolute continuous (non-invariant) part of the
limit measures
For any disk D containing x, denote by BD(x, δ) the ball of radius δ around x in D.
Proposition 3.1. There are η > 0 and 0 < r1 < r such that for each n, there are
points xn,1, · · · , xn,k(n) ∈ fn(D) such that
• f−n(xn,j) ∈ Λλ1,1 and n is λ2-hyperbolic time for f−n(xn,j) for 1 ≤ j ≤ k(n);
• Bfn(D)(xn,j, r1/4), 1 ≤ j ≤ k(n) are pairwise disjoint;
• there is ε˜0 > 0 such that for any ε ∈ [0, ε˜0), we have
µn,ac,ε(
⋃
0≤i≤n−1
Ki,ε) ≥ η,
where
Kn,ε =
⋃
1≤i≤k(n)
Bfn(D)(xn,i,
r1
4
− ε);
µn,ac,ε =
1
n
n−1∑
i=0
k(i)∑
j=1
f i∗LebD|Bf i(D)(xi,j,
r1
4
− ε).
We denote µn,ac = µn,ac,0 and Kn = Kn,0.
Proof. Take r1 ∈ (0, r) such that if we let D0 be a sub-disk of D by removing the r1/2
neighborhood of the boundary, then LebD(Λλ1,1 ∩D0) > 0. Define
Sn =
{
x ∈ Λλ1,1 ∩D0 : n is a λ2-hyperbolic time for x
}
.
Step 1: First we will show that there exists a constant τ > 0 such that there are
balls Bfn(D)(xn,j, r1/4) for each n, where xn,j ∈ fn(D) and 1 ≤ j ≤ k(n), having the
following properties:
• f−n(xn,j) ∈ Λλ1,1 and n is a λ2-hyperbolic time of f−n(xn,j) for 1 ≤ j ≤ k(n);
• Bfn(D)(xn,j, r1/4), 1 ≤ j ≤ k(n) are pairwise disjoint;
• we have the estimation:
fn∗ LebD
(
∪k(n)j=1Bfn(D)(xn,j , r1/4)
)
≥ τLebD(Sn). (3)
Recall the Besicovitch Covering lemma, see [10, 2.8.9-2.8.14].
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Lemma. (Besicovitch Covering lemma) For k ∈ N, there exists constant p = p(k) ∈ N
such that for any k dimensional compact C2 Riemannian manifold N , any set A ⊂ N ,
and for any family B of balls such that any x ∈ A is in the central of some ball in B,
there exists a sub-families B1, · · · ,Bp contained in B with the following properties:
• A ⊂ ⋃pi=1⋃B∈Bi B;
• either B ∩ B′ = ∅, or B = B′, for any B,B′ in Bi and 1 ≤ i ≤ p.
Now we shall apply the Besicovitch Covering lemma. For every fixed n, put N =
fn(D), A = fn(Sn). N is a C
2 sub-manifold since f and D are C2. Denote by
B = {Bfn(D)(x, r1/4), x ∈ A} as the family of balls. As a consequence of Besicovitch
Covering lemma, we can choose a sequence of sub-families B1, · · · ,Bp of B such that
fn(Sn) ⊂
⋃p
i=1
⋃
B∈Bi
B and every Bi is formed by disjoint balls with fixed radius r1/4,
so
fn∗ LebD (f
n(Sn)) ≤ fn∗ LebD
(
p⋃
i=1
⋃
B∈Bi
B
)
.
We choose some 1 ≤ i ≤ p such that
fn∗ LebD
( ⋃
B∈Bi
B
)
≥ 1
p
fn∗ LebD (f
n(Sn)) =
1
p
LebD(Sn).
Let Bfn(D)(xn,j, r1/4), 1 ≤ j ≤ k(n) be the disjoint balls of Bi. Then by our construc-
tion f−n(xn,j) ∈ Λλ1,1 and n is the λ2-hyperbolic time for f−n(xn,j), 1 ≤ j ≤ k(n), the
above estimation becomes
fn∗ LebD
(
∪k(n)j=1Bfn(D)(xn,j , r1/4)
)
≥ 1
p
LebD(Sn).
It suffices to take τ = 1/p to end this step.
Step 2: Define
µn,ac =
1
n
n−1∑
i=0
k(i)∑
j=1
f i∗LebD|Bfn(D)(xi,j, r1/4).
We consider the space {0, 1, · · · , n − 1} × D with the product measure ξn × LebD,
where ξn is the uniform distribution measure on {0, 1, · · · , n−1}. Define the indicator
function
χ(x, i) =
{
1 if x ∈ Si ;
0 otherwise .
Then, by using Fubini’s theorem
1
n
n−1∑
i=0
LebD(Si) =
∫ (∫
χ(x, i)dLebD(x)
)
dξn(i)
=
∫ (∫
χ(x, i)dξn(i)
)
dLebD(x).
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Since LebD(Λλ1,1 ∩D0) > 0 and the density of λ2-hyperbolic times for all the points in
Λλ1,1 are bounded from below by θ = θ(λ1, λ2, f) > 0. In other words,
∫
χ(x, i)dξn(i) ≥
θ. Thus
1
n
n−1∑
i=0
LebD(Si) ≥ θLebD(Λλ1,1 ∩D0), for every n ∈ N. (4)
By the definition of µn,ac, and the estimations from (3) and (4), it follows that
µn,ac
 ⋃
0≤i≤n−1
⋃
1≤j≤k(i)
Bf i(D)(xi,j , r1/4)
 ≥ 1
n
n−1∑
i=0
k(i)∑
j=1
(f i∗LebD)
(
Bf i(D)(xi,j, r1/4)
)
=
1
n
n−1∑
i=0
(f i∗LebD)(Ki)
≥ 1
n
n−1∑
i=0
τLebD(Si)
≥ τθLebD(Λλ1,1 ∩D0),
then, by definition, we have
µn,ac
( ⋃
0≤i≤n−1
Ki
)
= µn,ac
 ⋃
0≤i≤n−1
⋃
1≤j≤k(i)
Bf i(D)(xi,j, r1/4)
 ≥ η0,
where η0 = τθLebD(Λλ1,1 ∩D0).
Given i ≥ 0, for any measurable sets A,B ⊂ f i(D), we have that
Lebf i(D)(A)
Lebf i(D)(B)
=
∫
f−i(A)
|det(Df i)|dLeb(D)∫
f−i(B)
|det(Df i)|dLeb(D) =
|det(Df i(ξA))|LebD(f−i(A))
|det(Df i(ξB))|LebD(f−i(B))
for some ξA ∈ f−i(A) and ξB ∈ f−i(B).
By Proposition 2.5, if we take A = Bf i(D)(x, r1/4) \ Bf i(D)(x, r14 − ε) and B =
Bf i(D)(x, r1/4), we have that
f i∗LebD
(
Bf i(D)(x, r1/4) \Bf i(D)(x, r14 − ε)
)
f i∗LebD(Bf i(D)(x, r1/4))
=
LebD(f
−i(A))
LebD(f−i(B))
≤ KLebf i(D)(A)
Lebf i(D)(B)
,
Due to the fact that
Lebf i(D)
(
Bf i(D)(x, r1/4) \Bf i(D)(x, r14 − ε)
)
Lebf i(D)(Bf i(D)(x, r1/4))
can be arbitrary small by reducing ε, we have that for η = η0/2, there is ε˜0 > 0 small
enough such that for any ε ∈ [0, ε˜0), one obtains µn.ac.ε(
⋃
0≤i≤n−1Ki,ε) ≥ η. The proof
is complete.
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Now let K∞ =
⋂
n=1
⋃
j≥nKj which is the accumulation points of {Kj}j≥1, let x∞
be an accumulation point of {xn,j(n)} for some j(n), up to considering the subsequences
we may suppose xn,j(n) → x∞. As we have shown, disks {Bfn(D)(xn,j(n), r1/4), n ≥ 1}
are all tangent to the F -direction cone field of fixed width a with uniform size, and they
have the uniform Ho¨lder curvature when n large enough by applying Proposition 2.6
(Recall n is the hyperbolic time). Therefore, Ascoli-Arzela theorem ensures that there
exists a disk B(x∞) of radius r1/4 around x∞ such that Bfn(D)(xn,j(n), r1/4) converges
to B(x∞) in the C
1 topology, then B(x∞) ⊂ K∞.
We will prove certain properties of accumulation points and corresponding disks.
Lemma 3.1. Let x∞ be an accumulation point of {xn,j(n)} for some j(n), and suppose
B(x∞) is the accumulation disk, then we have
1. K∞ ⊂ K, and in particular, x ∈ B(x∞) ⊂ K;
2. the subspace F (x∞) is uniformly expanding in the following sense:
‖Df−k/F (x∞)‖ ≤ λk/22 for every k ≥ 1;
3. B(x∞) is contained in the corresponding strong unstable manifold Wuloc(x∞):
d(f−k(x∞), f
−k(y)) ≤ λk/22 d(x∞, y), ∀y ∈ B(x∞);
4. B(x∞) is tangent to F (y) for every point y ∈ B(x∞).
Proof. By the construction, one observes that Kj ⊂ f ℓ(U) for any j ≥ ℓ. Then⋃
j≥ℓKj ⊂ f ℓ(U). This implies⋃
j≥ℓ
Kj ⊂ f ℓ(U) ⊂ f ℓ−1(U).
Therefore,
K∞ =
⋂
ℓ∈N
⋃
j≥ℓ
Kj ⊂
⋂
ℓ∈N
f ℓ−1(U) = K.
Then x ∈ B(x∞) ⊂ K∞ ⊂ K. We obtain conclusion (1).
Next we will check the last three conclusions. By construction and Proposition 2.4,
we have the following:
• ∏k−1l=0 ‖Df−1/F (f−l(xn,j(n))‖ ≤ λk2 for every 1 ≤ k ≤ n and every n;
• for every k ≥ 1, f−k is a λk/22 contraction on Bfn(D)(xn,j(n), r1/4) for every n,
i.e., d(f−kxn,j(n), f
−ky) ≤ λk/22 d(xn,j(n), y) for every 0 ≤ k ≤ n, whenever y is
contained in Bfn(D)(xn,j(n), r1/4);
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• disks {Bfn(D)(xn,j(n), r1/4)} are contained in the corresponding F -direction cone
field and angles between F and the tangent spaces of these disks are exponentially
contracted as n increasing.
Passing to the limit, we know (2), (3), (4) are true.
Definition 3.1. A fake F -cylinder at some point y is a set expy(ϕ(X × D0)), where
X ⊂ RdimE is a compact set, D0 ⊂ RdimF is the unit ball such that for each x ∈ X,
ϕx : D0 → E is a C1+ξ map
• expy(ϕx(D0)) tangent to the cone field CFa .
If in addition, we have that
• expy(ϕx(D0)) is a local unstable manifold.
• the intersection of expy(ϕx(D0)) and expy(ϕz(D0)) is relatively open in each one
for any x, z ∈ X.
then we say that expy(ϕ(X ×D0)) is a F -cylinder.
{expy(ϕx(D0)}x∈X is called the canonical partition of the F -cylinder.
Definition 3.2. For two finite Borel measures ν1 and ν2, we denote ν1 ≺ ν2 if for any
measurable set A, we have ν1(A) ≤ ν2(A).
Proposition 3.2. There is a measure µac ≺ µ and and F -cylinder L∞ such that
µac(L∞) > 0 and the conditional measure of µac associated to the canonical partition
L∞ is absolutely continuous with respect to the Lebesgue measure for almost every
γ ∈ L∞.
Proof. Let {nk} be a subsequence such that {µnk} accumulates. By taking a subse-
quence if necessary, one can assume that {µnk,ac} accumulates. Set µac = limn→∞ µn,ac.
We have µac(U) ≥ lim supk→∞ µnk,ac(U) ≥ η > 0, and then µac(K∞) ≥ η, since
supp(µac) ⊂ K∞.
For ε > 0 small, take
K∞,ε =
⋂
n∈N
⋃
j≥n
Kj,ε.
We have supp(µac,ε) ⊂ K∞,ε. Take a point y ∈ supp(µac,ε). Then for δ > 0, we have
µac(K∞ ∩ B(y, δ)) ≥ µac,ε(K∞,ε ∩ B(y, δ)) > 0. By construction we have that K∞,0 ∩
B(y, δ) is an F -cylinder if we take δ ≪ ε, where B(y, δ) is a small open neighborhood
of y with radius δ. Set
L∞ = K∞,0 ∩ U(x, δ) =
⋃
x∈X∞
expy(ϕx(D0)),
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where X∞ = {x ∈ E(y) : x ∈ exp−1y (γ), γ is an unstable leaf in K∞,0}.
Define Xn = {x ∈ E(y) : x ∈ exp−1y (Bfn(D)(xn,j(n), r1/4)), for some xn,j(n) ∈
fn(D), where n is a λ2-hyperbolic time for f
−n(xn,j(n))}. Notice that Xn may have
non-empty intersection with X∞ or Xm for m 6= n.
By the construction, we have that µac ≺ µ. Now we need to show that the condi-
tional measure of µac associated to the canonical partition of L∞ is absolutely contin-
uous with respect to the Lebesgue measure for almost every γ ∈ L∞.
Define
Ln =
(⋃
Bfn(D)(xn,j(n), r1/4)
)
∩B(y, δ).
Notice that Ln can be identified to be a fake F -cylinder as expyϕ(Xn ×D0).
Let L̂ =
⋃
0≤i≤∞ Li × {i}, and µ̂n,ac be
µ̂n,ac(
n−1⋃
i=0
Bi × {i}) = 1
n
n−1∑
i=0
f i∗LebD(Bi),
where Bi ⊂ Li is a measurable set.
We can define a limit in L̂ by the following way: we define limn→∞(xn, m(n)) =
(x0, n0) if and only if limn→∞ xn = x0 in the Riemannian metric of the manifold M ,
and one of the following cases occurs
• n0 =∞, m(n) =∞ and x0, xn ∈ L∞ for n large enough;
• n0 =∞, limn→∞m(n) =∞ and xn ∈ Lm(n);
• n0 if finite, for n large enough, m(n) = n0, x0, xn ∈ Ln0 .
This limit gives a topology on L̂, and under this topology, L̂ is a compact space.
The fake F -cylinder
expy
(( ⋃
1≤n≤∞
Xn
)
×D0
)
gives a measurable partition on L̂.
By the Proposition 2.5, there is a constant C > 0 such that for each measurable set
B ⊂ D0, for each n ∈ N, we have
1
C
Leb(B)
Leb(D0)
≤ µ̂n,ac(∪
n−1
i=0Xi × B)
µ̂n,ac(∪n−1i=0Xi ×D)
≤ C Leb(B)
Leb(D0)
.
By using the dominated convergence theorem, for almost every disk in the F -
cylinder L∞, the conditional measure of µac is absolutely continuous with respect to
the Lebesgue measure.
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3.2 Existence of SRB measure and Physical measure
For each x ∈ M , one can consider the measures
µx,n =
1
n
n−1∑
i=0
δf i(x).
The set Σ is defined to be: x ∈ Σ if and only if limn→∞ µx,n exists and is ergodic.
From Ergodic Decomposition theorem [14, Chapter II.6], one knows that Σ has total
probability and if one denotes µx = limn→∞ µx,n, then for any bounded measurable
function ψ and any invariant measure ν, one has x 7→ ∫ ψdµx is measurable and∫
ψdν =
∫ ∫
ψdµxdν(x).
Lemma 3.2. There is a set Z∞ ⊂ L∞ ∩ Σ such that µ(Z∞) > 0 and the conditional
measures of (µ|Z∞) on the unstable manifolds are absolutely continuous with respect to
the Lebesgue measures on these manifolds.
Proof. We consider a family of measurable sets A such that for each A ∈ A, we have
A ⊂ L∞∩Σ and Lebγ(γ∩A) = 0 for each leaf γ ∈ L∞. We can find such a measurable
set A∞ such that
µ(A∞) = max
A∈A
µ(A).
Such a maximal exists because if we have a sequence of measurable sets {An} such that
limn→∞ µ(An) = supA∈A µ(A), then we take A∞ = ∪∞n=1An. By the definition of A, we
have A∞ ∈ A , then µac(A∞) = 0, for the conditional measures of µac along the leaves
of L∞ are absolutely continuous with respect to Lebesgue as we proved in Proposition
3.2.
Set Z∞ = L∞ ∩ Σ \ A∞. Since µac(Z∞) = µac(L∞) > 0, we have µ(Z∞) > 0. For
any measurable set A ⊂ Z∞ satisfying Lebγ(A ∩ γ) = 0 for almost every γ ∈ L∞, by
the definition of A∞ and Z∞, we have (µ|Z∞)(A) = 0. This implies that (µ|Z∞) has
absolutely continuous conditional measures on the unstable manifolds.
Lemma 3.3. By reducing Σ if necessary, for every two points x, y ∈ Σ ∩ γ for some
unstable manifold γ, we have that µx = µy.
Proof. According to Birkhoff Ergodic theorem, by reducing Σ if necessary, one can
assume that for any x ∈ Σ, limn→∞ 1/n
∑n−1
i=0 δf−i(x) exists and equals to µx. For
any x, y ∈ Σ ∩ γ, one has limn→∞ 1/n
∑n−1
i=0 δf−i(x) = limn→∞ 1/n
∑n−1
i=0 δf−i(y) by the
definitions. This implies µx = µy.
Denote by P = {γ∩Z∞ : γ ∈ L∞} andQ = {Q ⊂ Z∞ : x, y ∈ Q if and only if µx =
µy} the two measurable partitions of Z∞, then from Lemma 3.3 we have Q ≺ P which
means P is finer than Q. Also let πP : Z∞ → P and πQ : Z∞ → Q be the projections.
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For every measurable subset A ⊂ Z∞, by the Ergodic Decomposition theorem we
mentioned above, take ψ = χA, we obtain
µ(A) =
∫
Σ
µx(A)dµ(x)
and
µx(A) =
∫
χAdµx = lim
n→+∞
1
n
n−1∑
i=0
χA(f
i(x))
µ-almost everywhere, where χA denotes the characteristic function of measurable set A.
By Poincare´’s recurrence theorem we know µ almost every point z ∈ Z∞ has infinitely
many return times. Let k(z) be the smallest integer such that f−k(z)(z) ∈ Z∞. One
knows
µ(A) =
∫
Z∞
k(z)µz(A)dµ(z)
for any measurable subset A of Z∞, where one uses the fact µz = µf iz for every i ∈ Z.
Recall the definition and properties of conditional expectation. Given two σ-
algebras B1, B2 with the property B2 ⊂ B1, that is to say B2 is the sub-σ-algebra of B1.
Consider measurable space (X,B1, µ), one can define a conditional expectation operator
E(·/B2) : L1(X,B1, µ) → L1(X,B2, µ) such that for every function φ ∈ L1(X,B1, µ),
E(φ/B2) is the µ.a.e. unique B2-measurable function with∫
A
φdµ =
∫
A
E(φ/B2)dµ, for every A ∈ B2.
For every φ ∈ L1(X,B1, µ) and B2-bounded measurable function ψ, we have E(φψ/B2) =
ψE(φ/B2). That is to say∫
A
φψdµ =
∫
A
ψE(φ/B2)dµ, for every A ∈ B2.
Consider the sub-σ-algebra B(Q) of the original B which is generated by the measur-
able partition Q. Then there exists a unique conditional expectation ℓ of the function k
which is a measurable function defined on B(Q) and ℓ is constant on each element of Q.
Moreover, as z 7→ µz(A) is B(Q)-bounded measurable functions for every measurable
set A, by Ergodic Decomposition theorem, we have∫
E
k(z)µz(A)dµ =
∫
E
ℓ(z)µz(A)dµ, for every B(Q)-measurable set E.
We can define µQ = µz and ℓ(Q) = ℓ(z) for some z ∈ Q, every Q ∈ Q. They are well
defined as µz and ℓ(z) are constant on each element of Q. Thus,∫
ℓ(z)µz(A)dµ =
∫
ℓ(Q)µQ(A)dµ̂Q,
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where µ̂Q is the quotient measure defined by µ̂Q(B) = π
−1
Q (B) for any B ⊂ Q. So,
µ(A) =
∫
ℓ(Q)µQ(A)dµ̂Q, for every measurable subset A ⊂ Z∞.
We have the following claim:
Claim. {ℓ(Q)µQ}Q∈Q is the family of conditional measures of µ with respect to the
measurable partition Q.
Proof. Without loss of generality, by contradiction, we may assume that there is a
subset B ⊂ Q with positive µ̂Q measure such that
ℓ(Q)µQ(Q) > 1 for any Q ∈ B.
By the definition of µ̂Q, we have
µ̂Q(B) = µ(π
−1
Q (B)) =
∫
ℓ(Q)µQ(π
−1
Q (B))dµ̂Q
=
∫
B
ℓ(Q)µQ(π
−1
Q (B))dµ̂Q
+
∫
Q\B
ℓ(Q)µQ(π
−1
Q (B))dµ̂Q.
Observe that µQ(π
−1
Q (B)) = 0 for any Q ∈ Q \B, this is because of π−1Q (B) ⊂ Z∞ \Q
for every Q ∈ Q\B and the fact µQ(Z∞ \Q) = 0 for every Q ∈ Q. On the other hand,
Q ∈ B implies µQ(π−1Q (B)) = µQ(Q), all these together we know
µ̂Q(B) =
∫
B
ℓ(Q)µQ(π
−1
Q (B))dµ̂Q
=
∫
B
ℓ(Q)µQ(Q)dµ̂Q
> µ̂Q(B).
This gives a contradiction, which completes the proof of the claim.
Lemma 3.4. There exists some point z ∈ Z∞ such that µz(Z∞) > 0 and µz has
absolutely continuous conditional measures along the leaves of L∞.
Proof. For every Q ∈ Q, let {µQ,P : P ∈ P, P ⊂ Q} be the family of conditional
measures of µQ with respect to the finer partition P restrict to Q. Denote by µ̂Q,P
the quotient measure of µQ with respect to the partition P restricted to Q, then by
definition for every measurable set A we have
µQ(A) =
∫
µQ,P (A)dµ̂Q,P,
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which implies
ℓ(Q)µQ(A) =
∫
µQ,P (A)dℓ(Q)µ̂Q,P.
So {µQ,P} are conditional measures of ℓ(Q)µQ with respect to partition P restricted to
Q. If we denote by {µP}P∈P as the conditional measures of µ with respect to the finer
partition P, as we have shown in the claim above, {ℓ(Q)µQ}Q∈Q are the conditional
measures of µ with respect to the measurable partition Q. Therefore, by the essential
uniqueness of Rokhlin decomposition we have µP = µQ,P for µ̂Q-almost every Q ∈ Q
and µ̂Q,P-almost every P ∈ P with P ⊂ Q. By definition of µQ, which is equivalent to
say µP = µz,P for µ-almost every z ∈ Z∞ and µ̂z-almost every P , where µ̂z represents
for the quotient measure of µz with respect to partition P.
Since we have ∫
Z∞
k(z)µz(Z∞)dµ = µ(Z∞) > 0,
there exists a subset Z1 ⊂ Z∞ such that µz(Z∞) > 0 for every z ∈ Z1. Furthermore,
as we have shown in Lemma 3.2, µP is absolutely continuous with respect to Lebesgue
measure for almost every P . Here one should notice that for every P ∈ P, we have
P = γ ∩ Z∞, for some γ ∈ L∞ by the construction of P. Then by the argument
above we obtain a set Z2 with full (µ|Z∞) measure such that for every z ∈ Z2, µz,P is
absolutely continuous with respect to Lebesgue measure for µ̂z-almost every P ∈ P.
So if one takes some point z ∈ Z1 ∩Z2, then it satisfies the requirement of this lemma.
Proof of Theorem A. Take z ∈ Z∞ as in Lemma 3.4, then µz(L∞) > 0. For every
regular points y we have limn→∞
1
n
log ‖Df−n/F (y)‖ ≤ 1
2
log λ2, which can be concluded
from Lemma 3.1. That is to say there exists a set with positive µz-measure such that all
the points there have dimF Lyapunove exponents larger than −1
2
log λ2, so we have that
µz has dimF positive Lyapunov exponents by ergodicity. By assumption, we know all
the Lyapunov exponents along E-direction are non positive for µz almost every point.
So, by Pesin theory (see more in [4] for instance) we obtain that µz-almost every point
x has a local unstable manifold. Furthermore, since the disks γ ∈ L∞ are contained
in the local unstable manifolds. Using the ergodicity and absolute continuity property
proved in Lemma 3.4, we have that the ergodic measure µz has absolutely continuous
conditional measures on unstable manifolds. This ends the proof of Theorem A.
Proof of Corollary 1. The condition
lim inf
n→∞
1
n
log ‖Dfn/E(x)‖ < 0.
on a total probability set implies that E is uniformly contracted by the work of Cao in
[8]. Since we have found an ergodic SRB measure µ, then µ is a Physical measure by
using the absolute continuity of stable foliation. One can see [18] for more details.
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A sketch of the proof of Theorem B. By the assumption, as in the proof of Theorem A,
mainly applying Lemma 2.3 we know that there exist λ1 ∈ (0, 1) and some j ∈ N such
that the following set {
x ∈ f j(D) ∩ Λλ1,1 : TxD = F (x)
}
has positive Lebesgue measure in f j(D). Then we take a Lebesgue density point of
the above set and a small sub-disk around this point. By following the the proof of
Theorem A, we know the existence of SRB measures.
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