We present an iteration-free weighted histogram method in terms of intensive variables that directly determines the inverse statistical temperature, β S = ∂S/∂E, with S the microcanonical entropy. The method eliminates iterative evaluations of the partition functions intrinsic to the conventional approach and leads to a dramatic acceleration of the posterior analysis of combining statistically independent simulations with no loss in accuracy. The synergistic combination of the method with generalized ensemble weights provides insights into the nature of the underlying phase transitions via signatures in β S characteristic of finite size systems. The versatility and accuracy of the method is illustrated for the Ising and Potts models. The weighted histogram analysis method (WHAM) or multiple histogram method 1 is a powerful technique for combining multiple independent Monte Carlo (MC) or molecular dynamics simulations to consistently calculate thermodynamic properties. Enhanced sampling methods greatly benefit from WHAM, improving the precision of the density of states, 2 free energy differences, 3 and potentials of mean force along reaction coordinates.
We present an iteration-free weighted histogram method in terms of intensive variables that directly determines the inverse statistical temperature, β S = ∂S/∂E, with S the microcanonical entropy. The method eliminates iterative evaluations of the partition functions intrinsic to the conventional approach and leads to a dramatic acceleration of the posterior analysis of combining statistically independent simulations with no loss in accuracy. The synergistic combination of the method with generalized ensemble weights provides insights into the nature of the underlying phase transitions via signatures in β S characteristic of finite size systems. The versatility and accuracy of the method is illustrated for the Ising and Potts models. The weighted histogram analysis method (WHAM) or multiple histogram method 1 is a powerful technique for combining multiple independent Monte Carlo (MC) or molecular dynamics simulations to consistently calculate thermodynamic properties. Enhanced sampling methods greatly benefit from WHAM, improving the precision of the density of states, 2 free energy differences, 3 and potentials of mean force along reaction coordinates. [4] [5] [6] [7] The central quantity in the original formulation of WHAM (Ref. 1 ) is the density of states (E) or the microcanonical entropy S(E) = k B ln (E) (k B = 1). In this approach, M independent simulations performed with the sampling weights W α (E) = e −w α (E) (α = 1, . . . , M), and w α the effective potential, are combined to determine the optimal estimate for as˜
where
, and N α and P α are the number of samples and the normalized distribution in run α, respectively. The unknown relative partition function Z α in Eq. (1) is determined self-consistently by solving Z α = E˜ (E, {Z α })W α . The direct iteration method for Z α is commonly used with the convergence criterion,
, where δ Z is a threshold value and k is the iteration step. 2 However, the convergence often becomes slow with increasing M, requiring thousands of iterations. 8 In this paper, we propose an iteration-free, statistical temperature weighted histogram analysis method (ST-WHAM). While conventional WHAM is formulated in terms of all extensive quantities {S; H α , W α }, ST-WHAM is expressed in terms of the corresponding derivatives. The goal is to directly determine the inverse statistical temperature β S = ∂S/∂E as a weighted superposition of the individual statistical tempera- 
wheref α represents the energy-dependent, normalized weight, α / α α . Multiplying the numerator and denominator by˜ further identifiesf α =H α /H , where the histogramH α =˜ α is reweighted by˜ . The reweightedH α is not necessarily identical to the simulated H α even though αH α = H and EH α = N α . We take the logarithm of both sides of Eq. (2) and differentiate with respect to E to express
where 
where 10 The key observation is that with no undetermined parameters, Eq. The second term in Eq. (3) is the difference between the WHAM and ST-WHAM estimates, and after substitutingf α reduces to
As N α increases, bothH α and H α rapidly converge to the exact result H ex α = N α P ex α , where "ex" denotes exact values. Hence, the accuracy of both methods is similar with δβ S 0 for N α 1, which we will demonstrate for the Ising model.
Once β * S is determined via Eq. (4) we can compute the corresponding entropy estimate
Directly integrating Eq. (6) is not desirable due to the rapid variation of β S for small E. We approximate the statistical temperature T * S = β * S −1 on an equally spaced energy grid E j = G(E/ ) , where is the bin size and G(x) returns the nearest integer to x. Hence, T *
This approximation allows an analytical integration and gives a mapping from β * S to
The same strategy is equally applicable to the potential mean force (PMF) calculation along the reaction coordinate η(x), x being coordinates. The PMF at the inverse temperature β 0 with the reference potential w 0 is determined as −
, conjugated with multiple runs with the sampling weight W α = exp{−β 0 (w 0 + w α (η))}, w α being the biasing potential, is obtained 5 as
analogous to Eq. (2). Taking the logarithm of both sides and differentiating with respect to η yields the WHAM estimate for the derivative of ln ρ(η) as (10) is also derived in the "umbrella integration" by extending the thermodynamic integration method and has shown to reduce the statistical errors compared to conventional WHAM. Fig. 1(a) ]. The normalized weight f * α in Fig. 1(a) Fig. 1(b) , which is indistinguishable from β Figs. 1(c) and 
1(d), respectively, are significant only for f
, where the prime indicates differentiation and E * α is determined from β S (E * α ) = β α , we find that β H α ≈ β S (E * α )(E − E * α ) changes sign as E crosses E * α , giving rise to the oscillatory behavior of β H in Fig. 1(c ST-WHAM corresponds to the asymptotic limit of WHAM associated with δ Z = 0. Because (S * ) is greater than the error intrinsic to the mapping (≈10 −9 ), the errors in S * are mostly due to the statistical uncertainties in H α .
In addition to the simplification of the numerical analysis realized using ST-WHAM, the direct determination of β S via ST-WHAM unveils key signatures characteristic of phase transitions. 9 Of particular interest is its use with the generalized ensemble weight,
where {λ α , γ, E} are a set of tunable parameters. 12, 13 This
S (E * α ) and γ S = T S (E * α ). If we vary γ from −∞ to γ S , we can continuously tune the ensemble from δ(E − E * α ) to a locally flat H α . The use of W α is particularly well suited to sampling strong firstorder phase transitions, in which coexisting states are associated with the characteristic backbending of T S , i.e., γ S (E) < 0.
9 Phase-mixed configurations are intrinsically unstable in the canonical ensemble due to κ * > 0. These metastable states are directly accessible in W α with γ < γ S via a unimodal H α . 13 To explore the synergistic combination of ST-WHAM with generalized ensembles in strong first-order phase transitions, we consider the q-state 2D Potts model with toroidal geometry. For each q, two short canonical runs at T l = 0.9T c and T h = 1.1T c , with T c = 1/ ln(1 + √ q) the critical temperature of the infinite lattice, were performed to approximately determine the internal energies E l and E h , giving
. 13 Runs of 10 6 MCS for each α with M = 100 associated with T eff α in Fig. 3(a) produce successive unimodal H α , which are merged to determine T * S for q = 50. Note that H α are peaked at crossing points E * α between T eff α and T * S . Representative configurations at intermediate α in Fig. 3(b) demonstrate that various mixed-phase configurations are sampled.
The non-monotonic variation of T * S in Fig. 3 (a) characterizes a sequence of phase transitions. 14 The local maximum and minimum atẽ s,1 andẽ s,2 are associated with the nucleation of disordered (α = 20) and ordered (α = 80) droplets in each stable phase. The flat region near T c betweenẽ ds,1 andẽ ds,2 (>ẽ ds,1 ) represents the formation of strip phases corresponding to α = 50 and 60 in Fig. 3(b) . Herẽ e = (e − e o )/(e o − e d ), with e o and e d the energies of the free energy minima of the ordered and disordered phases at T c . As q increases both backbending (ẽ s,1 <ẽ <ẽ s,2 ) and the strip phase region (ẽ ds,1 <ẽ <ẽ ds,2 ) gradually expand with more pronounced transition markers [see Fig. 3(c) ].
All the relevant transitions are determined by identifying the locations of zeros and peaks in the derivatives of β * S in Fig. 3(d) . The two central peaks atẽ ds,1 andẽ ds,2 , locate the transitions between the droplet and strip phases, and are close to the droplet-strip transition energies (gray vertical lines) in the infinite volume limit, π −1 − 1 and π −1 , respectively. 15 For L increasing from 24 to 36 (dashed line) bothẽ ds,1 andẽ ds,2 for q = 50 and 100 shift to the thermodynamic transition points. Zeros of β * S corresponding toẽ s,1 andẽ s,2 yield "effective spinodal points," in which metastable droplets start to grow by absorbing background fluctuations in stable phases.
14 The free energy densities per spin in Fig. 3(e) , F (ẽ, T c ) =ẽ − T c S * /2L 2 , exhibit wells atẽ = −1 and 0, and inflections atẽ s,1 andẽ s,2 , with flat humps betweeñ e ds,1 andẽ ds,2 . Here F is set to zero atẽ d .
In summary, an efficient weighted histogram analysis method, ST-WHAM, has been proposed in terms of intensive variables. The method directly determines β S and S with no iterative evaluations of partition functions, providing the same accuracy as conventional WHAM for infinite iterations. If combined with parameterized, generalized ensemble weights, ST-WHAM gives the complete sequence of phase transitions among various metastable states via distinct markers in β S as exemplified by our simulations of the q-state Potts model. We anticipate that directly accessing both β S and S "on the fly" during the simulation via ST-WHAM will allow for considerable acceleration in the performance of sampling algorithms that rely on iterative refinements of S (Ref. 16) or β S . 17 In closing, some potential limitations in our approach should be addressed. As both WHAM and ST-WHAM assume overlaps between energy distributions extra interpolations or extrapolations of H α (E) using a proper functional form would be necessary for unvisited energy regions in rugged or glassy systems. The numerical instability of computing partial derivatives with respect to each order parameter and recovering extensive quantities from intensive ones poses a challenge in the extension of our approach to PMF calculations in multiple order parameters.
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