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Abstract
This work concerns the steady motion of a viscous incompressible micropolar fluid in unbounded
domains having cylindrical outlets to infinity. We prove the existence of a solution that approaches
prescribed parallel solutions along the outlets of the domain. We also study the uniqueness, the
regularity and the asymptotic behavior of the solution.
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1. Introduction
In this work we consider the steady motion of a viscous incompressible micropolar fluid
in an unbounded pipe with bounded cross-sections. A micropolar fluid is a non-Newtonian
fluid with asymmetric stress tensor whose model was introduced by Eringen in the 1960s.
Since then it has attracted the attention of many mathematicians, physicists and engineers.
The model is a generalization of the well-established Navier–Stokes equations that takes
into account the microstructure of the fluid. A new unknown is introduced, namely, the
vector w designing the rotation of the particles of the fluid and a vector equation describing
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F. Vitoriano e Silva / J. Math. Anal. Appl. 306 (2005) 692–713 693the evolution of w, is coupled with the Navier–Stokes equations. Precisely, we have the
following system governing the fluid flow:
vt − (ν + νr)∆v + (v · ∇)v + ∇p = 2νr rot w + f ,
div v = 0,
wt − (ca + cd)∆ w − (c0 − ca + cd)∇ div w + (v · ∇) w + 4νr w
= 2νr rot v + g, (1)
where the functions v, w and p are respectively the velocity field, the angular velocity of
rotation of particles of the fluid (also called microrotation field) and the pressure; ν, νr , c0,
ca , cd are positive constants characterizing the fluid, whereas f , g are external sources of
linear and angular momentum, respectively.
The equations in (1) represent the conservation of linear momentum, the incompress-
ibility of the fluid and the conservation of angular momentum, respectively. Throughout
the paper we suppose f , g ≡ 0 and, as in [1], we assume c0 − ca + cd > 0. Notice that
when νr = 0, the equations for the velocity and microrotation fields decouple and the ve-
locity is not affected by the microrotations. If in addition w ≡ 0, the whole system reduces
to the well-known Navier–Stokes equations.
The model has had its importance recognized in the context of lubrication theory [2,3]
and also in situations in which the size of the molecules of the fluid cannot be neglected,
e.g., modelling of blood flow in thin vessels [4]. For a further discussion, the reader is
referred to [1,5].
Mathematical theory for (1) has been developed in a very satisfactory way. Many
basic known results for the Navier–Stokes equations on existence, uniqueness (under re-
strictions) and regularity were successfully generalized to micropolar fluids, mainly in
bounded domains. All these results, among others, are collected in book [1], by G. Łuka-
szewicz, which is a complete text on the state of the art of the theory until the end of the
1990s.
Naturally, many other interesting problems for the Navier–Stokes equations should be
investigated for micropolar fluids, especially in unbounded domains. A very interesting
problem for Navier–Stokes equations is Leray’s problem. In the 1950s Leray proposed, for
domains having cylindrical outlets to infinity, the problem of finding the steady solution
that approaches given Poiseuille solutions in the outlets of the domain. Amick [6] showed
that the problem is solvable with a smallness condition on the flux
∫
Σ
v · ndσ(x¯), where
n is the unit normal field on Σ . To the date, whether this restriction can be removed is still
an open problem. More details can be found in books [7,8].
In this paper we formulate and solve a micropolar Leray’s problem. Our results gener-
alize those already known for the Navier–Stokes equations and some new features show
up as we overcome the difficulties imposed by the equation for the microrotational field.
First, we solve (1) analytically in the straight channel with arbitrary bounded cross-section
obtaining the parallel (or Poiseuille) micropolar flow which covers, in particular, the so-
lution in terms of Bessel functions found independently by Eringen [5] and Condiff and
Dahler [9] for a circular cylinder.
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in Eq. (1) what, for instance, assures the coerciveness of the bilinear form B associated
with the parallel micropolar flow, as we shall see in the beginning of Section 3. This fact is
also crucial in other situations.
Amick’s theorem carries out thanks to the equation∫
Σ
|∇v0|2 = cΦ2 (2)
relating the Dirichlet integral of a Poiseuille flow v0 on the cross-sections Σ of the channel
and the flux Φ (above, c is an absolute constant). For the micropolar Poiseuille flow ( U, W)
we verify that
∫
Σ
|∇ U |2 + |∇ W |2  CΦ2 which is a starting and crucial point to the study
we perform.
The micropolar Leray’s problem we propose is to find, in a domain having outlets to in-
finity, a steady solution of system (1) that approaches given micropolar Poiseuille flows in
the outlets of the domain. To solve it, we first introduce a weak formulation of the problem,
excluding the pressure as usual, and obtain, in Theorem 3, existence of a weak solution by
splitting both the velocity and microrotational fields as v = u+a and w = w0 + b, with a, b
being suitable extensions of the micropolar Poiseuille velocity and microrotation fields, re-
spectively, while u, w0 are new unknowns. The existence of u, w0 follows from Galerkin’s
method. We give in Theorem 4 a result of uniqueness that generalizes the classical result
for Navier–Stokes equations (Theorem XI 3.2 in [8]).
Higher regularity of weak solutions is obtained in Theorem 5, by combining results on
the regularity of solutions of the Stokes system with Necˇas’ results on the regularity of
solutions of strongly elliptic systems of second order [10].
Concerning the behavior of solutions at infinity, we follow Galdi [7,8] in coupling ideas
of Horgan and Wheeler [11] and also those of Ladyzhenskaya and Solonnikov [12]. In [8],
pointwise decay of the solution is obtained as a consequence of the global summability of
higher order Sobolev norms of the difference between the solution itself and the prescribed
data. This is attainable thanks to the local estimates for solutions of the Stokes system
in a straight cylinder given in Lemma 13 (see Section 4.4 below). In the case at hand,
however, owing to the presence of the microrotation field, an application of the available
result alone is not enough to assure decay, since it is not possible to go beyond the H 2
norm. We overcome this limitation by checking that solutions of a certain strongly el-
liptic system in a cylinder also admit local estimates similar to those above mentioned
(see Lemma 15). Moreover, we show exponential decay rate of solution to prescribed
data.
Apart from this Introduction, the paper consists of three sections we now briefly de-
scribe. In Section 2 we present some preliminary considerations as well as the notations
used in the paper. In Section 3 we obtain the micropolar Poiseuille solution in the straight
channel with arbitrary bounded cross-section. We introduce precisely our problem and its
weak formulation. Next we state our main results concerning existence, uniqueness, higher
regularity and pointwise behavior of the solution. Finally, in Section 4, we prove some aux-
iliary results together with those just mentioned.
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Let Ω ⊂R3 be an open set. We call Ω an admissible domain if it satisfies the following
assumptions:
(i) Ω =⋃2i=0 Ωi , where Ω0 is an open bounded set and Ωi , i = 1,2, are disjoint sets that
may be written, in possibly distinct coordinate systems, in the form
Ω1 =
{(
x¯1, x13
) | x¯1 ∈ Σ1, x13 < 0}, Ω2 = {(x¯2, x23) | x¯2 ∈ Σ2, x23 > 0},
with Σi ⊂R2 being a smooth, simply connected set, i = 1,2;
(ii) Ω is a connected set and ∂Ω is smooth.
Let us fix the following notation: for r, s ∈ R, r  s > 0 and Ω ⊂ R3 an admissible
domain we put Ωs1 = {x ∈ Ωi | x13 < −s}, Ωs2 = {x ∈ Ωi | x23 > s}. Also Ωs = Ω \ {Ωs1 ∪
Ωs2} and Ωr = Ω \Ωr . Though the cross-sections are constant, for a given t > 0 we shall
use the following notation: Σi(t) = Ωi ∩ {|xi3| = t}, i = 1,2.
Let V = {φ ∈ C∞0 (Ω;R3) | div φ = 0, in Ω}, we denote by V the closure of the
set V with respect to the norm of the Dirichlet integral | φ|1,2,Ω = (
∫
Ω
|∇ φ|2)1/2 and
H 10 (Ω)
3 ≡ W 1,20 (Ω)3 is the closure of C∞0 (Ω;R3) with respect to the norm ‖ φ‖1,2,Ω =
{‖ φ‖2
L2(Ω)
+ | φ|21,2,Ω }1/2. It is clear that V ⊂ { f ∈ H 10 (Ω)3 | div f = 0, in Ω}. The valid-
ity of the reverse inclusion V ⊃ { f ∈ H 10 (Ω)3 | div f = 0, in Ω} depends on the shape of
the domain, as it has been known since Heywood’s paper [13]. For the domains of interest
of the present work, however, these two spaces coincide.
We shall prefer the shorter form ‖ · ‖1,2 and write ‖ · ‖1,2,Ω only when confusion of
domains might occur. Accordingly, the symbol ‖ ·‖q (or ‖ ·‖q,Ω) stands for the norm of the
Lebesgue spaces Lq(Ω), 1 q ∞, while by (·, ·) we denote the inner product of L2(Ω).
The norms ‖ · ‖1,2 and | · |1,2 are equivalent for the functions of space H 10 (Ω), when Ω is a
domain lying between two parallel planes, as a consequence of Poincaré’s inequality. Our
admissible domains are finite unions of portions in which Poincaré’s inequality holds; so,
for an appropriate constant K, we have ‖ψ‖2,Ω K‖∇ψ‖2,Ω , for all ψ ∈ H 10 (Ω).
The constants have not been computed in an optimal way. In this respect, letter C de-
notes in general a constant (with respect to the unknowns) that may vary from line to line.
Moreover, the dependence of the constants on parameters will only be made explicit when
necessary. Symbols κi , i = 1,2, refer to the embedding constants
‖ψ‖4,Ω  κ1‖ψ‖1,2,Ω, (3)
‖ψ‖6,Ω  κ2‖ψ‖1,2,Ω, for all ψ ∈ H 10 (Ω). (4)
3. Statement of the problem
The micropolar Poiseuille solution. We begin by showing that a steady solution of
system (1), similar to classical Poiseuille flow, exists in a cylinder with arbitrary cross-
sections. To be precise, let Ω = Σ × R, with Σ ⊂ R2 a smooth, simply connected set.
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sen to coincide with the axis of the cylinder. If we demand the solution to have the form
U(x) = v˜(x¯)e3 and W(x) = w˜1(x¯)e1 + w˜2(x¯)e2 with subsidiary conditions U, W = 0 on
∂Ω and
∫
Σ
U · n = Φ , then the field U is automatically divergence-free and system (1)
reduces to
∂p
∂x1
= 0,
∂p
∂x2
= 0,
−(ν + νr)∆v˜ + ∂p
∂x3
= 2νr
(
∂w˜2
∂x1
− ∂w˜1
∂x2
)
, (5)
−(ca + cd)∆w˜1 − (c0 − ca + cd) ∂
∂x1
(
∂w˜1
∂x1
+ ∂w˜2
∂x2
)
+ 4νrw˜1 = 2νr ∂v˜
∂x2
, (6)
−(ca + cd)∆w˜2 − (c0 − ca + cd) ∂
∂x2
(
∂w˜1
∂x1
+ ∂w˜2
∂x2
)
+ 4νrw˜2 = −2νr ∂v˜
∂x1
, (7)
in Σ with
v˜, w˜1, w˜2 = 0, on ∂Σ,
∫
Σ
v˜ = Φ. (8)
We then conclude that p = p(x3) and dpdx3 is constant. Next, we obtain the functions v˜, w˜1
and w˜2 by solving (5)–(7) using the Lax–Milgram lemma. In what follows we regard rot w
as the scalar (∂x1w2 − ∂x2w1), for all w = (w1,w2) ∈ H 10 (Σ)2 and denote by (·, ·)Σ the
inner product of L2(Σ). For U = (v, w), W = (η, ξ) ∈ H 10 (Σ)×H 10 (Σ)2 we define
B[ U , W] := (ν + νr)(∇v,∇η)Σ − 2νr(rot w,η)Σ + (ca + cd)(∇ w,∇ξ)Σ
+ (c0 − ca + cd)(div w,div ξ)Σ + 4νr( w, ξ)Σ + 2νr(∇⊥v, ξ)Σ,
where ∇⊥v = (− ∂v
∂x2
, ∂v
∂x1
).
Map B : (H 10 (Σ) × H 10 (Σ)2)2 → R so defined is clearly bilinear. Moreover, it is con-
tinuous, as it satisfies
B[ U , W] c‖ U‖H 10 (Σ)×H 10 (Σ)2‖ W‖H 10 (Σ)×H 10 (Σ)2
and it is also coercive. Indeed, first we compute
B[ U , U] = (ν + νr)|v|21,2 − 2νr
[
(rot w,v)Σ − (∇⊥v, w)Σ
]+ (ca + cd)| w|21,2
+ (c0 − ca + cd)‖div w‖22 + 4νr‖ w‖22. (9)
Next we notice that (rot w,η)Σ = −( w,∇⊥η)Σ , η ∈ H 10 (Σ), w ∈ H 10 (Σ)2. So (9) be-
comes
B[ U , U] = (ν + νr)|v|21,2 − 4νr(−∇⊥v, w)Σ + (ca + cd)| w|21,2
+ (c0 − ca + cd)‖div w‖22 + 4νr‖ w‖22. (10)
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inequality. Thus, using the last relation and discarding nonnegative terms in (10), we are
led to
B[ U , U] ν|v|21,2 + (ca + cd)| w|21,2  c‖ U‖2H 10 (Σ)×H 10 (Σ)2,
where c = min{ν, ca + cd}.
In view of the above discussion, the problem: find U ∈ H 10 (Σ)×H 10 (Σ)2 such that
B[ U , W] = −(1, η)Σ, for all W = (η, ξ) ∈ H 10 (Σ)×H 10 (Σ)2 (11)
is solvable and we denote its solution by U ′ = (v′, w′). Taking V = (η,0), (and V = (0, ξ))
we see that U ′ solves (5)–(7) weakly and U ′ = 0 on ∂Σ , with dp
dx3
= 1.
We claim that Φ1 :=
∫
Σ
v′ = 0. In fact, from the coerciveness of B and (11) we have
c‖ U ′‖2
H 10 ×H 10 (Σ)2
 B[ U ′, U ′] = −(1, v′)Σ = −Φ1.
Thus Φ1 = 0 would imply that U ′ = 0, which, in the light of (5), leads to the contradiction
0 + 1 = 0. Finally we notice that, as problem (5)–(7) is linear, (Φ−11 Φ) U ′ is the solution
having the correct net flux. Its corresponding pressure is such that dp
dx3
= −Φ
Φ1
, as we find
by substituting (Φ−11 Φ) U ′ into (5).
The problem and main results. Let Ω ⊂ R3 be an admissible domain. The micropolar
Leray’s problem we propose is the following: find a steady solution of the system (1) in Ω
with the conditions
v, w = 0, on ∂Ω, (12)
(v, w) → ( Ui, Wi), |x| → ∞ in Ωi, i = 1,2, (13)
where Ui, Wi are the velocity and microrotation fields of the micropolar Poiseuille solution
on Ωi , i = 1,2, satisfying
∫
Σ1
U1 · n = −
∫
Σ2
U2 · n.
Definition 1. A pair (v, w) is a weak solution to micropolar Leray’s problem if
(a) v, w ∈ H 1loc(Ω)3;
(b) for all ψ ∈ C∞0 (Ω;R3), η ∈ C∞0 (Ω), ϕ ∈ V , v, w satisfy
(ν + νr)(∇v,∇ ϕ)+ (v · ∇v, ϕ)= 2νr(rot w, ϕ), (14)
(∇η, v) = 0, (15)
(ca + cd)(∇ w,∇ ψ)+ (c0 − ca + cd)(div w,div ψ)+ (v · ∇ w, ψ)+ 4νr( w, ψ)
= 2νr(rot v, ψ), (16)
where (·, ·) is the inner product of L2(Ω)3;
(c) v, w satisfy (12) in the trace sense;
(d) (v − Ui), ( w − Wi) ∈ H 1(Ωi)3, i = 1,2.
The use of divergence-free test functions causes the elimination of the pressure that is
recovered afterwards as a distribution, see Lemma 12 in the next section.
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expect a solution with a finite Dirichlet integral. In fact, from Φ = ∫
Σi
v · n we see, by
applying Hölder’s and Poincaré’s inequalities, that
Φ2 =
∣∣∣∣∣
∫
Σi
v · n
∣∣∣∣∣
2
 |Σi |
∫
Σi
|v|2  |Σi |C
∫
Σi
|∇v|2.
Then, unless Φ = 0, integration with respect to the x3 variable from 0 to ∞ yields∫
Ωi
|∇v|2 = ∞.
Now we state our main results.
Theorem 3 (Existence). A weak solution to the problem (1), (12)–(13) exists provided
Φ = ∫
Σ2
U2 · n is sufficiently small.
Theorem 4 (Uniqueness). Suppose that problem (1), (12)–(13) admits a weak solution
(v, w) such that
|v|1,2,Ω0 +
1
2
| w|1,2,Ω0 +
∑
i=1,2
Ai + 12Bi +
3
2
C1|Φ|< ν2κ21
,
| w|1,2,Ω0 +
∑
i=1,2
Bi +C1|Φ|< (ca + cd)
κ21
,
where Ai = |v − Ui |1,2,Ωi , Bi = | w − Wi |1,2,Ωi , i = 1,2, and C1 is the constant of
Lemma 7. Then, this is the only weak solution whose flux is Φ .
Theorem 5 (Regularity). Let (v, w) be a weak solution to micropolar Leray’s problem and
p its corresponding pressure, as given by Lemma 12. Then, v, p and w are in fact smooth
and satisfy Eq. (1) in the ordinary sense.
Theorem 6 (Decay). Let v, p, w be a solution to micropolar Leray’s problem and let also
ui = v− Ui , wi = w− Wi and τi = p− p˜i , i = 1,2. Then, for i = 1,2, there exist positive
constants σi , θi depending only on ν, νr , ca , cd , Σi , Φ , ‖ui‖1,2,Ωi , ‖ wi‖1,2,Ωi , such that∣∣Dα ui(x)∣∣+ ∣∣Dα∇τi(x)∣∣+ ∣∣Dα wi(x)∣∣
 σi
(‖ui‖1,2,Ωi + ‖ wi‖1,2,Ωi ) exp{−θix3}, (17)
for every x ∈ Ωi , with x3  1 and every multi-index α, |α| 0.
4. Proofs
4.1. Existence
Before proving the existence theorem, we establish a property of micropolar Poiseuille
flow that is crucial to the results we shall discuss. Notice that in the classical Leray’s
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and microrotation fields of the micropolar Poiseuille flow, a different sort of relation holds
true: relation (18) below plays in our results the same crucial role as (2) does in the classical
case. This fact will become clearer as the work evolves.
Lemma 7. Let U , p˜, W be the micropolar Poiseuille flow with flux Φ in Ω = Σ ×R. Then∫
Σ
|∇ U |2 + |∇ W |2  C1Φ2, (18)
where C1 = C1(ν, ca, cd,Σ) > 0.
Proof. Recall U = v˜(x¯)e3, W = w˜1(x¯)e1 + w˜2(x¯)e2 with x¯ ∈ Σ and v˜, w˜1, w˜2 obtained
in the beginning of preceding section. The result is then a byproduct of the formalism we
employed in seeking these functions. Indeed (11) implies that v˜, w˜1, w˜2 satisfy
c
∥∥(v˜, (w˜1, w˜2))∥∥2H 10 (Σ)×H 10 (Σ)2  ν
∫
Σ
|∇v˜|2 + (ca + cd)
∫
Σ
|∇w˜1|2 + |∇w˜2|2
= ν
∫
Σ
|∇ U |2 + (ca + cd)
∫
Σ
|∇ W |2  CΦ2
since the pressure is proportional to Φ . 
Next proposition is a handy tool for proving the existence theorem. Its proof resembles
the one given in [7, Lemma XI 3.1, p. 263] and we omit it.
Proposition 8. Let R ∈ R be a positive fixed number. Then there exist fields a, b ∈
W
2,2
loc (Ω)
3 such that
(1) div a = 0, in Ω ;
(2) a, b = 0, on ∂Ω ;
(3) a = Ui , b = Wi , in ΩRi , i = 1,2;
(4) |a|1,2,ΩR , |b|1,2,ΩR  C2|Φ|, where C2 = C2(ΩR) > 0.
Remark 9. Notice that constant C2 above grows when R grows, but the reasoning we shall
apply does not involve any passage to the limit as R → ∞.
Proof. Existence. Recall that we shall seek v, w in the form v = u+ a, w = w0 + b with
a, b from Proposition 8 and u, w0 as weak solutions to the following auxiliary problem:
−(ν + νr)∆u+ (u · ∇)u+ (u · ∇)a + (a · ∇)u+ ∇p = 2νr rot w0 +H(a, b ),
div u = 0, (19)
−(ca + cd)∆ w0 − (c0 − ca + cd)∇ div w0 +
([u+ a] · ∇) w0 + (u · ∇)b + 4νr w0
= 2νr rot u+G(a, b ),
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Σi
u · n = 0, (21)
u, w0 → 0, as |x| → ∞ in Ωi, i = 1,2, (22)
where H(a, b ) := −(ν + νr)∆a + (a · ∇)a − 2νr rot b and G(a, b ) := −(ca + cd)∆b −
(c0 − ca + cd)∇ div b + (a · ∇)b + 4νr b − 2νr rot a, in Ω .
The proof of existence of u, w0 is similar to that for the Navier–Stokes equations and
we shall only show the a priori estimates, cf. Eq. (33) below. Before doing so, we need the
following lemma.
Lemma 10. Given ϕ ∈ V and ψ ∈ C∞0 (Ω;R3), there exist constants C4,C5 depending
only on ν, νr , c0, ca , cd , ΩR and |Φ| such that∫
Ω
H(a, b ) · ϕ  C4| ϕ|1,2 and
∫
Ω
G(a, b ) · ψ C5| ψ |1,2.
Proof. Let us write
∫
Ω
H(a, b ) · ϕ = ∫
ΩR
H(a, b ) · ϕ + ∫
ΩR
H(a, b ) · ϕ. Next observing
that a = Ui and b = Wi in ΩRi , i = 1,2, it follows from the definition of H that H(a, b )≡
∇τi (a constant field) in ΩRi , i = 1,2. As a result, the integral over ΩR vanishes.
Integration by parts over ΩR furnishes∫
ΩR
H(a, b ) · ϕ = −
∫
ΩR
(ν + νr)∇a · ∇ ϕ + a · ∇a · ϕ − 2νr b · rot ϕ
+
∫
∂ΩR
(ν + νr)(∇a · n) · ϕ + (b × ϕ) · n.
The interior terms above can be estimated with the aid of Proposition 8, the embedding
H 1(ΩR) ↪→ L4(ΩR) and Hölder’s and Poincaré’s inequalities∣∣∣∣∣
∫
ΩR
(ν + νr)∇a · ∇ ϕ + a · ∇a · ϕ − 2νr b rot ϕ
∣∣∣∣∣C| ϕ|1,2,ΩR . (23)
Invoking the trace theorem, we estimate the boundary terms∣∣∣∣∣
∫
∂ΩR
(ν + νr)(∇a · n) · ϕ + (b × ϕ) · n
∣∣∣∣∣ C′′′| ϕ|1,2,ΩR . (24)
From (23) and (24) we obtain the desired relation∣∣∣∣ ∫ H(a, b ) · ϕ
∣∣∣∣ C4| ϕ|1,2.∣
ΩR
∣
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∫
ΩR
G(a, b ) · ψ
∣∣∣∣∣ C5| ψ |1,2
and constants C4, C5 depend at most on ΩR , Σi , c0, ca , cd , ν, νr and |Φ|. 
Remark 11. In fact, constants C4 and C5 in Lemma 10 are estimated by C(|Φ| +Φ2), for
some constant C = C(ν, νr , c0, ca, cd,ΩR), but we shall not need this estimation.
We now obtain a priori estimates for u and w0. For a while we suppose u ∈ V , w0 ∈
C∞0 (Ω;R3) and dot multiply by u the first equation in (19) and by w0 the third one to
obtain
(ν + νr)|u|21,2 = (u · ∇ u, a)+ 2νr(rot w0, u)+
(
H(a, b ), u), (25)
(ca + cd)| w0|21,2 + (c0 − ca + cd)‖div w0‖22 + 4νr‖ w0‖22
= 2νr(rot u, w0)+ (u · ∇ w0, b )+
(
G(a, b ), w0
)
. (26)
In light of Lemma 10 and Proposition 8 together with the fact (rot u, ψ) = (u, rot ψ),
u ∈ V , ψ ∈ C∞0 (Ω,R3), we have the estimates (recall we are confined to the compact
support of u)∣∣∣∣∣
∫
Ω
u · ∇ u · a
∣∣∣∣∣=
∑
i=1,2
∣∣∣∣∣
∫
Ωi
u · ∇ u · a
∣∣∣∣∣+
∣∣∣∣∣
∫
Ω0
u · ∇ u · a
∣∣∣∣∣
 |u|1,2
( ∑
i=1,2
∫
Ωi
|u|2|a|2
)1/2
+
( ∫
Ω0
|u|2|a|2
)1/2
 |u|1,2
( ∑
i=1,2
‖u‖4,Ωi‖a‖4,Ωi + ‖u‖4,Ω0‖a‖4,Ω0
)
 κ21 |u|21,2
(|a|1,2,Ωi + |a|1,2,Ω0)
 κ21 (C1 +C2)|Φ||u|21,2 ≡ κ21C3|Φ||u|21,2, (27)∣∣∣∣∣2νr
∫
Ω
rot w0 · u
∣∣∣∣∣ 2νr‖ w0‖22 + νr2 ‖ rot u‖22 = 2νr‖ w0‖22 + νr2 |u|21,2, (28)∣∣∣∣∣
∫
Ω
H(a, b ) · u
∣∣∣∣∣ C4|u|1,2. (29)
Thus,
(ν + νr)|u|21,2  κ21C3|Φ||u|21,2 + 2νr‖ w0‖22 +
νr
2
|u|21,2 +C4|u|1,2. (30)By an analogous procedure and Poincaré’s inequality we get from (26),
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νr
2
|u|21,2 +C5K| w0|1,2
+ κ21C3|Φ|| w0|1,2|u|1,2. (31)
Then, summing up relations (30), (31) and applying Young’s inequality, we obtain
ν|u|21,2 + (ca + cd)| w0|21,2

(
3
2
κ21C3|Φ| +
ν
2
)
|u|21,2 +
(
κ21C3|Φ| + (ca + cd)
) | w0|21,2
2
+ C
2
4
2ν
+ K
2C25
2(ca + cd) .
It is apparent from this last inequality the need for the assumption |Φ|  1. More precisely,
we shall demand that
|Φ| < 1
κ21C3
γ, with γ := min
{
ca + cd, ν3
}
(32)
to obtain the estimates
ν
2
|u|21,2 +
(ca + cd)
2
| w0|21,2 
C24
2ν
+ K
2C25
2(ca + cd) . (33)
As constants C4,C5 above do not depend on u, w0, Galerkin’s method applies and exis-
tence is proved. 
Lemma 12. Let (v, w) be a weak solution to the problem (1), (12)–(13). Then there exists
p ∈ L2loc(Ω) such that
(ν + νr)(∇v,∇ξ)+ (v · ∇v, ξ)+ (p,div ξ) = 2νr(rot w, ξ),
for all ξ ∈ C∞0 (Ω;R3).
Proof. See [7, Corollary III 5.2, p. 171]. 
4.2. Uniqueness
The sufficient conditions for uniqueness of weak solutions mentioned in Theorem 4
are proved as follows. Suppose that (v′, w′) and (v′′, w′′) are weak solutions to (1), (12)–
(13) with corresponding pressures p′ and p′′, respectively. Then setting v = v′ − v′′ and
w = w′ − w′′ we see, from item (d) of Definition 1, that v ∈ V , w ∈ H 10 (Ω)3 and that both
satisfy
(ν + νr)(∇v,∇ ϕ) = (v · ∇ ϕ, v′′)+ (v′ · ∇ ϕ, v)+ 2νr(rot w, ϕ),
(ca + cd)(∇ w,∇ ψ)+ (c0 − ca + cd)(div w,div ψ)+ 4νr( w, ψ)
= (v′′ · ∇ ψ, w)+ (v · ∇ ψ, w′)+ 2νr(rot v, ψ),
for all ϕ ∈ V , ψ ∈ C∞0 (Ω;R3). As each term above is continuous with respect to the norms
of V and H 10 (Ω)
3
, we may take ϕ = v, ψ = w and obtain the identities
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(ca + cd)| w|21,2 + (c0 − ca + cd)‖div w‖22 + 4νr‖ w‖22
= (v · ∇ w, w′)+ 2νr(rot v, w)
from which we get (cf. (30) and (31))
ν|v|21,2 + (ca + cd)| w|21,2 
∣∣(v · ∇ w, w′)∣∣+ ∣∣(v · ∇v, v′′)∣∣.
Next, notice that |(v · ∇ w, w′)| = |(v · ∇ w, w′′ + w)| = |(v · ∇ w, w′′)| and
∣∣(v · ∇ w, w′′)∣∣= ∣∣−(v · ∇ w′′, w)∣∣=
∣∣∣∣∣
∫
Ω0
v · ∇ w′′ · w +
2∑
i=1
∫
Ωi
v · ∇ w′′ · w
∣∣∣∣∣
 ‖∇ w′′‖2,Ω0‖v‖4,Ω0‖ w‖4,Ω0 +
2∑
i=1
∣∣∣∣∣
∫
Ωi
v · ∇ w′′ · w
∣∣∣∣∣. (34)
Terms | ∫
Ωi
v · ∇ w′′ · w|, i = 1,2, can be estimated, with the aid of Lemma 7, as follows:∣∣∣∣∣
∫
Ωi
v · ∇ w′′ · w
∣∣∣∣∣=
∣∣∣∣∣
∫
Ωi
v · ∇ w′′ · w − v · ∇ Wi · w + v · ∇ Wi · w
∣∣∣∣∣

∣∣∣∣∣
∫
Ωi
v · ∇[ w′′ − Wi] · w
∣∣∣∣∣+
∣∣∣∣∣
∫
Ωi
v · ∇ Wi · w
∣∣∣∣∣

∥∥∇( w′′ − Wi)∥∥2,Ωi‖v‖4,Ωi‖ w‖4,Ωi +C1|Φ|‖v‖4,Ωi‖ w‖4,Ωi
≡ (Bi +C1|Φ|)‖v‖4,Ωi‖ w‖4,Ωi . (35)
From (3), (34), (35) and Schwarz inequality we infer that
∣∣(v · ∇ w, w′′)∣∣ κ21
2
(
| w′′|1,2,Ω0 +
∑
i=1,2
Bi +C1|Φ|
){|v|21,2 + | w|21,2}. (36)
On the other hand, introducing Ai = |v′′ − Ui |1,2,Ωi , i = 1,2, we similarly compute∣∣(v · ∇v, v′′)∣∣ κ21
(
|v′′|1,2,Ω0 +
∑
i=1,2
Ai +C1|Φ|
)
|v|21,2. (37)
Summing up inequalities (36) and (37) we see
ν|v|21,2 + (ca + cd)| w|21,2
 κ21
(
|v′′|1,2,Ω0 +
∑
i=1,2
Ai +C1|Φ|
)
|v|21,2
+ κ
2
1
(
| w′′|1,2,Ω0 +
∑
Bi +C1|Φ|
){|v|21,2 + | w|21,2}.2
i=1,2
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ν − κ21
(
|v′′|1,2,Ω0 +
1
2
| w′′|1,2,Ω0 +
∑
i=1,2
Ai + 12Bi +
3
2
C1|Φ|
)]
|v|21,2
+
[
(ca + cd)− κ
2
1
2
(
| w′′|1,2,Ω0 +
∑
i=1,2
Bi +C1|Φ|
)]
| w|21,2  0.
The above inequality together with condition v, w = 0 on ∂Ω implies that v, w ≡ 0 in Ω
and the uniqueness is then established.
4.3. Higher regularity
In this section we prove Theorem 5. Suppose (v, w) is a weak solution of micropolar
Leray’s problem and p its corresponding pressure given by Lemma 12. Let Ω ′ ⊂ Ω be a
bounded subset. We have v, w ∈ H 1(Ω ′)3 and p ∈ L2(Ω ′). Then v · ∇v ∈ L3/2(Ω ′)3. In
fact, ∫
Ω ′
|v · ∇v|3/2 
( ∫
Ω ′
|v|6
)1/4( ∫
Ω ′
|∇ v|2
)3/4
 C
( ∫
Ω ′
|∇ v|2
)3/2
.
We thus have F := 2νr rot w−v ·∇v ∈ L3/2(Ω ′)3 and by the regularity results for solutions
of the Stokes system (cf., e.g., [7,14]), we see that v ∈ W 2,3/2(Ω ′)3 and p ∈ W 1,3/2(Ω ′).
From this we conclude ∇v ∈ W 1,3/2(Ω ′)3 ↪→ Lr(Ω ′)3, for all r ∈ [ 32 ,3] and, applying
Hölder’s inequality and Sobolev embeddings, we get
∫
Ω ′
|v · ∇v|2 
( ∫
Ω ′
|v|6
)1/3( ∫
Ω ′
|∇ v|3
)2/3
 C‖v‖21,2,Ω ′ ‖v‖22,3/2,Ω ′ .
From this we infer F ∈ L2(Ω ′)3 and again due to the regularity results of Stokes system,
we arrive at v ∈ W 2,2(Ω ′)3 and p ∈ W 1,2(Ω ′). Next, notice that owing to the embedding
W 2,2(Ω ′) ↪→C(Ω ′), we have
‖v · ∇ w‖22 C
∫
Ω ′
|v|2|∇ w|2  C‖v‖2∞,Ω ′
∫
Ω ′
|∇ w|2,
thus v · ∇ w ∈ L2(Ω ′)3 and, as a result, G := 2νr rot v − v · ∇ w ∈ L2(Ω ′)3. By Necˇas’
results on the regularity of solutions of strongly elliptic systems of second order (cf. [10,
Theorem 5]) we find w ∈ W 2,2(Ω ′)3.
Iterating the above procedure we may conclude v,∇p, w ∈ C∞(Ω)3.
4.4. Asymptotic behavior of solutions
In this section we study the pointwise decay of solutions to the prescribed data as
|x| → ∞. Thus, we shall confine ourselves to the case where Ω is the semi-infinite straight
cylinder Ω = Σ × (0,∞). We shall also denote by U, W the velocity and microrotation
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auxiliary problem in Ω :
−(ν + νr)∆u+ (u · ∇)u+ (u · ∇) U + ( U · ∇)u+ ∇τ = 2νr rot w0,
div u = 0, (38)
−(ca + cd)∆ w0 − (c0 − ca + cd)∇ div w0 +
([u+ U ] · ∇) w0 + (u · ∇) W + 4νr w0
= 2νr rot u,
u, w0 = 0, on ∂Ω \ {x3 = 0}, (39)∫
Σ
u · n = 0. (40)
Notice that if (v, w) is a weak solution of micropolar Leray’s problem and we set u = v− U
and w0 = w− W , then (u, w0) satisfy (38)–(40) in the weak sense with Ω = ΩRi , Σ = Σi
and U = Ui , W = Wi , i = 1,2.
Given s  1 and δ ∈ (0, s] let us fix the following notation ωs = {x ∈ Ω | s < x3 <
s + 1} and ωs,δ = {x ∈ Ω | s − δ < x3 < s + 1 + δ}. Recall also that for T > 0 we denote
ΩT = {x ∈ Ω | x3 > T }.
We now review two earlier results we shall employ in our analysis. The first one is
about local estimates for solutions of the Stokes system in a straight cylinder that plays a
fundamental role in establishing the pointwise decay of solutions of the classical Leray’s
problem. As for the second result, it is useful to prove the exponential decay rate. Proofs
for both of the results are available in the book of Galdi [7].
Lemma 13. Let Σ ⊂ R2 be an open, simply connected set, of class Cm+2. Given f ∈
W
m,q
loc (Ω)
3
, q  1, m 0, let us denote by (u, τ) a weak solution of the Stokes system
∆u = ∇τ + f , div u = 0 in Ω = Σ × (0,+∞),
u = 0, on ∂Ω \Σ(0),
such that u ∈ W 1,qloc (Ω)3, τ ∈ Lqloc(Ω). Then, for all s  1, 0 < δ  s,
‖u‖m+2,q,ωs + ‖∇τ‖m,q,ωs C
(‖ f ‖m,q,ωs,δ + ‖u‖1,q,ωs,δ ), (41)
where the constant C = C(q,m, δ,Σ), does not depend on s.
Lemma 14. Let y be a real, continuous, nonnegative function in [0,+∞) such that y ∈
C1((0,+∞))∩L1((0,+∞)). If y satisfies the integro-differential inequality
y′(t)+ a
+∞∫
0
y(s) ds  by(t), for all t > 0,
with a, b ∈R, a > 0 it then follows that
y(t) k1y(0) exp(−k2t), for all t > 0,√
2 √
where k1 = b +4ak2 and k2 = 12 ( b2 + 4a − b).
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for microrotation field w.
Lemma 15. With the same notation of Lemma 13, let w ∈ W 1,2loc (Ω)3 be a solution of thefollowing strongly elliptic system:{−α∆ w − β∇ div w + γ w = G, in Ω ≡ Σ × (0,+∞),
w = 0, on ∂Ω \ {x3 = 0}, (42)
with G ∈ Wm,2loc (Ω)3 and α, β , γ positive constants. Then, w ∈ Wm+2,2loc (Ω)3 with
‖ w‖m+2,2,ωs  C
(‖G‖m,2,ωs,δ + ‖ w‖1,2,ωs,δ ), (43)
where constant C depends on α, β , γ , δ, Σ , m but not on s.
Proof. We argue as Galdi [7] in the proof of Lemma 13 but using a theorem due to Necˇas
(cf. (45) below). We shall show that (43) holds for s = 1, since the case of an arbitrary
s can be obtained from the former by a convenient translation in the x3 variable. Given
ψ ∈ C∞(R), with ψ(t) = 0, if t  1 and ψ(t) = 1, if t  2, consider for every positive
integer k the function
ψk(x) := ψ
(
k(k + 1)x3 − k2 + 2
)[
1 −ψ(k(k + 1)x3 − k(2(k + 1)+ 1)+ 1)].
Denoting by Uk := {x ∈ Ω | 1 − 1/(k + 1) x3  2 + 1/(k + 1)}, we see that ψk(x) ≡ 0,
if x ∈ Ω \ Uk−1 and also ψk(x) ≡ 1, if x ∈ Uk . Now let k1 be such that Uk1 ⊆ ω1,δ . For
k  k1 let us define wk = ψk w and Gk = ψkG. From (42), we see that wk solves{−α∆ wk − β∇ div wk + γ wk = Gk −Lk, in D,
wk = 0, on ∂D, (44)
where Lk = (2α + β)∇ψk · ∇ w + α∆ψk w + β(∇ψk div w +D2ψk w) and D is a smooth
domain containing Uk1 . Next, let us fix k2  k1 and apply Theorem 5 of [10] to wk2 to get
‖ wk2‖2,2,D  C
(‖Gk2 +Lk2‖2,D + ‖ wk2‖1,2,D) (45)
with constant C depending on the (constant) coefficients of the operator and on (fixed)
domain D.
Bearing in mind that supp{ψk2}, supp{∇ψk2} ⊂ Uk2−1, from (45) we find
‖ w‖2,2,Uk2  C
(‖Gk2 +Lk2‖2,Uk2−1 + ‖ wk2‖1,2,Uk2−1) (46)
with another constant depending also on ψk2 . Observe that ‖Gk2 + Lk2‖2,Uk2−1 
C(‖G‖2,Uk2−1 + ‖ w‖1,2,Uk2−1), so substituting this last inequality into (46) we find
‖ w‖2,2,Uk2  C
(‖G‖2,Uk2−1 + ‖ w‖1,2,Uk2−1), (47)
constant C depending on k2, δ, ψk2 , α, β , γ but not on Uk2 and Uk2−1. In particular,
we conclude that ‖ w‖2,2,ω1  C(‖G‖2,ω1,δ + ‖ w‖1,2,ω1,δ ), that is the desired relation for
m = 0. On iterating the above procedure we may check the validity of (43). Indeed, let us
take k3 = k2 + 1. We have Uk3 ⊂ Uk2 and also
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[
(2α + β)∇ψk3 · ∇ w + α w∆ψk3
]
+ ∇[β(∇ψk3 div w +D2ψk3 w)]
= ∇ψk3 ⊗G+ψk3∇G+ (2α + β)[D2ψk3∇ w +D2 w∇ψk3]
+ α∇ w∆ψk3 + α w∇∆ψk3
whence ‖Gk3 + Lk3‖1,2,Uk3  C(‖G‖1,2,Uk2 + ‖ w‖2,2,Uk2 ). From this last inequality and
from (47) we infer that ‖Gk3 +Lk3‖1,2,Uk3  C(‖G‖1,2,Uk2 + ‖ w‖1,2,Uk2 ).
Invoking once more Necˇas’ result, we obtain
‖ wk3‖3,2,Uk3  C
(‖G‖1,2,Uk2 + ‖ w‖1,2,Uk2 + ‖ w‖2,2,Uk2 )
and recalling (47) we arrive at
‖ w‖3,2,Uk3  C
(‖G‖1,2,Uk2 + ‖ w‖1,2,Uk2 ),
that implies the assertion of the lemma for m= 1.
For m 2 the argument proceeds analogously. 
Lemma 16. Let (u, τ, w0) a smooth solution to problem (38)–(40) with |u|1,2 = M1 < ∞
and | w0|1,2 = M2 < ∞. Then, for all m 0 and R > 0, the following estimate holds true:
‖u‖m+2,2,ΩR+1 + ‖∇τ‖m,2,ΩR+1 + ‖ w0‖m+2,2,ΩR+1
 C
(‖u‖1,2,ΩR + ‖ w0‖1,2,ΩR ), (48)
where C depends only on ν, νr , m, M1, M2, Σ and Φ .
Proof. Owing to lack of space, we shall show only a few steps of it. The argument consists
of induction over m and a combination of Lemmas 13 and 15. Denote by F = 2νr rot w0 −
(u · ∇ u+ u · ∇ U + U · ∇ u). We then see that u, τ satisfy the Stokes system{
∆u = (ν + νr)−1(∇τ + F), div u = 0 in Ω = Σ × (0,+∞),
u = 0, on ∂Ω \Σ(0).
Before applying Lemma 13 with q = 2, we must check that F ∈ L2loc(Ω)3. Observe that
for all R1  0 and all integer  1 we have
‖2νr rot w0‖3/2,ΩR1+,R1++1  C| w0|1,2,ΩR1+,R1++1 , (49)
where we first applied Fubini’s theorem in the cylinder Σ × [R1 + ,R1 + + 1] and then
Hölder’s inequality. We also have that
‖u · ∇ u‖3/2,ΩR1+,R1++1  ‖u‖6,ΩR1+,R1++1 |u|1,2,ΩR1+,R1++1
 κ2M1|u|1,2,ΩR1+,R1++1 . (50)
As U is smooth and independent of the x3 variable we estimate the terms ‖u · ∇ U +
U · ∇ u‖3/2,ΩR1+,R1++1  C|u|1,2,ΩR1+,R1++1 , constant C depending on ‖∇ U‖∞,Σ and
‖ U‖∞,Σ . From this, (49) and (50) we conclude that( )‖F‖3/2,ΩR1+,R1++1  C |u|1,2,ΩR1+,R1++1 + | w0|1,2,ΩR1+,R1++1 , (51)
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up with  = 0,1,2, . . . ,∞ we get
‖u‖2,3/2,ΩR2  C
(‖F‖3/2,ΩR2−δ + ‖u‖1,3/2,ΩR2−δ ), (52)
for all R2  1. We also compute
‖u · ∇ u‖22,ΩR2+,R2++1  ‖u‖
1/3
6,ΩR2+,R2++1
‖∇u‖23,ΩR2+,R2++1
 C|u|21,2,ΩR2+,R2++1‖u‖
2
2,2/3,ΩR2+,R2++1
 C˜|u|21,2,ΩR2+,R2++1 , (53)
for all R2  1, where C˜ depends on M1,M2 and we have used (51) and (52) to bound the
term ‖u‖2,3/2,ΩR2+,R2++1 by a constant depending on M1,M2.
The inequality
‖ U · ∇ u+ u · ∇ U‖22,ΩR2+,R2++1  C|u|
2
1,2,ΩR2+,R2++1
and w0 ∈ H 1loc(Ω)3 along with relation (53) show that F ∈ L2loc(ΩR2)3, for all R2  1.
Then Lemma 13, with m= 0, q = 2, s = R2 +, after summing up with  = 0,1,2, . . . ,∞
implies ‖u‖2,2,ΩR3 + ‖∇τ‖2,ΩR3  C(‖F‖2,ΩR3−δ + ‖u‖1,2,ΩR3−δ ), for all R3  R2 + δ
and, in particular, ‖u‖∞,ΩR3 C(M1,M2), so
‖F‖2,ΩR3−δ  C
(‖u‖1,2,ΩR3−δ + ‖ w0‖1,2,ΩR3−δ ).
Thus
‖u‖2,2,ΩR3 + ‖∇τ‖2,ΩR3  C
(‖u‖1,2,ΩR3−δ + ‖ w0‖1,2,ΩR3−δ ), (54)
for all R3 R2 + δ.
Owing also to the embedding H 2(ΩR3) ↪→ C(ΩR3) we have u ·∇ w0 ∈ L2(ΩR3)3. And
since U, W are smooth and independent of the x3 variable U · ∇ w0, u · ∇ W ∈ L2(ΩR3)3.
So, denoting by G = 2νr rot u− ((u+ U) · ∇ w0 + u · ∇ W), we conclude G ∈ L2(ΩR3)3,
for all R3 R2 + δ. An application of Lemma 15, with m = 0, s = R3 +  and summation
with  = 0,1,2, . . . ,∞ yields
‖ w‖2,2,ΩR4 C
(‖G‖2,ΩR4−δ + ‖ w‖1,2,ΩR4−δ )
C
(‖u‖1,2,ΩR4−δ + ‖ w‖1,2,ΩR4−δ ), (55)
for all R4 R3 + δ. If we take R4 = R + 1, R3 = R + 2δ and R2 = R + δ in (54) and (55)
and use the fact that Ωs ⊂ Ωt if s > t , we find
‖u‖2,2,ΩR+1 + ‖∇τ‖2,ΩR+1 + ‖ w0‖2,2,ΩR+1 C
(‖u‖1,2,ΩR + ‖ w0‖1,2,ΩR ),
which is the assertion of the lemma for m = 0. The induction process carries on simi-
larly. 
Remark 17. Lemma 16 implies that u, ∇τ , w0 and their respective derivatives of arbitrary
order decay pointwise to zero at infinity, since u,∇τ, w0 ∈ Hm(Ω)3, m 0.
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follows.
Claim 18. Let u, τ , w0 be a solution of problem (38)–(40). Suppose that Φ , the flux associ-
ated with the micropolar Poiseuille flow U , W is subject to (32). Then there exist constants
k1 and k2 such that
∞∫
t
∫
Σ
|∇ u|2 + |∇ w0|2  k1
(|u|21,2,Ω + |u|21,2,Ω) exp{−k2t}, for all t  0. (56)
We dot multiply the first equation of (38) by u and integrate by parts between x3 = z
and x3 = z1, to obtain
(ν + νr)
z1∫
z
∫
Σ(s)
|∇ u|2 =
∫
Σ(z1)∪Σ(z)
[
(ν + νr)u · (∇u · n)− |u|
2
2
(u · n+ U · n)
− τ(u · n)+ 2νr( w0 × u) · n
]
+
z1∫
z
∫
Σ(s)
(2νr rot u · w0 − u · ∇ U · u). (57)
Taking the limit in (57) through some sequence z1,k → ∞ such that
lim
k→∞
∫
Σ(z1,k)
[
(ν + νr)u · (∇u · n)− |u|
2
2
(u · n+ U · n)
− τ(u · n)+ 2νr( w0 × u) · n
]
= 0,
we obtain
(ν + νr)
∞∫
z
∫
Σ(s)
|∇ u|2 = −
∫
Σ(z)
[
(ν + νr)u · (∇u · n)− |u|
2
2
(u · n+ U · n)
− τ(u · n)+ 2νr( w0 × u) · n
]
+
∞∫
z
∫
Σ(s)
(2νr rot u · w0 − u · ∇ U · u). (58)
Analogously, from the third equation in (38) we obtain
∞∫ ∫
(ca + cd)|∇ w0|2 + (c0 − ca + cd)|div w0|2 + 4νr | w0|2
z Σ(s)
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∫
Σ(z)
[
(ca + cd) w0 · (∇ w0 · n)+ (c0 − ca + cd)div w0( w0 · n)
− 1
2
| w0|2(u · n+ U · n)
]
+
∞∫
z
∫
Σ(s)
(2νr rot u · w0 − u · ∇ W · w0).
On summing up the above relation and (58) we see, after discarding nonnegative terms,
that
∞∫
z
∫
Σ(s)
(ν + νr)|∇ u|2 + (ca + cd)|∇ w0|2 + 4νr | w0|2
−
∫
Σ(z)
(ν + νr)u · (∇u · n)+ (ca + cd) w0 · (∇ w0 · n)
+
∫
Σ(z)
1
2
|u|2(u · n+ U · n)+ 1
2
| w0|2(u · n+ U · n)
−
∫
Σ(z)
2νr( w0 × u) · n+ (c0 − ca + cd)div w0( w0 · n)
+
∫
Σ(z)
τ (u · n)+ I,
where I := ∫∞
z
∫
Σ(s)
(4νr rot u · w0 − u · ∇ W · w0 − u · ∇ U · u). Next, we apply Lemma 7,
the embedding H 1(Ω) ↪→ L4(Ω) and Young’s inequality to arrive at
|I |
(
νr + 32κ
2
1C1|Φ|
) ∞∫
z
∫
Σ(s)
|∇ u|2 + 1
2
κ21C1|Φ|
∞∫
z
∫
Σ
|∇ w0|2.
Owing to condition (32), we may then conclude
(
γ −C1κ21 |Φ|
) ∞∫
z
∫
Σ(s)
|∇ u|2 + |∇ w0|2
−
∫
Σ(z)
(ν + νr)u · (∇u · n)+ (ca + cd) w0 · (∇ w0 · n)
+
∫
Σ(z)
1
2
|u|2(u · n+ U · n)+ 1
2
| w0|2(u · n+ U · n)
−
∫
2νr( w0 × u) · n+ (c0 − ca + cd)div w0( w0 · n)+
∫
τ(u · n). (59)
Σ(z) Σ(z)
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γ˜
∫ t++1
t+ H(z) J1+J2+J3+J4, where γ˜ := (γ −C1κ21 |Φ|), H(z) :=
∫∞
z
∫
Σ(s)
|∇ u|2+
|∇ w0|2 and
J1 := −
t++1∫
t+
∫
Σ(z)
(ν + νr)u · (∇u · n)+ (ca + cd) w0 · (∇ w0 · n),
J2 :=
t++1∫
t+
∫
Σ(z)
1
2
|u|2(u · n+ U · n)+ 1
2
| w0|2(u · n+ U · n),
J3 := −
t++1∫
t+
∫
Σ(z)
2νr( w0 × u) · n+ (c0 − ca + cd)div w0( w0 · n),
J4 :=
t++1∫
t+
∫
Σ(z)
τ (u · n).
Notice that since u · (∇u · n) = 12 ∂|u|
2
∂x3
, J1 may be rewritten as
J1 ≡ −12
∫
Σ(t++1)
(ν + νr)|u|2 + (ca + cd)| w0|2 + 12
∫
Σ(t+)
(ν + νr)|u|2
+ (ca + cd)| w0|2. (60)
Our aim is to apply Lemma 14 to function H defined above. To this end we estimate the
terms Jr , r = 2,3,4, as shown below
|J2| + |J3| C
(‖∇u‖22 + ‖∇ w0‖22), (61)
for some constant C = C(ν, νr , c0, ca, cd,Σ,Ω,Φ,M1,M2) > 0.
Term J4 is more involved and we proceed as follows: let us consider
η ∈ W 1,20 (Ωt+,t++1)3
the field such that div η = u · n, in Ωt+,t++1, and
‖η‖1,2  C0‖u‖2 KC0‖∇u‖2. (62)
Such a field exists, since the compatibility condition
∫
Ωt+,t++1 u · n = 0 is attained. Re-
calling the definition of J4, using the first equation in (38) and integrating by parts over
Ωt+,t++1 we find
J4 =
∫
Ωt+,t++1
[−(ν + νr)∇u · ∇ η − (u · ∇)u · η − (u · ∇) U · η( U · ∇)u · η
]+ 2νr rot w0 · η .
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|J4| C(1 +M1)
(‖∇u‖22 + ‖∇ w0‖22). (63)
Collecting results (60), (61) and (63) we conclude
γ˜
t++1∫
t+
H(z)−1
2
∫
Σ(t++1)
(ν + νr)|u|2 + (ca + cd)| w0|2
+ 1
2
∫
Σ(t+)
(ν + νr)|u|2 + (ca + cd)| w0|2
+C(‖∇u‖22,Ωt+,t++1 + ‖∇ w0‖22,Ωt+,t++1).
Bearing in mind that
∫
Σ(t)
|u|2, ∫
Σ(t)
| w0|2 → 0 as t → ∞, summation over  from 0 to ∞
yields
γ˜
∞∫
t
H(s) 1
2
∫
Σ(t)
(ν + νr)|u|2 + (ca + cd)| w0|2 +C
(‖∇u‖22,Ωt + ‖∇ w0‖22,Ωt )
 C′
∫
Σ(t)
(ν + νr)|∇ u|2 + (ca + cd)|∇ w0|2 +CH(t),
where in the last step we applied Poincaré’s inequality in Σ(t). Observing also that H ′(t) =
− ∫
Σ(t)
|∇ u|2 + |∇ w0|2, we are led to
γ˜
∞∫
t
H(s)−C7H ′(t)+CH(t).
It then follows from Lemma 14 the existence of constants k1, k2 > 0 such that H(t) 
k1H(0) exp(−k2t), for all t  0, which ends the proof of Claim 18. 
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