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HOLOMORPHIC LINE BUNDLES OVER
HILBERT FLAG VARIETIES
A.G. HELMINCK AND G.F. HELMINCK
Abstract. In this contribution we present a geometric realization of an infinite
dimensional analogue of the irreducible representations of the unitary group. This
requires a detailed analysis of the structure of the flag varieties involved and the
line bundles over it. These constructions are of importance in quantum field the-
ory and in the framework of integrable systems. As an application, it is shown
how they occur in the latter context.
1. Introduction
It is a classical result that the irreducible representations of the unitary group
U(H) of a finite dimensional space H can be realized geometrically as the natural
action of U(H) on the holomorphic sections of a holomorphic line bundle over a
space of flags in H. Infinite dimensional analogues of some of these representations
occur in quantum field theory, see e.g. [2]. In this paper we consider a separable
Hilbert space H and we introduce a manifold of flags in H over which there exist
holomorphic line bundles that are similar to the finite dimensional ones. The defi-
nition of the flag variety and some of its properties can be found in the first section.
The second section is devoted to the construction of the holomorphic line bundles
and the analysis of their space of holomorphic sections. As an application, we show
in the final section what role the geometry plays in the context of some integrable
systems. A more detailed description of the content of the different sections is as
follows.
The first subsection starts with giving the type of flags in H that will be consid-
ered. Here the basic flag F(0) serves as a model. The flag variety  is a homoge-
neous space for a certain unitary group Ures(H). As in the finite dimensional case
one can see  also as a homogeneous space for a larger group of automorphisms of
H, namely Glres(H). This is the analogue of the general linear group in this frame-
work. The second subsection is devoted to an explicit description of the manifold
structure on . The first difference with the finite dimensional case appears at the
description of the connected components of  in the third subsection.
After these general considerations we start the new section with the technical
prerequisites for the construction of the holomorphic line bundles. First we choose
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a suitable orthonormal basis of H, we order its index set S conveniently and in-
troduce the Weylgroup W of Ures(H). Next we show that the charts around the
points in the W-orbit through F(0) cover . Let (0) be the connected component
of  that contains F(0). The foregoing results enable you to introduce a dense
subspace (∞) of (0) that is the direct limit of finite dimensional flag varieties.
The space (0) can be written as a homogeneous manifold G2/, where G2 is
a suitable Banach Lie group for which certain subdeterminants are defined. To
come to the form of the group G2 one has to introduce the notion of an admissible
permutation of the index set S. Then we have the necessary ingredients for the in-
troduction of a collection of holomorphic line bundles over (0) in the subsequent
subsection. Let Gl(0)res (H) be the connected component of Glres(H). If one wants
to lift the Gl(0)res (H)-action to these line bundles, one is forced to introduce a central
extension G˜ of the group Gl(0)res (H). We conclude this section with a subsection de-
scribing the space of holomorphic sections of these bundles and the irreducibility
of the G˜-action on it.
The third section starts with giving a framework for the equations of the multi-
component KP-hierarchy. Next we give the geometric ingredients that are needed
for the construction of solutions of the equations from the first subsection. In the
final subsection we give a geometric construction of solutions of the multicompo-
nent KP-hierarchy and a geometric interpretation of these non-linear equations and
some other related systems.
2. Properties of Hilbert flag manifolds
2.1. The flag variety. Let H be a separable complex Hilbert space with innerprod-
uct < ·, ·>. We will consider certain chains of subspaces in H and as in the finite
dimensional case one has to specify the “size” of the components. Therefore we
start with an orthogonal decomposition of H,
H = H1 ⊕ . . .⊕ Hm, where Hi ⊥ H j for i = j.(1)
We assume that mi = dim(Hi) satisfies 1 ≤ mi ≤ ∞. Let pi, 1 ≤ i ≤ m, be the
orthogonal projection of H onto Hi. Then we will use throughout this paper the
following
Notation 2.1.1. If g belongs to B(H), the space of bounded linear operators from
H to H, then g = (gij), 1 ≤ i ≤ m and 1 ≤ j ≤ m, denotes the decomposition of g
w.r.t. the {Hi | 1 ≤ i ≤ m}. That is to say gij = pi ◦ g | H j.
To the decomposition (1) we associate the basic flag F(0) given by
0 ⊂ H1 ⊂ . . . ⊂
r⊕
j=1
H j ⊂ . . . ⊂ H.
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Now we consider in H flags F = {F(0), . . . , F(m)}, that is to say chains of closed
subspaces of H,
{0} = F(0) ⊂ F(1) ⊂ . . . ⊂ F(m) = H,
that are comparable to the basic flag F(0), i.e. for all i, 1 ≤ i ≤ m,
dim(F(i)/F(i− 1)) = dim(Hi).
To such a flag F is associated an orthogonal decomposition of H,
H = F1 ⊕ . . .⊕ Fm, where Fi = F(i) ∩ F(i− 1)⊥.
We will denote a flag F by F = {F(0), . . . , F(m)} as well as F = {F1, . . . , Fm}.
The class of flags one obtains in this way is still too wide and we will require
that our flags do not differ too much from the basic flag. The condition by which
we express this property is a natural generalization of that used in [20] for the
Grassmann manifold and is such that it permits you to construct suitable measures
on your manifold, see [8] and [19]. Moreover the connected component (0) of ,
containing F(0), is a homogeneous space for the group of all invertible operators of
the form identity+ a Hilbert-Schmidt operator and this group comes up in a natural
way in quantum field theory, see [22] and [3]. There are, however, situations where
other spaces of compact operators have to be considered, see e.g. [18].
Definition 2.1.2. Let  be the collection of flags F = {F1, . . . , Fm}, satisfying
dim(Fi) = dim(Hi), such that for all i and j with j = i, the orthogonal projection
p j : Fi → H j is a Hilbert-Schmidt operator. We call  the flag variety correspond-
ing to the decomposition (1).
Example 2.1.3. The Grassmann manifold Gr(H) that plays an important role in
[20] and [21] corresponds to the case that H is the space of powerseries
H = L2(S1, ) =
{∑
n∈
anz
n, an ∈ ,
∑
n∈
|an|2 < ∞
}
,
H1 =
{∑
n≥0
anz
n ∈ H
}
and H2 =
{∑
n<0
anz
n ∈ H
}
.
For a decomposition that plays a role in quantum field theory, see [2].
As in the finite dimensional case, the space  is a homogeneous space for a
certain unitary group. Let F = {F1, . . . , Fm} belong to . From the definition of
 we know that there is for each i, 1 ≤ i ≤ m, an isometry ui between Hi and Fi. If
we put u = u1 ⊕ . . .⊕ um, then u belongs to the group of unitary transformations,
U(H), of H and for each 1 ≤ i ≤ m we have
u
(
i⊕
j=1
H j
)
=
i⊕
j=1
Fj.
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In other words, the flag F is the image under u of the basic flag. The condition
defining  implies that u = (uij) satisfies: uij is a Hilbert-Schmidt operator for
i = j. This brings us to the introduction of the following group.
Definition 2.1.4. The restricted unitary group, Ures(H), consists of all u = (uij)
in U(H) such that uij is a Hilbert-Schmidt operator if i = j.
The group Ures(H) is defined in such a way that, reversibly, for each g ∈Ures(H)
the flag g(F(0) ) belongs to . If we extend a unitary transformation σ of Hi in the
trivial way to one of H, then this extended transformation belongs to Ures(H). Thus
we have a natural embedding of each U(Hi) into Ures(H). Clearly the stabilizer
of F(0) in Ures(H) is equal to
m∏
i=1
U(Hi) and therefore we can identify  with the
homogeneous space
Ures(H)/
m∏
i=1
U(Hi).
For several reasons, like the description of the manifold structure on  and the
consideration of non-unitary flows on , it is convenient to have a description of 
as the homogeneous space of a larger group of automorphisms of H. The Banach
structure of this group follows directly from that of its Lie algebra. Therefore we
start with the analogue of the Lie algebra of the general linear group.
Definition 2.1.5. A restricted endomorphism of H is a u= (uij) in B(H) such that
uij is a Hilbert-Schmidt operator for all i = j. We denote the space of all restricted
endomorphisms of H by Bres(H).
The space Bres(H) is a subalgebra of B(H) since the collection of Hilbert-
Schmidt operators is closed under left and right multiplication with bounded op-
erators. Hence it is also a Lie subalgebra of the Lie algebra B(H). On Bres(H) we
will introduce a norm. This requires some general notations.
Notation 2.1.6. If K1 and K2 are Hilbert spaces, then we denote the space of Hilbert-
Schmidt operators from K1 to K2 by 2(K1, K2) and the Hilbert-Schmidt norm by
‖ · ‖HS. If K2 is equal to K1, then we simply write 2(K1) instead of 2(K1, K1).
For all i and j, we extend the elements of 2(Hi, H j) outside Hi by zero and
obtain thus a natural embedding of 2(Hi, H j) into 2(H). The algebra Bres(H)
becomes a Banach algebra if we equip it with the norm ‖ · ‖2 defined by
‖u‖2 = ‖u‖ +
∑
i = j
‖uij‖HS.
If Gl(H) denotes the group of invertible elements in B(H), then we consider
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Definition 2.1.7. The restricted linear group, Glres(H), consists of {g | g ∈
Gl(H) ∩ Bres(H)}.
One easily verifies that Glres(H) consists of the invertible elements in Bres(H)
and, as such, has a natural Banach manifold structure. With each g in Glres(H) we
can associate the flag
0 ⊂ gH1 ⊂ g(H1 ⊕ H2) ⊂ . . . g(H1 ⊕ . . .⊕ Hi) ⊂ . . . ⊂ H.
From the definition of Glres(H) one sees directly that this flag belongs to . The
stabilizer in Glres(H) of the basic flag is the “parabolic subgroup”
P =
g
∣∣∣∣g ∈ Glres(H), g =

g11 . . . . . . g1m
0 . . . ...
.
.
.
.
.
.
.
.
.
.
.
.
0 . . . 0 gmm
 , with gii ∈ Gl(Hi)
 .
Thus we can identify  also with the homogeneous space Glres(H)/P. Let τ :
Glres(H) →  be the projection τ(g) = g · F(0). On  we put the quotient topol-
ogy that makes τ into an open continuous map. In the next subsection we will put
a Hilbert manifold structure on .
2.2. The manifold structure of . To get an idea how the space  locally looks
like near the basic flag, we consider the open set  in Glres(H) given by
 =
g ∈ Glres(H)∣∣∣
g11 . . . g1i..
.
.
.
.
gi1 . . . gii
 ∈ Glres(H1 ⊕ . . .⊕ Hi) for all 1 ≤ i ≤ m
 .
As in the finite dimensional case,  is called the “big cell”. Let U− be the subgroup
of Glres(H) defined by
U− =
{
g = (gij) ∈ Glres(H)
∣∣∣∣ gii = IdHi for all igij = 0 for j > i
}
The groups P and U− are given the topology induced by that of Glres(H) . By
induction on the number of components of the decomposition of H, one proves
then
Lemma 2.2.1. The map (u, p) → up from U− × P → Glres(H) determines a
homeomorphism between U− × P and .
In particular we see that the restriction of τ to U− gives you a homeomorphism
u → uF(0) between U− and the open neighborhood τ() of F(0). Clearly the
group U− is homeomorphic to the Hilbert space (E, ‖ · ‖HS) with
E =
⊕
1≤ j≤m−1
i> j
2(H j, Hi).
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Around each point of , we will give a neighborhood homeomorphic to E. Note
that from the definition of  one can conclude directly that
τ() =
{
F = (Fi) ∈ 
∣∣∣∣⊕
j≤l
p j :
⊕
j≤l
Fj →
⊕
j≤l
H j is a bijection for all 1 ≤ l ≤ m
}
.
This characterization of τ() tells you what to choose around a general point of .
This requires, however, the introduction of a
Notation 2.2.2. If W is closed subspace of H, then we denote the orthogonal pro-
jection on W by pW .
Consider a F = (F1, . . . , Fm) in . Then the analogue of τ() for F is
UF =
{
V = (Vi) in 
∣∣∣∣⊕
i≤l
pFi :
⊕
i≤l
Vi →
⊕
i≤l
Fi is a bijection for all 1 ≤ l ≤ m
}
.
It is convenient to have a special expression for the flags in UF.
Definition 2.2.3. A flag V in UF is called transversal to F.
Let gF be an element of Ures(H) such that gF · F(0) = F. Instead of the big cell
 in Glres(H) with respect to the decomposition H = H1 ⊕ . . .⊕ Hm, we could
also have introduced a big cell with respect to H = F1 ⊕ . . .⊕ Fm and it will be
clear that this set can be written as
gFU−P(g−1F ).
Consequently, we get for UF that
UF =
{
gFup(gF )−1 F | with u ∈ U− and p ∈ P
}
= τ(gFU−P).
Assume that we have chosen for each F in  a gF in Ures(H) with gF · F(0) = F.
Then we can define for each F in  a homeomorphism ϕF: UF → E by
ϕF(gFuF(0) ) = u− Id.
The main result of this section is
Proposition 2.2.4. The (UF, ϕF ) are the charts of an analytic E-manifold struc-
ture on .
Proof. It is sufficient to show for each UF(1) and UF(2) with UF(1) ∩UF(2) = that
ϕF(2) ◦ ϕ−1F(1) : ϕF(1) (UF(1) ∩UF(2) ) → ϕF(2) (UF(1) ∩UF(2) )
is an analytic map. This follows from how the U−-component of (gF(2) )−1gF(1)u
actually depends on u. This is given by Lemma 2.2.1.
It will be clear from the construction that the group Glres(H) acts analytically
on the manifold .
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2.3. The connected components of Glres(H). Let g = (gij) be an element of
Glres(H) and put g−1 = (hij). Then we have, by definition for all i, 1 ≤ i ≤ m,
giihii = IdHi −
∑
k =i
gikhki.
This implies that each gii is a Fredholm operator, that is to say it has a finite di-
mensional kernel and cokernel. The collection of Fredholm operators on a Hilbert
space K is denoted by (K ) and it is an open part of the space B(K ). Its connected
components are given by the index, which is defined as
ind(B) = dim(ker(B))− dim(coker(B)), for B ∈ (K ).
Since all off-diagonal operators are Hilbert-Schmidt and hence compact, the oper-
ator
g˜ =
g11 0. .
.
0 gmm
 , where g = (gij) ∈ Glres(H),
is a Fredholm operator of index zero. Hence we have that the indices of the {gii |
1 ≤ i ≤ m} satisfy
m∑
i=1
ind(gii) = 0 and ind(gkk ) = 0 if mk < ∞.
These relations lead to the introduction of the subgroup Z of m defined by
Z =
{
z = (zi) ∈ m
∣∣∣∣ m∑
i=1
zi = 0, zk = 0 if mk < ∞
}
.
The standard properties of the index imply that the map i : Glres(H) → Z,
g → (ind(g11), . . . , ind(gmm)),
is a continuous grouphomomorphism. Hence the sets
Gl(z)res (H) =
{
g | g ∈ Glres(H), i(g) = z
}
, with z ∈ Z,
are open. In fact, they are exactly the connected components of Glres(H), for
Proposition 2.3.1. For each z ∈ Z, the set Gl(z)res (H) is non-empty and connected.
Proof. Let z = (zi) be in Z and let hi ∈ (Hi) be such that ind(hi) = zi. Then
h =
h1 0. .
.
0 hm

belongs to (H) and has index zero. Therefore one can add to h an isomorphism
between the kernel of h and the orthogonal complement of the image of h to obtain
an element of Gl(z)res (H). The connectivity is proven in two steps: first one notes
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that P is connected, since all the Gl(Hi) are connected, see [17]. One concludes by
showing that every element of Gl(0)res (H) can be joined by a continuous path with
an element of P.
Since P is connected, we see that
Corollary 2.3.2. The connected components of  are given by
(z) =
{
g.F(0) | g ∈ Gl(z)res (H)
}
.
Remark 2.3.3. The space  possesses many more properties reminiscent of the
finite dimensional flag varieties, like a Ka¨hler structure and a stratification. They
are not treated here but can be found in [9] and [11]. In [9] one finds also the
Birkhoff decomposition for the group Glres(H).
Remark 2.3.4. A holomorphic line bundle L over  consists simply of a collec-
tion of holomorphic line bundles {Lz → (z) | z ∈ Z}. Therefore we restrict our
attention to line bundles over (0).
3. Holomorphic line bundles over (0)
3.1. A special covering of . In this subsection we choose a suitable orthonor-
mal basis of H and we introduce a collection of charts of  that can be described
completely in terms of the index set of this orthonormal basis. In particular these
charts cover  and enable you to give a combinatorial description of the Birkhoff
decomposition of Glres(H) and to construct concretely a collection of holomorphic
line bundles over (0).
Let {es | s ∈ Si} be an orthonormal basis of Hi for all i, 1 ≤ i ≤ m. We will
put a total order on each Si and we will combine them to one on S = ⋃
1≤i≤m
Si by
requiring that s j < si for all si ∈ Si and s j ∈ S j with j > i. Since H is separable
we can choose for
S1 =
{
k ∈  | 0 ≤ k < m1
}
and for S2 =
{
k ∈  | 0 > k > m2 − 1
}
.
The usual order on  induces one on S1 and S2 that satisfies the requirement above.
We would like to continue in this fashion, but  might already be exhausted. There-
fore we take for S j, j ≥ 3, a suggestive description as a collection of formal num-
bers
S j =
{−m2 . . .−m j−1 − k, with k ∈ , 1 ≤ k < m j + 1}.
The set S j is ordered in the following way
−m2 . . .−m j−1 − k ≥ −m2 . . .−m j−1 −  ⇔−k ≥ −.
Now that we have an orthonormal basis {es | s ∈ S} of H with a totally ordered
index set S, we can associate to each bounded g in B(H) an S× S-matrix [g] with
coefficients
gst =< g(et ), es >, where s and t are in S.
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Several properties of g can be described in terms of these matrixcoefficients. For
example, the operator g in B(H) belongs to Bres(H) if and only if∑
t∈S j
j =i
∑
s∈Si
1≤i≤m
|gst|2 < ∞.
Remark 3.1.1. Recall that the Lie algebra A∞, see [15], can be realized as a central
extension of the Lie algebra gl∞ of × -matrices {aij} of finite width matrices,
i.e. those matrices {aij} satisfying aij = 0 if |i − j| > N for some N ∈ . The
Lie algebra of the matrices of the elements of Bres(H) can thus been seen as a
completion of a bounded version of gl∞. Also the central extension A∞ of gl∞
occurs in a natural way in this geometric framework, see the subsection 3.3.
A type of operator that we will meet in the sequel is
Definition 3.1.2. An operator g in B(H) is called a “finite-size” operator if it has
only a finite number of non-zero matrixcoefficients w.r.t. the {es | s ∈ S}.
Remark 3.1.3. By the choice of the order on S, the columns of [g] increase from
“east” to “west” in the numbering and the rows of [g] from “south” to “north”. This
is different from the finite dimensional habits, but is in agreement with that in [20].
In the sequel we will frequently use some notations related to subsets of S.
Notation 3.1.4. The number of elements in a subset A of S is denoted by #A.
Notation 3.1.5. If A is a non-empty subset of S, then we denote the closure of the
span of the {es | s ∈ A} by HA. If A is empty, then HA denotes the space {0}. It is
convenient to denote the orthogonal projection onto HA by pA.
Maps between subsets of S have a direct translation to partial isometries between
closed subspaces of H, i.e.
Notation 3.1.6. If A and B are subsets of S and τ : A → B is some map, then we
denote by τ the mapping from HA to HB given by
τ
(∑
t∈A
λtet
)
=
∑
t∈A
λteτ(t).
Now that we have chosen the orthonormal basis {es | s ∈ S}, we can introduce
“diagonaloperators” in Bres(H). Suppose that we have a set of bounded complex
numbers
{δs | s ∈ S, δs ∈  and |δs| ≤ M for all s ∈ S} .
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Then we can associate to it a diagonal operator diag(δs) in B(H) by
diag(δs)
(∑
t∈S
λtet
)
=
∑
t∈S
δtλtet.
Inside Glres(H) we have then the “maximal torus”
T = {g | g ∈ Glres(H), g = diag(δs)} .
Clearly T is commutative and with the help of the matrix one shows that the cen-
tralizer of T inside Gl(H) is equal to T . Hence we have
Lemma 3.1.7. The centralizer Z(T ) of T in Glres(H) is equal to T.
Each permutation σ of S determines a unitary map σ : H → H as in (3.1.5).
With the help of the matrix, one shows that the normalizer of T in Gl(H) consists
of
{t · σ | t ∈ T, σ a permutation of S} .
Hence, if we define the the subgroup W of Ures(H) as
W = {σ | σ ∈ Ures(H), σ a permutation of S} ,
then we have
Corollary 3.1.8. The normalizer N(T ) of T in Glres(H) is the semi-direct product
of W and T. In particular, we see that W is isomorphic to N(T )/Z(T ) and we call
W the Weylgroup of T.
To each σ in W , corresponds a partition  = ⋃
i≥1
i, where i = σ(Si). The
concrete description of which partitions occur in this way, brings one in a natural
way to the consideration of subsets of S that are “equal up to a finite set”. Therefore
we define
Definition 3.1.9. If A and B are subsets of S, then we call A and B commensurable
(notation A ≈ B) if A− {A ∩ B} and B− {A ∩ B} are finite. We write i(A, B) for
the number
#{A− {A ∩ B}} − #{B− {A ∩ B}}.
This commensurability is equivalent to: the orthogonal projection pB : HA → HB
is a Fredholm operator with index i(A, B). Let  = {i | i ≤ i ≤ m} be an ar-
bitrary partition of S into m disjoint parts. Then this partition corresponds to an
element of W , if and only if the following two conditions hold:
#i = #Si for all i, 1 ≤ i ≤ m, and(2)
i ≈ Si for all i, 1 ≤ i ≤ m(3)
To any partition  satisfying these conditions there corresponds a flag F in 
given by
◦ ⊂ H1 ⊂ H1∪2 ⊂ . . . ⊂ HS = H.
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In the sequel we will frequently make use of the following notion
Definition 3.1.10. An element in H is said to be of order s, s ∈ S, if it has the form
h = ases +
∑
t∈S
t<s
atet, with as = 0,
The union of all the elements of some order s in S and {0} is called the space of
elements of finite order.
For each z in Z, we denote the collection of partition  of S such that F belongs
to (z), by (z). The basic property of the {F |  ∈ (z)} is
Proposition 3.1.11. For each flag F = (F(1), . . . , F(m)) in (z), there is a  in
(z) such that F is transversal to F.
Proof. Let g ∈ Glres(H) be such that F = g.F(0). First we show that there is
a 1, commensurable with S1 and with #S1 = #1, such that p1 ◦ g|H1 is an
isomorphism between H1 and H1 . Since p1(g(H1)) has finite codimension in H1,
we can find a S1(n) = {k | k ∈ S1, k ≥ n}, n ≥ 0, such that F(1) = g(H1) projects
surjectively onto HS1(n). The kernel of this projection has a basis {h j | 1 ≤ j ≤ N}
of elements of finite order, i.e.
h j = es j +
∑
t∈S
t<s j
α j(t)et , where si = s j for i = j.
It is clear that we can take 1 = S1(n) ∪ {s j | 1 ≤ j ≤ N}. The other parts of
the desired partition  of S are constructed step by step form 1. For, assume
that we have found disjoint { j | j ≤ i} with  j ≈ S j and #S j = # j such that
the orthogonal projection of F( j) onto ⊕≤ j H is a bijection for all j ≤ i. Then
we know that pi+1(g(Hi+1)) has finite codimension in Hi+1. So there exists a
subset S˜i+1 of Si+1, commensurable with Si+1 and disjoint of 1 ∪ . . . i, such
that F(i + 1) projects surjectively onto H1 ⊕ . . .⊕ Hi ⊕ HS˜i+1 . The kernel of
this projection is again finite dimensional and has a basis of elements of different
order. As i+1 one takes then the union of S˜i+1 and the orders of the elements in
this basis. In this way we obtain after a finite number of steps the desired partition
 of S.
For each  in  = ⋃
z∈Z
(z), the elements of finite order in F( j) span a dense
subspace of F( j) for all j, 1 ≤ j ≤ m. Hence we have in general
Corollary 3.1.12. For each flag in F in  and for each j, 1 ≤ j ≤ m, the elements
of finite order in F( j) span a dense subspace of F( j).
For each flag F = (F(0), . . . , F(m)) in (z) one can also directly assign a (F)
in (z) such that F is transversal to F(F). For each 1 ≤ i ≤ m, put namely
(F)(i) = {s | s ∈ S, F(i) contains an element of order s}
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and
(F)i = (F)(i)−(F)(i− 1).
Clearly each F(i) projects bijectively onto H(F)(i) and therefore (F)= {(F)i}
belongs to (z).
3.2. (∞). In this subsection we consider some finite dimensional flag varieties
contained in (0). Let K be a finite subset of S. For simplicity we assume that K
contains all Si that are finite. We denote the unitary group of HK by U(K ). It
embeds naturally into H by extending u ∈ U(K ) on HS−K by the identity. We
write (K ) for the subvariety of (0) given by
(K ) =
{
uF(0) | u ∈ U(K )
}
If K1 ⊂ K2, then we have a natural embedding of U(K1) into U(K2) and of (K1)
in (K2). Now one considers a collection {Kn | n ∈ } with Kn ⊂ Kn+1 for all n
and with
⋃
n
Kn = S. Then we write
U(∞) =
⋃
n∈
U(Kn) and (∞) =
⋃
n∈
(Kn),
both with the identifications mentioned above. Since the U(),  ∈ (0), cover
(0) and the “finite-size” operators are dense in 2(H j, Hi), we get
Lemma 3.2.1. The space (∞) lies dense in (0).
Hence, by restricting holomorphic functions on (0) to (∞) we get
Corollary 3.2.2. The only holomorphic functions from (0) to  are the constants.
3.3. Another description of (0). For each  in (z), there are numerous σ ∈ W
such that F = σF(0). We start by describing a special choice that is useful at the
description of (0) as the homogeneous space of another group. Recall that we had
for i ≥ 3 the notation
Si = {si(k) | 1 ≤ k < mi + 1}
In order to make this notation uniform we write
s1(k) = k− 1, for 1 ≤ k < m1 + 1, and s2(k) = −k, for 1 ≤ k < m2 + 1.
Now we construct a bijection σi : Si → i, as follows: since Si and i are com-
mensurable, there is a N ≥ 0 such that
{si(k) | k > N} ⊂ i ∩ Si.
Consider the finite set i − {si(k) | k > N}. We may assume that it is ordered
increasingly if i = 1 and decreasingly if i ≥ 2. This means i − {si(k) | k > N} =
{tk | k < N + i} for some i in  and
t1 < t2 < . . . < tN+i , or t1 > t2 > . . . > tN+i .
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Now we can define σi : Si → i by putting
σi(si(k)) = tk for 1 ≤ k ≤ N + i,
σi(si(k)) = si(k− i) for k > N + i.
The index of pi ◦ σi is equal to that of τi : Hi → Hi, where τi : Si → Si is defined
by
τi(si(k)) = si(N + 1) for all 1 ≤ k ≤ N + i
τi(si(k)) = si(k− i) for all k > N + i.
Clearly we have ind(τi) = N + i − N = i. In other words, the number i is equal
to zi. The {σi | 1 ≤ i ≤ m} compose to a bijection σ : S → S such that σF(0) = F.
We will introduce a special term for this type of permutations.
Definition 3.3.1. Let  be a partition of S in (z). A permutation σ of S such that
σ(Si) = i is called admissible of level N if the following properties hold
(i) For each i and for all k > N + zi, σ(si(k)) = si(k− zi).
(ii) For all k1 and k2 ≤ N + zi and all 1 ≤ i ≤ m, si(k1) ≥ si(k2) ⇒ σ(si(k1)) ≥
σ(si(k2)).
Now we can introduce another group that acts transitively on (0). Its advantage
is that it enables you to construct in a simple way holomorphic line bundles over
(0).
Let  be in (0) and let σ be an admissible permutation of S such that σ(Hi) =
i. From the definition of admissibility we know that σ decomposes in operators
(σi j) with the properties
(i) For each 1 ≤ i ≤ m, σii = IdHi+ a “finite-size” operator.
(ii) For all i and j, i = j, σi j is a “finite-size” operator.
Since every flag F in (0) is transversal to some F, with  in (0), we may
conclude that each F in (0) is equal to g.F(0) with g ∈ Glres(H) of the form
(a) For each i, 1 ≤ i ≤ m, gii = IdHi+ a “finite-size” operator.
(b) For all i and j, i < j, gij is a “finite-size” operator.
(c) For all i and j, j < i, gij belongs to 2(H j, Hi).
For the operators gii from (a) there always exists a determinant. As is well-known,
see [7], one can take the determinant of any operator of the form “identity + a
nuclear operator”. Therefore we introduce
Notation 3.3.2. If K1 and K2 are complex Hilbert spaces, then we denote the space
of nuclear operators from K1 to K2 by (K1, K2) and the tracenorm on it by ‖ · ‖tr.
If K1 equals K2, then we simply write (K1) instead of (K1, K2).
The desire to work in a Banach context and the fact that we like to be able to take
determinants of operators, make you consider the collection B2(H) of operators in
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Bres(H) given by
B2(H) =
{
g
∣∣∣∣ g ∈ Bres(H), gii − IdHi ∈ (Hi) for all igij ∈ 2(H j, Hi) for j = i
}
.
On B2(H) we put a different topology than the one induced by Bres(H) . For, let
 be the subspace of Bres(H) defined by
 =
{
b
∣∣∣∣ b ∈ Bres(H), bii ∈ (Hi) for all ibij ∈ 2(H j, Hi) for all j = i
}
Then  becomes a Banach space if we equip it with the norm ‖ · ‖E given by
‖b‖E =
∑
j =i
‖bij‖HS +
∑
i
‖bii‖tr.
The map g → g− Id permits you to transfer this Banach space structure from 
to B2(H). Note that the subgroup U− of Glres(H) defined by
U− =
{
g | g ∈ Glres(H), gii = IdHi for all i, gij = 0 for all i < j
}
acts on B2(H) by left multiplication and its “adjoint” U+, defined by
U+ =
{
u∗ | u ∈ U−
}
,
acts by right translation on B2(H). Both actions are analytic w.r.t. the -structure
on B2(H). Let b = (bij) belong to B2(H). Since each bii has the form IdHi+
a nuclear operator, we can find for each bii an operator b˜ii in Gl(Hi) satisfying
b˜ii − IdHi and (˜bii)−1 − IdHi ∈ (Hi). Then one verifies directly that if u = (uij)
in U− and v = (vi j) in U+ are defined by
uii = vii = IdHi , uij = −bij (˜b jj)−1 if i > j, uij = 0 if j > i.
vi j = −(˜bii)−1bij if i < j and vi j = 0 if i > j.
then the operator u.b.v− Id belongs to (H). This result we put in a
Lemma 3.3.3. Every b ∈ B2(H) can be decomposed as b= ub1v, where u belongs
to U−, b1 belongs to Id +(H) and v belongs to U+.
If we take into account that for each i, the operator b˜ii can be chosen of the form
bii+ fii, with fii a finite dimensional operator, then for each c in B2(H) sufficiently
close to b, we can take c˜ii = cii + fii. By using this, one shows easily that the map
det : B2(H) → , defined by
det(b) = det(b1), where b = ub1v, with u ∈ U−, b1 ∈ Id +(H) and v ∈ U+,
is analytic on B2(H). Now we are interested in the elements of B2(H) that belong
to Glres(H), i.e. in
G2 = {g | g ∈ B2(H) ∩ Glres(H)} .
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One easily verifies that G2 is a group and, since it is known that an element g of
Id +(H) is invertible if and only if det(g) = 0, we may conclude that G2 is an
open part on B2(H) and thus inherits a Banach structure. It is a straightforward
verification that G2 is a Banach Lie group that acts analytically on (0). As we
have seen above this action is transitive and, if we denote the stabilizer of F(0) in
G2 by
 =
t =

t11 t1m
0 . . .
.
.
.
.
.
.
0 0 tmm

∣∣∣∣ tii ∈ {Id +(Hi)} ∩ GL(Hi),ti j ∈ 2(H j, Hi) for j > i
 ,
then we can identify (0) with the homogeneous space G2/.
Remark 3.3.4. One can give the same type of description for the other components
(z), by taking some  ∈ (z) and by introducing the group G2 as the operators
that decompose w.r.t. H = H1 ⊕ · · · ⊕ Hm in the above way.
3.4. The line bundles and the central extension. For every k = (k1, . . . , km) in
m, we can define a holomorphic character χk of the group  by
χk(t) = det(t11)k1 . . . det(tmm)km .
To this character is associated a line bundle L(k) over (0) = G2/. It is defined
as follows: consider on the space G2 × the equivalence relation
(g1, λ1) ∼ (g2, λ1) ⇔ g1 = g2 ◦ t, with t ∈  and λ2 = λ1χk(t).
The space G2 ×  modulo this equivalence relation is L(k). For each g ∈ G2 and
each λ in , we denote the equivalence class to which the pair (g, λ) belongs by
[g, λ]. There is a natural projection π : L(k) → (0) given by
π([g, λ]) = g.F(0).
It is a direct verification to show that L(k) is a Hilbert manifold based on the Hilbert
space ⊕
j<i
2(H j, Hi)⊕
and that L(k) is a holomorphic line bundle over (0).
Remark 3.4.1. The line bundles L(k) are natural infinite dimensional generaliza-
tions of the holomorphic line bundles over the space of flags in n of a fixed length
and of a fixed size. In the case of the Grassmann manifold from example 2.1.3,
the bundles L((−1, 0)) and L((1, 0)) correspond respectively to the determinant
bundle Det and its dual Det∗ that play an important role in the connection with in-
tegrable systems.
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We have a natural action of the group G2 on the space L(k), namely by
g1 · [g, λ] = [g1g, λ].
This is a lifting of the natural action of G2 on (0) to one on L(k). However, the
natural action of Gl(0)res (H) on (0) can, in general, not be lifted to one on L(k).
This has been shown in [20] for the Grassmann manifold from example 2.1.3 and
the bundle L((−1, 0)). If one wants to lift the action to L(k) it is necessary to pass
to an extension of Gl(0)res (H). Note that for each g in Gl(0)res (H) there exists a p in
P such that gp−1 ∈ G2. Hence if we define the group
G =
{
(g, p)
∣∣ g ∈ Gl(0)res (H), p ∈ P, gp−1 ∈ G2} .
Then G is an extension of Gl(0)res (H) that acts on L(k) by
(g, p) · [g1, λ1] = [gg1 p−1, λ1].
This action clearly lifts the action of G, via the projection π1 : G → Gl(0)res (H). We
assume that  is embedded into G by means of t → ( Id, t). In  we have a normal
subgroup
1 =
{
( Id, t) | t ∈ , χk(t) = 1
}
.
The group 1 acts trivially on the space L(k) so we have in fact an action of G˜ =
G/1 on L(k). The group G˜ is a central extension of Gl(0)res (H) with the group
/1. In general this extension is non-trivial.
Remark 3.4.2. The central extension G˜ is determined by a 2-cocycle on Gl(0)res (H).
If one computes for m = 2, m1 = m2 = ∞ and k = (1, 0), the corresponding Lie
algebra 2-cocycle, then this gives you on gl∞ ∩ [Bres(H)], up to an irrelevant
factor, the one defining A∞.
3.5. The holomorphic sections of L(k). Let (k) denote the space of holomor-
phic sections of L(k). The space (k) is given the topology of uniform convergence
on compact subsets of (0). It becomes then a complete locally convex space, see
[13]. Let f : (0) → L(k) belong to (k) then it can be written as
f (g · F(0) ) = [g, f (g)], for all g ∈ G2,
where f : G2 →  is a holomorphic function satisfying
f (gt) = f (g)χk(t)−1 for all g ∈ G2 and all t ∈ .
Thus we can identify (k) with the space of holomorphic functions on G2 that
satisfy this condition. Since each (g, p) in G acts as an analytic diffeomorphism
on as well (0) as L(k), we get a natural action of G on (k) that corresponds on
the functions on G2 to
(g, p)( f )(g1) = f (g−1g1 p), with g1 ∈ G2 and (g, p) ∈ G.
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The space (k) can be zero, as we know from the finite dimensional case. We are
interested in knowing when this is the case. Assume first that k ∈ m satisfies
k1 ≤ k2 . . . ≤ km = 0.
Then we will construct concrete non-zero elements of (k). If  = { j} belongs
to (0), then we write
(i) =
⋃
j≤i
 j and i = {(i) |  ∈ (0)}.
Let σ = σ1 ⊕ . . . ⊕ σm be an admissible permutation of S corresponding to .
Consider for g ∈ G2 the operator (σ1 ⊕ . . .⊕ σi)−1 ◦ p(i) ◦ g |
⊕
j≤i
H j from
⊕
j≤i
H j
to itself. It decomposes ash11 . . . h1i..
.
.
.
.
.
.
.
hi1 . . . hii
 , with h jj − IdH j ∈ (H j), hij ∈ 2(H j, Hi) for all j = i.
In particular we can take the determinant of this operator. The function f(i) :
G2 →  defined by
f(i)(g) = det((σ1 ⊕ . . .⊕ σi)−1 ◦ p(i) ◦ g |
⊕
j≤i
H j)
satisfies for each t = (ti j) in  the condition
f(i)(gt) = f(i)(g) det(t11) . . . det(tii)
In other words f(i) belongs to ((−1, . . . ,−1, 0, . . . )). Let Pj, 1 ≤ j ≤ m− 1,
be a homogeneous polynomial in the { f( j) | ( j) ∈  j} of degree k j+1 − k j then
it will be clear that
m−1∏
j=1
Pj is a non-zero element of (k). Next we consider the
case that k ∈ m satisfies
k1 ≤ . . . ≤ km
We take the {Pi | i < m} as above and we choose for Pm the function
g → det(g)−km .
the function
m∏
i=1
Pi defines then a non-zero element of (k). By restricting sections
of L(k) to the dense collection (∞) of “finite flags” in (0) and exploiting the
finite dimensional results one obtains
Theorem 3.5.1.
(a) The space (k) is non-zero if and only if k1 ≤ . . . ≤ km
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(b) If (k) is non-zero, then the functions
m∏
i=1
Pi({ f(i) | (i) ∈ i}) span a
dense subspace of (k).
Next we consider the representation of G˜ on (k). Then each closed non-zero
subspace of (k) can be shown to contain a non-zero vector that is U(K )-finite for
some finite K in S. By analyzing the restriction map at increasing K, by applying
the action of U(∞) and by using the finite dimensional results one obtains
Theorem 3.5.2. The action of G2 (and hence of G˜ on (k)) is irreducible.
After this description of the geometry of this infinite dimensional flag variety
 and this collection of line bundles over (0), we will give a link with some
integrable systems and we start by giving a description of the system of non-linear
equations we are interested in.
4. Applications to integrable systems
4.1. The multicomponent KP-hierarchy. The formal set-up of this system of
equations is as follows: consider a complex commutative differential algebra R
with a collection of commuting derivations {∂iα | i ≥ 1, 1 ≤ α ≤ r} of R. Let ∂
be the derivation
r∑
α=1
∂1α. The equations of the hierarchy can be formulated conve-
niently in terms of relations for certain elements from the ring glr(R)((∂, ∂−1)) of
pseudodifferential operators in ∂ with coefficients from glr(R). We extend the ∂iα
to derivations of glr(R)((∂, ∂−1)) by letting it act coefficientwise on elements of
glr(R) and on an element
∑
j≤N
p j∂ j of glr(R)((∂, ∂−1)) by
∂iα
(∑
j≤N
p j∂ j
)
=
∑
j≤N
∂iα(p j)∂ j
In the ring glr(R)((∂, ∂−1)) we denote the differential operator part
∑
j≥0
p j∂ j of
P = ∑
j
p j∂ j by P+ and we write P− for P− P+.
Let Eα, 1 ≤ α ≤ r, be the diagonalmatrix in glr() with (α, α)-entry equal to
1 and the other entries equal to zero. In the ring glr(R)((∂, ∂−1)) we consider
elements of the form
L = ∂+
∑
j>0
 j∂− j and Uα = Eα +
∑
j>0
uα j∂− j(4)
Examples of this type of operators can be obtained as follows: take the trivial
example L = Id∂ = ∂ and Uα = Eα and choose some K = Id + ∑
j>0
k j∂− j in
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glr(R)((∂, ∂−1)). Such a K is invertible and
L = K∂K−1 and Uα = K EαK−1(5)
have the form (4). Following [23], the equations of the multicomponent KP-
hierarchy are
[L,Uα] = [Uα,Uβ] = 0(6)
UαUβ = δαβUβ(7)
δiα(L) = [(LiUα)+, L] := [Biα, L](8)
δiα(Uβ) = [Biα,Uβ].(9)
The equations (6) and (7) are satisfied for all elements L and {Uα} of the form
(5). The equations (8) and (9) boil down to non-linear differential equations for the
{uα j} and { j}. Since all the solutions of the multicomponent KP-hierarchy that
we will construct are of the form (5), we merely have to focuss on (8) and (9).
These last equations can be seen as compatibility conditions for a linear system.
This requires the introduction of a glr(R)((∂, ∂−1))-module. Let M consist of the
formal products{
N∑
j=−∞
β jλ j
}
exp
 ∑
i≥1
1≤α≤r
tiα Eαλi
 =
{
N∑
j=−∞
β jλ j
}
g(λ),
with β j ∈ glr(R). For β ∈ glr(R), the action of β is defined by
β
{
M∑
j=−∞
β jλ j
}
g(λ) =
{
M∑
j=−∞
ββ jλ j
}
g(λ).
The action of ∂iα on M is defined such that it corresponds to “differentiating” this
formal product w.r.t. the variable tiα, i.e.
∂iα
({∑
j
b jλ j
}
g(λ)
)
=
{∑
j
∂iα(b j)λ j +
∑
j
b j Eαλi+ j
}
g(λ).
In particular we see that the action of ∂ on M
∂
{∑
b jλ j
}
g(λ) =
∑{
∂(b j)λ j +
∑
b jλ j+1
}
g(λ)
is invertible with the inverse ∂−1 given by
∂−1
{∑
b jλ j
}
g(λ) =
{ ∞∑
i=0
∑
j
(−1)i∂i(b j)λ j−i−1
}
g(λ).
These actions compose to a glr(R)((∂, ∂−1))-module structure on M. In fact,
M is a free glr(R)((∂, ∂−1))-module with generator g(λ), for, if P = Pj∂ j ∈
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glr(R)((∂, ∂−1)), then
P · g(λ) =
{∑
Pjλ j
}
g(λ).
Let  be the subgroup of glr((λ, λ−1)) given by
 =
{
δ
∣∣∣∣δ = diag(λk1, . . . , λkr ) with (k1, . . . , kr ) ∈ r} .
Take any δ = d jλ j, d j ∈ glr(), in . To δ corresponds the element δ = d j∂ j
in glr(R)((∂, ∂−1)). Then we have the notion
Definition 4.1.1. A function of type δ is an element of ψ of M that has the form
ψ =
{(
Id +
∑
j<0
ψ jλ j
)(∑
k
dkλk
)}
g(λ).
To any function ψ of type δ we associate the operator Kψ in glr(R)((∂, ∂−1)) given
by
Kψ = Id +
∑
j
ψ j∂ j.
Next we assume that we have been given operators L and {Uα} of the form (5).
Then we introduce the following notion:
Definition 4.1.2. A wavefunction of type δ for L and the {Uα} is a function ψ of
type δ satisfying
(a) L(ψ) = λψ
(b) Uαψ = ψEα
(c) ∂iα(ψ) = Piα · ψ with Piα ∈ glr(R)[∂].
The first two properties translate respectively into
L = Kψ∂K−1ψ and Uα = Kψ EαK−1ψ .
Hence L and the {Uα} are completely determined by ψ. One computes directly that
(c) implies Piα = (LiUα)+ and by applying the operators ∂iα to the equations (a)
and (b) and by substituting (c) one shows
Theorem 4.1.3. If ψ is a wavefunction of type δ, then the operators Kψ∂K−1ψ and
{Kψ EαK−1ψ } satisfy the equations of the multicomponent KP-hierarchy.
Now we are ready to describe the geometric setting from which we can construct
wavefunctions of type δ.
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4.2. The commuting flows. Let H be the Hilbert space L2(S1, r ) with the usual
norm. Let { f | 1 ≤  ≤ r} be the standard basis of r. Then the elements of H are
written as ∑
i∈
∑
k=1
αik fkλi, with αik ∈ .
The space H is decomposed as H = H1 ⊕ H2 with
H1 =
{∑
i≥0
hiλi
∣∣∣∣ hi ∈ r
}
and H2 = H⊥1 .
The elements { fkλi | 1 ≤ k ≤ r, i ≥ 0} are an orthonormal basis of H1 and the
{ fkλi | i < 0, 1 ≤ k ≤ r} one of H2. To get a numbering like in the foregoing
section, one defines ek+ir−1 = fkλi. In the present context it is also convenient to
see the matrix [g] of an operator g in Bres(H) as an × -matrix with entries in
glr(), i.e.
[g] =

.
.
.
Gk+1+1 Gk+1
Gk+1 Gk
.
.
.
 , with Gst ∈ glr().
An important operator in Bres(H) is the multiplication  on each factor with λ. It
has the matrix [] with ii−1 = Id and i j = 0, if j = i− 1. One verifies directly
that the centralizer Z() of  in Bres(H) consists of all g in Bres(H) such that the
matrix of g looks like
[g] =

.
.
.
.
.
.
.
.
. G00 G10
G−10 G00 G10
.
.
.
G−10 G00
.
.
.
.
.
.

.
Clearly, multiplying with an A from glr(), defines an element of Bres(H). Let 
be the diagonal matrices in glr(). It is obvious then that{∑
i∈
Hii ∈ Bres(H), Hi ∈  for all i
}
is a maximal commutative subalgebra of Bres(H). The group of commuting flows
that we will consider is contained in this algebra and takes care of essentially all
independent directions. To be more precise, let U be a connected neighborhood
of S1 in  and let (U) be the space of all analytic maps γ : U →  such that
det(γ(u)) = 0 for all u ∈ U. In a natural way (U) is a group. If U1 ⊃ U2 then we
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get an embedding of (U1) into (U2) by restricting functions to U2. We write 
for the direct limit of the {(U)}. Each γ ∈  has a Fourier series
γ =
∑
i∈
γiλ
i, γi ∈ .
The multiplication with γ, defines the element
∑
i∈
γi
i in Bres(H). At the consid-
eration of the flows from  on  we make use of a decomposition of the elements
of . In  we consider namely the following subgroups
+ =
γ
∣∣∣∣ γ ∈ , γ = exp
 ∑
i>0
1≤α≤r
tiα Eαλi

 ,
− =
{
γ
∣∣∣∣ γ = ∑
j≤0
γ jλ j ∈ 
}
and  = {δ | δ = diag(λk1, . . . , λkr ) with ki ∈  for all i}. Then there holds
Lemma 4.2.1. The group  decomposes as  = +−.
This lemma is a direct consequence of the decomposition of holomorphic line
bundles over 1(), see [6].
4.3. The solutions. Since m = 2, all flags in  correspond to subspaces W of H.
For each W in , consider
W =
{
δ | δ ∈ , there is a γ ∈ + such that γ−1δ−1W is transversal to H1
}
The first property of W is
Lemma 4.3.1. The collection W is non-empty.
For each δ in W we consider the open subset (δ, W ) of + given by
(δ, W ) =
{
γ ∈ + | γ−1δ−1W is transversal to H1
}
.
Let R be the ring of analytic functions on (δ, W ) and let ∂iα be the derivation of
R consisting of partial differentiation w.r.t. tiα. Then there holds
Theorem 4.3.2.
(a) For each W ∈  and each δ ∈ W there is a unique function ψδW = ψ̂δW · δ ·
g(λ) of type δ, such that ψδW (γ) ∈ W for all γ ∈ (δ, W ).
(b) The function ψδW from (a) is a wavefunction of type δ.
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For a proof, we refer to [10]. If we write ψδW = KδW · δ · g(λ), then we know
from theorem 4.1.3 that
LδW = KδW∂(KδW )−1 and Uδα,W = KδW Eα(KδW )−1
are solutions of the multicomponent KP-hierarchy. The following theorem makes
clear why we did not consider the commuting flows from −.
Theorem 4.3.3. For each g = ∑
j≤0
γ jλ j in −, we have LδgW = LδW and Uδα,gW =
Uδα,W.
Remark 4.3.4. If r > 1, then W may contain several elements. If δ1 and δ2 are
in W , then the solutions {Lδ1W ,Uδ1W,α} and {Lδ2W ,Uδ2W,α} are related by so-called
differential difference equations that reduce in a specific case to the equations of
the Toda-lattice, see [10]. These equations are a generalization to the KP-level of
equations considered in [1].
In the one component case, one has the independent variables t = {ti | i ≥ 1} and
the derivatives {∂i = ∂∂ti | i ≥ 1}. One writes the elements of R as functions in t. In[5], they introduced a new dependent variable called the τ-function, that is related
to a wavefunction of type 1 by
ψ =
{
1+
∑
1>0
ai(t)k−i
}
etik
i = τ((ti −
1
iki ))
τ((ti))
etik
i
.(10)
For τ, depending polynomially of the {ti}, a representation theoretic interpretation
of the τ-function was given in [15]. For a discussion of the role of the τ-functions
in the theory of inverse scattering, we refer the reader to [4].
It was shown in [21] how τ can be interpreted in the context of the line bun-
dle L((−1, 0)) over (0) and this gives an interpretation for a wider class of τ-
functions. In particular, these τ-functions are Fredholm determinants of certain
operators. Also in the multicomponent setting one can express the coefficients of
ψ̂δW in terms of Fredholm determinants related to the line bundle L((−1, 0)). If
W = g1 F(0), with g1 ∈ G2, then we define τg1|H1 : G →  by
τg1|H1 ((g, q)) = (g, q) · ( f1 )(g1) = det(pS1 ◦ g−1 ◦ (g1|H1) ◦ q).
It measures the failure of G˜-equivariance of the section corresponding to f1 . In 
we consider the elements i/ j given by
i/ j = diag(. . . λ, . . . , λ−1, . . . ),
where the λ-factor stands at the i-th place, the λ−1-factor at the j-th place and the
resulting factors are equal to 1.
If k ∈ , |k| > 1, then we still need the element q(i)k from + given by
q(i)k = diag(. . . 1, 1−
λ
k , 1, . . . ),
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where the factor 1− λk stands at the i-th place. Then there holds
Theorem 4.3.5. Consider a W in  and a δ in W. Then δ−1(W ) = gF˙(0), with
g ∈ G2 and we have
(a) For all 1 ≤ i ≤ r, the (i, i)-entry of ψ̂δW , is the L2-boundary value of
k −→ τg|H1 (γq
(i)
k )
τg|H1 (γ)
(b) For j = i, there is a lifting ˜i/ j of i/ j to G such that the ( j, i) entry of ψ̂δW
is the L2-boundary value of
k −→ k−1 τg|H1 (γ˜i/ jq
i
ξ
)
τg|H1 (γ)
.
This theorem gives a geometric interpretation of formulae, stated in the appendix
of [23]. For a proof of this theorem we refer the reader to [10]. There one can also
find more equations that fit in the framework just described.
In the one component case the Japanese school, see [14], translates the equations
that are satisfied by the wavefunction to equations for the τ-function and these can
be written in the so-called bilinear form∮
τ((ti − 1iki )) τ((si +
1
iki ))e
∑
i≥1
(ti−si )ki
dk = 0,(11)
for all (ti) and (si) and with dk such that∮ dk
2πik = −1.
Also this formula can be given a geometric interpretation. For if W ∈ (0) then
one can consider W⊥ as an element of the Grassmann manifold corresponding to
H = H2 ⊕ H1. If ψW is linked to τ by (10), then one can show
Theorem 4.3.6. The wavefunction ψW⊥ can be expressed in τ by
ψ̂W⊥ (λ) = λ−1
τ((ti + 1iλi ))
τ((ti))
If we consider instead of + the group of flows consisting of the adjoints of the
elements of +, then relation (11) boils down to the orthogonality relations for ψW
and ψW⊥ .
For  ∈ , let W be a general element of (,−). According to the theorems
4.3.2 and 4.3.5 there corresponds a wavefunction of type λ to W and a τ-function
τ to W. In [14], they also discuss a system of non-linear equations that relates
2 different τ-functions. For  and k ∈ , k ≥ , these equations are called the
bilinear equations of the (k, )-modified KP-hierarchy. They have the following
interpretation in terms of the flag variety.
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Theorem 4.3.7. Let k and  ∈ , k ≥ , and let W resp. Wk belong to (,−) resp.
(k,−k). If W ⊇ Wk, then τ and τk satisfy the equations of the (k, )-modified KP-
hierarchy.
For a proof we refer the reader to [12].
Remark 4.3.8. Hereby we have given a geometric description of the solutions of
the modified hierarchies belonging to the Segal-Wilson class. This generalizes the
description of the rational solutions in [16].
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