Abstract: Whenever the fabrication process consists of several steps and the dynamic modification of individual steps or step sequences of the process is allowed, multi-step feedback and feed-forward control can be utilized to improve the quality of the fabrication process. Feedback and feed-forward control have been identified as important features of the semiconductor manufacturing facility of the future, and research has been carried out on developing suitable control algorithms. However, the issue of providing generic enabling mechanisms for multi-step control has not been adequately addressed. To fill this gap, we have developed the Active Controller -a generic, adaptable and reusable software enabler for multi-step control in manufacturing facilities. The Active Controller utilizes a recently emerging technology, called active databases, to define and automatically execute powerful and expressive rules for implementing multi-step control algorithms. The conditions of Active Controller rules are defined to check for scenarios in which multi-step control is needed. The Active Controller keeps track of relevant processing events and data, and when the conditions for multi-step control hold, executes appropriate actions to compensate for the errors in processing. We show that the Active Controller implementation, with its capability for the definition of complex rules over a history of processing events and ability to invoke user-provided analysis routines, provides for a generic and adaptable implementation that can be used to implement various algorithms for multi-step control. We also address the important issue of integrating the Active Controller with existing CIM environments and describe the Active Controller's interaction with CIM applications to highlight the fact that the Active Controller is not tied to a specific CIM implementation.
Introduction

Motivation and Problem Description
Semiconductor wafer fabrication is a very complex manufacturing process. Production of each wafer may require several hundred process steps, many of which are not very well understood. Further-more, processes often drift with time due to a variety of factors such as equipment aging, variability of consumables, and fluctuation in ambient conditions. Performance may also change drastically after maintenance operations. This continuous requirement of adjustment further complicates the control of the process. The control of semiconductor manufacturing processes is, thus, an active research area.
Control of a semiconductor manufacturing facility can take place at various levels throughout the facility and can take various forms. For example, run-to-run control may be carried out at a cell by adjusting the model used for executing a process so as to come up with a better model for future processing of wafers at that cell based on the experience gained from the previous processing runs.
Similarly multi-step control can be carried out whenever the fabrication process consists of several steps. In multi-step feed-forward control deviations in the processing of a wafer in one step are compensated for by adjusting the processing in some/all of the steps which are yet to be carried out on that particular wafer. In multi-step feed-back control a cell which has already processed a wafer receives advice from a "down-stream" cell so as to adjust its model for "better" processing in future runs. In other words, for multi-step feed-forward control a cell carrying out a step on a wafer gives advice to cells which are "down-stream" for the processing of this wafer, whereas in multi-step feedback control the direction of flow of advice is "up-stream" with respect to the processing of the present wafer [ Figure 1 ].
Control of semiconductor processes over multiple steps has been identified as an important feature of the semiconductor manufacturing facilities of the future [Lar94] and research has been conducted for developing control algorithms for carrying out such control [Lea96] , [Sto94] . However, the development of enabling mechanisms which can be used to implement multi-step feedback and feed-forward control has not been adequately addressed (see Section 4 for further discussion). To fill this gap, we have developed an adaptable, portable and generic software enabler for multi-step control in manufacturing facilities.
Approach
For the different wafers undergoing processing in the facility, the multi-step controller needs to be able to detect when and if multi-step control is required for any of them, and to carry out the appropriate compensating action. The multi-step control mechanism should be adaptable so as to allow easy extension/adaptation to handle any new control situations. It should be portable so that it can be easily re-used for different fabrication processes, and generic so that it is not tied to a particular CIM implementation and can be integrated with various CIM environments. We have developed a software enabler for multi-step control, called the Active Controller (AC), which uses an active database system to carry out multi-step control. As we discuss below, an active database system that allows appropriate rules to be defined and executed for multi-step control can serve to provide a generic, portable and flexible mechanism for this type of control.
An active database system is a database system that monitors situations of interest (i.e., events) and, when they occur, triggers appropriate responses [WiC96] . The behavior to be implemented is expressed in rules. These rules are comprised of event-condition-action (ECA) elements. The event part of an ECA rule specifies database operations, temporal events, or signals from processes outside the database; the condition part specifies a database query; and the action part specifies a program or a database operation. When the event occurs, the condition is evaluated; if the condition is satisfied, the action is executed.
Multi-step control can be performed using ECA rules as follows: rules encoding the desired control algorithms are defined on the process specification. Execution of a process step at a machine or a composition of several such process steps will constitute the (composite) event for the AC rules. The conditions of these rules will be the scenarios in which multi-step control can be used to improve the processing of the product, i.e., the situations in which processing at certain machines can be adjusted to compensate for errors in processing at certain other machines. These conditions can be defined in terms of relevant process parameters, such as predicted process mean, specification limits, etc., and parameters of the manufacturing process, e.g., acceptable yield loss, etc. Firing of the rules will cause appropriate actions to be taken to change the processing to be carried out in future and thus compensate the past processing errors.
A suitable rule mechanism which allows expression of the complete range of conditions for multistep control provides for a generic implementation of this type of control, since the same controller can be reused for a different process by defining suitable rules for the new process. This mechanism is easily adaptable, since by adding appropriate rules it can be extended to handle new situations. This is in contrast with the use of an application program written for event detection and condition checking, because in this case moving from one process to another may require significant modification of the application program. As further discussed in Section 3.2, active database systems which have all the capabilities of traditional database systems, provide a super-set of the capabilities of expert systems and hence are a suitable platform for building the AC. Although the AC is being developed for a semiconductor manufacturing application, the design of the framework and mechanism for multi-step control is generic to many manufacturing environments.
This research effort complements research previously carried out on the design and development of a Generic Cell Controller (GCC) at the University of Michigan [MoM92] , [CTM93] . The GCC acts as an event driven controller, mapping incoming messages to appropriate control actions thereby providing sequential control of equipment. At present, the GCC operation is limited to control of the equipment, i.e., no information sharing takes place between multiple GCCs controlling various equipments or between a GCC and a controller at a higher level. Thus by providing multi-step control the Active Controller complements the earlier GCC research. A simplified diagram of a manufacturing system, both in the absence and in the presence of a multi-step controller, is shown in Figure 2 .
The remainder of this paper is structured as follows. In Section 2, we describe the structure of CIM facilities, and the requirements for implementing a generic multi-step controller. Section 3 contains an in-depth description of the Active Controller. After giving an introduction to some of the basic concepts in active databases, we describe the design and an implementation of the Active Controller. In Section 4 the current research in multi-step control and CIM environments is discussed, while Section 5 contains some conclusions. The processing to be carried out on the wafer is dynamically determined by the Scheduler and the advice given by the AC to compensate for any processing errors.
Providing Multi-step Control
Since a main objective of our research is to develop a generic controller, in this section we first discuss the structure of CIM facilities. We then use this discussion to derive requirements for a generic multi-step controller.
Semiconductor CIM Environment
The functions to be provided by the Computer Integrated Manufacturing (CIM) system for a semiconductor manufacturing facility vary depending upon the level of automation provided by the system. These functions may include the following:
• corporate level factory management,
• planning of factory operation,
• scheduling of factory resources,
• modeling and simulation of factory operation,
• tracking work-in-progress,
• monitoring factory performance,
• machine and process monitoring and control,
• generation and manipulation of process specifications and recipes.
The factory CIM systems are comprised of several applications which provide the various CIM functions [Sem96] . The different factory applications identified in a research and development program called Microelectronics Manufacturing Science & Technology (MMST) [MHM94] , are representative of a typcial CIM implementation. These applications are described below:
• Factory Application: This is logically the highest level control application in the CIM system. The Factory Application provides services for starting up and shutting down the factory and for coordinating the activities of operations management personnel. Factory orders are specified using this application.
• Planner Application: The Planner plans the factory operation from order entry through wafer production. It accepts factory orders and generates a production plan that identifies which wafers are to be processed by the fab during each time period.
• Scheduler Application: The Scheduler decides when material is to be processed by each machine and directs the factory resources to effect these decisions. Scheduling decisions may be made based on a production strategy, real-time factory status, machine performance history, heuristic rules, or some throughput optimization algorithm, etc. However, in current systems the scheduling decisions are static with respect to the feedback from the equipment controllers, i.e., information about results of the wafer processing is generally not utilized in formulating scheduling decisions.
• Specification Application: This module provides a computer-aided process specification environment and is termed the Process Flow Specification Manager (PFM) in the MMST program. Given a wafer to be processed to achieve certain specifications, the PFM derives a process flow. A process to be carried out on a wafer may consist of many individual process steps, to be executed (possibly) on different machines. Process flow specifies the process steps to be carried out on the wafer, and the sequence in which these steps are to be executed, to achieve the desired processing of the wafer. Information about the process step may include information about the type of machine on which the step needs to be carried out, the approximate time, and other constraints.
• Material Application: This application directs the physical material handler (e.g., a robot) to move the wafers to and between the different machines for processing as prescribed by the generated process flow. This functionality may, in fact, be provided by the scheduler itself.
• Machine and Process Control Application: This application provides machine and process operation and control. It also provides mechanisms for specification and manipulation of recipes which are used for carrying out the processing at the equipment. Thus this application has the information about required equipment controllables (settings) to achieve specified goals (effects). The Generic Cell Controller (GCC) has been developed at the University of Michigan to carry out this task.
The interaction between the different applications is shown in Figure 3 , and is explained below.
1. Factory orders are placed using the Factory Manager.
2. The Planner generates a production plan based on the factory order. The production plan specifies the quantity and type of each wafer to be made, and assigns wafers to different lots.
3. The PFM and the Scheduler work hand-in-hand to carry out the actual execution of the processes in the factory. Based on the production plan, the PFM comes up with a process flow for the processing of wafers in different lots. This information is filtered and given as an input to the Scheduler.
4. The information that the Scheduler receives describes the machine types on which the wafer must be processed, the order in which the wafer should visit these machines, and roughly how much time processing at each machine will take. Based on this information, the production plan, and the current state of the facility, the Scheduler comes up with a schedule which specifies the actual machines (described by machine numbers) the wafer is to visit in order. This schedule is called the wafer flow.
The Material
Handler moves the wafer to the correct equipment.
6. Each wafer has a bar-coded identifier signifying its lot number. When the wafer arrives at a cell for a processing step, the cell controller uses this bar-code number to communicate with the PFM to find out the actual process step to be carried out on the wafer.
7. The PFM returns information about the specific goal (i.e., the effects-level specification) to be achieved for this step. For example, in an etch process, the goal may be the desired etch depth. 8. The effects-level specification is translated to the corresponding recipe by the Cell Controller, and the process is carried out at the equipment. 9. When the process is completed, the Scheduler is notified of the process result. The Scheduler then may direct the wafer to another machine for the next processing step.
The PFM thus determines the conceptual process flow, while the Scheduler determines the physical wafer flow which specifies the particular machines the wafer has to visit.
Requirements for a Multi-Step Controller
To the CIM functionalities described in the previous section, we want to add the ability to provide multi-step control. After a process step has been carried out on a wafer, the multi-step controller should be informed of the results of this processing step. Depending upon these results and relevant previous result data, the multi-step controller may suggest changes to the process flow for the wafer so as to compensate for any processing errors. In addition, the multi-step controller may also respond to temporal and other events (e.g., machine shutdowns, etc.) to carry out appropriate actions as needed. To provide these functions the multi-step controller should be able to:
• understand the process flow specification,
• monitor events of interest in the facility,
• retain or access information about the processing carried out on individual wafers,
• keep historical information necessary to make control decisions about equipment in the facility,
• provide easy implementation of different possible control strategies.
For a generic solution, implementation of the multi-step control should not be tied to a particular CIM implementation, but should rather be designed around the features common to most popular CIM systems. In addition, multi-step control should be provided via a pluggable module that has as little impact on existing applications as is possible [Sem96] .
Active Controller for Multi-Step Control
We now describe the Active Controller, the multi-step controller we have developed to fulfil the requirements for multi-step control as discussed in the previous section. Since active database management system (DBMS) technology is at the core of the Active Controller, we first give an introduction to relevant basic concepts of active DBMSs. This is followed by a discussion of the characteristics of active DBMSs that are important for implementing multi-step control. We then discuss the design and implementation of the Active Controller, and our research towards extending active database technology to provide advanced features for the general domain of process automation and control. We conclude this section with a discussion of the issue of integration of the Active Controller with existing CIM environments.
Active Database Technology
Conventional database systems are passive: they only execute queries or transactions explicitly submitted by a user or an application program. Recent trends in database technology have attempted to extend this conventional functionality to accommodate advanced applications. Active database systems represent one of the important enhancements of conventional database systems, where the database system is transformed to be active, i.e., to provide the ability to monitor the database state and to react to predefined situations without explicit user action or application requests ( [DBB88] , [Han92] , [SRH90] , [LGA96] , [WCL91] , [GGD94] ). Situations to be observed and actions to be initiated are managed by the DBMS. Active DBMSs thus provide common, application independent functionality for complex dynamic control structures. Instead of having each application survey events and conditions individually, and schedule the appropriate reactions (i.e., consistency checks, notification procedures etc.), the scheduling of the actions is incorporated into the DBMS [WiC96] .
The desired behavior of active DBMSs is expressed in terms of event-condition-action (ECA) rules.
The rule syntax can be described as:
with the semantics: when the event occurs, if the condition is true, then carry out the action. Events signal situations inside or outside the database system. Conditions are boolean expressions that are checked as preconditions of actions. Actions are executable routines within or outside the DBMS.
Events that cause the DBMS to react may be of various kinds:
• states or state transitions of the database (e.g., in a manufacturing environment, the value of an attribute modeling the temperature of a machine goes above a threshold),
• execution of certain operations on the database (e.g., a database transaction commits),
• time-related events (e.g., a manufacturing equipment has not responded to a message for a certain duration),
• arbitrary events arriving from outside the DBMS (e.g., messages from other applications in a CIM environment),
• composites of events of the above types.
Conditions, expressed in terms of queries over the database or calls to external functions, are boolean expressions. Examples of conditions include a query over the value obtained from a sensor or a call to a data analysis package that returns a boolean value.
Actions executed in response to these conditions include the capabilities of:
• operating on the database (e.g., an update of the database to store the value of the result of a manufacturing process),
• operating outside the DBMS (e.g., send a message to another application in the factory environment).
The basic behavior of an active DBMS is illustrated in the following example:
Example: Consider a simple rule defined to keep track of the value of temperature of an oven and raise an alarm if the value exceeds a limit.
ON current temperature updated for oven IF current temperature > high temperature limit DO signal high temperature alarm.
Now whenever an application updates the temperature value in the database, the active database system will check if the temperature value exceeds the specified limit, and if so will raise a high temperature alarm. Notice that if the policy is to be changed (e.g., the high temperature limit is to be modified), this will require only modifying the rule.
Characteristics Important for Implementing Multi-Step Control
With their capability of providing application independent encoding of control strategies, active database systems are a natural fit for manufacturing applications. However, various active database systems have been developed to provide different sets of capabilities. Several dimensions can be used to characterize the capabilities and behavior of different active databases as discussed in [Pat93] . These dimensions relate to the structure, execution model and management of active rules. We note that some of the important points for providing multi-step control are the following:
• Allowable sources for the events must include external messages or method invocations, since this is how the Active Controller will be notified of the execution of a process step. Similarly, since the Active Controller needs to issue advice to other applications, the allowable actions must include sending messages to applications outside the database.
• The event structure should be able to allow definition of composite events (e.g., an action may need to be taken for a wafer only when a sequence of steps has been in error).
• Time-constrained rule execution is not expected to be a requirement of at least the first version of the inter-cell controller, since the time constraints for control actions at the multi-step control level are generally much more relaxed than typical rule execution times.
• It should be possible to call functions in addition to just submitting queries to the database in the condition part of the rules. This will allow the use of external data analysis routines.
It should be noted that since expert systems provide the capability of rule definition and execution, a multi-step control enabler could be developed using expert systems technology instead of using active database systems. However, active database systems are more powerful than expert systems. Expert systems typically have condition-action rules which are evaluated and executed in recognizeact (if-then) cycles. Active databases have event-condition-action rules which are a super-set of the expert system condition-action rules. Further, active databases allow definition of composite events based on event history which is maintained in the database. This functionality, which is needed for multi-step control, would be extremely hard to encode using expert systems.
Active Controller Design & Implementation
Utilizing active database technology we have developed the Active Controller. The Active Controller carries out multi-step control by manipulating the process specification via rules defined on this specification. We first describe the design of the Active Controller and then its implementation using the Ode active DBMS from AT&T [Ode95].
Modeling the Process Flow
In current semiconductor manufacturing CIM systems, semiconductor manufacturing process flows to fabricate a wafer are specified by a hierarchical object-oriented data structure [DCB93] , [KiN95] . Process flows are composed from flows, processes, steps and equipments as shown in Figure 4 using the Object Modeling Technique (OMT) [Rum91] . In this model, a step is the basic unit of processing and is defined as what can be accomplished in one chamber. A step is carried out on one piece of equipment. However, the same equipment may be used by more than one step. The next higher processing abstraction is a process. A process is defined as a sequence of other processes or steps. We can thus define longer and more complex processing sequences by reusing existing steps and processes to define new processes. The highest processing abstraction is a flow, which is defined as a sequence of processes. Each flow, process and step may have a set of effects, which describe the expected impact of the flow, process or step on the wafer. The effects associated with a step are used to create settings for the equipment on which the step is being carried out. However, these effects can be overridden by a process which contains this step. Similarly, a flow may use its set of effects to override effects associated with its processes.
Example: Consider part of the process-flow for fabricating a CMOS transistor. This process-flow has a "CMOS" flow object at the root. The "CMOS" flow will consist of a large number of processes. Consider one of these processes, "par_plate_cap" for fabricating a parallel-plate capacitor. The "par_plate_cap" process in turn consists of the step "oxidation" (to form the dielectric layer), the step "al_metallization" (metallization to form a layer for making the top plate), the process "photolitho" (to create the resist pattern), and the step "etching" (to remove the unexposed pattern). The "photolitho" process in turn is composed of steps "spin_coat", "expose" and "develop" [ Figure 5 ].
When a wafer is to be fabricated, an instance of the corresponding flow is selected from the database and the resultant process-flow is executed. The execution of the process-flow results in the execution of the processes of which the flow is composed. Similarly, the execution of a process in turn causes the execution of the processes and steps of which this process is composed. The fabrication of a wafer thus results in the execution of a number of processes and steps at different levels of nesting in the process-flow. 
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Defining Rules for Multi-Step Control
As the execution of a process-flow proceeds, the need to control the wafer fabrication frequently requires changes to the original processing sequence specified in the process-flow. To provide this capability we need the ability to specify control actions for the process specification. An active DBMS such as Ode [Ode95 can be used to specify the multi-step control knowledge in terms of active rules defined on the process flow structure. These control rules can trigger appropriate control actions during process execution whenever the need arises and modify processing by, for example, requiring re-execution of a part of the process-flow. Simpler modifications consist of tuning the process by changing just the effects associated with one or more steps in the processing sequence. Such modifications can be easily accommodated by causing the appropriate attributes of the relevant step objects (e.g., settings) to be changed.
Example: Consider a photolithography sequence [ Figure 5 ] is being executed and a statistically significant error violating the control limit is observed in the reflectance of the wafer after the spin-coat and bake step. A new recipe is generated for the exposure step by modifying the exposure time to compensate for the reflectance error [LeS92a] . This control algorithm is encoded in the Active Controller as follows [ Figure 6 ]:
A rule "spin_cb_error" is defined on the class "spin_coat". The event associated with the rule is "after spin_cb_execute" and hence will be raised after the execution of the spin-coat and bake step. To check for alarm condition a function error check is called, and if it returns TRUE, indicating an alarm has been raised, the spin-coat step informs the photolitho step of this error. In case this error has been reported, the rule "spin_cb_error" defined on the "expose" class is fired before the execution of the expose step. This results in modifying the exposure time. This modification is achieved by calling the "modify" method for "effects" which can query the database to determine the results of the spin-coat step and call an external function to find out the new recipe.
In addition to the simple modification of changing only the recipe associated with a particular step (as in the previous example), the Active Controller can also implement more complex control actions such as re-work, repair, etc. Actions such as re-work require modification to the actual sequence of steps that were to be carried out. The Active Controller can be used to implement such control actions as shown in the example below.
Example: Consider the following scenario during the execution of a photolithography sequence [Les96] . A controller alarm is generated after the spin-coat step, however the recipe generator comes to the conclusion that no change either at the exposure or the develop step can cause the situation to be corrected. The wafer thus needs to be sent for stripping and then the usual photolithography sequence needs to be carried out. This control strategy can be implemented using the two rules shown in Figure 7 . The first rule detects that the processing needs to be stopped since the recipe cannot be modified. This is carried out by setting the instance variable "state" to DONE. Since the photolitho object has completed its execution, the event for the second rule is thus raised. This causes the execution of the step "strip" which results in removing the resist deposited during the spin-coat step. After completion of the strip step, the execution of the photolithography sequence is restarted from the beginning.
Active Controller Implementation
The Active Controller, as described in the previous sections, has been implemented using the Ode active DBMS. We have developed the process-flow schema as described in Section 3.3.1. When a wafer of a particular type is to be fabricated, the Active Controller instantiates a copy of the corresponding process-flow in the database. During the execution of the process-flow the rules defined on the process-flow act on this copy and suggest modifications for the processing of this wafer. A graph- Ode's programming language O++ has been developed by extending C++ to provide persistence, transactions and other database functionalities. The two examples of control rules shown in the previous section ( Figure 6 and Figure 7 ) have been given in the Ode rule definition language. The condition part allows calling functions, in addition to querying the database, while the action part can contain programming language statements and hence allows for interaction with outside functions.
Ode provides a rich event language with multiple operators (e.g., conjunction, negation, ordering, etc.) for composing events. Events can be defined to be raised either before or after the execution of a method. Events can also be defined to be raised with respect to transactions. When defining a class, the user specifies the events that need to be monitored for instances of this class. Ode keeps a history of these events of interest. This capability, in conjunction with the event composition operators, means that the Active Controller implementation provides an extremely powerful control rule definition capability. It is thus possible, for example, to use the Active Controller to define rules that fire based on historical trends or on events that occur at different points in the processing of a particular wafer. Note the Active Controller implementation thus provides all the requirements for multi-step control as outlined in Section 2.2.
Extending Active Database Technology for Process Control
Active database technology is still in the process of maturing. In particular, unlike traditional (passive) database systems for which well-defined methodologies for building database applications exist [Teo94] , a key difficulty in developing applications using active databases is the lack of methodological support for active rule definition [SiK95] . It has also been noted that another hindrance in the employment of active database technology is the difficulty in defining and maintaining rule sets whose execution is predictable [WiC96] . Therefore, for active database technology to be an attractive vehicle for the implementation of advanced applications, the implementor needs to be guided towards defining rules that are easy to analyze and whose behavior is predictable.
To make active database technology suitable for developing control applications, we have developed solutions to these different problems for the domain of process control by exploiting particular characteristics of the process specification model (i.e., Figure 4) . A detailed description of this research is given in [CMR96] . Here we give a brief summary of some of the salient features.
To overcome the absence of design methodologies for defining active rules, we have developed specific guidelines for rule definition. Programming and maintaining rules that arbitrarily span many classes can be an extremely difficult task, since the rule programmer has to ensure that a newly defined rule does not cause unforeseen interaction with other rules already defined for other classes.
In addition, such rule definition violates the object-oriented principle of encapsulation. We have therefore developed guidelines that require each rule to have a well-defined scope of influence. To limit the scope of interaction of rules, each rule has to be defined on a particular process (or flow or step) class. The rule can only refer to properties (i.e., attributes, methods or other rules) that are directly accessible from the process class it is defined on. Since we remain within the scope of the process on which the rule is defined, the resulting definition of process classes respects the principle of encapsulation and this leads to rules whose interaction is easier to analyze.
The guidelines mentioned in the previous paragraph lead to the definition of rules which when considered individually have a clearly specified scope of influence. Even though the direct interaction between rules may be limited to only the rules defined within the scope of influence specified by the rule design guidelines, when analyzing a rule set we need to also look at the possible indirect interaction among rules. In the absence of additional abstractions for partitioning rules into sets with well-defined properties, the requirement to consider indirect interaction between rules makes the problem of analyzing termination properties for the rules defined in a process specification database extremely difficult. We solve this problem of indirect interaction of rules by applying the design principle of stratification [BCP96] to the definition of active rules for process control. The result, as proven in [CMR96] , is the partitioning of rules into disjoint sets with the property that as long as the rule execution in each individual set terminates, the execution caused by any rule triggering in the system terminates. Our rule design guidelines thus solve not only the problem of lack of methodological support for active rule definition, but also lead to predictable and maintainable rule sets. We have applied these design guidelines in defining control rules for the Active Controller, and have found the resulting rule sets to have the afore-mentioned properties of maintainability and predictability.
Integrating the Active Controller with the CIM Environment
Having described the design and implementation of the Active Controller, we now look at the issue of integration of this controller in CIM environments. The interaction of the Active Controller with the other applications in representative CIM environments is shown in Figure 9 . The initial generation of the process and wafer flows in response to a production plan, and the execution of a process step at an Equipment Controller is carried out as before (i.e., steps 1 through 8, of Figure 3 ). The other steps in Figure 9 are: 9. When a process step at a machine is completed, the Active Controller is notified of the result of this step. The Active Controller updates its database with this information.
10. Depending upon the result of this process step and relevant previous result data, certain control rules in the Active Controller may be fired. 11'. In the case that none of the rules in the AC database fire or the rule firing does not result in an advice, the process results are passed on to the Scheduler, as was being done in the absence of the AC. The processing then continues with the next step in the wafer flow, and steps 12 and 13 below are not carried out.
12. The PFM accepts the advice given by the AC, and based on this advice, the PFM comes up with a (potentially) new process flow.
13. The Scheduler comes up with a wafer flow corresponding to any new process flow generated. This wafer flow may indeed be the same as the previous wafer flow (e.g., if the new process flow can be carried out by the same cells which were to carry out the previous wafer flow). Processing then proceeds with this (potentially) new wafer flow.
From this description, it may be noted that the Active Controller needs to interact closely with the PFM. To modify the processing of the wafer, the Active Controller has to act on the process flow specification and thus requires knowledge of this specification. This information is maintained by the PFM. One possible design alternative is to add the functionality of the Active Controller to the PFM. However, to keep the Active Controller as a pluggable application, we decided to duplicate the needed process-flow information in the Active Controller database and to add the Active Controller as an advisory application to the PFM.
Related Research
Research in Multi-Step Control
Control of semiconductor manufacturing is an active area of research. A number of research efforts have been undertaken to provide feed-back control of individual processing steps to maintain desired processing characteristics. Feed-back control of individual steps has been carried out both as run-torun (e.g., [SHI95] , [Bon95] , etc.) as well as real-time control ([Ras95] , [Sch93] , etc.).
Recently research has also been carried out to provide control of sequences of inter-related processes. A control system for photolithography sequences is described in [Lea96] . After each step in the photolithography sequence the state of the wafer is analyzed. This analysis is done by using statistical process control techniques and if the control limits are violated a control alarm is triggered to vary the processing yet to be carried out. The action initiated by the control alarm results in updating the model of the equipment and suggesting a modified recipe. Two process control methodologies are used for multi-step control. In one of these, a local controller corrects the shortcomings of the present machine by generating customized recipes at the next process step. In the other control methodology, a global controller finds optimum specification for the upstream processes to ensure that the outputs of the final process can meet their specifications. Results indicate a significant improvement in the overall capability of the process sequence.
Another research effort in multi-step control is reported in [Sto94] . Feed-forward and feedback techniques are applied to a processing sequence involving the four basic steps of silicon oxidation, aluminum metallization, lithography and aluminum etch. A parallel-plate capacitor is manufactured to study the effect of control strategies in this process sequence. Feed-forward control is carried out at two points. The stepper focus in the exposure sub-step of photolithography step is varied depending upon the result of the oxide thickness of the oxidation step. Adjustments are also made in the etching step depending upon the oxide thickness and the size of the resist pattern. By achieving the stated goal of keeping the capacitance of the fabricated capacitor fairly constant (within 1%), the study demonstrated the potential of using multi-step control. The control strategies described in [Sto94] , as well as the strategies described in [Lea96] can be implemented by using the Active Controller. In fact, the control rules shown in the examples in Section 3 implement some of the control strategies described in these papers. Since the Active Controller provides an adaptable vehicle for implementation of control strategies, results obtained from future research in the area of multi-step control could also be easily incorporated in the Active Controller via the definition of appropriate active rules.
Research in CIM Environments
Various efforts are underway in industry and academia to provide advanced manufacturing environments for semiconductors. Some of the more prominent efforts are now discussed to highlight the relation of the Active Controller to representative CIM environments.
The Sematech CIM Framework [Sem96] is different in nature from the other three research efforts, in that it provides a comprehensive specification for an application framework, rather than a specific implementation. The heart of the framework is a set of semiconductor manufacturing abstractions and services that are typically embodied as applications. Applications providing different functions in the factory are grouped according to these functions, with each functional group including multiple components. The functionalities provided by the Active Controller fall in the Specification Application and Machine/Process Control Application groups.
One of the most sophisticated of the existing semiconductor factory management environments was developed within the Microelectronics Manufacturing Science & Technology (MMST) project at Texas Instruments, Inc. [MHM94] . The CIM system for MMST aims to integrate and automate the wafer manufacturing process both horizontally (i.e., order entry through finished wafer output) and vertically (i.e., production planning through embedded machine control). The system is partitioned into various applications (as mentioned in Section 2.1) which closely correspond to the application groups of the Sematech CIM Framework. Provision of multi-step control, though, is not discussed in the description of the MMST CIM environment.
CAFE, the MIT Computer-Aided Fabrication Environment [MTH92] , is a system developed for use in all phases of process design, development, planning, and manufacturing of integrated circuit wafers. The key components of the CAFE architecture are the data model and database schema, the process flow and wafer representation, and the application programming and database interfaces. To represent the process, the CAFE system uses process flow representation (PFR) framework. The PFR provides an extensible framework for knowledge representation of process steps, including instructions to operators, scheduling requirements, processing to be carried out to get particular wafer products, and physical process model parameters. Again, provision for multi-step control is not discussed.
The Berkeley Computer Aided Manufacturing (BCAM) system is a semiconductor manufacturing system developed at the University of California, Berkeley [Bom92] . BCAM software utilizes equipment models for supervisory control. The models are used by the software for process simulation and recipe generation. This recipe generation is used to accommodate product specifications. BCAM stores and retrieves equipment recipes and models in a recipe database. Research within BCAM has also focussed on the provision of multi-step control as described in [LeS92a] , [LeS92b] and [Les96] , and discussed in the previous section. We feel that our work in the development of Active Controller is complementary to this research effort, since the Active Controller provides a clean and easy platform for implementing these various control algorithms.
