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ZEROS OF THE WEIGHT TWO EISENSTEIN SERIES
RACHAEL WOOD AND MATTHEW P. YOUNG
Abstract. We develop some of the finer details of the location of the zeros of the weight two
Eisenstein series. These zeros are the same as the zeros of the derivative of the Ramanujan
delta function.
1. Introduction
The zero sets of modular forms have attracted much attention over the years. In an in-
fluential paper, F. Rankin and Swinnerton-Dyer [RS] showed that the zeros of the weight k
Eisenstein series Ek(z) that lie in the standard fundamental domain lie on the circle |z| = 1.
In sharp contrast, Rudnick [R] showed the zeros of Hecke cusp forms become equidistributed
in the fundamental domain as the weight becomes large, conditionally on the mass equidis-
tribution conjecture which has since been proven by Holowinsky and Soundararajan [HS].
There have been a number of other results on zeros of various types of modular forms; see
for example [H] [MNS] [DJ] [GS]. In all of these cases, one observes a dichotomy with the
zeros either being patterned (say, with all zeros lying on some lower-dimensional set), or
equidistributed in some larger space (which one could view as randomness).
One naturally wonders about the location of zeros of the derivative of a modular form
(which is not a modular form, but instead is a so-called quasimodular form). In contrast to
the modular case, the zero set of a quasimodular form is not well-defined on Γ\H (where Γ is
the relevant congruence subgroup). This complicates matters, because there may be infinite
sequences of zeros approaching the boundary of the upper half plane–there is no reduction
theory that maps the zeros back to a fundamental domain for Γ\H.
In this paper, we provide a fairly comprehensive description of the zero set of the weight
2 Eisenstein series E2(z) defined by the Fourier expansion
(1.1) E2(z) = 1− 24
∞∑
n=1
σ1(n)e(nz).
It is known that E2(z) =
1
2pii
∆′
∆
(z) (following from the product formula for ∆), so the zeros
of E2 in H agree with the zeros of ∆
′. El Basraoui and Sebbar [ElBS] have shown that
the weight 2 Eisenstein series has infinitely many SL2(Z)-inequivalent zeros within the strip
G = {z ∈ H : −1
2
≤ x ≤ 1
2
}. This was generalized to other quasimodular forms by Saber
and Sebbar [SaSe]; also see Balasubramanian and Gun [BG] for some related results. El
Basraoui and Sebbar [ElBS] have also identified certain infinite families of translates of the
standard fundamental domain that all contain (or do not contain, respectively) a zero of E2.
This work was conducted in summer 2013 during an REU conducted at Texas A&M University. The
authors thank the Department of Mathematics at Texas A&M and the NSF for supporting the REU. In
addition, this material is based upon work of M.Y. supported by the National Science Foundation under
agreement No. DMS-1101261. Any opinions, findings and conclusions or recommendations expressed in this
material are those of the authors and do not necessarily reflect the views of the National Science Foundation.
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2. Background
Let D denote the closure of the standard fundamental domain, i.e.,
(2.1) D = {z ∈ H : |z| ≥ 1 and − 1
2
≤ x ≤ 1
2
}.
The weight k > 2 (even) Eisenstein series for Γ = PSL2(Z) is defined by
(2.2) Ek(z) =
∑
γ∈Γ∞\Γ
(j(γ, z))−k,
where Γ∞ is the stabilizer of ∞, and j(γ, z) = cz + d if γ = ( a bc d ). It has the Fourier
expansion
(2.3) Ek(z) = 1 + γk
∞∑
n=1
σk−1(n)e(nz),
where γk = − 2kBk , Bk is the kth Bernoulli number, and σk−1(n) =
∑
a|n a
k−1. For k = 2, the
sum in (2.2) does not converge absolutely, consistent with the fact that there are no non-zero
modular forms of weight 2 for SL2(Z). When k = 2, the function E2(z) defined by (2.3) is
a quasimodular form, which satisfies the relation
(2.4) E2
(az + b
cz + d
)
= (cz + d)2E2(z)− 6pi ic(cz + d).
See Zagier’s chapter [Z] for a proof of the transformation property of E2, as well as a general
definition of a quasimodular form. Note that E2 is periodic with period 1, and for this reason
we typically restrict attention to the strip −1
2
≤ x ≤ 1
2
.
3. Numerical experiments on the zeros of E2(z)
We used Mathematica to numerically solve the equation E2(z) = 0 for y ≥ ε for various
values of ε, using a truncated Fourier expansion to approximate E2(z). This requires more
than ε−1 terms in the Fourier expansion, so this becomes unwieldly for very small ε > 0.
For reasons that will be clear momentarily, it is natural to order the zeros by decreasing
y-values. Figure 3.1 shows some zeros computed by Mathematica.
The highest zero say z1 occurs at x = 0, y = 0.5235217000179992 . . . . It is easy to show
that there exists a unique zero on the line x = 0 because E2(iy) is real, increasing for y > 0,
and has limits limy→0+ E2(iy) = −∞, limy→∞E2(iy) = 1.
There is also a zero say z2 at x = −1/2, y = 0.13091903039676245 . . . . We now briefly
prove that there indeed exists a zero with x = −1/2, following [ElBS]. It is clear from the
Fourier expansion that E2(−1/2 + iy) is real. Next let γ = ( 1 02 1 ), so for z = −12 + iy,
(3.1) E2(−12 + i4y ) = E2
(−1
2
+ iy
2iy
)
= E2(γz) = −4y2E2(−12 + iy) + 24pi y.
Taking y →∞, the right hand side is ∼ −4y2+ 24
pi
y, which has the limit −∞. On the other
hand, limy→0+ E2(−12+ i4y ) = 1. Thus E2(−1/2+iy) has a zero for y ∈ R by the intermediate
value theorem. This type of method to show existence of zeros on certain vertical lines only
works on x = 0 and x = ±1/2 since E2(x+ iy) is real-valued only on these lines. Since the
Fourier coefficients of E2 are real-valued, if E2(x + iy) = 0, then E2(−x + iy) = 0, so we
shall sometimes only display the zeros with −1
2
< x < 0.
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Figure 3.1. Zeros of E2 for .002 < y < .022
The next few approximate zeros with x < 0 produced by Mathematica are:
(3.2)
z3 = −0.33332589074451363 + 0.058181923654001474i
z4 = −0.2499951743678368 + 0.03272491502475048i
z15 = −0.19999706592873248 + 0.020942992286928155i
z25 = −0.40000182048192795 + 0.020946451276672513i.
One immediately notices the striking fact that the x-coordinates of the zeros are quite close
(but not equal) to the rational numbers −1/3, −1/4, −1/5, −2/5. The y-coordinates also
have a pattern:
Im(z1)
Im(z2)
= 3.99882 . . . ,
Im(z1)
Im(z3)
= 8.99801 . . . ,
Im(z1)
Im(z4)
= 15.9976 . . . ,
Im(z1)
Im(z15)
= 24.9975 . . . ,
Im(z1)
Im(z25)
= 24.9933 . . . ,
which are all close (but not equal) to squares of integers.
Needless to say, the data suggest that these patterns continue indefinitely. One of the
main goals of this paper is to explain these patterns. We have
Theorem 3.1. Let −d/c ∈ [−1/2, 1/2] be a rational number with (c, d) = 1, and set
(3.3) ẑdc = −
d
c
+
i
c2(6/pi)
.
For each such rational number, there exists a zero zdc of E2 satisfying
(3.4) |zdc − ẑdc | ≤
.000283
c2(6/pi)2
.
For ease of comparison, we have ẑ01 = 0+.523599i, ẑ
1
2 = −12+.130899i, ẑ13 = −13+.0581776i,
ẑ14 = −14 + .0327249i, ẑ15 = −15 + .020944i, ẑ25 = −25 + .020944i, etc., which explains the
numerical patterns noticed above. Furthermore, the points ẑdc with d fixed and varying c
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lie on the parabola y = pi
6d2
x2, which explains the apparent families of curves appearing in
Figure 3.1.
In Theorem 6.2 below we show in a more precise sense that the zeros of E2 are naturally
in one-to-one correspondence with the rational numbers.
After writing this paper, we learned that Imamog¯lu, Jermann, and To´th [IJT] simulta-
neously and independently have obtained results substantially the same as our Theorem
3.1.
4. An equivariant function
Our main tool for understanding the zeros of E2 is an auxiliary function h(z) defined by
(4.1) h(z) = z +
6/pii
E2(z)
.
This function h(z) is equivariant, which means that if z ∈ H and γ ∈ SL2(Z), then
(4.2) h(γz) = γh(z).
See Sebbar-Sebbar [SeSe] for some properties of h, especially their Theorem 5.3 which proves
(4.2). Note that h(z0) = ∞ is equivalent to E2(z0) = 0. El Basraoui and Sebbar [ElBS]
originally used properties of 1
h(z)
to show that E2(z) has infinitely many Γ-inequivalent zeros
in the strip G. We include a brief proof of (4.2) since it is not a well-known property.
Proof of (4.2). Let γ = ( a bc d ) ∈ SL2(Z) and z ∈ H. By (2.4), we have
(4.3) h(γz) =
1
cz + d
[
az + b+
6
pii
(cz + d)E2(z) +
6
pii
c
]
.
Dividing both the numerator and denominator of the second term by E2(z) and forming a
common denominator, we obtain
(4.4) h(γz) =
1
cz + d
[
(az + b)(cz + d+ 6c
piiE2(z)
) + 6
piiE2(z)
(cz + d) + 6c
piiE2(z)
]
.
Using bc + 1 = ad in the numerator, and factoring out cz + d from the numerator, we have
(4.5) h(γz) =
az + b+ a 6
piiE2(z)
cz + d+ c 6
piiE2(z)
= γh(z).
Next we state a variation of Lemma 3.4 of Balasubramanian-Gun [BG], who worked instead
with g(z) = 1/h(z).
Proposition 4.1 ([BG]). If E2(z0) = 0 then h(γz0) =
a
c
for γ = ( a bc d ). Conversely, if
h(τ0) =
a
c
with coprime a, c, then E2(γ
−1τ0) = 0 for γ = ( a bc d ).
Proof. Consider the case when E2(z0) = 0 (so h(z0) = ∞), and let z = γz0. Note that
γ∞ = a
c
. Then
h(γz0) = γh(z0) = γ∞ = a
c
.
Conversely, suppose h(τ0) =
a
c
. Then
(4.6) h(γ−1τ0) = γ−1h(τ0) = γ−1
a
c
=∞,
so E2(γ
−1τ0) = 0. 
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5. The real locus of h
Let H∗ = H ∪ {∞}, R∗ = R ∪ {∞}, and Q∗ = Q ∪ {∞}. Then define
(5.1) Q = {z ∈ H∗ : h(z) ∈ Q∗}, and R = {z ∈ H∗ : h(z) ∈ R∗}.
In other words, Q = h−1(Q∗), R = h−1(R∗). It follows easily from the definition of an
equivariant function that SL2(Z) acts on Q as well as R. Therefore, QD := Q ∩ D and
RD := R ∩ D have the properties that SL2(Z)QD = Q and SL2(Z)RD = R, so that to
understand the shapes of Q and R it suffices to consider QD and RD. Of course, QD ⊂ RD,
and as the latter set is simpler, we now focus on describing RD. Numerically plotting the
set RD using Mathematica produces Figure 5.1. The left-hand image has the bottom arc
|z| = 1 for reference, while the right-hand image is on a much finer scale.
-0.4 -0.2 0.0 0.2 0.4
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1.8
2.0
2.2
-0.4 -0.2 0.0 0.2 0.4
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1.9096
1.9097
1.9098
1.9099
1.9100
1.9101
1.9102
Figure 5.1. The set RD
Theorem 5.1. The set RD is contained in the small strip |y − 6/pi| < .000283.
That is, the set of z ∈ D such that h(z) ∈ R lies between two horocycles at heights
y = 6/pi ± .000283 (y = 1.90957 . . . and y = 1.91014 . . . ) which are shown as dotted lines
in the right-hand image in Figure 5.1. Extending these two horocycles to H by translating
by all integers (that is, by the subgroup Γ∞) gives two circles around the point ∞. Call
the top circle C+ and the bottom one C−. The images of C± under γ ∈ SL2(Z) are circles
tangent to R∗ at γ(∞) ∈ Q∗. Thus γ(Γ∞RD) = γ(Z + RD) is squeezed between the two
circles γC± meeting at γ(∞) ∈ Q∗. To the naked eye, the two circles C+ and C− are almost
indistinguishable, so that R appears to be a union of circles tangent to the rationals −d/c
with radii ≈ 1
2
pi
6c2
. For this, one calculates Im(γ(x + 6i
pi
)) = 6/pi
(6c/pi)2+(cx+d)2
, where γ = ( a bc d ),
and this imaginary part is maximized when cx+ d = 0, which gives the peak of the circle.
From Figure 5.1, one can see that the constant .000283 is quite sharp. This numerical
constant arises because the first non-constant term in the Fourier expansion for E2 gives
24 6
pi
e−2pi
6
pi = .00028163 . . . .
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Lemma 5.2. Suppose y ≥
√
3
2
and N ≥ 1 is an integer. Then
(5.2) |E2(z)− [1− 24
∑
n≤N
σ1(n)e(nz)]| ≤ 24e−2piNy
( N2
2piy
+
2N
(2piy)2
+
2
(2piy)3
)
.
This bound is decreasing separately in N ≥ 1 or y ≥
√
3
2
. Furthermore,
(5.3) |E2(z)− 1| ≤ 24e−2piy
(
1 +
1
2piy
+
2
(2piy)2
+
2
(2piy)3
)
< .14.
Proof. Let r = e−2piy, so in particular r < .0044. Then the tail of the Fourier series for E2
is bounded by 24
∑
n>N σ1(n)r
n. Obviously, σ1(n) ≤ n2, and an exercise in calculus shows
that fr(t) = t
2rt is monotone decreasing for t ≥ 1 since log r < −pi√3 < −2. Therefore, the
integral test gives
(5.4)
∑
n>N
n2rn ≤
∫ ∞
N
t2rtdt = rN
( N2
log(1/r)
+
2N
log2(1/r)
+
2
log3(1/r)
)
.
Re-writing this bound in terms of r gives (5.2). The fact that the bound is decreasing in
either N or y is evident from the integral formula in (5.4). We derive (5.3) by choosing
N = 1 and directly bounding the N = 1 term. 
Proof of Theorem 5.1. Let z ∈ D, so y ≥
√
3
2
. Using (5.3), we have
(5.5) h(z) = z +
6
pii
1 + (E2(z)− 1) ,
which gives by a rearrangement
(5.6) h(z)− (z + 6
pii
)
=
6
pii
1−E2(z)
1 + (E2(z)− 1) .
Therefore, for any z ∈ D we have
(5.7)
∣∣∣h(z)− (z + 6
pii
)∣∣∣ ≤ 6
pi
|E2(z)− 1|
1− |E2(z)− 1| .
If h(z) ∈ R, we then obtain
(5.8)
∣∣∣y − 6
pi
∣∣∣ ≤ 6
pi
|E2(z)− 1|
1− |E2(z)− 1| .
To start a recursive process, we use the crude bound |E2(z) − 1| < .14 (from (5.3)) which
holds throughout the fundamental domain, obtaining that
(5.9) |y − 6
pi
| < 6
pi
.14
.86
< .32.
This is weaker than the statement of Theorem 5.1, but we shall iterate this to improve on
the bounds. Using y ≥ 6
pi
− .32 in (5.3), we obtain |E2(z) − 1| < .0013 . . . which we can
re-insert into (5.8), giving the improved estimate |y − 6
pi
| < .0024. Using this iteration once
more leads to |E2(z)− 1| < .00017, and |y − 6pi | < .00032. At this point we take N = 4 and
use
(5.10) |E2(z)− 1| ≤ 24
(∑
n≤4
σ1(n)e
−2piny + e−8piy
( 42
2piy
+
8
(2piy)2
+
2
(2piy)3
))
,
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which for y > 6
pi
− .00032 gives |E2(z)− 1| < .00015, and finally |y − 6pi | < .000283. 
6. The rational values of h
In light of Proposition 4.1, we now turn to the rational values of h as a means to understand
the location of the zeros of E2. Recall that each zero of E2 is SL2(Z)-equivalent to a rational
value of h. Figure 6.1 shows the points in the fundamental domain equivalent to the zeros
of E2 with y > .002
-0.4 -0.2 0.0 0.2 0.4
1.9095
1.9096
1.9097
1.9098
1.9099
1.9100
1.9101
1.9102
Figure 6.1. Rational values of h with small denominators overlaid on RD
Proposition 6.1. The function h restricted to the region {z ∈ H : y > .95} is injective and
takes every real value in the interval [−1/2, 1/2] exactly once. In particular, h takes every
rational value in [−1/2, 1/2] exactly once.
It would be interesting to determine if h is injective on the entire fundamental domain
D. For our purposes, we were interested in the real values which occur for y ≈ 6/pi so the
behavior at the bottom of the fundamental domain was not relevant.
Proof. See Figure 6.2 for a picture of the image of the fundamental domain D under h.
We now explain rigorously some relevant features of the picture. Firstly, h(±1/2+ iy) has
real part ±1/2, which follows easily from the fact that E2(±1/2+ iy) ∈ R. Furthermore, we
claim that with ρ = e2pii/3, h(ρ) = ρ, h(i) = −i, and h(1− ρ) = 1 − ρ. In general, if τ is an
elliptic point, and γ ∈ SL2(Z) fixes τ , that is, γτ = τ , γ 6= 1, then h(γτ) = h(τ) = γh(τ),
so we immediately deduce that either h(τ) = τ or h(τ) = τ . However, by a direct numerical
calculation one can rule out the case that h(τ) = τ for the three elliptic points, since
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Figure 6.2. The image of the fundamental domain D under h
h(τ) ≈ τ− 6i
pi
(using E2(τ) ≈ 1). See also [ElBS, (9)-(10)] or Proposition 5.6 of [SaSe] for this
result on elliptic fixed points. Also we note the simple fact that limy→∞ h(±1/2 + iy) =∞.
Taken together, this discussion means that hmaps the left and right sides ofD to vertical line
segments from ±1/2− i
√
3
2
to ±1/2 + i∞. By a numerical evaluation of h along the bottom
arc z = eiθ, pi
3
≤ θ ≤ 2pi
3
, we obtain Figure 6.2. We conclude that h(RD) = [−1/2, 1/2], that
is, on D, h takes on every real value in [−1/2, 1/2] at least once, and no other real values.
Finally, we argue that h is injective for y ≥ .95, which then implies h takes every real (and
hence rational) value exactly once. We first claim that for y ≥ .95, we have
(6.1) |h′(z)− 1| < .89.
An exact formula for h′ is given by
(6.2) h′(z) = 1 +
6i
pi
E ′2(z)
E2(z)2
.
We have E ′2(z) = 48pii
∑∞
n=1 σ1(n)ne(nz), whence by a computer calculation (safely taking
say 100 terms in the Fourier expansion)
(6.3) |E ′2(x+ iy)| ≤ 48pi
∞∑
n=1
σ1(n)ne
−2piny < .4,
and furthermore |E2(z)−1| ≤ .07 (again, by a direct computer calculation), so |E2(z)| ≥ .93.
Thus
(6.4) |h′(z)− 1| < 6
pi
.4
(.93)2
< .89.
Next we argue that (6.1) implies that h is injective. Suppose that f is a holomorphic
function on a convex set C and that |f ′(z) − 1| ≤ δ < 1 for all z ∈ C. We prove that this
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implies f is injective on C. To see this, we begin by noting
(6.5) f(z2)− f(z1) = (z2 − z1) +
∫ z2
z1
(f ′(s)− 1)ds,
where the contour is a straight line segment connecting z1 and z2. Therefore, if f(z2) = f(z1),
we have
(6.6) |z2 − z1| ≤
∫ z2
z1
|f ′(s)− 1||ds| ≤ δ|z2 − z1|,
which is a contradiction unless z2 = z1. That is, f is injective on C. This immediately
implies that h is injective for y ≥ .95. 
Now we are ready to give the more precise version of Theorem 3.1.
Theorem 6.2. Let v0 = 6/pi. Suppose that for τ0 ∈ D, h(τ0) = ac with (a, c) = 1, and let
γ = ( a bc d ) ∈ SL2(Z) with |d/c| ≤ 1/2. Then the zero z0 = γ−1τ0 of E2 associated to τ0 (as
in Proposition 4.1) satisfies
(6.7) z0 = −d
c
+
i
c2v0
+
θ
c2v20
,
where θ ∈ C satisfies |θ| < .000283.
Examples. Let ẑdc = −dc + ic2v0 be the approximate zero of E2.
(6.8)
h(τ0) = 0, γ =
(
0 −1
1 0
)
, ẑ01 = 0 + .523599i,
h(τ0) = 1/2, γ =
(
1 0
2 1
)
, ẑ12 = −12 + .130899i,
h(τ0) = 1/3, γ =
(
1 0
3 1
)
, ẑ13 = −13 + .0581776i,
h(τ0) = 1/4, γ =
(
1 0
4 1
)
, ẑ14 = −14 + .0327249i
h(τ0) = 1/5, γ =
(
1 0
5 1
)
, ẑ15 = −15 + .020944i
h(τ0) = −2/5, γ =
(−2 1
5 2
)
, ẑ25 = −25 + .020944i.
The zero ẑdc above occurs in a geometrically special location as we now describe. Consider
the circle around infinity C = {x+ 6i
pi
: x ∈ R} (which is very close to the circles C± discussed
following Proposition 4.1). The circle γ−1C with γ = ( a bc d ) ∈ SL2(Z) is tangent to the real
line at x = −d
c
and has height (= diameter) 1
c2v0
. The point mapped to the top of the circle
is τ̂ := a
c
+ 6i
pi
, that is, γ−1(a
c
+ 6i
pi
) = −d
c
+ i
c2v0
, which is ẑdc , the first-order approximation on
the right hand side of (6.7). In effect, the zero z0 in (6.7) is very close to the peaks of the
circles γ−1C±. See Figure 6.3 for a picture.
In fact, we can prove a more precise approximation.
Theorem 6.3. Let conditions and notation be as in Theorem 6.2. Let λ0 = 24
6
pi
e−2piv0 =
.000281 . . . . Then the zero z0 satisfies
(6.9) z0 = −d
c
+
λ0 sin(2pi
a
c
)
c2v20
+ i
1− λ0
v0
cos(2pi a
c
)
c2v0
+O(c−2e−4piv0),
where the implied constant is absolute.
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Figure 6.3. The zeros of E2 overlaid on R
For simplicity, we chose not to explicitly bound the error term in this expression as we
did in Theorem 6.2, but this could be done with more effort. In practice, Theorem 6.3
has a few more digits of accuracy than that of Theorem 6.2. The proof is a recursive
linearization argument similar to Newton’s method, which could be extended to give more
digits of accuracy at the expense of having increasingly complicated expressions.
Proofs. We begin with Theorem 6.2. If h(τ0) =
a
c
, then from (5.7) and the fact that |E2(τ0)−
1| < .00014 . . . (which arose in the proof of Theorem 5.1), we have
(6.10)
∣∣∣τ0 − a
c
− 6i
pi
∣∣∣ ≤ 6
pi
|1− E2(τ0)|
1− |E2(τ0)− 1| < ε,
with ε = .0002821 . . . . That is, with τ̂0 =
a
c
+ 6i
pi
, we have |τ0 − τ̂0| < ε.
By a direct calculation, we have with α = γ−1 = ( d −b−c a )
(6.11) ατ̂0 =
d(a
c
+ iv0)− b
−c(a
c
+ iv0) + a
=
1
c
+ div0
−civ0 = −
d
c
+
i
c2v0
=: ẑ0.
ZEROS OF THE WEIGHT TWO EISENSTEIN SERIES 11
For any α ∈ SL2(Z), the following elementary identity is valid:
(6.12) αu− αw = u− w
j(α, u)j(α,w)
.
We apply this with w = τ̂0 and u = τ0 =
a
c
+ 6i
pi
+ δ (so δ ∈ C and |δ| < ε = .0002821 . . . ),
and α = ( d −b−c a ) = γ
−1. Now h(ατ0) = αac =∞, so ατ0 = z0 is the zero of E2 corresponding
to this rational value of h, as in Proposition 4.1. We thus have
(6.13) z0 = ατ0 = ατ̂0 +
δ
(−civ0)(−civ0 + cδ) = −
d
c
+
i
c2v0
− δ
c2v20(1− δiv0 )
.
Thus
(6.14)
∣∣∣z0 − (− d
c
+
i
c2v0
)∣∣∣ < |δ|
c2v20
1
1− | δ
v0
| <
.000283
c2v20
.
This gives Theorem 6.2.
Now we prove Theorem 6.3. The main difference here is simply that we include the next
term in the Fourier expansion of E2(z). For z ∈ RD, we have
(6.15) |E2(z)− (1− 24e(x)e−2piy)| < 2.73× 10−9,
which is approximately 24σ1(2)e
−4piv0 ≈ 2.72× 10−9. Then we have
(6.16) h(z) = z+
6
pii
1− 24e(x)e−2piy + η = z+
6
pii
(
1+24e(x)e−2piy−η+ (24e(x)e
−2piy − η)2
1− 24e(x)e−2piy + η
)
,
where η ∈ C satisfies |η| < 2.73× 10−9. Taking a Taylor expansion, we have
(6.17) h(z) = z +
6
pii
+ 24
6
pii
e−2piv0e(x)e−2pi(y−v0) +O(e−4piv0).
Using |y − 6
pi
| = |y − v0| < .000283 = O(e−2piv0), we obtain that for z ∈ R,
(6.18) h(z) = z +
6
pii
+
λ0
i
e(x) +O(e−4piv0).
Grouping by the real and imaginary parts, it becomes
(6.19) h(z) = x+ λ0 sin(2pix) + i(y − 6
pi
− λ0 cos(2pix)) +O(e−4piv0).
Setting h(z) = a
c
, we obtain
x+ λ0 sin(2pix) =
a
c
+O(e−4piv0)
y − 6
pi
− λ0 cos(2pix) = O(e−4piv0).
To first approximation, x = a
c
+O(e−2piv0) and y = 6
pi
+O(e−2piv0), and since λ0 = O(e−2piv0),
we may use this first-order approximation inside cos and sin. That is, we have the approxi-
mations
x =
a
c
− λ0 sin(2pia
c
) +O(e−4piv0)
y =
6
pi
+ λ0 cos(2pi
a
c
) +O(e−4piv0).
12 RACHAEL WOOD AND MATTHEW P. YOUNG
That is, the δ appearing in (6.13) is given by δ = −λ0 sin(2pi ac ) + iλ0 cos(2pi ac ) + O(e−4piv0),
so we now have
(6.20) z0 = −d
c
+
λ0 sin(2pi
a
c
)
c2v20
+ i
1− λ0
v0
cos(2pi a
c
)
c2v20
+O(e−4piv0).
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