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Many real-world systems can be modeled as interconnected multilayer networks, namely a set of
networks interacting with each other. Here we present a perturbative approach to study the prop-
erties of a general class of interconnected networks as inter-network interactions are established.
We reveal multiple structural transitions for the algebraic connectivity of such systems, between
regimes in which each network layer keeps its independent identity or drives diffusive processes over
the whole system, thus generalizing previous results reporting a single transition point. Furthermore
we show that, at first order in perturbation theory, the growth of the algebraic connectivity of each
layer depends only on the degree configuration of the interaction network (projected on the respec-
tive Fiedler vector), and not on the actual interaction topology. Our findings can have important
implications in the design of robust interconnected networked system, particularly in the presence
of network layers whose integrity is more crucial for the functioning of the entire system. We finally
show results of perturbation theory applied to the adjacency matrix of the interconnected network,
which can be useful to characterize percolation processes on such systems.
Keywords: Interconnected & interdependent networks; Structural transitions; Diffusion; Percolation
I. INTRODUCTION
Interconnected (or interdependent) networks describe
complex systems composed by a set of networks interact-
ing with each other [1–4]. The presence of such interac-
tions makes these systems structurally and dynamically
different from isolated networks [5, 6]. Dissimilar prop-
erties have been reported, for instance, in navigability
[7], communicability [8], robustness [9–11], percolation
[12–14], epidemics [15–18], and synchronization [19, 20].
In the study of interconnected networks, much atten-
tion has been devoted to the Laplacian operator [21–28].
The Laplacian matrix L of an undirected graph is defined
as D − A, where A is the adjacency matrix (its generic
element Aij = 1 if i and j are connected, and Aij = 0
otherwise) and D = diag(A |1〉) is the diagonal matrix of
degrees (we use the bra-ket notation, hence |1〉 denotes
the column vector with all entries equal to 1). L is pos-
itive semidefinite, meaning that all of its eigenvalues are
non-negative. Since, by definition, row/column sums of
L are all zero, the Laplacian always admits λ1(L) = 0 as
the smallest eigenvalue, corresponding to the eigenvec-
tor |1〉. The second-smallest eigenvalue of the spectrum,
λ2(L), is the algebraic connectivity of the graph, and re-
flects how much connected the overall graph is [29]. In-
deed, λ2(L) is different from zero if and only if the graph
is connected; otherwise, its degeneracy equals the num-
ber of disconnected components of the graph. The value
of λ2(L) is determined as:
λ2(L) = min|v〉∈V 〈v|L|v〉 (1)
∗ giacomo.rapisardi@imtlucca.it
where |v〉 ∈ V is such that 〈v|1〉 = 0 and 〈v|v〉 = 1.
The spectrum of the graph Laplacian is typically used
to characterize both structural properties of the net-
worked system, such as connectivity, diameter and num-
ber of spanning trees [30, 31], as well as dynamical prop-
erties, such as diffusion and synchronization [32–34]. Re-
cently, Radicchi and Arenas [21] showed that the process
of building independent network layers into a multiplex
network—which is a specific type of multilayer intercon-
nected network in which nodes replicate at each layer—
undergoes a structural transition in the algebraic con-
nectivity as interconnections are formed. Specifically, if
q is the interaction strength between the network layers,
for q < qc these networks are structurally distinguish-
able (and the system behavior is not affected by their
detailed topology but depends only on the interconnec-
tion structure), whereas, for q > qc the interconnected
network functions as a whole (and topological effects do
play a role). Later, Darabi Sahneh et al. [26] found
an exact solution for qc. Moreover, they observed that
the structural transition disappears when one of the net-
work layers has vanishing algebraic connectivity: layers
of such interconnected network topologies become indis-
tinguishable, despite very weak coupling between them.
Mart´ın-Herna´ndez et al. [24] further showed that, for
a multiplex, there exists a critical number of diagonal
interlinks beyond which any further inclusion does not
enhance the algebraic connectivity of the system at all,
whereas, for a randomly interconnected system, there ex-
ists a critical number of random interlinks beyond which
algebraic connectivity increments at half of the original
rate. Van Mieghem [28] further computed the nontriv-
ial eigenmode of the Laplacian for a regular topological
structure of interconnections.
Here we blend this research line of studying structural
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2transitions in interacting networks. We adopt a pertur-
bative approach in order to tackle general topologies of
both network layers and interconnections. Perturbation
theory has already found application in network science,
for instance to study the Laplacian eigenvalues of scale-
free networks [35], to analyze spectral properties of net-
works with community structure [36], to identify impor-
tant nodes within communities [37], to find the relation
between eigenvector and topological perturbations [38],
to analyze the localization properties of Laplacian eigen-
vectors on random networks [39] and, in the context of
multiplex networks, to unveil the time scales of diffusive
processes [22, 23]. The underlying idea of perturbation
theory is to treat an operator acting on the system as
the sum of an unperturbed part, which in our context
refers to isolated network layers and for which the ex-
act solution may exist, and a perturbation, given by the
interconnections between these layers.
Our proposal constitutes a general framework for the
analysis of structural transitions in the most wide scope
of interconnected/interdependent multilayer networks.
The analytical characterization of such transitions rep-
resents a step forward in the direction of having a closed
theory of multilayer networks.
II. PERTURBATIVE APPROACH FOR THE
SPECTRUM OF THE GRAPH LAPLACIAN
We focus on studying the variation of the Laplacian
matrix spectrum when the perturbation is introduced.
We start with the simplest case of two connected, undi-
rected unweighted networks A and B, with N and M
nodes each, respectively. Interconnections are randomly
established between these networks, and are described
by a generic N × M adjacency matrix Q. The supra-
Laplacian of the whole system can be represented with
the four-blocks (N +M)× (N +M) matrix [21]:
L =
( LA +KA −Q
−QT LB +KB
)
, (2)
where LA and LB are the Laplacian matrices of each net-
work, while KA = diag(Q |1〉) and KB = diag(QT |1〉) are
the diagonal matrices of inter-degrees. To apply pertur-
bation theory, we split L into an unperturbed part L0
and a perturbation V:
L = L0 + V =
( LA 0
0 LB
)
+
( KA −Q
−QT KB
)
. (3)
We denote, for L0, the unperturbed spectrum of eigen-
values as E
(0)
n and its associated orthonormal basis of
eigenvectors as |n(0)〉. In the hypothesis of E(0)n being
non-degenerate, the first-order correction 
(1)
n induced by
the perturbation is
(1)n = 〈n(0)|V|n(0)〉 , (4)
so that the spectrum of L at first order would be simply
given by:
E(1)n = E
(0)
n + 〈n(0)|V|n(0)〉 . (5)
However we have to resolve the (at least) 2-fold de-
generacy in the 0 eigenvalue for L0, since there are at
least two independent connected layers (networks A and
B). Assuming for simplicity that both A and B are con-
nected, the degeneracy is exactly 2. We can then use the
unperturbed eigenstates:
|+(0)〉 = 1√
N +M
(|1〉
|1〉
)
|−(0)〉 = 1√
N +M
( √M
N |1〉
−
√
N
M |1〉
)
as the orthonormal basis for such a degenerate sub-
space [28]. Since the perturbation V becomes diago-
nal when represented in this basis (i.e., 〈+(0)|V|−(0)〉 =
〈−(0)|V|+(0)〉 = 0), we immediately get the eigenvalues
corresponding to |+(0)〉 and |−(0)〉:

(1)
+ = 〈+(0)|V|+(0)〉= 0, (6)

(1)
− = 〈−(0)|V|−(0)〉=
τ(Q)
µ
, (7)
where τ(Q) = 〈1|Q|1〉 ≡ ∑ij Qij and µ = NM/(N +
M). Naturally, eq. (6) reminds of the classical two-body
problem of two masses N and M mutually interacting
by means of a coupling force of intensity τ(Q) [28]: (1)+
gives the acceleration for the center of mass while 
(1)
− is
the relative acceleration between the two masses.
We then consider the smallest non-zero eigenvalues of
the unperturbed state L0 given by the algebraic connec-
tivities of either network A or B. Denoting as |vA〉 the
normalized eigenvector corresponding to λ2(LA), that is
LA |vA〉 = λ2(LA) |vA〉, we pose |v(0)A 〉 =
(|vA〉
|0〉
)
. The first
order correction to λ2(LA) is, according to eq. (4):

(1)
A = 〈v(0)A |V|v(0)A 〉 ≡ 〈vA|KA|vA〉 . (8)
Analogously, denoting as |vB〉 the normalized eigenvector
corresponding to λ2(LB), and posing |v(0)B 〉 =
( |0〉
|vB〉
)
, we
have:

(1)
B = 〈v(0)B |V|v(0)B 〉 ≡ 〈vB|KB|vB〉 . (9)
Hence, the first order correction to the algebraic connec-
tivity of A and B is given only by the degree configura-
tion of the perturbation term projected on the Fiedler
vector of LA and LB respectively, independently on the
particular topology of this perturbation term.
Overall, at first order in perturbation theory we have:
3λ2(L) = min
{
τ(Q)
µ
, λ2(LA) + 〈vA|KA|vA〉 , λ2(LB) + 〈vB|KB|vB〉
}
. (10)
Since 
(1)
− is the correction to the zero eigenvalue, we
have that if τ(Q) is small enough then λ2(L) = (1)− .
In this phase the algebraic connectivity depends only
on the sizes of the two interacting networks A and
B, meaning that it is not affected by their topol-
ogy. However, when τ(Q) grows, the second and
third smallest eigenvalues of the interacting network
might swap [24]. This happens when τ(Q)/µ =
min {λ2(LA) + 〈vA|KA|vA〉 , λ2(LB) + 〈vB|KB|vB〉}.
Note that if one of the networks A and B has a vanishing
algebraic connectivity, the transition point disappears
[28]. This happens, e.g., for a class of scale-free net-
works where λ2(LA) ∼ (lnN)−2 [34]. Importantly, an
additional swapping may also occur for the algebraic
connectivities of the two network layers, i.e., when and
if λ2(LA) + 〈vA|KA|vA〉 = λ2(LB) + 〈vB|KB|vB〉. To
get a qualitative insight on the system behavior, in the
following we consider two particular situations, diagonal
and random interactions.
A. Diagonal interactions (Multiplex)
In a multiplex networks, A and B have the same num-
ber of nodes (N = M) and Q = qI is proportional to the
N ×N identity matrix. While the minimization problem
of eq. (1) can be solved exactly in this case [21, 26], using
perturbation theory leads to:
λ2(L) = q + min {q, λ2(LA), λ2(LB)} . (11)
Since the ordering of λ2(LA) and λ2(LB) is fixed,
there is only one eigenvalue swapping at qc '
min {λ2(LA), λ2(LB)}.
When the two networks A and B are identical, then
λ2(LA) = λ2(LB). Resolving this additional degeneracy
with eigenvectors 1√
2
(|vA〉
|vA〉
)
and 1√
2
( |vA〉
−|vA〉
)
leads to first
order corrections for λ2(LA) equal to 0 and 2q, hence
qc ' λ2(LA)/2 (it is halved with respect to the non-
degenerate case) [24].
B. Random interactions
A more general situation is described by an interaction
matrix Q assuming the form of an Erdo¨s-Re´nyi random
graph with connection probability q. This setting resem-
bles that of an individual network with two communities
A and B which are randomly interconnected [36]. In or-
der to proceed, we use a mean field approximation by
replacing all matrix elements Qij with their expectation
FIG. 1. Heat-map of λ2(L) (upper panel) and of ∂λ2(L)/∂q
(lower panel) for two interacting Erdo¨s-Re´nyi graphs of N =
200 nodes each and link probability p. The solid line is the
curve described by eq. (13).
value q. Hence eq. (10) becomes:
E[λ2(L)] = min {(N +M)q, λ2(LA) + qM, λ2(LB) + qN} .
(12)
Again in the special case of A and B identical (which
also implies N = M), resolving the degeneracy λ2(LA) =
λ2(LB) with eigenvectors 1√2
(|vA〉
|vA〉
)
and 1√
2
( |vA〉
−|vA〉
)
leads
to first order corrections both equal to Nq, so that also
in this case there is only one eigenvalue swapping at
qc ' λ2(LA)/N [24]. Under the mean-field approxima-
tion, these conclusions hold also if the two networks are
identical on expectation. For instance, consider A and B
to be Erdo¨s-Re´nyi random graphs with the same number
of nodes and connection probability p. Dropping terms
4q
(N+M)q
λ2(LA)+qM
λ2(LB)+qN
λ2(L)
q
(N+M)q
λ2(LA)+qM
λ2(LB)+qN
λ2(L)
q
(N+M)q
λ2(LA)+qM
λ2(LB)+qN
λ2(L)
(a) (b) (c)
FIG. 2. Behavior of λ2(L) given by eq. (12) for M < N and: (a) λ2(LA) < λ2(LB); (b) λ2(LA) > λ2(LB) and λ2(LA)/N <
λ2(LB)/M ; (c) λ2(LA) > λ2(LB) and λ2(LA)/N > λ2(LB)/M . Vertical dashed and dotted lines mark qc and q′c, respectively.
below O(
√
N logN), we have E[λ2(LA)] = E[λ2(LB)] '
Np−√2p(1− p)N logN [31, 40], hence
qc ≈ p−
√
2p(1− p)(logN)/N (13)
(see Fig. 1). In the limit N →∞, qc → p as
√
logN/N :
the transition at qc is therefore well defined even in the
thermodynamic limit.
To discuss the more general setting of A and B having
different sizes and topologies, without loss of generality
we set M < N . Then if λ2(LA) < λ2(LB), eq. (12) tells
us that the algebraic connectivity of A grows at a slower
rate than that of B, and they never become equal: only
one eigenvalue swapping is possible, occurring again at
qc = λ2(LA)/N. (14)
Instead if λ2(LA) > λ2(LB), the first eigenvalue swap-
ping occurs at qc = min {λ2(LA)/N, λ2(LB)/M}. More-
over, also the two algebraic connectivities of A and B
swap at
q′c =
λ2(LA)− λ2(LB)
N −M . (15)
Such a transition is actually observed for λ2(L) only when
qc < q
′
c, implying λ2(LA)/N > λ2(LB)/M and when
q′c < 1, implying λ2(LA) + M < λ2(LB) + N . Figure
2 illustrates the different situations. Note that the sec-
ond transition happens even for λ2(LB) → 0 (i.e., when
B is a scale-free network): qc → 0 but q′c 6= 0, provided
λ2(LA) remains finite yet smaller than N−M . The phase
diagram of Fig. 3 refers instead to A and B being Erdo¨s-
Re´nyi random graphs with connection probabilities pA
and pB respectively. In the thermodynamic limit and for
r = M/N < 1 finite, for pA < pB one transitions is ob-
served at qc ' pA, whereas, for pA > pB two transitions
are observed at qc ' pB and q′c ' (pA− rpB)(1− r), pro-
vided q′c < 1. The triple point obtains at pA = pB = q,
i.e., when the whole system is homogeneous.
The double transition of the algebraic connectivity de-
scribed above is extremely important in the context of
diffusion processes, since λ−12 (L) is equal to the relaxation
FIG. 3. Heat-map of ∂λ2(L)/∂q for two interacting Erdo¨s-
Re´nyi graphs of N = 600, pA = 0.5, M = 400 and varying pB .
The three phases are delimited by the curve of eq. (13) with
p = pB (solid line) and with p = pA (dashed-dotted line), plus
the curve of eq. (15) (dashed line). Indeed, for pB & 0.51(7)
we are in the case λ2(LA)/N < λ2(LB)/M , hence there is
only one transition at qc = λ2(LA)/N ' 0.402(5). Instead
for pB . 0.51(7) the first transition lies at qc = λ2(LB)/M ,
and the second one at q′c = [λ2(LA)−λ2(LB)]/(N−M) as long
as pB & 0.19(5). The triple point lies at qt = λ2(LA)/N =
λ2(LB)/M .
time τ for the diffusion equation ~˙x = −L~x [41, 42]. In the
regime of small q, diffusion on the system depends only
on the interconnection structure. The first transition oc-
curs when the layer with the smallest normalized alge-
braic connectivity (be it λ2(A)/N or λ2(B)/M) starts
determining the diffusion process. The second transition
then occurs when the other layer becomes dominant, and
can be observed because the two algebraic connectivities
grow at different rates (N 6= M) as q increases. Note
that the system becomes completely homogeneous only
at the triple point qt, when neither A nor B nor inter-
connections are dominant. Figure 4 shows that values of
5FIG. 4. Inverse relaxation time τ−1 for the diffusion pro-
cess ~˙x = −L~x on two Erdo¨s-Re´nyi randomly interconnected
networks with N = 450, pA = 0.45, M = 300, pB = 0.3 and
varying q. Red points refer to numerical simulations, whereas,
the blue solid line indicates the first order mean field approx-
imation of λ2(L) of eq. (12).
τ−1 obtained from numerical simulations of such diffu-
sion processes on random interacting networks do agree
well with first order mean field approximation of λ2.
III. PERTURBATIVE APPROACH FOR THE
SPECTRUM OF THE ADJACENCY MATRIX
We now apply perturbation theory in the computation
of the leading eigenvalue of the adjacency matrix of two
interacting networks, which can be decomposed as:
C = C0 +W =
( A 0
0 B
)
+
(
0 Q
QT 0
)
. (16)
We denote by {αi}Ni=1 and {|ai〉}Ni=1 the set of eigen-
values and eigenvectors of A, ordered such that α1 >
α2 ≥ · · · ≥ αN , and by {βj}Mj=1 and {|bj〉}Mj=1 the set
of eigenvalues and eigenvectors of B, again ordered such
that β1 > β2 ≥ · · · ≥ βM . We assume both networks
to be strongly connected, so that both α1 and β1 are
not degenerate in their respective spectrum. We also
suppose, without loss of generality, α1 ≥ β1. The sets
{Γ(0)c }N+Mc=1 = {{αi}Ni=1, {βj}Mj=1} and {|c(0)〉}N+Mc=1 =
{{(|ai〉|0〉 )}Ni=1, {( |0〉|bj〉)}Mj=1} are thus the unperturbed spec-
trum of eigenvalues and its associated orthonormal basis
of eigenvectors for C0.
If α1 = β1, we have to resolve the degeneracy with the
unperturbed eigenstates |+(0)〉 = 1√
2
(|a1〉
|b1〉
)
and |−(0)〉 =
1√
2
( |a1〉
−|b1〉
)
. We have 〈+(0)|W|−(0)〉 = 〈−(0)|W|+(0)〉 = 0,
and:
γ
(1)
+ = 〈+(0)|W|+(0)〉= 〈a1|Q|b1〉 , (17)
γ
(1)
− = 〈−(0)|W|−(0)〉= −〈a1|Q|b1〉 . (18)
There is no degeneracy instead when α1 > β1. In this
case, however, first-order corrections to all eigenvalues
induced by the perturbation vanish:
γ(1)c = 〈c(0)|W|c(0)〉 = 0, (19)
and we have to resort to second-order corrections. For
α1 we have:
γ
(2)
1 =
M∑
j=1
| 〈a1|Q|bj〉 |2
α1 − βj , (20)
where we used 〈bj |QT|ai〉 = 〈ai|Q|bj〉 ∀i, j. If also β1 is
non degenerate, then
γ
(2)
N+1 =
N∑
i=1
| 〈ai|Q|b1〉 |2
β1 − αi . (21)
It turns out, however, that second-order corrections fail
to capture the behavior of Γ1 (see Figure 5). In order to
obtain a non-vanishing first-order correction, we have to
define the unperturbed system and the perturbation as
C = C˜0 + W˜ =
( A 0
0 B + ∆I
)
+
(
0 Q
QT −∆I
)
, (22)
where ∆ = α1−β1: we shift the whole unperturbed spec-
trum of B by ∆, so that α1 is now a degenerate eigen-
value for C˜0 with respect to the same eigenvectors |a1〉
and |b1〉. Resolving the degeneracy with the same unper-
turbed eigenstates |+(0)〉 and |−(0)〉 as above, we obtain
〈+(0)|W˜|−(0)〉 = 〈−(0)|W˜|+(0)〉 = ∆/2, 〈+(0)|W˜|+(0)〉 =
〈a1|Q|b1〉−∆/2 and 〈−(0)|W˜|−(0)〉 = −〈a1|Q|b1〉−∆/2,
hence
γ˜
(1)
± = −
∆
2
±
√
∆2
4
+ [〈a1|Q|b1〉]2, (23)
which correctly reduces to eq. (17) if ∆ = 0, and to
γ˜
(1)
+ = 0 and γ˜
(1)
− = −∆ if Q vanishes (which is trivially
correct).
All of the above formulas can be further specified for
simple instances of the interaction matrix. For a multi-
plex network, N = M and Q = qI, hence:
〈ai|Q|bj〉 = q 〈ai|bj〉 . (24)
Instead for two randomly interacting networks, Q is an
Erdo¨s-Re´nyi random graph with connectivity q. Using
the mean field approximation Q = q |1〉 〈1| leads to:
〈ai|Q|bj〉 = q 〈ai|1〉 〈1|bj〉 . (25)
6FIG. 5. Largest eigenvalue of C as a function of q for two in-
teracting Erdo¨s-Re´nyi graphs of N = M = 100, pA = 0.5 and
pB = 0.1, together with first-order corrections of eq. (19),
second-order corrections of eq. (20), and first-order correc-
tions of eq. (23).
A. Random regular and Erdo¨s-Re´nyi network
layers
More can be said when both A and B are d-regular
graphs. In this case, it is α1 = dA, |a1〉 = 1√N |1〉,
β1 = dB , |b1〉 = 1√M |1〉. Besides, for sufficiently large
network sizes, most d-regular graphs have all their other
eigenvalues bounded above by 2
√
d− 1 + ε (with ε > 0)
[43]. Thus, provided dB  2
√
dA − 1, α1 and β1 are
by far the largest eigenvalues of the unperturbed system.
Finally, eigenvectors corresponding to other eigenvalues
are orthogonal to |1〉, hence 〈1|ai〉 = 〈1|bj〉 = 0 for 6= 1
and j 6= 1.
Thus in a multiplex framework where N = M it is
|a1〉 ≡ |b1〉. Using eq. (24) and the eigenvectors orthogo-
nality relations, we have 〈a1|Q|bj〉 = qδ1j and 〈ai|Q|b1〉 =
qδi1. In the degenerate case we get γ
(1)
± = ±q, whereas, in
the non-degenerate case it is γ˜
(1)
± = −∆/2±
√
∆2/4 + q2
and γ
(2)
1 = q
2/(α1 − β1) = −γ(2)N+1.
In the random interaction framework instead, using
eq. (25) and again the eigenvectors orthogonality rela-
tions, we have 〈a1|Q|bj〉 = q
√
NMδ1j and 〈ai|Q|b1〉 =
q
√
NMδi1. In the degenerate case we get γ
(1)
± =
±q√NM , and in the non-degenerate one γ˜(1)± = −∆/2±√
∆2/4 + q2NM and γ
(2)
1 = q
2NM/(α1−β1) = −γ(2)N+1.
Finally note that a d-regular graph of size N is, under
the mean field approximation, equivalent to an Erdo¨s-
Re´nyi random graph with same size and connectivity p =
d/(N − 1). Hence, the above results approximately hold
also for A and B being Erdo¨s-Re´nyi random graphs, in
particular by posing α1 = pA(N−1) and β1 = pB(M−1)
(see Fig. 5).
FIG. 6. Numerical value of the susceptibility χ as a func-
tion of the bond occupation probability f for 400 realizations
of the process on two random ER interacting networks with
N = 150, pA = 0.1, M = 100, pB = 0.5 and q = 0.5. The
solid black line denotes the mean field first-order correction
to Γ−11 of eq. (23), whereas, the dashed and dashed-dotted
lines denote the percolation thresholds of individual layers
k−11 = (MpB)
−1 and k−12 = (NpA)
−1. It is Σ = k1 + k2 and
∆ = k1 − k2.
This approach can be rather useful for estimating the
bond percolation threshold fc of two strongly interacting
random networks, where the magnitude of the interac-
tion is given by the value of q. As a matter of fact when
the value of q is very small the two layers are in a regime
of weak interaction, therefore two percolation thresholds
are observed depending on the different topologies of the
two layers [14][44]. On the other hand, while for an in-
dividual Erdo¨s-Re´nyi network layer fc is given by the
inverse of the largest eigenvalue of adjacency matrix Γ1
[45] (or in general is lower-bounded by Γ−11 [46]), Figure
6 shows that for two strongly interacting layers, where
q is not negligible, the percolation threshold is actually
determined by eq. (23).
CONCLUSIONS
In this work we have presented a perturbative approach
to study the connectivity properties for a general class of
interacting multilayer networks. We generalized previ-
ous results [21, 24, 26] showing the presence of multiple
structural transitions for interacting networks as inter-
connections are formed. This fact has a direct conse-
quence on many physical dynamical systems which are
governed by the laplacian spectrum, e.g., diffusive pro-
cesses. We have shown that beyond the first eigenvalue
crossing, there might be as much as Z−1 additional tran-
sitions, where Z is the number of network layers. In each
of these regimes, the relaxation time of a diffusive pro-
7cesses on the entire system is set by a single layer. We fur-
ther show that, at first order in perturbation theory, the
growth of the algebraic connectivity of each network layer
depends only on the degree sequence of the interactions
(projected on the respective Fiedler vector), and not on
the actual interaction topology. We finally show results
of perturbation theory applied to the adjacency matrix of
the interconnected network, which can be rather useful
to identify percolation transitions on strongly interact-
ing networks. Our findings have, therefore, important
implications in the design of robust interconnected net-
worked system, particularly when the functioning of the
entire system crucially depends on one or a few network
layers. Moreover, they allow to better understand diffu-
sion of epidemics, habits adoption, information, opinions
in our multilayer-structured societies. Overall, our re-
sults constitute a step forward to a better understanding
of linear and nonlinear processes on top of interacting
network structures, in the direction of having a closed
mathematical theory of interacting multilayer networks.
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