Abstract-Define an environment as a set of convex constraint functions that vary arbitrarily over time and consider a cost function that is also convex and arbitrarily varying. Agents that operate in this environment intend to select actions that are feasible for all times while minimizing the cost's time average. Such action is said optimal and can be computed offline if the cost and the environment are known a priori. An online policy is one that depends causally on the cost and the environment. To compare online policies to the optimal offline action define the fit of a trajectory as a vector that integrates the constraint violations over time and its regret as the cost difference with the optimal action accumulated over time. Fit measures the extent to which an online policy succeeds in learning feasible actions while regret measures its success in learning optimal actions. This paper proposes the use of online policies computed from a saddle point controller which are shown to have fit and regret that are either bounded or grow at a sublinear rate. These properties provide an indication that the controller finds trajectories that are feasible and optimal in a relaxed sense. Concepts are illustrated throughout with the problem of a shepherd that wants to stay close to all sheep in a herd. Numerical experiments show that the saddle point controller allows the shepherd to do so.
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I. INTRODUCTION
T HE motivation for this paper is the navigation of a time varying convex environment defined as a set of convex constraints that an agent must satisfy at all times. The constraints are unknown a priori, vary arbitrarily in time in a possibly discontinuous manner, and are observed locally in space and causally in time. The goal of the agent is to find a feasible strategy that satisfies all of these constraints. This paper shows that an online version of the saddle point algorithm of Arrow and Hurwicz [1] executed by the agent succeeds in finding such a strategy. If the agent wants to further minimize a convex cost, we show that the same algorithm succeeds in finding an strategy that is feasible at all times and optimal on average.
To understand the contribution of this paper it is important to observe that the navigation problem outlined above can be mathematically formulated as the solution of a convex program whose solution is progressively more challenging when we progress from deterministic settings to stochastic and online settings. Indeed, in a deterministic setting the cost and constraints are fixed. This yields a canonical convex optimization problem that can be solved with extremum seeking controllers based on gradient descent [2] - [5] , primal-dual methods [1] , [6] - [9] , or interior point methods [10, Chapter 11] . In a stochastic setting cost and constraints vary randomly according to a stationary distribution. The agent's goal is then expressed as the selection of an action that minimizes the expected value of the objective function while satisfying constraints in an average sense [11] - [13] This problem is more complicated than its deterministic counterpart but it can be solved using, e.g., stochastic gradient descent [14] - [16] .
In this paper we consider online formulations in which cost and constraints can vary arbitrarily, perhaps strategically, and where the goal is to find an action that is good on average and that satisfies the constraints at all times-assuming such an action exists, which, when functions change strategically, restricts adversarial actions. In this case, unconstrained cost minimization can be formulated in the language of regret [17] - [19] whereby agents operate online by selecting plays that incur a cost selected by nature. The cost functions are revealed to the agent ex post and used to adapt subsequent plays. The goodness of these online policies are determined by comparing to the optimal action chosen offline by a clairvoyant agent that has prescient access to the cost. Regret is defined as the difference of the accumulated cost attained online and the optimal offline cost. It is a remarkable fact that an online version of gradient descent is able to find plays whose regret grows at a sublinear rate when the cost is a convex function [20] , [21] -therefore suggesting vanishing per-play penalties of online plays with respect to the clairvoyant play.
The constrained optimization equivalent of gradient descent is the saddle point method applied to the determination of a saddle point of the Lagrangian function [1] . This method interprets each constraint as a separate potential and descends on a linear combination of their gradients. The coefficients of this linear combination are multipliers that adapt dynamically so as to push the agent to the optimal solution in the feasible region. Saddle point algorithms and variations have been widely studied [6] - [9] and used in various domains such as decentralized control [22] , [23] and image processing, see e.g. [24] . Our observation 0018-9286 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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is that since an online version of gradient descent succeeds in achieving small regret, it is not unreasonable to expect an online saddle point method to succeed in finding feasible actions with small regret. Inded in [25] an agent that is subject to constraints that do not evolve over time is able to find trajectories with sublinear regret and constraint violation by considering a saddle point algorithm of the augmented Lagrangian.
The main contribution of this paper is to prove that the latter holds as well when constraints evolve over time. We show that an online saddle point algorithm that observes costs and constraints ex post succeeds in finding policies that are feasible and have small regret. Central to this development is the definition of a viable environment as one in which there exist an action that satisfies the time varying constraints at all times and the introduction of the notion of fit (Section II). The latter is defined as a vector that contains the time integrals of the constraints evaluated across the trajectory and is the analogous of regret for the satisfaction of constraints. In the same way in which the accumulated payoff of the online trajectory is compared with the payoff of the offline trajectory, fit compares the accumulation of the constraints along the trajectory with the feasibility of an offline viable strategy. As such, a trajectory can achieve small fit by becoming feasible at all times or by alternating periods in which the constraints are violated with periods in which the constraints are satisfied with slack. This notion of fit is appropriate for constraints that have a cumulative nature. For cases where this is not appropriate we introduce the notion of saturated fit in which only violations of the constraint are accumulated. A trajectory with small saturated fit is one in which the constraints are violated by a significant amount only for a short period of time.
Technical developments begin with the derivation of a projected gradient controller to limit the growth of regret in an environment without constraints (Section III). The purpose of this section is to introduce tools and to clarify connections with existing literature in discrete time [20] , [21] and continuous time regret minimization [26] - [28] . An important conclusion here is that regret in continuous time can be bounded by a constant that is independent of the time horizon, as opposed to the sublinear growth that is observed in discrete time.
We then move onto the main part of the paper in which we propose to control fit and regret growth with the use of an online saddle point controller that moves along a linear combination of the negative gradients of the instantaneous constraints and the objective function. The coefficients of this linear combination are adapted dynamically as per the instantaneous constraint functions (Section IV). This online saddle point controller is a generalization of (offline) saddle point in the same sense that an online gradient controller generalizes (offline) gradient descent. We show that if there exists an action that satisfies the environmental constraints at all times, the online saddle point controller achieves bounded fit if optimality is not of interest (Theorem 2). When optimality is considered, the controller achieves bounded regret and a fit that grows sublinearly with the time horizon (Theorem 3). Analogous results are derived for saturated fit. I.e., it is bounded by a constant when optimality is not of interest and grows sublinearly otherwise (Corollaries 2 and 3).
Throughout the paper we illustrate concepts with the problem of a shepherd that has to stay close to his herd (Section II-B). A numerical analysis of this problem closes the paper (Section V) except for concluding remarks (Section VI).
Notation:
T represents a vector stacking individual integrals. An inequality x ≤ y between vectors x, y ∈ R n is interpreted componentwise. An inequality x ≤ c between a vector x = [x 1 , . . . , x n ] T ∈ R n and a scalar c ∈ R means that x i ≤ c for all i.
II. VIABILITY, FEASIBILITY AND OPTIMALITY
We consider a continuous time environment in which an agent selects actions that result in a time varying set of penalties. Use t to denote time and let X ⊆ R n be a closed convex set from which the agent selects action x ∈ X. The penalties incurred at time t for selected action x are given by the value f (t, x) of the vector function f : R × R n → R m . We interpret the vector penalty function f as a definition of the environment. Our interest is in situations where the agent is faced with an environment f and must choose an action x ∈ X-or perhaps a trajectory x(t)-that guarantees nonpositive penalties f (t, x(t)) ≤ 0 for all times t not exceeding a time horizon T . Since the existence of this trajectory depends on the specific environment we define a viable environment as one in which it is possible to select an action with nonpositive penalty for times 0 ≤ t ≤ T as we formally specify next.
Definition 1 (Viable Environment):
We say that an environment f : R × R n → R m is viable over the time horizon T for an agent that selects actions x ∈ X if there exists a feasible action x † ∈ X such that
The set
Since for a viable environment it is possible to have multiple feasible actions it is desirable to select one that is optimal with respect to some criterion of interest. Introduce then the objective function f 0 : R × R n → R, where for a given time t ∈ [0, T ] and action x ∈ X the agent suffers a loss f 0 (t, x). The optimal action is defined as the one that minimizes the accumulated loss T 0 f 0 (t, x) dt among all viable actions, i.e.,
For the definition in (2) to be valid the function f 0 (t, x) has to be integrable with respect to t. In subsequent definitions and analyses we also require integrability of the environment f as well as convexity with respect to x as we formally state next. Assumption 1: The functions f (t, x) and f 0 (t, x) are integrable with respect to t in the interval [0, T ].
Assumption 2: The functions f (t, x) and f 0 (t, x) are convex with respect to x for all times t ∈ [0, T ].
If the environment f (t, x) and functions f 0 (t, x) are known beforehand, finding the action in a viable environment that minimizes the total aggregate cost is equivalent to solving the convex optimization problem in (2) for which a number of algorithms are known. Here, we consider the problem of adapting a strategy x(t) when the functions f (t, x) and f 0 (t, x) are arbitrary and revealed causally. I.e., we want to choose the action x(t) using observations of viability f (t, x) and cost f 0 (t, x) in the open interval [0, t). This implies that f (t, x(t)) and f 0 (t, x(t)) are not observed before choosing x(t). The action x(t) is chosen ex ante and the corresponding viability f (t, x(t)) and cost f 0 (t, x(t)) are incurred ex post. Further observe that the constraints and objective functions may change abruptly if the number of discontinuities in these are finite for finite T . This makes the problem different from time varying optimization in which the goal is to track the optimal argument of f 0 (t, x) subject to the constraint f (t, x) ≤ 0 under the assumption that these functions change continuously and at a sufficiently small rate [29] - [31] .
A. Regret and Fit
We evaluate the performance of trajectories x(t) through the concepts of regret and fit. To define regret we compare the accumulated cost T 0 f 0 (t, x(t)) dt incurred by x(t) with the cost incurred by the optimal action x * defined in (2),
Analogously, we define the fit of the trajectory x(t) as the accumulated penalties f (t, x(t)) incurred for times t ∈ [0, T ],
The regret R T and fit F T can be interpreted as performance losses associated with online causal operation as opposed to offline clairvoyant operation. If F T is positive in a viable environment we are in a situation in which, had the environment be known a priori, we could have selected an action x † with f (t, x † ) ≤ 0. The fit measures how far the trajectory x(t) comes from achieving that goal. As in the case of the fit, if the regret R T is large we are in a situation in which prior knowledge of environment and cost would had resulted in the selection of the action x * -and in that sense R T indicates how much we regret not having had that information available.
Because of the cumulative nature of fit, it is possible to achieve small fit by alternating between actions for which the constraint functions take positive and negative values. This is valid when cumulative constraints are an appropriate model, which happens for quantities that can be stored or preserved in some sense-such as energy budgets enforced through average power constraints. For situations where this is not appropriate, we define the saturated fit in which constraint slacks are saturated to a small constant δ. Formally, let δ > 0 be a positive constant and define the functionf δ (t, x)) = max {f (t, x), −δ}. Then, the δ-saturated fit is defined as
Sincef δ (t, x) is the pointwise maximum of two convex functions with respect to the actions, it is a convex function itself andF T is not different than the fit for the environment defined byf δ (t, x). By taking small values of δ we can reduce the negative portion of the fit to be as small as desired. Observe that it could be desirable to set δ = 0 in order to ensure that the saturated fit is not decreased when the constraints are satisfied. However, constraint qualification conditions prevent the use of such δ since there would not exist any feasible x ∈ X satisfying the constraintf (t, x) < 0.
A good learning strategy is one in which x(t) approaches x * . In that case, the regret and fit grow for small T but eventually stabilize or, at worst, grow at a sublinear rate. Considering regret R T and fit F T separately, this observation motivates the definitions of feasible trajectories strongly feasible trajectories, and strong optimal trajectories that we formally state next.
Definition 2:
n → R, and a trajectory x(t) we say that: Feasibility: The trajectory x(t) is feasible in the environment if the fit F T grows sublinearly with T . I.e., if there exist a function h(T ) with lim sup T →∞ h(T )/T = 0 and a constant vector C such that for all times T it holds,
Strong Feasibility: The trajectory x(t) is strongly feasible in the environment if the fit F T is bounded for all T . I.e., if there exists a constant vector C such that for all times T it holds,
Strong optimality: The trajectory x(t) is strongly optimal in the environment if the regret R T is bounded for all T . I.e., if there exists a constant C such that for all times T it holds,
Having the regret satisfy R T ≤ C irrespectively of T is an indication that f 0 (t, x(t)) is close to f 0 (t, x * ) so that the integral stops growing. This is not necessarily so because we can also achieve small regret by having f 0 (t, x(t)) oscillate above and below f 0 (t, x * ) so that positive and negative values of f 0 (t, x(t)) − f 0 (t, x * ) cancel out. In general, the possibility of having small regret by a trajectory that does not approach x * is a limitation of the concept of regret. Alternatively, we can think of the optimal offline policy x * as fixing a budget for cost accumulated across time. An optimal online policy meets that budget up to a constant C-perhaps by overspending at some times and underspending at some other times.
Likewise, when the fit satisfies F T ≤ C irrespectively of T , it suggests that x(t) approaches the feasible set. This need not be true as it is possible to achieve bounded fit by having f (t, x(t)) oscillate around 0. Thus, as in the case of regret, we can interpret strongly feasible trajectories as meeting the accumulated budget T 0 f (t, x(t)) dt ≤ 0 up to a constant term C. This is in contrast with feasible actions x † that meet the budget f (t, x † ) ≤ 0 for all times. Feasible trajectories differ from strongly feasible trajectories in that the fit is allowed to grow at a sublinear rate. This means that feasible trajectories do not meet the accumulated budget within a constant C but do meet the time averaged bud-
The notion of optimality-as opposed to strong optimality-could have been defined as a case in which regret is bounded by a sublinear function of T . This is not necessary here because our results state strong optimality.
In this work we solve three different problems: (i) Finding strongly optimal trajectories in unconstrained environments, (ii) finding strongly feasible trajectories and (iii) finding feasible, strongly optimal trajectories. We develop these solutions in Section III, IV-A, and IV-B, respectively. Before that, we present pertinent remarks and we clarify concepts with the introduction of an example.
Remark 1 (Not Every Trajectory is Strongly Feasible):
In definition (7) we consider the integral of a measurable function in a finite interval, hence it is always bounded by a constant. Yet if the latter depends on the time horizon T , the trajectory is not strongly feasible, because it is not uniformly bounded for all time horizons T . The same remark is valid for the definitions of strongly optimal and feasible trajectories.
Remark 2 (Connection With Stochastic Optimization):
One can think about the online learning framework as a generalization of the stochastic optimization setting (see e.g. [14] , [32] ). In the latter, the objective and constraint functions depend on a random vector θ ∈ R p . Formally, the cost is a function f 0 : R n × R p → R and the constraints are given by a multivalued function f :
The constrained stochastic optimization problem can be then formulated as
where the above expectations are with respect to the random vector θ. When the process that determines the temporal evolution of the random vector θ t is stationary, the expectations can be replaced by time averages. In that sense problem (9) is equivalent to the problem of generating trajectories that are feasible and optimal in the sense of Definition 2.
Remark 3 (Sleeping Experts):
Observe that we are considering situations in which there exits a fixed action such that it satisfies the constraints for all times t ∈ [0, T ]. An alternative to this problem is to consider situations in which there is no such action, and hence the viable set X † t = {x ∈ X : f (t, x) ≤ 0} is time dependent. This is the situation considered in the sleepingexpert framework [33] - [36] . The notions of regret considered in this framework are such that they take into account explicitly these hard constraints as opposed with our setting where we accumulate the constraint violation, thus treating them as soft constraints.
B. The Shepherd Problem
Consider a target tracking problem in which an agent-the shepherd-follows a group of m targets-the sheep. Specifically, let z(t) = [z 1 (t), z 2 
(t)]
T ∈ R 2 denote the position of the shepherd at time t. To model smooth paths for the shepherd introduce a polynomial parameterization so that each of the position components z k (t) can be written as
where p j (t) are polynomials that parameterize the space of possible trajectories. The action space of the shepherd is then given by the vector x = [x 10 , . . . ,
2n that stacks the coefficients of the parameterization in (10) .
Further define
T as the position of the ith sheep at time t for i = 1, . . . , m and introduce a maximum allowable distance r i between the shepherd and each of the sheep. The goal of the shepherd is to find a path z(t) that is within distance r i of sheep i for all sheep. This can be captured by defining an m-dimensional environment f with each component function f i defined as
That the environment defined by (11) is viable means that it is possible to select a vector of coefficients x so that the shepherd's trajectory given by (10) stays close to all sheep for all times. To the extent that (10) is a loose parameterizationwe can approximate arbitrary functions with sufficiently large index n, if the time horizon is fixed and not allowed to tend to infinity-, this simply means that the sheep are sufficiently close to each other at all times. E.g., if r i = r for all times, viability is equivalent to having a maximum separation between sheep smaller than 2r.
As an example of a problem with an optimality criterion say that the first target-the black sheep-is preferred in that the shepherd wants to stay as close as possible to it. We can accomplish that by introducing the objective function
Alternatively, we can require the shepherd to minimize the work required to follow the sheep. This behavior can be induced by minimizing the integral of the acceleration which in turn can be accomplished by defining the optimality criterion [cf. (2)],
Trajectories x(t) differ from actions in that they are allowed to change over time, i.e., the constant values x kj in (10) are replaced by the time varying values x kj (t). A feasible or strongly feasible trajectory x(t) means that the shepherd is repositioning to stay close to all sheep. An optimal trajectory with respect to (12) is one in which he does so while staying as close as possible to the black sheep. An optimal trajectory with respect to (13) is one in which the work required to follow the sheep is minimized. In all three cases we apply the usual caveat that small fit and regret may be achieved with stretches of underachievement following stretches of overachievement.
III. UNCONSTRAINED REGRET IN CONTINUOUS TIME
Before considering the feasibility problem we consider the following unconstrained minimization problem. Given an unconstrained environment f (t, x) ≡ 0 our goal is to generate strong optimal trajectories x(t) in the sense of Definition 2, selecting actions from a closed convex set X, i.e., x(t) ∈ X for all t ∈ [0, T ]. Given the convexity of the objective function with respect to the action, as per Assumption 2, it is natural to consider a gradient descent controller. To avoid restricting attention to functions that are differentiable with respect to x, we work with subgradients. For a convex function g : X → R a subgradient g x satisfies the inequality
In general, subgradients are defined at all points for all convex functions. At the points where the function f is differentiable the subgradient and the gradient coincide. In the case of vector functions f : R n → R m we group the subgradients of each component into a matrix f x (x) ∈ R n ×m defined as
where
In addition, since the action must always be selected from the set X we define the controller in a way that the actions are the solution of a projected dynamical system over the set X. The solution has been studied in [37] and we define the notion as follow. Definition 3: Let X be a closed convex set. Projection of a point: For any z ∈ R n , there exits a unique element in X, denoted P X (z) such that
Projection of a vector at a point: Let x ∈ X and v a vector, the projection of v over the set X at the point x is
Projected dynamical system: Given a closed convex set X and a vector field F (t, x) which takes elements from R × X into R n the projected differential equation associated with X and F is defined to bė
In the above projection if the point x is in the interior of X then the projection is not different from the original vector field, i.e., Π X (x, F (t, x)) = F (t, x). On the other hand if the point x is in the border of X, then the projection is just the component of the vector field that is tangential to the set X at the point x. Let's consider for instance the case where the set X is a box in
where a 1 ..a n and b 1 . . . b n are real numbers. Then for each component of the vector field we have that
Therefore, the proposed controller takes the form of the following projected dynamical system:
where ε > 0 is the gain of the controller. Before stating the first theorem we need a Lemma concerning the relation between the original vector field and the projected vector field. This lemma is used in the proofs of Theorems 1, 2 and 3. Lemma 1: Let X be a convex set and let x 0 , x ∈ X. Then
Proof: See Appendix A. Let's define an Energy function Vx : R n → R as
Wherex ∈ X ⊂ R n is an arbitrary fixed action. We are now in conditions to present the first theorem, which states that the solution of the gradient controller defined in (20) is a strongly optimal trajectory, i.e., with bounded regret for all T .
Theorem 1: Let f 0 : R × X → R be cost function satisfying assumptions 1 and 2, with X ⊆ R n convex. The solution x(t) of the online projected gradient controller in (20) is strongly optimal in the sense of Definition 2. In particular, the regret R T can be bounded by
where Vx is the Energy function in (22) . Proof: Consider an action trajectory x(t), an arbitrary given actionx ∈ X, and the corresponding energy function Vx (x(t)) as per (22) . The time derivativeVx (x(t)) is given bẏ
If the trajectory x(t) follows from the online projected gradient dynamical system in (20) we can substitute the trajectory derivativeẋ by the vector field value and reduce (24) tȯ
Use now the result in Lemma 1 with v = −εf 0,x (t, x(t)) to remove the projection operator from (25) and writė
Using the defining equation of a subgradient (14), we can upper bound the inner product −(
Rearranging and integrating the above inequality yields
(28) Since the primitive ofVx (x(t)) is Vx (x(t)) we can evaluate the integral on the right hand side of (28) and further use the fact that Vx (x) ≥ 0 for all x ∈ R n to conclude that
Combining the bounds in (28) and (29) we have that
Since the above inequality holds for an arbitrary pointx ∈ R n it holds forx = x * in particular. When makingx = x * in (30) the left hand side reduces to the regret R T associated with the trajectory x(t) [cf. (3)] and in the right hand side we have Vx (x(0))/ε = V x * (x(0))/ε. Eq. (23) follows because (30) is true for all times T . This implies that the trajectory is strongly optimal according to (8) in Definition 2.
The strong optimality of the online projected gradient controller in (20) that we claim in Theorem 1 is not a straightforward generalization of the optimality of gradient controllers in constant convex potentials. The functions f 0 are allowed to change arbitrarily over time and are not observed until after the cost f 0 (t, x(t)) has been incurred.
Since the initial value of the Energy function V x * (x(0)) is the square of the distance between x(0) and x * , the bound on the regret in (23) shows that the closer we start to the optimal point the smaller the accumulated cost is. Likewise, the larger the controller gain ε, the smaller the bound on the regret is. Theoretically, we can make this bound arbitrarily small. This is not possible in practice because larger ε entails trajectories with larger derivatives which cannot be implemented in systems with physical constraints. In the example in Section II-B the derivatives of the state x(t) control the speed and acceleration of the shepherd. The physical limits of these quantities along with an upper bound on the cost gradient f 0,x (t, x) can be used to estimate the largest allowable gain ε.
Another observation regarding the bound on the regret is that it does not depend on the function that we are minimizingexcept for the location of the point x * . For instance by scaling a function the bound on the regret is kept constant if the same gain ε can be selected. This is not surprising since a scaling in the function implies a bigger cost but it also entails a larger action derivative, which allows to track better changes on the function. However, if a bound on the maximum allowed gain exists then the regret bound cannot be invariant to scalings.
Remark 4: In discrete time systems where t is a natural variable and the integrals in (3) are replaced by sums, online gradient descent algorithms can be used to reduce regret; see e.g. [20] , [21] . The online gradient controller in (20) is a direct generalization of online gradient descent to continuous time. This similarity notwithstanding, the result in Theorem 1 is stronger than the corresponding bound on the regret in discrete time which states a sublinear growth at a rate not faster than √ T if the cost function is convex [20] , and log T if the cost function is strictly convex [21] . The key where this difference lies is in the fact that discrete time algorithms have to "pay" to switch from the action at time t to the action at time t + 1. In the proofs of [20] , [21] a term related to the norm square of the gradient is present in the upper bound on the regret while in continuous time this term is absent. The bound on the norm of the gradient is related to the selecting a different action. As in the case of fictitious plays that lead to no regret in the continuous time but not in discrete time (see e.g. [26] , [38] , [39] ) the bounds on the regret in continuous time are tighter than in its discrete counterpart for online gradient descent.
IV. SADDLE POINT ALGORITHM
Given an environment f (t, x) and an objective function f 0 (t, x) verifying Assumptions 1 and 2 we set our attention towards two different problems: design a controller whose solution is a strongly feasible trajectory and a controller whose solution is a feasible and strongly optimal trajectory. As already noted, when the environment is known beforehand the problem of finding such trajectories is a constrained convex optimization problem, which we can solve using the saddle point algorithm of Arrow and Hurwicz [1] . Following this idea, let λ ∈ Λ = R m + , be a multiplier and define the time-varying Lagrangian associated with the online problem as
Saddle point methods rely on the fact that for a constrained convex optimization problem, a pair is a primal-dual optimal solution if and only if it is a saddle point of the Lagrangian associated with the problem; see e.g. [10] . The idea of the algorithm is then to generate trajectories that descend in the opposite direction of the gradient of the Lagrangian with respect to x and that ascend in the direction of the gradient with respect to λ. Since the Lagrangian is differentiable with respect to λ, we denote by L λ (t, x, λ) = f (t, x) the derivative of the Lagrangian with respect to λ. On the other hand, since the functions f 0 (·, x) and f (·, x) are convex, the Lagrangian is also convex with respect to x. Thus, its subgradient with respect to x always exist, let us denote it by L x (t, x, λ). Let ε be the gain of the controller, then following the ideas in [1] we define a controller that descends in the direction of the subgradient with respect to the action xẋ
and that ascends in the direction of the subgradient with respect to the multiplier λ
The projection over the set X in (32) is done to assure that the trajectory is always in the set of possible actions. The operator Π Λ (λ, f) is a projected dynamical system in the sense of Definition 3 over the set Λ. This projection is done to assure that λ(t) ∈ R m + for all times t ∈ [0, T ]. An important observation regarding (32) and (33) is that the environment is observed locally in space and causally in time. The values of the environment constraints and its subgradients are observed at the current trajectory position x(t) and the values of f (t, x(t)) and f x (t, x(t)) affect the derivatives of x(t) and λ(t) only. Notice that if the environment function satisfies f (t, x) ≡ 0 we recover the algorithm defined in (20) as a particular case of the saddle point controller.
A block diagram for the controller in (32)- (33) is shown in Fig. 1 . The controller operates in an environment to which it inputs at time t an action x(t) that results in a penalty f (t, x(t)) Once that action x(t) is selected at time t, we measure the corresponding values of f (t, x(t)), f x (t, x(t)) and f 0 ,x (t, x(t)). This information is fed to the two feedback loops. The action loop defines the descent direction by computing weighted averages of the subgradients f x (t, x(t)) and f 0 ,x (t, x(t)). The multiplier loop uses f (t, x(t)) to update the corresponding weights.
and cost f 0 (t, x(t)). The value of these functions and their subgradients f x (t, x(t)) and f 0,x (t, x(t)) are observed and fed to the multiplier and action feedback loops. The action feedback loop behaves like a weighted gradient descent controller. We move in the direction given by a linear combination of the the gradient of the objective function f 0,x (t, x(t)) and the constraint subgradients f i,x (t, x(t)) weighted by their corresponding multipliers λ i (t). Intuitively, this pushes x(t) towards satisfying the constraints and to the minimum of the objective function in the set where constraints are satisfied. However, the question remains of how much weight to give to each constraint. This is the task of the multiplier feedback loop. When constraint i is violated we have f i (t, x(t)) > 0. This pushes the multiplier λ i (t) up, thereby increasing the force λ i (t)f i,x (t, x(t)) pushing x(t) towards satisfying the constraint. If the constraint is satisfied, we have f i (t, x(t)) < 0, the multiplier λ i (t) being decreased, and the corresponding force decreasing. The more that constraint i is violated, the faster we increase the multiplier, and the more we increase the force that pushes x(t) towards satisfying f i (t, x(t)) < 0. If the constraint is satisfied, the force is decreased and may eventually vanish altogether if we reach the point of making λ i (t) = 0.
A. Strongly Feasible Trajectories
We begin by studying the saddle point controller defined by (32) and (33) in a problem in which optimality is not taken into account, i.e., f 0 (t, x) ≡ 0. In this case the action descent equation of the controller (32) takes the forṁ (34) while the multiplier ascent equation (33) remains unchanged. The bounds to be derived for the fit ensure that the trajectories x(t) are strongly feasible in the sense of Definition 2. To state the result consider an arbitrary fixed actionx ∈ X and an arbitrary multiplierλ ∈ Λ and define the energy function
We can then bound fit in terms of the initial value Vx ,λ (x(0), λ(0)) of the energy function for properly chosenx andλ as we formally state next.
Theorem 2: Let f : R × X → R m , satisfying Assumptions 1 and 2, where X ⊆ R n is a convex set. If the environment is viable, then the solution x(t) of the dynamical system defined by (34) and (33) is strongly feasible for all T > 0. Specifically, the fit is bounded by
where e i with i = 1..m form the canonical base of R m .
Proof: Consider action trajectories x(t) and multiplier trajectories λ(t) and the corresponding energy function
Vx ,λ (x(t), λ(t)) in (35) for arbitrary given actionx ∈ X and multiplierλ ∈ Λ. The derivativeVx ,λ (x(t), λ(t)) of the energy with respect to time is then given bẏ
Vx ,λ (x(t), λ(t)) = (x(t) −x)

Tẋ (t) + (λ(t) −λ)
Tλ
(t). (37) Substitute the action and multiplier derivatives by their corresponding values given in (34) and (33) to reduce (37) tȯ
Vx ,λ (x(t), λ(t)) = (x(t) −x) T Π X (x, −εf x (t, x(t))λ(t))
+ (λ(t) −λ) T Π Λ (λ, εf(t, x(t))) . (38)
Then, using the result of Lemma 1 for both X and Λ, the following inequality holdṡ
Vx ,λ (x(t), λ(t)) ≤ ε(x − x(t)) T f x (t, x(t))λ(t) + ε(λ(t) −λ) T f (t, x(t)).
Notice that f (t, x)λ(t) is a convex function with respect to the action, therefore we can upper bound the inner product (x − x(t)) T 
f x (t, x(t))λ(t) by the quantity f (t,x) T λ(t) − f (t, x(t)) T λ(t) and transform (39) intȯ
Further note that in the above equation the second and the third term are opposite. Thus, it reduces tȯ
f (t, x(t)) . (41)
Observe that the integral of the left hand side of the above equation can be written as
(42) Then using the fact that Vx ,λ (x(t)), λ(t)) ≥ 0 for all t, yields
Then, integrating both sides of (42) and using the bound in (43), we have that
(44) Since the environment is viable, there exist a fixed action
Therefore the left hand side of (44) can be lower bounded bȳ
Choosingλ = e i where e i is the ith element of the canonical base of R m , we have that for all i = 1..m:
Notice that since the above inequality holds for any x † ∈ X † it is also true for the particular x † that minimizes the right hand side. The left hand side of the above inequality is the ith component of the fit. Thus, since the m components of the fit of the trajectory generated by the saddle point algorithm are bounded for all T , the trajectory is strongly feasible with the specific upper bound stated in (36) . Theorem 2 assures that if an environment is viable for an agent that selects actions over a set X, the solution of the dynamical system given by (34) and (33) is a trajectory x(t) that is strongly feasible in the sense of Definition 2. This result is not trivial, since the function f that defines the environment is observed causally and can change arbitrarily over time. In particular, the agent could be faced with an adversarial environment that changes the function f in a way that makes the value of f (t, x(t)) larger. The caveat is that the choice of the function f must respect the viability condition that there exists a feasible action x † such that f (t, x † ) ≤ 0 for all t ∈ [0, T ]. This restriction still leaves significant leeway for strategic behavior. E.g., in the shepherd problem of Section II-B we can allow for strategic sheep that observe the shepherd's movement and respond by separating as much as possible. The strategic action of the sheep are restricted by the condition that the environment remains viable, which in this case reduces to the not so stringent condition that the sheep stay in a ball of radius 2r if all r i = r.
Since the initial value of the energy function V x † ,e i (x(0), λ(0)) is the square of the distance between x(0) and x † added to a term that depends on the distance between the initial multiplier and e i , the bound on the fit in (36) shows that the closer we start to the feasible set the smaller the accumulated constraint violation becomes. Likewise, the larger the gain ε, the smaller the bound on the fit is. As in Section III we observe that increasing ε can make the bound on the fit arbitrarily small, yet for the same reasons discussed in that section this can't be done.
Further notice that for the saddle point controller defined by (34) and (33) the action derivatives are proportional not only to the gain ε but to the value of the multiplier λ. Thus, to select gains that are compatible with the system's physical constraints we need to determine upper bounds in the multiplier values λ(t). An upper bound follows as a consequence of Theorem 2 as we state in the following corollary.
Corollary 1: Given the controller defined by (34) and (33) and assuming the same hypothesis of Theorem 2, if the set of actions X is bounded in norm by R, then the multipliers λ are bounded for all times by
Proof: First of all notice that according to (33) a projection over the positive orthant is performed for the multiplier update. Therefore, for each component of the multiplier we have that λ i (t) ≥ 0 for all t ∈ [0, T ]. On the other hand, since the trajectory of the multipliers is defined byλ(t) = Π Λ (λ(t), εf(t, x(t)), while λ(t) > 0 we have thatλ(t) = εf (t, x(t)). Let t 0 be the first time instant for which λ i (t) > 0 for a given i ∈ {1, 2, .., m}, i.e.,
In addition, let T * 0 be the first time instant greater than t 0 where λ i (t) = 0, if this time is larger than T we set T *
From the above definition it holds that in any time in the interval (T * s , t s+1 ], λ i (t) = 0. And therefore in those intervals the multipliers are bounded. In the case where τ ∈ (t s , T * s ] 
Notice that the right hand side of the above equation is, proportional to the ith component of the fit restricted to the time interval [t 0 , τ]. In Theorem 2 it was proved that the ith component of the fit is bounded for all time horizons by V x † ,e i (x(t s ), 0)/ε. In this particular case we have that
and since for any x ∈ X we have that x ≤ R, we conclude
This completes the proof that the multipliers are bounded.
The bound in Corollary 1 ensures that action derivativeṡ x(t) remain bounded if the subgradients are. This means that action derivatives increase, at most, linearly with ε and is not compounded by an arbitrary increase of the multipliers. Observe as well, tat the cumulative nature of the fit does not guarantee that the constraint violation is controlled. This is because time intervals of constraint violations can be compensated by time intervals where the constraints are negative. To overcome this issue, we next show that the saddle point controller archives bounded saturated fit for all time horizon.
Corollary 2:
Let the hypothesis of Theorem 2 hold. Let δ > 0 and letF T be the saturated fit defined in (5) . Then, the solution of the dynamical system (34) and (33) when f (t, x) is replaced byf δ (t, x)) = max {f (t, x), −δ} archives a bounded saturated fit. Furthermore the bound is given bȳ
where e i with i = 1..m form the canonical base of R m . Proof: Sincef δ (t, x) is the pointwise maximum of two convex functions, it is a convex function itself. As a consequence of Theorem 2 the fit for the environmentf δ (t, x) satisfies
The fact that the left hand side of the above equation corresponds to the saturated fit [cf. (5)] completes the proof.
The above result establishes that a trajectory that follows the saddle point dynamics for the environment defined byf δ (t, x) achieves bounded saturated fit. This means that it is possible to adapt the controller (34) and (33), so that the fit is bounded while not alternating between periods of large under and over satisfaction of the constraints.
B. Strongly Optimal Feasible Trajectories
This section presents bounds on the growth of the fit and the regret of the trajectories x(t) that are solutions of the saddle point controller defined by (32) and (33) . These bounds ensure that the trajectory is feasible and strongly optimal in the sense of Definition 2. To derive these bounds we need the following assumption regarding the objective function.
Assumption 3: There is a finite constant K independent of the time horizon T such that for all t in the interval [0, T ].
where x * is the solution of the offline problem (2). The existence of the bound in (57) is a mild requirement. Since the function f 0 (t, x) is convex, for any time t it is lower bounded if the action space is bounded, as is the case in most applications of practical interest. The only restriction imposed is that min x∈X f 0 (t, x) does not become progressively smaller with time so that a uniform bound K holds for all times t. The bound can still hold if X is not compact as long as the span of the functions f 0 (t, x) is not unbounded below. A consequence of Assumption 3 is that the regret cannot decrease faster than a linear rate as we formally state in the following lemma.
Lemma 2: Let X ⊂ R n be a convex set. If Assumption 3 holds, then the regret defined in (3) is lower bounded by −KT where K is the constant defined in (57), i.e.,
Proof: Let x(t) be the action at time t when the agent follows the dynamics defined by (32) and (33), because of Assumption 3, we have that
Integrating both sides of the above equation yields
Since the left hand side of the above equation is the regret up to time T defined in (3), the proof is completed.
Observe that regret is a quantity that we want to make small and, therefore, having negative regret is a desirable outcome. The result in Lemma 2 puts a floor on how much we can succeed in making regret negative. Using the bound in (58) and the definition of the energy function in (35) we can formalize bounds on the regret and the fit, for an action trajectory x(t) that follows the saddle point dynamics in (32) and (33) .
Theorem 3: Let X ⊂ R n be a compact convex set and let f : R × X → R m and f 0 : R × X → R, be functions satisfying Assumptions 1, 2 and 3. If the environment is viable, then the solution of the system defined by (32) and (33) is a trajectory x(t) that is feasible and strongly optimal for all time horizons T > 0 if the gain ε > 1. In particular, the fit is bounded by
and the regret is bounded by
where Vx ,λ (x, λ) is the energy function defined in (35), x * is the solution to the problem (2) and K is the constant defined in (57). The notation O ε 0 refers to a function that is constant with respect to the gain ε.
Proof: Consider action trajectories x(t) and multiplier trajectories λ(t) and the corresponding energy function Vx ,λ (x, λ) in (35) , for arbitrary given actionx ∈ R n and multiplierλ ∈ Λ. The derivativeVx ,λ (x(t), λ(t)) is given bẏ
If the trajectories x(t) and λ(t) follow from the saddle point dynamical system defined by (32) and (33) respectively we can substitute the action and multiplier derivatives by their corresponding values and reduce (63) tȯ
Then, use Lemma 1 for both X and Λ to writė
Since L(t, x(t), λ(t)) is a convex function, (14) takes the form
Since the term λ(0)/ (ε − 1) is constant with respect to T it is the case that the norm of
+ is bounded by a function that grows like √ T . On the other hand it also holds that [
bounded by a constant function of the gain ε. These observations lead to the conclusion that
The above inequality implies that for any i ∈ I it is the case that
it trivially satisfies (61). Which proves that the trajectories that are solution of the saddle point controller defined by (32) and (33) are feasible since they are bounded by a sublinear function of the time horizon for all T . Theorem 3 assures that if the environment is viable for an agent selecting actions from a bounded set X, the solution of the saddle point dynamics defined in (32)- (33) is a trajectory that is feasible and strongly optimal. The bounds on the fit in Theorems 2 and 3 prove a trade off between optimality and feasibility. If optimality of the trajectory is not of interest it is possible to get strongly feasible trajectories with fit that is bounded by a constant independent of the time horizon T (cf. Theorem 2). When an optimality criterion is added to the problem, its satisfaction may come at the cost of a fit that may increase as √
T . An important consequence of this difference is that even if we could set the gain ε to be arbitrarily large, the bound on the fit cannot be made arbitrarily small. This bound would still grow as √ KT . The result in Theorem 3 also necessitates Assumption 3 as opposed to Theorem 2.
As in the cases of Theorems 1 and 2 it is possible to have the environment and objective function selected strategically. Further note that, again, the initial value of the energy function used to bound regret is related with the square of the distance between the initial action and the optimal offline solution of problem (2) . It also follows from the proof that this distance is related to the bound on the fit. Thus, the closer we start from this action the tighter the bounds will be. We next show that similar results holds for the saddle point dynamics if we consider the notion of saturated fit in lieu of fit.
Corollary 3: Let the hypothesis of Theorem 3 hold. Let δ > 0 and letF T be the saturated fit defined in (5) . Then, the solution of the dynamical system (32) and (33) , when f (t, x) is replaced byf δ (t, x)) = max {f (t, x), −δ} achieves a regret satisfying (62) and saturated fit that is bounded bȳ
Proof: Same as Corollary 2.
The above result establishes that a trajectory that follows the saddle point dynamics for the environment defined byf δ (t, x) achieves bounded saturated fit. This means that it is possible to adapt the controller (32) and (33), so that the growth of the fit is controlled while not alternating between periods of large under and over satisfaction of the constraints. In the next section we evaluate the performance of the saddle point controller, after a pertinent remark on the selection of the gain.
Remark 5 (Gain Depending on the Time Horizon):
If it were possible to select the gain as a function of the time horizon T , fit could be bounded by a constant that does not grow with T . Take (74) and chooseλ = e i T , where e i is the i-th component of the canonical base of R m we have that
With this selection ofλ the function V x * ,T e i (x(0), λ(0))) grows like T 2 . Dividing both sides of the above equation by T we have that the i-th component of the fit is bounded by
If the gain is set to have order Ω(T ), the right hand side of (83) becomes of order O(T 0 ). This means that fit can be bounded by a constant that does not depend on T .
V. NUMERICAL EXPERIMENTS
We evaluate performance of the saddle point algorithm defined by (32)- (33) in the solution of the shepherd problem introduced in Section II-B. We determine sheep paths using a perturbed polynomial characterization akin to the one in (10) . Specifically, letting p j (t) be elements of a polynomial basis, the path y i (t) = [y i,1 (t), y i,2 (t)]
T of the ith sheep is given by
where k = 1, 2 denotes different path components, n i the dimension of the base that parameterizes the path followed by sheep i, and y i,k ,j represent the corresponding n i coefficients. The noise terms w i,k (t) are Gaussian white with zero mean, standard deviation σ and independent across components and sheep. Their purpose is to obtain more erratic paths.
To determine y i,k ,j we make 
where, by construction Δỹ 1,l = 0. The paths in (85) can be computed as solutions of a quadratic program [40] . Let y * i (t) be the trajectory given by (84) when we set y i,k ,j = y * i,k ,j . We obtain the paths y i,k (t) by adding w i,k (t) to y * i (t). In subsequent numerical experiments we consider m = 5 sheep, a time horizon T = 1, and set the proximity constraint in (11) to r i = 0.3. We use the polynomial basis p j (t) = t j in both, (10) and (84). The number of basis elements in both cases is set to n = n i = 30. To generate sheep paths we consider a total of L = 3 randomly chosen intermediate points, set the variation parameter to Δ = 0.1, and the perturbation standard deviation to σ = 0.1. These problem parameters are such that the environment is most likely viable in the sense of Definition 1. We check that this is true by solving the offline feasibility problem. If the environment is not viable a new one is drawn before proceeding to the implementation of (32)- (33) .
We emphasize that while the path of the sheep is known to us, the information is not used by the controller. The latter is only fed information of the position of the sheep at the current time, which it uses to evaluate the environment functions f i (t, x), their gradients f ix (t, x) and the gradient of f 0 (t, x). In this example we do not assume any constraints on the maximum speed that the agent can achieve, therefore the gain ε in (32)-(33) can be set to have any value.
A. Strongly Feasible Trajectories
We consider a problem without optimality criterion in which case (32)- (33) simplifies to (34)- (33) and the strong feasibility result in Theorem 2 applies. The system's behavior is illustrated in Fig. 2 when the gain is set to ε = 50. In this problem the average and maximal speed of the sheep is 5.1 km/h and 14.8 km/h respectively while for the shepherd these are 6.1 km/h and 18.3km/h for the selected gain. This speeds are in he range of reasonable velocities for this particular problem. A qualitative examination of the sheep and shepherd paths shows that the shepherd succeeds in following the herd. A more quantitative evaluation is presented in Fig. 3 where we plot the instantaneous constraint violation f i (t, x(t)) with respect to each sheep for the trajectories x(t). Observe the oscillatory behavior that has the constraint violations f i (t, x(t)) hovering at around f i (t, x(t)) = 0. When the constraints are violated, i.e., when f i (t, x(t)) > 0, the saddle point controller drives the shepherd towards a position that makes him stay within r i of all sheep. When a constraint is satisfied we have f i (t, x(t)) < 0. This drives the multiplier λ i (t) towards 0 and removes the force that pushes the shepherd towards the sheep (cf. Fig. 3 ). The absence of this force makes the constraint violation grow and eventually surpass the maximum tolerance f i (t, x(t)) = 0. At this point the multipliers start to grow and, as a consequence, to push the shepherd back towards proximity with the sheep.
The behavior observed in Fig. 3 does not contradict the result in Theorem 2 which gives us a guarantee on fit, not on instantaneous constraint violations. The components of the fit are shown in Fig. 4(a) where we see that they are indeed bounded. Thus, the trajectory is feasible in the sense of Definition 2, even if the instantaneous problem's constraints are being violated at specific time instances. Further note that the fit is not only bounded but actually becomes negative. This is a consequence of the relatively large gain ε = 50 which helps the shepherd to respond quickly to the sheep movements. The fit for a second experiment in which the gain is reduced to ε = 5 is shown in Fig. 4(b) . In this case the fit stabilizes at a positive value. This behavior is expected because reducing ε decreases the speed with which the shepherd can adapt to changes in the sheep paths. More to the point, the bound on the fit in Theorem 2 is inversely proportional to the gain ε. The paths and instantaneous constraints violations for ε = 5 are not shown but they are qualitatively similar to the ones shown for ε = 50 in Figs. 2 and 3 .
B. Preferred Sheep Problem
Besides satisfying the constraints in (11), the shepherd wishes to follow the first (black) sheep as close as possible. This translates into the optimality criterion (12) . Since the sheep trajectories are viable the hypotheses of Theorem 3 hold. Thus, for a shepherd following the dynamics (32) and (33), the resulting trajectory is feasible and strongly optimal.
Given that the trajectory is guaranteed to be feasible, we expect to have the fit bounded by a sublinear function of T . This does happen, as can be seen in the fit trajectories illustrated in Fig. 5 where a gain ε = 50 is used. In fact, the fit does not grow and is bounded by a constant for all time horizons T . The trajectory is therefore not only feasible but strongly feasible. This does not contradict Theorem 3 because strong feasibility implies feasibility. The reason why it's reasonable to see bounded fit here is that the objective function pushing the shepherd closer to the sheep is, in a sense, redundant with the constraints that push the shepherd to stay closer to all sheep. This redundancy can be also observed in the fact that the fit in this problem (cf. Fig. 5 ) is smaller than the fit in the problem of Section V-A (cf. Fig. 4(a) ). To explain why this may happen, focus on the value of the multipliers in Fig. 3(b) between, e.g., times 0.07 h < t < 0.21 h. During this time the multipliers are equal to zero because all constraints are satisfied. As a consequence, the Lagrangian subgradient with respect to the action is identically zero in the time V-B) when the gain of the saddle point controller is set to be ε = 50. As predicted by Theorem 3 the trajectory is feasible since the fit is bounded, and, in fact, appears to be strongly feasible. Since the subgradient of the objective function is the same as the subgradient of the first constrain the fit is smaller than in the pure feasibility problem (cf. Fig. 4) . Fig. 6 . Regret R T for the preferred sheep problem (Section V-B) when the gain of the saddle point controller is set to be ε = 50. The trajectory is strongly optimal, as predicted by Theorem 3, since the regret is bounded by a constant. The initial increment in the regret is due to the fact that the shepherd starts away from the first sheep while in the optimal offline trajectory would start close to it. Fig. 7 . Path of the sheep and the shepherd for the minimum acceleration problem (Section V-C) when the gain of the saddle point controller is set to be ε = 50. Observe that the shepherd path-in red-is not as close to the path of the sheep as in Fig. 2 . This is reasonable because the objective function and the constraints push the shepherd in different directions.
interval. In turn, this implies that the action is constant and no effort is made to reduce the value of the constraints. If the optimality criterion was present, the shepherd would be pushed towards the black sheep and fit would be further reduced.
The regret in this experiment when ε = 50 is shown in Fig. 6 . Since the trajectory is strongly optimal as per Theorem 3, we expect regret to be bounded. This is the case in Fig. 6 The path of the shepherd is not shown for this experiment as it is qualitatively analogous to the one in Fig. 2 for the feasibility-only problem considered in Section V-A.
C. Minimum Acceleration Problem
We consider, an environment defined by the distances between the shepherd and the sheep given by (11) , with the minimum acceleration objective defined in (13) . Since the construction of the target trajectories gives a viable environment we satisfy, again, the hypotheses of Theorem 3. Hence, for a shepherd following the dynamics given by (32) and (33), the action Fig. 8 . Fit F T for the minimum acceleration problem (Section V-C) when the gain of the saddle point controller is set to ε = 50. Since the fit is bounded, the trajectory is feasible in accordance with Theorem 3. Since the gradient of the objective function and the gradient of the feasibility constraints tend to point in different directions, the fit is larger than in the preferred sheep problem (cf. Fig. 5 ). Fig. 9 . Regret R T for the minimum acceleration problem (Section V-C) when the gain of the saddle point controller is set to be ε = 50. The trajectory is strongly optimal as predicted by Theorem 3. Observe that regret is negative due to the fact that the agent is allowed to select different actions at different times as opposed to the clairvoyant player that is allowed to select a fixed action.
trajectory is feasible and strongly optimal. In this section the gain of the controller is set to ε = 50.
A feasible trajectory implies that the fit must be bounded by a function that grows sublinearly with the time horizon T . Notice that this is the case in Fig. 8 . Periods of growth of the fit are observed, yet the presence of inflection points is an evidence of the growth being controlled. The fit in this problem is larger than the one in problem V-B (cf. Figs. 5 and 8 ). This result is predictable since the constraints and the objective function push the action in different directions. For instance, suppose that all constraints are satisfied and that the Lagrange multipliers are zero. Then, the subgradient of the Lagrangian is equal to the subgradient of the objective function. Hence the action will be modified trying to minimize the acceleration without taking the constraints (distance with the sheep) into account. Hence, pushing the action to the boundary of the feasible set. In this problem, this translates into the fact that the shepherd does not follow the sheep as closely as in the problems in Section V-A and V-B (cf. Fig. 7) .
Since the trajectory is strongly optimal, we should observe a regret bounded by a constant. This is the case in Fig. 9 , where in fact we observe negative regret for some time intervals. Negative regret implies that the trajectory of the shepherd is incurring a total cost that is smaller than the one associated with the optimal solution. Notice that while the optimal fixed action minimizes the total cost as defined in (2) it does not minimize the objective at all times. Thus, by selecting different actions the shepherd can suffer smaller instantaneous losses than the ones associated with the optimal fixed action. If this is the case, regret-which is the integral of the difference between these two losses-can be negative.
D. Saturated Fit
We apply the modified saddle point algorithm in the setting of Section V-B so to consider the saturated fit [cf. (5) ] in lieu of the fit. Since the construction of the target trajectories gives a viable environment the hypotheses of Corollary 3 are satisfied. Hence for a shepherd following the dynamics given by (32) and Fig. 12 . Regret R T for the preferred sheep problem when saturated fit is considered (Section V-D)and the gain of the saddle point controller is set to be ε = 50. The regret is bounded as predicted by Corollary 3 and therefore the trajectory is strongly optimal. Notice that regret in this case is identical to regret in the preferred sheep problem when regular fit is considered (cf. Fig. 6 ).
(33), the trajectories are such that have saturated fit bounded by a function that grows sub linearly and bounded regret. For the simulation in this section the gain of the controller is set to ε = 50. Observe that the shepherd succeeds in following the herd, since his path remains close to the sheep (cf. Fig. 10 ). As predicted by the Corollary 3 the fit of the trajectory is bounded by a function that grows sub linearly and the regret is bounded by a constant as it can be observed in Figs. 11 and 12 respectively. Further notice that the regret in this scenario is similar to the regret of the trajectory in the preferred sheep problem (cf. Section V-B).
VI. CONCLUSION
We considered a continuous time environment in which an agent must select actions to satisfy a set of constraints that are time varying and unknown a priori. We defined a viable environment as one in which there is a fixed action that satisfies the constraints at all times. We defined the fit as the cumulated constraint violation and the notions of feasible and strongly feasible trajectories. Feasible trajectories are such that the fit is bounded by a constant independent of the time horizon, and strongly feasible trajectories are such that the fit is bounded by a sublinear function of the time horizon. An objective function was considered to select a strategy that meets an optimality criterion and we defined regret in continuous time as the difference between the cumulative costs of the agent and the best clairvoyant agent. We then defined strongly optimal trajectories as those for which the regret is bounded by a constant that is independent of the time horizon.
We proposed an online version of the saddle point controller of Arrow-Hurwicz to generate trajectories with small fit and regret. We showed that for any viable environment the trajectories that follow the dynamics of this controller are: (i) Strongly feasible if no optimality criterion is considered. (ii) Feasible and strongly optimal when an optimality criterion is considered. Numerical experiments on a shepherd that tries to follow a herd of sheep support these theoretical results.
Future research includes studying asymptotic convergence of the saddle point dynamics to the optimal trajectory and studying systems with second order dynamics. In this setting, it is possible to add a term in the objective function that penalizes the action derivative, therefore allowing to control it and maintaining in a desired range.
A. Proof of Lemma 1
In order to develop this proof we need to define the tangent cone and to state Lemma 3 relating the projection of a vector over it and the projection over a convex set Definition 4 (Tangent Cone) Let X ⊂ R n be a closed convex set. We define the tangent cone to X at x 0 as T X (x 0 ) = θ> 0,x∈X
The above union is over all the points of the set X and over all the positive reals θ. Notice that the θ> 0 θ(x − x 0 ) is the ray from x 0 and intersecting the point x. Thus, the tangent cone is the closure of the cone formed by all rays emanating from x 0 and intersecting at least one point x ∈ X with x = x 0 .
Lemma 3: Let X ∈ R n be a closed convex set, let x 0 ∈ X and let v ∈ R n . Then the projection of v over the set X at x 0 defined in (16) is
Proof: The proof follows from Lemma 4.6 in [37] .
Proof of Lemma 1 Consider the case in which x 0 ∈ int(X). Then, for any v there exits a small enough δ > 0 such that x 0 + δv ∈ X. Hence P X (x 0 + δv) = x 0 + δv and it holds that P X (x 0 + δv) − x 0 = vδ. Thus Π X (x, v) = v and (21) is verified. When x 0 ∈ ∂X two cases are possible; either x 0 + δv ∈ T X (x 0 ) for small enough δ > 0 or x 0 + δv / ∈ T X (x 0 ) for all δ > 0. In the first case because of Lemma 3 it is verified that Π X (x 0 , v) = P T X (x 0 ) (v) = v.
And therefore (21) holds. Let us now consider the last case in which x 0 ∈ ∂X and x 0 + δv / ∈ T X (x 0 ). Because X is a convex set there exists a vector a ∈ R n with a = 1 defining a supporting hyperplane at x 0 H = {x ∈ R n : a T (x − x 0 ) = 0}, and for all x ∈ X we have that
If the set X is smooth at x 0 then the border of the tangent cone at the point x 0 is contained in the hyperplane H, therefore Π X ( 
