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In this work, the focus is on the reconstruction of the dipole source on electro-/magnetoence-
phalography (E/MEG) which is conducted utilizing a MATLAB software ‘Zeffiro’. We applied the
finite element method (FEM) in the forward model and a hierarchical Bayes model in solving the
inverse problem. To be more specific, the iterated max prior algorithm (IAS MAP) is utilized.
After the methodology of the models, the introduction and main functions of the ‘Zeffiro’ is cov-
ered as well. With ad-justing the different parameters, including low (0.02) and high (0.05) noise
level, gamma hyperprior and inverse gamma hyperprior, small (10 9) and large (10 5) scaling
pa-rameters, we discovered different accuracies of the dipole source reconstruction on EEG and
MEG data. To summarize, the better location accuracy of the dipole is usually obtained at the ex-
pense of the less accuracy of the angle. The magnitude reconstruction is not well reconstructed
except that in the deep source (thalamus) in EEG signal. Especially, the reconstruction in terms
of magnitude for MEG basically all failed. (The reconstruction of the amplitude is averagely 100
times of the original amplitude). In general, the reconstruction in deep source is better in EEG
signal while that in superficial (somatosensory) source is better in MEG. In addition, the gamma
hyperprior works for deep source while inverse gamma works better for superficial source in loca-
tion and reverse in angle, except for the superficial single dipole in MEG data. For two sources,
the results of the reconstruction were inferior in angle accuracy. Basically, local and global effects
can be distinshed by position differences and angle differences respectively. Because the position
differences can better be detected by electrodes (coils) closer to the dipole given the density of
the magnetic field is higher while the angle differences are larger for the electrodes (coils) further
to the dipole given the angle is radiatively larger along the same origin direction. Thus, one of the
hyperprior seems to work better for the local and global effects. Data analysis skills is utilized in
the visualization of the results. The grouped scatters show the relation between dipole source, lo-
cation/ best scaling parameter and amplitude difference, location difference and angle difference,
the outliers are detected through SVM classifier. Finally, the dipole location is predicted as the
reference of the inverse problem. In the future, machine learning can also be utilized to evaluate
the inverse model.
Keywords: Electroencephalography (EEG), Magnetoencephalography (MEG), Divergence con-
forming H(div) model, Bayesian modeling, Source localization, Machine learning
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11 INTRODUCTION
Electro/Magnetoencephalography (E/MEG) is a functional neuroimaging technique for
mapping brain activity by recording the electrical/magnetic fields produced by the elec-
trical currents occurring naturally in the brain, using sensitive electrodes/magnetometers
[11, 29, 5]. This work investigates modeling and detection of superficial and deep ac-
tivity in E/MEG, occurring especially in somatosensory and thalamic brain areas. As
an important application of the present methodology, we consider, for example, human
finger stimulation which is mostly related to the somatosensory system, a multiple sys-
tem composed of several submodalities, including the one for fine touch, pressure, and
kinesthesis, the other for pain and temperature. When there is a stimulation given to a
finger, fibres forming the first system leave the receptors and then transfer via the dorsal
columns of the spinal cord to synapse inside the cuneate and gracile nuclei of the lower
brain stem. The fibers then cross to the opposite side of the brain to form the medial lem-
niscus, which terminates in the thalamus. This thalamic nucleus then projects primiarily
to Brodmann’s areas 3b (N20), to form independent somatotopic maps [21].
The methodology of our experiment and the software tool Zeffiro Forward and Inverse
Interface for EEG/MEG Brain Imaging (Matlab) utilized helping us to analyze and visualize
the results will be introduced first. As a further study, we implement our finite element
method based on both real EEG and MEG data with divergence conforming H(div) source
model to calculate an accurate approximation of dipole source currents and to test them
with different resolutions and source numbers. The Finite Element Method (FEM) enables
accurate forward modeling, including modeling of the strongly folded outer brain surface,
conductivities in skull compacta and spongiosa and the anisotropic conducticity of the
brain [27, 5, 29, 11, 22, 34, 37]. With the increasing power of computation, it is now
possible to use GPU (Graphics Processing Unit) to implement FEM to simulate the activity
of the brain as well.
As for the inversion part, we utilize the Iterative Alternating Sequential (IAS) algorithm
for computing maximum a posteriori (MAP) estimates. Bayesian methods are widely
used in EEG/MEG for implementing pertinent prior information. For instances, anatomic
constraints and functional information can be implemented according to other priors.
[4, 19, 32, 36]. Specifically, the Gaussian models result in a MAP estimate that is accor-
dant with the standard Tikhonov regularized solution with a quadratic penalty. To encode
the statistical conditions into a hyperprior, the variances are assumed to be mutually in-
dependent. Meanwhile, without prior knowledge about the loca-tion of the active sources,
2the variances are assumed to prefer small values. Hence, among the substantial distri-
butions that meet the requirements, the generalized gamma distribution is selected. The
calculation of minimum current estimate (MCE) and minimum support estimate (MSE)
via the exact IAS algorithm for computing the MAP estimate is explained with a discus-
sion of the similarities and differences of the gamma and inverse gamma distributions,
specifically with reference to the frequency of occurrence and value of outliers.
As the example of visualisation and reconstruction, we test this model with dipole sources
for EEG and MEG data related to finger stimulation. In the recorded with 74 EEG elec-
trodes and 271 MEG coils to test combined evaluations with real data. A volume con-
ductor model consisting of 6 compartments, white matter, gray matter, cerebrospinal fluid
(CSF), the skull and skin, is used. The reconstructions are sensitive to the change of the
parameters, we thus exhibit the best reconstruction with certain parameters. The choices
for EEG and MEG data are also different.
The Inverse model we choose is the Bayes Hierarchical Model, which is dependent on the
hyperpriors. Because the gamma and inverse gamma is controlled by scaling parameters
and shaping parameters mainly. In the next step, we test the model with different param-
eters(two hyperpriors, we set different levels to test them. In addition, two noise level are
also tested to find dipole sources both in deeper case (Thalamus) and superficial case
(somatosensory). Through the figures and tables about the results of the differences re-
flecting our reconstruction quality, we give out certain proper effects and trends of the
parameters.
Through making the window in the zeffiro, the results of the test are clearly visualized
through group classification. SVM classifier are implemented for detecting the outliers
and predicting the localizations for reference through binarizing the labels (the SVM is
not able to deal with multiple classification problems defaultedly.) [8]. The angle differ-
ences do not rise as the location differences increases. However, it go up highly around
the location difference being zero value. In the location prediction part, more correct pre-
diction is around the zero value location difference and more is at around 50. In the final
section, the data are grouped by scaling parameters, dipole locations, hyperproiors and
noise levels. The main machine learning technique applied is the SVM which is used in
the outlier detection and localization of the sources. The result is the reference of the
inverse model based on clinical data. This oart is also added as a plugin in the zeffiro
GUI.
This work is structured as follows: Chapter 2 illustrates the neurophysiology backgrounds
of our experiment: experimental data of EEG and MEG recorded about right hand finger
stimulation in University of Munster, primary somatosensory cortex, Thalamus, the for-
ward simulation and the IAS algorithm of MAP estimates as inverse problem. The com-
putation tool utilized by us to analyze and visualized the result is called ‘Zeffiro’ which is a
on Matlab. The introduction of the interface for both users and developers are included in
the chapter 4. The example of the visualisation and the reconstructions of the clinic data
and the testing of different parameters of the hyrarchical Bayes model with synthetic data
3are articulated in the chapter 5.In chapter 6, data visualized in group scattering first and
through outlier dectetion with SVM finally predicted by SVM classifier using clinical data.
Furthermore, the results are summarized and with a more conceived discussion, we then
give out the possible directions for future work in the last part as well.
42 NEUROPHYSIOLOGICAL METHODOLOGY
The methodology of the methods utilized in our experiment are described.
2.1 EEG
Of the electric and magnetic field measurements, the history of measuring the bioelectric
field produced by the neurons dates back to the end of 19th century, when Richard Caton
discovered the electric activity of the cerebral cortex investigating rabbits and monkeys.
Measuring the magnetic field is a more recent achievement, since it requires extremely
low measurement noise levels which were for long available only via superconducting
and liquid helium -cooled SQUID sensor (superconducting quantum interference device).
The first successful magnetic field measurement for the brain activity was conducted by
David Cohen in 1968.[13]
An Electroencephalography (EEG), as an electrophysiological monitoring method, record-
ing electrical activity of the brain, is traditionally noninvasive, along with the electrodes
placed on the scalp. EEG measures voltage fluctuations resulting from ionic current
within the neurons of the brain [24]. Under clinical contexts, EEG refers to the record-
ing of the brain’s spontaneous electrical activity over a period of time which is through
multiple electrodes placed along the scalp. [1]
During proteins that pump ions across their membranes are transported by membrane,
neurons are polarized [17]. The brain’s electrical charge is constituted by billions of neu-
rons in the cortices. As constantly exchanging ions with the extracellular conditions,
neurons are to propagate action potentials as well as to maintain resting potential. It is a
common knowledge that ions of similar charge repel each other. If many ions are pushed
out of many neurons at the same time, they will push their neighbors, furtherly pushing
their neighbors, and so on, like forming a wave propagation. This process is the so-called
volume conduction. When the wave of ions gets to the electrodes long the scalp, they
can push or pull electrons in the electrodes. Since the push and pull of electrons is easily
operated by the metal, the difference in push or pull voltages between any two elec-trodes
can be measured by a voltmeter. Recording these voltages over time gives us the EEG
[18].
Derivatives of the EEG technique include evoked potentials(EP), averaging the EEG ac-
tivity time-locked to the presentation of a stimulus (for example, visual, somatosensory, or
5auditory). Event-related potentials (ERPs) refer to time-locked EEG which are averaged
EEG responses to more complicated processing of stimuli; Cognitive psychology, and
psychophysiological researchth apply this technique s frequently [18].
2.2 MEG
To get the source of the electricity activity is quite challenging. The location of the source
is of the most interest as well as the amplitude and direction. Problem encountered is
that where model parameters have to be known in advance(for instances, the hyperprior,
scaling parameter and etc) where the location of the activity have to be estimated from
measured data referred to as inverse problems (in contrast to forward problems [33].
Similar to EEG, the major difficulty is that the inverse problem does not have a unique
solution (i.e.,our reconstructed dipole might be different even with the same data).Instead,
the problem of defining the "best" solution is itself the subject of intensive research [16].
All the solutions can be derived using models with both measured activities and prior
knowledge. And unlike EEG measurements, MEG measurements are not easy to get
from deep sources. MEG measurements are made using magnetic field sensors outside
the head. The sensors are traditionally superconducting SQUIDs which need to pladed
in a liquid helium cooled helmet. The MEG systems are expensive compared to EEG
measurement devices which can be operated in a room temperature. However, compared
to the electric field the magnetic field is less dependent on the conductivity distribution
inside the head. Therefore, MEG source localization is generally possible with less a
detailed head model than in the case of EEG. [12]
2.3 EMEG
Correlated synaptic activity caused by post-synaptic potentials of cortical neurons is usu-
ally reflected by EEG signal. As mentioned in 2.1 and 2.2, EEG and MEG are different
measurements and thus usually are used for recording sources of different properties.In
addition to the difference between superficial and deep sources, the tangential sources
can only be detected by MEG while the normal sources are usually reflected by both EEG
and MEG, as shown in the Figure 2.1 . When it comes to the micro-scale, the correlated
synaptic activity especially expressed by fast action potentials are mostly from the ionic
currents . They may not contribute greatly to the averaged field potentials representing
the EEG [25, 20]. Furthermore, extracelluar ionic currents caused by dentric electrical
activity leading to the scalp electrical potentials are also usually recorded by EEG [6] as-
sociated with intracellular ionic currents [33]. However, EEG signals are not as robust as
MEG to noises. In the complementary way, EEG and MEG are recorded at the same time
to provide complete information for analysis as EMEG.[38]
6Figure 2.1. electrical activity of the neuron measured by EEG and MEG can both be
simulated by the dipoles either tangentially or radially [15].
2.4 Cortex
2.4.1 Primary Somatosensory Cortex
Figure 2.2. The primary somatosensory cortex is the part in green SI [41].
The fingers are a primary tactile sensor and they occupy the biggest area in the pri-
mary somatosensory cortex (S1). Colored in the green in the Figure 2.2, as part of the
somatosensory system, the primary somatosensory cortex is located in the postcentral
gyrus. Broadly,the primary somatosensory cortex is defined to be generally the Broad-
mann areas 3, 1 and 2 while narrowly, considering homogeny with other sensory fields,
only area 3 should be referred to as the excact compartment, recieving the bulk of the
7thalamocortical projections from the sensory input fields [38] and then generates elec-
tricity activities resulting to figure movement as well as in the opposite way, reflecting the
stimulation from finger.
To be more specific, areas 1 and 2 receive dense inputs from BA 3b. An EEG study
has shown that BA 3 is activated by most finger tactile stimulations [23]. Note that the
order of defining the the human brain (S1) consist of Brodmann areas 3, 1, and 2 as the
primary somatosensory cortex is not according to its propagating but as the discovery
order by Brodmann. The area receiving the signal from thalamus is the 3 , and Iit is well
known that it is subdivided into areas 3a and 3b. Among them, occupying the apex of the
postcentral gyrus, BA 3a locates at the bottom of the Central sulcus and followed by BA
3b, BA 1 rear, with BA 2 ending in the bottom of the postcentral sulcus sequentially.BA
3b is then conceived as the primary somatosensory cortex.
2.4.2 Thalamus
Figure 2.3. Thalamus marked by the red array [40].
The constitutional component in the thalamus is basically the large mass of gray matter,
located in the fore-brain (see Figure 2.3). The surface part of the lateral functioning as
the wall of the third ventricle forms the medial compartment of the thalamus and then
connect to the according surface of the opposite thalamus.Between them,the interthala-
mic adhesion exists as the flattened gray band. As for the lateral part of the thalamus,
which is also called the neothalamus, the lateral nuclei, the pulvinar and the medial and
lateral geniculate nuclei takes the important roles[35]. It transfer the sensory signals to
the cerebral cortex, including motor signals from the primary somatosensory cortex and
in addition to muscle control, it is founded to be functioning in regulating consciousness,
sleep and alertness as well.
83 MATHEMATICAL METHODS
3.1 H(div) Forward Simulation
The forward simulation we constructed is based on to predict the electric potential u
in the closed domain 
, which is a volumetric head model, given the symmetric and
positive conductivity tensor  and the primary current field in Jp in 
. The law of the total
charge conservationrJ = 0 and the quasi-static approximation of the electromagnetism
J = Jp   ru together yield the equation [40]
r(ru) = r  Jp in 
 (3.1)
combining the boundary condition (ru) n = 0 on @
 with n denoting the outward point-
ing normal vector. Multiplying the governing partial differential equation and integrating
by parts yields the weak form
 
Z


(r  Jp)v dV =
Z


rurv dV; (3.2)
where dV and dS denote differentials with respect to volume and surface respectively.
The lead field will be calculated in the following two sections in using H(div) conforming
divergence approach .
3.2 EEG Lead Field Matrix
The potential current and primary current density are approximated via uh =
PN
i=1 zi i
and Jhp =
Pk
j=1 xjwj , respectively, where  1, 2,. . . , N are linear nodal basis functions
belonging toH1(
) and w1, w2, . . . , wk 2 H(div) = fwjrw 2 L2(
)g. If
R
(rf)2d
 < inf
then f belongs to H(div). Then connection between the related coordinate vectors, z =
(z1,z2,. . . ,zN ) and x = (x1,x2,. . . ,xN ), is linear
Az = Gx: (3.3)
Here A 2 RNK , G 2 RNK , Ai;j =
R

r j  (r i) dV , and Gi;j =  
R

  i(r  wj) dV .
Given x, z can be obtained by solving the system Az = f with load vector f = Gx and,
9consequently, the EEG lead field matrix is then
L = RA 1G (3.4)
where R is an L x N restriction matrix with ri`i`+1 = 1   1=L, ri`ik =  1=L, if ` = k + 1,
` = L or k = L and ri`ik = 0, otherwise. To determine the lead-field matrix L efficiently,
the matrix H = RTA 1is first computed using iterative solvers for AHT = RT .
3.3 MEG Lead Field Matrix
On the other hand, the magnetic field at the positionsr1, r2,. . . ,rk can be computed via
[35]
skj =
u0
4
Z


wk  rj   rjrj   rj3 dV and vkj =
u0
4
Z


r i  rj   rjrj   rj3 dV ; (3.5)
based on the Biot-Savart (Ampere-Laplace) law
B(rj) =
u0
4
Z


(Jp   ru) rj   rjrj   rj3 dV ; (3.6)
yielding the lead field matrix for the MEG signal, that is
L = S   V A 1G: (3.7)
3.4 IAS MAP estimation algorithm
In the electromagnetic dipole source inverse problem, the goal is to estimate the coeffi-
cient vector x from the observations
y = Lx+ n; (3.8)
where L is either the electric or magnetic lead field matrix and n is noise which is, for
simplicity, assumed to be additive. With the noise being white Gaussian with known
variance 2, we have the likelihood:
(y j x) = exp(  1
22
jjy   Lxjj2) (3.9)
The prior models that are considered as conditionally Gaussian:
prior(x j ) / exp( 1
2
jjD 1=2 xjj2  
1
2
KX
j=1
log j): (3.10)
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Here D is a diagonal matrix, D = diag(1; 2; : : : ; K), and the logarithmic term comes
from normalizing of the prior density by the determinant of D 1=2 .
The posterior density conditional on  is:
(x j y; ) / prior(x j )(yjx) (3.11)
/ exp(  1
22
jjy   Lxjj2   1
2
jjD 1=2 xjj2  
1
2
KX
j=1
log j) (3.12)
Assuming the variance vector  is known and fixed, the maximum a posteriori (MAP)
estimate for x is:
xMAP = argmin(
1
22
jjy   Lxjj2 + 1
2
jjD 1=2 xjj2) (3.13)
which is the classical Tikhonov regularized solution with a penalty defined by the diagonal
matrix D. It is known that the minimizer has close-to-equal entries, i.e., this solution is
smeared out even if the data corresponds to a focal input.
According to [30], the following Iterative Alternating Sequential (IAS) algorithm for com-
puting the MAP estimate, (xMAP ; MAP ) = argmax(x; jy) is used:
1. Initialize  = 0 and set i = 1;
2. Update x via xi = argmaxf(xjy; i 1)g;
3. Update  via i = argmaxf(jy; xi)g;
4. Increase i by one and repeat from 2. until convergence.
Computes the posterior density of the pair (x; ) considering the hyperprior as the gamma
distribution, then
(x j y; ) / exp(  1
22
jjy   Lxjj2   1
2
jjD 1=2 xjj2  
1
0
KX
k=1
k + (   3
2
)
KX
k=1
log k) (3.14)
Consequently, by solving the optimization problem in the IAS MAP estimation algorithm,
we have:
xi = argmin(
1
22
jjy   Lxjj2 + 1
2
jjD 1=2
i 1 xjj2) (3.15)
where i= (120( + (
q
2 +
2x2i
0
))) ,and  =    32 If the inverse gamma distribution is
considered as the hyperprior, then the posterior density of the pair (x; ) is:
(x j y; ) / exp(  1
22
jjy Lxjj2  1
2
jjD 1=2 xjj2 
1
0
KX
k=1
k + ( +
3
2
)
KX
k=1
log k): (3.16)
Again, by solving the optimization problem in the IAS MAP estimation algorithm, we have
:
xi = argmin(jjy   Lxjj2 + 
KX
k=1
(xk)
2
(xk)2 + 20
);  = 42; (3.17)
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where  =  + 32 , and 
i
j = (
1
2
2
j + 0)
3.5 SVM Outlier Detection
Objective: to evaluate the performance of classification via outlier detection utilizing one-
class support vector machines (SVMs) to identify abnormal cases in the domain classified
by the support vector.
Method: empirical evaluation of one-class SVMs on a data set for predicting the , and
comparison with regular SVMs classifier. Its outlier fraction rate is set to be 0.1.
Results: one-class SVMs achieve the ourlier ratio as 0.1003.(Detail result analysis sees
the chapter 4.1.3 )
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4 ZEFFIRO INTERFACE
The interface utilized to analyze and visualize the results of our experiment is called
‘Zeffiro’. The brief description and instruction for both users and developers are described
in this chapter. Similar information can be found online [15].
4.1 General Overview
Zeffiro Interface is an open source software package utilizing the ‘Matlab’ (The Mat-Works
Inc.) environment as a platform. It is designed for the analysis of MEG /EEG/ EMEG sig-
nal. The aim of the interface is to provide easy access to advanced and physiologically
accurate volumetric forward and inverse computations. The interface includes a sufficient
set of well-structured functions that allow users to analyse time series. It includes al-
gorithms for forward and inverse model for a dipole source. More specifically, it utilizes
finite element mesh in forward simulation and IAS MAP estimates and MCMC sampling
in source reconstruction. With Zeffiro Interface, a multilayer volume conductor model can
be constructed if a set of tissue layer surfaces is available. The activity of the brain can
then be reconstructed as a volumetric current distribution restricted to the grey matter of
the brain. The reconstruction can be visualized either in volume or surface mode. Sev-
eral cutting planes can be applied. A time-lapse for the activity can also be generated as
well. If the computer is equipped with a GPU the computation can also be speeded up
for processing large systems.
4.2 The User Perspective
4.2.1 Graphical User Interface
As is shown in the Figure 4.1, the consists of the operation of file, including open and
save; editing of the parameters, including using CPU or not; inverse tools for inverse
problem and help.
The constitution of the whole visualization of the brain can be divided into sensors, five
brain layers (white matter, grey matter, cerebrospinal, skull and sculp), and four detail
layers. Any of them can be visualized separately with setting the parameters, for example,
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Figure 4.1. Zeffiro is graphical front-end Brain Computer Interface developed with MAT-
LAB .
scaling. Each size can also be limited in any axis and the view to be exhibited can be set
with three different plane rotation degrees as well.
The right part downside the visualization window is the button for calculation and some
parameters more precisely determining the visualizibility.
4.2.2 Input Data Structure
The data structure of the input is set to be default as a structure zef with 423 fields (see
Appendix A) which is created in Matlab’s base workspace. Generally, those parameters
and variables for further calculation, for instances, the lead field matrix, measurement
data and reconstruction, can be accessed via such zef structure.
4.2.3 Output of the Zeffiro Functions
The output of the Zeffiro functions are still contained in the zef structure. Some important
var-iables of our interest are as followed:
 The lead field matrix zef.L
 The measurement data zef. Measurements (a matrix or a cell with the number of
rows and equqal to that of zef.L and the time steps in the dataset, respectively)
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 The reconstruction zef.reconstruction(candidate solution for zef.L * zef.reconstruction
= zef.measurements)
Furthermore, the measurements and reconstruction can be visualized through the inter-
face. According to the aim of the process, either the structure of all the variables or any
variable individually can be exported as a mat file separately.
4.3 Analysis Process
The analysis process is described in the Figure 4.2.
Figure 4.2. Analysis process.
4.3.1 Start
User can start the interface by double clicking the file zeffiro_interface.m in the root path
of our package. The zef structure will be created with default values automatically.
4.3.2 Load Data
Data can be loaded in Zeffiro is EEG, MEG and EMEG data in mat form, clicking open
from file. For the computation of lead field matrix, the relevant data with measurement
zef.measurements is required. The solving of the inversion requires the input with lead
field matrix zef.L, measurement zef.measurements, source locations zef.source_positions,
source directions zef.source_directions and the reconstruction zef.reconstruction.
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4.3.3 Forward Models
Setting parameters and visualization options
The parameters can be set in Miscellaneous options dialog box of the edit menu (see
Figure 4.3). Parameters about the preconditioner and soothing effect can be found with
the extra cutting plan and plot visualization setting up. The frame can also be adjusted.
If a faster speed is required, for example, for a large computational system, the GPU can
also be utilized through the setting here. Source model and reconstruction type can also
be altered here.
Figure 4.3. Miscellaneous options dialog box of the edit menu to set the parameters
Create Mesh
After loading the parameters, the user can create an accurate tetrahedral finite element
mesh. The procedure of creating the FE mesh is as followed: The project can be started
by setting the Sensor locations and (magnetometer) orientations together with the points
and triangles of the surface meshes, clicking the corresponding buttons in the main win-
dow. As introduced in the , every layer can be further customized with scaling and rotation
parameters. Any alternatives to the segmentation, will be automatically applied whenever
start the mesh generation process and can be also implemented through clicking the Ap-
ply transform button. Notice that every tissue layer will have its own conductivity value
(Sigma). The segmentation order of the different compartments can be adjusted via the
Prority option.
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Calculate Lead Field
Next, the user can compute the lead field matrix as follows: Firstly, the computation is
started by choosing the lead field type (EEG/MEG) in the Imaging method dropdown list.
Secondly, set the number of sources in the Source count box which is an estimate for
the final number of individual current preserving sources located in the grey matter com-
partment. Usually, the source counts need to be large, for instance, as 0.1M or above,
especially when a high resolution is utilized, in order to reach a sufficient source cover for
the whole grey matter compartment.
Thirdly, the source orientations can be chosen in the Source directions drop-down list to
be either Cartesian or mesh-based. The virtually random orientations of the FE basis
functions will be utilized in the later case. Then click the Lead field button to start the
computation. When the LF source interpolation check box is ticked, the consequent lead
field will then be interpolated to enable visualization of reconstructions. The interpolation
can be started separately through clicking the Source interpolation button when the lead
field matrix is computed as well.
Visualization
The created mesh can be visualized through clicking the Visualize surface button. This
can be done either before or after the calculation of the lead field. The visible check box
is designed for choosing whether or not to show the specific tissue layer. Ticking the
cutting plane check box can add a cutting plane. The drop-down value of Visualization
should be set to  which means that the surface structure of the volume conductor model
is examined.
After the surface segmentation is defined, the user can generate the volumetric FE mesh
through clicking the Volume mesh button. The mesh resolution (tetrahedron size) can
be defined according to the Mesh resolution. If the Mesh smoothing box is checked, the
surfaces can be smoothed in some degree which can increase the smoothness of the
lead field. The larger value the Smoothing strength has, the stronger the smoothing is.
Once the FE mesh has been generated, the conductivity values can be updated through
clicking the Update sigma button.
Finally, the result can be visualized with the Visualize volume button and Visualization
as Sigma. More specifically, when the structure and thickness of the grey and white
matter layer is not of a satisfactory quality, then alternating the Priority of the layers is
recommended. An example of a volumetric mesh is given in Figure 4.4.
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Figure 4.4. Triangular surface meshes cut by a horizontal plan with all the tissue layers
and the electrode visible.
4.3.4 Inverse and Source Reconstruction
Import data
The import of data can be done either through the Inverse tools menu or through directly
giving zef.measurements the value of a dataset. The number of rows in the measurement
array should be consistent with that of the sensors. The number of columns is sup-posed
to be the number od the recorded time steps.
IAS-MAP estimation
First, the user open the IAS MAP Estimation dialog box(see Figure 4.5) and set the
parameters (Sampling frequency, Time interval start, Low-cut frequency, High-cut fre-
quency, FFT time findow and Time step) to match with the dataset and the investigated
frequency range. Choose the desired Data segment.
Next, set the hyperprior (either Gamma or Inverse gamma). Choose Shape parameter
and Scaling parameter for the hyperprior. The former one of these determines the shape
of the hyperprior (the strengths of the outliers) while the latter one sets the initial prior
variance. Note: If the scaling parameter is 1.5 and the gamma hyperprior is used, the
reconstructions will be correspond to the classical Minimum Norm Estimate (MNE) and
Minumum Current Estimate (MCE), when the number of the iteration steps is 1 and larger
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than 1, respectively. Then set the Likelihood STD to match the estimated noise level. This
is relative to Data normalization.
Last, choose the desired number of iterations (the more steps the more focal solution
will be.) And press start. The reconstruction will be computed for each time step in the
dataset.
Figure 4.5. IAS MAP Estimation dialog box.
Hierarchical Bayesian Sampling
Firstly, open the hierarchical Bayesian Sampling dialog box(See Figure 4.6). And set
the ROI (ROI mode, ROI Sphere coordinates and radius, ROI Threshold) to narrow the
dataset.
Next set the parameters as IAS MAP Estimation (Sampling frequency, Time interval
start, Low-cut frequency, High-cut frequency, FFT time window and Time step,hyperprior,
shape parameter and scaling parameter as IAS-MAP. The region of interest can be set
with direction and location coordinate. )
Finally, click the start. The reconstruction will be computed for each time step in the
dataset.
4.3.5 Visualization
Visualize the reconstruction either on the surface segmentation or in the volumetric mesh.
The type of the visualization can be chosen in the Visualization drop-down menu. Exam-
ples of reconstructions can be found in Figures 6.14.
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Figure 4.6. Bayes Hierarchical Sampler dialog box.
Figure 4.7. A reconstruction produced through a single IAS MAP iteration step (0.85 mm
resolution, 35M elements, 6M nodes, 1M sources).
4.3.6 Store image or video
The Snapshot/Movie button lets you print the image/time-lapse of the reconstruction into
a file. The video code to be applied can be defined in the file zeffiro_interface.ini.
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4.4 The Developer’s Perspective
4.4.1 Initiate
The initiation of the Zeffiro is operated in the file ‘zef_unit.m’, including the initialization of
237 variables in all (see Appendix A). The interface window is initialized as: no attached
electrodes, axes box off, not cutting plane, mesh snooting off, no WM sources, refinement
off and no LF source interpolation. The mesh resolution default is set to be 2 while mesh
accuracy is 0.1. The source count is set initially as 50000 with smoothing strength of 1
and solver tolerance of 10-8 . The initial view is on x-y coordination plane. Measurement
value and reconstruction value is initialized as null. Similarly, the input and output of
the lead field is also set as null. Other parameters related to inversion is set initially as
well. For instance, beta is default as 1.5, theta as 0.001, likelihood as 0.01 and iteration
as 25 although the more detailed initiation for the two method, IAS-MAP estimation and
hierarchical bayes sampler, can be found and modified in the files ’zef_init_hb_sampler.m’
and ‘zef_init_ias.m’.
The load and update after the initiation of the Zeffiro is operated through the file ’zef_load.m’
through reading and updating the variables from the initiation.
4.4.2 Visualization
The visualization of the data are operated in the two files ‘plot_meshes.m’ and ‘plot_volume.m’.
4.5 Some Important Functions
4.5.1 fem_mesh.m
There is no input for this function. The output for the function consist of 5 variables: which
are nodes, unrepeated nodes, tetrahedra, index for conductivity and surface triangles of
the tetras.
Creating the tetrahedra is realized by subdividing the cubes constituting the brain. The
specific method utilized to generate the cubes is 3D angle method which is implemented
in the file ‘tetra_in_compartment.m’ . Mesh creating is called at the first stage. On every
surface of the brain, it first create a regular mesh, and check the points one by one
whether it is inside or outside the surface(The points outside the brain has the integral of
product of radial vector and normal vector being approximately zero). Every point inside
the brain will lead to a cube. This segmentation function can be speeded up with GPU.
In the second stage, every generated cube will be subdivided into 4 tetrahedra from the
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vertex of the cube.
4.5.2 ias_iteration.m
There is no input for this function. The output for this function is the z which can is actually
called as reconstruction of the dipole source.
First, it sets the parameter’s value according to the update function. Secondly, it re-
organize the leadfield matrix L from interpolated sets. (Every node is given the value of
the nearest dipole source index.) This calculation can be associated with the GPU as
a powerful calculation tool. Then, it filters the measurements (transforming the temporal
data on time domain to filtered data on frequency domain utilizing short-time Fast Fourier
Transform.) Finally, it iterates the weighted solution of the equation and leadfield matrix
L.
4.5.3 lead_field_eeg_fem.m and lead_field_meg_fem.m
The input of the function includes 7 variables which are: N nodes of three dimensional
coordinates, M elements of four indexes, M conductivities sigma, L electrodes of three
dimensional coordinates, the set of elements that potentially contain source currents (by
default equal to brain_ind), The set of elements that are allowed to contain source cur-
rents, a subset of brain_ind, by default equal to brain_ind) and the additional options, in-
cluding source direction mode, preconditioner type, tolerance of the incomplete Cholesky,
tolerance of the PCG iteration, maximum number of PCG iteration steps, element-wise
source direction mode and permutation of the linear system; The output of the function
are three variables, the lead field matrix, three dimensional coordinated source location
and three dimensional coordinated source directions.
The methodology of calculating the lead field matrix is introduced in the Chapter 2.6. Take
lead_filed_eeg_fem. M as instance. It basically calculates the volume of the elements,
and the finite element basis functions defined on a tetrahedral mesh. Before formulating
G and A matrix, we find the nodes that share a face. Then we get the matrix G and A
according to the method introduced in Chapter 2.6. Finally, we calculated the lead field
matrix for EEG signal according to (3.4). The calculation of the MEG lead field matrix is
similar but according to (3.7).
4.5.4 mcmc_sampler.m
There is no input for this function. The output for this function is the z which can is actually
called as reconstruction of the dipole source.
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The process is similar as the ias_iteration. Only difference is at the last step. Instead
of Iterating the weighted solution of the equation and leadfield matrix L, here we call the
function in the file ‘gibbs_sampler.m’ to sample the posterior. (The restrict of the L before
sampling the posterior is according to the region of interest.)
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5 NUMERICAL EXPERIMENTS
Figure 5.1. Head model exhibited in the sagittal plane of the interface.[40]
As you can see in the Figure 5.1, the six counterparts are: ring: sensors; white, the white
matter; dark grey, grey matter; green, cerebrospinal fluid; light brown, compact skull;
brown, scalp;blue(extra detail 1), spongius bone. And the ring electrodes are modelled
with the complete electrode model[26]. The rings on the left show the positions of the 74
electrodes. The cones on the right show the direction of 271 magnetometers. The head
model utilized in the numerical experiment consists of all together 22 M elements and 3.8
M nodes.
5.1 Clinical Data
To sketch out the head model we use, which contains 6 counterparts, sensors, white
matter, grey matter, cerebrospinal fluid, skull and scalp, we use the Zeffiro to visualize
the EEG(left) and MEG(right) signal data, the model is elaboratedly studied in [9]. To give
an example, the reconstruction of the EEG is in the left of Figure 6.7(see next chapter)
and MEG is the in the right. Because the reconstruction results are sensitive to the
parameters, we thus exhibit the example with the parameters in one example is illustrated
in Table 6.1 (Generally, too large scaling parameter or shape parameter will cause the
diverse of the reconstruction while too small scaling parameter or shape parameter will
make it too hard to find the resolution. The best scaling parameter for inverse gamma
hyperprior is around 10 4 times the one of gamma hyperprior.
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Table 5.1. The parameters for the reconstructions obtained with clinical data.
level
EEG 3 10 12 gamma 0.03
MEG 3 10 8 inverse gamma 0:03
5.2 Synthetic Data
In the further experiment, we conduct three groups of dipole finding for EEG and MEG
data (with resolution of 1mm) both separately and simultaneously. To have a better knowl-
edge of the effects of the parameter, for each type of the data, we put synthetic dipole
at Thalamus with 8 combinations of different scaling parameters(0) and hyperpriors (h)
without ROI, second group of the same 8 combinations with synthetic dipole in Sulcus
without ROI and the last group of 8 same combinations with synthetic dipole at Thalamus
and in sulcus meanwhile with the ROI radius as 50 mm. And the sample size is 50 re-
alizations. The combination of the parameters consists of the scaling parameter chosen
from 10 5 and 10 9, the hyperprior from inverse gamma and gamma, and the noise level
(n) being 0.02 or 0.05, the shape parameter (b) is kept unchanged as 1.5 as you can see
in the following table:
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Table 5.2. The parameters for the reconstructions obtained with synthetic data. In the
location column, t stands for thalamus and s stands for somatosensory.
ID Method location scaling parameter hyperprior noise level figure index
(1) EEG t 10 5 gamma 0.02
(25) MEG
(2) EEG t 10 5 gamma 0.05
(26) MEG
(3) EEG t 10 5 inverse gamma 0.02
(27) MEG
(4) EEG t 10 5 inverse gamma 0.05
(28) MEG
(5) EEG t 10 9 gamma 0.02
(29) MEG
(6) EEG t 10 9 gamma 0.05
30 MEG
(7) EEG t 10 9 inverse gamma 0.02
(31) MEG
(8) EEG t 10 9 inverse gamma 0.05
(32) MEG
(9) EEG s 10 5 gamma 0.02
(33) MEG
(10) EEG s 10 5 gamma 0.05
(34) MEG
(11) EEG s 10 5 inverse gamma 0.02
(35) MEG
(12) EEG s 10 5 inverse gamma 0.05
(36) MEG
(13) EEG s 10 9 gamma 0.02
(37) MEG
(14) EEG s 10 9 gamma 0.05
(38) MEG
(15) EEG s 10 9 inverse gamma 0.02
(39) MEG
(16) EEG s 10 9 inverse gamma 0.05
(40) MEG
(17) EEG t and s 10 5 gamma 0.02
(41) MEG
(18) EEG t and s 10 5 gamma 0.05
(42) MEG
(19) EEG t and s 10 5 inverse gamma 0.02
(43) MEG
(20) EEG t and s 10 5 inverse gamma 0.05
(44) MEG
(21) EEG t and s 10 9 gamma 0.02
(45) MEG
(22) EEG t and s 10 9 gamma 0.05
(46) MEG
(23) EEG t and s 10 9 inverse gamma 0.02
(47) MEG
(24) EEG t and s 10 9 inverse gamma 0.05
(48) MEG
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(1)
h = gamma,
0 = 10
 5 , n = 0:02
(2)
h = gamma,
0 = 10
 5 , n = 0:05
(3)
h = inverse gamma,
0 = 10
 5 , n = 0:02
(4)
h = inverse gamma,
0 = 10
 5 , n = 0:05
(5)
h = gamma,
0 = 10
 9 , n = 0:02
(6)
h = gamma,
0 = 10
 9 , n = 0:05
(7)
h = inverse gamma,
0 = 10
 9 , n = 0:02
(8)
h = inverse gamma,
0 = 10
 9 , n = 0:05
Figure 6.1. Case (A): The EEG reconstruction (red) obtained utilizing the IAS-MAP
method for the synthetic dipole source (cyan) placed at the thalamus of left hemisphere
of the brain.
(9)
h = gamma,
0 = 10
 5 , n = 0:02
(10)
h = gamma,
0 = 10
 5 , n = 0:05
(11)
h = inverse gamma,
0 = 10
 5 , n = 0:02
(12)
h = inverse gamma,
0 = 10
 5 , n = 0:05
(13)
h = gamma,
0 = 10
 9 , n = 0:02
(14)
h = gamma,
0 = 10
 9 , n = 0:05
(15)
h = inverse gamma,
0 = 10
 9 , n = 0:02
(16)
h = inverse gamma,
0 = 10
 9 , n = 0:05
Figure 6.2. Case (B): The EEG reconstruction (red) obtained utilizing the IAS-MAP
method for the synthetic dipole source (cyan) placed at the primary somatosensory cor-
text of left hemisphere of the brain.
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(17)
h = gamma,
0 = 10
 5 , n = 0:02
(18)
h = gamma,
0 = 10
 5 , n = 0:05
(19)
h = inverse gamma,
0 = 10
 5 , n = 0:02
(20)
h = inverse gamma,
0 = 10
 5 , n = 0:05
(21)
h = gamma,
0 = 10
 9 , n = 0:02
(22)
h = gamma,
0 = 10
 9 , n = 0:05
(23)
h = inverse gamma,
0 = 10
 9 , n = 0:02
(24)
h = inverse gamma,
0 = 10
 9 , n = 0:05
Figure 6.3. Case (C): The EEG reconstruction (red) of two synthetic dipole sources
(cyan) obtained placed at the thalamus and primary somatosensory cortext of left hemi-
sphere of the brain.
(25)
h = gamma,
0 = 10
 5 , n = 0:02
(26)
h = gamma,
0 = 10
 5 , n = 0:05
(27)
h = inverse gamma,
0 = 10
 5 , n = 0:02
(28)
h = inverse gamma,
0 = 10
 5 , n = 0:05
(29)
h = gamma,
0 = 10
 9 , n = 0:02
(30)
h = gamma,
0 = 10
 9 , n = 0:05
(31)
h = inverse gamma,
0 = 10
 9 , n = 0:02
(32)
h = inverse gamma,
0 = 10
 9 , n = 0:05
Figure 6.4. Case (D): The MEG reconstruction (red) of a synthetic dipole source (cyan)
obtained placed at the thalamus of left hemisphere of the brain.
6 RESULTS
The results of the numerical experiments can be found in Figures 6.7–6.13 and Table
6.1. The reconstructions obtained with clinical data are shown in 6.7. The results of the
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h = gamma,
0 = 10
 5 , n = 0:02
(34)
h = gamma,
0 = 10
 5 , n = 0:05
(35)
h = inverse gamma,
0 = 10
 5 , n = 0:02
(36)
h = inverse gamma,
0 = 10
 5 , n = 0:05
(37)
h = gamma,
0 = 10
 9 , n = 0:02
(38)
h = gamma,
0 = 10
 9 , n = 0:05
(39)
h = inverse gamma,
0 = 10
 9 , n = 0:02
(40)
h = inverse gamma,
0 = 10
 9 , n = 0:05
Figure 6.5. Case (E): The MEG reconstruction (red) of a synthetic dipole source (cyan)
obtained placed at the primary somatosensory area of left hemisphere of the brain.
(41)
h = gamma,
0 = 10
 5 , n = 0:02
(42)
h = gamma,
0 = 10
 5 , n = 0:05
(43)
h = inverse gamma,
0 = 10
 5 , n = 0:02
(44)
h = inverse gamma,
0 = 10
 5 , n = 0:05
(45)
h = gamma,
0 = 10
 9 , n = 0:02
(46)
h = gamma,
0 = 10
 9 , n = 0:05
(47)
h = inverse gamma,
0 = 10
 9 , n = 0:02
(48)
h = inverse gamma,
0 = 10
 9 , n = 0:05
Figure 6.6. Case (F): The MEG reconstruction (red) of two synthetic dipole sources
(cyan) obtained placed at the thalamus and the primary somatosensory area of left hemi-
sphere of the brain.
29
source localization experiments conducted with synthetic data can be found in Figures
6.1–6.13. Of these, Figures 6.1–6.6 include comparisons between the actual and recon-
structed source locations and orientations, and Figures 6.8–6.13 show the actual numeric
difference distributions as box-plots. The EEG reconstruction differences are illustrated
in Fig:6.8–Fig:6.10 while the MEG resconstruction differences are in the Appendix B.In
each box-plot, from left to right is the position difference in millimeters, angle difference
in degrees and amplitude difference calculated by
Asynthetic
Areconstruction
  1; (6.1)
where A is the amplitude. The mean value of the distribution is marked as the white short
line, and the values between the grey box is from the first quantile to the third quantile.
The whole data are included in the interval marked by Whiskers.
6.1 Clinical Data
Figure 6.7. Reconstruction exhibited in the interface.(The head model still contains
22 M elements and 3.8 M nodes.) The reconstruction of the reconstruction of the
EEG data(shown in the left) is better focalized in the sulcus while the one of the MEG
data(shown in the right) is less focalized and might appear in the irrelevant surface.
The reconstruction of the EEG (left in Figure 6.7) and MEG (right in Figure 6.7) utilizes
the data of finger stimulation. The parameter choices accordingly are gamma hyperprior,
scaling parameter of 10 12 and shape parameter of 3 with resolution of 1mm for the EEG
and inverse gamma hyperprior, scaling parameter of 10 8 and shape parameter of 3 with
resolution of 1mm for the MEG. (Results are cut into the region of interest around 3b). It
can be seen that, the reconstruction of EEG data are more focalized in the sulcus while
that of the MEG appear also partly at the surface of the somatosensory area and less
focalized.
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(1)
h = gamma, 0 = 10 5 , n = 0:02
(2)
h = gamma, 0 = 10 5 , n = 0:05
(3)
h = inverse gamma, 0 = 10 5 , n = 0:02
(4)
h = inverse gamma, 0 = 10 5 , n = 0:05
(5)
h = gamma, 0 = 10 9 , n = 0:02
(6)
h = gamma, 0 = 10 9 , n = 0:05
(7)
h = inverse gamma, 0 = 10 9 , n = 0:02
(8)
h = inverse gamma, 0 = 10 9 , n = 0:05
Figure 6.8. Case (A): Box-plots showing the EEG reconstruction accuracy with respect
to the source position, orientation and magnitude obtained for a single source placed at
the thalamus of the left hemisphere of the brain.
6.2 Synthetic Data
6.2.1 Case (A): EEG, Deep Source
As is shown in the Figure 6.1, for case (A) (deep source), the results obtained with the
scaling parameter of 10 9 are basically better than the those for 10 5 with smaller position
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h = gamma, 0 = 10 5 , n = 0:02
(10)
h = gamma, 0 = 10 5 , n = 0:05
(11)
h = inverse gamma, 0 = 10 5 , n = 0:02
(12)
h = inverse gamma, 0 = 10 5 , n = 0:05
(13)
h = gamma, 0 = 10 9 , n = 0:02
(14)
h = gamma, 0 = 10 9 , n = 0:05
(15)
h = inverse gamma, 0 = 10 9 , n = 0:02
(16)
h = inverse gamma, 0 = 10 9 , n = 0:05
Figure 6.9. Case (B): Box-plots showing the EEG reconstruction accuracy with respect
to the source position, orientation and magnitude obtained for a single source placed at
the primary somatosensory area of the left hemisphere of the brain.
and angle differences. To have a more precise comparison, we can read the results
form figure 6.8. It shows the prominent difference between the synthetic dipole and the
reconstruction separately for position, angle and amplitude. Generally, lower noise level
also gives better results with smaller position, angle and amplitude differences. The
inverse gamma hyperprior works superior to the gamma hyperprior.
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h = gamma, 0 = 10 5 , n = 0:02
(18)
h = gamma, 0 = 10 5 , n = 0:05
(19)
h = inverse gamma, 0 = 10 5 , n = 0:02
(20)
h = inverse gamma, 0 = 10 5 , n = 0:05
(21)
h = gamma, 0 = 10 9 , n = 0:02
(22)
h = gamma, 0 = 10 9 , n = 0:05
(23)
h = inverse gamma, 0 = 10 9 , n = 0:02
(24)
h = inverse gamma, 0 = 10 9 , n = 0:05
Figure 6.10. Case (C): Box-plots showing the EEG reconstruction accuracy with respect
to the source position, orientation and magnitude obtained for two sources placed at the
thalamus and the primary somatosensory area of the left hemisphere of the brain.
6.2.2 Case (B): EEG, Superficial Source
Figures 6.2 and 6.9 show that reversely, for case (B) (superficial source), the results
obtained with scaling parameter of 10 5 are superior to those for 10 9. Similar to the
results obtained for the deep Thalamus source, the lower noise level also gives more
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(25)
h = gamma, 0 = 10 5 , n = 0:02
(26)
h = gamma, 0 = 10 5 , n = 0:05
(27)
h = inverse gamma, 0 = 10 5 , n = 0:02
(28)
h = inverse gamma, 0 = 10 5 , n = 0:05
(29)
h = gamma, 0 = 10 9 , n = 0:02
(30)
h = gamma, 0 = 10 9 , n = 0:05
(31)
h = inverse gamma, 0 = 10 9 , n = 0:02
(32)
h = inverse gamma, 0 = 10 9 , n = 0:05
Figure 6.11. Case (D): Box-plots showing the MEG reconstruction accuracy with respect
to the source position, orientation and magnitude obtained for a single source placed at
the primary somatosensory area of the left hemisphere of the brain.
accurate results with respect to each measured quantity. The inverse gamma hyperprior
gives again superior results compared to the gamma hyperprior.
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(33)
h = gamma, 0 = 10 5 , n = 0:02
(34)
h = gamma, 0 = 10 5 , n = 0:05
(35)
h = inverse gamma, 0 = 10 5 , n = 0:02
(36)
h = inverse gamma, 0 = 10 5 , n = 0:05
(37)
h = gamma, 0 = 10 9 , n = 0:02
(38)
h = gamma, 0 = 10 9 , n = 0:05
(39)
h = inverse gamma, 0 = 10 9 , n = 0:02
(40)
h = inverse gamma, 0 = 10 9 , n = 0:05
Figure 6.12. Case (E): Box-plots showing the MEG reconstruction accuracy with respect
to the source position, orientation and magnitude obtained a single source placed at the
primary somatosensory area of the left hemisphere of the brain.
6.2.3 Case (C): EEG, Deep and Superficial Source
Figures 6.3 and 6.10 show the comparison of the results for the simultanious recon-
struction of two dipole sources placed at the thalamus and the sulcus of the primary
somatosensory cortex EEG data. In general, the differences in angle and amplitude are
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Table 6.1. The best accuracy with smallest differences of EEG and MEG signals in terms
of deep source and the according parameter choices.
Single source Single source Two sources Two sources
Location Angle Location Angle
EEG Low noise 9mm 2.5deg 10.5mm 8deg
High noise 9mm 1.7deg 10mm 8deg
Hyperprior IG G IG G
Scaling small small small large
Rec. (7), (8) (5), (6) (7), (8) (1), (2)
MEG Low noise 21mm 3.1deg 4mm 14deg
High noise 21mm 5.9deg 6mm 18deg
Hyperprior G IG G IG
Scaling large small large small
Rec. (25), (26) (31), (32) (25), (26) (31), (32)
Table 6.2. The best accuracy with smallest differences of EEG and MEG signals in terms
of superficial source and the according parameter choices.
Single source Single source Two sources Two sources
Location Angle Location Angle
EEG Low noise 5mm 5.5deg 4mm 31deg
High noise 6mm 4deg 6mm 38deg
Hyperprior G G / IG G IG
Scaling large large/small large small
Rec. (1), (2) (3), (6) (7), (8) (7), (8)
MEG Low noise 2.3mm 5.3deg 2mm 4deg
High noise 5mm 3.2deg 3mm 4deg
Hyperprior IG IG G IG
Scaling small small small small
Rec. (47), (48) (47), (48) (45), (46) (47), (48)
both augmented significantly. To be more specific, in a mutual comparison between the
cases (A) (B) and (C), the results for (C) differ significantly from (A) and (B), i.e., finding
the two sources separately. For several parameter combinations, the position difference
obtained were larger for the sulcus than for the Thalamus which is an opposite result
compared to single source reconstruction.
6.2.4 Case (D): MEG, Deep Source
Figure 6.4 and 6.11 show the results of the synthetic dipole placed at the thalamus of
left hemisphere brain with MEG signal. Compared to EEG signal, the results with scaling
parameter of scaling parameter of 10 9 are basically better with smaller angle difference
than the those of 10 5 while worse with larger difference position difference. Basically,
the results with lower noise level also gives better results with smaller position, angle
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and amplitude differences (The only exception is the position difference of combination
of the scaling parameter being 10 5, hyperprior being gamma). Regarding to the inverse
gamma and gamma hyperprior, the results are similar which is the inverse gamma gives
smaller angle and amplitude differences.
6.2.5 Case (E): MEG, Superficial Source
According to figure 6.5 The results with lower noise level mainly gives better reconstruc-
tions (The differences of scaling parameter as 10 9, the hyperpior as inverse gamma are
the exceptions). And different from case (B), the inverse gamma hyperprior works worse
than the gamma hyper-prior with larger amplitude differences, better position differences
(Only exception is when the scaling parameter is 10 9, noice level is 0.02 and hyperprior
is inverse gamma).Again, oppositely, the reconstruction is worse with larger angle dif-
ferences for scaling parameter as 10 5 while better with smaller differences for scaling
parameter as 10 9.
6.2.6 Case (F): MEG, Deep and Superficial Source
Figure 6.6 and 6.13 show the comparison of the results for the simultanious reconstruc-
tion of two dipole sources placed at the thalamus and the sulcus of the primary so-
matosensory cortex MEG data. In general, similar to (C), the differences in angle and
amplitude are all augmented significantly compared to single dipole cases. To be more
specific, with the scaling parameter being 10 5, the differences of the position, angle and
amplitude results are as similar as finding the synthetic dipole separately. However, With
the scaling parameter being 10 9, many comparisons turns reversely. Hence, the trend
is more complicated which can not be inducted in simple lines.
6.2.7 Summary
To summarize, the better location accuracy of the dipole is usually at the expense of
the less accuracy of the angle. And the magnitude reconstruction is not well conducted
except that in the deep source (thalamus) in EEG signal. (The magnitude differences are
in the range of 0.1–0.35, according to (1)– (8) ). Especially, the reconstruction in terms of
mag-nitude for MEG basically all failed. (The reconstruction of the amplitude is averagely
100 times of the original amplitude). In generally, the reconstruction in deep source is
better in EEG signal while that in superficial (somatosensory) source is better in MEG.
More specifically, as the table 1 shows, although generally the reconstruction in deep
source is better in EEG signal while that in superficial source is better in MEG signal,
there is one exception occurred in two dipole source about the location differences (Col-
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umn 4 of Table 6.1). In addition, gamma hypoprior works for deep source while inverse
gamma works better for superficial source in location and reverse in angle.(except for the
superficial single dipole in MEG data.) For two sources, the results of the reconstruction
is worse in angle accuracy.
6.3 Result analysis via machine learning
The cleansing of the results data is conducted as the most basic step of data analysis.
Exclusion of the outliers can be done in this processs based on the neuro phyisiological
professional prior knowledge. The transformation of the result data is done by creating the
features in columns by location difference, angle difference, amplitude difference, shape
parameter(beta), hyporprior, noise, location and scaling paramether(theta0). Based on
interest, the scaling parameter and location parameter are created into lables separably.)
The last step is to split the data into training data and test data.
The 48 groups of the EEG and MEG data with total size of 64*50 data are imported to the
last module to be cleaned and utilized for scaling parameter(theta0) suggestion before
the data transformation.
In the preprocessing window (Fig: 6.14) The data transformation included are the z-score
normalization, logarithm transformation to decrease the bias of the data.
According to the result of the data, obtained via MAP estimation, (Left column of Fig:
6.15), at where location difference close to zero, the angle difference is distributed from
0 to 180 mm; At where location difference around 50, the angle difference is in arrange
[0; 100]mm; At where location difference is larger than 150, those have larger location
difference also have larger angle difference. Most good reconstruction with location dif-
ference around 0 belongs to where theta0 is 1e 5 and noise is either 0.02 or 0.05 while
most outliers with both large angle and location differences belong to where theta is 1e 9
and noise is 0.05. The gamma hyperprior gives the best reconstruction with location
difference close to zero. However, the inverse gamma brings the reconstruction with ei-
ther small differences or large differences. For the location result, similarly, the paired
thalumus dipole reconstructions are with either small or large difference while the recon-
structions of the dipole at somatosensory are with differences in the range [0; 100]mm.
The reconstruction for the single dipole both gives the small location differences as well
as large angle differences.
After the preprocessing, including the data cleansing and trasforming, the SVM Outlier
Detection is applied in the window: Fig: 6.16 Among the whole 24 groups of EEG and
MEG data, around 0.1 are detected as the outliers with the boundry at the gradient being
0. Because the theta 0 is not linear separable, the SVM outlier detection divides them
with support vector along the hyperplane.
Usually, SVM classifier is used for binary classification. Here, the lable is binarized first.
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The final results(see Figure:6.16) of the prediction is of the 77.5 percent, showing more
correct dipole location for single source compared to paired ones.
39
(41)
h = gamma, 0 = 10 5 , n = 0:02
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h = gamma, 0 = 10 5 , n = 0:05
(43)
h = inverse gamma, 0 = 10 5 , n = 0:02
(44)
h = inverse gamma, 0 = 10 5 , n = 0:05
(45)
h = gamma, 0 = 10 9 , n = 0:02
(46)
h = gamma, 0 = 10 9 , n = 0:05
(47)
h = inverse gamma, 0 = 10 9 , n = 0:02
(48)
h = inverse gamma, 0 = 10 9 , n = 0:05
Figure 6.13. Case (F): Box-plots showing the MEG reconstruction accuracy with respect
to the source position, orientation and magnitude obtained a single source placed at the
thalamus of the left hemisphere of the brain.
Figure 6.14. Preprocessing of the results
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scaling parameter, data location, data
hyperprior, data noise, data1
Figure 6.15. Scatter plot of the scaling parameter, location. Hyperprior and noise v.s.
location difference and angle difference. Left column is the one with data (64*50)
noise, data1 location prediction, data1
Figure 6.16. Left: SVM Outlier detection. Right: SVM classifier, red stands for single
somatosensory source, green stands for single thalalus source and the blue stands for
pair source.
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7 DISCUSSION
Our research studied the application of Raviart-Thomas-Type (Whitney: divergence con-
forming) source model on EEG and MEG data [27] as the forward simulation. The
conditionally Gaussian hypermodels with hierarchical bayes model for cerebral source
localiza-tion [35] is utilized in the inverse process. In general, all the methods utilized
in solving inverse problems can be divided into two genres: dipole-fitting methods and
distributed source methods. The conditionally Gaussian hypermodel is a traditional dis-
tributed source method. It is also called as Bayesian precondition in other studies about
the inversion of MEG signals. For instances, [28, 7]. IAS is one of the most commonly
used inversion methods because of the better result. According to the test conducted
in the [3], the IAS inversion solver gave the most focal reconstruction compared with
the other three inverse solvers, which are standard MEG solvers, the weighted mini-
mum Norm Estimate (wMNE), the dynamic Statistical Parametric Mapping (dSPM). In
our study, the reconstruction with the IAS method is quite satisfactory as well. With differ-
ent Numerical experiments were conducted first to create the mesh utilizing FEM method
with the 6 six counterparts (sensors, white matter, grey matter, cerebrospinal fluid, skull
and scalp) for the EEG data as introduced in the chapter 5 as a sketchy example, and then
to find the dipole utilizing IAS MAP estimation algorithm for the synthetic dipole placed at
the Thalamus and in the sulcus both separately and simultaneously. In the dipole finding
process, referring the different FEM models [31], different parameters (the scaling param-
eter chosen from 10 5 and 10 9, the hyperprior from inverse gamma and gamma, and
the noise level being 0.02 or 0.05) are tuned, with the reference of [14]. The importance
of hierarchical models for EEG/MEG data dwells on optimizing not just the parameters of
the model (like source activity) but also the priors themselves [39]. We conduct numeric
experiment with this model for EEG and MEG separately. In the real clinical work, the
model to weigh the MEG and EEG signals together to avoid one modality bias of the joint
signal analysis is also a complicated problem [15]. And thus it is also more useful to carry
out EEG and MEG source modeling separately and then combine the results later for
interpretation.
As a further study of the results, we try to get the more inductive regularities of the
parameter’s effect on the accuracy of the finding the synthetic dipole source. Tuning
the parameters for better accuracy for localizing one single dipole source is generally
easier. For EEG data, the same combinations of parameters tends to work better for
deep dipole source (at the thalamus is rather than in the sulcus) while for MEG data, the
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same combinations of parameters tends to work better for superficial dipole source (in
the sulcus rather than at the thalamus). This is in accordance with other results, such
as that the residual in EEG not accounted for by the MEG sources is likely due to radial
(which MEGmay not be able to record) and could be modeled based on the EEG data [2].
Similarly, for both the EEG and MEG data, the smaller scaling parameter (10 9) works
better in finding the deeper dipole source (10 5) while the larger scaling parameter works
better in finding the superficialer dipole source. In addition, it is also apparent that the
enlarge of the noise level has more effect on EEG data than the MEG data. That said,
MEG data is more robust to noisy data than EEG data. This is also consistent with [15],
that what is recorded at the scalp is an attenuated and transformed image of the cortical
sources with the distortion of a stronger influence on EEG than on the MEG because the
cerebrospinal fluid, skull, and skin have different electrical conductivities that affect the
electric fields but have much less influence on the magnetic fields since these tissues
surrounding the brain have constant magnetic permeability.
For tuning the parameters for localizing the two simultaneous dipole sources, it is not as
satisfying as the singe ones. We see that superficial source is more sensitive to noise
when the small scaling parameter is selected for EEG data while for MEG data, the
difference is more obvious for the deeper source. Generally, for the same combination
of the parameters, simultaneous dipoles give out worse accuracy with larger angle and
position differences. Finding EEG dipoles is more similar to finding the single EEG dipoles
while finding MEG dipoles is more changeable and complicated than finding the single
MEG dipoles. However, in a big picture, the hyperpriors work in the same way.
Basically, we can distinsh local and global effects for the differences by position differ-
ences and angle differences respectively. Because the position differences can better
be detected by electrodes (coils) closer to the dipole given the density of the magnetic
field is higher while the angle differences are larger for the electrodes (coils) further to the
dipole given the angle is radiatively larger along the same origin direction. Thus, one of
the hyperprior seems to work better for the local and global effects. The only exception
appeared in the results can be explained in this way well. For a superficial source, the
global effects are suppressed (because of its relatively low magnitude of the measure-
ments is made far from the source compared to the ones made in its vicinity.) Therefore,
the hyperprior gives the best result taking both location and orientation into account.
It is not hard for us to predict the location of the dipole using machine learning techniques.
Recently, many research are conducted suggesting the best location of the dipoles using
machine learning as well. Here, the accuracy is not as high as expected. Improvement
can be done through changing the kernel, implementing different classifiers.
As the analysis depends on the accurate results, it is important to possess proper calcu-
lation power as well. The current interface was found to perform adequately for a large
system. The EEG and MEG data for our experiment are about 1 GB large separately.
The FEM mesh we created in our experiment in forward and inverse model is of 1 mm
resolution 6 compartment, with 2.2M elements, 3.8M nodes and 1M sources.
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Specifically, the generation of the mesh and the calculation for the lead field have to be
aided by the GPU indispensably. In which case, a 4 GB RAM laptop is not sufficient
and the NVIDIA Quadro P6000 instead works well. Therefore, the office is suggested to
be equipped with at least one powerful destktop as mentioned above. After such a large
computation, a laptop is enough for the further inverse problem. Of course, the calculated
lead field or the mesh can be saved as the project mat file on any desktop and be shared
and utilized for further calculation easily. Multiple neuroscientists are able to use and
make further calculation or analyze on the single file on different computers for various
purposes.
Currently, Zeffiro is the only MATLAB toolbox to use GPU assisted FEM method. There
are a couple of other software processing the EEG and MEG data realizing the neuro
imaging. For instances, the DUNERURO is a software with as similar function as Zef-firo
but utilizing C++ language. Brainstorm and Fieldtrip are both published on MATLAB as
well. However, the core of the brainstorm is BEM method, and the Fieldtrip does not have
interface. Moreover, none of them are capable of computing with GPU. Another language
becoming popular which is python can utilize GPU as well. One common used module is
Nilearn which, nevertheless, applies machine learning process on statistical learning.
In the future, there can be more experiment about applying another model on the EEG
and/or MEG data, which is the MCMCmethod on ROI. According to the results in the [10],
to minimize the influence of bias produced by particular algorithm with anecdotal tests,
MCMC was implemented. We can again tune different parameters of that model to see
the effect of them better given the comparison between MCMC and IAS MAP methods. It
is also possible to evaluate the focalization by SNR in the ROI to give a more clear picture
of the results. The data structure of the current Zeffiro can also be changed so that make
the computation faster occupying less memory.
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Table A.1. Structure zef, Part I.
program_path: ’D:\TUT\’ sk_yz_rotation: 0 cp_b: 0 h_edit9009: [1x1 UIControl] h_edit76: [1x1 UIControl]
code_path: ’/m’ sk_xy_rotation: 0 cp_c: 0 h_edit470: [1x1 UIControl] h_edit75: [1x1 UIControl]
h_zeffiro: [1x1 Figure] sk_z_correction: 0 cp_d: 0 h_checkbox407: [1x1 UIControl] h_edit74: [1x1 UIControl]
save_file_path: ’./data/’ sk_y_correction: 0 meshing_accuracy: 0.1000 d4_scaling: 1 h_edit73: [1x1 UIControl]
save_file: ’default_project.mat’ sk_x_correction: 0 on_screen: 0 h_edit429: [1x1 UIControl] h_edit72: [1x1 UIControl]
video_codec: ’70’ c_scaling: 1 import_mode: 0 h_edit428: [1x1 UIControl] h_edit71: [1x1 UIControl]
use_gpu: 1 c_zx_rotation: 0 s_color: [1x3 double] h_edit427: [1x1 UIControl] h_edit70: [1x1 UIControl]
gpu_num: 1 c_yz_rotation: 0 d1_color: [1x3 double] h_edit426: [1x1 UIControl] h_edit65: [1x1 UIControl]
parallel_vectors: 50 c_xy_rotation: 0 d2_color: [1x3 double] h_edit425: [1x1 UIControl] h_pushbutton20: [1x1 UIControl]
h_colorbar: [] c_z_correction: 0 d3_color: [1x3 double] h_edit424: [1x1 UIControl] h_checkbox14: [1x1 UIControl]
location_unit: 1 c_y_correction: 0 d4_color: [1x3 double] h_edit423: [1x1 UIControl] h_checkbox13: [1x1 UIControl]
elevation: 0 c_x_correction: 0 w_color: [1x3 double] h_checkbox401: [1x1 UIControl] h_pushbutton17: [1x1 UIControl]
azimuth: 0 g_scaling: 1 g_color: [1x3 double] h_pushbutton402: [1x1 UIControl] h_pushbutton16: [1x1 UIControl]
axes_visible: 0 g_zx_rotation: 0 c_color: [1x3 double] h_pushbutton401: [1x1 UIControl] h_pushbutton2: [1x1 UIControl]
n_sources: 50000 g_yz_rotation: 0 sk_color: [1x3 double] h_edit_meshing_accuracy: [1x1 UICon-
trol]
h_pushbutton1: [1x1 UIControl]
sc_sigma: 0.4300 g_xy_rotation: 0 sc_color: [1x3 double] h_text_image: [1x1 UIControl] h_pushbutton14: [1x1 UIControl]
sk_sigma: 0.0064 g_z_correction: 0 mesh_smoothing_on: 0 h_text_elements: [1x1 UIControl] h_popupmenu2: [1x1 UIControl]
c_sigma: 1.7900 g_y_correction: 0 wm_sources: 0 h_text_nodes: [1x1 UIControl] h_checkbox11: [1x1 UIControl]
g_sigma: 0.3300 g_x_correction: 0 wm_sources_old: -1 h_edit_cp_d: [1x1 UIControl] h_checkbox10: [1x1 UIControl]
w_sigma: 0.1400 w_scaling: 1 prism_layers: 0 h_edit_cp_c: [1x1 UIControl] h_checkbox9: [1x1 UIControl]
d1_sigma: 0.3300 w_zx_rotation: 0 n_prism_layers: 2 h_edit_cp_b: [1x1 UIControl] h_checkbox8: [1x1 UIControl]
d2_sigma: 0.3300 w_yz_rotation: 0 prism_size: 0.0100 h_edit_cp_a: [1x1 UIControl] h_checkbox7: [1x1 UIControl]
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Table A.2. Structure zef, Part II.
d3_sigma: 0.3300 w_xy_rotation: 0 prisms: [] h_checkbox_cp_on: [1x1 UIControl] h_edit64: [1x1 UIControl]
d4_sigma: 0.3300 w_z_correction: 0 sigma_prisms: [] h_edit9008: [1x1 UIControl] h_edit63: [1x1 UIControl]
mesh_resolution: 2 w_y_correction: 0 refinement_on: 0 h_edit9007: [1x1 UIControl] h_edit62: [1x1 UIControl]
attach_electrodes: 0 w_x_correction: 0 smoothing_strength: 1 h_edit9006: [1x1 UIControl] h_edit61: [1x1 UIControl]
s_visible: 1 s_scaling: 1 smoothing_steps_surf: 15 h_edit9005: [1x1 UIControl] h_edit60: [1x1 UIControl]
s_points: [] s_zx_rotation: 0 smoothing_steps_vol: 1 h_edit9004: [1x1 UIControl] h_edit59: [1x1 UIControl]
s_directions: [] s_yz_rotation: 0 refinement_type: 1 h_edit9003: [1x1 UIControl] h_edit58: [1x1 UIControl]
d1_triangles: [] s_xy_rotation: 0 surface_sources: 0 h_edit9002: [1x1 UIControl] h_edit57: [1x1 UIControl]
d1_points: [] s_z_correction: 0 visualization_type: 1 h_edit9001: [1x1 UIControl] h_edit56: [1x1 UIControl]
d2_triangles: [] s_y_correction: 0 source_interpolation_on: 0 h_pushbutton31: [1x1 UIControl] h_edit55: [1x1 UIControl]
d2_points: [] s_x_correction: 0 measurements: [] h_text3196: [1x1 UIControl] h_edit54: [1x1 UIControl]
d3_triangles: [] imaging_method: 1 reconstruction: [] h_edit370: [1x1 UIControl] h_edit53: [1x1 UIControl]
d3_points: [] d1_on: 0 inv_hyperprior: 1 h_checkbox307: [1x1 UIControl] h_edit52: [1x1 UIControl]
d4_triangles: [] d2_on: 0 inv_beta: 1.5000 h_edit329: [1x1 UIControl] h_edit51: [1x1 UIControl]
d4_points: [] d3_on: 0 inv_theta0: 1.0000e-03 h_edit328: [1x1 UIControl] h_edit50: [1x1 UIControl]
w_triangles: [] d4_on: 0 inv_likelihood_std: 0.0100 h_edit327: [1x1 UIControl] h_edit49: [1x1 UIControl]
w_points: [] sc_on: 0 inv_n_map_iterations: 25 h_edit326: [1x1 UIControl] h_edit48: [1x1 UIControl]
source_direction_mode: 1 sk_on: 0 inv_pcg_tol: 1.0000e-06 h_edit325: [1x1 UIControl] h_edit47: [1x1 UIControl]
sc_visible: 1 c_on: 0 inv_sampling_frequency: 1025 h_edit324: [1x1 UIControl] h_edit46: [1x1 UIControl]
sk_visible: 1 g_on: 0 inv_low_cut_frequency: 7 h_edit323: [1x1 UIControl] h_edit45: [1x1 UIControl]
c_visible: 1 sc_triangles: [] inv_high_cut_frequency: 9 h_checkbox301: [1x1 UIControl] h_edit44: [1x1 UIControl]
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Table A.3. Structure zef, Part III.
g_visible: 1 sc_points: [] inv_data_segment: 1 h_pushbutton302: [1x1 UIControl] h_edit36: [1x1 UIControl]
w_visible: 1 sk_triangles: [] source_interpolation_ind: [] h_pushbutton301: [1x1 UIControl] h_edit35: [1x1 UIControl]
d1_visible: 1 sk_points: [] cp2_on: 0 h_text2196: [1x1 UIControl] h_edit34: [1x1 UIControl]
d2_visible: 1 c_triangles: [] cp2_a: 1 h_text1196: [1x1 UIControl] h_edit33: [1x1 UIControl]
d3_visible: 1 c_points: [] cp2_b: 0 h_edit270: [1x1 UIControl] h_edit32: [1x1 UIControl]
d4_visible: 1 g_triangles: [] cp2_c: 0 h_edit170: [1x1 UIControl] h_edit31: [1x1 UIControl]
d1_scaling: 1 g_points: [] cp2_d: 0 h_checkbox207: [1x1 UIControl] h_edit30: [1x1 UIControl]
d2_scaling: 1 sensors: [] cp3_on: 0 h_checkbox107: [1x1 UIControl] h_edit29: [1x1 UIControl]
d3_scaling: 1 reuna_p: {} cp3_a: 1 h_edit229: [1x1 UIControl] h_edit28: [1x1 UIControl]
sc_scaling: 1 reuna_t: {} cp3_b: 0 h_edit228: [1x1 UIControl] h_edit27: [1x1 UIControl]
d1_zx_rotation: 0 nodes: [] cp3_c: 0 h_edit227: [1x1 UIControl] h_edit26: [1x1 UIControl]
d1_yz_rotation: 0 tetra: [] cp3_d: 0 h_edit226: [1x1 UIControl] h_edit25: [1x1 UIControl]
d1_xy_rotation: 0 w_on: 0 inv_dynamic_range: 1000000 h_edit225: [1x1 UIControl] h_edit24: [1x1 UIControl]
d1_z_correction: 0 cam_va: 10 inv_scale: 2 h_edit224: [1x1 UIControl] h_edit23: [1x1 UIControl]
d1_y_correction: 0 preconditioner: 1 inv_colormap: 1 h_edit223: [1x1 UIControl] h_edit15: [1x1 UIControl]
d1_x_correction: 0 solver_tolerance: 1.0000e-08 layer_transparency: 1 h_edit129: [1x1 UIControl] h_edit14: [1x1 UIControl]
d2_zx_rotation: 0 preconditioner_tolerance: 1.0000e-03 meshing_threshold: 0.5000 h_edit128: [1x1 UIControl] h_edit13: [1x1 UIControl]
d2_yz_rotation: 0 sigma_ind: [] clear_axes1: 1 h_edit127: [1x1 UIControl] h_edit12: [1x1 UIControl]
d2_xy_rotation: 0 sigma: [] normalize_data: 1 h_edit126: [1x1 UIControl] h_edit7: [1x1 UIControl]
d2_z_correction: 0 sigma_vec: [] cp_mode: 1 h_edit125: [1x1 UIControl] h_edit6: [1x1 UIControl]
d2_y_correction: 0 sigma_mod: 0 inv_time_1: 0 h_edit124: [1x1 UIControl] h_edit3: [1x1 UIControl]
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Table A.4. Structure zef, Part IV.
d2_x_correction: 0 sensors_attached_volume: [] inv_time_2: 0 h_edit123: [1x1 UIControl] h_popupmenu1: [1x1 UIControl]
d3_zx_rotation: 0 surface_triangles: [] inv_time_3: 0 h_checkbox201: [1x1 UIControl] h_checkbox5: [1x1 UIControl]
d3_yz_rotation: 0 n_sources_mod: 0 number_of_frames: 1 h_checkbox101: [1x1 UIControl] h_checkbox4: [1x1 UIControl]
d3_xy_rotation: 0 n_sources_old: 50000 frame_start: 0 h_pushbutton202: [1x1 UIControl] h_checkbox3: [1x1 UIControl]
d3_z_correction: 0 location_unit_current: 1 frame_stop: 0 h_pushbutton201: [1x1 UIControl] h_checkbox2: [1x1 UIControl]
d3_y_correction: 0 L: [] frame_step: 1 h_pushbutton102: [1x1 UIControl] h_pushbutton10: [1x1 UIControl]
d3_x_correction: 0 source_positions: [] orbit_1: 0 h_pushbutton101: [1x1 UIControl] h_pushbutton9: [1x1 UIControl]
d4_zx_rotation: 0 source_directions: [] orbit_2: 0 h_pushbutton23: [1x1 UIControl] h_pushbutton8: [1x1 UIControl]
d4_yz_rotation: 0 brain_ind: [] non_source_ind: [] h_edit82: [1x1 UIControl] h_pushbutton7: [1x1 UIControl]
d4_xy_rotation: 0 source_ind: [] source_model: 2 h_pushbutton22: [1x1 UIControl] h_pushbutton6: [1x1 UIControl]
d4_z_correction: 0 w_priority: 5 use_depth_electrodes: 0 h_popupmenu6: [1x1 UIControl] h_pushbutton5: [1x1 UIControl]
d4_y_correction: 0 g_priority: 4 h_interpolate: [1x1 UIControl] h_edit81: [1x1 UIControl] h_pushbutton4: [1x1 UIControl]
d4_x_correction: 0 c_priority: 3 h_source_interpolation_on: [1x1 UICon-
trol]
h_edit80: [1x1 UIControl] h_pushbutton3: [1x1 UIControl]
sc_zx_rotation: 0 sk_priority: 2 h_visualization_type: [1x1 UIControl] h_text200: [1x1 UIControl] h_checkbox1: [1x1 UIControl]
sc_yz_rotation: 0 sc_priority: 1 h_smoothing_strength: [1x1 UIControl] h_text199: [1x1 UIControl] aux_handle_vec: [158x1 UIControl]
sc_xy_rotation: 0 d1_priority: 9 h_refinement_on: [1x1 UIControl] h_text198: [1x1 UIControl] h_axes2: [1x1 Axes]
sc_z_correction: 0 d2_priority: 8 h_wm_sources: [1x1 UIControl] h_text197: [1x1 UIControl] h_axes1: [1x1 Axes]
sc_y_correction: 0 d3_priority: 7 h_checkbox_mesh . . . _smoothing_on:
[1x1 UIControl]
h_text196: [1x1 UIControl] h: [1x1 UIControl]
sc_x_correction: 0 d4_priority: 6 h_checkbox17: [1x1 UIControl] h_checkbox16: [1x1 UIControl] enable_str: ’off’
sk_scaling: 1 cp_on: 0 h_pushbutton34: [1x1 UIControl] h_pushbutton21: [1x1 UIControl]
sk_zx_rotation: 0 cp_a: 1 h_text4196: [1x1 UIControl] h_checkbox15: [1x1 UIControl]
