Abstract
INTRODUCTION
By the end of 199Os, most new application-specific integrated circuit (ASIC) designs are incorporated both digital and analog functionality.
Most critical applications for such ASIC consumer products, such as network control, mobile communications, data conversion, speech recognition, etc. rely on a core of analog circuitry. However, the continuing lack of mature analog EDA tools is a bottleneck in the design process, whch hinders the pace of mixed-signal ASICs. Although design automation for analog integrated circuits has gained momentum in recent years[ 1-51, more attention should be paid to this subject in the near future. There are some embryonic systems for analog synthesis , which can be classified into ad hoc rulebased [ 1, 2] , compiler-based [3] , and symbolic [4, 5] methods. But they are for traditional two-stage operational amplifiers, and can not deal with general analog circuits, especially multi-terminal analog circuits. It is well known that the behavioral model of a multi-terminal analog circuit can be written in terms of the following state space equations[6], Where, Q is the state vector, X and Y are input and output vectors. All of them are circuit variables such as node voltages and branch currents. f and g are functions that specify the behavior of the circuit.
Q can be derived from Q through a set of integrators, thus the description of (1) can be structurally realized from the block diagram shown in Fig.-1 , and the critical aspect is the functionality synthesis, the realizationof f and g. E.S. Sinencio et al. employ Operational Transconductance Amplifiers (OTAs) to approximate linear, rational, etc., functions [7] . There are also some analog solutions based on piece wise-linear approximations [8] . Although such approaches have proved quite effective when facing some special problem, they can not be generally applied to some rather complex functions.
In this paper, a universal SA-based approach to nonlinear function approximation and an analog circuit structure are proposed, which can be easily realized by squaring cells 191 and current mirrors. 
An Improved Simulated Annealing
Algorithm Given the base function set, problem (3) can be solved by nonlinear programming method such as NpSOL[ 121, while better solutions are achieved with SA [13] at the cost of expensive computation time. We prefer SA to NPSOL by virtue of the SA's global convergence. In general, F (c' ) is selected as the SA's energy function E ( E ) . As we just mentioned earlier, SA falls short in spending more computational cost, it is very important to reduce SA's computational cost with no harm to its global convergence.
It is well known that the probabilty of a move with positive energy increment damps exponentially as the annealing procedure cooling down, and c', the molecule can not jump out of the valley of the energy function at lower temperatures. In another words, the global convergence of SA is achieved in earlier iterations at hot temperatures. On the other hand, random movements of at lower temperatures waste a lot of time but give little benefit to its global convergence. In fact, employing definite optimization method such as the steepest descendent algorithm will siguficantly mitigate the computational cost of SA, and does little harm to its global convergence. Our improved SA employ A4 molecule ?("'), m = 1, 2, ..., M, to improve the computational efficiency and to garentee the convergency of SA. We treat all these molecule as SA does when the annealing tempeartuer is above the the critical temperature T, , but start the steepest descendent iteration from "initial point" Here we take the following simple formulae to set 2 I ,
AS 2 is the center of all the M molecule at the critical temperatuer, it must be in the same engergy valley with the global optimal point if and only if the critical temperatuer is much lower than the initial annealing temperature, and 2 is a pretty good guess to the global optimal point, which makes the steepest decendent algorithm moves quikly to the global optimal point.
REALIZATION OF FUNCTIONAL SYNTHESIS
Having captured the solution of problem (3) by the improved SA, the linear combination of base functions in (2) can be carried out by the circuit shown in Fig.4 , where Ci = ci I aF and the connection rule is, 
EXAMPLE-2:
Another example is to synthesis a voltage converter with the transfer characteristic shown in Fig.-6 . With N=4, the maximum absolute approximation is less than 0.9 percent. To veIlfy the validity of the proposed method, the performance of the synthesized circuit (with 2K.Q resistance load) is analysized by SPICE. To make a clear comparison the simulated result is also drawn in Fig-6 . It is shown that a very fine approximation has been obtained.
A VO", -Simulated by SPICE 
CONCLUSIONS
In this paper, a functional synthesis methodology of analog circuits is described. Two aspects, the SA-based nonlinear function approximation and its realization by BJT or MOS circuits, are discussed in detail. The improved SA is more efficient than the normal SA. Synthesis examples, verified by SPICE, have proved the validity of the proposed method, too.
The limitation of the base function (4) lies in needing too many fundamental blocks in synthesizing circuits with sharp or steep transfer curves, e.g. comparators. To solve this problem, our analog synthesizer provides several base function sets to meet different necessities.
