Abstract. Motivated by the Poisson equation for the fractional Laplacian on the whole space with radial right hand side, we study global Hölder and Schauder estimates for a fractional Bessel equation. Our methods stand on the so-called semigroup language. Indeed, by using the solution to the Bessel heat equation we derive pointwise formulas for the fractional operators. Appropriate Hölder spaces, which can be seen as Campanato-type spaces, are characterized through Bessel harmonic extensions and fractional Carleson measures. From here the regularity estimates for the fractional Bessel equations follow. In particular, we obtain regularity estimates for radial solutions to the fractional Laplacian.
Introduction
In this paper we analyze solutions to the fractional nonlocal Bessel equation We are interested in solutions to (1.1) when f belongs to the natural Hölder classes adapted to the problem. We say that a continuous function f on R + is in C α + , 0 < α < 1, whenever the norm
is finite. When α = 1 we write f ∈ Lip + . It turns out that this is the appropriate Hölder space to look for solutions to (1.1). To establish our regularity result we set λ := min{λ, 1}, and define Theorem A (Schauder and Hölder estimates). Let λ > 0, 0 < σ < 1 and 0 < α < 1. with radial right hand side G(X) = φ(|X|), X ∈ R N .
In the local case σ = 1, a classical computation with polar coordinates shows that U must be a radial function U (X) = ψ(x), for x = |X|, verifying
On the other hand, we can apply the Fourier transform to the equation. If U is radial, then its Fourier transform is also a radial function, and (1.5) with σ = 1 becomes
where H λ = x −λ • h λ • x λ , and 2λ = N − 1, see [20, p. 430] . Hence, the multiplier of the radial Laplacian with respect to the H λ -transform is x 2 . Now, when 0 < σ < 1, the same reasoning with the Fourier transform gives that (1.5) is equivalent to , where u is a solution to (1.1), is a radial solution to the Poisson problem (1.5) with G(X) = |X| −λ f (|X|). Therefore, the fractional nonlocal Bessel problem (1.1) is a generalization to all λ > 0 of the Poisson problem for the fractional Laplacian with radial right hand side via the conjugacy with x ±λ as in (1.7). Directly from Theorem A we obtain the following Schauder estimate for radial solutions to (1.5).
Corollary B (Radial solutions to the fractional Laplacian). Let U be a solution to (1.5) with G(X) = φ(|X|) and 2λ = N − 1. If x λ φ is in the space C α + defined above and α + 2σ < λ, then U (X) = ψ(|X|), for some function ψ such that x λ ψ ∈ C α+2σ +
, and
We point out that the fractional Laplacian on radial functions was already studied in [10] . There a pointwise formula was obtained. The computation in [10] is based on applying polar coordinates to the formula
In view of the underlying relation between (1.1) and the radial solutions to (1.5), a natural question is to get a pointwise formula for ∆ σ λ u(x). By our previous remarks, the pointwise formulas in [10] apply to the fractional operator in (1.6) for the case 2λ = N − 1. Thus, we could arrive to a pointwise formula for our operator ∆ σ λ passing through the conjugacy identity (1.7). Nevertheless, here we obtain a pointwise formula for ∆ σ λ u(x) for all values of the parameter λ > 0. Our method relies on the so-called semigroup language approach. We believe it is interesting in its own right and can be applied to any operator having a heat kernel. When considering the heat equation on R N with radial data and the conjugacy with x ±λ as in (1.7) we are led to the Bessel heat equation
(1.8) w t + ∆ λ w = 0, for x ∈ R + , t > 0; w(x, 0) = f (x), for x ∈ R + .
It is well-known that we can write (1.9) w(x, t) ≡ W It is well known that the fractional Laplacian on R N can be characterized by the Caffarelli-Silvestre extension problem, see [7] . We would like to remark here that the fractional Bessel operator ∆ σ λ satisfies the same type of characterization. Indeed, this is a direct corollary of the extension result for nonnegative selfadjoint operators of [24] . Let f be in the domain of ∆ Therefore, the fractional Bessel operator, which is a nonlocal operator, can be seen as the Dirichletto-Neumann map for a local degenerate elliptic equation in one more variable. Furthermore, the extension u is obtained by integrating in time the Bessel heat extension of f . There are other equivalent expressions of u that involve the solution of the Bessel wave equation, see [12, Theorem 1.3] . Using the extension problem and the ideas of Caffarelli and Silvestre in [7] , the interior Harnack's inequality for ∆ Moreover, f is Hölder continuous in I . For the proof of this result see [26, Theorem A] . These extension techniques can also be applied in different contexts, for instance, to prove Harnack's inequality for fractional sub-Laplacians in Carnot groups, see [9] .
To close this introduction, let us explain how we are going to prove Theorem A. There are at least two ways of proceeding. The first one is to use the pointwise formulas for the operators ∆ ±σ λ and estimate the corresponding integrals. This is the method used in [18, 19] for the fractional Laplacian and in [25] for the fractional harmonic oscillator. The second one is to use a characterization of the Hölder spaces C α + that permits to use the spectral formulas for the operators ∆ ±σ λ in a direct way.
The characterization involves the Poisson semigroup as in [21, Chapter 5] . This idea was applied in [15] for fractional powers of Schrödinger operators −∆ + V , with V ≥ 0 in the reverse Hölder class, and in [16] for the fractional Laplacian on the torus. In this paper we will apply the second method.
The starting point is to study the Bessel harmonic extension problem in C α + , namely, solutions to
It is well known that v = P λ t f is given by the Poisson semigroup associated to ∆ λ . In fact, when f ∈ L p (R + ), the function v can be written through the classical Bochner subordination formula, see [22, pp. 46-47] . In Section 3 we analyze (1.11) for f in C α + and we also give necessary estimates for the Poisson kernel.
The second step consists in describing the spaces C α + in terms of P λ t . In Theorem 4.7 we show, among other characterizations, that a function f is in C α + , 0 < α < 1, if and only if
for some constant C and all β such that min{β, λ} > α. Here ∂ β t , β > 0, is the fractional derivative as defined by C. Segovia and R. L. Wheeden in [17] , see (3.4) below. Notice that ∂ β t coincides with the usual derivative when β is a positive integer.
Finally, Theorem A will be proved by using (1.12) and the identities
All the results and methods used in this paper open the way to more problems in PDEs and Harmonic and Functional Analysis. A particularly interesting problem is to show the boundary Harnack's inequality for ∆ σ λ by using the ideas in [7] (see [16] for the case of the fractional Laplacian on the torus). Since the heat kernel of the Bessel operator in (1.6) is also available, the semigroup approach we use here could also be applied to obtain a generalization to all λ > 0 of the pointwise formula of [10] . As for questions arising from Theorem 4.7, notice that in Section 4.1 we need to introduce an atomic Hardy space H p (R + ) associated to the Bessel operator whose dual is C α
+ . An open question is the characterization of this new H p (R + ) space by using Bessel-heat or Bessel-Poisson maximal operators, or Bessel-Riesz transforms.
The paper is organized as follows. In Section 2 we give the pointwise integro-differential formula for ∆ σ λ u(x) and, as a corollary, we study the pointwise limits of ∆ Throughout this paper by C and c we always denote positive constants that may change in each occurrence. Without mentioning it, we will repeatedly apply the inequality
Pointwise formula for the fractional Bessel operator
As we pointed out in the introduction, the Hankel transform given in (2.1) below plays for the Bessel operator ∆ λ on R + the same role as the Fourier transform for the Laplacian −∆ on R N . For a function u ∈ L 1 (R + ), the Hankel transform h λ is defined by
Here J ν is the usual Bessel function. It is known that h λ can be extended as an isometry on L 2 (R + ) with h −1 λ = h λ , see [29] for this and more properties. We need the parallel of the Schwartz space of test functions S. The natural space of test functions for h λ is the set S λ , which consists of all those smooth functions φ on R + such that, for every m, k ∈ N 0 ,
Observe that we ask for the function x −λ φ(x) to have all its "derivatives" (
Remark 2.1. It follows through an induction argument that all the usual derivatives of φ ∈ S λ have rapid decay at infinity, that is,
Nevertheless, their derivatives φ (k) may not be bounded at x = 0 for every λ > 0. By computing (
we readily see that
as soon as λ ≥ 1 and we choose m ≥ λ + 1. Developing (
whenever λ ≥ 2 and m ≥ λ + 2.
If S λ is endowed with the topology induced by the set of seminorms {γ m,k } m,k∈N0 above, then it becomes a Fréchet space and the Hankel transform h λ of (2.1) is an automorphism of S λ , see [29, Lemma 8] 
, the space of smooth functions with compact support on R + . The dual space of S λ is denoted by S λ and the Hankel transformation is defined on it by transposition.
For every test function φ ∈ S λ , ∆ λ φ = h λ x 2 h λ φ , see [29, (12) ]. By the isometry property of h λ on L 2 (R + ), we can extend the definition of ∆ λ as a positive and selfadjoint operator via (1.2), that we still denote by ∆ λ , in the domain
The Bessel heat-diffusion equation (1.8) can then be solved with the Hankel transform:
It is known that the semigroup W λ t is an integral operator as in (1.9). The Bessel heat kernel is
2 )/(4t) , x, y ∈ R + , t > 0, where I ν is the modified Bessel function of the first kind and order ν, see [28, §13.31(1) ]. Using this kernel it can be seen that (1.9) is the classical solution of the equation in (
, for 1 < p < ∞, see [6, Theorem 2.1 and Remark 3.2]. We set, for x ∈ R + , t > 0,
Note that if φ ∈ S λ then ∆ σ λ φ ∈ C ∞ (R + ) but not necessarily ∆ σ λ φ ∈ S λ because we cannot guarantee that ∆ σ λ φ decays rapidly at infinity. Using the identity
in the definition above, Fubini's theorem (note that the function √ zJ ν (z) is bounded on R + for every ν > −1/2) and (2.2) we see that (1.10) is valid by replacing u by every φ ∈ S λ and x ∈ R + .
The idea to obtain the pointwise formula for ∆ σ λ φ(x) is to write down the heat kernel in (1.10) and to apply Fubini's theorem. To pass to more general Hölder continuous functions u we will use an approximation argument.
and the function
Then both integrals above are absolutely convergent,
. Moreover, the following assertions are true.
(1) Let 0 < σ < 1/2 and λ ≥ 1. If u ∈ C α + , with 0 < 2σ < α < 1, or u ∈ Lip + when α = 1, then ∆ σ λ u is a continuous function on R + given by
where the integral is absolutely convergent. (2) Let 1/2 ≤ σ < 1 and λ ≥ 2. If u is continuous on [0, ∞) and it has a derivative u ∈ C α + , with 0 ≤ 2σ − 1 < α < 1, or u ∈ Lip + when α = 1, then ∆ σ λ u is a continuous function on R + given by
To prove this result we need some properties of the Bessel function I ν , ν > −1, that appears in the Bessel heat kernel. See [14, pp. 108, 123 , 110] for the following:
By taking into account (2.8) and (2.9) we obtain that for x, y ∈ R + , t > 0,
2 )/(4t) , when xy 2t
From here we readily deduce that
2 /(4t) , x ∈ R, t > 0, is the Gauss-Weierstrass kernel for the classical heat semigroup on the real line W t f (x), f ∈ L 2 (R). From (2.9) we deduce that,
Notice that for x ∈ R and t > 0, Proof. The first one is an immediate consequence of (2.13) and the change of variables r = |x−y|
For (2.5), observe that we can write
Let us estimate the second term:
As for the first term, from (2.13) and (2.14) it follows that
By proceeding similarly,
Putting together the estimates above we get (2.5).
Now we prove the continuity of B λ σ in R + . Let x 0 ∈ R + . We have that
Indeed, the first equality follows from the dominated convergence theorem because the integral is absolutely convergent, see Theorem 2.2 and the proof of Lemma 2.3. The second one is true provided that W λ t 1 is a continuous function in x 0 . To see this last fact, we proceed by taking limits as above. From the definition (2.3), W λ t (·, y) is continuous for every t, y ∈ R + . Moreover, for every a > 0, and application of (2.13) leads to
and g t ∈ L 1 (0, ∞), for every t ∈ R + .
Next we get the pointwise formulas for test functions.
Proposition 2.4. Let φ ∈ S λ . Then, for every x ∈ R + , (1.10) holds when φ replaces u. Furthermore, the pointwise formulas (2.6) and (2.7) of Theorem 2.2 are valid for φ in place of u and without any restriction on λ > 0.
Proof. As it was explained prior to Theorem 2.2, (1.10) is true when φ replaces u and every x ∈ R + . For the second part of the proposition, fix any λ > 0 and x ∈ R + . Assume that 0 < σ < 1/2. According to (1.10) and (1.9) we can write
Let us see that the first integral is absolutely convergent. By using (2.13), the second part in (2.15), the mean value theorem and the facts that φ is bounded (see Remark 2.1) and φ -being smooth-is bounded in a neighborhood of x,
The last integral is finite because 2σ < 1. Hence, by Fubini's theorem the result follows with K λ σ (x, y) as in the statement.
Suppose now that 1/2 ≤ σ < 1. We extend the domain of definition of φ ∈ S λ to the whole line by putting φ(z) ≡ 0 for z ≤ 0, and we call this new function φ 0 (z). We also set W λ t (x, y) ≡ 0 for y ≤ 0. Let us add and subtract W t φ 0 (x) in (1.10) (with φ replacing u) to get,
Since φ is a bounded function on R + , by writing down the semigroups with their respective kernels and proceeding as with A 1 (x) in the proof of Lemma 2.3 above we get that the first integral is absolutely convergent and, moreover, it is bounded by C/x 2σ . Also, by taking into account Taylor's formula for φ around x ∈ R + (see for example [18, p. 9] and [24, Lemma 5 
We remark that in order to apply Taylor's formula above we only need φ to be bounded in a small neighborhood of x, which in this case is true because φ is smooth. Hence, with this and Fubini's theorem we conclude that
In the last identity we use that the double integral defining B λ σ (x) is absolutely convergent (see the proof of Lemma 2.3).
Remark 2.5. By using Taylor's formula we can replace the principal value in the integral of (2.7) by an absolutely convergent integral. For 1/2 ≤ σ < 1 and φ ∈ S λ we can write 
As in (2.5), it can be checked (see the proof in Section 6) that
We would like to define ∆ σ λ in the space of distributions S λ , but this is not possible because, as we show in Lemma 2.6 below, the operator ∆ σ λ does not preserve the class S λ . What we can prove is that ∆ σ λ : S λ → S σ , where the space S σ is constituted by all those continuous functions ϕ on R + such that γ σ (ϕ) = sup
The dual space of the normed space (S σ , γ σ ) is denoted by S σ .
Lemma 2.6. Let 0 < σ < 1. Assume that λ ≥ 1 when 0 < σ < 1/2 and that λ ≥ 2 when 1/2 ≤ σ < 1.
Proof. We just show the proof for 0 < σ < 1/2. The case 1/2 ≤ σ < 1 is completely analogous in view of Remark 2.5. Let φ ∈ S λ . We need to estimate the two terms in the formula for ∆ σ λ φ of Theorem 2.2 (see Proposition 2.4). For the multiplicative term, by (2.5) it follows that
for some m ∈ N large enough. Here we have taken into account that λ ≥ 1 > 2σ. It remains to consider the integral term. By applying (2.4) it is enough to see that
Let us distinguish two cases. The first one is when 0 < x ≤ 2. Then, since φ is bounded (because λ ≥ 1, see Remark 2.1) and φ is bounded, we can use the mean value theorem to bound the integral in (2.17) by
Suppose now that x > 2. If |x − y| < 1, then y > x/2. Observe that if in this case we also have y < x then, by the mean value theorem and reasoning as in Remark 2.1,
for a sufficiently large m; while if y ≥ x then, as above,
By using these two estimates we see that, when x > 2,
On the other hand, since for y < x/2 we have x − y > x/2, we can estimate
as soon as m ∈ N and m ≥ 1 + 2σ + λ. Hence (2.17) holds.
We do not need the most abstract and general definition of ∆ σ λ because we work with Hölder continuous functions. Consider the space L σ as defined in (1.4). If u ∈ L σ , then clearly u defines an element T u of S σ by
To simplify the notation we make the identification u ≡ T u .
Proof of Theorem 2.2. Suppose that u ∈ C α + , for 0 < 2σ < α < 1, or that u ∈ Lip + when α = 1 . For every j ∈ N, we define the function
where u o represents the odd extension of u to the real line, and ξ j ∈ C ∞ c (R + ) is such that 0 ≤ ξ j ≤ 1 and
Since u ∈ L σ we have that
Moreover, it is clear that
The family {φ j } j∈N converges uniformly to u on compact sets of R + as j → ∞, and it also converges to u in L σ . In fact, if ||| · ||| denotes the supremum over a compact set of R + or the norm in L σ , then we have (2.18)
because u o is in C α (R) (or in Lip(R)) (see Lemma 4.4 below). Moreover, as a consequence of Lemma 2.6 and by transposition
uniformly on compact sets of R + . Indeed, let Q be a compact subset of R + and ε > 0. There exist ∈ N and C > 1, such that Q ⊂ [2 − , ] and, for every j ≥ + 1,
Now, according to (2.4) we fix 0 < δ < 2 − −1 verifying
Then, for every j ≥ + 1, we have that
On the other hand, by taking into account again (2.4), we get
for all x ∈ Q, provided that j is large enough. Thus (2.20) is proved. Finally, from estimate (2.5), φ j B λ σ converges uniformly to uB λ σ on compact sets of R + as j → ∞. On the other hand, by proceeding as above, we can obtain
Therefore, the function
defines an element of S λ . Hence, by the uniqueness of the limits, (2.19) and (2.20) together with Proposition 2.4, we conclude that the pointwise formula (2.6) holds for u ∈ C α + ∩L σ (or u ∈ Lip + ∩L σ ). Furthermore, ∆ σ λ u is a continuous function because it is the uniform limit in any compact subset of R + of continuous functions.
Assume now that u ∈ C α + , with 0 ≤ 2σ − 1 < α < 1, or u ∈ Lip + when α = 1. Then we can proceed as in the previous case. In fact, being W 1/j (z)z an odd function, j ∈ N, we can write the sequence {φ j } j∈N above as
By the mean value theorem and since (u ) o is in C α (R) (or in Lip + when α = 1), we can see that this family preserves the same convergence properties as before. Further, φ j converges uniformly to u on compact sets of R + as j → ∞. By taking into account Remark 2.5, the key point is to show that
uniformly on compact sets of R + . Again, fix ε > 0 and a compact set Q ⊂ [2 − , ], for some ∈ N. In this case we have that
Hence, we take 0 < δ < 2 − −1 such that
and we repeat the preceding reasoning. Further details are omitted.
Proof. Assume firstly that 0 < σ < 1/2. By Theorem 2.2 it is enough to write down the kernel K λ σ (x, y) in terms of W λ t (x, y) and to show that we can apply Fubini's theorem in the first integral of (2.6). Indeed, note that
Now, we consider the case 1/2 ≤ σ < 1. From the proof of Theorem 2.2 we deduce that
Once again, by using the mean value theorem, we can see that the integral related to the kernel K λ σ is absolutely convergent. Thus, ∆ σ λ u(x) equals to
Note that the interchange in the order of integration in the integral defined by C λ σ is legitimate for every ε > 0.
Next we pass to the study of the pointwise limits for the fractional Bessel operator. By (1.2) and (1.3), it is clear that if λ > 0 and φ ∈ S λ , then for all x ∈ R + ,
We now extend these properties to a larger class of functions.
Proof. Suppose that 0 < σ < 1. Take u satisfying the hypotheses (i) or (ii) above and fix x ∈ R + . Extend u by 0 on (−∞, 0) and call this new function u 0 . By Corollary 2.7 we can split ∆
According to [23 
depending if we are in case (i) or in case (ii), respectively. Our next objectives are to show that
, where the first limit is for (i) and the second one for (ii). We write down the heat kernels and decompose L σ u(x) in three integrals
By (2.13) and (2.15),
with C independent of σ. Analogously,
We also split L σ,2 as follows
By using again (2.13) we obtain
From (2.22), (2.23) and (2.24) we deduce that, under the sole assumption that
In order to analyze L σ,2,2 we take into account (2.14). Observe that, if 0 < σ < 1/2, then
Hence, L σ,2,2 (u)(x) → 0, as σ → 0 + , and the proof of (i) is completed. On the other hand, to complete the proof of (ii) we need to treat the operator L σ,2,2 more carefully by considering the precise asymptotics in (2.14). Suppose that 1/2 < σ < 1. We can estimate
We also have that
1 xy
Since
x .
Now we write the integral above as
The first two terms above converge to 0 as
Finally, since Γ(z + 1) = zΓ(z),
3. The ∆ λ -harmonic extension for functions in C α + Proposition 3.1. Let λ > 0 and f ∈ L λ/2 . Assume also that f is in C α + for some 0 < α < 1. Then the Bessel harmonic extension of f , namely, the solution to (1.11) is given by
If we define the Poisson kernel for x, y ∈ R + , t > 0, as
then we can write the classical solution to (1.11) as
Let us introduce the concept of fractional derivative as defined by C. Segovia and R. L. Wheeden in [17] . Let β > 0. We choose m ∈ N such that m − 1 ≤ β < m. Suppose that F (x, t) is a nice enough function on R 
This fractional derivative was used in [17] by Segovia and Wheeden to define Littlewood-Paley functions that characterize fractional Sobolev spaces. In other contexts, the ∂ β t operator is useful to prove that potential spaces associated to orthogonal expansions coincide with the corresponding Sobolev spaces, even in the vector valued situation, see for example [1, 4, 5] . Also, in [15] this fractional derivative was used to characterize Hölder spaces in the Schrödinger setting.
Before proving this result we collect some estimates for the Poisson kernel (3.2) that will be useful later.
Lemma 3.2. Let λ, β > 0. Recall that λ = min{λ, 1}. Then, for all x, y ∈ R + and t > 0,
Proof. We show how to prove (3.7) and (3.11) in detail. The rest of the estimates will follow in a similar way and the computations are left to the interested reader. We need the following estimate that was proved in [1, Lemma 3]: for any β > 0, there exists a constant C such that for all t, u > 0,
Let m be an integer with m − 1 ≤ β < m. By (3.2) and the definition of ∂ β t in (3.4) we have, for any x, y ∈ R + and t > 0,
The differentiation under the integral sign and the interchange of the order of integration is correct because, according to (3.12) and (2.13), we have that
Using (3.12), (2.11) and (2.12), (3.13)
It is not hard to see that the second integral above is bounded by (3.14) (xy)
As for the first one, if x < 2y then the bound we get is (3.15)
while when x ≥ 2y the bound becomes 
Hence, (3.7) is established. Observe that (3.8) follows in the same way as (3.7) by keeping λ in the estimate (3.13) instead of λ. Also, (3.9) is obtained by using that (xy) λ ≤ C(x 2 + y 2 ) λ in (3.14) and without adding the factor (xy/u) λ/2 or (xy/u) λ in (3.15) and (3.16) . Now notice that, by the symmetry of the kernel P λ t (x, y) = P λ t (y, x), we could replace y λ by x λ in the right hand side of (3.8). In particular, we can replace y λ by (x ∧ y) λ . This observation combined with (3.9) give (3.10). Estimate (3.6) follows in the same way as before, but starting from the estimate
We can derive (3.5) by using (3.6) and (3.18) below. By applying (2.10) it is not difficult to check that
As above we can differentiate under the integral sign to get that ∂ y ∂ β t P λ t (x, y) is equal to
The first term above is controlled by (3.7), which gives the first term in estimate (3.11). The remaining integral in (3.17) is splitted in two parts:
. By (3.12) and (2.11),
On the other hand, by taking into account (2.9), we deduce that, whenever
Then, by proceeding as above,
To finish the proof of (3.11) we just note that the last integral is bounded by
, when x ≥ y/2, and by
Corollary 3.3. Let λ, β > 0 and let f ∈ L (β+λ)/2 . Then, for all x ∈ R + and t > 0,
Proof. According to (3.10) in Lemma 3.2 it follows that we can write
We conclude by applying the definition of ∂ β t , see (3.4) . Proof of Proposition 3.1. It is customary to verify that the Poisson kernel P λ t (x, y) verifies the equation ∂ tt P λ t (x, y) − (∆ λ ) x P λ t (x, y) = 0, for all x, y ∈ R + and t > 0. It remains to check that the derivatives in t and in x can enter inside the integral (3.3) that defines v. Observe first that, by Corollary 3.3 and the equation,
x 2 v(x, t). Notice that the integrals above are both absolutely convergent and
By using the symmetry of the kernel it is immediate that we can estimate ∂ x P λ t (x, y) by the right hand side of (3.11) with β = 0. Hence the last integral is absolutely convergent and it is equal to ∂ 2 x v(x, t). Thus v solves the equation. Now we have to check the convergence to the boundary data. Let us write, for x ∈ R + ,
where f 0 (y) = f (y) for y ≥ 0, and f 0 (y) = 0 for y < 0, and
is the classical Poisson kernel on R. Since f 0 is in C α (R), by standard computations,
By using the subordination formula (3.2), for x, y ∈ R + and t > 0, we have
According to (2.14),
and similarly, by (2.13),
Also, by (2.13) and (3.2), (3.18) P λ t (x, y) ≤ CP t (x − y). These estimates lead to
Therefore the conclusion follows from the fact that A distribution f ∈ S (R + ), being S(R + ) the Schwartz space, is said to be in
α i a i , in the sense of convergence in S (R + ), where, for every i ∈ N, a i is a (p, ∞)-atom and
where the infimum is taken over all possible decompositions of f as above.
The space H 1 ∞ (R + ) was first considered by Fridli [11] to study the local Hilbert transform. Note that if condition (ii) ∞ above is replaced by the following one: Let 1 < q < ∞. We say that a measurable function a on R + is a (p, q)-atom when one of the following two conditions is satisfied:
The atomic Hardy space H p q (R + ) is defined by using (p, q)-atoms as usual. As above, if the condition (ii) q is replaced by the corresponding property (ii ) q , the space H p q (R + ) does not change. We are going to show that H p q1 (R + ) = H p q2 (R + ) algebraic and topologically, for every 1 < q 1 , q 2 ≤ ∞. In the sequel H p (R) denotes the classical Hardy space on R, see [8, 20] . If f ∈ S (R + ) or f is a function defined in [0, ∞) we represent by f o the odd extension of f to R, properly understood in each case.
α iãi , whereã i is the odd extension of a i to R. It is clear that if a is a (p, q)-atom such that supp a ⊂ R + , thenã =ãχ (0,∞) +ãχ (−∞,0) , and
, where a i is a (p, q)-atom for H p (R) and α i ∈ C, for every i ∈ N, being In the sequel we simply write H p (R + ) to denote the Hardy space
, we can find a sequence {α j } ∞ j=1 of complex numbers and a sequence {a j } ∞ j=1 of (p, 2)-atoms such that 
where C > 0 does not depend on f . As it was shown in the proof of Proposition 4
We denote by C α (R) the classical space of α-Hölder continuous functions on R, 0 < α < 1, and by Lip(R) the space of Lipschitz functions on R.
α , x, y ∈ R and xy ≥ 0. If x < 0 < y, we can write
When f ∈ Lip + we can proceed similarly. 
can be extended to H p (R + ) as an element of (H p (R + )) . (
for every bounded interval I ⊂ R + , and
where the supremum is taken over all the bounded intervals in R + .
Moreover, the following quantities:
Remark 4.8. The Campanato-type characterization of C α + gives at α = 0 the BM O space associated to ∆ λ , which was already studied in [2, 3] . It can be proved that such a BM O space is caracterized by condition (iv) of Theorem 4.7 with α = 0, for any β > 0; and that condition (ii) implies (iii) with α = 0. Analogous questions can be posed when α = 1, that is, for the space Lip + . The proof of Theorem 4.7 is as follows: (i) ⇐⇒ (ii) was already done in Subsection 4.1; for (i) =⇒ (iii) we use estimates and properties of the Poisson kernel given in Section 3; (iii) =⇒ (iv) is trivial; the deep part is (iv) =⇒ (ii). For this we need the auxiliary atomic Hardy space considered in Subsection 4.1 (whose dual is C α + ) and a reproducing formula involving (4.1) in order to conclude. The latter scheme of proof is classical (see [20, Chapter IV]), though here becomes more technical because we are using fractional derivatives. Even if for our application (Theorem A) we just need the statement (iii), we need to go through (iv) in order to close the argument. In the classical case of the Hölder space on R N one can prove directly that (iii) =⇒ (i) because harmonic functions on the upper half space satisfy the simpler equation v tt + ∆ x v = 0, see [21, Chapter V] . Moreover, in contrast with the classical situation of the Laplacian, the constant functions are not invariant for the semigroups of operators W 
Certainly the first term above is bounded by Ct α . The second one is handled by applying the following result, whose proof will be given in Section 6, with δ = α. Lemma 4.10. Let 0 ≤ δ ≤ 2, δ < β and λ > 0. Then, for all x ∈ R + and t > 0,
Thus, (iii) is established.
Proof of Theorem 4.7, (iv) =⇒ (i). As we said before, this is the most technical part of the proof. The rest of this section is devoted to it. In order to make the presentation more readable, we will omit a couple of proofs that will be given later in Section 6. Assume that (4.1) holds. According to Theorem 4.5, f ∈ C α + provided that the mapping T f defined there can be extended to H p (R + ) as a bounded operator from H p (R + ) into C, being p = 1/(1 + α). This can be established by using Propositions 4.12, 4.14 and 4.15 below. Let us explain how to do it.
Consider the fractional area function S β λ given by
the β-Littlewood-Paley function associated with {P λ t } t>0 . We have that
for f ∈ L 2 (R + ). To conclude we need the following result, whose proof is given in Section 6.
With this result and Plancherel equality for Hankel transforms (see [29, (3) ]) we get
Hence, g β λ , and also S β λ , are bounded from L 2 (R + ) into itself.
The first step towards the proof of (iv) =⇒ (i) is to prove that S β λ defines a bounded operator from
In order to do this we study the action of the area function just defined on the (2, p)-atoms introduced in Section 4.1. Proposition 4.12. Let β, λ > 0 and 1/( λ + 1) < p ≤ 1. Then there exists C > 0 such that for every (2, p)-atom a, firstly that a is an (2, p) -atom that satisfies (ii) 2 , namely, such that for a certain
Since S β λ is bounded from L 2 (R + ) into itself, Hölder's inequality leads to
To estimate J 2 we make the following observation. According to (3.7) and since |x − z| ≤ t + |y − z|, when x, y, z ∈ R + , t > 0 and |x − y| ≤ t, we deduce that
Hence, by Cauchy-Schwartz inequality and by taking into account that p > 1/( λ + 1),
We conclude (4.2) for this type of atoms. Assume now that a is a (2, p)-atom that satisfies (i) 2 , namely, such that for certain 0 ≤ b < c < ∞, supp a ⊂ I = (b, c), a 2 ≤ |I| 1/2−1/p , where |I| = c − b, and ∞ 0 a(x) dx = 0. We denote by 2I = R + ∩ (x I − |I|, x I + |I|), where x I = (b + c)/2 is the center of I. We split the integral as
By using the L 2 -boundedness as above we can show that J 3 ≤ C. On the other hand, we can write
Minkowski's inequality then leads to
where, for every z ∈ I, I z = [z, x I ], when z < x I , and I z = [x I , z], when z > x I . According to (3.11) and as in the previous case we get
Notice that if z ∈ I, u ∈ I z and x ∈ R + \ 2I, then |x − u| ∼ |x − x I |. Then, by plugging the last estimate into (4.3),
, for x ∈ R + \ 2I. Observe that in the first inequality above we have used that (a + b) α ≤ a α + b α , when a, b > 0 and 0 < α ≤ 1. It is clear that
On the other hand, since λ ∈ (0, 1] we have that
Then, we get
Consequently, we deduce that
Thus, (4.2) is proved for atoms satisfying (i) 2 .
Corollary 4.13. Let β, λ > 0 and 1/(1 + λ) < p ≤ 1. Then, there exists C > 0 such that for every
According to Proposition 4.3 there exist a sequence {α j } ∞ j=1 of complex numbers and a sequence {a j } ∞ j=1 of (p, 2)-atoms such that
Then, Proposition 4.12 leads to
Hence, we get S
The second step is to recall the following result.
Proposition 4.14. Let F and G be measurable functions on R + × (0, ∞). We define, for every 0 < p ≤ 1,
, where the supremum is taken over all the intervals I ⊂ R + , and
Then, there exists a constant C such that for all F and G,
Proof. This can be proved by using [13, p. 279] . To this end we need to replace the full cone Γ(x) by the positive cone Γ + (x). The latter can be done with the technique of the proof of [3, Proposition 4.9] . Details are omitted.
The right choice of F and G in the Proposition above is dictated by the following polarization equality involving fractional derivatives of the Poisson semigroup. 
The proof of Proposition 4.15 is quite technical and long, so it is presented in Section 6. Now (iv) =⇒ (i) follows readily from Proposition 4.15, Proposition 4.14 with
, where g ∈ span{(p, ∞) − atoms}, and Corollary 4.13.
The proof of Theorem A
The starting points for proving Theorem A are formulas (1.13) and (1.14). Both are valid for functions in the class S λ . If u ∈ L σ ∩ C α + and 0 < 2σ < α < 1 then (1.13) holds and, moreover, it can be checked that for every λ ≥ 1,
Indeed, by the subordination formula (3.2) and the properties of the Gamma function, it is easily seen that
. Using Fubini's theorem and Corollary 2.7 we readily get the validity of (1.13). Proof of Theorem A. (a) According to (3.5) and (3.6) , by using the growth of f and the change of variables s = |x−y|
because 0 < 2σ < 1 and α + 2σ < λ. Being α + 2σ < λ, it is clear that ∆ −σ λ f (x), as well as f , are in L λ/2 . Then, applying Corollary 3.3, estimate (3.9) to justify Fubini's theorem and the semigroup property of P λ t we get
This and Theorem 4.7(iii) for f lead to
Let us first analyze the size of ∆ σ λ u. Recall (1.13). We have
We deal with I 1 . Since u ∈ C α + , Theorem 4.7 and Proposition 3.1 imply
In order to analyze I 2 , we use (3.6) to deduce that
Then, since also |u(x)| ≤ Cx α , we get
By plugging (5.1) and (5.2) into (1.13) it follows that |∆ σ λ u(x)| ≤ Cx α−2σ , for all x ∈ R + . Our next objective is to see that
Once (5.3) is proved, we can apply Theorem 4.7 to conclude. By (3.9) and the size of ∆
for all z ∈ R + . Also, we have that
These estimates allow us to interchange the order of integration and write
By the estimates above and Theorem 4.7,
Therefore (5.3) holds and this concludes the proof.
Proofs of technical results
Here we collect the proofs of some of the technical results left open in the previous sections.
Proof of estimate (2.16). Observe that for x ∈ R + we can write
where c σ is the constant that appears in the kernel for the fractional Laplacian on R, namely, c σ =
. Let us begin with the first term above. By the definition of K λ σ (x, y) we have
Except for the factor χ {|x−y|<1} (x, y)|x − y|, the double integral above is exactly like the term A 1 (x) in the proof of Lemma 2.3. In that proof such a term was splitted in two integrals A 1,1 (x) and A 1,2 (x). Let us callÃ 1,1 (x) andÃ 1,2 (x) the corresponding integrals with the extra factor χ {|x−y|<1} (x, y)|x−y| in the integrand. We estimate both terms using that |x − y|t 
while for the second one,
which is bounded by (6.1). This concludes the estimates for I. Notice that II is zero when x ≥ 1. Using again this cancellation, when x < 1 we get
that is bounded by (6.1). Therefore (2.16) is true.
Proof of Lemma 4.10. Let m ∈ N such that m − 1 ≤ β < m. By using subordination formula (3.2) we write, for x, y ∈ R + and t > 0,
It is known that the Hermite polynomial of degree k ≥ 0 is given by
Thus, by using (3.8) and (3.9) to interchange the order of the integrals,
By proceeding in a complete analogous way as in the proof of [3, (i) ⇒ (ii), Theorem 1.1, pp. 470-474] we can deduce that the integral involving the derivative of the heat kernel is bounded by
Hence, we get, for x ∈ R + and t > 0,
Proof of Lemma 4.11. Suppose that f ∈ C c (R + ), the space of continuous functions with compact support on R + . For any x ∈ R + and t > 0 we have that
Since the function √ zJ ν (z) is bounded on R + , for every ν > −1/2, we deduce that for any k ∈ N,
and then we can also write ∂
Let us now consider the general case f ∈ L 2 (R + ). By using Corollary 3.3 and (3.9) we obtain
Moreover, since the function √ zJ ν (z) is bounded on R + , for every ν > −1/2, Plancherel equality for the Hankel transformation (see [29, (3) ]) leads to
Hence, the operators f −→ ∂ β t P λ t f and f −→ h λ (−1) β y β e −ty h λ f (y) , which are defined for every
. Since both operators coincide over the class C c (R + ) for every t > 0, we conclude the result for a general f ∈ L 2 (R + ) by density.
Proof of Proposition 4.15. According to Propositions 4.12 and 4.14 we have that the following integral I is absolutely convergent and therefore we can write
The inner integral above can be written as
We need to justify the interchange of the order of integration in (6.3). We denote by I a bounded interval in R + such that supp a ⊂ I. Notice that if 0 < x < x I + |I|, where x I denotes the center of I, then
Therefore, by (3.9) we obtain, Hereζ(t) is a positive and continuous function of t > 0. This proves that the interchange in the order of integration in (6.3) is justified and that the integral in the right-hand side is absolutely convergent and also we can write, for every N ∈ N, The interchange in the order of integration is justified by (3.7). To get the estimate in the claim we need to show that In order to do this we have to distinguish four cases. This technique was also used in the proof of Lemma 5.1 in [15] . Case 1. 2β < 1. Straightforward manipulations lead to ≤ C χ (0,2c) (y) + χ (2c,∞) (y) y λ+1 ≤ C (1 + y) λ+1 .
From (6.9), (6.10), (6.11) and (6.12) we deduce (6.8) . Hence the claim is proved.
Finally, by taking into account (6.2), (6.3), (6.5), (6.6), (6.7) and applying the dominated convergence theorem, Proposition 4.15 follows.
