Abstract. The aim of the Part 1 of the present paper is to provide a comparison between several finite-volume methods: second-order Godunov method with PPM interpolation and high-order finite-volume WENO methods with several popular reconstruction variants. The results show that while on a smooth problem the high-order methods perform better than the second-order one, when the solution contains a shock all the methods collapse to firstorder accuracy. In the context of the decay of compressible homogeneous isotropic turbulence with shocklets, the actual overall order of accuracy of the methods reduces to second-order, despite the use of fifth-order reconstruction schemes. Most important, results in terms of turbulent spectra are similar regardless of the numerical methods employed. However it is shown that the PPM method fails to provide an accurate representation in the high-frequency range of the spectra. In the Part 2 [20] of the present paper, it is found that this specific issue comes from the slope-limiting procedure and a novel hybrid PPM/WENO method is developed that has the ability to capture the turbulent spectra with the accuracy of a high-order method, but at the cost of the second-order Godunov method. Overall, it is shown that virtually the same physical solution can be obtained much faster by refining a simulation with the second-order method and carefully chosen numerical procedures, rather than running a coarse high-order simulation. Our results demonstrate the importance of evaluating the accuracy of a numerical method in terms of its actual spectral dissipation and dispersion properties on mixed smooth/shock cases, rather than by the theoretical formal order of convergence rate.
Introduction
The utility of high-order accurate numerical methods has been a subject of discussion within the Computational Fluid Dynamics (CFD) community for several decades. As suggested in the review paper of [28] , one of the myths in the debate over low versus high-order numerical methods is the ability the get an accurate solution at a reduced computational cost. High-order methods are more costly on a per point basis but can potentially obtain a solution of the desired accuracy on a coarse mesh. Low-order methods are easier to implement, less costly per point but require a finer mesh to obtain accuracy equivalent to a high-order method.
As discussed in the aforementioned review paper, the order k of a numerical method describes the asymptotic rate of convergence of the solution error respect to the mesh size h, namely ∝ h k . This type of theoretical asymptotic estimates argues for the utility of high-order methods ( [28] defines high-order for k > 3). However, realizing this type of convergence depends on the smoothness of the solution.
In most CFD applications, particularly those involving turbulent flow, the solution is adequately resolved well before reaching the asymptotic regime of the numerical method (see discussion in [1] ). This issue is exacerbated for compressible flow. The solution can include shock waves that require local dissipation to prevent the appearance of spurious nonphysical oscillations in the solution, reducing the order of accuracy of the numerical method employed.
A more realistic way to assess a numerical method is to determine the cost needed to obtain a desired accuracy. In the context of viscous compressible turbulent flow, we can frame the question in terms of the resolution required to resolve the spectrum of the turbulent flow.
In the present paper, we compare several popular finite-volume methods for the compressible Navier-Stokes equations. Basically, a finite-volume method seeks to reconstruct data at cells interface, and then to solve a Riemann problem so as to evaluate the fluxes that cross the cells. Because this class of methods is conservative and flexible enough to handle both unstructured and structured meshes, they are widely used in many application areas of CFD, from experimental academic codes to commercial software employed in industry. Moreover, finite-volume methods fit naturally within the paradigm of Adaptive Mesh Refinement (AMR) using the concept of re-fluxing across multi-grids to achieve conservation properties.
This study makes use of CFD software developed in the Center for Computational Sciences and Engineering (CCSE) group 1 at Lawrence Berkeley National Laboratory in the USA. The codes are implemented in the AMReX framework 2 that facilitates the development of a generic post-processing chain as well as the assessment of computing costs via embedded profiling functionality. Note that while the AMReX library supports AMR applications, only single level grids are employed in the present paper. Two codes are being compared:
• PeleC, which is based on a second-order Godunov procedure and uses an unsplit PPM [17] interpolation to evaluate data at cell faces. The diffusion operators are evaluated with a second-order finite-volume discretization.
• RNS, which is based on a fourth-order finite-volume WENO method [24] in space. Note that RNS was originally built for the development of the Adaptive Multi-Level Spectral Deferred Correction (AMLSDC), which is a fourth-order time integration method [6] , but the classical Runge-Kutta algorithm is employed instead in the present paper. Note that the diffusion terms are discretized with a fourth-order conservative finite-volume technique. First, the cell-averaged conserved variables are used to compute fourth-order approximations to point values at cell centers using the procedure outlined in McCorquodale and Colella [16] and then explicit formulae are used to compute derivatives needed to compute the diffusive fluxes at Gauss points on the cell-faces directly. The literature on the development of numerical methods often provides tests and comparisons based on canonical cases, which consist on the propagation of smooth solutions or very specific cases with discontinuities. As an alternative we propose investigating the performance of numerical schemes for resolving the spectrum of a complex turbulent flow, especially in a context where both shocks and a wide range of turbulent scales interact in the flow field. To the author's knowledge, only a few papers [3, 12] deal with such a complete study. However, [3] only investigates incompressible flow, while in [12] the impact of the mesh resolution is not investigated and simulations are only performed on a coarse mesh. As it will be shown in the present paper, refinement of the mesh allows spurious small structures to develop and may lead to inaccurate spectra in the high-frequency range. We advocate that one of the most important features of a numerical method should be its robustness to any discretization size.
As explained above, a flow may contain shocks. In typical compressible NavierStokes the associated shock profiles are so thin that they can not for all practical purposes be represented by the points of a numerical mesh. Because from one cell to another there is a strong difference in the states of the flow, a specialized treatment is made to reconstruct fluxes that capture the discontinuities without introducing spurious oscillations. Several techniques have been proposed in the literature but a complete review is beyond the scope of the present paper and can be found in reference textbooks [14, 26] . In the present paper, two techniques are considered. In the asymptotic second-order Godunov method, the PPM interpolation procedure considers several limiters to enforce the monotonicity, for example starting with the van Leer method [27] . A complete description of the PPM procedure is beyond the scope of the present Part 1 of the paper, but is performed in the Part 2 [20] where a novel hybrid PPM/WENO strategy is developed. The present paper also investigates the high-order finite-volume method developed by [24] , which is based on the Weighted Essentially Non-Oscillatory (WENO) schemes. There is an extensive literature on different variants of WENO schemes. Once again, a complete description is beyond the scope of the present paper, a review can be found in [22] . The basic idea of WENO schemes is to provide a high-order non-linear reconstruction method, which effectively captures discontinuities but can also be dissipative on smooth solutions. Among the variants developed in the past decades to enhance the shock-capturing ability while maintaining accuracy of the turbulent cascade, the present paper investigates some of the most popular ones: WENO-JS, WENO-Z, WENO-M and MDCD, to name a few. These acronyms will be described in section 2.3.
The remainder of the present paper is organized as follows. In section 2, the set of equations solved by the codes are presented, as well as a basic description of the numerical methods employed in the study. Results are presented in section 3. The convection of a smooth vortex and the Shu-Osher problem are investigated in section 3.1 and section 3.2, respectively, while the decay of compressible homogeneous isotropic turbulence with shocklets is investigated in section 3.3. As mentioned in the abstract, this paper is split in two parts. The present Part 1 provides a comparison between the aforementioned finite-volume methods, while the Part 2 [20] presents a novel hybrid PPM/WENO method that captures the turbulent spectra with the accuracy of a high-order method at the cost of a second-order Godunov method.
Numerical Procedures
The aim of the present study is to assess the performance of different finitevolume methods in the context of practical CFD simulations that involve the presence of both shocks and a wide range of turbulence structures in compressible flows. In the remainder of this section, the set of equations that the codes solve are presented, followed by a short description of the numerical methods implemented in each code.
2.1. Governing equations. The software employed in the present study was initially developed for the simulation of combustion problems and the codes solve the multicomponent reacting Navier-Stokes equations. However, only non-reacting problems with no specific mixture are investigated in the present study. Consequently, the set of equations solved are significantly simplified and are given by
where ρ is the density, u is the velocity, p is the pressure, E = e + u · u/2 is the total energy, T is the temperature and λ is the thermal conductivity. The viscous stress tensor is given by
where η and ς are the shear and bulk viscosities. The system is closed by an equation of state (EOS) that specifies p as a function of ρ and T . An ideal gas mixture for the EOS is assumed:
where R is the gas constant. Here we set C p and C v the heat capacity at constant pressure and volume, respectively, to follow an ideal gas law proportional to the ratio of the specific heats γ so that equation (5) is equivalent to the following relation:
where e is the specific internal energy and γ is set to γ = 1.4. Note that for the ease of simplicity, the system presented at equations (1) to (3) is recast in the form of
where U is the vector of conservative variables, while F represents the convective flux vector and S contains the diffusive terms, respectively.
2.2.
PeleC: the second-order Godunov-based finite-volume solver. The PeleC code 3 is a second-order AMR finite-volume solver for reacting and nonreacting fluid simulations with complex geometry and support for Lagrangian spray particles. The simulations performed in the present paper only uses a fraction of the capability of the software, namely the Godunov-based integration procedure on a single level mesh grid. Note that all the test cases presented in the Part 1 and Part 2 of the paper are available in the PeleC distribution.
The solution is advanced from time n to time n + 1 as follows:
where ∆t = t n+1 − t n is the time step. The second term in equation (9) is a correction of the solution to ensure second-order accuracy by effectively time-centering the diffusion source terms. The conserved state vector U is stored at cell centers and the flux vectors are computed on cell edges.
The convective flux vectors F that appear in equation (8) are constructed from time-centered edge states computed with a conservative, shock-capturing, unsplit Godunov method, which make use of the Piecewise Parabolic Method (PPM) [17] with characteristic tracing and full corner coupling. The integration procedure is complex and a complete description is out of scope of the present paper. It will only be summarized below, details can be found in the aforementioned references, as well as in the companion paper [20] where a novel hybrid WENO/PPM algorithm is developed. Basically this particular procedure follows four major steps:
(1) The conservative equation (7) is rewritten in terms of primitive variables, such that:
Here Q is the primitive state vector, A = ∂F/∂Q and S Q are the viscous source terms reformulated in terms of the primitive variables. (2) A piecewise quadratic parabolic profile approximation of Q is constructed within each cell [5] . These constructions are performed in each coordinate direction separately. (3) Average values of Q are predicted on edges over the time step using characteristic extrapolation [17] . A characteristic tracing operator is applied to the integrated quadratic profiles in order to obtain left and right edge states at time n + 1/2. (4) The time-centered fluxes are computed using an approximate Riemann problem solver. Here the HLLC algorithm [25] is employed. At the end of this procedure the primitive variables are centered in time at n + 1/2, and in space on the edges of a cell. This is the so-called Godunov state and the convective fluxes can be computed to advance equation (8).
2.3. RNS: a high-order WENO-based finite-volume solver. The RNS code implements high-order temporal and spatial AMR integration methods for combustion applications. The major innovative feature of this code is the development of the Adaptive Multi-Level Spectral Deferred Correction (AMLSDC) method, which is fourth-order in time [6] . The Runge-Kutta method for AMR applications as presented in [16] is also implemented. In the present paper, second-order explicit midpoint Runge-Kutta method is used. Note that although not shown in the present paper, the results were compared to the fourth-order Runge-Kutta and AMLSDC approaches, and results were virtually the same without impacting the spatial solutions, which is attributed to the fact that the time-steps involved are small, and the spatial errors introduced at shocks dominate the solution.
The diffusion terms are discretized using standard finite volume techniques. First, the cell-averaged conserved variables are used to compute fourth-order approximations to point values at cell centers using the procedure outlined in McCorquodale and Colella [16] . These point values of conserved quantities are then used to compute primitive variables, and explicit formulae are then used to compute derivatives needed to evaluate the diffusive fluxes at Gauss points on the cell-faces directly. Similarly, diffusion coefficients are computed at cell centers using point values and are then interpolated to Gauss points.
The spatial discretization of the advection terms in the algorithm uses the conservative finite-volume WENO reconstruction presented in [24] . This approach shows some features of the Godunov method presented above in section 2.2, and is repeated for each stage of the Runge-Kutta integration scheme:
(1) For each cell, the conservative equation (7) is rewritten in terms of primitive variables. (2) The primitive variables are reconstructed at the cell interfaces with a fifthorder WENO scheme in order to provide a left and right state for each face. For 2D and 3D cases, the variables are first reconstructed to Gauss quadrature nodes to evaluate their average value in the direction normal to the faces. This procedure is obviously computationally expensive, but as shown by [29] , a midpoint rule for integrating fluxes is not sufficiently accurate to obtain fourth-order convergence. Note that although the solution is reconstructed at cell interfaces with fifth-order WENO procedures, the method is formally fourth-order accurate because a fourth-order quadrature rule is employed to integrate the flux over faces. (3) The HLLC algorithm [25] is employed to reconstruct the fluxes through the faces.
In the present study, several different WENO schemes are investigated and compared to the second-order Godunov-based scheme presented at section 2.2. A complete descriptions of these schemes is beyond the scope of this paper, and only the major differences will be highlighted in the following subsections. As the conservative finite-volume WENO method presented by [24] is based on the so-called WENO-JS scheme generalized by Jiang and Shu [11] , we first review the basic principles, followed by a discussion of the different variants investigated in this paper.
2.3.1. The WENO-JS method. For a given cell i, the principle of a WENO method is to provide a high-order approximation of the variable q interpolated on the left and the right side of a face, denotedq
. In the remainder of this section, the procedures to evaluateq
is evaluated analogously. In the WENO-JS method proposed by [11] , a fifth-order polynomial approximation ofq L i+ 1 2 is constructed through a convex combination of the valuesq k i+ 1 2 interpolated with a third degree polynomial on a three point stencil k, such that:
Here, ω k are non-linear weights balancing the contribution of each stencil, and the challenge is to find the best values to capture shocks the most accurately while preserving the resolution of the spectrum of a solution.
The weights ω k are defined as
where d k are the so-called optimal weights because they reconstruct the fifth-order upstream central scheme for the 5-points stencil, β k are the smoothness indicators, α k are referred as the unnormalized weights and is a parameter set to avoid a division by zero. The parameter p controls the adaption rate. According to [2] , a large value of p leads to unnecessarily high dissipation in smooth regions of the flow. In the present study, the parameter is set to p = 1 for all the test cases. Moreover, as suggested by [2] , is set to = 10 −40 . The smoothness indicators β k are given by
One of the feature of the conservative finite-volume WENO method is that the optimal weights as well as the formulae for the reconstructed values differ if the interpolation is performed in the normal direction at faces or at the Gauss integration points ξ = ξ i ± ∆ξ/(2 √ 3) (see [24] ).
• For the normal direction through a face, the optimal weights are:
is given by:
• For the first Gaussian integration point ξ = ξ i + ∆ξ/(2 √ 3), the optimal weights are:
,
.
Recall here that a simple mirror-symmetric change to the coefficients and the formulae will provideq
and
The WENO-M method. As explained by Henrick et al. [10] , the smoothness indicators β k employed to compute the weights ω k fail to recover the maximum order of the scheme at critical points when the derivatives of flux function vanish. The authors also show that the order of the WENO-JS scheme is dependent on the parameter and the level of grid resolution of the mesh. Thus, they proposed the so-called WENO-M method, which is based on the correction of the weights ω k as follows:
and g k is the non-decreasing monotone mapping function given by:
Note that here, the index (JS) and (M) refer to the weights computed with the WENO-JS and the WENO-M methods, respectively. The interesting point with the WENO-M method is that the optimal weights d k in equations (16) and (18) as well as the formulae in equations (17) and (19) [4] proposes a different approach to overcome the issues of the WENO-JS method by acting directly on the smoothness indicator β k with a very simple formulation. The so-called WENO-Z method is given by:
Similarly to the WENO-JS method, the parameter p controls the detection of the smoothness of the solution. In the present study, the parameter is set to p = 1 to reduce as much as possible the dissipation of the numerical scheme. Note that once again, the WENO-Z method simply provides a new way to compute the nonlinear weights ω k and can be directly implemented in the conservative finite-volume WENO method.
2.3.4.
The TENO method. A variant of the WENO method has been proposed recently in [8] and is based on the application of a threshold parameter on the smoothness measure to determine whether a stencil should be included in the convex combination. Thus, the upstream central linear scheme is fully recovered if all the candidate stencils are evaluated to be smooth. In terms of optimal weights and formulae for the reconstructed values, it turns out that the fifth-order TENO method is exactly the same as the classical fifth order WENO method. Thus, the equations (16) to (19) remain the same and only the non-linear weights are modified, making the fifth-order TENO strategy easily implementable in the finitevolume WENO method of [24] . Basically, the normalized smoothness measure of the WENO-Z method is first computed as follows:
and then compared to a threshold parameter 0 < C T < 1 to obtain:
determining whether the stencil is included. For completeness, this means that
where the index (T) denotes the TENO strategy. As suggested in [8] , the parameter p in equation (24) is set to p = 6, and the parameter C T is set to C T = 10 −7 for optimal resolution of the spectrum. It has been found during the present study that the parameter C T is critical to controlling the dissipation of the scheme. As will be reported in section 3.2, spurious oscillations appear around shocks, making the TENO strategy less robust than the other WENO methods investigated in the present paper. In a recent work [9] , the authors proposed a non-linear adaptation of the parameter C T to distinguish high-wavenumber fluctuations and genuine discontinuities. While not reported in the present paper, the method has been tested, but results were disappointing because oscillations still occur near shocks in the Shu-Osher test case when the mesh is fine, even for fixed large values of C T that reduce the accuracy of the method. Moreover, with this new adaptation strategy, C T relies on two new arbitrary parameters set by the user, making the method more costly and less robust. Because the TENO method consists of a significant innovation in the WENO paradigm and produces interesting results in the turbulence test case investigated in section 3.3, the TENO method has been included in the present study.
2.3.5. The MDCD method. As discussed in the introduction, several attempts have been made to derive strategies to provide a better spectral resolution of the solution while conserving a shock capturing ability. Among them are the so-called bandwidth-optimized WENO schemes. Rather than using a hybrid framework to couple a specific method to capture shocks and another one for the smooth part of the flow, [15] proposed a new class of central WENO schemes together with an optimization procedure to derive the optimal weights. The method was latter generalized by [23] with the MDCD-WENO scheme.
The smoothness indicator for the new stencil is given by:
and an additional normalization step is performed with:
The explicit formula for the reconstructed value is then given by:
The formulation for the weights ω k is the same as for WENO-JS, viz. equation (12) . However, the bandwidth-optimized optimal weights are given by:
where γ disp and γ diss are numerical parameters to control the dispersion and dissipation properties. According to [23] , an optimized choice for these values is given by:
One should note that the present MDCD method represents an optimization for the reconstruction of values in the normal direction of faces. In the context of the finite-volume WENO method of [24], equation (17) is replaced by equation (29) . However the formulations at Gaussian integration points defined by equations (18) and (19) remains unchanged. The formulation at the Gaussian integration points should also be bandwidth-optimized, but it is emphasized in the present study that the impact of a bandwidth optimization of the transverse contributions is negligible compared to the optimization in the normal direction to a cell face.
Results
The numerical methods presented in the previous section are tested and compared on three very different test cases. The first one is the convection of a smooth compressible vortex. This test case is chosen because it highlights the theoretical order of accuracy of the numerical methods. The second test case is the Shu-Osher problem, which represents the extreme opposite of the smooth vortex test case. The Shu-Osher problem is very difficult to solve numerically, because a shock wave is propagating in an oscillating entropy field, and the challenge is to capture the shock while resolving the phase and amplitude of the fluctuating entropy. As will be shown, all the methods perform correctly, but for all of them the rate of convergence collapses to first-order. The last test case is the decay of compressible homogeneous isotropic turbulence in the presence of eddy shocklets. This test case can be viewed as a combination of the two previous test case, because it contains both shocks and discontinuities, as well as smooth turbulence structures that lie in a large-bandwidth turbulent spectrum. More specifically, this test case is representative of flows that are encountered in practical CFD applications (see [19] for an example).
3.1. 2D convection of a smooth compressible vortex. The following test case consists of the convection of a 2D compressible vortex. This test case has been used frequently in the literature to assess the performance of outflow characteristic boundary conditions [18, 21] . The interest for this test case is that the solution is smooth and presents weak compressibility effects. Here, the vortex is convected in a periodic domain so as to accumulate numerical errors from the discretization schemes. For each numerical method, the same test case is simulated with increasing mesh resolution. The time-step is computed based on the mesh resolution via a constraint on the CFL number, set to 0.7. At the end of a simulation, convergence is measured using the L 1 -norm of the difference of the x-velocity between the final computed solution and the analytical solution: 
The initial pressure field is expressed as
and the corresponding density field is given by
where T ref is assumed constant. Note that here, γ is the ratio of specific heats and is set to γ = 1. Results are shown in figure 1 . The solid and dotted grey lines represent secondand fourth-order slopes, respectively. As expected, because the solution is smooth, all the numerical methods exhibit a convergence rate that follows their theoretical order of accuracy. The PeleC code (see section 2.2) using a second-order Godunov method with PPM interpolation presents an almost constant second-order convergence rate. All the WENO variants implemented in the finite-volume WENO method of the RNS code exhibit fourth-order convergence. From the results depicted in figure 1 , it is clear that a high-order method is superior to a second-order numerical method, because for the same mesh resolution the numerical error of the solutions is significantly lower. However, this superiority is possible because the solution is smooth, and as it will be shown below, this observation no longer holds when the solution features shocks and high gradients in the flow. The length of the computational domain is x ∈ [0, 10] and the solution is advanced in time to t = 1.8. For all numerical methods investigated, the mesh is progressively refined from N x = 256 to N x = 2048. The convergence is measured using the L 1 -norm (see equation (32)) of the difference in density between the final computed solution and a reference solution defined to be the solution computed with the second-order Godunov method with PPM interpolation and with a very fine mesh N x = 32768. In all simulations the CFL number is set to 0.5.
The density at t = 1.8 computed with N x = 256, 512, 1024, and 2048 is shown in figures 2 to 5, respectively. In these figures, the red circle, blue diamond, green cross, purple square, orange plus and maroon star symbols represent the Godunov/PPM, the WENO-JS, WENO-M, WENO-Z, WENO-MDCD and TENO methods, respectively (see legend in figure 2b). Note also that the panels (a) and (b) in figure 2, figure 3 and figure 4 present the full domain and a zoom in the domain, respectively, while figure 5 is only a zoom in the domain. For the coarse mesh, a close look at figure 2 reveals that all the fourth-order WENO methods reproduce the correct phase of the oscillation, which is not the case for the second-order Godunov method with PPM interpolation. It is also clear that the TENO method provides a better estimation of the amplitudes of the waves, followed by the WENO-M and WENO-Z methods, while the WENO-JS and WENO-MDCD methods are equivalently the least accurate of the WENO variants. Moreover, the discontinuity at x ≈ 5.25 is dissipated more with the PPM method, and all the WENO variants give virtually the same shock profile. From this coarse simulation with N x = 256, it is clear that the fourth-order finite-volume WENO method with the TENO reconstruction is superior, and that the second-order Godunov method with PPM interpolation is the least accurate.
However, as shown in figure 3 , an increase of the mesh resolution by a factor 2 leads all the WENO variants to virtually collapse to the same curve, and the second-order Godunov method with PPM interpolation is now able to reproduce the correct phase of the waves, with an amplitude very close to the fourth-order WENO results.
As shown in figure 4 , with an another increase of the mesh resolution by a factor 2, all the numerical methods investigated in the present study are virtually equivalent and very close to the reference solution computed on a very fine mesh. However, as can be seen at x ≈ 5.25 after another increase of the mesh resolution by a factor 2 in figure 4b , the TENO method provides an incorrect representation of the discontinuity. As shown in figure 5 , this trend becomes worse when the mesh is refined again by a factor 2. As can be seen in the detailed zoom, the solution computed with the TENO scheme shows large oscillations in the smooth regions. The Godunov method with PPM interpolation also shows such oscillations, but with smaller amplitudes. All other WENO variants are, however, robust.
This present study shows that a high-order WENO method is more efficient on a coarse mesh compared to the second-order Godunov method, especially the TENO variant. However, as the mesh is refined, the solutions become virtually equivalent for all the numerical methods, either second-or fourth-order accurate. When the mesh is small enough, it allows high-frequency waves to be resolved but small oscillations around discontinuities can appear and propagate, because the mesh is no longer coarse enough to filter them out. The most surprising result is the fact that TENO variant, which appears to be the best choice on a coarse mesh, becomes the worst on a fine mesh.
Overall, it turns out that for the specific test case, the use of high-order methods is questionable. This is highlighted by the study of the convergence rate of the L 1 -norm of the error on the density profile. The error ρ is reported in figure 6 and the convergence rate computed with a best-fitting curve method is reported in table 1. It is obvious that all the numerical methods, either theoretically secondor fourth-order accurate, collapse to less than first-order accuracy because of the presence of the discontinuity. Overall, the present study suggests that reaching a correct approximation of a flow solution can be achieved by a second-order method and sufficient mesh resolution. In the following section, a more realistic threedimensional compressible turbulent flow is simulated to investigate the capabilities of the second-and fourth-order numerical methods, as well as their effective cost in terms of mesh resolution, when both shocks and small turbulence structures interact in the same domain. Figure 6 . Shu-Osher test case: L 1 -norm of the error on the density.
3.3.
Three-dimensional isotropic compressible turbulence decay. The present test case consists on the simulation of the decay of a compressible isotropic turbulent field with the presence of eddy shocklets. Originally a physical study of turbulence in the work of Lee et al. [13] , these simulations have become a framework to study the properties of numerical schemes to capture turbulence spectra and the decay of physical quantities. Here, the numerical setup described in [12] is reproduced. The initial condition is built by generating a solenoidal velocity field u 0 that satisfies:
Here, k 0 is the most energetic wavenumber and is set to k 0 = 4. The simulation is controlled by two non-dimensional parameters: the turbulent Mach number Re ψ,0 = ρ 0 ψ 0 u rms,0 η 0 where
In the present simulation, M t,0 = 0.6 and Re λ,0 = 100. These values are set such that weak shock waves can develop spontaneously from the turbulent motions [12] , and allow numerical convergence for relatively coarse mesh grids to keep the computational cost reasonable. Once M t,0 and Re ψ,0 are set, u rms,0 can be deduced from equation (39) with the known sound speed, and the viscosity η 0 can be deduced from equation (40) . Unlike the simulations presented in [12] , in the present study the viscosity is held constant throughout the simulation. Moreover, a constant thermal conductivity is set according to
where C p is the specific heat capacity, set to C p = 1.173 kJ/kg.K and the Prandtl number P r is set to P r = 0.71. Moreover, the initial temperature and pressure in the flow are set to T 0 = 1200 K and p 0 = 1 atm. All the simulations are performed over a non-dimensional time set to t/τ = 4 where τ = ψ 0 /u rms,0 . Several mesh resolution are investigated: N x = 64, N x = 128, N x = 256 and N x = 512, and the CFL number is kept constant at 0.5. Note that the practical procedure to generate the velocity fields u 0 is detailed in [12] . It is also important to note that the initial turbulent velocity fields are first generated on a grid of N x = 512 and then integrated over each cell in the mesh. Moreover, the initial solution is exactly the same for all simulations, regardless of the codes, numerical methods or mesh grids employed.
In order to assess the performance of the second-order Godunov method with PPM interpolation and the fourth-order finite volume WENO method with the different WENO variants, a reference solution is generated with the very highorder code SMC [7] that employs eighth-order accurate centered finite-difference schemes for the spatial discretization, and a fourth-order Runge-Kutta algorithm for the time advancement.
The SMC simulations are performed on grids of different mesh resolution to assess the spatial convergence in order to generate a reference solution. Figures 7a to 7d present the temporal evolution of the kinetic energy, the enstrophy, the variance of temperature and the dilatation from t = 0 to t/τ = 4. Figures 8a to 8d present the spectra taken at t/τ = 4 for the kinetic energy, the vorticity, the dilatation and the density. In these figures, the red dotted line, the blue dashed line, the green dashed-dotted line and the solid black line represent the solutions computed on a mesh grid discretized with N x = 64, N x = 128, N x = 256 and N x = 512, respectively. As seen in figure 7a, the kinetic energy decays monotonically over time, showing that the turbulent structures are dissipated. From figures 7b to 7d it can be seen that strong compressibility effects are generated quickly after the begining of the simulation, suggesting the generation of eddy shocklets in the domain until t/τ ≈ 0.5. After t/τ ≈ 1, compressible shocks are no longer generated and they start to decay in a monotone way. As can be seen in figure 7 , the simulation computed with N x = 64 is unable to complete and crashes at approximately t/τ = 1, because the mesh is too coarse to resolve the diffusion up to the Kolmogorov scale. The solution computed with N x = 512 (solid black line) differs slightly from the one computed with N x = 256, and is considered converged and will be used at the reference solution.
The decay of compressible isotropic turbulence is now simulated with the secondorder Godunov method with PPM interpolation and the fourth-order finite volume WENO method with the different WENO variants. Figures 9a to 9d present the temporal evolution of the kinetic energy, the enstrophy, the variance of temperature and the dilatation from t = 0 to t/τ = 4. Figures 10a to 10d present the spectra taken at t/τ = 4 for the kinetic energy, the vorticity, the dilatation and the density. In these figures, the circle, diamond, cross, square, plus and star symbols represent the Godunov/PPM, the WENO-JS, WENO-M, WENO-Z, WENO-MDCD and TENO methods, respectively. The red, blue, purple and orange colors represent simulations performed with N x = 64, N x = 128, N x = 256 and N x = 512, respectively. It is emphasized that these figures contain a significant number of curves. For clarity, a zoom on the high-end of the spectra is shown in figures 11 to 14 for each mesh resolution.
Overall, two general trends can be seen in figures 9 and 10:
• For the temporal evolution of physical quantities, the different numerical methods investigated in the present study present significant differences when the mesh is coarse. However, when the mesh is refined, they quickly collapse to give similar results. This trend is particularly observable for the temporal evolution of vorticity: for the coarse mesh N x = 64 shown in red in figure 9b , the second-order Godunov method with PPM interpolation (circle symbol) under-predicts the vorticity compared to the TENO method for example (star symbol). However for a fine mesh N x = 512, all methods give virtually the same results.
• The spectra depicted in figure 10 do not follow the same behavior as for the temporal series. Indeed, as shown in figure 11 , when the mesh is coarse all the numerical methods give virtually the same spectra. However, as the refinement of the mesh allows small turbulent structures to be resolved, it turns out that all the different numerical methods investigated in the present study do not perform equally in the high-frequencies of the spectrum. As it can be seen in figures 13 and 14, whereas all methods present a pile-up of energy in the high-frequency range, the fourth-order WENO methods resolve the spectra with a monotone decreasing energy, which is not the case for the second-order Godunov method with PPM interpolation. As it will be detailed in the companion paper [20] , this issue comes from the slope-limiting procedure in the PPM interpolation method, and can be overcome by replacing it with a WENO interpolation. With the exception of the TENO method that provides slightly better resolution at the far end of the spectrum, all other WENO methods provide similar results.
Among these general trends, what emerges from all the figures is that for a given mesh resolution, the solutions computed with either the second-order Godunov method with PPM interpolation or the fourth-order finite volume WENO method with the different WENO variants are very close to each other, with the exception of the high-end frequencies at fine mesh resolution. Such observations make sense, because as the turbulent Mach number is 0.6, the present 3D HIT test case can be seen as a mix between the Shu-Osher test case (see section 3.2) where all the methods collapse to first-order, and the smooth solution test case presented at section 3.1 where each numerical method follows its own theoretical order of convergence. This is highlighted by the study of the convergence rate with the L 1 -norm of the error on the x-velocity profile. The error u is reported in figure 15 and the convergence rate computed with a best-fitting curve method is reported in table 2. Overall, all the numerical methods present a second-order convergence rate.
In other terms, the refinement of the mesh by a factor 2 has more impact than changing a numerical method. Indeed, as it can be seen from figure 11 for the coarse mesh simulation with N x = 64, the use of a high-order method is questionable, because even if the spectra are slightly better resolved than with the second-order Godunov method with PPM interpolation, overall the results are far from the reference solution. This observation also holds for the simulations performed with a refined mesh (see figures 12 to 14) . With the exception of the very high-end frequencies, all the numerical methods investigated here present very similar spectra. All the results presented so far are investigations of the accuracy of the solutions, but another important parameter to take into account is the computational cost of each numerical method. As the PeleC and RNS codes are based on the AMReX framework, the profiling functionality of the library has been used to extract the actual computational cost to evaluate the hyperbolic terms in the set of governing equations. In practice, a timer has been put around the main routine called to compute the terms, and the computational time is averaged across the entire simulation. Because the simulations are performed on grids of different size, in practice the simulations on fine meshes have to be run on high-performance parallel computers. Thus, a normalized CPU time is defined as the averaged wall-clock time spent in the routines required for the computation of the hyperbolic terms, divided by the number of iterations performed during the simulation and the number of CPUs employed. Results are shown in figure 16 . It can be seen that the computational cost of the second-order Godunov method with PPM interpolation is two orders of magnitude lower than the fourth-order finite-volume WENO method. Results from the present investigation suggest that a second-order Godunov method with PPM interpolation provides a solution very close to the ones provided by a high-order finite-volume WENO method. Because the computational cost of the second-order Godunov method with PPM interpolation is significantly lower than the high-order finite-volume WENO method, it turns out that refining a simulation with the second-order method is still less costly than running a coarse high-order simulation. In other words, a better solution can be obtained faster by using the second-order Godunov method with PPM interpolation. However, the major issue of the second-order PPM method is the poor representation of the highfrequency range of the spectra when the mesh is fine enough to resolve very small scale structures of the turbulence. As will be demonstrated in the Part 2 of this paper [20] , this problem comes form the slope-limiting procedure employed in the PPM method, and a fix based on WENO interpolation will be presented, showing that the high-order WENO spectra can be obtained at the cost of the second-order Godunov method with PPM interpolation.
Conclusions
A comparison between several low-order and high-order finite-volume methods has been performed on a series of test cases: the convection of a smooth 2D vortex, the Shu-Osher problem, and the decay of 3D homogeneous isotropic turbulence. Results show that while on a smooth problem the high-order methods perform better than the second-order one, when the solution contains a shock all the methods collapse to first-order accuracy. The study of the decay of compressible homogeneous isotropic turbulence with shocklets shows that the actual overall order of accuracy of the methods reduces to near second-order, despite the use of fifth-order reconstruction schemes. Most important, results in terms of turbulent spectra are similar regardless of the numerical methods employed. It has been shown that virtually the same physical solution can be obtained much faster by refining a simulation with the second-order method and carefully chosen numerical procedures, rather than running a coarse high-order simulation. The present study demonstrates the importance of evaluating the accuracy of a numerical method in terms of its actual spectral dissipation and dispersion properties on mixed smooth/shock cases, rather than by the theoretical formal order of convergence rate. Because our results show that the PPM method fails to provide an accurate representation in the high-frequency range of the spectra, a novel hybrid PPM/WENO method has been developed to capture the turbulent spectra with the accuracy of a high-order method, but at the cost of the second-order Godunov method, and is presented in the Part 2 [20] of the present paper. by the Oak Ridge Institute for Science and Education (ORISE) through an interagency agreement between the U.S. Department of Energy (DOE) and NSF. ORISE is managed by ORAU under DOE contract number DE-SC0014664. All opinions expressed in this paper are the authors and do not necessarily reflect the policies and views of NSF, DOE or ORAU/ORISE. 
