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TENSOR STRUCTURES IN THE THEORY OF
MODULUS PRESHEAVES WITH TRANSFERS
KAY RU¨LLING, RIN SUGIYAMA AND TAKAO YAMAZAKI
ABSTRACT. The tensor product of A1-invariant sheaves with transfers
introduced by Voevodsky is generalized to reciprocity sheaves via the
theory of modulus presheaves with transfers. We prove several general
properties of this construction and compute it in some cases. In particu-
lar we obtain new (motivic) presentations of the absolute Ka¨hler differ-
entials and the first infinitesimal neighborhood of the diagonal.
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1. INTRODUCTION
The tensor structure on Voevodsky’s category HI of homotopy invariant
presheaves with transfers can be generalized to reciprocity sheaves. We
study some properties of this construction.
1.1. Let Sm be the category of smooth separated varieties over a perfect
base field k, and let Cor be the category of finite correspondences. Denote
by PST the category of presheaves with transfers, i.e., additive functors
Corop → Ab, and by HI the full subcategory of PST consisting of A1-
invariant presheaves. Any F ∈ PST, has a maximal A1-invariant quotient
denoted by h0(F ) ∈ HI. ForX ∈ Sm, we writeZtr(X) := Cor(−, X) for
the presheaf with transfers represented byX , and set h0(X) := h0(Ztr(X)).
The group h0(X)(Spec k) agrees with the Chow group CH0(X) if X is
proper. There exists a tensor structure
PST
⊗ on PST characterized by right
exactness and
Ztr(X)
PST
⊗ Ztr(Y ) ∼= Ztr(X × Y ), X, Y ∈ Sm.
By definition F
HI
⊗G := h0(F
PST
⊗ G) for F,G ∈ HI. In this way HI be-
comes a symmetric monoidal category and it holds that
h0(X)
HI
⊗h0(Y ) ∼= h0(X × Y ), X, Y ∈ Sm.(1.1.1)
For example, by the work of many authors we have for every regular local
k-algebra R
G
HI
⊗n
m (R)
∼= Hn(Z(n))(R) = KMn (R),
where Gm is the multiplicative group, Z(n) is Voevodsky’s motivic com-
plex, andKMn is MilnorK-theory. Furthermore, F
HI
⊗G(k) can be explicitly
described in terms of generators and relations in the style of Somekawa’s
K-groups, see [KY13].
1.2. The generalization of
HI
⊗ is based on the theory of modulus pairs, de-
veloped in [KMSYa, KMSYb, KSY]. Recall that a modulus pair M =
(M,M∞) is a pair of a separated k-scheme of finite type and an effective
Cartier divisor M∞ on M such that Mo := M \ M∞ is smooth over k
(see §2.2 for details). We say M is proper if M is. We have the cate-
gories MSm and MCor at our disposal whose objects are proper modu-
lus pairs (see §2.11). Denote by MPST the category of additive functors
MCorop → Ab and by CI its full subcategory of -invariant presheaves,
where  = (P1, (∞)). ForM,N ∈MSm we put
(1.2.1) M ⊗N := (M ×N,M ×N∞ +M∞ ×N).
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Any F ∈ MPST admits a maximal quotient h0 (F ) that belongs to CI.
For each M ∈ MSm, we denote by Ztr(M) the object of MPST rep-
resented by M , and set h0 (M) := h

0 (Ztr(M)). As we assumed M is
proper, h0 (M)(Spec k, ∅) is isomorphic to the Chow group with modulus
CH0(M), introduced by Kerz-Saito [KS16] and studied by many others
[Iwa19, KM18, KP17b, Miy19, RS18].
There exists a tensor structure ⊗ on MPST characterized by the right
exactness and,
Ztr(M)⊗Ztr(N) ∼= Ztr(M ⊗N), M,N ∈MSm .
By [KSY, Proposition 2.1.9], F
CI
⊗G := h0 (F⊗G) defines a symmetric
monoidal structure on CI. Consider the functor
ω : MCor→ Cor, ω(M,M∞) =M \M∞.
It induces ω∗ : PST → MPST by pre-composition with ω, and ω! :
MPST → PST by the left Kan extension. The essential image of ω!
agrees with the full categoryRSC ofPST consisting of F ∈ PST having
SC-reciprocity, introduced in [KSY] (see §3.13).
In this article we study the local sections of
h0(F⊗G) := ω!h

0 (F⊗G),
for certain F,G ∈MPST. Our first technical main result is a presentation
in terms of generators and relations of h0(F⊗G)(K) for any k-fieldK, see
Theorem 4.9. This result allows us to compute explicitly the local sections
of h0(F⊗G) in several cases. For example, using that for F ∈ RSC the
Nisnevich - and the Zariski sheafification agree, see [KSY, Corollary 3.2.2],
Theorem 5.14 and Theorem 5.19, give the following:
Theorem 1.3. Set G#a := ker(h

0 (P
1, 2(∞)) → h0 (Spec k, ∅) = Z) and
G#m := ker(h

0 (P
1, (0) + (∞))→ h0 (Spec k, ∅)). Let R be a regular local
k-algebra.
(1) Assume ch(k) 6= 2. Then
h0(G
#
a ⊗G
#
a )(R)
∼= (R ⊗Z R)/I
2
∆R
(∼= R⊕ Ω1R/Z),
where I∆R is the kernel of R⊗Z R→ R, a⊗ b→ ab.
(2) Assume ch(k) 6= 2, 3, 5. Then
h0(G
#
a ⊗(G
#
m)
⊗n)(R) ∼= ΩnR/Z,
where Ωn−/Z denotes the absolute Ka¨hler differentials of degree n.
As a corollary we obtain for any field K of ch(K) 6= 2
CH0(P
1
K × P
1
K , 2(P
1
K × (∞) + (∞)× P
1
K))
∼= Z⊕K⊕3 ⊕ Ω1K/Z.
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1.4. The sheaves G#a and G
#
m from Theorem 1.3 are lifts to CI of Ga and
Gm, respectively, in the sense that
ω!G
#
a = Ga, ω!G
#
m = Gm.
On the other hand, there is also a functorial way to lift any F ∈ RSC to
CI. Indeed, the restriction of ω! toCI has a right adjoint ω
CI : RSC→ CI
and we have ω!ω
CIF = F . We obtain functors
RSC×n → RSC, (F1, . . . , Fn) 7→ h0(ω
CIF1⊗ . . .⊗ω
CIFn).
We don’t know whether this defines a symmetric monoidal structure on
RSC since associativity is not clear; see Corollaries 4.18 and 4.21 for
something in this direction. However, the sheaf on the right has a uni-
versal property in the sense that it represents certain multi-linear maps, see
Theorem 4.17. Using this we get the natural maps in the following theorem.
Theorem 1.5 (cf Theorems 5.3, 5.8, 5.15, 5.20). Let R be a regular local
k-algebra.
(1) Assume Fi ∈ HI, then
h0(ω
CIF1⊗ . . .⊗ω
CIFn)(R)
≃
−→ (F1
HI
⊗ . . .
HI
⊗Fn)(R).
In the following we assume ch(k) = 0.
(2) Let A be an abelian variety and F ∈ RSC, then
h0(ω
CIA⊗ωCIGa⊗ω
CIF )(R) = 0.
(3)
h0(ω
CIGa⊗ω
CIGa)(R)
≃
−→ (R⊗Z R)/I
2
∆R
.
(4)
h0(ω
CIGa⊗(ω
CIGm)
⊗n)(R)
≃
−→ ΩnR/Z.
All the isomorphisms above can be enhanced to isomorphisms inRSCNis
the category of Nisnevich sheaves in RSC. An important ingredient in
the proofs is Saito’s result that Nisnevich sheafification preserves RSC,
which generalizes the analogue statement for HI by Voevodsky, see [Sai].
Another key point is the injectivity property of reciprocity sheaves proved
in [KSY16], which implies that a morphism between reciprocity sheaves is
an isomorphism if it is so on all function fields. Computations from [RS]
are used to define the natural maps in the above theorem.
We want to stress, that (3) and (4) are not true in positive characteristic.
For example, if ch(k) = p > 0 the left hand side in (3) vanishes for R = k
(see Corollary 5.17); also in this case FrobGa ⊗ id acts on the left hand side
in (4), but it does not on the right hand side.
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As an application of these methods, we obtain that certain higher Chow
groups of zero-cycles with modulus condition defined via either the sum or
the ssup convention do agree, see Corollary 5.28.
1.6. We are going to study another tensor structure ⊗ on MPST. This
arises as follows. Recall that we employed the monoidal structure onMSm
defined by (1.2.1). Unlike the case of Sm, this is not a (categorical) product.
As we will see in Proposition 2.9, there does exist a product, which we
denote by ⊗. This in turn induces another tensor structure ⊗ on MPST.
Although it does not behave very well with CI (see Remark 2.10), we will
also explore this second tensor product. For instance, we will prove an
analogue of the Theorems 1.3 and 1.5 for⊗. We also show, that on function
fields we get in this way the K-groups of reciprocity functors from [IR17]
back, see Theorem 5.7. In fact 1.5(2) is a consequence of this and the
analogous result for theK-groups of reciprocity functors from [RY14].
Acknowledgment. Part of this work was done while the first author was
a visiting professor at the TU Mu¨nchen. He thanks Eva Viehmann for the
invitation and the support. The project started when the third author was
visiting Freie Universita¨t Berlin. He thanks their hospitality and support.
Many of the results in §2 and §3 are obtained in the collaboration of the
third author with Bruno Kahn and Shuji Saito. He would like to acknowl-
edge special thanks to them.
2. PRODUCTS OF MODULUS PAIRS
We fix once and for all a perfect field k.
2.1. Let Sch be the category of separated schemes of finite type over k. De-
note by Sm the full subcategory of Sch consisting of smooth schemes over
k. Both Sch and Sm have finite products given by the (scheme-theoretic)
fiber product over k. We write them simply by × (instead of ×k). For
X ∈ Sm and Y ∈ Sch, an integral closed subscheme of X × Y that is fi-
nite and surjective over a component ofX is called a prime correspondence
from X to Y . The category Cor of finite correspondences has the same
objects as Sm, and for X, Y ∈ Sm the group of morphismsCor(X, Y ) is
the free abelian group on the set of all prime correspondences fromX to Y .
We consider Sm as a subcategory of Cor by regarding a morphism in Sm
as its graph in Cor. The product × on Sm yields a symmetric monoidal
structure on Cor.
2.2. We recall the definition of the category MCor from [KMSYa, Defini-
tion 1.3.1]. A pair M = (M,M∞) of M ∈ Sch and an effective Cartier
divisor M∞ on M such that Mo := M \ |M∞| ∈ Sm is called a modu-
lus pair. Let M,N be modulus pairs and Γ ∈ Cor(Mo, No) be a prime
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correspondence. Let Γ ⊂ M × N be the closure of Γ ⊂ Mo × No, and
let Γ
N
→ Γ be the normalization. We say Γ is admissible if M∞|
Γ
N ≥
N∞|
Γ
N , where (−)|ΓN denotes the pull-back of a Cartier divisor to Γ
N
.
We say Γ is left proper if Γ is proper over M . Let MCor(M,N) be the
subgroup of Cor(Mo, No) generated by all admissible left proper prime
correspondences. The category MCor has modulus pairs as objects and
MCor(M,N) as the group of morphisms fromM to N .
2.3. We recall the category MSm from [KMSYa, Definition 1.3.2]. It has
the same objects as MCor, and the morphisms are intersection of those
of MCor and Sm. This means that for modulus pairs M,N , a morphism
f : M → N in MSm is given by a morphism f o : Mo → No in Sm such
that its graph Γfo ∈ Cor(M
o, No) is admissible and left proper. We regard
MSm as a subcategory ofMCor.
2.4. We have functors
(2.4.1)
λ : Cor→MCor, λ(X) = (X, ∅); ω : MCor→ Cor, ω(M) =Mo,
and λ is a left adjoint of ω [KMSYa, Lemma 1.5.1]. They restrict to a
corresponding adjoint pair
(2.4.2)
λ : Sm→MSm, λ(X) = (X, ∅); ω : MSm→ Sm, ω(M) =Mo.
2.5. There is a symmetric monoidal structure⊗ onMSm andMCor given
by
(2.5.1) (M,M∞)⊗ (N,N∞) = (M ×N,M∞ ×N +M ×N∞).
which is used in [KSY]. All of the functors in (2.4.1) and (2.4.2) are
monoidal with respect to ⊗ and ×. However, ⊗ is not a product in MSm.
(For instance, the diagonal map onMo is not admissible forM → M ⊗M
unless M∞ = ∅.) Nevertheless, it is shown in [KMSYa, Corollary 1.10.8]
that the categoryMSm has finite products, and it yields another symmetric
monoidal structure onMCor, see Proposition 2.9 below. (See also Remark
2.10 for a drawback.) For this, we need a preparation.
2.6. LetM be a modulus pair. A modulus replacement ofM is a morphism
f : M ′ → M in MSm such that (i) f o : M ′o → Mo is an isomorphism,
(ii) f o extends to a proper morphism f :M ′ →M in Sch, and (iii)M ′∞ =
f
∗
M∞.
Lemma 2.7. (1) Any modulus replacement f : M ′ → M is an isomor-
phism inMSm.
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(2) Let f : M ′ → M be a modulus replacement and let N ∈ MSm.
Then, a prime correspondence Γ ∈ Cor(Mo, No) defines an ele-
ment of MCor(M,N) if and only if Γ′ := (f o × idNo)
−1(Γ) ∈
Cor(M ′o, No) belongs to MCor(M ′, N).
(3) Let M,N be modulus pairs and let go : Mo → No be a morphism
in Sm. Suppose that the closure Γ ⊂ M × N of the graph of go is
proper overM . Then there is a modulus replacement f : M ′ → M
such that g′o := go ◦ f o : M ′o → No extends to a morphism g′ :
M ′ → N in Sch. Moreover, go defines a morphism g : M → N in
MSm if and only g′o defines a morphism g′ :M ′ → N inMSm.
Proof. The closure of the graph Γ(fo)−1 of (f
o)−1 : Mo →M ′o inM×M ′ is
the transpose tΓf of the graph of f : M
′ →M , which is proper overM as f
is. The condition (iii) in the definition of modulus replacement immediately
shows that Γ(fo)−1 is admissible as well. Thus (f
o)−1 defines the inverse of
f in MSm. This proves (1), and (2) is an immediate consequence.
We prove (3). Let M ′ → Γ be the normalization. The composition
f : M ′ → Γ →֒ M × N → M is a proper morphism restricting to an
isomorphism f o : f
−1
(Mo) ∼= Mo. Hence it defines a modulus replacement
f : M ′ = (M ′, f
∗
M∞)→M , and go◦f o extends to a morphism g′ : M ′ →
Γ →֒ M × N → N . This proves the first statement. The rest follows from
(2). 
2.8. Take M1,M2 ∈ MSm. Let π : M → M1 × M2 be the blow-up
along M∞1 ×M
∞
2 . Define closed subschemes E,D1 and D2 of M as the
exceptional divisor, the strict transform ofM∞1 ×M 2, and that ofM 1×M
∞
2 ,
respectively. They can be locally described as follows. Suppose M i =
SpecAi and M
∞
i is defined by the ideal generated by ti ∈ Ai. Then M =
SpecR1 ∪ SpecR2, where
R1 = A1⊗A2[u]/(t1⊗1−u(1⊗t2)) and R2 = A1⊗A2[v]/(1⊗t2−v(t1⊗1)),
and patching is given by uv = 1. The divisor E is defined by the ideals
generated by 1 ⊗ t2 ∈ R1 and t1 ⊗ 1 ∈ R2. Similarly, D1 (resp. D2) is
defined by u ∈ R1 and 1 ∈ R2 (resp. 1 ∈ R1 and v ∈ R2). From this
description, we see that Di are effective Cartier divisors and that
(2.8.1) |D1| ∩ |D2| = ∅, p
∗
iM
∞
i = E +Di,
where pi : M →M i is the canonical map. Since E is also a Cartier divisor,
we can define
(2.8.2) M1⊗M2 := (M,E +D1 +D2) ∈MSm .
PutM := M1⊗M2. Note that pi defines a morphism inMSm
(2.8.3) pi : M →Mi for i = 1, 2.
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On the other hand, the blow-up π defines a modulus replacement
M ′ := (M, 2E +D1 +D2)
∼=
−→M1 ⊗M2.
Since M ′∞ ≥ M∞, the identity map on Mo1 × M
o
2 defines a canonical
morphism
(2.8.4) M1 ⊗M2 →M1⊗M2.
This is an isomorphism if and only M∞1 = ∅ or M
∞
2 = ∅. Note also that
this becomes an isomorphism in Sm after applying ω (2.4.2).
We now prove that the category MSm has finite products. Part (1) of
the following proposition is obtained in [KMSYa, Corollary 1.10.8], but we
include its proof to keep this article self-contained.
Proposition 2.9. (1) Let M1,M2 ∈ MSm and let M = M1⊗M2 be
the object defined in (2.8.2). Then M is a categorical product of
M1,M2 inMSm. In particular,⊗ is bifunctorial inM1 andM2.
(2) Let Mi, Ni ∈ MCor, Γi ∈ MCor(Mi, Ni) for i = 1, 2 and let
M := M1⊗M2, N := N1⊗N2. Then Γ1 × Γ2 ∈ Cor(M
o
1 ×
Mo2 , N
o
1 × N
o
2 ) belongs to MCor(M,N). Consequently, ⊗ yields
a symmetric monoidal structure on MCor.
(3) All of the functors in (2.4.1) and (2.4.2) are monoidal with respect
to ⊗ and ×.
Proof. (1) Take N ∈ MSm and fi : N → Mi (i = 1, 2) in MSm. We
must show that there exists a unique f : N → M such that fi = pi ◦ f ,
where pi is from (2.8.3). By construction, we find the functor ω from (2.4.2)
commutes with ⊗ and × (as it should be, since ω has a left adjoint λ, and
⊗ will be seen to be a product in MSm). Hence f should be given by the
product map f o : No →Mo1 ×M
0
2 of f
o
1 and f
o
2 , showing uniqueness.
Now we turn to the existence. Let Γ ⊂ N×M be the closure of the graph
of f o := f o1 × f
o
2 : N
o → Mo1 ×M
o
2 . Let Γi be the closure of the graph
of f oi : N
o → Moi in N ×M i for i = 1, 2. We then have a commutative
diagram
Γ //
∩
Γ1 × Γ2
∩
uu
N ×M
δ×π //

N ×N ×M 1 ×M 2

N
δ // N ×N,
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where π : M → M1 × M 2 is the blow-up and δ : N → N × N is the
diagonal closed immersion. The right winding arrow is proper because Γ1
and Γ2 are proper over N . We conclude that Γ is proper over N .
Therefore, by Lemma 2.7, we may assume that f o := f o1 × f
o
2 : N
o →
Mo1×M
o
2 extends to a morphism f : N →M . In particular, f
o
i : N
o →Moi
extends to a morphism f i : N → M i for i = 1, 2. The admissibility of fi
means that
N∞ ≥ f
∗
iM
∞
i = f
∗
p∗iM
∞
i = f
∗
E + f
∗
Di,
where the last equality follows from (2.8.1). This proves the desired in-
equality
(2.9.1) N∞ ≥ f
∗
E + f
∗
D1 + f
∗
D2 = f
∗
M∞
restricted to M \ |f
∗
Di| for i = 1, 2, but we have |f
∗
D1| ∩ |f
∗
D2| = ∅ by
(2.8.1), hence (2.9.1) holds on the whole M . This completes the proof of
(1).
(2) We may suppose Γi are prime correspondences. Let Γi (resp. Γ) be
the closure of Γi (resp. Γ1 × Γ2) in M i × N i (resp. M × N ). We have a
commutative diagram
Γ //
∩
**
Γ1 × Γ2
∩
uu
M ×N
πM×πN //

M 1 ×M 2 ×N 1 ×N2

M
πM // M 1 ×M 2
where πM : M → M 1 ×M2 and πN : N → N1 × N2 are the blow-up
maps. By assumption Γi are proper overM i, hence so is the right winding
arrow. It follows that the left winding arrow is proper too.
Let Γ
N
be the normalization of Γ and let ν : Γ
N
→ M × N be the
canonical map. It remains to prove
(2.9.2) ν∗(M∞ ×N) ≥ ν∗(M ×N∞).
Let Γ
N
i be the normalization of Γi. The composition map Γ
N
→ M ×
N → M i × N i factors through µi : Γ
N
→ Γ
N
i . By assumption, we have
ν∗i (M
∞
i ×N i) ≥ ν
∗
i (M i×N
∞
i ), where νi : Γ
N
i →M i×N i is the canonical
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map. Using a commutative diagram
Γ
N
µi

ν // M ×N
pi

πM×πN // M 1 ×M 2 ×N 1 ×N 2
qi
tt❥❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
Γ
N
i νi
// M i ×N i,
where qi is the projection and pi = qi ◦ (πM × πN), we obtain
(2.9.3) ν∗p∗i (M
∞
i ×N i) ≥ ν
∗p∗i (M i ×N
∞
i ) for i = 1, 2.
We write DM1 , D
M
2 and E
M for the strict transform of M∞1 ×M2, that
of M 1 ×M
∞
2 and the exceptional divisor, respectively. They are effective
Cartier divisors on M , and we have M∞ = DM1 + D
M
2 + E
M . We use
similar notations for DN1 , D
N
2 , E
N ⊂ N . Then we have p∗i (M
∞
i ×N i) =
(EM +DMi )× N and p
∗
i (M i × N
∞
i ) = M × (E
N +DNi ). Hence (2.9.3)
can be rewritten as
(2.9.4) ν∗((EM +DMi )×N) ≥ ν
∗(M × (EN +DNi )) for i = 1, 2.
On the other hand, we also have |DM1 | ∩ |D
M
2 | = |D
N
1 | ∩ |D
N
2 | = ∅. Hence
it suffices to show (2.9.2) after restricting to
Ui,j := ν
−1((M \ |DMi |)× (N \ |D
N
j |)) for i, j = 1, 2.
Suppose first (i, j) = (1, 1). We have
M∞|M\|DM1 | = (E
M +DM2 )|M\|DM1 |, N
∞|N\|DN1 | = (E
N +DN2 )|N\|DN1 |.
Hence (2.9.2) on U11 follows from (2.9.4) for i = 2. The case (i, j) = (2, 2)
is shown in the same way. Suppose now (i, j) = (2, 1). We have
M∞|M\|DM
2
| = (E
M +DM1 )|M\|DM
2
| ≥ E
M |M\|DM
2
|.
The left hand side of (2.9.4) for i = 2 restricts to ν∗(EM × N) on U21.
Hence we get
ν∗(M∞ ×N)|U21 ≥ ν
∗(EM ×N)|U21
≥ ν∗(M × (EN +DN2 ))|U21 = ν
∗(M ×N∞)|U21,
as desired. The case (i, j) = (1, 2) is shown in the same way. (2) is proved.
(3) is obvious. 
Remark 2.10. Let  := (P1,∞) ∈ MSm so that 
o
= A1. The map
A1×A1 → A1, (x, y) 7→ xy is not admissible for⊗→ . In particular,
the interval structure on A1 used in [MV99] cannot be lifted toMCor with
respect to the monoidal structure ⊗. On the other hand, the same map is
admissible for ⊗ → , and it yields such a lift with respect to ⊗. This
is the main advantage of ⊗ over ⊗.
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2.11. Recall from [KMSYa, Definition 1.1] that a modulus pairM is called
proper ifM is. Denote byMSm andMCor the full subcategory ofMSm
andMCor consisting of proper modulus pairs, respectively. Our construc-
tion of ⊗ from (2.8.2) restricts to a product on MSm and to a symmetric
monoidal structure onMCor. (The construction of⊗ from (2.5.1) restricts
to symmetric monoidal structures on MSm and MCor as well.) We use
the same letter τ
(2.11.1) τ : MSm→MSm, τ : MCor→MCor
for the inclusion functors, which are thus monoidal for both ⊗ and ⊗. It
follows that ω := ωτ is monoidal for both (⊗,×) and (⊗,×):
(2.11.2) ω : MSm→ Sm, ω : MCor→ Cor .
3. MONOIDAL STRUCTURES ON MODULUS PRESHEAVES WITH
TRANSFERS
After recalling known facts on the extension of a monoidal structure on
a category to the category of modules over it we shall apply these result
to A = Cor,MCor and MCor to obtain tensor products of (modulus)
presheaves with transfers.
3.1. Let A be an additive category with a symmetric monoidal structure
•, and let Mod(A ) be the abelian category of all additive functors A op →
Ab. There exists a symmetric monoidal structure • onMod(A ) (unique up
to equivalence) such that the (additive) Yoneda functor y : A → Mod(A )
is monoidal, and such that • is right exact (see, e.g., [KY13, A8, A9]). This
comes equipped with a bilinear map
(3.1.1) • : F (A)× F ′(A′)→ (F • F ′)(A • A′),
for F, F ′ ∈ Mod(A ) andA,A′ ∈ A , described as follows. We identify a ∈
F (A) with a morphism a : y(A) → F by Yoneda’s lemma, and similarly
for a′ ∈ F ′(A′). Then a • a′ ∈ (F • F ′)(A • A′) is given by
y(A • A′) = y(A) • y(A′)
a•a′
−→ F • F ′.
3.2. One can compute F • F ′ for F, F ′ ∈ Mod(A ) by taking exact se-
quences of the form
(3.2.1)
⊕
j
y(Bj)→
⊕
i
y(Ai)→ F → 0,
⊕
j′
y(B′j′)→
⊕
i′
y(A′i′)→ F
′ → 0,
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and then taking a quotient (see [Voe00, §3.2], [KY13, A10])
(3.2.2) F • F ′ =
Coker
(⊕
i,j′
y(Ai •B
′
j′)⊕
⊕
i′,j
y(Bj • A
′
i′)→
⊕
i,i′
y(Ai • A
′
i′)
)
.
As a consequence, for each G ∈ Mod(A ), there is a canonical bijection
(see [SV00, Lemma 2.1])
(3.2.3) HomMod(A )(F • F
′, G)
∼=
−→ H (F, F ′;G),
where H (F, F ′;G) is the set of all families of bilinear maps(
φA,A′ : F (A)× F
′(A′)→ G(A • A′)
)
A,A′∈A
satisfying the following conditions:
(3.2.4) (f • idA′)
∗φA,A′ = φB,A′(f
∗ × id∗A′),
for any A,A′, B and
f ∈ HomA (B,A);
(3.2.5) (idA •f
′)∗φA,A′ = φA,B′(id
∗
A×f
′∗),
for any A,A′, B′ and
f ′ ∈ HomA (B
′, A′).
3.3. The monoidal structure • onMod(A ) is closed, that is, (−) • F has a
right adjoint Hom(F,−), for all F ∈ Mod(A ). For a representable object,
it is given by
(3.3.1) Hom(y(A), F ′)(B) = F ′(A •B), A, B ∈ A , F ′ ∈ Mod(A ).
For general F, F ′ ∈ Mod(A ), we set
(3.3.2)
Hom(F, F ′) = ker
(∏
i
Hom(y(Ai), F
′)→
∏
j
Hom(y(Bj), F
′)
)
,
where we used the resolution (3.2.1). It is straightforward to see that this
construction yields a well-defined right adjoint Hom(F,−) of (−) • F .
3.4. Let A and B be additive categories and let f : A → B be an additive
functor. We have the left Kan extension f! : Mod(A ) → Mod(B) of f
through the Yoneda embeddings. This is a left adjoint of the (exact) functor
f ∗ : Mod(B)→ Mod(A ) given by f ∗(G)(A) = G(f(A)).
Suppose now that both A and B are equipped with symmetric monoidal
structures, and that f : A → B is monoidal. Then f! : Mod(A ) →
Mod(B) is monoidal (see [KY13, A12]).
3.5. The standard closed symmetric monoidal structure on the category of
presheaves with transfers PST := Mod(Cor) is obtained by applying the
general machinery in §3.1 to A = Cor and • = × from §2.1. We denote
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it by
PST
⊗ , or simply by ⊗ when no confusion can occur. For X ∈ Sm, we
use the standard notation Ztr(X) = y(X) for the Yoneda embedding.
3.6. Let us apply the results of §3.1 toA = MCor from §2.2. The category
MPST := Mod(MCor) of modulus presheaves with transfers carries two
closed symmetric monoidal structures ⊗ =
MPST
⊗ and ⊗ =
MPST
⊗ , which
are deduced by ⊗ from §2.5 and by ⊗ from (2.8.2), respectively. ForM ∈
MCor, we write Ztr(M) = y(M) ∈ MPST for the Yoneda embedding.
The left Kan extension of ω from (2.4.1)
(3.6.1) ω! : MPST→ PST
is monoidal with respect to both (
MPST
⊗ ,
PST
⊗ ) and (
MPST
⊗ ,
PST
⊗ ). It is a
localization and is exact, as it has both left and right adjoints (see [KMSYa,
Proposition 2.3.1]).
Lemma 3.7. There is a natural transformation of bifunctors Ψ : ⊗ → ⊗
which is compatible with (2.8.4) through the Yoneda embedding. Moreover,
for any F, F ′ ∈MPST we have
ω!(Coker(ΨF,F ′ : F⊗F
′ → F⊗F ′)) = 0.
Proof. We are reduced to the case F = Ztr(M), F
′ = Ztr(M
′) forM,M ′ ∈
MCor by §3.2. Then the morphism (2.8.4) yields an injective morphism
ΨZtr(M),Ztr(N) : Ztr(M)⊗Ztr(N) = Ztr(M⊗N)
→ Ztr(M⊗N) = Ztr(M)⊗Ztr(N)
inMPST with desired property ω!(Coker(ΨZtr(M),Ztr(N))) = 0. 
3.8. Similarly, we apply §3.1 to A = MCor from §2.11 to obtain two
closed symmetric monoidal structures ⊗ =
MPST
⊗ and ⊗ =
MPST
⊗ on
MPST := Mod(MCor). The functor τ : MCor → MCor from
(2.11.1) induces a functor
(3.8.1) τ! : MPST→MPST,
which is monoidal for both (
MPST
⊗ ,
MPST
⊗ ) and (
MPST
⊗ ,
MPST
⊗ ). It is also
exact by [KMSYa, Proposition 2.4.1]. Hence the same holds for the left
Kan extension
(3.8.2) ω! = ω!τ! : MPST→ PST,
of ω : MCor → Cor from (2.11.2). We use the same notation Ztr(M) =
y(M) ∈MPST for the Yoneda embedding ofM ∈MCor.
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3.9. We say F ∈ MPST is -invariant if p∗ : F (M) → F (M ⊗ ) is
an isomorphism for any M ∈ MCor, where  := (P1,∞) ∈ MCor and
p : M ⊗  → M is the projection. Let CI be the full subcategory of
MPST consisting of all -invariant objects. Recall from [KSY, Theorem
2.1.8] that CI is a Serre subcategory of MPST, and that the inclusion
functor i : CI→MPST has a left adjoint h0 and a right adjoint h
0

:
h0 (F )(M) = Coker(i
∗
0 − i
∗
1 : F (M⊗)→ F (M)),(3.9.1)
h0

(F )(M) = Hom(h0 (M), F ),
for F ∈ MPST andM ∈ MCor. Here iǫ : (Spec k, ∅) →  denotes the
embedding with image ǫ, for ǫ ∈ {0, 1}. Note that h0 is right exact and a
localization. We write h0 (M) := h

0 (Ztr(M)) forM ∈MCor.
Remark 3.10. We stress that the monoidal structure involved here is ⊗ and
not⊗. Indeed, if we simply replace⊗ by⊗ in the above discussion, then we
may loose the-invariance of h0 (F ), because does not admit an interval
structure with respect to ⊗ (see Remark 2.10).
Remark 3.11. In [KSY, Proposition 2.1.9], it is proved that CI has a sym-
metric monoidal structure ⊗ =
CI
⊗ for which h0 is monoidal. In particular,
for F, F ′ ∈ CI, one can compute F⊗F ′ by taking F˜ , F˜ ′ ∈ MPST such
that h0 (F˜ ) = F and h

0 (F˜
′) = F ′ (one may simply take F˜ = i(F ), F˜ ′ =
i(F ′)), and then
(3.11.1) F
CI
⊗F ′ = h0 (F˜
MPST
⊗ F˜ ′).
It is also closed:
Hom
CI
(F, F ′) = h0

(Hom
MPST
(F, F ′)).
Unfortunately, a similar construction for ⊗ does not work, since our def-
inition of CI is based on ⊗.
Lemma 3.12. We have
h0 (F
MPST
⊗ G) ∼= h0 (F
MPST
⊗ h0 (G)), F, G ∈MPST .
Proof. This follows, e.g., from the fact that (3.11.1) is well-defined. 
3.13. We define h0(F ) := ω!(h

0 (F )) ∈ PST, for F ∈ MPST, and
h0(M) := h0(Ztr(M)), for M ∈ MCor (see (3.8.2), (3.9.1)). It comes
equipped with a canonical surjection ω!(Ztr(M)) = Ztr(M
o) ։ h0(M).
We say F ∈ PST has SC-reciprocity if for any X ∈ Sm and a ∈ F (X),
there exists a modulus M , i.e., M ∈ MCor such that Mo = X and
the Yoneda map a : Ztr(X) → F defined by a factors through h0(M).
TENSOR STRUCTURES 15
We define RSC to be the full subcategory of PST consisting of objects
having SC-reciprocity. It is an abelian subcategory of PST. Denote by
i♮ : RSC → PST the inclusion functor, which is exact and has a right
adjoint ρ : PST → RSC. For F ∈ PST, the counit map i♮ρF → F is an
isomorphism if and only if F ∈ RSC (see [KSY, Remark 2.2.5, Proposi-
tion 2.2.6, Corollary 2.2.7]).
3.14. Recall from [KSY, Proposition 2.3.7] that ω! from (3.8.2) restricts to
an exact localization functor
(3.14.1) ωCI : CI→ RSC.
Thus we obtain a functor
(3.14.2) h0 : MPST→ RSC, F 7→ h0(F ) = ω!(h

0 (F )).
Note that by the exactness and monoidality of ω!, the natural surjection
F → h0 (F ), for F ∈MPST, induces a natural surjection
(3.14.3) (ω!F1)
PST
⊗ . . .
PST
⊗ (ω!Fn)։ h0(F1 • . . . • Fn),
where Fi ∈MPST and • ∈ {
MPST
⊗ ,
MPST
⊗ }.
The functor ωCI has a right adjoint ω
CI : RSC → CI, and the counit
map ωCIω
CI ⇒ idRSC is an isomorphism. Concretely, for F ∈ RSC and
M ∈MCor we have
(3.14.4) ωCIF (M) = {a ∈ F (Mo) | a has modulusM}.
For brevity we set
(3.14.5) F˜ := ωCIF ∈ CI, F ∈ RSC.
3.15. For a proper modulus pair M = (M,M∞) ∈ MCor, we denote by
CHi(M ; j) the Chow group with modulus introduced in [BS]. When M is
of pure dimension d, we also write CH0(M) := CH
d(M) := CHd(M ; 0).
LetK be a k-field, then have an isomorphism
CHd(MK) ∼= h

0 (M)(K),
whereMK = (M ×Spec k SpecK,M∞×Spec k SpecK), see [RY16, 3.5 (3)].
3.16. LetHI be the full subcategory of PST consisting of F ∈ PST such
that p∗ : F (X) → F (X × A1) is an isomorphism for any X ∈ Sm, where
p : X × A1 → X is the projection. We have HI ⊂ RSC, by [KSY,
Corollary 2.3.4].
The inclusion functor i♭ : HI→ PST has a left adjoint
(3.16.1)
hA
1
0 : PST→ HI, F 7→ Coker(i
∗
0 − i
∗
1 : Hom(Ztr(A
1), F )→ F )
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with the similar notation as (3.9.1). We write hA
1
0 (X) := h
A1
0 (Ztr(X)) for
X ∈ Sm. The symmetric monoidal structure ⊗ =
HI
⊗ is defined in such a
way that hA
1
0 becomes monoidal:
F
HI
⊗G = hA
1
0 ((i
♭F )
PST
⊗ (i♭G)), F, G ∈ HI.
3.17. Let NST ⊂ PST be the category of Nisnevich sheaves with trans-
fers, and define HINis := HI ∩NST, RSCNis := RSC ∩NST. Recall
that the inclusion functor PST → NST admits a left adjoint F 7→ FNis.
We will need the following important results.
Theorem 3.18 ([Voe00, Theorem 3.1.12], [Sai, Theorem 0.1]).
(1) We have FNis ∈ HINis, for any F ∈ HI.
(2) We have FNis ∈ RSCNis, for any F ∈ RSC.
It follows that HINis and RSCNis are abelian categories, and that HINis
has a symmetric monoidal structure
HINis
⊗ given by
F
HINis
⊗ G = (F
HI
⊗G)Nis, F, G ∈ HINis.
For F ∈MPST we set h0,Nis(F ) := (h0(F ))Nis and we obtain a functor
(3.18.1) h0,Nis : MPST→ RSCNis.
ForM ∈MCor we also write h0,Nis(M) := h0,Nis(Ztr(M)).
4. LAX MONOIDAL1 STRUCTURE FOR RECIPROCITY SHEAVES
4.1. Recall the category MCorpro from [RS, 3.7]: The objects are pairs
X = (X,X∞), where
(1) X is a separated noetherian scheme over k;
(2) X = lim←−i∈I X i, with (X i)i∈I a projective system of separated finite
type k-schemes indexed by a partially ordered set with affine transi-
tion maps τi,j : X i → Xj , i ≥ j, and X
∞ = lim←−i∈I X
∞
i , with X
∞
i
an effective Cartier divisor on X i, such that X i \ |X
∞
i | is smooth,
for all i, and τ ∗i,jXj,∞ = Xi,∞, i ≥ j;
(3) X o = X \ |X∞| is regular.
The morphisms are given by the admissible left proper correspondences
which are verbatim defined as in 2.2; the composition is defined as for
MCor, cf. [KMSYa, Proposition 1.2.3].
1The term lax monoidal is used in a loose sense; it seems a correct mathematical notion
which appears in the literature is unbiased oplax monoidal category.
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We denote by Corpro the full subcategory consisting of pairs (X, ∅) =
X . Note, if X = SpecA, with A a regular ring over k, then X ∈ Corpro,
by [Pop86, Proposition 1.8]. By [RS, Lemma 2.8], there is a faithful functor
(4.1.1) MCorpro → ProMCor, lim←−
i
(X i, X
∞
i ) 7→ (X i, X
∞
i )i.
In this way we can extend any F ∈MPST to MCorpro by the formula
(4.1.2) F (X ) := lim
−→
i
F (Xi), where X = lim←−
i
Xi, Xi = (X i, X
∞
i ).
Lemma 4.2. Let M ∈ MCor and X = lim←−iXi ∈ MCor
pro. Then the
natural map
MCorpro(X ,M)
≃
−→ ProMCor((Xi)i,M) = lim−→
i
MCor(Xi,M),
induced by (4.1.1), is an isomorphism, i.e., the extension of Ztr(M) to
MCorpro is representable byM ∈MCorpro.
Proof. The morphism in the statement is defined as follows: Let V ⊂ X o×
Mo be an integral prime correspondence; we find an index i0 and a closed
subscheme Vi0 ⊂ X
o
i0
×Mo such that Vi0 ∈ MCor(Xi0 ,M) and Vi0 ×X oi0
X o = V ; then the map from the statement maps V to the class of Vi0 ∈
lim
−→i
MCor(Xi,M), see [RS, Lemma 3.8].
We define a map in the other direction: Let ρi : X → Xi be the transition
map. Let W ⊂ MCor(Xi,M) be a prime correspondence. In particular,
W → X oi is universally equidimensional of relative dimension. Hence
the cycle-theoretic inverse image ρ∗iV from [Ser65, V, C), 7.] is defined;
it is supported on the irreducible components of X o ×X oi W . Let W
′ ∈
Cor(X o,Mo) be such a component. By, e.g., [RY16, Proposition 2.3, (4)],
W ′ is an admissible correspondence from X to M ; further since W is left
proper (see 2.2), so is W ′. Hence ρ∗iV ∈ MCor
pro(X ,M). This gives a
well-defined map
lim−→
i
MCor(Xi,M)→MCor
pro(X ,M).
It is direct to check that it is inverse to the map from the statement. 
Lemma 4.3. Let • ∈ {⊗,⊗} denote one of the symmetric monoidal struc-
tures on MCor defined in 2.5 and Proposition 2.9, respectively; we also
denote by • their extension to MPST, see 3.8. Let F1, . . . , Fn ∈ MPST;
we extend F1 • . . . • Fn ∈ MPST to MCor
pro as in (4.1.2). Then for all
X ∈MCorpro, the group (F1 • . . . • Fn)(X ) is equal to the quotient of⊕
M1,...,Mn∈MCor
F1(M1)⊗Z . . .⊗ZFn(Mn)⊗ZMCor
pro(X ,M1 • . . . •Mn)
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by the subgroup generated by elements of the form
(4.3.1) a1⊗ . . .⊗an⊗(idM1•...•Mi−1 •f • idMi+1•...•Mn) ◦ h
− a1⊗ . . .⊗f
∗ai⊗ . . .⊗an⊗h,
where aj ∈ Fj(Mj), i ∈ {1, . . . , n}, f ∈ MCor(M
′,Mi), and h ∈
MCorpro(X ,M1 • . . . •Mi−1 •M
′ •Mi+1 • . . . •Mn).
Proof. First assume X ∈MCor. Then the formula holds using the follow-
ing presentation of F ∈MPST⊕
f∈MCor(M ′,M)
F (M)⊗ZZtr(M
′)→
⊕
M∈MCor
F (M)⊗ZZtr(M)→ F → 0,
cf. [SV00, §2]. For general X = lim
←−i
Xi ∈ MCor
pro, with Xi ∈ MCor,
we have by definition (F1 • . . . • Fn)(X ) = lim−→i((F1 • . . . • Fn)(Xi));
hence the formula follows from the exactness of filtered direct limits, their
compatibility with (usual) tensor products, and Lemma 4.2. 
Lemma 4.4. We continue to use the notation • ∈ {⊗,⊗} from Lemma 4.3.
Let Mi ∈ MCor, i = 1, 2, and set M := M1 • M2. Let Y → M be
a morphism from a locally factorial scheme Y , such that the image of no
component of Y is contained inM∞. Then
(M∞)|Y =
{
(M∞1 )|Y + (M
∞
2 )|Y , if • = ⊗,
max{(M∞1 )|Y , (M
∞
2 )|Y }, if • = ⊗,
where the restrictions are along the morphisms Y → M → M i induced by
the projections. Note, the right hand side makes sense as Weil divisors and
so it does as Cartier divisors, by the assumptions on Y .
Proof. For • = ⊗, this is immediate from the definition. For • = ⊗ recall
thatM is the blow-up ofM1×M2 inM
∞
1 ×M
∞
2 and thatM
∞ = D1+D2+
E, withDi the strict transform of p
∗
iM
∞
i and E the exceptional divisor. Set
Ui := Y ×M (M \Di). Then
(M∞)|U1 = (D2 + E)|U1 = max{(M
∞
1 )|U1, (M
∞
2 )|U1}
and similar with (M∞)|U2 . The statement follows from Y = U1 ∪ U2. 
Lemma 4.5. Let X = (X,D) ∈ MCorpro. Assume X = lim
←−i
Xi with
Xi = (Xi, Di) ∈ MCor such that the projection maps X → Xi are flat.
Let Y be a regular scheme with a finite surjective morphism π : Y → X
and let E be an effective Cartier divisor on Y . Then (Y,E) ∈ MCorpro.
In particular the graph of π and its transpose define morphisms
Γπ ∈MCor
pro((Y, π∗D),X ), Γtπ ∈MCor
pro(X , (Y, π∗D)).
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Proof. SinceX is noetherian, theOX -algebraA = π∗OY is a coherentOX-
module. It follows that there exists an index i0 and a coherent OXi0 -algebra
Ai0 such that Ai0|X = A. Set Yi0 = SpecAi0 and Yi = Xi ×Xi0 Yi0 for
i ≥ i0. It follows that for all i ≥ i0 we have a cartesian diagram
Y //
π

Yi

X // Xi,
and lim←−i Yi
∼= Y . The horizontal maps in this diagram are flat by as-
sumption. Since Y is regular, we find regular open neighborhoods Ui ⊂
Yi around the images of the projections Y → Yi, see [Gro65, Corollaire
(6.5.2)]. Since the Ui are of finite type over the perfect ground field k, they
are smooth, and we can arrange them into a projective system (Ui)i with
Y = lim
←−i
Ui. If E is an effective Cartier divisor on Y , we clearly find a
large enough index i0 and an effective Cartier divisor Ei0 on Ui0 , such that
E = Ei0|Y . Hence (Y,E) = lim←−i≥i0
(Ui, Ei0|Ui) ∈MCor
pro. 
Proposition 4.6. Let X = (X,D) = lim
←−i
Xi ∈ MCor
pro, where Xi =
(Xi, Di) ∈MCor. Assume
(1) dimX ≤ 1;
(2) X is excellent and connected;
(3) the projectionX → Xi is flat for all i.
Let F1, . . . , Fn ∈ MPST, and for • ∈ {⊗,⊗} extend F1 • . . . • Fn to
MCorpro as in (4.1.2). Then
(4.6.1)
(F1•. . .•Fn)(X ) =
 ⊕
(Y,E1,...,En)∈Λ(X )
F1(Y,E1)⊗Z . . .⊗ZFn(Y,En)
 /R,
where
Λ(X ) :=
(Y → X,E1, . . . , En)
∣∣∣∣∣∣
Y is regular, Y → X is finite surjec-
tive,Ei are effective Cartier divisors
on Y , with D|Y ≥ E1 • . . . • En
 ,
here we use the notation
E1 • . . . • En =
{
E1 + . . .+ En, if • = ⊗,
max{E1, . . . , En}, if • = ⊗,
and R is the subgroup generated by elements
(4.6.2)
(a1⊗ . . .⊗f∗bi⊗ai+1⊗ . . .⊗an)− (f
∗a1⊗ . . .⊗bi⊗f
∗ai+1⊗ . . .⊗f
∗an),
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where (Y,E1, . . . , En), (Y
′, E ′1, . . . , E
′
n) ∈ Λ(X ), i ∈ {1, . . . , n}, aj ∈
Fj(Y,Ej), bi ∈ Fi(Y
′, E ′i) f : Y
′ → Y is finite surjective, E ′j ≥ f
∗Ej , for
j 6= i, and f ∗Ei ≥ E
′
i.
Proof. The proof is similar to the one of [IR17, Proposition 5.1.3] (there
for PST). We will give a detailed proof, since we have to take care of the
moduli. For a morphism g we also denote by g the finite correspondence
determined by the graph of g; if g is finite and surjective, we denote by
gt the finite correspondence determined by the transpose of the graph of g.
Let f : Y ′ → Y be as in (4.6.2). Then f ∈ MCorpro((Y ′, E ′j), (Y,Ej)),
for j 6= i, and f t ∈ MCorpro((Y,Ei), (Y
′, E ′i)), see Lemma 4.5. Hence
R is well-defined. Denote the right hand side of (4.6.1) by T (X ). For
M = (M1, . . . ,Mn) ∈MCor
×n setM • := M1 • . . . •Mn and define
(4.6.3) θM : F1(M1)⊗Z . . .⊗ZFn(Mn)⊗MCor
pro(X ,M•)→ T (X )
as follows: Let V ∈ MCorpro(X ,M•) be a prime correspondence and
denote by V ⊂ X × M• its closure. In particular, V → Xo := X \ D
is finite surjective; hence dimV = dimX ≤ 1 and V → X is also finite
and surjective. Let V˜ := V
N
be the normalization of V ; it is a regular
scheme. Since X is excellent the induced map V˜ → X is finite surjective,
hence (V˜ , E) ∈ MCorpro, for any effective Cartier divisor E on V˜ , by
Lemma 4.5. Denote by pi : V˜ → M i the maps induced by projections and
set Ei := p
∗
iMi,∞. By Lemma 4.4 we have D|V˜ ≥ E1 • . . . • En. Hence
(V˜ → X,E1, . . . , En) ∈ Λ(X ). For ai ∈ Fi(Mi), we define
θM(a1 ⊗ . . .⊗an ⊗ V ) := class of (p
∗
1a1 ⊗ . . .⊗p
∗
nan) in T (X ).
We extend this additively to obtain the map (4.6.3). Define
θ := ⊕θM :
⊕
M
F1(M1)⊗Z . . .⊗ZFn(Mn)⊗MCor
pro(X ,M•)→ T (X ).
We claim
(4.6.4) θ((4.3.1)) = 0.
We show this in the case i = 1 in (4.3.1). (The proof for general i is
similar.) Thus we have to show the following: Let aj ∈ Fj(Mj), f ∈
MCor(M ′,M1), and h ∈MCor
pro(X ,M ′•N), withN := M2• . . .•Mn;
then
(4.6.5) θ(a1 ⊗ . . .⊗an ⊗ (f • idN ) ◦ h) = θ(f
∗a1 ⊗ a2⊗ . . .⊗an ⊗ h).
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We may assume that f = V ⊂ M ′o ×Mo1 and h = W ⊂ X
o ×M ′o ×No
are prime correspondences. We have
(4.6.6) (f • idN) ◦ h =
∑
U
mU · dU · σ(U),
where the sum is over the irreducible components U ofW×M ′o×NoV ×N
o,
σ is the natural map induced by projection
σ : W ×M ′o×No V ×N
o =W ×M ′o V → X
o ×Mo1 ×N
o,
dU = [U : σ(U)] = degree of U/σ(U), and
(4.6.7) mU =
∑
j≥0
(−1)jlength(Tor
OM′o×No,ηU
j (OW,ηU ,OV×No,ηU )),
where by abuse of notation we denote by ηU the images of the generic point
of U in the various schemes. Denote by σ˜(U), U˜ , W˜ the normalizations of
the closures σ(U), U , W , respectively. We obtain the following commuta-
tive diagram
σ˜(U)
p1 //
  ❆
❆❆
❆❆
❆❆
❆❆
pj
''❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖

M1
X U˜oo
σU
>>⑦⑦⑦⑦⑦⑦⑦⑦⑦
s
  ❆
❆❆
❆❆
❆❆
❆❆
N // M j, j ≥ 2
W˜
]] >>⑥⑥⑥⑥⑥⑥⑥⑥⑥
qj
77♥♥♥♥♥♥♥♥♥♥♥♥♥♥♥♥
q1
// M ′,
in which all maps are induced projections. Set
Eσ(U),j := p
∗
jMj,∞, for j ≥ 1,
EW,1 := q
∗
1M
′
∞, EW,j := q
∗
jMj,∞, for j ≥ 2,
and
EU,1 := σ
∗
UEσ(U),1, EU,j := σ
∗
UEσ(U),j = s
∗EW,j, for j ≥ 2.
Note that the tuples (σ˜(U) → X,Eσ(U)), (U˜ → X,EU), (W˜ → X,EW )
are in Λ(X ), where EU = (EU,1, . . . , EU,n), etc. Furthermore, on U˜ we
have
(4.6.8) s∗EW,1 ≥ EU,1.
Indeed, the natural maps U → M1, and U → M ′ factor via the natural
maps V → M1 and V → M ′, respectively. Since M
′
∞|V˜
≥ M1,∞|V˜ by the
modulus condition which V satisfies, the analog inequality also holds on
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U˜ , see e.g. [RY16, Proposition 2.3(4)]. In the following we will use the
notation
(4.6.9) [a]i := ai⊗ . . .⊗an, [p
∗a]i := p
∗
i ai⊗ . . .⊗p
∗
nan, etc.
We compute in T (X ):
θ([a]1 ⊗ (f • idN ) ◦ h) =
∑
U
mU · dU · [p
∗a]1, by defn,
=
∑
U
mU · (σU∗σ
∗
Up
∗
1a1)⊗[p
∗a]2
=
∑
U
mU · [σ
∗
Up
∗a]1, by (4.6.2),
=
∑
U
mU · (σ
∗
Up
∗
1a1)⊗[s
∗q∗a]2
=
(∑
U
mU · s∗σ
∗
Up
∗
1a1
)
⊗ [q∗a]2, by (4.6.2),
for the last equality we use (4.6.8) to apply (4.6.2) in the situation
(f, E, E ′, b1, a) = (s, EW , EU , σ
∗
Up
∗
1a1, q
∗a).
We have
q1 ∈MCor
pro((W˜ , EW,1),M
′), p1 ◦ σU ∈MCor
pro((U˜ , EU,1),M1)
and by (4.6.8) also
st ∈MCorpro((W˜ , EW,1), (U˜ , EU,1)).
By (4.6.7) and flat base change for Tor we have
mU =
∑
j≥0
(−1)j length(Tor
OM′o,ηU
j (OW,ηU ,OV,ηU )).
Hence inMCorpro((W˜ , EW,1),M1)
(4.6.10)
∑
U
mU · (p1 ◦ σU) ◦ s
t =
∑
U
mU · U
′ = f ◦ q1,
where U ′ ⊂ (W˜ \ |EW,1|) × M
o
1 is the restriction of the image of U˜ →
W˜ ×M 1. Together with the above we obtain
θ([a]1 ⊗ (f • idN) ◦ h) =
(∑
U
mU · (p1 ◦ σU ◦ s
t)∗a1
)
⊗ [q∗a]2
= q∗1f
∗a1 ⊗ [q
∗a]2
= θ(f ∗a1⊗[a]2⊗h).
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This shows that θ satisfies (4.6.4). Thus θ factors to give a well-defined map
θ¯ : (F1 • . . . • Fn)(X )→ T (X ).
We define a map in the other direction. Let (π : Y → X,E1, . . . , En) ∈
Λ(X ) and ai ∈ Fi(Y,Ei). By Lemma 4.5 we find a smooth k-scheme
U with a k-morphism Y → U , effective Cartier divisors EU,i, and ele-
ments a˜i ∈ Fi(U,EU,i), such that EU,i|Y = Ei, a˜i|Y = ai. Denote by
Γ ⊂ (Y \ |π∗D|)× U×n the graph of the diagonal map Y \ |π∗D| → U×n.
By definition of Λ(X ) and Lemma 4.4 we have
Γ ∈MCorpro((Y, π∗D), (U,EU,1) • . . . • (U,EU,n)).
Using the description of F1 • . . . • Fn from Lemma 4.3 (and the notation
from (4.6.9)) we set
(4.6.11) ψY ([a]1) := class of ([a˜]1 ⊗ Γ) ∈ (F1 • . . . • Fn)(Y, π
∗D)
and
ψ([a]1) := π∗ψY ([a]1) = class of ([a˜]1 ⊗ (Γ ◦ π
t)) ∈ (F1 • . . . • Fn)(X ).
We claim that ψY ([a]1) (and hence ψ([a]1)) is well-defined, i.e., indepen-
dent of the choices of Y → U , EU,i, and a˜i. Indeed, let Y → V , EV,i, and
a′i be different choices; it suffices to consider the case in which we have a
commutative diagram
V
f

Y
??⑦⑦⑦⑦⑦⑦⑦⑦
// U,
and EV,i = f
∗EU,i, a
′
i = f
∗a˜i. Set Ui = (U,EU,i) and Vi = (V,EV,i) and
denote byΓU and ΓV the graphs of Y \|π
∗D| → U×n and Y \|π∗D| → V ×n,
respectively. We have inMCor((Y, π∗D),U1 • . . . • Un)
ΓU = f • . . . • f︸ ︷︷ ︸
n-times
◦ΓV = (f • idV2•...•Vn) ◦ . . . ◦ (idV1•...•Vn−1 •f) ◦ ΓV .
Thus [a˜]1 ⊗ ΓU = [a
′]1 ⊗ ΓV in (F1 • . . . • Fn)(Y, π
∗D), by (4.3.1). Hence
ψ([a]1) is well-defined and we can extend it additively to obtain a map
ψ :
⊕
(Y,E1,...,En)∈Λ(X )
F (Y,E1)⊗Z . . .⊗ZFn(Y,En)→ (F1 • . . . • Fn)(X ).
We claim
(4.6.12) ψ((4.6.2)) = 0.
We show this in the case i = 1 in (4.6.2). (The proof for general i is
similar.) To this end, let α := (f, E, E ′, a, b1) be as in (4.6.2). We find a
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finite surjective map between smooth k-schemes f˜ : U ′ → U which fits in
a cartesian diagram
Y ′ //
f

U ′
f˜

Y // U,
effective Cartier divisors E˜i on U and E˜
′
i on U
′, elements a˜j ∈ Fj(U, E˜j),
j ≥ 2, and b˜1 ∈ F1(U
′, E˜ ′1), such that (f˜ , E˜, E˜
′, a˜, b˜1) restricts to α; fur-
thermore we can assume
f˜ ∗E˜1 ≥ E˜
′
1, E˜
′
j ≥ f˜
∗E˜j , j ≥ 2.
Let Γ and Γ′ be the graphs of Y \ |D|Y | → U
×n and Y ′ \ |D|Y ′| → (U
′)×n,
respectively. For j ≥ 1, set
Uj := (U, E˜j), U
′
j := (U
′, E˜ ′j), Y := (Y,D|Y ), Y
′ := (Y ′, D|Y ′).
We write Uoj = U \ |E˜j |, etc. By assumption we have
Γ ∈MCorpro(Y ,U1 • . . . • Un), Γ
′ ∈MCorpro(Y ′,U ′1 • . . . • U
′
n)
f ∈MCorpro(Y ′,Y), f t ∈MCorpro(Y ,Y ′)
f˜ t ∈MCor(U1,U
′
1), f˜ ∈MCor(U
′
j ,Uj), j ≥ 2.
Set
V := U2 • . . . • Un, V
′ := U ′2 • . . . • U
′
n.
We obtain
f˜ •n−1 = f˜ • . . . • f˜︸ ︷︷ ︸
(n−1)-times
∈MCor(V ′,V).
InMCor(Y ,U ′1 • V) the following equality holds
(4.6.13) (idU ′1 •f˜
•n−1) ◦ Γ′ ◦ f t = (f˜ t • idV) ◦ Γ.
Indeed, this is a purely cycle theoretic question; using that (idU ′1 •f˜
•n−1)◦Γ′
is the graph of (Y ′)o → (U ′1)
o ×
∏n
j=2 U
o
j we obtain
f t ×(Y ′)o ((idU ′
1
•f˜ •n−1) ◦ Γ′) ∼= (Y ′)o ×(Y ′)o (Y
′)o ∼= (Y ′)o.
On the other hand using the isomorphisms Γ
≃
−→ Yo and (f˜ t • idV)
≃
−→
(U ′1)
o × Vo we obtain the following cartesian diagram
Γ×Uo1×Vo (f˜
t • idV) //

(U ′1)
o × Vo
f˜×id

Yo // Uo1 × V
o.
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Hence
Γ×Uo
1
×Vo (f˜
t • idV) ∼= Y
o ×Uo
1
(U ′1)
o ∼= (Y ′)o.
This yields (4.6.13). We compute in F1 • . . . • Fn(Y)
f∗ψY ′(b1⊗[f
∗a]2) = b˜1⊗[f˜
∗a˜]2 ⊗ (Γ
′ ◦ f t), by defn,
= b˜1⊗[a˜]2 ⊗ ((idU ′1 •f˜
•n−1) ◦ Γ′ ◦ f t), by (4.3.1)
= b˜1⊗[a˜]2 ⊗ ((f˜
t • idV) ◦ Γ), by (4.6.13)
= (f˜ t)∗b˜1 ⊗ [a˜]2 ⊗ Γ, by (4.3.1)
= f˜∗b˜1 ⊗ [a˜]2 ⊗ Γ
= ψY (f∗b1 ⊗ [a]2), by defn.
Pushing forward to X we obtain ψ(b1⊗[f
∗a]2) = ψ(f∗b1 ⊗ [a]2), which
proves Claim (4.6.12). Thus ψ factors to give a well-defined map
ψ¯ : T (X )→ F1 • . . . • Fn(X ).
By definition of θ¯ and ψ¯ we have
θ¯ ◦ ψ¯ = idT (X ) .
Thus it remains to show that ψ¯ is surjective. To this end, letM1, . . . ,Mn ∈
MCor, ai ∈ Fi(Mi), and let V ∈MCor
pro(X ,M1 • . . . •Mn) be a prime
correspondence. Denote by V˜ the normalization of V ⊂ X×M1 • . . . •Mn
and denote by pi : V˜ → Mi the maps induced by the projection maps. By
Lemma 4.5, we find a morphism V˜ → U with U a smooth k-scheme such
that pi factors via p˜i : U → Mi. Set Ei := p
∗
iMi,∞ and EU,i := p˜
∗
iMi,∞.
Then (π : V˜ → X,E1, . . . , En) ∈ Λ(X ). Let Γ be the graph of V˜ \|π
∗D| →
U×n. We compute in F1 • . . . • Fn(X )
ψ([p∗a]1) = [p˜
∗a]1 ⊗ Γ ◦ π
t, by defn,
= [a]1⊗(p˜1 • . . . • p˜n) ◦ Γ ◦ π
t, by (4.3.1),
= [a]1 ⊗ V.
This shows that ψ is surjective and completes the proof. 
Remark 4.7. Taking X = (X, ∅) in Proposition 4.6 we see that
(F1 • . . . • Fn)(X, ∅) = (ω!F1
PST
⊗ . . .
PST
⊗ ω!Fn)(X)
equals the tensor product of Mackey functors evaluated at X , see, e.g.,
[KY13, 2.8], or [IR17, 4.1]. In particular, the above proposition is a gener-
alization of [IR17, Proposition 5.1.3].
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4.8. We introduce some notations: Let F ∈ PST (resp. F ∈ MPST). If
K is a field containing k, then we write (see 4.1)
F (K) := F (SpecK) (resp. F (K) := ω!F (SpecK)).
If a ∈ F (K) and L/K is a field extension inducing f : SpecL→ SpecK,
then we write
aL := f
∗a ∈ F (L),
and if f is finite and b ∈ F (L), then we write
TrL/K(b) := f∗b := (f
t)∗b ∈ F (K).
If C/K is a regular projective curve, D an effective divisor on C, a ∈
F (C \D) (resp. a ∈ F (C,D)) and i : x →֒ C \D is a closed point, then
we write
a(x) = i∗a ∈ F (x) = F (K(x)).
Theorem 4.9. Let F1, . . . , Fn ∈ MPST. Let K be a field containing k.
Let • ∈ {⊗,⊗}, then (see (3.14.2) and Notation 4.8)
h0(F1 • · · · • Fn)(K) =
⊕
L/K
F1(L)⊗Z . . .⊗Z Fn(L)
 /R(K),
where the sum is over all finite field extensions L/K (one may restrict to
those inside a fixed algebraic closure ofK) and R(K) is the subgroup gen-
erated by the following elements:
(R1) (a1⊗· · ·⊗TrL′/L(ai)⊗· · ·⊗an)−(a1,L′⊗· · ·⊗ai⊗· · ·⊗an,L′), where
L′/L/K is a tower of finite field extensions, i ∈ [1, n], aj ∈ Fj(L),
for j 6= i, ai ∈ Fi(L
′);
(R2) ∑
x∈C\|D|
vx(f) · a1(x)⊗ · · · ⊗ an(x),
where C is a regular projective curve over K, D = D1 • · · · •Dn,
with Di effective divisors on C, such that ai ∈ (τ!Fi)(C,Di), and
f ∈ K(C)× satisfies f ≡ 1 mod D, and vx denotes the normalized
valuation ofK(C) attached to x. Here we use the notation
D1 • · · · •Dn =
{
D1 + . . .+Dn, if • = ⊗,
max{D1, . . . , Dn}, if • = ⊗,
and for a divisor D =
∑
j njxj on C the notation f ≡ 1 mod D
means vxj (f − 1) ≥ nj , for all j.
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Proof. Let M ∈ MCor and G ∈ MPST. With the notations from 3.8,
3.9, and 3.14 we have
(4.9.1) h0G(M)
∼= Coker(G(M⊗(P1, 1))
i∗0−i
∗
∞
−−−→ G(M)).
(Here we use the canonical isomorphism (P1, 1) ∼= , which is induced by
the unique automorphism of P1 which switches 1 and∞ and fixes 0.) Now
let G = F1• . . . •Fn. Combining (4.9.1) with the fact that ω! = ω!τ! and
that τ! is exact and monoidal for • (see (3.8.1)), we obtain for X ∈ Sm
h0(F1 • . . . • Fn)(X) =
(τ!F1
MPST
• . . .
MPST
• τ!iFn)(X, ∅)
(i∗0 − i
∗
∞)(τ!F1
MPST
• . . .
MPST
• τ!Fn)(P1X , 1X)
.
We can write K = lim−→iAi (filtered direct limit) with Ai smooth k-algebras
such that the induced maps Ai → K are flat. Hence, taking X = SpecAi
in the above formula and taking the direct limit yields
h0(F1• . . . •Fn)(K) =
(τ!F1
MPST
• . . .
MPST
• τ!Fn)(K)
(i∗0 − i
∗
∞)(τ!F1
MPST
• . . .
MPST
• τ!Fn)(P1K , 1K)
.
Now the statement follows from Proposition 4.6 and the observation that
f ∈ K(C)× in (R2) is the same as a finite surjective map f : C → P1K such
that f ∗(1) ≥ D1 • . . . •Dn. 
4.10. Denote
Φ = {henselian discrete valuation fields of geometric type over k},
i.e.,Φ is the set of henselian discrete valuation fields of the form Frac(OhU,x),
where U ∈ Sm, x ∈ U (1), and OhU,x denotes the henselization of the lo-
cal ring OU,x. For L ∈ Φ we denote by OL its underlying DVR, and by
mL ⊂ OL the maximal ideal. Set S = SpecOL and denote by s ∈ S the
closed point. For G ∈MPST and n ≥ 0 we set
G(OL,m
−n
L ) :=
{
G(S, ∅), if n = 0,
G(S, n · s), else.
Corollary 4.11. Let F1, . . . , Fn ∈ MPST and set F := F1 • . . . • Fn ∈
MPST, with • ∈ {⊗,⊗}. Let L ∈ Φ, then h0(F )(L) is generated by all
the elements of the form
π∗([a1, . . . , an]L′),
where L′/L is a finite field extension, [a1, . . . , an]L′ denotes the image of
a1 ⊗ . . .⊗ an ∈ F1(L
′)⊗Z . . .⊗ZFn(L
′) under the natural map
F1(L
′)⊗Z . . .⊗ZFn(L
′)→ (F1
PST
⊗ . . .
PST
⊗ Fn)(L
′)
(3.14.3)
−−−→ F (L′),
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and π : SpecL′ → SpecL is the finite morphism. Furthermore, if ai ∈
Im(τ!Fi(OL′ ,m
−ri
L′ )→ Fi(L
′)), where the ri ≥ 0, then,
(4.11.1) π∗([a1, . . . , an]L′) ∈ Im(τ!h

0 (F )(OL,m
−n
L )→ h0(F )(L)),
where
n =
{
⌈ r1+...+rn
e(L′/L)
⌉, if • = ⊗,
⌈max{r1,...,rn}
e(L′/L)
⌉, if • = ⊗,
with e(L′/L) the ramification index of L′/L and the map in (4.11.1) is in-
duced from h0(F )(L) = τ!h

0 (F )(SpecL, ∅).
Proof. The first statement holds by Theorem 4.9, the second by Proposition
4.6. 
4.12. Let F ∈ RSCNis. Let a ∈ F (L), L ∈ Φ, (see 4.10). Recall from
[RS, Definition 4.14] that the motivic conductor cFL(a) of a at L is defined
by:
cFL(a) := min{n ≥ 0 | a ∈ τ!F˜ (OL,m
−n
L )}.
Corollary 4.13. Let F1, . . . , Fn ∈ RSCNis. Set F := h0,Nis(F˜1 • . . . • F˜n),
with • ∈ {⊗,⊗} (see (3.14.5)). Let L ∈ Φ and ai ∈ Fi(L). Then (with the
notation from Corollary 4.11)
cFL([a1, . . . , an]L) ≤
{
cF1L (a1) + . . .+ c
Fn
L (an), if • = ⊗,
max{cF1L (a1), . . . , c
Fn
L (an)}, if • = ⊗.
Proof. By the adjointness of (ωCI, ω
CI) we have a natural transformation
h0 → ω
CIh0 of functors MPST → CI. Thus the statement follows from
Corollary 4.11 and the natural map
τ!ω
CI(h0(F˜1 • . . . • F˜n))(OL,m
−r
L ) →֒ τ!ω
CI(F )(OL,m
−r
L ), r ≥ 0.

Definition 4.14 (cf. [IR17, 4.2.1]). Let F1, . . . , Fn, H ∈ RSCNis. Denote
by
Lin•
RSC
(F1, . . . , Fn;H), • ∈ {⊗,⊗},
the set of collections of maps
φ =
{
φX1,...,Xn : F1(X1)×. . .×Fn(Xn)→ H(X1×. . .×Xn)
}
X1,...,Xn∈Sm
,
satisfying the following properties:
(L1) φX1,...,Xn is a multilinear morphism of Z-modules, for allXi ∈ Sm.
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(L2) For all i ∈ [1, n], X1, . . . , Xn, X
′
i ∈ Sm, f ∈ Cor(X
′
i, Xi), and all
aj ∈ Fj(Xj), j = 1, . . . , n, we have
φX1,...X′i,Xi+1,...,Xn(a1, . . . , f
∗ai, ai+1, . . . , an) = f
∗
i φX1,...,Xn(a1, . . . , an),
where fi = idX1×...×Xi−1 ×f × idXi+1×...×Xn .
(L3) For all L ∈ Φ and all ai ∈ Fi(L) we have (see 4.12 for notation)
cHL (φL(a1, . . . , an)) ≤
{
cF1L (a1) + . . .+ c
Fn
L (an), if • = ⊗,
max{cF1L (a1), . . . , c
Fn
L (an)}, if • = ⊗.
Here φL = φSpecL, where φS, for S ∈ Cor
pro, is defined as the
composition
(4.14.1) φS : F1(S)× . . .× Fn(S) = lim−→
U
(F1(U)× . . . Fn(U))
φ
−→ lim
−→
U
H(U × . . .× U)
∆∗U−−→ lim
−→
U
H(U) = H(S),
where U runs through all smooth k-models of S, ∆U : U → U ×
. . . × U denotes the diagonal, and we use (L2) to extend φ to the
colimit.
Lemma 4.15. Let φ = {φX1,...,Xn} be a collection of maps as in Definition
4.14. Assume φ satisfies (L1), (L2). Then φ satisfies (L3) if and only if for
all ai ∈ F˜i(Xi), with proper modulus pairs Xi we have
φX o1 ,...,X on(a1, . . . , an) ∈ H˜(X1 • . . . • Xn).
Proof. Set α := φX o1 ,...,X on(a1, . . . , an), and X1 • . . . • Xn =: (X,X∞). By
[RS, Theorem 4.15, (4)] we have
α ∈ H˜(X1 • . . . • Xn)⇐⇒ c
H
L (ρ
∗α) ≤ vL(X∞), ∀L ∈ Φ, ρ ∈ X(OL),
where on the right hand side vL(X∞) is the multiplicity of ρ
∗X∞. Ob-
serve that ρ∗α = φL(ρ
∗
1a1, . . . , ρ
∗
nan), where ρi : SpecL → X
o
i are in-
duced by ρ and projection. Thus the only if direction follows directly from
Lemma 4.4. For the other direction let bi ∈ Fi(L), L ∈ Φ, and set
ri := c
Fi
L (bi). We find smooth models (U,Z) of (SpecOL,mL) with com-
pactification U = (U,Z + B) and elements b˜i ∈ Fi(Uri) restricting to bi,
where Uri = (U, riZ +B). Note that the map SpecOL → U (coming from
the structure as model of OL) maps the closed point to the generic point of
Z and hence is not contained in B. By assumption φUo1 ,...,Uon(b˜1, . . . b˜n) ∈
H˜(U1 • . . . • Un). Denote by ρ : SpecOL → U1 • . . . • Un the diagonal
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map. Thus (by Lemma 4.4)
cHL (φL(b1, . . . , bn)) = c
H
L (ρ
∗φUo1 ,...,Uon(b˜1, . . . b˜n)) ≤ vL(Ur1 • . . . • Urn) ={
vL(Ur1) + . . .+ vL(Urn) = r1 + . . . rn, if • = ⊗,
max{vL(Ur1), . . . , vL(Urn)} = max{r1, . . . , rn}, if • = ⊗.
Hence φ satisfies (L3). 
Lemma 4.16. Let ϕ : F → G be a morphism in RSCNis. Then ϕ is an
isomorphism if and only if ϕ(K) : F (K) → G(K) is an isomorphism, for
all finitely generated k-fieldsK.
Proof. By Theorem 3.18, the categoryRSCNis is abelian. Hence it suffices
to show that a sheaf F ∈ RSCNis is zero if and only if F (K) = 0, for allK.
This follows from [KSY16, Theorem 6] and [KSY, Corollary 3.2.3]. 
Theorem 4.17. Let F1, . . . , Fn, H ∈ RSCNis. Then there is a natural iso-
morphism
HomRSC(h0(F˜1 • . . . • F˜n), H) = Lin
•
RSC
(F1, . . . , Fn;H), • ∈ {⊗,⊗}.
Proof. Denote by LinPST(F1, . . . , Fn;H) the set of those φ = {φX1,...,Xn}
satisfying only (L1) and (L2). We have
(4.17.1) Lin•
RSC
(F1, . . . , Fn;H) ⊂ LinPST(F1, . . . , Fn;H).
Set
F := h0(F˜1 • . . . • F˜n).
The surjection (3.14.3) induces an inclusion
(4.17.2) HomRSC(F,H) ⊂ HomPST(F1
PST
⊗ . . .
PST
⊗ Fn, H).
Since H is a Nisnevich sheaf we can replace F by FNis and RSC by
RSCNis on the left hand side and on the right hand side PST by NST.
By [SV00, Lemma 2.1] we have a canonical identification
(4.17.3) LinPST(F1, . . . , Fn;H) = HomPST(F1
PST
⊗ . . .
PST
⊗ Fn, H).
Observe that if ϕ : H1 → H2 is a morphism in RSCNis and a ∈ H1(L),
L ∈ Φ, then cH2L (ϕ(a)) ≤ c
H1
L (a), by definition of the motivic conductor,
see 4.12. Hence it follows directly from Corollary 4.13 that (4.17.3) induces
an inclusion
HomRSC(F,H) ⊂ Lin
•
RSC
(F1, . . . , Fn;H).
For the other inclusion, let φ ∈ Lin•
RSC
(F1, . . . , Fn;H) and denote by
φˆ : F1
NST
⊗ . . .
NST
⊗ Fn → H
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the induced map. Set
G := Ker(F1
NST
⊗ . . .
NST
⊗ Fn
(3.14.3)Nis−−−−−→ FNis).
It remains to show
(4.17.4) φˆ(G)Nis = 0.
By definition φˆ(G)Nis is a sub-NST of H , hence it is in RSCNis. By
Lemma 4.16 it suffices to show 0 = φˆ(G)Nis(K) = φˆ(G(K)), for all func-
tion fields K over k. By Theorem 4.9, the group G(K) is generated by
elements of the form
α :=
∑
x∈C\|D|
vx(f) · a1(x)⊗ . . .⊗ an(x)
with C/K, D = D1 • . . . • Dn, ai ∈ τ!F˜i(C,Di) and f ≡ 1 mod D as in
4.9(R2). We compute
φˆ(α) =
∑
x∈C\|D|
vx(f) TrK(x)/K
(
φK(x)(a1(x), . . . , an(x))
)
,
=
∑
x∈C\|D|
vx(f) TrK(x)/K
(
φC\|D|(a1, . . . , an)(x)
)
, by (L2),
= DivC(f)
∗φC\|D|(a1, . . . , an),
where we view DivC(f) ∈ Cor
pro(SpecK,C \ |D|). For the first equality,
note, ifK ′/K is a finite field extension, then the composition
F1(K
′)⊗Z . . .⊗Z Fn(K
′)
ψK′−−→ (F1
NST
⊗ . . .
NST
⊗ Fn)(K
′)
TrK′/K
−−−−→ (F1
NST
⊗ . . .
NST
⊗ Fn)(K)
φˆ
−→ H(K)
maps an element b1 ⊗ . . . ⊗ bn to TrK ′/K(φK ′(b1, . . . , bn)), with φK ′ =
φSpecK ′ defined as in (4.14.1) and ψK ′ defined as in (4.6.11). We have
(4.17.5) φC\|D|(a1, . . . , an) ∈ τ!H˜(C,D).
Indeed, this follows directly from Lemma 4.15 and Lemma 4.4. Thus
φˆ(α) = (i∗0 − i
∗
∞)(f
t)∗φC\|D|(a1, . . . , an) = 0,
where f t ∈ MCorpro((P1K , 1), (C,D)) denotes the transpose of the graph
of f : C → P1K . This proves (4.17.4). 
Corollary 4.18. Let F1, . . . , Fn ∈ RSCNis and • ∈ {⊗,⊗}. Let 0 = m0 <
m1 < m2 < . . . < mr = n, r ≥ 1. For j = 1, . . . , r set
F˜ j := F˜mj−1+1 • . . . • F˜mj ∈MPST, and Hj :=
˜
h0,Nis(F˜ j) ∈ CI.
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Denote by
τj ∈ Lin
•
RSC
(Fmj−1+1, . . . , Fmj ; h0,Nis(F˜ j))
and
τ1,...,r ∈ Lin
•
RSC
(
h0,Nis(F˜ 1), . . . , h0,Nis(F˜ r) ; h0,Nis(H1 • . . . •Hr)
)
the maps corresponding via Theorem 4.17 to the identity on h0,Nis(F˜ j) and
on h0,Nis(H1 • . . . •Hr), respectively. Then the composition
τ := τ1,...,r ◦ (τ1 × . . .× τr) : F1 × . . .× Fn → h0,Nis(H1 • . . . •Hr)
lies in Lin•
RSC
(F1, . . . , Fn; h0,Nis(H1, . . . , Hr)) and the induced map
(4.18.1) h0,Nis(F˜1 • . . . • F˜n)→ h0,Nis(H1 • . . . •Hr)
is compatible with the natural surjection of F1
NST
⊗ . . .
NST
⊗ Fn to either side
(see (3.14.3)); in particular it is surjective.
Proof. It is direct to see that τ satisfies (L1) and (L2) of Definition 4.14.
Hence by (4.17.3) it factors via the natural surjection
F1
NST
⊗ . . .
NST
⊗ Fn ։ h0,Nis(H1 • . . . •Hr) =: G.
Thus for L ∈ Φ and ai ∈ Fi(L) we have
τL(a1, . . . , an) = [[a1]L, . . . , [ar]L]L ∈ G(L),
where τL is defined as in (4.14.1), aj = (amj−1+1, . . . , amj ), and the bracket
notation on the right is as in Corollary 4.11. Therefore, Corollary 4.13
yields
cGL(τL(a1, . . . , an)) ≤
r∑
j=1
c
h0,Nis(F j)
L ([aj ]L) ≤
n∑
i=1
cFiL (ai),
i.e., τ satisfies (L3); hence the statement. 
Remark 4.19. Corollary 4.18, shows that
RSC×nNis → RSCNis, (F1, . . . , Fn) 7→ h0,Nis(F1 • . . . • Fn),
• ∈ {⊗,⊗}, is a lax monoidal structure on RSCNis, in the sense that there
is only a weak form of associativity. See also Corollary 4.21 below.
Lemma 4.20. Let H ∈ RSCNis and Y ∈MCor. Set Y := Y
o. Let HY be
the presheaf on Sm defined by HY(X) := τ!H˜((X, ∅) ⊗ Y). Then HY ∈
RSCNis. Moreover, if M and N ∈ MCor are modulus compactifications
of X and Y , respectively, such that a ∈ H(X × Y ) ∩HY(X) has modulus
M •N , with • ∈ {⊗,⊗}, thenM is a modulus for a ∈ HY(X).
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Proof. The inclusion
Cor(X ′, X) = MCor((X ′, ∅), (X, ∅))
→֒MCor((X ′, ∅)⊗Y , (X, ∅)⊗Y),
given by f 7→ f × idY , endows HY with the structure of a presheaf with
transfers, which is also a Nisnevich sheaf. Let a ∈ HY(X) and assume there
exist modulus compactifications M and N of X and Y , respectively, such
that a ∈ H(X×Y ) has modulusM•N , i.e., the Yoneda mapZtr(X×Y )→
H induced by a factors via h0(M •N) (see 3.13). The exterior product with
idY also induces an inclusion
(4.20.1) MCor((X ′, ∅)⊗,M) →֒MCor((X ′, ∅)⊗(Y, ∅)⊗,M•N).
Indeed, for • = ⊗ observe that if Z ⊂ X ′×P1 \{∞}×X , then the closure
of Z× idY inX
′×Y ×P1×M ×N is contained inX ′×Y ×P1×M ×Y ;
for • = ⊗ it follows from the inclusion
MCor((X ′, ∅)⊗ (Y, ∅)⊗,M⊗N)
→֒MCor((X ′, ∅)⊗ (Y, ∅)⊗,M⊗N)
induced by the natural mapM⊗N → M⊗N , see (2.8.4). By definition of
H˜ = ωCIH we have a ∈ H˜(M •N) ∩HY(X). Since H˜ is -invariant, so
is τ!H˜ (see [Sai, Lemma 1.14]); thus
γ ∈MCor((X ′, ∅)⊗ (Y, ∅)⊗,M •N)
=⇒ i∗0γ
∗a = i∗1γ
∗a inH(X × Y ).
Hence the natural map Ztr(X) → HY induced by a ∈ HY(X) factors by
(4.20.1) via h0(M), i.e., M is a modulus for a ∈ HY(X). Finally, observe
for any a ∈ τ!H˜((X, ∅)⊗Y) we always find compactificationsM and N of
X and Y , respectively, such that M⊗N is a modulus for a. It follows that
any a ∈ HY(X) has a modulus, thus HY ∈ RSCNis. 
Corollary 4.21. Let F1, . . . , Fn, G1, . . . , Gr ∈ RSCNis and • ∈ {⊗,⊗}.
Set F˜ = F˜1 • . . . • F˜n, G˜ = G˜1 • . . . • G˜r ∈ MPST. There is a natural
surjection
h0,Nis(F˜ )
NST
⊗ h0,Nis(G˜)։ h0,Nis(F˜ , G˜) in NST,
which is compatible with the surjection of F1
NST
⊗ . . .
NST
⊗ Gr to either side.
Proof. Let H ∈ RSCNis and φ ∈ Lin
•
RSC
(F1, . . . , Fn, G1, . . . , Gr ; H).
Fix bi ∈ Gj(Yj), set b := b1, . . . , br, Y := Y1 × . . . × Yr, HY (X) :=
H(X × Y ), for X ∈ Sm, and define
φb,X1,...,Xn : F1(X1)× . . .× Fn(Xn)→ HY (X1 × . . .×Xn)
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by
φb,X1,...,Xn(a1, . . . , an) := φ(a1, . . . , an, b).
By Lemma 4.20 we haveHY ∈ RSCNis. Furthermore, it is clear that φb :=
{φb,X1,...,Xn} satisfies (L1) and (L2) of Definition 4.14; that it satisfies (L3)
follows from the Lemmas 4.15 and 4.20. More precisely, if ai ∈ F˜i(Xi) and
bj ∈ G˜j(Yj), for some Xi,Yj ∈MCor with X
o
i = X and Y
o
i = Yi, then
φb,X1,...,Xn(a1, . . . , an) ∈ H˜(X1•. . .•Xn•Y1 . . .•Yr) ⊂ (˜HY)(X1•. . .•Xn),
where Y = Y1 • . . . • Yr and HY is defined as in Lemma 4.20.
Thus φb induces by Theorem 4.17 a well-defined map
φˆb : h0,Nis(F˜ )→ HY ⊂ HY .
FixX and α ∈ h0,Nis(F˜ )(X). Define
φα,Y1,...,Yr : G1(Y1)× . . .×Gr(Yr)→ HX(Y ) := H(X × Y )
by
φα,Y1,...,Yr(b1, . . . , br) := φˆb(α).
It is direct to check that φα = {φα,Y1,...,Yr} satisfies (L1) and (L2). Assume
the bj have moduli Yj ∈ MCor as above. Let X = (X,X∞) be a com-
pactification of (X, ∅). Set X (m) = (X,mX∞) and Y = Y1• . . .•Yr. Then
(see e.g. [Sai, Lemma 1.4(5, Remark 1.5)])
τ!H˜((X, ∅)⊗ Y) = lim−→
m
H˜(X (m) ⊗Y),
i.e., any c ∈ τ!H˜((X, ∅) ⊗ Y) ⊂ HX(Y ) has a modulus of the form
X (m)⊗Y , somem ≥ 1. Thus
φα,Y1,...,Yr(b1, . . . , br) ∈ τ!H˜((X, ∅)⊗ Y) ⊂ (˜HX)(Y),
where the inclusion holds by Lemma 4.20 (with the role of X and Y inter-
changed). Therefore, φα satisfies (L3), by Lemma 4.15. Hence we obtain
an induced map φˆα : h0,Nis(G˜)→ HX . It is direct to check that the induced
map φˆ = {φˆX,Z}, with
φX,Z : h0,Nis(F˜ )(X)× h0,Nis(G˜)(Z)→ H(X × Z), (α, β) 7→ φˆα(β),
satisfies (L1) and (L2) and therefore induces the map from the statement.

Lemma 4.22. Let F1, . . . , Fn ∈ RSCNis and set F˜ = F˜1 • . . . • F˜n ∈
MPST, • ∈ {⊗,⊗}. Let G′ → G → G′′ → 0 be an exact sequence in
RSCNis.
(1) The natural map h0,Nis(F˜ • G˜)։ h0,Nis(F˜ • G˜′′) is surjective.
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(2) Assume that the induced maps
(4.22.1) τ!G˜(OL,m
−n
L )։ τ!G˜
′′(OL,m
−n
L ), L ∈ Φ, n ≥ 0,
are surjective. Then the following sequence is exact
h0,Nis(F˜ • G˜′)→ h0,Nis(F˜ • G˜)→ h0,Nis(F˜ • G˜′′)→ 0.
Proof. We write Lin• instead of Lin•
RSC
and F = (F1, . . . , Fn). For (1) it
suffices by Theorem 4.17 to show that for all H ∈ RSCNis the natural map
Lin•(F ,G′′ ; H)→ Lin•(F ,G ; H) is injective. This follows directly from
the surjectivity G ։ G′′ in RSCNis. Similar for (2) we have to show that
for all H ∈ RSCNis the sequence
0→ Lin•(F ,G′′ ; H)→ Lin•(F ,G ; H)→ Lin•(F ,G′ ; H)
is exact. It remains to show the exactness in the middle. To this end, let
φ ∈ Lin•(F,G ; H) map to zero in Lin•(F ,G′ ; H). For aj ∈ Fj(Xj)
and b ∈ G′′(Y ), take a Nisnevich cover {Vi → Y }i such that there exist
b˜i ∈ G(Vi) lifting b|Vi . Set φ¯X,Vi(a, b|Vi) := φX,Y (a, b˜i) (with the obvious
shorthand notation). By assumption this glues to give an element
φ¯X,Y (a, b) ∈ H(X × Y ).
It is immediate to check that this is independent of the lifts b˜i of b|Vi and
the choice of the cover {Vi → Y }i. It is also direct to check that φ¯ =
{φ¯X,Y }X,Y ∈Sm satisfies (L1) and (L2) of Definition 4.14. For (L3), let aj ∈
Fj(L) and b ∈ G
′′(L); by (4.22.1) we find b˜ ∈ G(L) with cGL(b˜) = c
G′′
L (b);
hence
cHL (φ¯L(a, b)) = c
H
L (φL(a, b˜)) ≤
∑
i
cFiL (a) + c
G
L(b˜) =
∑
i
cFiL (a) + c
G′′
L (b).
Thus φ¯ ∈ Lin•(F ,G′′ ; H) maps to φ. This completes the proof. 
Corollary 4.23. Let F1, . . . , Fn ∈ RSCNis and assume all but one of the
Fi are proper. Then the natural surjection (see 2.8.4, (3.14.3))
h0,Nis(F˜1⊗ . . .⊗F˜n)
≃
−→ h0,Nis(F˜1⊗ . . .⊗F˜n)
is an isomorphism. (Recall that F ∈ RSCNis is called proper if c
F
L(a) = 0,
for all a ∈ F (L), L ∈ Φ.)
Proof. By assumption Lin
⊗
RSC
(F ; H) = Lin⊗
RSC
(F ; H), where F =
F1, . . . , Fn; thus the statement follows from Theorem 4.17. 
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5. APPLICATIONS
In this section we compute h0,Nis(F1 • . . . • Fn), • ∈ {⊗,⊗}, in certain
cases, where the Fi ∈ MPST are modulus lifts of the multiplicative - or
the additive group, of abelian varieties, or of generalized Jacobians. We
also compare it to the reciprocity functors defined in [IR17].
5.1. ForM ∈MCor we write
(5.1.1) h0 (M)
0 := ker(h0 (M)→ h

0 (Spec k, ∅) = Z) ∈ CI,
where the map is induced by the structure morphism ofM . We have
ωCIh

0 (M)
0 = h0(M)
0 := Ker(h0(M)→ h0(Spec k, ∅)) ∈ RSC.
Hence we get a natural map
h0 (M)
0 → ωCIh0(M)
0 = h˜0(M)0.
This map is in general not an isomorphism (e.g. not in the case M = GMa
considered below.)
Set GMm := (P
1, (0) + (∞)), GMa := (P
1, 2(∞)). Fix ∗ ∈ {m, a}. We
put
G#∗ := h

0 (G
M
∗ )
0 ∈ CI.
By [RY16, Theorem 1.1], we have an isomorphism in RSC
(5.1.2) (ωCIG
#
∗ )Nis
∼= G∗.
For any field K containing k, we identify G#∗ (K) = G∗(K). We regard a
rational function f ∈ K(t) as a morphism f : P1K → P
1
K = (G
M
∗ )K →
GM∗ . Let D be an effective divisor on P
1
K such that D ≥ f
∗((GM∗ )
∞). Let
Γf ∈ MCor((P
1
K , D),G
M
∗ ) be the graph of f (restricted to P
1
K \ |D|). Set
ǫ = 1 (resp. 0) if ∗ = m (resp. a), regarded as a constant function. Then
the image of Γf − Γǫ by the natural map
MCor((P1K , D),G
M
∗ ) = Ztr(G
M
∗ )(P
1
K , D)→ h

0 (G
M
∗ )(P
1
K , D)
belongs toG#∗ (P
1
K , D), which we denote by f
#. For a closed point i : x →֒
P1K \ |D|, we write f(x) := i
∗(f#) ∈ G#∗ (K(x)) = G∗(K(x)).
5a. The case of homotopy invariant sheaves.
Lemma 5.2. Let F ∈ RSCNis. Assume there exists a natural number
n ≥ 0, such that cFL(a) ≤ n, for all L ∈ Φ and all a ∈ F (L) (see 4.10, 4.12
for notation). Then F ∈ HINis and we can take n = 1.
Proof. By [RS, Corollaries 4.33, 4.36] we have for general F ∈ RSCNis
(5.2.1) F ∈ HINis ⇐⇒ c
F
L(a) ≤ 1, for all L ∈ Φ, a ∈ F (L).
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By [RS, Theorem 4.15(2)] the motivic conductor cF = {cFL}L∈Φ is a con-
ductor in the sense of loc. cit., in particular it satisfies
(5.2.2) cFL(f∗a) ≤ ⌈c
F
L′(a)/e⌉,
where f : SpecL′ → SpecL is finite of ramification index e and a ∈ F (L′).
Now assume F is as in the assumptions of the lemma. Let L ∈ Φ and
a ∈ F (L). Let Li/L be a totally ramified extensions of degree n + i,
with i = 0, 1, and denote by πi : SpecLi → SpecL the corresponding
morphisms. We compute
cL(a) = cL((n+ 1)a− na)
≤ max{cL((n+ 1)a), cL(na)}
= max{cL(π1∗π
∗
1a), cL(π0∗π
∗
0a)}
≤ max{⌈cL1(π
∗
1a)/(n+ 1)⌉, ⌈cL0(π
∗
0a)/n⌉}, by (5.2.2)
≤ 1,
where the last inequality holds by assumption. This proves the lemma. 
Theorem 5.3. Let F1, . . . , Fn ∈ HINis, • ∈ {⊗,⊗}. Then
h0,Nis(F˜1 • . . . • F˜n) = F1
HINis
⊗ . . .
HINis
⊗ Fn.
Proof. Denote by F the left hand side. It follows from the Corollaries 4.11
and 4.13, (5.2.1), (5.2.2), and Lemma 5.2 that F ∈ HINis. We have natural
surjections (see (3.14.3))
F1
NST
⊗ . . .
NST
⊗ Fn ։ F ։ F1
HINis
⊗ . . .
HINis
⊗ Fn.
Applying hA
1
0 (see 3.16) and Nisnevich sheafifying yields a factorization of
the identity
F1
HINis
⊗ . . .
HINis
⊗ Fn ։ F ։ F1
HINis
⊗ . . .
HINis
⊗ Fn.
This proves the statement. 
Problem 5.4. Suppose that Gi ∈ MPST such that Fi := ω!Gi ∈ RSC.
We have a natural surjection
h0,Nis(G1⊗ · · ·⊗Gn)։ h0,Nis(F˜1 • · · · • F˜n).
This is in general not an isomorphism, see, e.g., Theorem 5.14 and Corol-
lary 5.17. What happens if Gi ∈ CI and Fi ∈ HI? Is the map then also
injective?
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5.5. Let KMn be the restriction to Sm of the improvedMilnorK-sheaf from
[Ker10, 1.]; in particular it is a Zariski sheaf. By [Ker10, Proposition 10,
(8)] (see also [Ker09, Theorem 7.6])
KMn
∼= Hn(Z(n)),
whereZ(n) is Voevodsky’smotivic complex. In particular,KMn ∈ HINis, by
[Voe00, Theorem 3.1.12]. EmployingZ(1)[1] ∼= Gm inDM (see [MVW06,
Theorem 4.1]) we obtain
KMn
∼= H0(Z(n)[n]) ∼= H0(Z(1)[1]
DM
⊗ n) ∼= G
HINis
⊗ n
m .
Thus Theorem 5.3 yields an isomorphism
(5.5.1) h0,Nis(G˜m
•n
)
≃
−→ KMn , • ∈ {⊗,⊗}.
It is direct to check that when evaluated at a k-field K this map is given by
(a1 ⊗ . . .⊗ an)K ′/K 7→ NmK ′/K{a1, . . . , an},
whereK ′/K is a finite field extension and ai ∈ (K
′)×. However, Theorem
5.3 does not imply the following result.
Proposition 5.6. We have isomorphisms inRSCNis
h0,Nis((G
M
m /1)
•n) ∼= h0,Nis((G
#
m)
•n) ∼= KMn , • ∈ {⊗,⊗},
where GMm /1 = Coker(i1 : Z → Ztr(G
M
m )) ∈ MPST and i1 : {1} →֒ P
1
(see 5.1 for notation).
Proof. The first isomorphism for • = ⊗ follows from h0 (G
M
m /1)
∼= G#m
and Lemma 3.12. Thus for any F ∈ RSCNis appearing in the statement,
we have a chain of surjective maps
h0,Nis((G
#
m)
⊗n)։ F ։ h0,Nis(G˜m
⊗n
) ∼= KMn .
Hence by Lemma 4.16 it suffices to show that α : h0((G
#
m)
⊗n)(K) →
KMn (K) is bijective for any finitely generated k-field K. For this, we con-
struct a surjection β : KMn (K)։ h0((G
#
m)
⊗n)(K) such that α◦β = id. We
want to define β by β({a1, . . . , an}) = a1⊗ . . .⊗an. If this is well defined,
then β is automatically surjective since it is compatible with the surjection
of G⊗PSTnm (K) to either side. Showing well-definedness of β amounts to
show
(5.6.1) a1 ⊗ · · · ⊗ an = 0 in h0((G
#
m)
⊗n)(K)
for a1, . . . , an ∈ K
× such that ai + aj = 1 for some i < j. This can be
shown by a slight modification of the proof of [IR17, Proposition 5.3.1], so
we will be brief.
We may suppose (i, j) = (1, 2), and put a := a1 = 1 − a2, b := a3 ⊗
· · · ⊗ an. Let K
′ = K(c, µ) be a finite extension of K generated by c, µ ∈
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K ′× such that c6 = a and such that µ is of order 12 (resp. 4, resp. 3) if
the characteristic is neither 2 nor 3 (resp. 3, resp. 2). Consider rational
functions in K ′(t)
f =
t6 − a
t6 − (a+ 1)t4 + (a+ 1)t2 − a
=
(t2 − c2)(t2 − µ2c2)(t2 − µ4c2)
(t2 − c6)(t2 − µ2)(t2 − µ10)
,
g1 = t, g2 = 1− t, gi = ai (i = 3, . . . , n)
so that (with the notation from 5.1)
g#1 ∈ G
#
m(P
1
K ′, (0) + (∞)),
g#2 ∈ G
#
m(P
1
K ′, (1) + (∞)),
g#i ∈ G
#
m(P
1
K ′, ∅) (i = 3, . . . , n).
Since f ≡ 1 mod (0)+(1)+2(∞), we may apply Theorem 4.9 (R2) to get
a vanishing element in h0((G
#
m)
⊗n)(K ′). A slight modification of the com-
putation in loc. cit. shows that 4(a⊗ (1− a)⊗ b) = 0 in h0((G
#
m)
⊗n)(K ′).
Since [K ′ : K] is divisible by 24, we get 96(a ⊗ (1 − a) ⊗ b) = 0 in
h0((G
#
m)
⊗n)(K). Now, (5.6.1) follows from exactly the same argument as
[MVW06, Lemma 5.8]. 
5b. Comparison with the K-group of reciprocity functors.
Theorem 5.7. Let F1, . . . , Fn ∈ RSCNis = RSC ∩NST. Let Reg
≤1 ⊂
MCorpro be the full subcategory whose objects are regular schemes of di-
mension ≤ 1, which are of finite type and separated over a finitely gener-
ated field extension of k. Then the restriction (via 4.1.2) of Fi toReg
≤1 is a
reciprocity functor in the sense of [IR17, Definition 1.5.1]. Furthermore, if
T (F1, . . . , Fn) denotes the reciprocity functor defined in [IR17, 4.2.3] and
K/k is a finitely generated field, then
h0,Nis(F˜1⊗ . . .⊗F˜n)(K) = T (F1, . . . , Fn)(K).
Proof. For the first statement, observe that F ∈ RSCNis clearly restricts
to a Nisnevich sheaf with transfers on Reg≤1 in the sense of [IR17, Def-
inition 1.2.1] satisfying the condition (FP) from [IR17, Definition 1.3.5].
The condition (Inj) from loc. cit., i.e., the injectivity of the restriction
F (X) →֒ F (U) for U ⊂ X open dense in Reg≤1 is satisfied by [KSY16,
Theorem 6] and [KSY, Corollary 3.2.3]. Finally, note by [KSY16, Lemma
5.1.7] and [KSY, Corollary 3.2.3], the reciprocity sheaf F has weak reci-
procity in the sense of [KSY16, 5.1.6], which implies that any element
a ∈ F (K(C)), where K(C) is the function field of a regular projective
curve over a finitely generated k-field, has a modulus in the sense of [IR17,
Definition 1.4.1]. Hence F defines a reciprocity functor in the sense of
[IR17, Definition 1.5.1]. This shows the first statement.
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For the second statement observe that by Theorem 4.9 we have a mor-
phism of presheaves with transfers on Reg≤1
(5.7.1) LT (F1, . . . , Fn)→ h0(F˜1⊗ . . .⊗F˜n) := F,
where LT (F1, . . . , Fn) is defined in [IR17, Definition 4.2.3(1)], and it in-
duces an isomorphism
(5.7.2) LT (F1, . . . , Fn)(K)
≃
−→ F (K).
Let Σ be the functor from [IR17, Proposition 3.1.4]. By the adjunction
property of Σ, the composition of (5.7.1) with the natural map F → FNis
factors as follows in the category of presheaves wiht transfers on Reg≤1
LT (F1, . . . , Fn)→ T (F1, . . . , Fn)
defn
= Σ(LT (F1, . . . , Fn))→ FNis.
Thus the isomorphism (5.7.2) factors as
LT (F1, . . . , Fn)(K)։ T (F1, . . . , Fn)(K)→ FNis(K) = F (K),
where the first map on the left is surjective by the construction of Σ, see
[IR17, Proposition 3.1.4]. This implies the statement. 
5c. Tensors of additive groups.
Theorem 5.8. Let F ∈ RSCNis.
(1) Assume ch(k) 6= 2. We have
h0,Nis(G˜a⊗G˜a⊗F˜ ) = 0.
(2) Assume the characteristic of k is zero. Let G be a unipotent com-
mutative group scheme over k and A an abelian k-variety. Then
G,A ∈ RSCNis and
h0,Nis(A˜⊗G˜⊗F˜ ) = h0,Nis(A˜⊗G˜⊗F˜ ) = 0.
Proof. (1). By [IR17, Theorem 5.5.1], we have T (Ga,Ga, F )(K) = 0, for
all function fields K. Hence the statement follows from Theorem 5.7 and
Lemma 4.16. (2). The first statement follows from [KSY, Corollary 3.2.5].
To show the vanishing, recall that a unipotent commutative group scheme
in characteristic zero is a product of Ga. By [RY14, Corollary 1.2] we
have T (A,Ga)(K) = 0. Thus the statement follows from Corollary 4.21,
Corollary 4.23, and Theorem 5.7. 
Remark 5.9. The vanishing results above were conjectured by Bruno Kahn,
even before a precise definition of the terms were available.
Next we compute h0,Nis(G˜a⊗G˜a), in particular it does not vanish.
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5.10. Denote by Ωn = Ωn−/Z the sheaf of absolute Ka¨hler differentials. By
[KSY, Corollary 3.2.5] we have Ωn ∈ RSCNis. Note also that Ga = Ω
0 in
RSCNis. For L ∈ Φ and a ∈ Ω
n
L we have by [RS, Theorem 6.4]
(5.10.1) cΩ
n
L (a) ≤ r ⇐⇒ a ∈
{
ΩnOL , if r = 0,
1
tr−1
· ΩnOL(log), if r ≥ 1,
see 4.10, 4.12 for notation. Furthermore, for a function fieldK and a regular
projectiveK-curveC, the local symbol at a closed point x ∈ C (in the sense
of [KSY16, Proposition 5.9]) (−,−)C/K,x : Ω
q
K(C)×K(C)
× → ΩqK is given
by
(5.10.2) (a, f)C/K,x = ResC/K,x(a dlog f),
where ResC/K,x is the residue symbol at x (see e.g. [Kun86, 17.4]). If K is
non-perfect, this requires a small argument, see [RS, Lemma 7.11].
5.11. Let P1 be the sheaf on the Zariski site of all schemes given by
P1(X) = Γ(X,∆−1X (OX×ZX/I
2
∆X
)),
where∆X : X → X×ZX is the diagonal and I∆X is the ideal sheaf defined
by∆X . We have the isomorphisms
(5.11.1) ϕ, ϕ′ : P1
≃
−→ Ω1 ⊕Ga
given by
ϕ(a⊗ b) = adb⊕ ab and ϕ′(a⊗ b) = bda⊕ ab.
The inverse of ϕ is given by
(5.11.2) ϕ−1(adb⊕ c) = a⊗ b− ab⊗ 1 + c⊗ 1,
and similarly for ϕ′. The restriction of P1 to Sm can be equipped with
transfers via ϕ or ϕ′, but the following lemma shows they are the same. We
obtain P1 ∈ RSCNis.
Lemma 5.12. The two transfer structures on P1 induced by ϕ and ϕ′ coin-
cide.
Proof. Let Z ∈ Cor(X, Y ) be a finite prime correspondence. For α ∈
P1(Y ) denote by Z∗α the action defined via ϕ, and by Z⋆α the action
defined by ϕ′. We have to show Z∗α = Z⋆α in P1(X). This question is
local on X . After shrinking X we can therefore assume that Z is smooth.
Denote by f : Z → Y and g : Z → X the maps induced by projection
and write f ∗ = Γ∗f and g∗ = (Γ
t
g), where Γf and Γ
t
g are the graph of
f and the transpose of the graph of g, respectively, similar with ⋆. We
obtain Z∗ = g∗f
∗ and Z⋆ = g⋆f
⋆. Obviously we have f ∗ = f⋆. It
remains to show g∗ = g⋆. This is local in X and we can therefore assume
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X = SpecK, with K a field and g corresponds to a finite field extension
L/K. Viaϕ (resp. ϕ′) the pushforward g∗ (resp. g⋆) corresponds toTr⊕Tr
on Ω1 ⊕Ga (we write Tr for TrL/K). Note
ϕ−1(adb⊕c) = a⊗b−ab⊗1+c⊗1, ϕ′
−1
(adb⊕c) = b⊗a−1⊗ab+1⊗c.
By transitivity it suffices to consider the cases in which L/K is either sep-
arable or purley inseparable of degree p.
1st case: L/K is separable: From the isomorphism ϕ we find that any
element in P1(L) can be written as a sum of elements
α := a⊗ b− ab⊗ 1 + c⊗ 1, a, c ∈ L, b ∈ K.
Using that Tr isK-linear and commutes with d we obtain
f⋆(α) = Tr(a)⊗ b− 1⊗ Tr(a)b+ 1⊗ Tr(a)b
− Tr(a)b⊗ 1 + 1⊗ Tr(a)b− 1⊗ Tr(a)b
+ Tr(c)⊗ 1− 1⊗ Tr(c) + 1⊗ Tr(c)
= Tr(a)⊗ b− Tr(a)b⊗ 1 + Tr(c)⊗ 1
= f∗(α).
2nd case: L/K is purely inseparable of degree p. We can writeL = K[x]
with x ∈ L \Lp and xp =: y ∈ K. From the isomorphism ϕ we see that we
can write any element as a sum of the following elements
α = axi ⊗ x− axi+1 ⊗ 1 + c⊗ 1, a ∈ K, i ∈ {0, . . . , p− 1}, c ∈ L
β = axi ⊗ b− abxi ⊗ 1 + c⊗ 1, a, b ∈ K, i ∈ {0, . . . , p− 1}, c ∈ L.
Note that 0 = Tr : L→ K, and for a ∈ K we have
Tr(xida) = 0, all i, and Tr(axidx) =
{
0, if i ∈ {0, . . . , p− 2}
ady, if i = p− 1.
Using that (a⊗ 1− 1⊗ a)(1⊗ y − y ⊗ 1) = 0 in P1(K) we obtain
f⋆α = ϕ
′−1Trϕ′(α)
=
{
0, if i ∈ {0, . . . , p− 2},
−(y ⊗ a− 1⊗ ya), if i = p− 1
=
{
0, if i ∈ {0, . . . , p− 2},
a⊗ y − ay ⊗ 1, if i = p− 1,
= ϕ−1Trϕ(α)
= f∗α.
Furthermore, it follows directly from the above formulas and Tr d = dTr
that we have f∗β = 0 = f⋆β. This completes the proof. 
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Proposition 5.13. Assume ch(k) 6= 2. Let K be a k-field. Then the mor-
phism
ΨK : P
1(K)→ h0,Nis(G
#
a ⊗G
#
a )(K), a⊗ b 7→ [a, b]K
is well-defined and surjective (see Corollary 4.11 for the bracket notation
on the right).
Proof. We have P1(K) = K ⊗Z K/I
2
∆K
. As a group I2∆K is generated by
elements of the form
(5.13.1) (c⊗ 1) · (1⊗ab+ ab⊗1− a⊗b− b⊗a), a, b, c ∈ K \ {0}.
Thus for the well-definedness of Ψ it suffices to show that this element is
mapped to zero in h0,Nis(G
#
a ⊗G
#
a )(K). To this end, consider the following
functions on P1K (where P
1
K \ {∞} = SpecK[t])
f =
(t2 − a
2
4
)(t2 − b2)(t2 − (1 + ab
2
)2)
(t2 − 1)(t2 − a
2b2
4
)(t2 − (a
2
+ b)2)
, g1 = c · t, g2 = t.
One can check that f ≡ 1 mod 4(∞) and that g#1 , g
#
2 ∈ G
#
a (P
1, 2∞) (see
5.1 for notation). Therefore, by Theorem 4.9, in (G#a
CI
⊗G#a )(K) we have
0 =
∑
x∈P1\{∞}
vx(f) TrK(x)/K([g1(x), g2(x)]K(x))
= ca⊗
a
2
+ 2cb⊗b+ c(2 + ab)⊗(1 +
ab
2
)
− 2c⊗1− cab⊗
ab
2
− c(a+ 2b)⊗(
a
2
+ b)
= c⊗ab+ cab⊗1− ca⊗b− cb⊗a.
Thus ΨK is well-defined. By Corollary 4.11 ΨK is surjective if we show
(5.13.2) TrK ′/K ◦ΨK ′ = ΨK ◦TrK ′/K : P
1(K ′)→ h0,Nis(G
#
a ⊗G
#
a )(K),
for all finite field extensions K ′/K. By definition of the transfer structure
on P1 we have to show this equality after precomposing with (5.11.2). By
the transitivity of the trace it suffices to consider separately the cases in
whichK ′/K is either separable or purely inseparable of degree p = ch(k).
Set Ψ′K := ΨK ◦ (5.11.2) and Tr := TrK ′/K .
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1st case: K ′/K separable: In this case Ω1K ′ is generated by elements of
the form a′db with a′ ∈ K ′ and b ∈ K. Let c′ ∈ K ′. We compute
Ψ′K Tr(a
′db⊕ c′) = Ψ′K(Tr(a
′)db⊕ Tr(c′))
= [Tr(a′), b]K − [Tr(a
′)b, 1]K + [Tr(c
′), 1]K
= Tr([a′, b]K ′ − [a
′b, 1]K ′ + [c
′, 1]K ′)
= TrΨ′K ′(a
′db⊕ c′),
where for the pre-last equality we use projection formulas. This yields
(5.13.2) in this case. Note that the argument on Ga works for any field
extensionK ′/K, thus we can assume c′ = 0 in the following.
2nd case: K ′/K is purely inseparable of degree p. In this case we can
write K ′ = K[x], where x ∈ K ′ and y := xp ∈ K. It follows that every
element in Ω1K ′ can be written as a sum of elements of the form
xiadb, xiadx, a, b ∈ K, i ∈ {0, . . . , p− 1}.
For xiadb we argue as in the case above. For 0 ≤ i ≤ p − 2 we have
xiadx = 1
i+1
adxi+1 and thus Tr(xiadx) = 1
i+1
adTr(xi+1) and we can
again argue similarly as in the above case. (In fact these traces are zero, but
this is not needed.) It remains to consider the element xp−1adx. We have
Ψ′K Tr(x
p−1adx) = Ψ′K(ady) = [a, y]K − [ay, 1]K.
On the other hand
TrΨ′K ′(x
p−1adx) = Tr([axp−1, x]K ′ − [ay, 1]K ′)
= Tr[axp−1, x]K ′,
for the last equality we use the projection formula and Tr(1) = p = 0 (in
the case under consideration). Thus it remains to show
(5.13.3) Tr([axp−1, x]K ′)− [a, y]K + [ay, 1]K = 0.
To this end, consider the following functions on P1K (where P
1
K \ {∞} =
SpecK[t])
f =
(t2p − y2)(t2 − 1)
(t2 − y2)(t2p − 1)
, g1 =
ay
t
, g2 = t.
Then g#1 ∈ G
#
a (P
1
K , 2 · 0), g2 ∈ G
#
a (P
1
K , 2 ·∞) and f ≡ 1 mod 2 · (0+∞).
Note that V (tp − y) defines a point in P1K \ {0,∞} with residue field K
′.
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By Theorem 4.9 we obtain in h0,Nis(G
#
a ⊗G
#
a )(K)
0 =
∑
z∈P1K\{0,∞}
vz(f) · TrK(z)/K([g1(z), g2(z)]K(z))
= 2TrK ′/K([ay/x, x]K ′) + 2[ay, 1]K − 2[a, y]K − 2p[ay, 1]K
= 2(TrK ′/K([ax
p−1, x]K ′) + [ay, 1]K − [a, y]K).
Since p 6= 2, this shows (5.13.3) and completes the proof of the proposition.

Theorem 5.14. Assume ch(k) 6= 2. Then there are canonical isomorphisms
inRSCNis
h0,Nis(G
M
a /0⊗G
M
a /0)
∼= h0,Nis(G
#
a ⊗G
#
a )
∼= P1,
where GMa /0 = Coker(i0 : Z→ Ztr(G
M
a )) (see 5.1 for notation).
Proof. The first isomorphism follows from h0 (G
M
a /0)
∼= G#a and Lemma
3.12. For for a prime correspondence Z ∈ Cor(X,P1t \ {∞}× P
1
s \ {∞})
(here t, s are the coordinates away from∞) we define
θ(Z) := Z∗(s⊗ t) ∈ P1(X),
where we view s ⊗ t ∈ P1(P1s \ {∞} × P
1
s \ {∞}) and Z
∗ denotes the
transfer action. Clearly θ extends to a well-defined morphism in PST
θ :
ω!Ztr(G
M
a ⊗G
M
a )
(i0 × id)ω!Ztr(G
M
a ) + (id×i0)ω!Ztr(G
M
a )
→ P1,
where i0 : Spec k → (P
1, 2 ·∞) is induced by the zero-section. We want to
show that θ factors via
(5.14.1) θ¯ : h0,Nis(G
M
a /0⊗G
M
a /0)→ P
1.
To this end it suffices to show that if Z ∈MCor((P1X , 1X),G
M
a ⊗G
M
a ) is a
prime correspondence then
θ(Z ◦ i0 − Z ◦ i∞) = 0 in P
1(X).
It suffices to show this in the case where X = SpecK is a function field.
Hence we can assume that the correspondence Z factors via
Z = π ◦ (f t),
where π : C → P1 × P1 is a morphism from a proper regularK-curve, f ∈
K(C)× is a function satisfying f ≡ 1mod π∗(2·∞×P1+P1×2·∞) := D,
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and f t ⊂ P1×C is the transpose of the graph of f . Using the identification
(5.11.1) and (5.10.2) we obtain
θ(Z ◦ i0 − Z ◦ i∞) = DivC(f)
∗π∗(sdt⊕ st)
=
∑
x∈C\|D|
ResC/K,x(π
∗(sdt) dlog f)
⊕
∑
x∈C\|D|
ResC/K,x(π
∗(st) dlog f).
Now s ∈ O(P1s \ {∞}) has pole divisor equal to∞ thus π
∗s ∈ O(C \ |D|)
has pole equal to π∗(p∗1∞), where p1 : P
1
s × P
1
t → P
1
s is the first projection;
similar with π∗t. Thus if x ∈ |D| and ni is the multiplicity of x in π
∗(p∗1∞),
then π∗(sdt) and π∗(st) have a pole of order at most n1 + n2 + 1; on the
other hand we have f ∈ 1 +m2n1+2n2x . We find
π∗(sdt) dlog f ∈ Ω2C,x, π
∗(st) dlog f ∈ Ω1C,x, for x ∈ |D|.
We obtain
θ(Z ◦ i0 − Z ◦ i∞) =
∑
x∈C
ResC/K,x((π
∗(sdt)⊕ π∗(st)) dlog f) = 0,
by the reciprocity law for the residual symbol. This shows the existence
of θ¯. By Lemma 4.16 it suffices to show that this is an isomorphism on
function fieldsK/k. It is direct to check that the composition
P1(K)
ΨK−−→ h0,Nis(G
#
a ⊗G
#
a )(K)
∼= h0,Nis(G
M
a /0⊗G
M
a /0)(K)
θ¯
−→ P1(K)
is the identity, where ΨK is the map from Proposition 5.13. Since ΨK
is surjective it follows that θ¯(K) is an isomorphism. This completes the
proof. 
Theorem 5.15. Assume k is of characteristic zero. Then, in RSCNis, we
have isomorphisms
h0,Nis(G
M
a /0⊗G
M
a /0)
∼= h0,Nis(G
#
a ⊗G
#
a )
∼= h0,Nis(G˜a⊗G˜a) ∼= P
1.
Proof. The first isomorphism follows from h0 (G
M
a /0)
∼= G#a and Lemma
3.12. For X, Y ∈ Sm define
φX,Y : Ga(X)×Ga(Y )→ P
1(X × Y )
by
φX,Y (a, b) := p
∗(a)⊗ q∗(b) mod I2∆X×Y ,
where pX : X × Y → X and q : X × Y → Y are the projections and set
φ := {φX,Y }X,Y . Clearly φ satisfies (L1) from Definition 4.14. For (L2)
consider f ∈ Cor(X ′, X), a ∈ Ga(X), b ∈ Ga(Y ). We have to show
(5.15.1) (f × idY )
∗φX,Y (a, b) = φX′,Y (f
∗a, b) in P1(X ′ × Y ).
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It suffices to show this after shrinking X ′ arbitrarily around the generic
points of X ′. Thus we can assume that f factors as f = h ◦ gt, where
h : Z → X is a morphism in Sm and g : Z → X ′ is finite and surjective
and gt ⊂ X ′ × Z is the transpose of the graph. Clearly (5.15.1) holds for
f = h. Thus we can assume f = gt with g : X → X ′ finite and surjective.
Let p′ : X ′ × Y → X ′ and q′ : X ′ × Y → Y be the projections and set
gY := g × idY . Note
(5.15.2) q = q′ ◦ gY .
Recall that the transfer action is induced by (5.11.1). We compute
(f × idY )
∗φX,Y (a, b) = gY ∗φX,Y (a, b)
= gY ∗(p
∗(a)dq∗(b))
⊕ gY ∗(p
∗(a) · q∗(b)), via (5.11.1),
= gY ∗(p
∗(a) · g∗Y dq
′∗(b))
⊕ gY ∗(p
∗(a) · g∗Y q
′∗(b)), by (5.15.2),
= (gY ∗p
∗(a)) · dq′
∗
(b)
⊕ (gY ∗p
∗(a)) · q′
∗
(b), proj. formula,
= p′
∗
(g∗a) · dq
′∗b⊕ p′
∗
(g∗a) · q
′∗b
= φX′,Y (g∗a, b), via (5.11.1),
= φX′,Y (f
∗a, b).
This shows (5.15.1). The corresponding formula with f ∈ Cor(Y ′, Y )
involving (idX ×f)
∗ is proved similarly. (Use that the differential d : O →
Ω1 is a morphism in PST hence g∗d = dg∗.) Thus φ satisfies (L2). Let
L ∈ Φ and a, b ∈ L. For (L3) we have to show
(5.15.3) cP
1
L (φL(a, b)) ≤ c
Ga
L (a) + c
Ga
L (b).
By (5.11.1) we have
cP
1
L (φL(a, b)) = max{c
Ω1
L (adb), c
Ga
L (a · b)}.
Thus (L3) follows from (5.10.1) (with n = 0, 1). By Theorem 4.17 we
obtain a morphism inRSCNis
φ : h0,Nis(G˜a⊗G˜a)→ P
1.
Composing with the natural surjection h0,Nis(G
#
a ⊗G˜
#
a ) ։ h0,Nis(G˜a⊗G˜a)
we obtain the morphism
(5.15.4) h0,Nis(G
#
a ⊗G
#
a )→ P
1.
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By Lemma 4.16 it suffices to show that this is an isomorphism on function
fieldsK/k. On such aK the morphismΨK from Proposition 5.13 is clearly
inverse to (5.15.4); this proves the theorem. 
Remark 5.16. The isomorphism h0,Nis(G˜a⊗G˜a) ∼= P
1 from Theorem 5.15
does not generalize to positive characteristic, see Corollary 5.17 below.
One reason is that formula (5.10.1) does not hold in this case. Indeed, if
char(k) = p > 0, then for L ∈ Φ with local parameter t and r ≥ 2
G˜a(OL,m
−r
L ) =
{∑
j≥0 F
j( 1
tr−1
· OL), if (r, p) = 1,∑
j≥0 F
j( 1
tr
· OL), if p | r,
see [RS, Theorem 7.15]. Hence in positive characteristic (5.10.1) does not
hold. (For example, F (1/tr−1) · 1/ts−1 6∈ G˜a(OL,m
−(r+s)
L ) in general.)
Corollary 5.17. Suppose the characteristic of k is p ≥ 3 and let K be a
perfect k-field. Then h0,Nis(G˜a⊗G˜a)(K) = 0.
Proof. Since Ω1K = 0, for perfect K, Proposition 5.13 yields a surjection
(5.17.1)
K
≃
−→ h0,Nis(G
#
a ⊗G
#
a )(K)։ h0,Nis(G˜a⊗G˜a)(K), a 7→ [a, 1]K .
Take a ∈ K and consider the following functions on P1K
g1 = at, g2 = t
p, f =
tp+1 − 1
tp+1
∈ K(t).
Set
αa :=
∑
x∈P1K\{∞}
vx(f) TrK(x)/K([g1(x), g2(x)]K(x)) ∈ h0,Nis(G
#
a ⊗G
#
a )(K).
Let x1, . . . , xn ∈ P
1
K be the points corresponding to the irreducible factors
of tp+1 − 1 and denote by Ki = K(xi) their residue fields. Then
αa =
n∑
i=1
TrKi/K([at(xi), t(xi)
p]Ki).
Under the map h0,Nis(G
#
a ⊗G
#
a )(K) → K induced from the isomorphism
in Theorem 5.14 αa is sent to
n∑
i=1
TrKi/K(at(xi)
p+1) =
n∑
i=1
[Ki : K]a = (p+ 1)a = a.
Since this last map is the inverse of the first map in (5.17.1) we obtain
[a, 1]K = αa in h0,Nis(G
#
a ⊗G
#
a )(K).
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On the other hand, since f ≡ 1 mod 4(∞) and g1, g2 ∈ G˜a(P
1
K , 2(∞)),
by Remark 5.16, the image of αa in h0,Nis(G˜a⊗G˜a)(K) is zero by Theorem
4.9. This proves the statement. 
5d. Tensors of the additive - with the multiplicative group.
Proposition 5.18. Assume ch(k) 6= 2, 3, 5 and let K be a field containing
k. Then the morphism
(5.18.1) θ : ΩnK → h0,Nis(G
#
a ⊗(G
#
m)
⊗n)(K),
a dlog b1 · · ·dlog bn 7→ [a, b1, . . . , bn]K ,
is well-defined and surjective.
Proof. First we show the well-definedness. We employ the same strategy of
Hiranouchi [Hir14] and Ivorra-Ru¨lling [IR17], but with different functions,
since the modulus condition is different. According to [BE03b, Lemma
4.1], our task is to show that the elements of the forms
(i) [ca, a, b2, · · · , bn]K + [c(1− a), (1− a), b2, · · · , bn]K
(ii) [a, b1, · · · , bn]K (bi = bj for some i < j)
are zero in h0,Nis(G
#
a ⊗(G
#
m)
⊗n)(K), where a ∈ K \ {0, 1}, bi ∈ K
×, c ∈
K. We will use the notations introduced in §5.1.
(i) Set b := b2, . . . , bn. If a is a root of t
2 − t + 1 = 0, then so is 1 − a;
furthermore, a3 = −1 and hence
[ca, a, b]K = 0 = [c(1− a), (1− a), b]K .
Given a ∈ K \ {0, 1} with a2 − a + 1 6= 0 and bi ∈ K
× for i = 2, . . . , n,
we consider the following rational functions
f =
(t− a)(t− (1− a))(t+ 1)(t2 + a2 − a + 1)
t5 + a(1− a)(a2 − a + 1)
,
g0 = ct, g1 = t, gi = bi (i = 2, . . . , n)
so that
g#0 ∈ G
#
a (P
1, 2(∞)),
g#1 ∈ G
#
m(P
1, (0) + (∞)),
g#i ∈ G
#
m(P
1, ∅) (i = 2, . . . , n).
One can easily check that f ≡ 1 mod (0) + 3(∞). Therefore (R2) shows
that
(5.18.2)
∑
x∈P1\{0,1,∞}
vx(f) TrK(x)/K([g0(x), g1(x), b]K(x)) = 0.
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Wewrite αi, βj for a root of t
2+a2−a+1 = 0 and t5+a(1−a)(a2−a+1) =
0, respectively. Put K ′ = K(αi, βj). By the assumption on the character-
istic, [K ′ : K] is prime to ch(K), in particular K ′/K is separable. De-
note by π : SpecK ′ → SpecK the induced map. For x ∈ P1K with
vx(f) 6= 0 we have π
∗TrK(x)/K =
∑
σ σ, where σ : K(x) →֒ K
′ runs
through all theK-embeddings. Thus π∗(5.18.2) yields the following equal-
ity in h0,Nis(G
#
a ⊗(G
#
m)
⊗n)(K ′) (we write [−] instead of [−]K ′)
0 = [ca, a, b] + [c(1− a), 1− a, b]
+ [−c,−1, b] +
∑
i
[cαi, αi, b]−
∑
j
[cβj , βj, b]
= [ca, a, b] + [c(1− a), 1− a, b] +
∑
i
[
cαi
2
, α2i , b
]
−
∑
j
[
cβj
5
, β5j , b
]
= [ca, a, b] + [c(1− a), 1− a, b] +
[
c
2
·
∑
i
αi,−a
2 + a− 1, b
]
−
[
c
5
·
∑
j
βj , a(1− a)(−a
2 + a− 1), b
]
= [ca, a, b]K ′ + [c(1− a), 1− a, b]K ′.
Since [K ′ : K] is prime to ch(K) taking the norm yields the desired van-
ishing in h0,Nis(G
#
a ⊗(G
#
m)
⊗n)(K).
(ii) We know that the element of the form
[b1, · · · , bn]K with bi = bj for some i < j
is 2-torsion in h0((G
#
m)
⊗n)(K) ∼= KMn (K) (see Proposition 5.6). Thus the
element [(a/2), b1, · · · , bn]K is also 2-torsion in h0(G
#
a ⊗(G
#
m)
⊗n)(K), and
we have
[a, b1, · · · , br] = 2 · [
a
2
, b1, · · · , br]K = 0.
Hence we have a well-defined map θ as in the statement. The surjectivity
of θ follows once we know that it is compatible with traces, i.e., it suffices
to show
(5.18.3) TrK ′/K ◦θK ′ = θK ◦ TrK ′/K ,
for a finite field extension K ′/K. If K ′/K is separable, this follows from
the fact that TrK ′/K satisfies a projection formula on both sides of (5.18.1)
(cf. the proof of Proposition 5.13). If K ′ = K[x] for some x ∈ K ′ with
xp =: y ∈ K, where p = ch(K), then we can write any element in Ω1K ′ as
a sum of elements of the form
βi = ax
i dlog b, γi = ax
i dlog x dlog c, i = 0, . . . , p− 1,
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where a ∈ K and bi, cj ∈ K
×. The equality (5.18.3) holds on the elements
βi again by the projection formula. We have TrK ′/K(γ0) = a dlog y dlog c.
Thus on γ0 the equality (5.18.3) translates into
TrK ′/K([a, x, c]K ′) = [a, y, c]K ,
which holds by the projection formula. For i ∈ [1, p − 1], we can write
γi =
1
i
ad(xi) dlog c. Thus TrK ′/K(γi) = 0 and it remains to show
(5.18.4) TrK ′/K([ax
i, xi, c]K ′) = 0 in h0(G
#
a ⊗(G
#
m)
⊗n)(K).
To this end define the functions
f =
(tp − yi)2
t2p + y2i
, g0 := at, g1 := t, gj := cj , j ≥ 2.
Then g#i are as in (i) at the beginning of this proof and f ≡ 1 mod (0) +
3(∞). Let ǫ ∈ K¯ with ǫ2 = −1 and set K1 := K[ǫ] and K
′
1 := K1[x] =
K1 ⊗K K
′ and denote by π : SpecK1 → SpecK the induced map.. Then
by (R2) we obtain in h0(G
#
a ⊗(G
#
m)
⊗n)(K1)
0 = 2TrK ′1/K1([ax
i, xi, c]K ′1)
− TrK ′1/K1([aǫx
i, ǫxi,x]K ′1 + [−aǫx
i,−ǫxi, c]K ′1)
= 2 · π∗TrK ′/K([ax
i, xi, c]K ′).
Since [K1 : K] divides 2 applying π∗ yields the wanted vanishing . This
completes the proof. 
Theorem 5.19. Assume ch(k) 6= 2, 3, 5. Then there are canonical isomor-
phisms in RSCNis
h0,Nis(G
M
a /0⊗ (G
M
m /1)
⊗n) ∼= h0,Nis(G
#
a ⊗(G
#
m)
⊗n) ∼= Ωn.
Proof. The proof is similar to the proof of Theorem 5.14, so we will be
brief. For a prime correspondence Z ∈ Cor(X,P1s \ {∞} ×
∏n
i=1(P
1
ti
\
{0,∞})) define
η(Z) := Z∗(s dlog t1 · · ·dlog tn) ∈ Ω
n(X).
We can extend η to a morphism in PST
η :
ω!Ztr(G
M
a ⊗(G
M
m )
⊗n)
i0,0(ω!Ztr((G
M
m )
⊗n)) +
∑
j i1,j(ω!Ztr(G
M
a ⊗(G
M
m )
⊗n−1))
→ Ωn,
where iǫ,j denotes the obvious closed immersion which inserts ǫ at the jth
position. To show that η induces a well-defined map inRSCNis
η¯ : h0,Nis(G
M
a /0⊗ (G
M
m /1)
⊗n)→ Ωn
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we can proceed as in the proof of Theorem 5.14 to see that it suffices to
show the following: Let K/k be a function field, π : C → P1k ×k (P
1
k)
n be
a k-morphism from a regularK-curve and f ∈ K(C) be a function with
f ≡ 1 mod π∗(2 · p∗0∞+
n∑
i=1
p∗i (0 +∞)) =: D,
where pi : P
1× (P1)n → P1 is the projection to the ith factor; then we have
to show
(5.19.1) 0 =
∑
x∈C\|D|
ResC/K,x(π
∗(s dlog t1 · · ·dlog tn) dlog f).
As in loc. cit. we see that ResC/K,x(π
∗(s dlog t1 · · ·dlog tn) dlog f) = 0,
for x ∈ |D|. Thus the vanishing (5.19.1) follows from the reciprocity law
for the residual symbol. Now it follows from Proposition 5.18 that η¯ is an
isomorphism in the same way as Theorem 5.14 follows from Proposition
5.13. 
Theorem 5.20. Assume ch(k) = 0 and let • ∈ {⊗,⊗}. There are isomor-
phisms in RSCNis
h0,Nis(G
#
a • (G
#
m)
•n) ∼= h0,Nis(G˜a • (G˜m)
•n) ∼= h0,Nis(G˜a • K˜Mn )
∼= Ωn.
Proof. Using (5.10.1) it is direct to check that the collection of maps for
X, Y ∈ Sm
φX,Y : Ga(X)×K
M
n (Y )→ Ω
n(X × Y ), (a, b) 7→ p∗X(a) · p
∗
Y dlog(b)
define an element in Lin•
RSC
(Ga,K
M
n ; Ω
n), where pX : X × Y → X and
pY : X × Y → Y are projections. By Theorem 4.17, {φX,Y } induces a
morphism inRSCNis
φ : h0,Nis(G˜a • K˜Mn )→ Ω
n.
It follows from Corollary 4.18 and the natural maps ⊗ → ⊗ and G#∗ → G˜∗
that we can arrange the other reciprocity sheaves in the statement in the
following diagram:
h0,Nis(G
#
a ⊗(G
#
m)
⊗n) //

h0,Nis(G
#
a ⊗(G
#
m)
⊗n)

h0,Nis(G˜a⊗(G˜m)
⊗n) //

h0,Nis(G˜a⊗(G˜m)
⊗n)

h0,Nis(G˜a⊗K˜Mn ) // h0,Nis(G˜a⊗K˜
M
n )
φ // Ωn.
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By Lemma 4.16, we only have to show that these maps are isomorphisms on
all function fields K over k. Since all maps are surjective by construction,
it suffices to show the injectivity of the map
φ1 : h0,Nis(G
#
a ⊗(G
#
m)
⊗n)(K)→ ΩnK .
But φ1 ◦ θ = idΩn , where θ is the surjective map from Proposition 5.18.
This completes the proof. 
5e. Twists of reciprocity sheaves.
5.21. Let F ∈ RSCNis. We define the twist F 〈n〉, for n ≥ 0, as follows
F 〈0〉 := F, F 〈n〉 := h0,Nis( ˜F 〈n− 1〉⊗G˜m), n ≥ 1.
Thus F 〈1〉 = h0,Nis(F˜⊗G˜m), F 〈2〉 = h0,Nis((h0,Nis(F˜⊗G˜m))
˜⊗G˜m), etc.
(There is also a version with ⊗ for which we don’t introduce an extra nota-
tion.) We obtain the following properties:
(1) 〈n〉 : RSCNis → RSCNis is a functor which preserves surjections;
(2) 〈n〉 ◦ 〈m〉 = 〈n+m〉 : RSCNis → RSCNis;
(3) for F ∈ HINis
F 〈n〉 = F
HINis
⊗ (G
HINis
⊗ n
m ); in particular Z〈n〉 = H
n(Z(n)) ∼= KMn ,
see 5.5 for notation;
(4) for all F ∈ RSCNis there are natural surjections
F
NST
⊗ KMn ։ F 〈n〉 in NST
and
(5.21.1) h0,Nis(F˜⊗(G˜m)
⊗n)։ F 〈n〉 inRSCNis;
Indeed, the second statement of (1) follows from Lemma 4.22; the first
statement of (3) follows from Theorem 5.3, for the second statement see
5.5; finally (4) follows from this and the Corollaries 4.18 and 4.21.
Corollary 5.22. Assume ch(k) = 0. Then the isomorphism from Theorem
5.20 factors as isomorphisms
h0,Nis(G˜a⊗K˜Mn )
≃
−−−→
(5.21.1)
Ga〈n〉
≃
−→ Ωn.
Proof. It suffices to show that we have a factorization as in the statement.
Assume it is proven for n− 1. Then the maps for X, Y ∈ Sm
Ga〈n− 1〉(X)×Gm(Y ) = Ω
n−1(X)×Gm(Y )→ Ω
n(X × Y ),
(α, b) 7→ p∗1α · p
∗
2 dlog b,
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form an element in Lin⊗
RSC
(Ga〈n− 1〉,Gm; Ω
n) (use (5.10.1)). It is direct
to check that the induced map φ : Ga〈n〉 → Ω
n factors the isomorphism
from Theorem 5.20 as stated. 
5.23. We continue to assume ch(k) = 0 and explain how to reinterpret
classical maps related to the de Rham complex in terms of twists of Ga:
(1) We can define a morphism
∂ : Ga → Ga〈1〉 in RSCNis
as follows: Let U = SpecA be a smooth affine k-scheme. For
a ∈ A and ǫ ∈ {0, 1} define
∂ǫ(a) = image of (a− ǫ)⊗ (a− ǫ) ∈ h0,Nis(G˜a⊗G˜m)(Ua−ǫ),
where Ua−ǫ = SpecAa−ǫ. By Theorem 5.20 we have ∂0(a) = ∂1(a)
when restricted to Ua∩Ua−1 and hence we obtain a well-defined el-
ement ∂U (a) ∈ h0,Nis(G˜a⊗G˜m)(U) = Ga〈1〉(U). It follows from
Theorem 5.20 that ∂U : Ga(U) → Ga〈1〉(U) is a group homomor-
phism and that ∂V = ∂U on U ∩ V . Hence these glue to give a
morphism ∂X : Ga(X) → Ga〈1〉(X), for all X ∈ Sm. Under the
isomorphism Ga〈1〉 ∼= Ω
1 this map coincides with the differential
d : O(X)→ Ω1(X), thus ∂ = {∂X} is a morphism of sheaves with
transfers. By Theorem 5.20 the de Rham-complex is isomorphic to
Ω• ∼= Ga
∂
−→ Ga〈1〉
∂〈1〉
−−→ Ga〈2〉
∂〈2〉
−−→ . . .Ga〈n〉
∂〈n〉
−−→ Ga〈n + 1〉 → . . . .
(2) The twists of the natural inclusion ι : Z →֒ Ga give rise to the
dlog-map, i.e.,
[dlog : KMn → Ω
n] = [ι〈n〉 : Z〈n〉 → Ga〈n〉].
(3) Consider the exact sequence inRSCNis
0→ Z→ Ga → Ga/Z→ 0.
Since Z is proper we have a surjection
τ!G˜a(OL,m
−n
L )։ τ!
˜(Ga/Z)(OL,m
−n
L ), L ∈ Φ, n ≥ 0,
see [RS, Lemma 4.31]. Thus (2) and Lemma 4.22(2) yield (cf [RS,
6.10])
[X 7→ H1(XZar,O
×
X
dlog
−−→ Ω1X/Z)] = (Ga/Z)〈1〉.
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5f. Some applications to zero-cycles with modulus.
Corollary 5.24. LetMi := (Ci, Di) be a proper modulus pair, where Ci is
a smooth (proper) absolutely integral curve over k, for i = 1, 2. Let JMi be
the generalized Jacobian forMi. Put J
#
Mi
= h0 (Mi)
0 (see (5.1.1)). Assume
that Ci admits a degree one divisor. Then for any k-field K we have an
isomorphism
CH0((M1⊗M2)K) ∼= Z⊕ JM1(K)⊕ JM2(K)⊕ h0(J
#
M1
⊗J#M2)(K).
(See 3.15 for the notation.) In particular, for GMa and G
M
m we have the
following (see notations in 5.1).
(1) In ch(k) 6= 2, 3, 5, we have
CH0((G
M
a ⊗G
M
m )K)
∼= Z⊕K ⊕K× ⊕ Ω1K .
(2) In ch(k) 6= 2, we have (see 5.11 for the notation I∆(k))
CH0((G
M
a ⊗G
M
a )K)
∼= Z⊕K⊕2 ⊕ (K⊗ZK)/I∆(K)
2.
Proof. By the approximation lemma, we may find a degree one divisor on
Ci \ |Di|, which gives rise to a decomposition h

0 (Mi)
∼= Z ⊕ J
#
Mi
. By
Lemma 3.12 we obtain
h0(M1⊗M2) ∼= Z⊕ ω!(J
#
M1
)⊕ ω!(J
#
M2
)⊕ ω!(J
#
M1
⊗J#M2).
Taking the value at Spec(K), we have by [RY16, Theorem 1.1]
CH0((M1⊗M2)K) ∼= Z⊕ JM1(K)⊕ JM2(K)⊕ h0,Nis(J
#
M1
⊗J#M2)(K).
Now the isomorphisms (1) and (2) follows from Theorem 5.19 and Theorem
5.14. 
Remark 5.25. Let us takeM1 = M2 = G
M
a and suppose k = C. Binda and
Krishna showed that there is a surjective homomorphismCH0(M1⊗M2)→
Z ⊕ k ⊕ k ⊕ k with non-trivial kernel [BK18, Theorem 10.10]. Corollary
5.24 shows that this kernel is isomorphic to Ω1C.
Proposition 5.26. Let M = (X,D) be a proper modulus pair such that X
is of pure dimension d, and let n be a positive integer. Then for any k-field
K there is a surjection
h0(h

0 (M)⊗G˜m
⊗n
)(K) −→ CHd+n(MK ;n)ssup.
HereCHd+n(MK ;n)ssup is the higher Chow group with strong-sup-modulus
defined in [Bin18, Definition 2.6].
Proof. We know the isomorphism
K× ∼= CH1(K; 1).
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By Proposition 5.27 below, the external product
⊠ : CH0(MK)⊗(K
×)⊗n −→ CHd+n(MK ;n)ssup
induces a surjection
(h0(M)
PST
⊗ Gm
PST
⊗ · · ·
PST
⊗ Gm)(K) −→ CH
d+n(MK ;n)ssup.
We now consider the element as in (R2) of Theorem 4.9
(5.26.1)
∑
c∈Co
vc(f)α(c)⊗g1(c)⊗ · · ·⊗gn(c)
where (C,E) is a proper modulus pair with C regular projective curve over
K and α ∈ h0 (MK)(C,E), gi ∈ G˜m(C,E) (i = 1, . . . , n) and f ∈ K(C)
×
such that f ≡ 1 mod E + n(E)red. Our task is to show that the element
(5.26.1) goes zero in CHd+n(MK ;n)ssup by the external product map. We
may assume that α is elementary, i.e. it is given by one integral closed
subscheme Z in Co ×XoK where X
o
K = XK \ |DK |.
Let Z
N
be the normalization of the closure of Z in C × XK and let
p : Z
N
→ C and q : Z
N
→ XK be the projection. Then we have a proper
map
ϕ := q × p∗f × p∗g1 × · · · × p
∗gn : Z
N
−→ XK × (P
1
K)
n+1.
LetW be the restriction of ϕ∗(Z
N
) to XoK × (P
1
K \ {1})
n+1. We will show
that W is in good position. For a face F of codimF = 1, it is enough to
show that W 6⊂ XoK × F . If W ⊂ X
o
K × F , then by the construction of
W , one of f, gi (i = 1, . . . , n) is a constant function on C with value 0 or
∞. But this cannot happen since f = 1 on |E| and gi are non-zero regular
functions on C \ |E|. These conditions on gi (i = 1, . . . , n) and f also yield
that W ∩ XoK × F = ∅ for codimF ≥ 2. Thus W is in good position. By
the conditions on α, gi (i = 1, . . . , n) and f , we have
ϕ∗(DK × (P
1
K)
n+1) = q∗(DK) ≤ p
∗(E) ≤ (p∗f)∗({1})
= ϕ∗(XK × {1} × (P
1
K)
n).
ThusW ∈ zd+n(MK ;n+ 1)ssup. The base change formula yields
∂(W ) = (α× g1 × · · · × gn)∗(div(f))
=
∑
c∈Co
vc(f)TrK(c)/K [(α(c), g1(c), . . . , gn(c))]
which is the image of (5.26.1) by the external product map. This completes
the proof. 
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Proposition 5.27 ([KP17a, Lemma 3.6, Proposition 3.7]). LetM = (X,D)
be a modulus pair and let Y be a smooth variety over k. Denote a modulus
pair (X × Y,D × Y ) byM⊗Y . There is an external product
⊠ : CHr(M ;n1)ssup⊗CH
s(Y ;n2) −→ CH
r+s(M⊗Y ;n1 + n2)ssup
compatible with flat pull-back and proper push-forward.
Concerning a conjecture and a result [KP12, Conjecture 2.8, Corollary
3.5] for a relation among modulus conditions, we give an example for
higher 0-cycles with modulus.
Corollary 5.28. Suppose that ch(k) 6= 2, 3, 5. Let n be a positive integer.
Then for any k-fieldK there are the following isomorphisms
CHn+1(P1K , 2∞;n)ssup
∼= CHn+1(P1K , 2∞;n)
∼= KMn (K)⊕ Ω
n
K .
Proof. We use the notation (GMa )K = (P
1
K , 2∞). From Proposition 5.6 and
Proposition 5.26, we obtain the following commutative diagram with split
rows
h0(G
#
a ⊗G˜m
⊗n
)(K) //

h0(G
M
a ⊗G˜m
⊗n
)(K)
πM
∗ //

h0(G˜m
⊗n
)(K)
∼=

i0∗
ll
ker(πssup∗ ) //

CHn+1((GMa )K ;n)ssup
πssup∗ //

KMn (K)
i0∗
ll
ker(π∗) // CH
n+1((GMa )K ;n)
π∗ // KMn (K)
i0∗
ll
(5.28.1)
where the map πM∗ is induced by the structure map π : G
M
a → Spec(k), and
the maps πssup∗ , π∗ are the proper push-forward to CH
n(K;n) ≃ KMn (K)
via π. Since the map π has a section given by the closed immersion i0 :
Spec(k)→ GMa into 0, our task is to show that the left terms of (5.28.1) are
isomorphic to Ωnk .
We have a surjection
CHn+1((GMa )K ;n) −→ CH
n+1(P1K \ {0}, 2∞;n)
given by the pull-back along the open immersion P1K \ {0} → P
1
K . The
unique automorphism of P1K which switches 0 and ∞ and fixes 1 induces
an isomorphism
CHn+1(P1K \ {0}, 2∞;n)
∼= CHn+1(A1K , 2[0];n).
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The right hand side is the additive Chow group and Bloch–Esnault [BE03a]
proved the following isomorphism
CHn+1(A1K , 2[0];n)
∼= ΩnK ,
which sends aK-rational point (a, b1, . . . , bn) to
1
a
dlog b1 · · ·dlog bn. Thus
we have a surjection
CHn+1((GMa )K ;n) −→ Ω
n
K ,
which sends aK-rational point (a, b1, . . . , bn) to a dlog b1 · · ·dlog bn.
We now consider the following composite map
ΩnK −→ h0(G
#
a ⊗G˜m
⊗n
)(K) −→ ker(π∗) →֒ CH
n+1((GMa )K ;n) −→ Ω
r
K ,
where the first map is the surjectivemap in Proposition 5.18. The composite
map is the identity of ΩnK , which yields that the left terms of (5.28.1) are
isomorphic to ΩnK . This completes the proof. 
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