A multilevel nonlinear method (MNM) for the numerical solution of nonlinear partial differential equations is developed. The MNM algorithm is motivated and analyzed using a simplified model which retains the essential features of the new approach. It is thereby shown to combine the advantages of the two classical multigrid approaches to nonlinear problems. The analysis is supported by numerical tests for nonlinear differential equations in one and two dimensions.
methods which will be at least as good as the more suitable of these two approaches, and often better than both.
The algorithm we propose is first motivated and analyzed in section 2, employing a simplified scalar analogy, and then presented in detail in section 3. The algorithm has been applied recently in [6] for the problem of two-dimensional phase unwrapping. However, this was an application-focused paper comparing different methods, with no analysis and just a very brief description of the algorithm.
Multigrid methods for linear problems have been studied very extensively. For many problems, robust multigrid methods (such as the classical "algebraic" [3, 22] , or "black-box" [8, 9] multigrid) are well known to be effective even in the presence of discontinuous coefficients and irregular domain boundaries. This represents an advantage for GL methods, where the problem solved per iteration is linear. LL approaches, on the other hand, generally require "direct" rediscretization of the nonlinear operator on the coarse grids, which is less robust. On the other hand, the attraction basin of efficient GL methods is usually small, which means that slow global search methods must often be applied before the fast GL method can be effective. This may represent a significant disadvantage.
Classical approaches.
We first review two classical GL and LL methods. A two-grid framework is used, which is later generalized to a complete multigrid algorithm by recursion. Indices h and H denote fine-and coarse-grid operators and functions, respectively. The fine grid h is the target grid, while grid H is employed to accelerate convergence. We assume that, for linear fine-grid operators, we can construct robust coarse-grid approximations on grid H. By "robust" we mean that, given an appropriate smoother, the multigrid solver exhibits the typical fast and mesh-independent convergence.
Let the fine-grid problem be
where N h is some discrete nonlinear matrix operator, u h is the sought solution vector, and f h is a given vector. Using iterative methods, it is assumed that we have some current approximation to the solution, denotedũ h , which we are trying to improve. It is convenient to subtract N hũh from both sides of (1), obtaining the defect equation
H h and I
h H denote appropriate fine-to-coarse (restriction) and coarse-to-fine (prolongation) operators, respectively. Then, after we smooth the error in (3) with a suitable relaxation, we solve the following coarse-grid problem: We can optionally follow up with additional relaxation of (3) , and this completes one Newton iteration.
Next, we review the classical FAS. First, the error in the fine-grid solution is smoothed using a suitable nonlinear relaxation method (which employs only local linearization). LetN H denote a nonlinear coarse-grid approximation to N h , obtained by rediscretizing the nonlinear problem on the coarse grid (normally using the same discretization as that of the fine grid; this is called direct discretization). The coarsegrid problem is thenN
The correction to the fine-grid approximation is added as in (5) .
The two approaches are substantially distinct. In the GL method we approximate N h by its linearization, which we then proceed to approximate on the coarse grid. Using suitable linear multigrid methods, the latter approximation is excellent, and the overall robustness of the method is therefore determined, loosely speaking, by the accuracy of the linearization, which depends in turn on the properties of the Jacobian and on the closeness ofũ h to u h . In the LL approach, on the other hand, we use a nonlinear approximation to N h on the coarse grid. If this approximation is sufficiently accurate, the LL algorithm can yield fast convergence even with a rather poor initial guess for the fine-grid solution, thus having an advantage over the GL approach. However, ifN H approximates N h poorly, for example due to some nonsmoothness of the coefficients, then the method might not converge even if the initial error is very small and the nonlinearity very weak.
A scalar analogy.
To motivate and analyze our approach, we present an analogy in the form of a simple scalar problem, which contains the essential elements we are studying. This analysis can be generalized to the multivariate vector-valued case, but this would increase the complication without yielding additional insight. Consider the problem of finding a real number u satisfying
where N is some twice continuously differentiable nonlinear real-valued function, and f is a constant which serves to help follow the analogy. For any given ρ > 0, denote D ρ = {z : |u − z| < ρ}, and assume |N (z)| ≥ K > 0 for all z ∈ D ρ .
FAS.
Denote the current approximation to u by u n ∈ D ρ , and the error by e n = u n −u. Suppose that there exists some nonlinear functionN which approximates N and which is easy to invert (N corresponds toN H in our analogy). Then we can define an iteration process, which is analogous to FAS, bŷ
Suppose thatN is an O( ) approximation to N , where is a positive small parameter. That is,N (z) ≡ N (z) + φ(z), (9) for some twice continuously differentiable function φ. Substituting (9) into (8), we obtain after rearrangement
Using the mean-value theorem and the fact that f = N (u), we get
Thus, the iteration converges to u, and the asymptotic convergence behavior is given by
2.2. Newton's method. The Newton iteration for this problem can be written as
For a sufficiently good initial approximation Newton's method converges. In particu-
e n ≤ e n R 2K , (13) and the iteration converges to u if |e n | < 2K/R. The well-known quadratic asymptotic convergence behavior is given by
Multilevel nonlinear method (MNM).
Equations (10)- (11) and (13)- (14) demonstrate the advantage and disadvantage of each approach. Newton's method converges extremely fast when we have a good initial approximation (|e n | sufficiently small). FAS, on the other hand, will have a large attraction basin ifN is a good approximation to N , though it will not be useful whenN approximates N poorly. It is generally far less dependent on a good initial approximation than Newton's method.
We now devise a method that has the advantages of both fast asymptotic convergence and a large attraction basin. First, we subtract N (u n ) from both sides of (7) to obtain the defect equation,
The key idea is to split the left side of (15) into a relatively large linear part and a small nonlinear part and use theN approximation only for the nonlinear part. Accordingly, we add and subtract N (u n )(u − u n ) in the left side of (15) . This yields
where
Note that (16) is equivalent to the original problem (7), but the nonlinear term F (which is nothing but the remainder term of a truncated Taylor series) is only of size
, while the first term and the right side are O(|u − u n |). We use the nonlinear approximation only for the small nonlinear part. That is, we define the iteration by
Leaving only u n+1 terms on the left side we obtain
Assume that we can easily invert the left side of (19) and solve for u n+1 . To analyze the convergence behavior of this iteration, we first use (9) to obtain, after rearrangement,
Taylor series expansions now yield
(If the denominator here is zero, then we have immediate convergence by (21), so we exclude this case.) Solving the quadratic equation (21) for the error reduction factor we obtain two solutions, the relevant one being 
Method limn→∞
e n+1 e p n p Sufficient for convergence
(We assume here that we know how to choose the relevant solution when we solve (19) for u n+1 . In practice, this is not a problem when the iteration is relevant, since u n provides a good initial approximation to the correct u n+1 .) A real solution to (22) 
. That is, the error is reduced by the iteration essentially whenever (19) has a real solution. In particular, if |φ | ≤ Q in D ρ , then a sufficient condition for convergence of the new algorithm is
Furthermore, if the iteration converges to u, then the asymptotic convergence behavior is given by
We summarize the results of the scalar analysis in Table 1 . These results are encouraging inasmuch as they show that the proposed method, which is analogous to the MNM described in detail below, enjoys both the quadratic convergence rate of Newton's method and the large attraction basin suggested by the coefficient. Indeed, the convergence rate of MNM is similar to the product of the convergence rates of FAS and Newton's method.
Backtracking.
Although we expect to see a large attraction basin of the MNM, compared to Newton's method, there will be occasions where is not sufficiently small to yield convergence for a given initial guess. A well-known method for ensuring global convergence of Newton's method is backtracking [10] . While a Newton step does not ensure that the residual r n will be reduced, the direction of the Newton step is always one of descent. Thus, if we damp the Newton correction by some sufficiently small positive scalar 0 < λ < 1, we are assured that the residual will be reduced. Alternatively, instead of damping the correction step, we can damp the residual, by multiplying the right side of (12) by λ. Since this is a linear equation, damping the right side is equivalent to damping the correction. We obtain from the damped-residual version of (12)
Therefore we have, by the mean value theorem and (25),
for some ξ ∈ (u n , u n+1 ). By (25) , (26) , and the continuity of N (and the fact that it is bounded away from zero in D ρ ), there always exists a positive λ max such that r n+1 r n < 1 for every λ ∈ (0, λ max ). (27) For MNM, damping the correction is no longer equivalent to damping the residual, since it is a nonlinear method. Indeed, as seen above, there might not even be a solution to the nonlinear iteration, hence no "direction" is defined. However, we show now that MNM also yields a "descent direction" if we backtrack using residual damping. This approach is in the spirit of the NLMG of [14] , where residual damping is introduced in conjunction with a compensating overcorrection. Suppose that we multiply r n in (16), (18), and (19) by λ ∈ (0, 1). We then get from (19) , denoting δ = u n+1 − u n and using a Taylor series expansion, (25)- (26) hold. Otherwise, δ is given by
Only the solution with the plus sign in front of the square root is relevant, and we assume that our nonlinear solver can find this solution. (In practice this is not a problem, as u n provides an arbitrarily good initial guess for the correct u n+1 as λ is reduced.) We thus have
Now, similarly to (26) ,
so here too we can always choose some sufficiently small positive λ max such that (27) holds. Indeed, the residual reduction factor of damped MNM tends to that of the damped Newton step as λ tends to zero. This is expected, as MNM can be viewed as a nonlinear correction to Newton's method, with the correction tending to zero with the damping parameter (cf. section 3.2).
MNM: A multilevel nonlinear method.
We return now to the actual problem and the multigrid algorithm. LetK H denote the linearization ofN H . Then, analogously to (19) , we define the coarse-grid problem as
with
That is, we are assuming that K H is an excellent approximation to K h , whileK H might not be as good. This makes sense because, as noted above, there are well-known methods that provide excellent coarse-grid approximations to linear fine-grid operators, whereas direct discretization often does not when coefficients are nonsmooth.
The MNM algorithm.
The multigrid algorithm, which we describe next, is obtained from the two-grid algorithm by the usual recursion. Specific details, such as the relaxation method, intergrid transfers, and algorithmic parameters, can vary. In sections 4.1 and 4.2 we specify the particular choices used in our numerical tests.
A hierarchy of grids is defined and numbered 0 to M , where grid 0 is the target grid, which is the finest one, and grid M is the coarsest. On each level (grid) j we solve approximately a problem of the form
where u j is the vector of unknowns, f j is a given vector, N j -likeN H above-is a gridj discretization of N (as in the classical FAS algorithm), and L j is a linear correction operator (similar to K H −K H above). We specify the usual integer parameters, ν 1 and ν 2 , which are the number of relaxation sweeps carried out before and after the coarse-grid correction, respectively, and the cycle index γ, which specifies the number of recursive calls (1 for a so-called V cycle, 2 for a W cycle, and so on.)
Initially, u 0 is set to some approximation (which is normally obtained using the so-called full multigrid (FMG) approach [1] ), and L 0 is the zero matrix of appropriate size. Then, the MNM cycle, described below, is called repeatedly for j = 0, until some convergence criterion is met.
u j Compute the robust coarsening of the linearized operator,
Compute L j+1 by subtracting off the linearization of N j+1 ,
Interpolate and add the correction,
The restriction and prolongation operators, denoted here by I j+1 j and I j j+1 , respectively, are chosen so as to yield a robust coarse-grid approximation of the linear operator, K j . These can be any of several matrix-dependent transfer operators that have been developed over the years. In our two-dimensional (2D) tests we use the black-box multigrid method of [8] . For the restriction of u j we use the operatorĪ j+1 j , which can be simple injection or some local averaging. Observe that the combined operator, N j + L j , is nothing but an approximation on level j of the fine-grid operator, N 0 . Thus, the relaxation methods used in the classical FAS algorithm, such as Gauss-Newton, are suitable here as well. It is important to note that, since we are combining two different approximations to the fine-grid operator (for example, when computing the linear correction, L j ), they need to be scaled compatibly. We explain this issue and demonstrate the algorithm with an explicit simple example in the next subsection. (See also comments regarding scaling in section 4.1.) 3.1.1. A concrete example. By way of illustration, we now show an explicit example of the MNM cycle with two grids. Capital subscripts correspond to coarsegrid values and operators. Consider the one-dimensional (1D) nonlinear problem,
with some appropriate boundary conditions, which are not important for this discussion. Here, C is a positive constant and f (x) is given. (With f = 0 and zero Dirichlet boundary conditions, this is the classical Bratu problem.) Standard second-order finite-difference discretization on a grid of mesh size h produces a nonlinear system,
with the ith row of N h u h given by
Here and below, we omit the h subscript when using subscripts to denote row number (equivalently, mesh point). Letũ h denote the current approximation to u h . Employing Newton linearization, we obtain K h = N h (ũ h ), where the ith row of K h u h can be written as
Evidently, K h approximates the linear operator,
Assume standard coarsening, with coarse mesh point I coinciding with fine mesh point i = 2I. As in FAS, we need to transfer the current approximation,ũ h , to the coarse grid and construct the nonlinear coarse-grid operator,N H , where H = 2h denotes the coarse mesh interval. Assume we use injection for this transfer,
withŨ I =ũ i . The operatorN H is obtained by rediscretization on the coarse grid. However, we introduce a multiplicative scaling, to be discussed below. The Ith row ofN H U H is thus given by
where B I is the scaling. The linearization ofN H is denoted byK H , with the Ith row ofK H U H given by
Next, we turn to the construction of the robust coarse-grid approximation to K h . The appropriate prolongation operator (see discussion in section 4) is such that the interpolated function,
if i is even,
As the problem is symmetric, we choose the restriction to be the transpose of the prolongation. Therefore, the Galerkin coarsening rule yields the robust coarse-grid approximation to K h :
Observe that the restriction, I
h H , appears as a factor both in K H and in the right-hand side of the coarse-grid equation (since it is used to restrict the residuals). Hence, its scaling is unimportant with respect to K H , since it cancels out. In contrast, when we constructK H by direct discretization, we are implicitly assuming that the rows of the restriction sum up to one (hence, that a constant function remains invariant when restricted to the coarse grid). Since in MNM we combine the different operators, we must therefore scale K H and N H for consistency by multiplying them by the row-sums of the restriction operator. For I = i/2, this yields
For the Galerkin coarse-grid linear operator, an explicit computation yields
The linear correction toN H is given by L H = K H −K H , and the complete MNM coarse-grid operator is given by
withN H , K H , andK H given by (40), (43), and (41), respectively.
To get an impression of the character of L H , observe that if u h is smooth (that is, undergoes a relative change of order h from one grid point to the next), then
. Substituting 1 for δ ± , we obtain by a straightforward computation Note that the correction L H increases somewhat the relative size of the Laplacian in the nonlinear operator. This turns out to compensate for the slight extra "stiffness" of the coarse grid compared to the fine grid. Thus, it improves the nonlinear coarse-grid approximation to the fine-grid operator, as demonstrated below. Observe that the linear correction is normally very small, since K H andK H are both O(h 2 ) approximations to the scaled K. It becomes large only when σ i ∼ 1. Furthermore, L H is "very slightly" nonsymmetric due to the spatially varying scaling factor, B I . This may become significant on coarse grids. We may choose to retain the symmetry by fixing the scaling factor to be some constant nominal value.
To demonstrate the effect of the linear correction, L H , we perform a simple numerical test. We set f and the boundary conditions to zero, and the domain to (0, 1), and solve the problem on a grid of 16 mesh intervals-our fine grid-for a range of positive C values. It is well known that solutions for the differential problem exist only for C that is below some critical value, and the problem becomes more and more difficult as C approaches this value. Next, we approximate and solve the same problem on a coarse grid of eight intervals, once usingN H (FAS) and once using N H (MNM), employing the previously determined fine-grid solution to compute L H . We compare in Figure 1 the maximal difference between the fine-grid solution and the two coarse-grid solutions. Evidently, the MNM coarse-grid operator provides a much better approximation. The relative gain in accuracy is very large when the parameter C is small (because the linearizations then yield excellent approximations), and it becomes smaller and smaller, but still quite significant, as the critical turning point is approached.
Computational cost.
The number of operations per V cycle is proportional to the number of unknowns in all three algorithms-FAS, Newton, and MNM. The actual cost per cycle for each of the methods depends on the problem and on the implementation. FAS requires evaluating the nonlinear operator for every relaxation sweep and for residual computation. Newton's method requires only one linearization per cycle, which is comparable in cost to an evaluation of the nonlinear operator, and the resulting linear operator can then be stored. On the other hand, after each such linearization, a setup of the robust linear solver with its matrix-dependent intergrid transfers and (Petrov-)Galerkin coarse-grid operators needs to be applied. The MNM algorithm is essentially a combination of the two, starting from the second-finest grid. An MNM cycle is therefore more expensive than either an FAS or a Newton iteration, but it is less expensive than the sum of the two. In particular, on the finest grid, where normally most of the work is performed, the MNM and FAS algorithms are identical because there is no linear correction term.
Backtracking.
We introduce an optional backtracking procedure into the basic MNM algorithm, both for the local (scalar, as we use nonlinear pointwise Gauss-Seidel relaxation) nonlinear problems encountered in the relaxation, and for the coarse-grid correction. In the local problems we damp the Newton-step corrections in the classical manner, while for the coarse-grid corrections we backtrack via residual damping as described in subsection 2.3.1. We basically use the classical backtracking procedure of [10] with the following changes: (1) We do not compute the condition number and redefine the problem for poorly conditioned problems; (2) We limit the number of attempts to reduce the residual by backtracking; if unsuccessful, the correction is simply discarded. The reason for these changes is that we do not want to spend much effort to reduce the residual of coarse-grid problems when this is unlikely to contribute much to the convergence of the fine-grid problem. The greatest difficulties occur on the coarser grids (because, in our analogy, is larger there), and it is often not cost-effective to insist on residual reduction on the very coarse grids, where there might not even be a solution in some cases. As the fine-grid residual is reduced, the convergence on all the grids normally becomes much easier, consistent with our analysis.
The backtracking procedure naturally adds to the cost of the algorithm, but this increase is rarely substantial. In the relaxation, the main increase normally comes from the need to recompute the residuals of the local problems to check at which of the equations (if any) backtracking is required. Usually, there are few such locations, if any, and the backtracking procedure is implemented only for those equations. For the coarse-grid correction process (which backtracks by residual damping), there is a potential for a greater increase in cost, because if the coarse-grid correction fails to reduce the residual norm then we discard it and recompute the coarse-grid correction with a damped residual, etc. As we shall show, the actual increase in the operation count in our tests was small.
The measure we use to describe the actual complexity of the MNM algorithm with backtracking is the effective cycle index,γ. Recall that the cycle index γ is the number of recursive calls to function MNM in the standard algorithm (with no backtracking). Hence, the number of visits to grid j is γ j . Due to the backtracking, the number of visits may be larger, resulting in an effective cycle index that is larger than the nominal one. Suppose that the actual total number of relaxation sweeps performed on grid j in a particular computation, divided by the number of sweeps carried out on the finest grid, is k j , and that the number of variables on grid j is n j . Then the effective cycle index is naturally defined implicitly as the only positive solution of
In particular, if n j /n j+1 ≈ τ > 1, where the coarsening ratio τ is independent of j, thenγ
In this case, the bound (2.4.14) of [25, p. 51] for the total computational work per cycle holds approximately: if the fine-grid work is Cn 0 , then the total work is approximately
In a parallel computing environment, the standard backtracking procedure is relatively more troubling, since it is done sequentially. In this case we would prefer to compute in parallel several coarse-grid solutions-with different residual-damping parameters (λ = 1, 1/2, 1/4, . . . , for example)-and choose the correction with the largest damping parameter which still yields a reduction of the residual norm, discarding the rest.
Adaptive MNM.
An interesting alternative (or addition) to backtracking, is a more general adaptive procedure. Consider the MNM coarse-grid operator N H of (33). Two points of view suggest themselves: (a) The first term, K H , is the main term, while the second and third terms comprise a nonlinear correction for the defect which results from approximating N h by the usual Newton linearization; (b) The second term,N H , is the main term, while the first and third terms form a linearized correction for the defect resulting from the nonrobustness of the FAS approximation. Normally, these corrections improve the coarse-grid approximation. Suppose, however, that there is somewhere a discontinuity in a coefficient. This may show up as a large linear correction, K H −K H , becauseK H is no longer a good approximation to K h . This indicates thatN H itself is a poor approximation to N h , and therefore we might be better off not using the FAS contribution. We should then damp (perhaps completely) the nonlinear correction, reducing to Newton's method. On the other hand, suppose that due to some nonlinear near-singularity the linearization provides a poor approximation. This would show up as a large nonlinear correction. We might then be better off using FAS in this case, and we should damp the linear correction. Accordingly, we introduce two nonnegative parameters, a and b, and redefine N H as
We thus obtain MNM for a = b = 1, Newton's method for a = 1, b = 0, and FAS for a = 0, b = 1. In fact, a and b can be diagonal matrices instead of scalars, so that the damping is chosen locally.
Although the details are quite different, this use of parameters to obtain favorable "compromises" between different types of coarse-grid operators is in the spirit of the nonlinear multigrid approach of [14] . There, the coarse-grid operator varies from that of FAS-when the (multiplicative) parameter is equal to one, to an operator that is linearized around the initial coarse-grid approximate solution-when it is equal to zero. This effect is somewhat similar to what we obtain in the present approach as we vary (a, b) from (0, 1) to (1, 0) if we use a fixed-point linearization.
We applied a version of adaptive MNM in [6] , fixing b = 1 and optimizing a ∈ [0, 1] over the convergence factor at very coarse grids. This approach proved quite useful, but we expect that a more refined analysis will allow us to yield still greater dividends from the adaptive approach. We do not pursue this further here; however, in section 4.2 we demonstrate the potential of this approach by manually selecting appropriate values of a and b for problems which prove to be difficult for the standard MNM, even with backtracking.
Numerical tests.

1D tests.
We first test our algorithm on the following nonlinear 1D diffusion problem:
where u is the unknown function, and g, f, u , u r are given. Discretizing by secondorder accurate finite differences on a uniform grid
, with mesh size = 1/n, we obtain the nonlinear system
where the ith equation in the system is given by
Here, u i and f i are the ith components of u h and f h , respectively, and g i±1/2 is some discrete approximation to g midway between grid points i and i ± 1. The boundary conditions yield u 0 = u and u n = u r . In our test problems we define g to correspond to the so-called van Genuchten curve modeling hydraulic conductivity of unsaturated soils [26] . This problem, in two dimensions, has been studied extensively by Starke in [23, 24] employing a least-squares finite elements approach with, in the latter paper, a GL multilevel approach, and by Korsawe and Starke in [18] , where three LL methods (variants of FAS) are compared.
Given constant parameters k s , α, and p, we have
with q = 1 − 1/p. To represent g i±1/2 we compute g(u i ) and g(u i±1 ) and use simple averaging. For a given domain and boundary conditions, this problem generally becomes more difficult for smaller p and larger α. For p < 2, g fails to satisfy a Lipschitz condition at u = 0, and g(u) actually tends to a step function for p → 1 + . For α that is not small compared to one, the solution exhibits a thin boundary layer near x = 0 (in our example), which narrows quickly as α grows. The boundary conditions are u = −2, u r = 1, and we set f = 0. The initial guess for the fine-grid solution is the linear profile which satisfies the boundary conditions. We perform V cycles until the 2 residual norm is reduced to at most 10 −8 times its initial value. We backtrack if the coarse-grid correction plus the (single) postrelaxation sweep has failed to reduce the 2 norm of the residual. In this case, we discard the coarse-grid correction, damp the residual according to the strategy of [10] , and compute a new coarse-grid correction.
For error smoothing we use Gauss-Seidel relaxation in red-black ordering, whereby we first relax at the even-indexed points and then at the odd-indexed points. To describe the prolongation operator, let the n j by n j matrix, K j , denote the linearized operator on grid j. Then the prolongation operator is a matrix P (denoted I j j+1 above) of size n j by n j+1 , with
The restriction operator (denoted I j+1 j above) is a matrix R of size n j+1 by n j , whose (j, i)th element is given by (54), with K j replaced by its transpose. With these choices and the construction of the coarse-grid operator by Petrov-Galerkin coarsening, K j remains a tridiagonal matrix on all the grids. Furthermore, for linear problems, the multigrid cycle is an exact solver (equivalent to total reduction), provided that either ν 1 or ν 2 is nonzero and the problem on the coarsest grid is solved exactly. This is a well-known result of the fact that, after we relax on the fine grid at the odd-indexed points-leaving there zero residuals-the remaining error is in the range of the prolongation defined by (54).
As explained in subsection 3.1.1, it is important to scale the different coarsegrid approximations which are added/subtracted to be compatible. The usual FAS algorithm assumes that rows of the restriction matrix sum up to 1. Therefore, in the MNM algorithm of section 3.1, the correct scaling of N j+1 (hence also N j+1 ) is by left-multiplication by a diagonal matrix whose elements are the row-sums of the restriction matrix, I j+1 j . Such a rescaling can result in the loss of symmetry. We choose to simply scale by the constant 2, which is correct for the standard fullweighting, and is an excellent approximation on all the grids for the actual restriction.
In all our tests the finest grid is 256 intervals. For the nonlinear algorithms (MNM and FAS) we use seven multigrid levels, coarsening down to a grid of three interior variables. On the coarsest grid we relax 10 times. We use γ = 1 (V cycle) and ν 1 = ν 2 = 1. The FAS algorithm is the standard one (except that we also allow backtracking), with injection forĪ H h (local averaging is sometimes better for FAS, but not dramatically so in our tests).
We show results for physical parameters α = 0.5, 1.0, and p = 2.5, 1.8, in Figures  2, 3, 4 , and 5, with NWT denoting Newton's method. In Figure 2 , it is evident that MNM indeed behaves as predicted by the analysis. Its asymptotic convergence rate is similar to that of NWT, but it gets there much sooner. In the moderate case (top left), α = 0.5, p = 2.5, all three methods perform well. For α = 1.0, p = 2.5 (bottom left) there is a rather thin boundary layer near x = 0, as seen in Figure 3 . This nonsmooth solution causes FAS convergence to slow down significantly, while the other two methods remain effective. For α = 0.5, p = 1.8 (top right), on the other hand, the solution is rather smooth but there is a strong singularity in the derivative of g at u = 0 (see Figure 5) . As a result, the linearization yields a very poor approximation at that point, and NWT stagnates, but FAS is hardly affected. MNM has a slower start, but soon regains its fast convergence. Here, it is evident that MNM could gain much from an adaptive procedure as outlined in section 3.2, and implemented in [6] . For α = 1.0, p = 1.8 (bottom right), there is both a boundary layer in u and a singularity of g , hence both FAS and NWT suffer, yet MNM remains very effective. In more extremely singular cases (smaller p), FAS becomes better than MNM due to the extreme poorness of the linear approximation. In such cases, adaptive MNM would be highly advantageous. In the examples where p = 2.5, MNM used no backtracking, soγ = γ = 1. For α = 1.0, p = 1.8, we obtainedγ = 1.11, indicating an average increase of about 12% in the number of floating-point operations, compared to V cycles, by (47). For α = 0.5, p = 1.8, we observedγ = 1.19, implying a 23% average increase in computational cost, but there were also two cases of backtracking on the finest grid, so the overall work for MNM is about 35% more than is suggested by Figure 2 . 
2D tests.
We test the 2D version of the problem of section 4.1,
again with Dirichlet boundary conditions, where u is the unknown function, g is given by (52), and f is a given function (zero in our tests). Discretizing by second-order accurate finite volumes on a uniform grid with mesh size h, we obtain the nonlinear system
As in the 1D problem, u i,j and f i,j are the components of u h and f h , respectively, while g i±1/2,j and g i,j±1/2 are averaged approximations to g midway between neighboring grid points: (i, j) and (i ± 1, j) or (i, j) and (i, j ± 1), respectively. The boundary conditions are described below.
The tests were performed with three cases of boundary conditions. The initial guesses for the three cases are shown in Figure 6 . In the first case the boundary conditions were defined to be the boundaries of an inclined linear plane, with its upper side at u = 1 and its lower side at u = −2. In the second case the boundary conditions were set to u = −2 along two adjacent sides, while the boundaries along the other two sides were set to linear profiles with u = −2 at their lower points and u = 1 at their common top point. In the third case the boundary values were set to u = −1 and u = 1 along two opposite sides, while along the other sides the values had the shape of a sine function, varying from −1 to 1. The right-hand side function was set to f = 0 in all the examples.
We perform V cycles until the 2 residual norm is reduced by a factor of 10 −8 . We backtrack if the coarse-grid correction plus the (single) postrelaxation sweep fails to reduce the 2 norm of the residual. In this case, we discard the coarse-grid correction, damp the residual according to the strategy of [10] , and compute a new coarse-grid correction. For error-smoothing we use a nonlinear Gauss-Seidel relaxation in red-black ordering. The local nonlinear problems of the relaxation are solved approximately by one Newton iteration. We use Dendy's classical black-box multigrid [8] to construct prolongation and restriction operators. Alternatives can of course be found in the literature, all essentially approximate generalizations of (54) to two dimensions.
In all our tests the finest grid has 64 intervals in each direction, while the coarsest grid has 4 intervals in each direction, yielding 5 multigrid levels, coarsening down to a grid of 3 by 3 interior variables. On the coarsest grid we relax 5 times. We use γ = 1 (V cycle) and ν 1 = ν 2 = 1. For the linearization in the GL and MNM algorithms, we use a fixed-point (FP) approach (sometimes called "lagged diffusion" or "principal-part linearization"), that is, the operator is linearized by freezing the diffusion coefficient, g. This approach was chosen rather than NWT, because the linear operators obtained using NWT are nonsymmetric and therefore require a robust solver for nonsymmetric linear problems. We will consider such solvers in the future.
In these tests we also compute results using the NLMG of Hackbusch [14] , with the parameter optimized manually. These must of course be at least as good as those of FAS, since the latter is a special case where the parameter is set to 1. With a few exceptions, the results are not significantly superior to FAS, even though the parameter is optimized.
The results are presented in Tables 2, 3 , and 4 for the three cases of boundary conditions. We show average convergence factors for physical parameters α = 0.5, 1.0, 1.5, and p = 1.5, 2.0, 2.5, with FP denoting fixed-point GL. As in the 1D case, for a given domain and boundary conditions, the problem generally becomes more difficult for smaller p and larger α. The MNM algorithm yielded the fastest convergence in every case but two (the upper-right terms in Tables 2 and 4 ). In these cases (only), backtracking was required, and the results were still quite poor. (Recall that the analysis for backtracking was performed for Newton's linearization, not FP.) For these two cases where MNM failed, we recomputed the results using the "adaptive" approach Table 3 Test results for Case 2. 5. Discussion. MNM eliminates the compromise between global and local linearization, as we approximate the full nonlinear operator on the coarse grid, but we use a robust approximation for a large part of it. The new method exhibits better behavior than both its predecessors, consistent with the prediction of the scalar analysis. The development of a two-(or higher-) dimensional solver employing Newton linearization is expected to yield better results, provided that a robust linear solver for nonsymmetric linear problems is used. The (partial) adaptive MNM approach was used in [6] , where it proved to be effective, but it can no doubt be improved significantly by deriving appropriate criteria to replace the generic optimization. In the tests above, we demonstrate that optimizing both parameters of the adaptive MNM may be quite efficient, while ensuring that MNM will be at least as good as the better of the two competitors, as they are each a special case of adaptive MNM.
