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ABSTRACT 
Clustering Educational Digital Library Usage Data:  
 
Comparisons of Latent Class Analysis and K-Means Algorithms 
 
 
by 
 
 
Beijie Xu, Master of Science 
 
Utah State University, 2011 
 
Major Professor: Xiaojun Qi, Ph.D. 
Department: Computer Science 
 
There are common pitfalls and neglected areas when using clustering approaches 
to solve educational problems. A clustering algorithm is often used without the choice 
being justified. Few comparisons between a selected algorithm and a competing 
algorithm are presented, and results are presented without validation. Lastly, few studies 
fully utilize data provided in an educational environment to evaluate their findings. In 
response to these problems, this thesis describes a rigorous study comparing two 
clustering algorithms in the context of an educational digital library service, called the 
Instructional Architect.  
First, a detailed description of the chosen clustering algorithm, namely, latent 
class analysis (LCA), is presented. Second, three kinds of preprocessed data are 
separately applied to both the selected algorithm and a competing algorithm, namely, K-
means algorithm. Third, a series of comprehensive evaluations on four aspects of each 
iv 
 
clustering result, i.e., intra-cluster and inter-cluster distances, Davies-Bouldin index, 
users’ demographic profile, and cluster evolution, are conducted to compare the 
clustering results of LCA and K-means algorithms. Evaluation results show that LCA 
outperforms K-means in producing consistent clustering results at different settings, 
finding compact clusters, and finding connections between users’ teaching experience 
and their effectiveness in using the IA. The implication, contributions, and limitation of 
this research are discussed.  
(88 pages) 
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 CHAPTER 1 
INTRODUCTION 
A growing interest in data mining (DM) and the evaluation of web-based 
educational systems makes educational data mining (EDM) a rising and promising 
research field [34]. Provided with abundant user footprints and data mining strategies, 
researchers can analyze fine-grained web usage data so as to understand a web-based 
educational system’s users and usage patterns. One particular approach – clustering – can 
be used to group similar users, a set of pages with similar contents, or similar navigation 
behaviors. Its utility receives on-going attention in the field of educational data mining 
and thus is the focus of this research.  
1.1 Problem Statement 
 Despite the popularity of educational data mining, some common pitfalls and 
neglected areas exist when researchers use clustering approaches to investigate 
educational problems. First of all, a clustering algorithm is often applied to educational 
research without the choice being justified either in theory or in practice. In other words, 
no explanation is given for why the algorithm is chosen. Secondly, few comparisons 
between a selected algorithm and a competing algorithm are presented.  While 
researchers claim their selected algorithm fits well in the context of the research, they fail 
to demonstrate the claim, and hence make the case inconvincible. Thirdly, as is common 
for unsupervised machine learning algorithms, there is no standard method for comparing 
and evaluating the clustering results; therefore, researchers usually present results without 
validating the findings.  
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In order to investigate educational problems, a powerful educational system 
should be employed.  This educational system should be powered by a multi-functional 
database, which not only stores the instructional content, but also tracks all registered 
users’ profile and their interaction with the system. Part of the information, such as 
transaction data, can be fed into a clustering process to discover user groups, and part of 
the information, such as users’ registration profile or test scores, can be used to 
triangulate and evaluate the clustering findings. 
1.2 Research Purpose 
In light of the increasing interest in the application of clustering techniques in 
educational data mining and the aforementioned problems, this research uses a particular 
educational digital library service – the Instructional Architect (IA.usu.edu) – as a test 
bed, to showcase how to use clustering approaches to help identify different user groups, 
with an emphasis on evaluating and comparing latent class analysis (LCA) and the 
commonly used K-means clustering algorithm. The IA is an educational digital library 
service that supports teachers in authoring and sharing instructional activities using 
online resources [32, 33], and its functionality is introduced in Chapter 2.  
LCA [22] is a model-based clustering analysis technique in that a statistical model 
(a mixture of probability distributions) is postulated for the population based on a set of 
sample data. The most common applications of LCA are in health and clinical research 
[6, 27], social and psychological studies [18, 26], and education research [35]. Though 
this clustering algorithm has seldom been considered by data mining and machine 
learning researchers, it actually offers several advantages over traditional clustering 
approaches such as K-means.  Chapter 3 discusses this in greater detail.  
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To be specific, the purpose of this research is to:  
1) use LCA to solve a standard clustering problem; 
2) evaluate the performance of LCA by comparing it to a benchmark algorithm 
K-means; 
3) examine strategies for using coarse-grained teacher profile data to triangulate 
and evaluate the clustering results.  
1.3 Outline of the Thesis 
This thesis is structured as follows. To provide background for the research, 
Chapter 2 reviews clustering studies in the context of education and lists common 
problems associated with such studies. A detailed introduction to the IA is next 
presented. Chapter 3 describes the methods behind the study, data sources, and data 
analysis methods. Chapter 4 uses four types of measures, namely, intra-cluster and inter-
cluster distance, Davies-Bouldin index, users’ demographic profile, and cluster evolution, 
to evaluate clustering results obtained by applying LCA and K-means on three kinds of 
preprocessed data, and concludes that LCA is superior to K-means. Finally, Chapter 5 
summarizes the research, discusses its contributions and limitations, and concludes with 
suggestions for further work.  
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CHAPTER 2 
RELATED WORK AND BACKGROUND 
This chapter first reviews recent representative clustering studies in the field of 
educational data mining, and points out their flaws. Next, this chapter presents an 
introduction to the Instructional Architect, the research context for this study.  
2.1 Clustering Studies in Educational  
      Data Mining Research 
As an emerging discipline, educational data mining is concerned with applying 
data mining methods for exploring unique types of data that come from educational 
settings [4] and making inquiries about the site’s impact, usage, its users and the users’ 
behaviors. The increasing availability of educational datasets and the evolution of data 
mining algorithms have made educational data mining a major interdisciplinary area 
between the fields of education and information science. Many data mining techniques 
have been applied to solve educational problems and investigate educational phenomena.  
However, this study exclusively focuses on a particular type of data mining technique – 
clustering, to discuss how well clustering algorithms can be used to discover an online 
educational system’s usage patterns.  
Similar to classification, clustering is also a process of grouping physical or 
abstract objects into classes [34]. As a very common data mining method, clustering has 
been applied to seek patterns from educational datasets. Clustering is an unsupervised 
learning model [15], in the case when there is neither a predefined number of clusters nor 
pre-labeled instances. Clustering algorithms normally group data based on two measures: 
the similarity between the data objects within the same cluster (minimal intra-cluster 
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distance), and the dissimilarity between the data objects of different clusters (maximal 
inter-cluster distance). Sample studies of using clustering methods in solving educational 
problems are presented below. 
Using factor analysis and self-organizing map (SOM) techniques, Durfee et al. 
[11] analyzed the relationship between student characteristics and their adoption and use 
of computer-based educational technology. Survey responses to questions regarding user 
demographics, computer skills, and experience with a particular computer-based training 
software were collected from over 40 undergraduate students. In order to reduce the 
dimensionality of the dataset, the researchers first used factor analysis to group 28 
variables into 8 orthogonal factors. They then used SOM to identify four student clusters. 
Finally, a t-test on performance scores supported the clustering decisions. Anaya and 
Boticario [2] classified users of a learning forum based on their level of interaction, such 
as the number of threads one started and the messages sent. Three clusters of learners 
were identified through expectation maximization (EM) algorithm, and the results were 
validated by asking an expert to manually label students according to their collaboration 
levels. Wang et al. [40] combined sequential pattern mining with a clustering algorithm 
to study students’ learning portfolios. The authors first found each student’s set of 
frequent sequence of learning activities. Then a clustering algorithm called ISODATA 
was used to group learners into four clusters according to their learning features.  In the 
Shih et al. [36] study, students’ problem-solving behaviors while using a geometry 
cognitive tutor were broken down into actions. A series of actions represented a learning 
tactic. Step-wise hidden Markov model clustering was used to discover interpretable 
tactics, which were then related to learning outcomes. Some of the above studies 
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triangulated the clustering results with students’ performance, and some did not. 
However, one common problem with those studies is that they did not compare their 
choice of algorithm with another benchmark algorithm regardless of how well the 
decisions were justified.  
Hübscher et al. [17] used K-means and hierarchical clustering techniques 
respectively to group students who have used CoMPASS, an educational hypermedia 
system that helps students understand relationships between science concepts and 
principles. In CoMPASS, navigation data was collected in the form of navigation events, 
wherein each event consisted of a timestamp, a student name, and a science concept. 
After preprocessing, K-means and hierarchical clustering algorithms were used to find 
student clusters based on the structural similarity between navigation matrices. Maull et 
al. [23] applied a clustering approach to discover patterns among teachers using an online 
curriculum planner. This study first abstracted user sessions and selected 27 features for 
clustering experiments. It then used K-means and expectation-maximum likelihood to 
cluster the user sessions. The two algorithms identified very similar patterns in the largest 
clusters. However, the authors acknowledge that their study was preliminary, in that there 
was not complete agreement on top cluster features or cluster sizes. Both studies used 
two clustering algorithms, but seem to be carried out only for clustering’ purpose and 
their educational values were not articulated very well.  
Lee [21] proposed to assess student knowledge and infer important knowledge 
states (mastery levels) in an integrated online environment using SOM K-means and 
principal component analysis (PCA). A test consisting of 20 items associated with 
different learning concepts was collected from 90 students. Subsequently, SOM K-means 
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was used to identify student clusters, with each cluster’s centroid as a representation of 
that cluster’s knowledge states. Applying PCA upon the cluster centroids helped identify 
two significant feature vectors, e.g., two important knowledge mastery levels. 
Comparisons with other algorithms showed that applying PCA over SOM K-means could 
reveal more significant feature vectors (knowledge states) than PCA itself. Dogan and 
Camurcu [10] applied two clustering algorithms, i.e., K-means and fuzzy c-means, to 
cluster students’ exam results on six different concepts when using an intelligent tutoring 
system, and suggested the discovered clusters could arrange students into homogeneous 
groups for collaborative learning activities. K-means produced smaller squared error 
values when the number of clusters was four, five, and seven; and fuzzy c-means gave a 
better result when there were six clusters. Similar to [17, 23], these two studies did not 
triangulate the clustering results using students’ performance data. However, unlike [17, 
23], they compared the clustering results obtained from different algorithms.  
To the best of our knowledge, there is only one educational clustering study that 
was conducted in a rigorous way. Perera et al. [28] explored group dynamics in a 
software development project by extracting patterns distinguishing the better from the 
weaker teams and getting insights in the success factors. K-means, EM algorithm and 
hierarchical agglomerative clustering were used to cluster project teams based on 11 
numeric attributes. Said attributes captured the salient factors of using a TRAC 
collaboration tool, and all methods reached the same results. K-means was also 
performed on individual students to reveal information that was missing from team-wise 
clustering. The results revealed interesting patterns characterizing the work of stronger 
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and weaker students, with a high number of active events associated with positive 
outcomes. This was a very small-scale study only involving 43 students from 7 teams.  
Table 1 is a summary of the methods discussed above. The review shows some 
common pitfalls and neglected areas in using clustering approaches to investigate  
Table 1. Summary of the Clustering Studies in the Field of Educational Data Mining. 
 Clustering methods Compared with 
Choice 
justified 
Evaluation 
measure 
Triangulation 
dataset 
Durfee et al. 
[11] SOM - no - 
students’ 
performance 
Anaya & 
Boticario [2] EM - no - expert opinion 
Wang et al. 
[40] ISODATA - yes - - 
Shih et al. [36] Step-wise HMM - yes - 
students’ 
learning 
outcome 
Hübscher et al. 
[17] 
Hierarchical 
clustering; 
K-means 
- yes - - 
Maull et al. 
[23] 
K-means; 
EM 
- yes - - 
Lee [21] PCA over SOM K-means 
PCA only; 
hierarchical 
agglomerative 
clustering 
yes 
within-
cluster 
variance 
- 
Dogan & 
Camurcu [10] K-means Fuzzy c-means yes 
within-
cluster 
variation 
- 
Perera et al. 
[30] K-means 
EM clustering; 
hierarchical 
agglomerative 
clustering 
yes same results group performance 
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educational problems. First of all, a clustering algorithm is often applied to educational 
research without the choice being justified either in theory or in practice. No explanation 
is given for why the algorithm is chosen. Secondly, few comparisons between a selected 
algorithm and a competing algorithm are presented. While the researchers claim their 
selected algorithm fits well in the context of the research, they fail to demonstrate the 
claim, and hence make the case convincible. Thirdly, as is common for unsupervised 
machine learning algorithms, there is no standard method for comparing and evaluating 
the clustering results; therefore, researchers usually present results without validating the 
findings. Lastly, a powerful educational system can store many aspects of user 
information. As a result, users’ performance data and profile data could be used to 
complement the clustering findings.  However, they have not been fully utilized to extend 
the clustering findings. 
2.2 Instructional Architect 
In light of the increasing interest in the application of clustering techniques in 
educational data mining and the aforementioned problems, this research used a particular 
educational digital library service, the Instructional Architect (IA.usu.edu), as a test bed, 
to showcase how to conduct a rigorous clustering study on educational settings, with an 
emphasis on evaluating and comparing latent class analysis and the commonly used K-
means clustering algorithm.  
The IA is an educational digital library service that supports teachers in authoring 
and sharing instructional activities using online resources [32, 33]. With the IA, teachers 
are able to search, select, sequence, annotate, and reuse online learning resources to 
create instructional project pages, called IA projects (also referred to as “projects” for 
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simplicity). Projects can be kept private (private-view), or made available to only their 
students (student-view), or to the wider Web (public-view). Figure 1 shows a portion of a 
simple IA project created by one of the teachers. The teacher created the layout and 
content, along with links to online resources discovered in the National Science Digital 
Library (NSDL) or on the Web. As can be seen in Figure 1, an IA project has the author’s 
screen name and project title at the top, followed by a brief overview, and the project 
content containing embedded resource links. 
To use the IA, a teacher must first create a free IA account which provides 
exclusive access to his/her saved resources and projects. As part of the registration 
process, teachers complete a profile indicating their years of teaching experience, and 
their comfort level with technology.  
After a teacher logs in, the IA offers two major usage modes: resource 
management and project management. In the resource management mode, teachers can 
search for and store links to web resources inside the IA. Figure 2 shows the list of  
 
 
Figure 1. An IA project named “Organic Chemistry II” created by D. Schuehler. 
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resources stored by a teacher named “D. Schuehler,” the author of the project in Figure 1. 
Those highlighted are used in at least one of her projects.   
In the project management mode, teachers can create and manage projects based 
on their needs. Figure 3 shows the IA’s user-friendly project creation interface. Here, 
teachers only need to enter an IA project’s title, overview, and content. The IA system 
can generate a webpage dynamically upon request. As shown in Figure 3, the teacher’s 
resource collections are listed on the left.  A resource can be added to the project by 
clicking on the arrows behind its title. When a project is generated on request, those  
 
 
Figure 2. D. Schuehler’s resources collection.  
Those highlighted are used in at least one of her projects. 
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resources are converted to hyperlinks. IA supports JavaScript and HTML, which means 
dynamic objects such as multimedia, blogs, and RSS feeds can be included. Teachers can 
add basic metadata to describe their project, such as subject area, grade level, and core 
curriculum standards. The basic metadata are used to support search and browse of public 
projects.  
A project can be marked as public, student-view, or private. Anyone can visit a 
public project, students can access their teachers’ student-view projects through their 
student accounts, and private projects are only viewable by the owner. A project can be 
 
 
Figure 3. Project creation interface.  
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Resources are listed on the left, and a user enters content on the right. By clicking the 
arrow behind a resource, the resource link can be inserted into the content automatically. 
both public viewable and student viewable. In such cases, students can access the same 
project in a more convenient and organized manner than other users. All public projects 
are saved under the Creative Commons’ free to share and free to remix license [8]. Any 
registered teacher can make a duplicate of any public project by clicking the copy button 
at the bottom of the webpage. In this way, the IA provides a service level for supporting a 
teacher community around creating, remixing, and sharing instructional resources and 
activities. 
Figure 4 presents the data model for the IA. A teacher collects web resources 
from three sources: NSDL, IA projects, and other web resources. Resources can be 
organized into folders. Teachers use the collected resources to create projects, and set the  
 
 
Figure 4. The Instructional Architect’s data model. 
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access level (public view, student view, and private view). Each teacher can create a 
student account, through which, his/her students can access the student-view projects that 
are otherwise not accessible if not being public. In summary, teachers play a central role 
in this model, and are therefore the target of this clustering study. 
This chapter introduces sample clustering studies in the field of educational data 
mining, and also points out several common flaws of those studies. This research is 
intended to carry out a rigorous clustering study in the context of an educational digital 
library service, called the Instructional Architect.  Specifically, it covers the following: 1) 
a detailed description of the chosen clustering algorithm, namely, latent class analysis 
(LCA); 2) a parallel comparison between the selected algorithm and a competing 
algorithm, namely, K-means algorithm; 3) a comprehensive evaluation of the clustering 
results using additional educational information. The next two chapters present the 
research methods used herein and the results and their evaluation, respectively.  
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CHAPTER 3 
METHODS 
This chapter first introduces the dataset and the data preprocessing procedures 
used for this research. We then provide an extensive introduction to latent class analysis, 
a unique clustering algorithm that has not been given much attention in data mining 
research. Next, we introduce the K-means algorithm as the benchmark algorithm for 
comparison purposes, and finally, the evaluation plan is outlined.  
3.1 Data Preprocessing 
The Instructional Architect has a relational database storing not only users’ profile 
but also their transactional data, such as user created projects, collected resources, and 
browsing activities. The data for this study is extracted from the relational database and 
aggregated to serve as the user features and the input for the clustering study.   
IA teachers are the focus of this study. In order to construct a comprehensive 
user-model, the major roles a teacher plays in the IA environment are first outlined, 
behaviors under each role are summarized, and, lastly, measurable metrics and features 
are defined to describe the behaviors under each category. A teacher can assume three 
general roles in the IA environment: project authoring, project usage, and navigation. 
Data from these three roles are included in the feature space for representing a teacher’s 
online behavior, and are explained next.  
Role I – Project authoring. There are several activities involved when a teacher 
authors a project, such as, gathering resources, creating a project, embedding resources 
into a project, and choosing a project’s publishing option. Five metrics, i.e., the number 
16 
 
of projects, the number of copied projects, and three quality indicators, namely, average 
number of resources per project, average length of project content, and average length of 
project overview, are gathered under this category. 
Number of projects. This metric measures how many projects a teacher has 
created. Because private projects are inaccessible to anyone but the author, only public 
and student projects are counted when measuring teachers’ productivity and their 
contributions to the IA community. 
Number of copied projects. All public projects are published under the Creative 
Commons’ free to share and free to remix license [8]. Any registered user can make a 
copy of others’ public projects. The number of copied projects is collected as a measure 
of how well a user is willing to adapt to others’ work.  
Average number of resources per project. The IA’s project authoring interface 
allows teachers to embed web resources to project content just through a few clicks. This 
metric measures how well a teacher is willing to utilize web resources.  
Average length of project content. This metric is measured by the number of 
words inside the project content. 
Average length of project overview. As a very usual instructional strategy, a 
project starts with an overview serving as an introduction to the IA project. This metric is 
measured by the number of words inside a project overview.   
The last three metrics are used to measure the quality of a project.  These three 
metrics measure the quality of an IA project without examining its actual content since 
each project has its unique context, possible occurrence of fractured and ungrammatical 
syntax, occasional irregular spellings and abbreviations [14].  
17 
 
Role II – Project usage. Another aspect of users’ IA projects is how well they 
have been implemented. Since it is impossible to interview each project’s visitors for 
their ratings of a project, visit counts are exclusively used to measure project usage in this 
study. The number of project visits excludes authors’ visits to their own projects and 
external visits referred from other websites. The former is excluded because the number 
of project visits can be inflated due to an author’s constant previewing of his/her own 
project(s) during project authoring. The latter is excluded because links to some (but not 
all) IA projects are harvested into other digital libraries, including the NSDL, and the 
number of visits to harvested projects is inflated. To remove these potentially 
confounding factors, only the number of student visits and the number of visits from 
other IA users (termed as peer visits) are included in this study. 
Role III – navigation. Behaviors in this role include visiting and navigating 
through the IA website, browsing, and copying other teachers’ projects. 
Number of visits to the IA website. Most web usage datasets show an underlying 
zipf (power-law) distribution [25, 31], with a few visits showing very high counts, most 
visits showing very low counts, and a mid-range number of visits showing a number of 
counts in a mid-range. Figure 5 shows the number of visits to the IA website follows such 
a distribution. 
Number of project browses. A histogram of project browses also follows the zipf 
distribution (see Figure 6).  
Number of copied projects. This metric belongs to both role I and role III since 
copying project activity is also an indicator of user navigation. 
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Figure 5. Distribution of visits to the IA website over one year. 
 
Figure 6. Distribution of project browses over one year. 
Since all the information discussed above may not be immediately available, data 
transformation and aggregation techniques are applied to the raw data to obtain the 
desired feature space. The data is collected from IA teachers who registered in 2009. To 
this end, one-time visitors and those who have never created any public IA projects are 
excluded in the collection process. As a result, the data from the remaining 661 teachers 
(out of a total of 1164 registered teachers during that period) are included to collect 
necessary information for constructing the feature space. Table 2 lists all the features 
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extracted from the valid 661 teachers together with the min, max and average value of 
each feature.  
Table 2. Summary of User Feature Space. 
Category Raw data Transformed data Min Max Average 
Project 
authoring 
Number of 
projects 
Number of projects 1 10 2.46 
Project content 
Average number of 
resources per project 
0 44 4.49 
Project content 
Average length of 
content per project 
(measured by words) 
0 2843 174.03 
Project overview 
Average length of 
overview per project 
(measured by words) 
0 293 
 
22.50 
 
Project 
originality 
* Number of copied 
projects 
0 
  
18 0.55 
  
Project 
usage 
Project visits 
Maximum number of 
peer visits 
0 
  
164 1.84 
  
Project visits 
Maximum number of 
student visits 
0 
  
1022 10.96 
  
Navigation 
Transaction data 
Number of visits to the 
IA 
1 
  
57 7.85 
  
Transaction data 
Number of project 
browses 
0 
  
134 8.58 
  
Project 
originality 
*Number of copied 
projects 
0 
  
293 22.50 
  
*Number of copied projects belongs to both the project authoring and navigation categories.  
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3.2 Latent Class Analysis 
This research uses latent class analysis (LCA) [22] to classify registered teachers 
into groups. LCA is a model-based cluster analysis technique in that a statistical model (a 
mixture of probability distributions) is postulated for the population based on a set of 
sample data. The most common applications of LCA are in health and clinical research 
[6, 27], social and psychology studies [18, 26], and education research [35]. Though this 
clustering algorithm has seldom been considered by data mining and machine learning 
researchers, it actually offers several advantages over traditional clustering approaches 
such as K-means: 1) It assigns a probability to the cluster membership for each data 
point, instead of relying on the distances to biased cluster means. 2) It provides various 
diagnostic information, such as common statistics, log-likelihood (LL), Bayesian 
information criterion (BIC) and a p-value, to determine the number of clusters and the 
significance of the variables’ effects. 3) It accepts variables of mixed types without the 
need to standardize or normalize them. Finally, 4) it allows for the inclusion of 
demographics and other exogenous variables either as active or inactive factors [22, 38].  
 Latent class (LC) modeling was first introduced by Lazarsfeld and Henry [20] as 
a way of discovering latent attitudinal variables from dichotomous survey items. 
Goodman [14] supplemented it nicely by extending the analysis to nominal/categorical 
variables and dealing with the formulation of K latent classes through the observation of 
n manifest variables, where both latent and manifest sets of variables could be 
polychotomous.  
The traditional LCA [14] assumes that each observation belongs to only one of 
the K latent classes, and all the manifest variables are locally independent of each other 
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(local independence). For instance, in the case of four nominal manifest variables, A, B, 
C, and D, assume we have: 
                                          ߨ௜௝௞௟௧ ൌ ߨ௧௑ߨ௜௧஺|௑ߨ௝௧஻|௑ߨ௞௧஼|௑ߨ௟௧஽|௑,                                  (1) 
where ߨ௧௑ denotes the probability of being in latent class t=1, 2,…, T of latent variable X, 
ߨ௜௧஺|௑ denotes the conditional probability of item A belonging to manifest class i (i = 1, 2, 
…, I); and items B, C, and D belonging to manifest classes j (j = 1, 2, …, J), k (k = 1, 2, 
…, K),  and l (l = 1, 2, …, L), respectively. Item A, B, C, and D are not directly 
connected to each other. Instead, they are connected through common source X. In other 
words, latent variable explains all the association among the manifest variables. 
The basic structure of an LC model for continuous y variables is: 
    ݂ሺݕ௜ሻ ൌ 	∑ ܲሺݔሻ݂ሺݕ௜|ݔሻ௄௫ୀଵ ,                                     (2) 
where ݂ሺݕ௜ሻ is the distribution of a random manifest variable ݕ௜, and ܲሺݔሻ is the 
probability of latent class x regardless of any other information, and ݂ሺݕ௜|ݔሻ is the 
distribution of y within latent class x. Starting from this, the least restrictive model is 
obtained by assuming that all y’s follow class-specific multivariate normal distributions, 
that is: 
  ݂ሺݕ௜|ݔሻ ൌ ሺ2ߨሻି௄/ଶ|௫|ିଵ/ଶexp	ሼെ ଵଶ ሺݕ௜ െ ߤ௫ሻ′௫ି ଵሺݕ௜ െ ߤ௫ሻሽ.        (3) 
In this model, each latent class has its own means and variance-covariance matrix ௫, 
which leaves too many parameters to be estimated.  
In recent years, LCA has been further developed to include the mixed scale type 
(nominal, ordinal, continuous, and count), and to allow for both complete and partial 
local dependence in order to accommodate more research situations [22, 38]. To reduce 
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the parameters and to restrict an LCA model, one can either set cluster-independent error 
variances and covariances to zero, or set some off-diagonal elements of the covariance 
matrix to zero, i.e., local independence between some or all pairs of manifest variables, as 
shown in the following equation:  
         ݂ሺݕ௜|ݔሻ ൌ ଵටଶగఙమೣ exp	ሼെ
ሺ௬೔ିఓೣሻమ
ଶఙమೣ ሽ                                        (4) 
Finally, after an LC model is constructed, cases are assigned to the latent class 
that can help achieve the highest ݂ሺݕ௜ሻ [22]. 
LCA uses the maximum likelihood method for parameter estimation. It starts with 
an EM algorithm and then switches to the Newton-Raphson algorithm [24, 42] when it is 
close enough to the final solution. In this way, the advantages of both algorithms, that is, 
the stability of EM and the speed of Newton-Raphson when it is close to the optimum 
solution [39], are exploited.  
3.3 Comparison of LCA and K-means 
In this study, the k-means algorithm is used as a benchmark algorithm for 
comparison with the LCA algorithm which is purported to have a better performance. As 
shown in Table 2, the variables fall into different ranges. In this study, variable and 
feature are used as interchangeable terms. Unlike LCA, K-means relies on the Euclidean 
distance as a measure of cluster variance, which means scaling needs to be applied to the 
variables. In this study, all variables were adjusted to the range between 0 ~ 1 using the 
following equation: 
                                                     ݔ௜′ ൌ ௫೔ି	୫୧୬	ሺ௫ሻ୫ୟ୶ሺ௫ሻି	୫୧୬	ሺ௫ሻ	,                                                  (5) 
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where ݔ௜ denotes the ݅	௧௛ user’s value of feature x, max(x) and min(x) are the largest and 
the smallest values on variable x, respectively, and ݔ௜′  is the new scaled value.  
Since all variables are positively skewed, the values on the right tails are much larger 
than the means. In order to alleviate the effect of outliers, 5% of the largest values are 
first adjusted to the value sitting at the 95th percentile of the entire set of data points, and 
then all values are converted to the range between 0 ~ 1. Figure 7 illustrates the data 
transformation process on the feature number of project browses. The data transformation 
procedure without the top 5% adjusted is called type 1, and the one with top 5% adjusted 
is called type 2. To ensure a fair comparison, both LCA and K-means algorithms are 
applied to the adjusted values obtained by Type 1 and Type 2 data transformation 
processes, respectively. 
 
 
 
 
 
 
 
 
Figure 7. Data transformation process for the user feature number of project browses. 
Original values 
 
 
Value frequency percent 
 cumulative  
 
0 212 32.1 
1 47 39.2 
2 32 44.0 
3 41 50.2 
4 33 55.2 
. . . 
. . . 
. . . 
30 3 93.5 
31 3 93.9 
32 5 94.7 
33 1 94.9 
34 1 95.0 
. . . 
. . . 
. . . 
37 1 95.2 
39 3 95.6 
40 4 96.2 
. . . 
. . . 
. . . 
Adjusted to 0 ~ 1 
(type 1) 
 
Value frequency percent
 cumulative 
 
0.0000 212 32.1 
0.0746 47 39.2 
0.0149 32 44.0 
0.0224 41 50.2 
0.0299 33 55.2 
. . . 
. . . 
. . . 
0.2239 3 93.5 
0.2313 3 93.9 
0.2388 5 94.7 
0.2463 1 94.9 
0.2537 1 95.0 
. . . 
. . . 
. . . 
0.2761 1 95.2 
0.2910 3 95.6 
0.2985 4 96.2 
. . . 
. . . 
. . . 
Top 5% data adjusted, then 
adjusted to 0 ~ 1 
(type 2) 
Value frequency percent
 cumulative 
 
0.00 212 32.1 
0.03 47 39.2 
0.06 32 44.0 
0.09 41 50.2 
0.12 33 55.2 
. . . 
. . . 
. . . 
0.88 3 93.5 
0.91 3 93.9 
0.94 5 94.7 
0.97 1 94.9 
1 34 100.0 
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Since the original features are either in continuous or count format, the outliers 
cannot be completely eliminated through data transformation. This might lead to inflated 
variance and error rate, and distorted estimation of parameters in statistical models [43]. 
 Therefore, data segmentation is used to further reduce the effect of outliers. An 
equal interval technique is most commonly used to discretize a continuous variable, e.g., 
number of copied projects. However, some features are extremely skewed, leaving a huge 
number of data points on the far left and only a few cases on the tail side. In that case, it 
is impossible to segment the data into equal intervals. To this end, this author makes the 
data segmentation decisions for this project. This author has been involved in IA research 
for two years.  As such, she has observed several IA teacher development workshops and 
is very familiar with the dataset. Her professional opinion heavily influenced the data 
segmentation process. For example, the number of projects spreads within a small range, 
say 1 to 10.  Specifically, 365 users have one project, and 296 users have more than one 
project.  To ensure each interval has a roughly equal number of users, two intervals, i.e., 
1 projects and 2 ~ 9 projects, are given to this variable. Similarly, the average length of 
content per project ranges from no words at all to 2843 words. So, we divide the average 
length into three levels to ensure each interval has a roughly equal number of users. To 
this end, we obtain three parts of similar size: 222 users for the 1st level, 219 users for the 
2nd level, and 222 users for the 3rd level. However, there are cases in which the variable is 
too skewed, and it is hard to apply equal intervals. For example, 380 users do not have 
student visits at all, and this large bulk is defined as 1st level. According to the author’s 
knowledge, some k-12 schools have less than five children per class. If a project has 
more than five student visits, probably it has been implemented to the entire class. 
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Therefore, 1 ~ 5 is defined as the 2nd level, and 6+ is defined as the 3rd level. The equal 
interval-based or data segmentation-based data transformation procedure is called Type 
3. Table 3 lists the segmentation decisions.  
In summary, two clustering algorithms and three types of data transformation are 
used in this study. In type 1, all variables are converted to the range of 0 to 1. In type 2, 
the largest 5% of values of each variable are first reduced to the value at the 95th 
percentile boundary, and all values are converted to the range of 0 to 1. As for type 3, all 
Table 3. Data Segmentation (Type 3) Results. 
Transformed data Equal interval Segmentation Range of original values 
Number of projects yes 
1 1 
2 2 ~ 10 
Average number of 
resources per project 
yes 
1 0~2 
2 3~4 
3 5 ~ 44 
Average length of 
content per project 
(measured by words) 
yes 
1 0~32 
2 33-167 
3 168 ~ 2843 
Average length of 
overview per project 
(measured by words) 
yes 
1 0~11 
2 12~21 
3 22 ~ 293 
Number of copied 
projects 
no 
1 0 
2 1 
3 2 ~ 18 
Maximum number of 
peer visits 
no 
1 0 
2 1 
3 2 ~ 164 
Maximum number of 
student visits 
no 
1 0 
2 1~5 
3 6 ~ 1022 
Number of visits to the 
IA 
yes 
1 1~4 
2 5~8 
3 9 ~ 57 
Number of project 
browses 
yes 
1 0 
2 1~4 
3 5 ~ 134 
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variables are segmented into two or three levels, as shown in Table 3. In this study, the 
K-means algorithm is applied to type 1 and type 2 transformed values, and are termed as 
K-means1 and K-means2, respectively, while the LCA algorithm is applied to all types of 
transformed values, and are termed as LCA1, LCA2, and LCA3, respectively. Table 4 is 
a summary of all methods.  
In the next chapter, the clustering results from these five methods are compared 
using cluster separation measures and the users’ demographic profile. The clustering 
studies’ educational values are also discussed.  
 
Table 4. Summary of the Five Methods. 
Method Algorithm Data transformation 
K-means1 K-means Adjusted to 0 ~ 1 
K-means2 K-means Largest 5% reduced, then adjusted to 0 ~ 1 
LCA1 Latent Class Analysis  Adjusted to 0 ~ 1 
LCA2 Latent Class Analysis Largest 5% reduced, then adjusted to 0 ~ 1 
LCA3 Latent Class Analysis Segmented to 2 or 3 levels 
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CHAPTER 4 
RESULTS 
In order to investigate how well latent class analysis performs as a clustering 
algorithm, the K-means algorithm is used as a competing algorithm for comparison 
purposes. As explained in Chapter 3, there are three types of transformed data. LCA is 
applied to all three, and K-means is applied to type 1 and type 2. Type 1 is a linear 
transformed data preprocessing procedure to make every variable fall into the range of 0 
~ 1. Type 2 is another data preprocessing procedure that reduces the top 5% of values on 
each variable before making the linear transformation. Type 3 is the equal interval-based 
preprocessing procedure the defined data segmentation-based preprocessing procedure. 
Here, we do not apply K-means on the third type of preprocessed data because K-means 
is a distance-based algorithm. When every feature only differs by two levels at most, K-
means is unable to distinguish subtle differences and appropriately separate the dissimilar 
data points. However, LCA is able to accommodate various types of input data, and 
ordinal variables are not a problem for LCA. Since clustering performance varies as the 
number of clusters k varies, we set k to be 3 to 15 to evaluate the average performance of 
each method in a fair setting.  
Four sets of evaluation measures are used: intra-cluster and inter-cluster distance, 
Davies-Bouldin index, users’ demographic profile, and cluster evolution. The first two 
rely on the internal criteria of the dataset, the third one relies on the educational meaning 
of the clustering results, and the last one relies on the evolution of the clusters when 
increasing the value of k’s. In the end, based on the evaluation results, LCA1 is singled 
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out to help generalize three typical usage patterns, and the meaning of each pattern is 
discussed.  
4.1 Intra-cluster and Inter-cluster Distances 
Inter-cluster distance and intra-cluster distance [30] are used to evaluate the 
clustering results. The intra-cluster distance ܦഥ௪೔ (shown in equation 1) is measured by 
within-cluster sum of squares, and represents the average distance between all pairs of 
data points within the same cluster.  
                                            Dഥ୵౟ ൌ ∑ ∑ d୩୪ଶ /|χ୧|ሺหχ୧ห െ 1ሻ୰ౢ∊χ౟୰ౡ∊χ౟  ,                    (1) 
where ߯௜ represents all data points inside cluster i, and |߯௜| is the size of cluster i, i.e., the 
number of data points within cluster i. ݀௞௟ଶ  is the squared Euclidean distance between data 
point k and data point l. Since it measures the within-cluster dissimilarity, the lower value 
the better. The inter-cluster distance ܦഥ஻೔ೕ (shown in equation 2) is the average distance 
between all pairs of data points from different clusters. Since it measures the between-
cluster dissimilarity, the higher value the better. 
                               Dഥ୆౟ౠ ൌ ∑ ∑ d୩୦ଶ /|χ୧||χ୨|୰౞∊χౠ୰ౡ∊χ౟  ,                       (2) 
In this study, type 1 transformed data, which closely represents the original data, 
are plugged into the intra-cluster and inter-cluster equations as evaluation measures.  
4.1.1 Intra-cluster Compactness 
 Table 5 lists the details of the analysis. Numbers in bold denote the smallest 
within-cluster (the best result) for a certain k, while those in parentheses denote the 
largest within-cluster (the worst result) for a certain k. LCA2 and LCA3 have better 
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performance than the other three methods, namely, LCA1, K-means1, and K-means2. In 
particular, LCA3 achieves the smallest within-cluster distance when k = 4, 5, 7, 9, 10,  
12, 13, and 14; and LCA2 achieves the smallest within-cluster distance when k = 3, 8, 11, 
and 15. On the other hand, K-means1 is the worst as it has the largest within-cluster 
distance for six different k’s  though the smallest within-cluster distance when k = 6. 
Figure 8 is a visual representation of the intra-cluster distances for different methods. It 
also shows the much lower and thus better intra-cluster distances produced by LCA2 and 
LCA3. 
Overall, LCA3, the LCA applied to segmented data, performs the best in terms of 
identifying users of similar usage patterns. The users grouped together through LCA3 
have the highest degree of similarity. On the other hand, K-means1 performs the worst in 
terms of compactness.  
 
Table 5. Intra-cluster Distances Based on Adjusted Values Type 1. 
k LCA1 LCA2 LCA3 K-means1 K-means2 
3 0.26993274 0.225569567 0.298480479 0.285024905 (0.306478691) 
4 0.397223331 0.351467225 0.337359582 (0.695480186) 0.476272274 
5 0.504786915 0.437243413 0.375943895 0.484096091 (0.486840232) 
6 (0.666966151) 0.479643346 0.500869099 0.438570985 0.463882739 
7 (0.798141945) 0.516438369 0.515464293 0.640899745 0.626669346 
8 0.945884241 0.642790398 0.700611282 (1.712368109) 1.225209872 
9 1.082743903 0.848846557 0.635543833 (1.353007477) 1.189792459 
10 (1.148641675) 0.674426647 0.631555108 0.874955759 0.827760653 
11 1.303173729 0.771684139 0.859878386 (2.507255335) 1.853831598 
12 1.289815697 0.942542855 0.922523922 (2.500075526) 1.102433235 
13 1.51017292 0.946530156 0.770565995 (2.024374882) 1.77601711 
14 (1.565031681) 1.018897707 0.952552727 1.08589993 1.260763571 
15 1.322613743 0.959453117 1.104123021 2.044010876 (2.30205614) 
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Figure 8. Intra-cluster distances. 
4.1.2 Inter-cluster Distance 
When the clustering results are evaluated against the inter-cluster distance, the 
opposite results are obtained. Since inter-cluster distance measures the separateness 
between data points of different clusters, the higher value the better. Table 6 lists the 
evaluation results. This time, numbers in bold denote the largest between-cluster (the best 
result) for a certain k, while those in parentheses denote the smallest between-cluster (the 
worst result) for a certain k. K-means1 and LCA1 that score at the bottom for intra-cluster 
measures are ranked at the top this time. LCA2 and K-means2 have the worst performance, and 
LCA3 is in the middle. Figure 9 is a visual representation of the inter-cluster distances for 
different methods. It also shows higher and thus better inter-cluster distances produced by 
LCA1 and K-means1.  
 
 
LCA1 
LCA2 
LCA3 
K-means1 
K-means2 
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Table 6. Inter-cluster Distance Based on Adjusted Values Type 1. 
k LCA1 LCA2 LCA3 K-means1 K-means2 
3 0.857871001 0.790669791 0.989328175 0.638085591 (0.621662725) 
4 1.966264824 (1.718000016) 1.737182234 3.613923237 1.852493485 
5 3.466838844 2.722445727 2.668177028 2.695423602 (2.196420409) 
6 5.595182148 4.112372437 4.069165306 (2.621256996) 2.689070481 
7 8.17592248 5.129530764 5.492535303 5.725950559 (3.896656782) 
8 10.80133822 (7.401392602) 7.69116531 20.45080767 11.02770747 
9 15.04025629 11.3029652 (8.689991546) 21.92458018 13.78665574 
10 18.40432974 10.65614168 10.10117759 10.54365746 (8.115089494) 
11 23.18454266 (13.62326486) 14.56349316 36.91526648 23.60685353 
12 24.2317012 18.11309618 18.01135884 46.65297698 (16.62756206) 
13 30.21956757 18.75450706 (17.10475129) 35.63686355 28.53858258 
14 34.10178882 23.3095929 22.43323691 (20.65736257) 20.92882853 
15 36.17572704 (26.3578331) 26.50829108 45.12597682 41.07237925 
 
 
 
Figure 9. Inter-cluster distances. 
LCA2 
LCA1 
LCA3 
K-means1 
K-means2 
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4.2 Davies-Bouldin Index 
When the intra-cluster compactness and inter-cluster separateness show opposite 
results, it is difficult to reach a firm conclusion about the best method for the chosen task. 
It is a judgment call on preferring situations in which either each cluster glues itself 
together tightly or each cluster widely separates itself from others. To avoid a subjective 
conclusion, Davies-Bouldin index is used to evaluate the clustering results again.  
Davies-Bouldin index [9] is a cluster separation measure that considers both intra-
cluster similarity and inter-cluster dissimilarity. It is calculated in the following formula: 
                                   ܦܤܫ ൌ 	 ଵ௞ ∑ max	ሺ
ௌ೔ାௌೕ
ெ೔,ೕ ሻ
௞௜ୀଵ,௝ୀଵ,௜ஷ௝ ,                                          (3) 
where k is the number of clusters, and ௜ܵ and ௝ܵ are the dispersions of cluster i and cluster 
j respectively. The dispersion is calculated as follows: 
                                      ݏ௜ ൌ ටଵ்೔ ∑ | ௟ܺ െ ܣ௜|௤
்೔
௟ୀଵ
೜
                                             (4) 
where ௜ܶ is the number of data points in cluster i, and ܣ௜ is cluster i’s centroid. ܯ௜௝ is the 
distance between the centroids of the two clusters i and j.  It is calculated in the following 
formula: 
                                         ܯ௜௝ ൌ ට∑ |ܽ௟௜ െ ܽ௟௝|௣ே௟ୀଵ
೛
                                          (5) 
where ܽ௟௜ and alj is the lth component of the N-dimensional vectors ܽ௜ and aj, respectively.  
Here, ai and aj are the centroid of clusters i and j, respectively. q in equation (4) and p in 
equation (5) are integer numbers and  determined by the researcher. If p = q = 2, all 
distances are in the Euclidean distance measure.  
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The Davies-Bouldin index considers both within-cluster and between-cluster 
dispersion. An algorithm that produces a smaller index is preferred over one producing a 
larger index. Table 7 shows the results when all five methods are evaluated using the 
Davies-Bouldin index. Those highlighted in bold are the best performance for certain k. 
Overall, LCA outperforms K-means. There is no distinctive difference among the three 
kinds of LCA methods, and the two kinds of K-means methods have a close performance 
as well.  
When plotting the Davies-Bouldin indices on a graph (see Figure 10), we have the 
following observations: firstly, methods based on the same algorithm have similar 
performance regardless of the forms of input data; secondly, LCA methods have much 
lower DB indices than K-means methods, which indicates overall LCA performs better 
than K-means in terms of clustering similar users and separating dissimilar users; thirdly,  
Table 7. Davies-Bouldin Index on Adjusted Values Type 1. 
k LCA1 LCA2 LCA3 K-means1 K-means2 
3 2.214633 2.155819 1.998739 11.8728 16.18981 
4 2.446128 2.624091 2.485023 26.56735 18.95398 
5 2.162943 2.368954 2.424826 10.02491 9.784137 
6 2.31326 3.604076 2.929377 11.38364 8.941302 
7 2.87598 2.666864 2.714433 18.33357 13.06524 
8 3.00713 3.029829 2.84024 6.869981 9.125479 
9 2.984961 3.017664 2.922298 8.121771 9.936598 
10 3.144323 2.561416 3.695361 13.65307 12.03482 
11 2.96573 2.396408 3.567874 5.879773 6.924026 
12 3.062142 2.803474 3.290513 8.368254 9.283075 
13 3.259505 2.717514 3.125613 8.0775 8.156812 
14 2.910703 2.766334 3.604953 10.18329 8.440065 
15 2.670734 3.03889 3.349664 7.79302 7.690405 
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Figure 10. Davies-Bouldin indices. 
LCA is more stable than K-means, and its DB indices are more consistent across different 
settings. On the contrary, K-means produces several troughs and spikes. 
4.3 User Profile 
Cluster validation based on the intra-cluster/inter-cluster distance measure and 
Davies-Bouldin index adheres to the same internal criteria. As educational data mining 
research, a clustering study also needs to answer some educational questions. Therefore, 
this study conducts a unique type of cluster validation by connecting the clustering results 
with users’ background profiles.  
The literature suggests that teachers’ characteristics might affect their use of web 
resources. A previous study on IA users also reveals that teaching experience and 
technology knowledge affect teachers’ effectiveness in using the IA. Teachers with more 
teaching experience or better technology knowledge demonstrate more effective use of 
the IA [41]. Therefore, the clustering results are triangulated and validated through 
LCA3 
LCA1 
K-means1 
K-means2 
LCA2 
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teachers’ demographic profile: teaching experience [1, 12] and comfort with technology 
[3, 5, 29, 37, 38]. 
The IA was not set up to collect such information until late February 2009. A 
small portion of the users in this study registered before that time, and thus were not 
asked to provide such background information. There are 537 users who have reported 
their years of teaching, and the distribution is as follows: 133 users have 1 ~ 3 years of 
teaching experience, 25 users have 4 ~ 6 years, 20 users have 7 ~ 10, and 55 users have 
taught 11 years or more, while 304 users reported “not applicable.” The question on 
“comfort level with technology” was based on a rating scale, ranging from 0 to 4, with 0 
meaning not comfortable at all, and 4 meaning completely comfortable. 562 users have 
answered this question, and the distribution is as follows: 12 users report 0, 83 users 
report 1, 242 users report 2, 192 users report 3, and 33 users report 4.  
Excluding “not applicable” years of teaching, both variables have four levels, and 
the number of users in each level varies greatly. To achieve a more balanced distribution, 
and to reduce the complexity of the problem, neighboring demographic levels are 
combined. Specifically, Comfort level with technology is aggregated into three levels: 
low (0-1), medium (2), and high (3-4). Years of teaching is collapsed into two levels: 
novice teachers (1-3 years) and veteran teachers (4 years and up).  
The evaluation is concerned with how well the clustering results could be 
associated with users’ demographic profiles (teaching experience and comfort level with 
technology). In order to do so, each cluster is defined by a usage pattern, and then we try 
to find out whether users’ demographic profile is able to account for the manifest usage 
pattern.  
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4.3.1 Extract Usage Patterns 
A cluster’s characteristics are defined by their behavior on each feature. Since 
every feature has a skewed distribution, it is inaccurate to use the average value of each 
feature to define a user. In this study, all variables are segmented into three levels. Since 
LCA3 uses the segmented data, a different segmentation method from that of LCA3 is 
used to ensure a fair comparison. This time, equal interval is used for all variables. In 
cases having a variable that is highly skewed and cannot be segmented into three equal 
parts, the level for smaller values is assigned more users than the one with larger values. 
Table 8 shows how each feature was segmented. Still taking the maximum number of 
student visits as an example, 380 users do not have student visits at all, and this large bulk 
is assigned to the first level and labeled as zero. When the rest are divided into halves, 
each half has 140 users. 124 users have 0 ~ 3 maximum number of student visits, which 
is less than the target value of 140 and therefore is not enough for the second level. Users 
who have 4 maximum number student visits are assigned to the second level to make it 
reach 144 users. By doing this, we have roughly three balanced but tiered partitions. 
After all variables are segmented, every cluster is next converted to a piece of 
usage pattern, which is a conjunction of the themes of individual features within a cluster 
in form of f1 = t1 ^ f2 = t2 ^ … ^ fn = tn, where <f1,  f2, … ,  fn> denotes the user feature 
space, and <t1, t2, …, ti> denotes the themes for each feature.  
The theme of a user feature for a certain cluster is defined based on the following 
rules:  
1) if one of its categories has 75% or more users, consider it as the dominant 
category, and the value for that category is the dominant theme.  
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Table 8. Data Segmentation for Cluster Evaluation. 
feature 
level 
label Range # of users 
maximum number of 
student visits 
zero 0 380 
a few 1 ~ 4 144 
high 5 ~ 1022 137 
maximum number of 
peer visits 
zero 0 343 
a few 1~ 2 205 
high 3 ~ 164 113 
number of projects 
one 1 365 
a few 2 ~ 5 248 
high 6 ~ 10 48 
number of visits 
low 1 ~ 4 245 
medium 5 ~ 8 217 
high 9 ~ 57 199 
number of project 
browses 
low 0 ~ 1 295 
medium 2 ~ 8 205 
high 9 ~ 134 197 
number of copied 
projects 
zero 0 508 
one 1 78 
high 2 ~ 18 75 
project overview 
low 0 ~ 11 247 
medium 12 ~ 23 216 
high 24 ~ 293 198 
project content 
low 0 ~ 32 222 
medium 33 ~ 168 221 
high 169 ~ 2843 218 
average number of 
resources per project 
low 0 ~ 2 295 
medium 3 ~ 5 204 
high 6 ~ 44 162 
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2) if two neighboring categories consist of more than 75% of the total users, and 
the upper level and lower level differ at least as large as 10%, the 
combination of the two neighboring categories with more than 75% of total 
users is considered as the dominant theme.  
3) if this feature does not have a dominant theme, is not considered for user 
pattern k at all.  
Therefore, five themes might exist for a three-level indicator: the lowest level is 
dominant, the lowest two levels are dominant, the middle level is dominant, the highest 
two levels are dominant, and the highest level is dominant. Table 9 is a snippet of how 
clusters’ usage patterns are defined when using K-means1 and k = 4. All the themes are 
defined according to the rules described above. For example, in cluster 1, 56.3% users 
have zero maximum number of student visits, 23.8% users have a few number of student 
visits, and 19.8% users have a high amount of student visits. None of the categories by 
itself constitutes 75% or more of the entire users. However, category “zero” and category 
“a few” in combination have 80.1% of users. As a result, “zero to a few” is defined as the 
dominant theme for feature maximum number of student visits of cluster 1.  
After all the themes are defined, dominant themes are combined to represent 
cluster-wise usage patterns. Table 9 describes the following usage patterns for each 
cluster: 
Cluster 1: maximum number of student visits = zero to a few ^ maximum number 
of peer visits = zero to a few ^ number of projects = one to a few ^ number of copied 
projects = one ^ average number of resources per project = low to medium.  
Cluster 2: maximum number of student visits = zero ^ maximum number of peer 
visits = zero to a few ^ number of projects = one ^ number of project browses = low to 
medium ^ number of copied projects = one ^ average length of project overview = high ^ 
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average length of project content = high ^ average number of resources per project = 
medium to high.  
Cluster 3: maximum number of student visits = high ^ maximum number of peer 
visits = a few to high ^ number of projects = a few ^ number of IA visits = high ^ number 
of project browses = high ^ number of copied projects = high ^ average length of project 
content = medium to high ^ average number of resources per project = high.  
Cluster 4: maximum number of student visits = zero to a few ^ maximum number 
of peer visits = zero to a few ^ number of projects = one to a few ^ number of IA visits = 
low ^ number of copied projects = one to a few ^ average number of resources per 
project = high.  
The entire conversion process is listed in the Appendix.  
4.3.2 Associate Usage Patterns with User Background 
In the next step, multinomial logistic regression [7, 16] is used to find any 
potential association between users’ effectiveness in using the IA and their profile. Here, 
effective usage is defined as achieving high levels on some or all of the features. For 
example, in Table 9, cluster 3 showcases the effective use of the IA, because although 
people in this group have only produced a few projects, they reached high levels on five 
out of the nine features, and medium to high on two of the features. On the other hand, 
cluster 4 is a weak group, because most of them never utilize the copy project feature, 
and their own projects are rarely visited by the students or by other IA users.  
Multinomial logistic regression, also known as polychotomous or polytomous 
logistic regression, is often used in health, psychology, and social studies when the 
response variable has more than two categories, and the explanatory variable is numerical 
or categorical. When there is no natural ordering of the response variable, one category of 
the response variable is considered as the base level (reference group), and multinomial 
logistic regression can be applied to estimate the odds ratios that a particular outcome is  
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Table 9. Deriving Patterns from User Clusters Obtained from K-means1 When k = 4. 
  cluster 1 cluster 2 cluster 3 cluster 4 
maximum 
number of 
student 
visits 
zero 56.3% 77.8% 25.0% 59.4% 
a few 23.8% 11.1% 0% 17.6% 
high 19.8% 11.1% 75.0% 23.0% 
pattern zero to a few zero high zero to a few 
maximum 
number of 
peer visits 
zero 52.1% 38.9% 25.0% 53.3% 
a few 31.2% 44.4% 25.0% 29.1% 
high 16.7% 16.7% 50.0% 17.6% 
pattern zero to a few zero to a few a few to high zero to a few 
number of 
projects 
one 55.1% 77.8% 0% 54.5% 
a few 37.6% 22.2% 75.0% 38.2% 
high 7.4% 0% 25.0% 7.3% 
pattern one to a few one a few one to a few 
number of 
IA visits 
low 36.7% 38.9% 0% 78.2% 
medium 32.9% 33.3% 0% 13.9% 
high 30.4% 27.8% 100% 7.9% 
pattern n/a n/a high low 
number of 
project 
browses 
low 40.7% 38.9% 0% 35.8% 
medium 29.1% 44.4% 0% 35.8% 
high 30.2% 16.7% 100.0% 28.5% 
pattern n/a low to medium high n/a 
number of 
copied 
projects 
zero 77.0% 77.8% 0% 78.2% 
one 11.0% 16.7% 0% 13.9% 
high 12.0% 5.6% 100.0% 7.9% 
pattern zero zero high Zero to one 
project 
overview 
low 38.8% 0% 50.0% 37.0% 
medium 32.9% 11.1% 0% 35.2% 
high 28.3% 88.9% 50.0% 27.9% 
pattern n/a high n/a n/a 
project 
content 
low 33.8% 0% 25.0% 37.0% 
medium 35.0% 0% 25.0% 32.7% 
high 31.2% 100.0% 50.0% 30.3% 
pattern n/a high medium to high n/a 
average 
number of 
resources 
low 45.6% 16.7% 0% 46.1% 
medium 31.2% 16.7% 0% 32.1% 
high 23.2% 66.7% 100% 21.8% 
pattern low to medium medium to high high low to medium 
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present in other categories (comparison groups) instead of in the reference group under 
the influence of the explanatory variables [4, 16, 19]. In this study, teachers’ cluster 
labeling is set as the response variable, and their registration profile (years of teaching 
experience or comfort level with technology) as explanatory variable(s). By examining 
the odds ratio of a user being in one cluster than in another cluster under the influence of 
users’ profile, inference is made on which cluster of users has a higher probability of 
having more years of teaching experience or being more comfortable with using 
technology. 
In this study, users only have two different levels of teaching experience (novice 
and veteran), and three levels of comfort with technology (low, medium, and high). Since 
it is impossible to tell the subtle group-wise differences among users’ background when 
there are too many clusters, we stop associating clustering results with users’ profiles at k 
= 5. Table 10 lists the user clusters generated from K-means1. The first column is the 
cluster label. The number before dash refers to the k used to generate that cluster, and the 
number after dash represents the internal numbering given a certain k. For example, 
cluster 3-1 is the first cluster when there are three clusters in total. The following nine 
columns correspond to the nine features used in this study, with student representing the 
maximum number of student visits, peer representing maximum number of peer visits, 
projects representing number of projects, visits representing number of visits to the IA, 
browses representing the number of project browses, copied representing the number of 
copied projects, overview representing the average length of project overview, content 
representing the average length of project content, resources representing the average 
number resource links per project. The information in each of the nine columns records 
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the themes under each feature. A blank cell means no dominant theme for that 
corresponding cluster feature. Due to space limitation, each feature’s themes are 
shortened. The full notations for themes in each feature are listed as follows, with the 
short notations in parentheses: 
 Themes for student: {zero, a few, high, zero to a few (-), a few to high (+)} 
 
 Themes for peer: {zero, a few, high, zero to a few (-), a few to high (+)}  
 
 Themes for projects: {one, a few, high, one to a few (-), a few to high (+)}; 
 
 Themes for visits: {low, medium, high, low to medium (-), medium to high 
(+)} 
 
 Themes for browses: {low, medium, high, low to medium (-), medium to high 
(+)} 
 
 Themes for copied: {zero, one, high, zero to one (-), one to high (+)} 
 
 Themes for overview: {low, medium, high, low to medium (-), medium to 
high (+)}  
 
 Themes for content: {low, medium, high, low to medium (-), medium to high 
(+)} 
 
 Themes for resources: {low, medium, high, low to medium (-), medium to 
high (+)} 
 
Their relative levels of teaching and comfort with technology identified from 
multinomial logistic regression are listed in the next two columns. Note that, multinomial 
logistic regression does not assign a score to each group; relative level only indicates 
some groups have more teaching experience in general than other groups, and some are 
more comfortable with technology than others. A darker shade corresponds to a higher 
relative level.  For example, 3-3 has a darker shade than 3-2 under the technology 
column. This means that this cluster of users is more comfortable with technology than 
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the users in cluster 3-2. A diagonal strikethrough indicates a cluster does not significantly 
differ from one another in terms of the demographic profile listed on the title of that 
column.  
After each group’s relative level of teaching experience and comfort with 
technology are labeled, we check what types of inferences can be made from the 
observation. Users in cluster 3-2 produce projects with a longer overview, more content, 
and more resource links, which is a sign of effective use of the IA. However, the users in 
this cluster are labeled as less comfortable with technology than the users in cluster 3-3, 
which have small values on most of the user features. This is contradictory to the 
observation that teaching experience and technology knowledge affect teachers’ 
effectiveness in using the IA [41]. Thus, these two clusters are marked as unsuccessful (a 
letter “u” in the table) in terms of finding positive linkage between users’ usage pattern 
and background profile. Similarly, clusters 5-3 and 5-1 do not differ too much in their 
effectiveness of using the IA, but 5-3 is identified as a group of users more comfortable 
with technology than 5-1. Thus, these two groups are marked as unsuccessful, as well. 
Tables 11 through 14 list the user patterns generated from K-means2, LCA1, LCA2, and 
LCA3, respectively.  
There are some cases wherein a positive association between users’ demographic 
information and their effectiveness in using the IA has been established. For example, 
Table 12 lists the user clusters generated from LCA1. Cluster 3-3 has more veteran 
teachers than cluster 3-1 according to the multinomial logistic regression analysis. And 
they also use the IA more effectively than the users in cluster 3-1 according to the 
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clustering analysis. Thus, clusters 3-1 and 3-3 are marked as successful (a letter “s” in the 
table) under the teaching column.  
  
Table 10. Usage Patterns from K-means1 and Their Associated User Profile. 
 
 
 
 
 
 
Table 11. Usage Patterns from K-means2 and Their Associated User Profile. 
 
 
 
 
 
 
 
cluster student peer projects visits browses copied overview content resources teaching  technology  score 
k = 3 
3-1 - - -   zero   -     
0 3-2 zero - one - - zero + + +    u 
3-3 - - -   zero   -    u 
k = 4 
4-1 - - -   zero   -     
0 4-2 zero - one  - zero high high +     4-3 high + a few high high high  + high     
4-4 - - -   zero   -     
k = 5 
5-1 - - -   -  +     u  
5-2 + - a few   zero - low low      
5-3 + - a few +  zero - low low    u 0 
5-4 +  +   zero - low low      
5-5 - - -   zero   -      
Note: u = unsuccessful. sum of score 0 
cluster student peer projects visits browses copied overview content resources teaching  technology  score 
k = 3 
3-1 - - -   -        
0 3-2 - - - - - zero   -     
3-3 - - -   zero   -     
k = 4 
4-1 - - -   zero   -     
0 4-2  +  high high high + +      4-3 -  one  + - + high high     
4-4 - - -   zero   -     
k = 5 
5-1 - - -   - + +     u 
0 
5-2 - - - - - zero - - -    u 
5-3 - - -   zero - - low    u 
5-4  -    zero low low low     
5-5 - - -   zero   -     
Note: u = unsuccessful.  sum of score 0 44 
  
Table 12. Usage Patterns from LCA1 and Their Associated User Profile. 
 
 
 
 
 
 
 
 
Table 13. Usage Patterns from LCA2 and Their Associated User Profile. 
 
 
 
 
 
 
 
cluster student peer projects visits browses copied overview content resources teaching  technology  score 
k = 3 
3-1 zero - one - - zero  +   s  s 
4 3-2 + - a few   zero - low low    u 
3-3   - + +  + +   s  s 
k = 4 
4-1 zero - one - - zero  +   s   
4 4-2 - - -  + - + + +  s  u 4-3 + - a few   zero - low low  s  u 
4-4  +  high +   +   s   
k = 5 
5-1 zero - one - - zero  +   s  u 
5 
5-2 + - a few   zero - low low  s  u 
5-3 - - -  +   + -  u   
5-4 zero - one + + - + high high  s  u 
5-5 + + + high high   +   s  s 
Note: u = unsuccessful. s = successful. sum of score 13 
cluster student peer projects visits browses copied overview content resources teaching  technology  score 
k = 3 
3-1 zero - zero - - zero  +   s   
3 3-2   - + +   +   s   
3-3 + - a few   zero - low low  s   
k = 4 
4-1 zero - one - - zero  +   u  s 
5 4-2 zero  -  +   +   s   4-3 + - a few   zero - low low  s  u 
4-4 +   + +   +   s  s 
k = 5 
5-1 zero - one - - zero  +   u  u 
3 
5-2 + - a few   zero - low low  s   
5-3 zero  -  + + + +   s   
5-4 +   + +   +   s   
5-5 - -    zero - - -    u 
Note: u = unsuccessful. s = successful. sum of score 11 
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Table 14. Usage Patterns from LCA3 and Their Associated User Profile. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
cluster student peer projects visits browses copied overview content resources teaching  technology  score 
k = 3 
3-1 zero - one - - zero  +   u  u 
2 3-2 + - a few   zero - low low  s  u 
3-3  +  high +  + +   s   
k = 4 
4-1 zero - one - - zero -    u   
2 4-2 zero - one - - - high + +  u  u 4-3 + - a few   zero - low low  s  u 
4-4  + a few high + + + +   s   
k = 5 
5-1 - - one - - zero + + -  s   
4 
5-2 + - a few   zero - low low  s  u 
5-3 zero - one   - + + +  s  u 
5-4  + a few high high   + +  s   
5-5 zero - one  - - low - low  u   
Note: u = unsuccessful. s = successful. sum of score 8 
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In order to evaluate the effectiveness of each method, we assign a score based on 
the relative level computed from the multinomial logistic regression and the information 
inferred from the observation.  Specifically, a cell marked as unsuccessful or no 
significant difference scores as 0, and a cell marked as successful scores as 1. For each 
method, the score under each specific setting (certain k value) is computed as the total 
scores for teaching and technology, and is listed in the last column of the table. Each 
method’s total score is computed as the sum of those scores when k ranges from 3 to 5 
and is listed at the bottom of the tables.  The higher total score indicates the more 
effectiveness of the method in evaluating the educational data.  
The analysis shows that K-means fails in finding user groups whose online usage 
behaviors could be accounted for by users’ experience. LCA1 is the best in finding user 
groups whose online behaviors could be explained by their teaching experience and 
comfort level with technology. LCA2 is the second best, and LCA3 is third. In this study, 
K-means is valuable as a clustering strategy, but is less useful in terms of conveying 
educational messages. On the contrary, LCA is able to provide user groups that are able 
to connect behaviors with users’ background. In particular, all three LCA methods 
confirm a strong association between teachers’ teaching experience and how well they 
can use the IA. This echoes the findings in [41]. In this sense, LCA has more utility as an 
educational data mining method. LCA3 does not achieve a performance as good as that 
of LCA1 and LCA2, probably because it has lost the subtle difference between users after 
data segmentation, and it has a higher chance of grouping people of different background 
together.   
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4.4 Cluster Evolution  
The IA usage patterns vary as the methods and the number of clusters k vary. 
Another observation on the LCA is that when k increases, the algorithm does not produce 
a completely different set of clusters. Instead, the extra cluster is formed by taking cases 
from the existing clusters. In this way, clusters become smaller and purer.  
If we reorganize Table 12 to Table 15 by grouping similar clusters together based on the 
themes of the nine features, we can clearly see the evolving process of the clusters. The 
1st cluster stays the same from k = 3 through k = 5. Clusters 4-3 and 5-2 originate from 3-
2. Clusters 3-3, 4-4, and 5-5 fall into a similar line. When it reaches the stage of 5-5, the 
cluster becomes more focused, and the refined cluster shows dominant behaviors on six 
features (the maximum number of student visits, the maximum number of peer visits, the 
number projects, the number of visits, the number of project browses, and the average 
amount of project content), and achieves a high level on the number of visits and the 
number of project browses. Clusters 5-3 and 5-4 seem to originate from 4-2, but tracing 
back to a single cluster when k = 3 proves difficult. Judging from its pattern, 4-2 should 
have taken cases from both 3-1 and 3-3.  
 
Table 15. LCA1 Clusters Organized by Similarity. 
cluster student peer projects visits browses copied overview content resources 
3-1 zero - one - - zero  +  
4-1 zero - one - - zero  +  
5-1 zero - one - - zero  +  
3-2 + - a few   zero - low low 
4-3 + - a few   zero - low low 
5-2 + - a few   zero - low low 
3-3   - + +  + +  
4-4  +  high +   +  
5-5 + + + high high   +  
4-2 - - -  + - + + + 
5-3 - - -  +   + - 
5-4 zero - one + + - + high high 
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Figure 11 is a visualization of how LCA1 groups users. Initially, 329 users are 
assigned to cluster 3-1, from which LCA1 assigns 244 users to cluster 4-1, and the 
remainder to cluster 4-2; next, cluster 5-1 keeps almost everyone from 4-1. Similarly, 
cluster 5-2 evolves from cluster 3-2 through cluster 4-3. Cluster 5-5 can be traced back to 
cluster 3-3. Clusters 3-1 and 3-2 have users of similar characteristics (low peer visits, 
very few projects, and no copied projects), and those users are grouped together to form 
cluster 4-2. But when k = 5, it is split up again to become 5-3 and 5-4. This visualization 
confirms the conjecture about the cluster evolvement as stated in the previous paragraph.  
Figure 12 shows how K-means2 groups users. Obviously, there are no such 
connections between clusters. Unlike a probability model, K-means highly relies on 
cluster-specific means, which depends on how the dataset is partitioned. This explains 
why the Davies-Bouldin index varies too much under different k’s.  
 
 
Figure 11. Evolution of LCA1 clusters. 
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Figure 12. Evolution of K-means2 clusters. 
4.5. IA User Behaviors 
Since LCA1’s results are supported by users’ background information, and also 
achieve a good and stable performance when evaluated using the Davies-Bouldin index, 
LCA1’s clustering results are used to interpret users’ online behaviors. The usage 
patterns are generalized by comparing the clusters obtained under different k’s and 
observing their commonality, as shown in Table 15. Clusters 4-2, 5-3, and 5-4 are 
ignored because they cannot be traced back to a single ancestor cluster. {3-1, 4-1, 5-1}, 
{3-2, 4-3, 5-2}, and {3-3, 4-4, 5-5} are three sets of clusters, where the clusters within 
each set have a high degree of similarity by themselves. The shared characteristics among 
the clusters within each set are summarized to describe the usage pattern. If clusters have  
similar but still different feature themes, the superset of the themes is used. For example, 
consider the clusters within the third set {3-3, 4-4, 5-5}; clusters 4-4 and 5-5 have a high 
number of IA visits, and cluster 3-3 has a medium to high number of visits. When this set 
is used to derive usage patterns, we set its number of visits as medium to high. To this 
end, each usage pattern is given a label described as follows. 
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4.5.1 Ineffective Islanders: {3-1, 4-1, 5-1}  
Pattern: maximum number of student visits = zero ^ maximum number of peer 
visits = zero to a few ^ number of projects = one ^ number of visits = low to 
medium ^ number of project browses = low to medium ^ number of copied 
projects = zero ^ average length of project content = medium to high.  
This group of teachers only publishes one project each. The published products 
are content-rich. However, somehow the projects receive very few visits from other IA 
users, and have never been presented to the students.  Meanwhile, this group is very 
inactive and is low in all three navigation measures. It is speculated that the fact that they 
do not explore the IA enough may have affected their knowledge of using the IA as well 
as their judgment on how to create quality IA projects. Since this group is isolated from 
others and fails to demonstrate effective use of the IA, they are defined as ineffective 
islanders.  
4.5.2 Ineffective Classroom Practitioners: {3-2, 4-3, 5-2} 
Pattern: maximum number of student visits = medium to high ^ maximum number 
of peer visits = zero to a few ^ number of projects = a few ^ number of copied 
projects = zero ^ average length of project overview = medium to high ^ average 
length of project content = low ^ average number of embedded resource links = 
low.  
This group of teachers does not create high-quality projects, as characterized by 
few resource links, limited introduction, and little content. In spite of the lack of 
enthusiasm for the IA, they implement their IA projects for classroom teaching. Their 
projects have been demonstrated to the students at least once; a dig into the dataset 
reveals that 50% of the teachers in this group have projects viewed by students five times 
or more. In addition, more than 30% have projects viewed by students 10 times or more. 
Given their controversial behaviors – willingness to use the IA projects for classroom 
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teaching on the one hand, yet producing projects of questionable quality on the other 
hand, this group is named as ineffective classroom practitioners.  
4.5.3 Key Brokers: {3-3, 4-4, 5-5} 
Pattern: maximum number of peer visits = a few to high ^ number of visits = 
medium to high ^ number of project browses = medium to high ^ average amount 
of project content = medium to high.  
The teachers in this group are frequent browsers, and their own projects are 
verbose and attract visits from other IA users. The theme values in this group are 
relatively high in all measures among all three groups, except for the maximum number 
of student projects, which is lower than the ineffective classroom practitioners. The 
teachers in the group do not necessarily share every single project with the public, but 
they are careful in selecting what to share and what not to. The author further compares 
the teachers’ public projects (could be student viewable as well) with their student-only 
projects (see Table 16). Specifically, the first row below the table captions lists statistics 
on teachers’ public projects, while the second row lists statistics on teachers’ student-
viewable non-public projects. These teachers obviously set a higher bar for what is 
presentable to the public based on the assumption that their choice of audience reflects 
their perceived project publishing standards. Overall, their public projects have higher 
values on the three project quality indicators (overview, content, resource) than their 
student projects (see Table 16). The minor difference suggests that this group really 
knows what they are doing and gives serious thoughts to their IA projects. Again, if the 
IA is viewed as a learning community, those teachers are the most tenacious and are key 
brokers because they are willing to observe and learn from others and also to give back to 
the community. 
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4.6 Summary  
In this study, three types of measurements have been used to evaluate clustering 
results. Intra-cluster and inter-cluster distances are used to measure within-cluster 
compactness and between-cluster separateness.  LCA3 performs the best in finding 
Table 16. Comparison Between Public Projects and Student Only Projects Created by 
Key Brokers. 
public 
viewable 
student 
viewable N 
overview words count content words count number of resources 
range median range median range median 
yes n/a 247 0 ~ 119 17 0 ~ 2843 155 0 ~ 50 3 
no yes 58 0 ~ 122 14 0 ~ 800 93 0 ~ 20 3 
 
similar users, but it cannot separate dissimilar users as well as K-means1 and LCA1. 
Inter-cluster and inter-cluster distances are like two competing measures. Methods ranked 
top by one measure usually are ranked at the bottom by the other one. Such a situation is 
too subjective to reach an evaluation result based on only one of the two measures with 
the other one being completed ignored.  
Davies-Bouldin index is another cluster separation measure. It integrates intra-
cluster and inter-cluster distances. According to this measure, LCA-based methods 
perform much better than those of K-means. In addition, unlike K-means, LCA’s 
performance is more stable, and its DB index grows slowly as the number of clusters k 
grows. On the other hand, K-means produces spikes as the k varies. The visualization of 
how K-means and LCA generates new clusters when k increases explains the following 
difference. K-means produces a completely different set of clusters. And LCA produces 
an extra cluster by taking cases from the existing clusters. In this way, clusters become 
smaller and purer.  
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In order to evaluate each method’s utility in answering educational questions, 
users’ years of teaching and comfort level with technology are matched against each 
cluster. Most of the time, K-means fails to find any association between users’ profiles 
and usage patterns as defined by each cluster. Occasionally, it finds two groups having 
different levels of comfort with technology but demonstrating similar ineffective use of 
the IA. LCA methods perform better than K-means; in particular LCA1 shows the best 
educational utility since it is applied to the linear transformed data. All the analysis 
proves that LCA is immune to the variance among variables. The clustering results turn 
out pretty good without intensive data transformation.  
Finally, three typical usage patterns are inferred from the LCA1’s clustering 
results, and they are labeled as ineffective islanders, ineffective classroom practitioners, 
and key brokers, respectively.  
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CHAPTER 5 
CONCLUSIONS 
This chapter summarizes the research, discusses its contributions and limitations, 
and concludes with suggestions for further studies. 
5.1 Summary of the Research 
In light of the increasing interest in employing clustering techniques in 
educational data mining, this research uses a particular educational digital library service, 
the Instructional Architect (IA.usu.edu), as a test bed, to showcase how to conduct a 
rigorous clustering study in educational settings.  
Two clustering algorithms, LCA and K-means algorithm, and three types of data 
transformation techniques are used in this study. In combination with the three data 
transformation techniques, type 1, type 2, and type 3, the implemented algorithms are 
termed as K-means1, K-means2, LCA1, LCA2, and LCA3.  A user model consisting of 
the following nine features serves as the input to those methods: maximum number 
student visits, maximum number of peer visits, number of projects, number of visits, 
number of project browses, number of copied projects, average length of project content, 
average amount of project resources and average length of project overview. Next, four 
approaches, i.e., intra-cluster and inter-cluster distance, Davies-Bouldin index, users’ 
demographic profile, and cluster evolution, are used to evaluate the clustering results. 
The first two rely on the internal quality of the identified clusters, and the last one seeks 
for the educational values of the results. For the first measure, none of the five methods 
achieves good values on both intra-cluster compactness and inter-cluster separateness. As 
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an alternative, the second measure, Davies-Bouldin index, is used to measure cluster 
separation. LCA achieves a much better performance than K-means algorithm according 
to this index regardless of which type of data is used as the input. The clustering results 
are triangulated through users’ profile data. K-means methods have virtually no utility in 
associating users’ background knowledge with their usage patterns as defined by the 
clusters. LCA methods, especially LCA1, can help find the connection between users’ 
teaching experience and their effectiveness of using the IA. Finally, how cluster grows 
under different k is visualized. New clusters produced by the LCA algorithm usually can 
be traced back to clusters resulted from a smaller k. However, a method based on K-
means cannot produce consistent clustering results under different k’s.  
In the end, three typical IA usage behaviors are inferred from the recurring 
patterns produced by LCA1. The first group tends to be isolated from other IA users and 
does not fully exploit IA. The second group is usually interested in showing their IA 
projects to students but actually does not care about project quality. The last group is 
tenacious users who are willing to observe and learn from others and also to give back to 
the community.  
5.2 Contributions of this Study 
This research contributes to the general field of educational data mining in three 
perspectives: 1) pointing out the common problems for clustering studies conducted in 
educational settings, 2) showcasing how to conduct a rigorous study in using clustering 
methods to investigate teachers’ use of digital library, and 3) using LCA to solve standard 
data mining problems.  
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This study first points out some common pitfalls and neglected areas when using 
clustering approaches to solve educational problems. A clustering algorithm is often used 
without the choice being justified. Few comparisons between a selected algorithm and a 
competing algorithm have been presented, and researchers usually present results without 
validating the findings. Lastly, not many studies fully utilize the information provided in 
an educational environment to strengthen their findings.  
In response to the problems learned from the literature review, this study covers 
the essential elements of an educational clustering study. Firstly, a detailed description of 
the chosen clustering algorithm, namely, latent class analysis (LCA) is presented. 
Secondly, three kinds of preprocessed data are separately applied to both the selected 
algorithm and a competing algorithm, namely, K-means algorithm, to obtain the desired 
clusters. Thirdly, a series of comprehensive evaluations of the clustering results are 
conducted. Lastly, additional educational information is used to triangulate the clustering 
results.  
LCA has widespread applications in health, marketing, surveys, sociology, 
psychology, and education research, but has not been extensively utilized  in standard 
data mining, especially in web mining research. Through this study, LCA’s utility as an 
educational data mining method has been demonstrated and discussed. Compared with K-
means, it has a better performance in grouping similar items together and also in 
separating dissimilar items. As a statistical model, its performance is rather stable. The 
way LCA groups items is very consistent across different numbers of clusters k. In 
addition, LCA is easy to implement and is feasible as a statistical model.  As a result, it is 
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worth considering for researchers who are interested in studying web usage patterns in 
the future. 
5.3 Limitations and Future Work 
In order to justify the utility of LCA, K-means is singled out to serve as a 
competing algorithm. K-means is an exclusive and distance-based clustering algorithm. 
However, there are other choices for comparison too, such as hierarchical clustering, 
fuzzy clustering, and most importantly, other probabilistic models. In the future, other 
clustering algorithms could be used as baseline approaches to further quantitatively 
examine LCA’s performance.  
Secondly, the literature shows that other data preprocessing methods and data 
mining methods can be incorporated with clustering algorithms to achieve a better 
grouping effect. For example, Durfee et al. [2] and Wang et al. [12] used factor analysis 
and sequential pattern mining, respectively, to preprocess variables; Lee [13] used PCA 
to select the most important features from a clustering results. Our study can be extended 
in a similar way. By doing so, a better clustering result is expected.   
Despite the current challenges, clustering research is making progress towards 
standardizing its procedures for tackling educational problems. This study is one baby 
step toward making educational data mining a promising field and drawing more 
dedicated researchers.  
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Table A1. Driving Patterns from User Clusters Obtained from K-means1 When k = 3. 
  cluster 1 cluster 2 cluster 3 
maximum 
number of 
student 
visits 
zero 52.2% 78.0% 56.4% 
a few 24.9% 15.0% 20.0% 
high 22.9% 7.0% 23.6% 
pattern zero to a few zero zero to a few 
maximum 
number of 
peer visits 
zero 52.5% 56.0% 49.1% 
a few 31.1% 26.0% 33.2% 
high 16.4% 18.0% 17.7% 
pattern zero to a few zero to a few zero to a few 
number of 
projects 
one 43.1% 94.0% 56.4% 
a few 47.8% 6.0% 35.9% 
high 9.1% .0% 7.7% 
pattern one to a few one one to a few 
number of 
IA visits 
low 33.7% 46.0% 38.2% 
medium 32.8% 37.0% 30.9% 
high 33.4% 17.0% 30.9% 
pattern n/a low to medium n/a 
number of 
project 
browses 
low 39.6% 40.0% 38.2% 
medium 29.9% 38.0% 29.5% 
high 30.5% 22.0% 32.3% 
pattern n/a low to medium n/a 
number of 
copied 
projects 
zero 76.5% 82.0% 75.0% 
one 11.7% 11.0% 12.3% 
high 11.7% 7.0% 12.7% 
pattern zero zero zero 
project 
overview 
low 40.8% 25.0% 37.7% 
medium 33.4% 26.0% 34.5% 
high 25.8% 49.0% 27.7% 
pattern n/a medium to high n/a 
project 
content 
low 40.8% 11.0% 32.7% 
medium 33.1% 30.0% 35.5% 
high 26.1% 59.0% 31.8% 
pattern n/a medium to high n/a 
average 
number of 
resources 
low 51.3% 23.0% 44.1% 
medium 28.7% 33.0% 33.2% 
high 19.9% 44.0% 22.7% 
pattern low to medium medium to high low to medium 
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Table A2. Driving Patterns form User Clusters Obtained from K-means1 When k = 4. 
  cluster 1 cluster 2 cluster 3 cluster 4 
maximum 
number of 
student 
visits 
zero 56.3% 77.8% 25.0% 59.4% 
a few 23.8% 11.1% 0% 17.6% 
high 19.8% 11.1% 75.0% 23.0% 
pattern zero to a few zero high zero to a few 
maximum 
number of 
peer visits 
zero 52.1% 38.9% 25.0% 53.3% 
a few 31.2% 44.4% 25.0% 29.1% 
high 16.7% 16.7% 50.0% 17.6% 
pattern zero to a few zero to a few a few to high zero to a few 
number of 
projects 
one 55.1% 77.8% 0% 54.5% 
a few 37.6% 22.2% 75.0% 38.2% 
high 7.4% 0% 25.0% 7.3% 
pattern one to a few one a few one to a few 
number of 
IA visits 
low 36.7% 38.9% 0% 78.2% 
medium 32.9% 33.3% 0% 13.9% 
high 30.4% 27.8% 100% 7.9% 
pattern n/a n/a high low 
number of 
project 
browses 
low 40.7% 38.9% 0% 35.8% 
medium 29.1% 44.4% 0% 35.8% 
high 30.2% 16.7% 100.0% 28.5% 
pattern n/a low to medium high n/a 
number of 
copied 
projects 
one 77.0% 77.8% 0% 78.2% 
a few 11.0% 16.7% 0% 13.9% 
high 12.0% 5.6% 100.0% 7.9% 
pattern one one high one to a few 
project 
overview 
low 38.8% 0% 50.0% 37.0% 
medium 32.9% 11.1% 0% 35.2% 
high 28.3% 88.9% 50.0% 27.9% 
pattern n/a high n/a n/a 
project 
content 
low 33.8% 0% 25.0% 37.0% 
medium 35.0% 0% 25.0% 32.7% 
high 31.2% 100.0% 50.0% 30.3% 
pattern n/a high medium to high n/a 
average 
number of 
resources 
low 45.6% 16.7% 0% 46.1% 
medium 31.2% 16.7% 0% 32.1% 
high 23.2% 66.7% 100% 21.8% 
pattern low to medium medium to high high low to medium 
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Table A3. Driving Patterns from User Clusters Obtained from K-means1 When k = 5. 
  cluster 1 cluster 2 cluster 3 cluster 4 cluster 5 
maximum 
number of 
student 
visits 
zero 67.9% 16.7% 20.0% 15.2% 57.6%
a few 19.5% 30.6% 35.0% 30.3% 20.5%
high 12.6% 52.8% 45.0% 54.5% 22.0%
pattern zero – a few a few – high a few – high a few - high zero – a few 
maximum 
number of 
peer visits 
zero 54.8% 47.2% 42.5% 39.4% 50.0%
a few 28.6% 38.9% 42.5% 33.3% 32.6%
high 16.7% 13.9% 15.0% 27.3% 17.4%
pattern zero – a few zero – a few zero – a few n/a zero – a few 
number of 
projects 
one 69.3% .0% .0% .0% 56.1%
a few 27.6% 77.8% 77.5% 63.6% 39.4%
high 3.1% 22.2% 22.5% 36.4% 4.5%
pattern one – a few a few a few a few – high one – a few 
number of 
IA visits 
low 39.0% 33.3% 20.0% 30.3% 38.6%
medium 34.5% 25.0% 42.5% 27.3% 28.0%
high 26.4% 41.7% 37.5% 42.4% 33.3%
pattern n/a n/a medium – high n/a n/a 
number of 
project 
browses 
low 36.4% 55.6% 52.5% 42.4% 38.6%
medium 35.0% 16.7% 12.5% 12.1% 32.6%
high 28.6% 27.8% 35.0% 45.5% 28.8%
pattern n/a n/a n/a n/a n/a 
number of 
copied 
projects 
zero 72.6% 83.3% 92.5% 87.9% 81.1%
one 14.8% 8.3% 5.0% 3.0% 7.6%
high 12.6% 8.3% 2.5% 9.1% 11.4%
pattern zero – one zero zero zero zero 
project 
overview 
low 33.8% 52.8% 57.5% 60.6% 32.6%
medium 30.2% 44.4% 37.5% 36.4% 34.8%
high 36.0% 2.8% 5.0% 3.0% 32.6%
pattern n/a low – medium low – medium low – medium n/a 
project 
content 
low 23.8% 75.0% 75.0% 78.8% 29.5%
medium 35.7% 19.4% 22.5% 18.2% 37.1%
high 40.5% 5.6% 2.5% 3.0% 33.3%
pattern medium - high low low low n/a 
average 
number of 
resources 
low 35.5% 80.6% 85.0% 84.8% 41.7%
medium 34.8% 11.1% 15.0% 12.1% 33.3%
high 29.8% 8.3% .0% 3.0% 25.0%
pattern n/a low low low low - medium 
 
67 
 
Table A4. Driving Patterns from User Clusters Obtained from K-means2 When k = 3. 
  cluster 1 cluster 2 cluster 3 
maximum 
number of 
student 
visits 
zero 59.1% 56.2% 56.4% 
a few 20.8% 25.9% 20.0% 
high 20.1% 17.9% 23.6% 
pattern zero to a few zero to a few zero to a few 
maximum 
number of 
peer visits 
zero 49.1% 60.5% 49.1% 
a few 31.9% 26.5% 33.2% 
high 19.0% 13.0% 17.7% 
pattern zero to a few zero to a few zero to a few 
number of 
projects 
one 53.0% 57.4% 56.4% 
a few 40.9% 34.0% 35.9% 
high 6.1% 8.6% 7.7% 
pattern one to a few one to a few one to a few 
number of 
IA visits 
low 31.9% 44.4% 38.2% 
medium 33.0% 35.2% 30.9% 
high 35.1% 20.4% 30.9% 
pattern n/a low to medium n/a 
number of 
project 
browses 
low 33.0% 51.2% 38.2% 
medium 31.2% 32.7% 29.5% 
high 35.8% 16.0% 32.3% 
pattern n/a low to medium n/a 
number of 
copied 
projects 
zero 67.4% 95.7% 75.0% 
one 16.5% 3.1% 12.3% 
high 16.1% 1.2% 12.7% 
pattern zero to one zero zero 
project 
overview 
low 32.6% 45.1% 37.7% 
medium 34.1% 27.8% 34.5% 
high 33.3% 27.2% 27.7% 
pattern n/a n/a n/a 
project 
content 
low 31.2% 38.9% 32.7% 
medium 31.2% 34.6% 35.5% 
high 37.6% 26.5% 31.8% 
pattern n/a n/a n/a 
average 
number of 
resources 
low 39.8% 53.7% 44.1% 
medium 31.5% 26.5% 33.2% 
high 28.7% 19.8% 22.7% 
pattern n/a low to medium low to medium 
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Table A5. Driving Patterns from User Clusters Obtained from K-means2 When k = 4. 
  cluster 1 cluster 2 cluster 3 cluster 4 
maximum 
number of 
student 
visits 
zero 55.7% 57.1% 71.4% 59.4%
a few 23.9% 7.1% 20.0% 17.6%
high 20.4% 35.7% 8.6% 23.0%
pattern zero to a few n/a zero to a few zero to a few 
maximum 
number of 
peer visits 
zero 53.9% 7.1% 37.1% 53.3%
a few 31.5% 28.6% 34.3% 29.1%
high 14.5% 64.3% 28.6% 17.6%
pattern zero to a few a few to high n/a zero to a few 
number of 
projects 
one 54.4% 21.4% 82.9% 54.5%
a few 38.5% 50.0% 17.1% 38.2%
high 7.2% 28.6% 0% 7.3%
pattern one to a few n/a one one to a few 
number of 
IA visits 
low 37.6% 21.4% 28.6% 38.8% 
medium 33.6% 0% 34.3% 33.3% 
high 28.9% 78.6% 37.1% 27.9% 
pattern n/a high n/a n/a 
number of 
project 
browses 
low 43.0% 7.1% 20.0% 35.8%
medium 30.0% 0% 34.3% 35.8%
high 27.1% 92.9% 45.7% 28.5%
pattern n/a high medium to high n/a 
number of 
copied 
projects 
zero 79.4% 7.1% 65.7% 78.2%
a few 10/7% 7.1% 17.1% 13.9%
high 9.8% 85.7% 17.1% 7.9%
pattern zero high zero to a few zero 
project 
overview 
low 40.5% 0% 14.3% 37.0%
medium 31.5% 64.3% 22.9% 35.2%
high 28.0% 35.7% 62.9% 27.9%
pattern n/a medium to high medium to high n/a 
project 
content 
low 36.0% .0% .0% 37.0%
medium 35.8% 35.7% 5.7% 32.7%
high 28.2% 64.3% 94.3% 30.3%
pattern n/a medium to high high n/a 
average 
number of 
resources 
low 47.7% 28.6% 5.7% 46.1%
medium 32.7% 7.1% 11.4% 32.1%
high 19.7% 64.3% 82.9% 21.8%
pattern low to medium n/a high low to medium 
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Table A6. Driving Patterns from User Clusters Obtained from K-means2 When k = 5. 
  cluster 1 cluster 2 cluster 3 cluster 4 cluster 5 
maximum 
number of 
student 
visits 
zero 64.3% 51.4% 42.9% 35.0% 57.6%
a few 18.6% 27.0% 32.9% 25.0% 20.5%
high 17.1% 21.6% 24.3% 40.0% 22.0%
pattern zero – a few zero – a few zero – a few n/a zero – a few 
maximum 
number of 
peer visits 
zero 49.9% 60.8% 54.3% 55.0% 50.0%
a few 29.6% 29.7% 35.7% 32.5% 32.6%
high 20.6% 9.5% 10.0% 12.5% 17.4%
pattern zero – a few zero – a few zero – a few zero – a few zero – a few 
number of 
projects 
one 64.3% 54.1% 30.0% 20.0% 56.1%
a few 31.0% 36.5% 57.1% 55.0% 39.4%
high 4.6% 9.5% 12.9% 25.0% 4.5%
pattern one – a few one – a few one – a few n/a one – a few 
number of 
IA visits 
low 33.9% 45.9% 40.0% 37.5% 38.6%
medium 35.4% 32.4% 32.9% 27.5% 28.0%
high 30.7% 21.6% 27.1% 35.0% 33.3%
pattern n/a low – medium n/a n/a n/a 
number of 
project 
browses 
low 34.5% 52.7% 48.6% 40.0% 38.6%
medium 32.5% 31.1% 24.3% 25.0% 32.6%
high 33.0% 16.2% 27.1% 35.0% 28.8%
pattern n/a low – medium n/a n/a n/a 
number of 
copied 
projects 
zero 70.4% 85.1% 88.6% 82.5% 81.1%
one 15.4% 9.5% 7.1% 7.5% 7.6%
high 14.2% 5.4% 4.3% 10.0% 11.4%
pattern zero – one zero zero zero zero 
project 
overview 
low 23.5% 55.4% 72.9% 77.5% 32.6%
medium 33.3% 37.8% 25.7% 22.5% 34.8%
high 43.2% 6.8% 1.4% .0% 32.6%
pattern medium – high low – medium low – medium low n/a 
project 
content 
low 17.1% 55.4% 68.6% 87.5% 29.5%
medium 33.6% 39.2% 31.4% 12.5% 37.1%
high 49.3% 5.4% .0% .0% 33.3%
pattern medium - high low – medium low – medium low n/a 
average 
number of 
resources 
low 28.7% 66.2% 77.1% 95.0% 41.7%
medium 37.1% 24.3% 17.1% 5.0% 33.3%
high 34.2% 9.5% 5.7% .0% 25.0%
pattern n/a low – medium low low low - medium 
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Table A7. Driving Patterns from User Clusters Obtained from LCA1 When k = 3. 
  cluster 1 cluster 2 cluster 3 
maximum 
number of 
student 
visits 
zero 80.9% 20.9% 50.7% 
a few 17.0% 35.2% 16.0% 
high 2.1% 44.0% 33.3% 
pattern zero a few to high n/a 
maximum 
number of 
peer visits 
zero 64.1% 46.2% 32.0% 
a few 28.0% 40.7% 26.0% 
high 7.9% 13.2% 42.0% 
pattern zero to a few zero to a few n/a 
number of 
projects 
one 100.0% .5% 23.3% 
a few .0% 81.3% 66.7% 
high .0% 18.1% 10.0% 
pattern one a few one to a few 
number of 
IA visits 
low 49.2% 34.6% 13.3% 
medium 35.3% 33.0% 27.3% 
high 15.5% 32.4% 59.3% 
pattern low to medium n/a medium to high 
number of 
project 
browses 
low 42.9% 53.3% 14.0% 
medium 39.5% 17.0% 29.3% 
high 17.6% 29.7% 56.7% 
pattern low to medium n/a medium to high 
number of 
copied 
projects 
zero 83.9% 100.0% 33.3% 
one 12.2% .0% 25.3% 
high 4.0% .0% 41.3% 
pattern zero zero n/a 
project 
overview 
low 29.2% 64.8% 22.0% 
medium 28.6% 33.5% 40.7% 
high 42.2% 1.6% 37.3% 
pattern n/a low to medium medium to high 
project 
content 
low 15.8% 81.3% 14.7% 
medium 40.4% 18.7% 36.0% 
high 43.8% 0% 49.3% 
pattern medium to high low medium to high 
average 
number of 
resources 
low 28.3% 89.0% 26.7% 
medium 41.3% 10.4% 32.7% 
high 30.4% .5% 40.7% 
pattern n/a low n/a 
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Table A8. Driving Patterns from User Clusters Obtained from LCA1 When k = 4. 
  cluster 1 cluster 2 cluster 3 cluster 4 
maximum 
number of 
student 
visits 
zero 81.6% 73.5% 19.1% 30.1%
a few 17.1% 20.6% 35.3% 8.2%
high 1.2% 5.9% 45.7% 61.6%
pattern zero a few to 
di
medium to high n/a 
maximum 
number of 
peer visits 
zero 66.9% 47.1% 46.8% 24.7%
a few 26.1% 33.5% 39.9% 20.5%
high 6.9% 19.4% 13.3% 54.8%
pattern zero to a few zero to a few zero to a few a few to high 
number of 
projects 
one 100.0% 61.8% .0% 20.5%
a few .0% 38.2% 81.5% 57.5%
high .0% .0% 18.5% 21.9%
pattern one one to a few a few n/a 
number of 
IA visits 
low 52.7% 30.0% 34.7% 6.8%
medium 33.9% 37.1% 33.5% 17.8%
high 13.5% 32.9% 31.8% 75.3%
pattern low to medium n/a n/a high 
number of 
project 
browses 
low 51.0% 17.6% 53.8% 15.1%
medium 37.6% 44.7% 16.8% 11.0%
high 11.4% 37.6% 29.5% 74.0%
pattern low to medium medium to high n/a medium to high 
number of 
copied 
projects 
zero 100.0% 38.2% 100.0% 34.2%
one .0% 37.6% .0% 19.2%
high .0% 24.1% .0% 46.6%
pattern zero zero to medium zero n/a 
project 
overview 
low 33.9% 18.2% 64.7% 28.8%
medium 31.0% 30.0% 33.5% 42.5%
high 35.1% 51.8% 1.7% 28.8%
pattern n/a medium to high low to medium n/a 
project 
content 
low 16.7% 13.5% 82.7% 20.5%
medium 49.0% 21.2% 17.3% 47.9%
high 34.3% 65.3% .0% 31.5%
pattern medium to high medium to high low medium to high 
average 
number of 
resources 
low 29.8% 24.1% 91.9% 30.1%
medium 48.6% 28.2% 8.1% 31.5%
high 21.6% 47.6% .0% 38.4%
pattern n/a medium to high low n/a 
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Table A9. Driving Patterns from User Clusters Obtained from LCA1 When k = 5. 
  cluster 1 cluster 2 cluster 3 cluster 4 cluster 5 
maximum 
number of 
student 
visits 
zero 80.9% 16.2% 70.7% 77.5% 23.2%
a few 17.5% 36.5% 22.4% 14.1% 5.4%
high 1.6% 47.3% 6.9% 8.5% 71.4%
pattern zero a few – high zero – a few zero a few - high 
maximum 
number of 
peer visits 
zero 66.5% 45.5% 47.4% 45.1% 23.2%
a few 27.1% 40.7% 30.2% 35.2% 16.1%
high 6.4% 13.8% 22.4% 19.7% 60.7%
pattern zero – a few zero – a few zero – a few zero – a few a few - high 
number of 
projects 
one 100.0% .0% 43.1% 78.9% 14.3%
a few .0% 80.8% 56.9% 21.1% 57.1%
high .0% 19.2% .0% .0% 28.6%
pattern one a few one – a few one a few - high 
number of 
IA visits 
low 52.2% 34.7% 31.9% 22.5% 5.4%
medium 33.5% 32.9% 34.5% 42.3% 14.3%
high 14.3% 32.3% 33.6% 35.2% 80.4%
pattern low – medium n/a n/a medium – high high 
number of 
project 
browses 
low 51.0% 55.7% 15.5% 18.3% 12.5%
medium 37.5% 15.6% 46.6% 35.2% 10.7%
high 11.6% 28.7% 37.9% 46.5% 76.8%
pattern low – medium n/a medium – high medium – high high 
number of 
copied 
projects 
zero 100.0% 100.0% 26.7% 53.5% 37.5%
one .0% .0% 44.8% 25.4% 14.3%
high .0% .0% 28.4% 21.1% 48.2%
pattern zero zero n/a zero – one n/a 
project 
overview 
low 33.1% 65.3% 28.4% 8.5% 28.6%
medium 30.3% 32.9% 39.7% 23.9% 39.3%
high 36.7% 1.8% 31.9% 67.6% 32.1%
pattern n/a low – medium n/a medium – high n/a 
project 
content 
low 16.7% 83.8% 20.7% 9.9% 16.1%
medium 47.4% 16.2% 36.2% 5.6% 51.8%
high 35.9% .0% 43.1% 84.5% 32.1%
pattern medium – high low medium – high high medium - high 
average 
number of 
resources 
low 29.9% 94.0% 34.5% 11.3% 26.8%
medium 47.8% 6.0% 43.1% 8.5% 32.1%
high 22.3% .0% 22.4% 80.3% 41.1%
pattern n/a low low – medium high n/a 
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Table A10. Driving Patterns from User Clusters Obtained from LCA2 When k = 3. 
  cluster 1 cluster 2 cluster 3 
maximum 
number of 
student 
visits 
zero 83.1% 52.6% 11.6% 
a few 16.9% 17.8% 37.7% 
high .0% 29.6% 50.7% 
pattern zero n/a a few to high 
maximum 
number of 
peer visits 
zero 63.6% 41.3% 43.2% 
a few 29.5% 25.8% 41.8% 
high 7.0% 32.9% 15.1% 
pattern zero to a few n/a zero to a few 
number of 
projects 
one 88.7% 45.5% .0% 
a few 11.3% 46.5% 78.8% 
high .0% 8.0% 21.2% 
pattern one one to a few a few 
number of 
IA visits 
low 49.0% 23.5% 32.2% 
medium 33.1% 30.5% 35.6% 
high 17.9% 46.0% 32.2% 
pattern low to medium medium to high n/a 
number of 
project 
browses 
low 45.7% 17.4% 57.5% 
medium 39.7% 32.4% 11.0% 
high 14.6% 50.2% 31.5% 
pattern low to medium medium to high n/a 
number of 
copied 
projects 
zero 100.0% 28.2% 100.0% 
one .0% 36.6% .0% 
high .0% 35.2% .0% 
pattern zero n/a zero 
project 
overview 
low 33.1% 25.4% 63.7% 
medium 28.1% 37.6% 34.9% 
high 38.7% 37.1% 1.4% 
pattern n/a n/a low to medium 
project 
content 
low 17.2% 20.7% 86.3% 
medium 42.7% 33.8% 13.7% 
high 40.1% 45.5% .0% 
pattern medium to high medium to high low 
average 
number of 
resources 
low 28.8% 31.0% 97.3% 
medium 43.4% 32.4% 2.7% 
high 27.8% 36.6% .0% 
pattern n/a n/a low 
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Table A11. Driving Patterns from User Clusters Obtained from LCA2 When k = 4. 
  cluster 1 cluster 2 cluster 3 cluster 4 
maximum 
number of 
student 
visits 
zero 82.8% 83.9% 11.6% 12.0%
a few 17.2% 16.1% 37.7% 19.6%
high .0% .0% 50.7% 68.5%
pattern zero zero a few to high a few to high 
maximum 
number of 
peer visits 
zero 64.9% 46.5% 43.2% 37.0%
a few 28.7% 26.5% 41.8% 28.3%
high 6.3% 27.1% 15.1% 34.8%
pattern zero to a few n/a zero to a few n/a 
number of 
projects 
one 100.0% 51.0% .0% 19.6%
a few .0% 49.0% 78.8% 62.0%
high .0% .0% 21.2% 18.5%
pattern one one to a few a few n/a 
number of 
IA visits 
low 50.0% 37.4% 32.2% 6.5%
medium 33.6% 32.3% 35.6% 27.2%
high 16.4% 30.3% 32.2% 66.3%
pattern low to medium n/a n/a medium to high 
number of 
project 
browses 
low 48.5% 16.1% 57.5% 21.7%
medium 38.1% 39.4% 11.0% 28.3%
high 13.4% 44.5% 31.5% 50.0%
pattern low to medium medium to high n/a medium to high 
number of 
copied 
projects 
zero 100.0% 31.0% 100.0% 50.0%
one .0% 41.9% .0% 14.1%
high .0% 27.1% .0% 35.9%
pattern zero n/a zero n/a 
project 
overview 
low 31.0% 28.4% 63.7% 29.3%
medium 28.7% 32.3% 34.9% 41.3%
high 40.3% 39.4% 1.4% 29.3%
pattern n/a n/a low to medium n/a 
project 
content 
low 15.7% 20.6% 86.3% 23.9%
medium 44.4% 28.4% 13.7% 41.3%
high 39.9% 51.0% .0% 34.8%
pattern medium to high medium to high low medium to high 
average 
number of 
resources 
low 28.7% 30.3% 97.3% 31.5%
medium 44.8% 28.4% 2.7% 39.1%
high 26.5% 41.3% .0% 29.3%
pattern n/a n/a low n/a 
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Table A12. Driving Patterns from User Clusters Obtained from LCA2 When k = 5. 
  cluster 1 cluster 2 cluster 3 cluster 4 cluster 5 
maximum 
number of 
student 
visits 
zero 84.5% 10.5% 82.0% 11.8% 49.2%
a few 15.5% 38.3% 18.0% 14.5% 29.5%
high .0% 51.1% .0% 73.7% 21.3%
pattern zero a few – high zero a few – high zero – a few 
maximum 
number of 
peer visits 
zero 64.3% 44.4% 44.4% 30.3% 59.0%
a few 28.7% 40.6% 25.6% 27.6% 36.1%
high 7.0% 15.0% 30.1% 42.1% 4.9%
pattern zero – a few zero – a few n/a n/a zero – a few 
number of 
projects 
one 100.0% .0% 60.9% 21.1% 16.4%
a few .0% 80.5% 39.1% 59.2% 72.1%
high .0% 19.5%  19.7% 11.5%
pattern one a few one – a few n/a n/a 
number of 
IA visits 
low 51.2% 34.6% 33.8% 5.3% 29.5%
medium 34.5% 36.1% 33.1% 21.1% 32.8%
high 14.3% 29.3% 33.1% 73.7% 37.7%
pattern low – medium n/a n/a medium – high n/a 
number of 
project 
browses 
low 49.2% 58.6% 14.3% 17.1% 36.1%
medium 39.1% 10.5% 37.6% 25.0% 34.4%
high 11.6% 30.8% 48.1% 57.9% 29.5%
pattern low – medium n/a medium – high medium – high n/a 
number of 
copied 
projects 
zero 100.0% 100.0% 18.8% 40.8% 100.0%
one .0% .0% 49.6% 15.8% .0% 
high .0% .0% 31.6% 43.4% .0% 
pattern zero zero one – high n/a zero 
project 
overview 
low 30.6% 64.7% 19.5% 25.0% 60.7%
medium 27.9% 33.8% 33.8% 44.7% 32.8%
high 41.5% 1.5% 46.6% 30.3% 6.6%
pattern n/a low – medium medium – high n/a low - medium 
project 
content 
low 14.7% 89.5% 15.0% 21.1% 47.5%
medium 44.6% 10.5% 24.1% 38.2% 50.8%
high 40.7%  60.9% 40.8% 1.6%
pattern medium – high low medium – high medium – high low - medium 
average 
number of 
resources 
low 27.5% 100.0% 27.1% 27.6% 55.7%
medium 46.1% .0% 26.3% 38.2% 34.4%
high 26.4% .0% 46.6% 34.2% 9.8%
pattern n/a low n/a n/a low - medium 
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Table A13. Driving Patterns from User Clusters Obtained from LCA3 When k = 3. 
  cluster 1 cluster 2 cluster 3 
maximum 
number of 
student 
visits 
zero 81.3% 13.1% 37.2% 
a few 16.0% 35.4% 20.9% 
high 2.8% 51.4% 41.9% 
pattern zero a few to high n/a 
maximum 
number of 
peer visits 
zero 62.5% 45.7% 15.1% 
a few 27.0% 39.4% 32.6% 
high 10.5% 14.9% 52.3% 
pattern zero to a few zero to a few a few to high 
number of 
projects 
one 88.8% .0% 11.6% 
a few 11.3% 79.4% 74.4% 
high .0% 20.6% 14.0% 
pattern one a few n/a 
number of 
IA visits 
low 47.8% 30.3% 1.2% 
medium 36.3% 34.9% 12.8% 
high 16.0% 34.9% 86.0% 
pattern low to medium n/a high 
number of 
project 
browses 
low 39.5% 56.0% 3.5% 
medium 39.0% 16.6% 23.3% 
high 21.5% 27.4% 73.3% 
pattern low to medium n/a medium to high 
number of 
copied 
projects 
zero 78.3% 98.9% 25.6% 
one 14.3% 1.1% 22.1% 
high 7.5% .0% 52.3% 
pattern zero zero n/a 
project 
overview 
low 28.8% 64.6% 22.1% 
medium 31.0% 31.4% 43.0% 
high 40.3% 4.0% 34.9% 
pattern n/a low to medium medium to high 
project 
content 
low 16.8% 84.6% 8.1% 
medium 40.0% 15.4% 39.5% 
high 43.3% .0% 52.3% 
pattern medium to high low medium to high 
average 
number of 
resources 
low 28.0% 92.6% 24.4% 
medium 39.3% 6.3% 41.9% 
high 32.8% 1.1% 33.7% 
pattern n/a low n/a 
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Table A14. Driving Patterns from User Clusters Obtained from LCA3 When k = 4. 
  cluster 1 cluster 2 cluster 3 cluster 4 
maximum 
number of 
student 
visits 
zero 80.6% 82.0% 13.9% 39.5%
a few 18.0% 14.3% 35.0% 19.8%
high 1.5% 3.7% 51.1% 40.7%
pattern zero zero a few to high n/a 
maximum 
number of 
peer visits 
zero 70.9% 53.4% 46.1% 15.1%
a few 25.2% 28.6% 38.9% 33.7%
high 3.9% 18.0% 15.0% 51.2%
pattern zero to a few zero to a few zero to a few a few to high 
number of 
projects 
one 88.3% 92.1% .0% 10.5%
a few 11.7% 7.9% 80.0% 75.6%
high .0% .0% 20.0% 14.0%
pattern one one a few a few 
number of 
IA visits 
low 57.3% 36.5% 31.7% 1.2%
medium 30.1% 42.9% 34.4% 14.0%
high 12.6% 20.6% 33.9% 84.9%
pattern low to medium low to medium n/a high 
number of 
project 
browses 
low 37.9% 41.8% 55.0% 3.5%
medium 39.8% 38.1% 16.7% 24.4%
high 22.3% 20.1% 28.3% 72.1%
pattern low to medium low to medium n/a medium to high 
number of 
copied 
projects 
zero 82.5% 74.6% 97.8% 24.4%
one 10.2% 18.5% 1.7% 22.1%
high 7.3% 6.9% .6% 53.5%
pattern zero zero to one zero one to high 
project 
overview 
low 56.8% .0% 63.3% 18.6%
medium 43.2% 14.8% 32.8% 46.5%
high .0% 85.2% 3.9% 34.9%
pattern low to medium high low to medium medium to high 
project 
content 
low 27.7% 4.2% 82.8% 9.3%
medium 48.5% 30.2% 17.2% 38.4%
high 23.8% 65.6% .0% 52.3%
pattern n/a medium to high low medium to high 
average 
number of 
resources 
low 37.4% 16.4% 92.2% 24.4%
medium 36.4% 42.3% 6.7% 43.0%
high 26.2% 41.3% 1.1% 32.6%
pattern n/a medium to high low n/a 
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Table A15. Driving Patterns from User Clusters Obtained from LCA3 When k = 5. 
  cluster 1 cluster 2 cluster 3 cluster 4 cluster 5 
maximum 
number of 
student 
visits 
zero 73.6% 12.4% 84.7% 32.5% 85.9%
a few 21.4% 37.1% 12.4% 18.2% 14.1%
high 5.0% 50.6% 2.8% 49.4% .0% 
pattern zero – a few a few – high zero n/a zero 
maximum 
number of 
peer visits 
zero 64.2% 44.1% 55.4% 20.8% 66.7%
a few 29.6% 40.0% 27.1% 33.8% 20.5%
high 6.3% 15.9% 17.5% 45.5% 12.8%
pattern zero – a few zero – a few zero – a few a few – high zero – a few 
number of 
projects 
one 100.0% .0% 80.2% 6.5% 75.6%
a few .0% 80.6% 19.8% 75.3% 23.1%
high .0% 19.4% .0% 18.2% 1.3%
pattern one a few one a few one 
number of 
IA visits 
low 52.8% 31.2% 32.2% .0% 65.4%
medium 35.8% 36.5% 41.8% 7.8% 23.1%
high 11.3% 32.4% 26.0% 92.2% 11.5%
pattern low – medium n/a n/a high low - medium 
number of 
project 
browses 
low 56.0% 56.5% 26.6% 3.9% 30.8%
medium 37.1% 17.1% 37.3% 20.8% 44.9%
high 6.9% 26.5% 36.2% 75.3% 24.4%
pattern low – medium n/a n/a high low - medium 
number of 
copied 
projects 
zero 91.8% 97.6% 68.9% 27.3% 67.9%
one 7.5% 2.4% 16.9% 20.8% 20.5%
high .6% .0% 14.1% 51.9% 11.5%
pattern zero zero zero – one n/a zero - one 
project 
overview 
low 18.9% 62.9% 17.5% 24.7% 76.9%
medium 32.7% 32.9% 31.6% 46.8% 20.5%
high 48.4% 4.1% 50.8% 28.6% 2.6%
pattern medium – high low – medium medium – high n/a low 
project 
content 
low 10.7% 84.7% 3.4% 13.0% 57.7%
medium 59.7% 15.3% 22.6% 39.0% 38.5%
high 29.6% .0% 74.0% 48.1% 3.8%
pattern medium – high low medium – high medium – high low - medium 
average 
number of 
resources 
low 27.7% 95.3% .0% 14.3% 100.0%
medium 64.2% 4.7% 28.8% 55.8% .0% 
high 8.2% .0% 71.2% 29.9% .0% 
pattern low – medium low medium – high medium – high low 
 
