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Abstract. Via compression ([18, 8]) we write the n-dimensional Chaplygin
sphere system as an almost Hamiltonian system on T ∗SO(n) with internal
symmetry group SO(n−1). We show how this symmetry group can be factored
out, and pass to the fully reduced system on (a fiber bundle over) T ∗Sn−1.
This approach yields an explicit description of the reduced system in terms of
the geometric data involved. Due to this description we can study Hamiltoniz-
ability of the system. It turns out that the homogeneous Chaplygin ball, which
is not Hamiltonian at the T ∗SO(n)-level, is Hamiltonian at the T ∗Sn−1-level.
Moreover, the 3-dimensional ball becomes Hamiltonian at the T ∗S2-level after
time reparametrization, whereby we re-prove a result of [4, 5] in symplecto-
geometric terms. We also study compression followed by reduction of general-
ized Chaplygin systems.
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and a non-integrable smooth distribution D ⊂ TQ. The equations of motion for a
curve q(t) in Q are determined by the Lagrange-d’Alembert principle (constraining
force does not exert work) supplemented by the condition that q′ ∈ D. We shall
only deal with constraint distributions D that are of constant rank. Further, L will
be of the form ‘kinetic energy minus potential’ where the kinetic energy defines a
Riemannian metric µ on the configuration manifold.
A G-Chaplygin system is a non-holonomic system (Q,D, L) which is invariant
under a free and proper action by a Lie group G on Q such that D defines a
connection on the principal bundle Q ։ Q/G. It is not required that D is the
mechanical connection associated to µ. Under these assumptions the equations of
motion can be written in a particularly nice format. Let S = Q/G be the reduced
configuration space, ΩS the canonical symplectic form on T ∗S, J : T ∗Q → g∗ the
standard momentum map of the lifted G-action on T ∗Q, and K ∈ Ω2(Q, g) be the
curvature form associated to D. Then the non-holonomic system can be reduced,
or compressed, to a dynamical system on T ∗S with dynamics given by the vector
field Xnh which is defined by
i(Xnh)Ωnh = dHc where Ωnh := Ω
S − 〈J,K〉. (1.1)
Here Hc : T
∗S → R is the compressed Hamiltonian; it is the function induced from
the Legendre transform of L. The term 〈J,K〉 does make sense as a semi-basic two-
form on T ∗S since ambiguities cancel out. The form Ωnh is, in general, an almost
symplectic form, that is, it is non-degenerate and non-closed. We will thus view the
compressed system (T ∗S,Ωnh,Hc) as an almost Hamiltonian system. See [18, 8, 2]
and Section 2. (Our sign in (1.1) is different from that in [8] because of our choice
of sign in ΩS = −dθ: [8] choose ΩS = dθ whence for them Ωnh = Ω
S + 〈J,K〉.)
The present paper is only concerned with non-holonomic systems that arise as
G-Chaplygin systems, and the description of the dynamics in terms of the above
mentioned compression process will be our starting point. The question arises
whether the compressed system (T ∗S,Ωnh,Hc) is Hamiltonizable: is there a positive
function f : S → R such that fΩnh is closed? If this is the case one says that
Ωnh is conformally symplectic. The interpretation is that one is looking for an
s ∈ S dependent time reparametrization dτ = fdt so that the system becomes
Hamiltonian in the new time. That is, the dynamics described by the vector field
1
f
Xnh(c˜(τ)) =
∂t
∂τ
∂c
∂t
= ∂
∂τ
c˜(τ), where c˜(τ) = c(t), are Hamiltonian in the usual
sense with respect to fΩnh. Moreover, it follows that the volume form f
m−1Ωnh
m
(m = dimS) is preserved by the flow of Xnh. Conversely, when a preserved volume
form FΩnh
m exists then F
1
m−1 is a candidate for a conformal factor. See the
discussion in Ehlers, Koiller, Montgomery and Rios [8].
The classical Chaplygin sphere problem ([6]) is that of a dynamically balanced
3-dimensional ball that rolls on a horizontal table without slipping. Dynamically
balanced means that the geometric center coincides with the center of mass. How-
ever, we do not suppose that the mass distribution is homogeneous. The inertia
matrix can be any symmetric positive definite three by three matrix. The no slip
condition is a non-holonomic constraint on the velocities. The ball is allowed to
rotate about its vertical axis. The reduced equations were first found and inte-
grated by Chaplygin [6] in terms of hyper-elliptic functions. A thorough study of
the algebraic integrability is given in Duistermaat [7] where it is explicitly stated
that the system is not Hamiltonian.
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Chaplygin’s rolling ball is a G-Chaplygin system with configuration space Q =
SO(3) × R2, constraint distribution D, kinetic energy Lagrangian, and symmetry
group G = R2. Thus D defines a horizontal connection on Q ։ S = SO(3). See
Section 4 for details. In [8] the compression of this system to an almost Hamiltonian
system (T ∗S,Ωnh,Hc) is carried out. Further, [8] prove that this compressed system
is not Hamiltonizable (at the T ∗SO(3)-level), not even in the homogeneous case.
On the other hand, Borisov and Mamaev [4, 5] give explicit formulas for a Poisson
bracket which allow to write the (reduced) equations of motion for Chaplygin’s
ball as a true Hamiltonian system. (Their bracket is explained in geometric terms
involving affine almost Poisson structures in [14].) Their result is all the more
remarkable as it is in apparent contradiction to the assertions of [7, 8].
It actually seems to be a general phenomenon that integrable non-holonomic
systems are related to integrable Hamiltonian systems. See also [12, 16, 17]. This
observation provides an important motivation for a systematic study of Hamil-
tonization of integrable non-holonomic systems.
Chaplygin’s rolling ball is the topic of Section 4. We describe its compression
(T ∗S,Ωnh,Hc) in detail, write the system in the form (1.1), and pay particular
attention to the fact that there remains a further symmetry group even after com-
pression. Indeed, rotation of the ball about its vertical axis induces an S1-action on
the compressed phase space T ∗S that preserves Hc and Ωnh. In emphasizing the
role of the 〈J,K〉-term and the almost Hamiltonian point of view we follow very
closely the exposition of [8].
The main theme of the present paper is to establish a synthesis between the
papers of [4, 5] and [8]. The crucial idea (actually due to [8]) which is used in
this note is that the compressed system should be further reduced with respect
to the induced S1-action, and Hamiltonization should be attempted afterwards on
the ultimate reduced space T ∗S2 = T ∗(S/S1). (This is in agreement with [4, 5]
since the symplectic leaves of their Poisson bracket can be realized as magnetic
cotangent bundles over S2.) The S1-symmetries are generally referred to as internal
symmetries of the system. Describing the corresponding reduction procedure is non-
trivial and is the main result of the paper. (See Theorems 3.3 and 4.1.)
This problem can be stated also for higher dimensional Chaplygin balls. Let S =
SO(n) be the shape space of the n-dimensional Chaplygin ball rolling on an n− 1-
dimensional horizontal plane with internal symmetry groupH = SO(n−1). Internal
symmetries are very well behaved in that they give rise to conserved quantities: the
standard momentum map JH : T
∗S → h∗ with respect to the canonical form ΩS
is constant along flow lines of Xnh. However, JH is not the momentum map with
respect to Ωnh. That is, for λ ∈ h
∗, the restriction of Ωnh to J
−1
H (λ) does not define
a basic two form on the bundle J−1H (λ)։ J
−1
H (λ)/Hλ whence the system does not
descend to the ‘would be’ ultimate reduced space. This is true already for n = 3.
Now the point of Theorem 4.1 is that Ωnh can be truncated in a way that does
not affect the equations of motion but does provide the correct momentum map.
Effectively we replace Ωnh by a new two form Ω˜ that is non-degenerate,H-invariant,
and satisfies
i(Xnh)Ω˜ = dHc as well as i(ζY )Ω˜ = 〈dJH , Y 〉
for all Y ∈ h where ζY denotes the infinitesimal generator associated to Y . Why
the name truncation? To construct Ω˜ we use an H-connection on the principal
bundle T ∗S ։ (T ∗S)/H such that Xnh is horizontal. We employ this connection
to truncate the 〈J,K〉-term in such a way that it becomes horizontal with respect
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to the H-action and we retain only the necessary information about the dynamics.
In particular, Theorem 4.1 gives an explicit formula
Ω˜ = ΩS − 〈L,Curvω〉
where Curvω ∈ Ω2(S, h) is the curvature form associated to the Hopf connection
on SO(n) ։ SO(n)/H = Sn−1 and L : T ∗S → h∗ is a certain mapping (related to
angular velocity in the space frame) that coincides with JH if and only if the ball
is homogeneous. Notice also that Ω˜ is of the same format ‘canonical form minus
semi-basic’ as Ωnh. Now, one can carry out almost Hamiltonian reduction ([20]) of
(T ∗S, Ω˜,Hc) with respect to the H-action.
It follows immediately, for any dimension n, that the ultimate reduced system
on T ∗Sn−1 (or rather on a fiber bundle J−1H (λ)/Hλ → T
∗Sn−1 – see Corollary 4.2)
is Hamiltonian when the ball is homogeneous.
For the non-homogeneous case, thanks to the formula for Ω˜ we can reprove
the result of [4] on Hamiltonization of the 3-dimensional ball in relatively simple
geometric terms. See Proposition 4.4. Hamiltonization of Chaplygin’s ball for higher
dimensions is still an open problem. It is, however, hoped that Theorem 4.1 can be
of some help in this direction. (After this paper was finished, important progress
was made by [17].)
The proof of Hamiltonization of the 3-dimensional ball given in [5] relies on Chap-
lygin’s reducing multiplier theorem. This theorem applies only to a certain kind of
almost Hamiltonian systems with two degrees of freedom, and states that existence
of a preserved measure is equivalent to existence of a conformal factor. An alter-
native method that has been used to prove Hamiltonization of higher dimensional
non-holonomic systems is to explicitly establish an isomorphism with a classical
Hamiltonian system [12, 16, 17]. Our approach is valuable in that it is purely geo-
metric, it does not have an a-priori dimension restriction, and it ties together the
work of [8] and [4, 5].
In Section 3 we study general G-Chaplygin systems with internal symmetries.
In this context we describe a reduction procedure that is similar to reduction in
stages in symplectic geometry. Section 4 is used as a motivation for doing so but
can be read independently since all the results are proved directly. The set-up
in this context is a generalization of the Chaplygin ball described above. Thus
π : Q → S is a G-principal fiber bundle with connection one-form A and µ is an
invariant metric. The internal symmetries are modeled by two additional free and
proper actions, called l and d, of the same Lie group H on Q satisfying appropriate
compatibility conditions with regard to the connection A and the metric µ and the
projection Q → S. The compression of the data (Q,D = A−1(0), L = 12 || · ||µ)
and the induced H-action on T ∗S are described. From the non-holonomic Noether
theorem it is concluded that the standard momentum map JH : T
∗S → h∗ with
respect to the canonical symplectic form on T ∗S is constant along flow lines of
Xnh. But JH need not be the momentum map associated to Ωnh. However, we
can replace Ωnh with a non-degenerate and H-invariant two form Ω˜ which not only
gives the correct dynamics, i(Xnh)Ω˜ = i(Xnh)Ωnh, but also the desired momentum
map JH , i(ζY )Ω˜ = 〈dJH , Y 〉 for all Y ∈ h. This is accomplished via truncation with
respect to a choice of an auxiliary connection σ ∈ Ω1(T ∗S, h) on the principal bundle
T ∗S ։ (T ∗S)/H . Again σ is subject to the condition that Xnh be horizontal. Such
a σ is shown to always exist over an open sub-manifold of T ∗S which is invariant
under the H-action and the dynamics of Xnh. This process of compression being
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followed by reduction of internal symmetries has very much the flavor of reduction
in stages. Indeed, when A is the mechanical connection associated to µ one can
replace compression followed by reduction by usual reduction in stages.
2. The almost Hamiltonian setting and compression. A non-holonomic sys-
tem is a triple (Q,D, L) where Q is a configuration manifold, L : TQ→ R is a La-
grangian, and D ⊂ TQ is a smooth non-integrable distribution which is supposed to
be of constant rank. The equations of motion for a curve q(t) which should satisfy
q′ ∈ D are then stated in terms of the Lagrange d’Alembert principle. We shall only
be concerned with Lagrangians of the form L(q, v) = 12µq(v, v)− V (q) where µ is a
Riemannian metric on Q and V : Q → R is a potential. In this case there is also
an (almost) Hamiltonian version (see [2, 24], e.g.): continue to use the symbol µ to
denote the co-metric and consider the Hamiltonian H(q, p) = 12µ(p, p)+V (q). Since
D is of constant rank there is a family of independent one-forms φa ∈ Ω(Q) such
that D is the joint kernel of these. In terms of coordinates (qi, pi) the equations of
motion are
(qi)′ = ∂H
∂pi
and p′i = −
∂H
∂qi
−
∑
λaφ
a( ∂
∂qi
)
where the λa are the Lagrange multipliers to be determined from the supplemen-
tary condition that µ(φa, p) = 0. With XM := (q′, p′) we may thus rephrase the
equations as
i(XM)Ω = dH+
∑
λaτ
∗φa
where Ω = −dθ is the canonical symplectic form on T ∗Q and τ : T ∗Q → Q is
the footpoint projection. (The space M ⊂ T ∗Q which is a pseudonym for the
distribution D will be defined below.)
Roughly speaking, the process of writing the equations of motion for a non-
holonomic system in an almost Hamiltonian way amounts to eliminating the La-
grange multipliers from the equations of motion, and encoding the forces of con-
straint in a bracket of functions (which fails the Jacobi identity) or a (non-closed)
two-form. Once this is accomplished the constraints are satisfied automatically.
This process is developed below in terms of a two-form.
2.A. Chaplygin systems. Let G be a Lie group that acts freely, properly and
by isometries on the Riemannian manifold (Q,µ). A G-Chaplygin system is
a non-holonomic system (Q,L = 12 || · ||
2
µ,D) that has the property that D is a
principal connection on the principal bundle Q ։ Q/G. Thus D is the kernel
of a connection form A : TQ → g. Notice that we do not require A to be the
mechanical connection associated to µ. (In principle one could also include a G-
invariant function V : Q→ R but we will not have use for this.)
We will now assume that (Q,L,D) is a G-Chaplygin system and repeat some
of the constructions that are done in [2]. In fact [2] proceed in greater generality.
However, in the sequel we will only be interested in Chaplygin systems whence the
infinitesimal group orbit directions form an exact complement to the distribution
D, and this facilitates the development.
There is a sub-manifold
M := µˇ(D)
that corresponds to the constraint distribution, and the inclusion will be denoted
by ι : M →֒ T ∗Q. Clearly, M is invariant under the cotangent lifted action by
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G, and there is an induced connection ι∗τ∗A : TM → g on the principal bundle
M։M/G. Its horizontal space will be called
C := (ι∗τ∗A)−1(0).
(This corresponds to the space H in [2].)
Theorem 2.1 ([2]). The fiber-wise restriction of ι∗Ω to C is non-degenerate.
Let us denote this restriction by ΩC . For the simple reason that C is not the
tangent space of any manifold one cannot say that ΩC is a two-form. Nevertheless,
morally it is this restriction process that destroys the closedness property of ι∗Ω.
Since XM is tangent toM and takes values in C one may thus rewrite the equations
of motion in the appealing format
i(XM)ΩC = (dH)C
where (dH)C is the restriction of dH to C.
2.B. Compression of G-Chaplygin systems. In this section we review the com-
pression of G-Chaplygin systems from the Hamiltonian perspective. This will
also allow us to introduce some additional notation. The original references are
[18, 2, 19]. We shall follow [19] and use the word compression instead of non-
holonomic reduction.
Consider a G-Chaplygin system on a configuration manifold Q with constraint
distribution D = kerA as defined above. Recall that Q is endowed with the kinetic
energy metric µ. Let µ0 denote the induced metric on S that makes π a Riemannian
submersion. (To facilitate the notation, we will sometimes tacitly identify tangent
and cotangent space of Q and S via their respective metrics.) Consider the orbit
projection map
ρ :M։M/G.
Using the respective metrics we can write ρ as the composition
ρ :M∼=µ D
Tpi|D
−→ TS ∼=µ0 T
∗S =M/G. (2.2)
We may also associate a fiber-wise inverse to this mapping which is given by the
horizontal lift mapping hlA associated to A. (This inverse was called the clock-wise
diagram in [8, Section 3.1].) As already noted above, A˜ := ι∗τ∗A : TM→ g defines
a principal bundle connection for ρ, whose horizontal spaces are given by C. (The
connection A˜ is the same as the one obtained in [8] by differentiating the clock-wise
diagram.)
Proposition 2.2 (Compression). The following are true.
(1) ΩC descends to a non-degenerate two-form Ωnh on T
∗S.
(2) Ωnh = ΩS−〈JG◦hl
A, τ∗SK〉. Here ΩS = −dθS is the canonical form on T
∗S, JG
is the momentum map of the cotangent lifted G-action on T ∗Q, K ∈ Ω2(S, g)
is the curvature form of A, and τS : T
∗S → S is the projection.
(3) The vector field XM is ρ-related to the vector field Xnh on T
∗S defined by
i(Xnh)Ωnh = dHc where the compressed Hamiltonian, Hc : T
∗S = TS → R is
defined by Hc := H ◦ hl
A, with hlA denoting the horizontal lift mapping.
This result is well-known. It is contained in [2, 18, 19, 8]. Nevertheless we
include the following proof of the ‘〈J,K〉-formula’ because it is slightly different in
its flavor from those that can be found in the literature. Note that our sign in the
〈J,K〉-formula differs from that in [8] since we are using a different convention for
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the canonical exact symplectic form. (For sake of brevity we will sometimes write
〈JG,K〉 instead of 〈JG ◦ hl
A, τ∗SK〉.)
Proof. We need to show that ΩC = ρ∗(ΩS − 〈JG ◦ hl
A, τ∗S K〉) on C. Work locally,
i.e., assume that Q = S×G is a direct product and that TS = S×U is trivializable.
Via right trivialization we shall also identify TG = G × g. Thus the connection is
given by
A : S × U ×G× g −→ g, (s, u, g, v) 7−→ v +A(s,g)(u). (2.3)
The horizontal space isM = D = {(s, u, g,−A(s,g)(u))}. LetX1, X2 be vector-fields
on M with values in C = A˜
−1
(0) that project to vector-fields X¯1, X¯2 ∈ X(T
∗S).
Since Xi ∈ C we have Xi = (s
′
i, u
′
i,−A(s
′
i), v
′
i) for i = 1, 2. Note also that X¯i =
(s′i, u
′
i) and T (τ ◦ ι).Xi = (s
′
i,−A(s
′
i)) ∈ T (S ×G).
Let ψ : TM→ C denote the horizontal projection associated to A˜.
Claim: θQ ◦ ψ = ρ∗θS where θQ, θS denote the respective canonical one-forms.
Indeed, for (q, p) ∈M and ρ(q, p) = ρ(s, g, u,−A(s,g)(u)) = (s, u) we find
θQX2(q, p) = µq
(
(u,−A(u)), (s′2,−A(s
′
2))
)
= (µ0)s(u, s
′
2) = θ
SX¯2(s, u)
which shows the identity for all vector-fields where it is non-trivial. Therefore,
X1.θ
QX2 = d((θ
SX¯2) ◦ ρ).X1 = (d(θ
SX¯2).dρ(X1)) ◦ ρ = (X¯1.θ
SX¯2) ◦ ρ.
Since ψ + ζ ◦ A˜ = id TM where ζ is the fundamental vector-field mapping of the
G-action on M, it follows that
ΩM(X1, X2) = −X1.θ
QX2 +X2.θ
QX1 + θ
Qψ[X1, X2] + θ
Q(ζ ◦ A˜)[X1, X2]
= −ρ∗(X¯1.θ
SX¯2 − X¯2.θ
SX¯1) + ρ
∗(θS [X¯1, X¯2])− 〈JG, τ
∗K〉(X¯1, X¯2)
= −ρ∗(dθS)(X1, X2)− ρ
∗〈JG ◦ hl
A, τ∗SK〉(X1, X2).
For the middle equation we used the following identity. Let K˜ ∈ Ω2(M, g) denote
the curvature form associated to A˜. Then θQ(ζ ◦ A˜)[X1, X2] = 〈JG, A˜[X1, X2]〉 =
〈JG,−K˜(X1, X2)〉 = 〈JG,−K ◦ Λ
2Tτ(X¯1, X¯2)〉.
We collect the compressed data to a triple (T ∗S,Ωnh,Hc) and refer to it as the
compressed system. Let us also note explicitly that the equations of motion are
now given by the almost Hamiltonian form
i(Xnh)Ωnh = dHc (2.4)
whence the constraints have been successfully encoded in the two-form structure.
In general, Ωnh is an almost symplectic form, that is, it is non-degenerate and
non-closed. Thus we refer to the compressed system (T ∗S,Ωnh,Hc) as an almost
Hamiltonian system. However, there are non-integrable distributions which do give
rise to forms Ωnh that are closed. This is simply so because compression is a
generalization of symplectic reduction at the 0-level of simple mechanical systems.
Consider, e.g., the homogeneous Veselova system of [25]. For this system the config-
uration space Q is SO(3), the group G is S1, and the distribution D is the horizontal
space of the mechanical connection associated to the standard biinvariant metric
on SO(3). (The constraints are conserved quantities of the unconstrained system.)
Thus compression and symplectic reduction at 0 ∈ g∗ = R agree.
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3. Reduction of internal symmetries via truncation. We continue notation
and assumptions from Section 2.B. Thus π : Q → S is a G-principal fiber bundle
with connection form A. Additionally we assume that there is a Lie group H which
acts on S, through a linear representation on g, and by two different actions, l and
d, on Q. More precisely we require that
• π : Q→ S is l- and d-equivariant;
• A : TQ→ g is d-equivariant;
• l acts by internal symmetries, that is A.ζlY = 0 for all Y ∈ h.
The metric µ on Q is now supposed to be l-, d-, and G-invariant. This is the
abstraction of the situation encountered in Section 4.
In non-holonomic mechanics the relationship between symmetries and conserved
quantities is not obvious. (See [3].) While the momentum map for an external
symmetry group (the G- and d-actions) is generally not constant during the motion,
the momentum map associated to a internal symmetry (the l-action) is. This is the
non-holonomic version of Noether’s theorem which we state for further reference in
the following theorem that can be found in [1].
Theorem 3.1. Let H be an internal symmetry group of a non-holonomic system.
Then the momentum map JH : T
∗Q→ h∗ is constant during the motion.
By an internal symmetry of (Q,D, L) we mean an action by a Lie group H on Q
such that L is H-invariant and ζY ∈ D for all Y ∈ h. However, D is not required
to be H-invariant.
3.A. Compression in the presence of internal symmetries. Via the metric
we identify TQ and T ∗Q and the horizontal bundle D = A−1(0) is identified with
its image M ⊂ T ∗Q. Let µ0 denote the induced metric on S. As in Section 2.B
we denote the compressed Hamiltonian by Hc := H ◦ hl
A where hlA : TS → D is
the horizontal lift mapping. Recall also the projection ρ :M→M/G = T ∗S. The
following describes how the internal symmetries descend to the compressed system
(T ∗S,Ωnh,Hc).
Proposition 3.2. The following are true.
(1) The H-action d restricts toM, and ρ is equivariant with respect to the cotangent
lifted H-action on T ∗S.
(2) Ωnh is H-invariant.
(3) Hc and Xnh are H-invariant.
(4) JH = (Jl|M) ◦ hl
A where JH is the standard momentum map of the cotangent
lifted H-action on (T ∗S,ΩS) and Jl is the standard momentum map of the lifted
l-action on (T ∗Q,ΩQ).
(5) dJH .Xnh = 0.
Note that l does not necessarily restrict to an action onM and Jd (the momentum
map of the d-action) does not factor to JH .
Proof. (1) This is clear from the assumptions.
(2) Note that ΩS is clearly invariant. Further, JG is H-equivariant with respect
to the d-action since ζG : g→ TQ is d-equivariant by assumption, and the same is
true for hlA and K. That is, h∗〈JG ◦hl
A,K〉 = 〈h∗(JG ◦hl
A), h.K〉 = 〈JG ◦hl
A,K〉
for all h ∈ H , since h∗α = α ◦ h−1 for α ∈ g∗.
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(3) Since hlA is H-equivariant for the d-action and H is invariant the first point
is clear. For the second we use that also Ωnh is H-invariant whence
h∗Xnh = h
∗((Ωˇnh)
−1dHc) = ((h
∗Ωnh)
ˇ)−1h∗dHc = Xnh
for h ∈ H .
(4) Let Y ∈ h and (s, u) ∈ T ∗S = TS, then hlAq(ζY (s)) = ζ
l
Y (q) implies that
〈JH(s, u), Y 〉 = (µ0)s(u, ζY (s)) = µq(hl
A
q(u), ζ
l
Y (q)) = 〈Jl(hl
A(s, u)), Y 〉.
(5) This follows from the previous point and Theorem 3.1.
3.B. Truncation. By the above proposition the compressed system
(T ∗S,Ωnh, Xnh) is H-invariant and JH is a conserved quantity. Thus one would
be tempted to do almost Hamiltonian reduction. (See [20].) However, JH is not the
momentum map corresponding to Ωnh, that is, for Y ∈ h
i(ζY )Ωnh 6= d〈JH , Y 〉
in general. Thus the restriction of Ωnh to a level set of JH will not be a horizontal
form in general whence it does not factor to a reduced form on the ‘would be’ almost
symplectic quotient. (This is the situation for the Chaplygin ball problem treated
in Section 4.) To remedy the situation we truncate the 〈JG,K〉-term thus changing
Ωnh in a certain way that does not affect the equations of motion. In effect, we
will replace (T ∗S,Ωnh,Hc) by a different almost Hamiltonian system (T
∗S, Ω˜,Hc)
which has the same dynamics given by Xnh.
To motivate the construction notice that the obstruction to horizontality of the
restriction of Ωnh to a level set of JH is just
i(ζY )Ωnh − d〈JH , Y 〉 = i(ζY )Ωnh − i(ζY )Ω
S = −i(ζY )〈J,K〉.
So the vertical directions are problematic. On the other hand, we have for the
dynamics
dHc = i(Xnh)Ω
S − i(Xnh)〈J,K〉.
Thus we need to invent a device whereby we make the 〈J,K〉-term vanish upon
insertion of vertical vectors while it remains unchanged when contracted with Xnh.
In particular we need a way to distinguish Xnh from vertical directions. This calls
for a connection such that Xnh is horizontal.
Theorem 3.3. Suppose there is a connection σ ∈ Ω(T ∗S, h) of the principal bundle
T ∗S ։ (T ∗S)/H that satisfies σXnh = 0. (See Proposition 3.4.) Let χ : TT
∗S →
TT ∗S denote the horizontal projection associated to σ. Then the truncated form
Ω˜ := ΩS − 〈JG ◦ hl
A, τ∗SK〉 ◦ Λ
2χ
has the following properties.
(1) It is non-degenerate.
(2) It is H-invariant.
(3) i(Xnh)Ω˜ = dHc.
(4) i(ζY )Ω˜ = d〈JH , Y 〉 for all Y ∈ h.
Proof. Properties (1) and (2) are immediate. (Use that χ is H-equivariant for the
second.)
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(3) We need to show that Ω˜(Xnh, X) = Ωnh(Xnh, X) for all X ∈ X(T
∗S). If X
is horizontal then this is obvious. Suppose X is vertical, that is X = ζY for some
Y ∈ h. But then we have
〈JG,K〉(Xnh, ζY ) = 0;
this follows because
Ωnh(Xnh, ζY ) = dHc.ζY = 0
by H-invariance of Hc, and
ΩS(Xnh, ζY ) = −〈dJH .Xnh, Y 〉 = 0
by conservation of JH . Thus Ω˜(Xnh, ζY ) = Ω
S(Xnh, ζY ) = Ωnh(Xnh, ζY ).
(4) This is true since the truncated 〈JG,K〉-term vanishes, by construction, on
vertical vectors and JH is the canonical momentum map.
Note that the above proof relies on both decisive features of an almost Hamil-
tonian system with symmetries: it uses invariance of the Hamiltonian as well as the
conserved quantity.
When A is the mechanical connection on Q ։ S associated to the metric µ
then compression equals symplectic reduction at 0. Thus Ωnh = Ω
S is a true
symplectic form in this case and the H-action is Hamiltonian with momentum map
JH . Obviously, this is compatible with the truncation procedure in the trivial sense.
Thus we recover sympletic reduction in stages.
Of course, there may also be a connection σ˜ ∈ Ω1(Q, h) with the property that
Xnh ∈ ker τ
∗σ˜. If this is the case then one can replace σ in the theorem by τ∗σ˜ but
in general this seems to be too much to ask for. The analog of Proposition 3.4 does
not hold.
Thus to describe the dynamics of Xnh we may deal with the system (T
∗S, Ω˜,Hc)
which has the advantage that it not only admits H as a symmetry group but also
produces the desired momentum map. Now one can perform Hamiltonian reduction
([20]) with respect to the non-closed form Ω˜.
Now we address the question of existence of the auxiliary connection σ needed
for truncation. Consider the vertical space Ver(H) of the lifted H-action on T ∗S.
Define the sets
E = Xnh
−1(Ver(H)) and U = (T ∗S) \ E
and note that U is an open sub-manifold while E is the set of relative equilibria.
Proposition 3.4. The following are true.
(1) U and E are H-invariant and invariant under the dynamics of Xnh.
(2) On U there is a connection σ such that Xnh is horizontal.
Proof. (1) It suffices to show the assertions for E . Invariance under the H-action is
clear since Xnh and Ver(H) are H-invariant. Fix (s, u) ∈ E such that Xnh(s, u) =
ζY (s, u) for some Y ∈ h, and consider the curve c(t) = exp(tY ).(s, u). By H-
invariance the curve stays in E . We show that it is an integral curve:
c′(t) = ζY (exp(tY ).(s, u)) = exp(tY ).ζY (s, u) = exp(tY ).Xnh(s, u) = Xnh(c(t)).
(2) Consider the H-invariant sub-bundle of TU given by F = RXnh⊕Ver(H) where
Ver(H) is the vertical space of the induced H-action on U . Take an H-invariant
metric on U . Such a metric always exists since the action is proper. Now define a
horizontal sub-bundle by Hor(σ) = RXnh⊕F
⊥ where the orthogonal is taken with
respect to the metric. By construction Hor(σ) is an H-invariant complement of the
vertical space of the H-action on U .
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Consider a point (s, u) ∈ E . Clearly s′ = TτS .Xnh(s, u) = u where we identify
again T ∗S = TS via µ0. Since (s, u) ∈ E there is a Y ∈ h such that Xnh(s, u) =
ζTSY (s, u) whence u = ζ
l
Y (s). In the physical applications we have in mind it is true
that µ(ζlY , ζ
G
v ) = 0. Therefore, 〈JG(s, u), v〉 = µq(hl
A(u), ζGv ) = −µq(ζ
l
Y , ζ
G
v ) = 0
whence the 〈JG,K〉-term vanishes upon restriction to E . We can thus understand
the dynamics on (T ∗S,Ωnh,Hc) by treating (E ,Ω
S |E ,Hc|E) and (U , Ω˜,Hc|U) as
individual problems.
4. Example: Chaplygin’s rolling ball. The n-dimensional Chaplygin ball (n ≥
3) concerns a rigid ball that rolls on an n−1-dimensional table without slipping and
whose geometric center coincides with its center of mass. The mass distribution is
not assumed to be homogeneous.
By adjusting the units appropriately we assume the radius and the mass of the
ball both equal to 1. It is convenient to identify the table with Rn−1×{−1} whence
the motion of the center of the ball is given by a curve (x(t), 0) ∈ Rn−1×{0}.1 Let
e1, . . . , en denote the standard basis of R
n. The orientation of the ball at time t0
is determined by a unique element s(t0) ∈ SO(n) =: S that relates this basis to a
moving frame that is attached to the center of the ball and rotates with it. Thus
the configuration space of the system is
Q := S × Rn−1.
Consider a fixed marked point b on the surface of the ball. The motion of this point
is described by the curve
z(t) = (x(t), 0) + s(t).b.
The constraint of rolling without slipping is that the velocity of the contact point
is 0. For the contact point at time t0 we have that s(t0).b = −en whence z
′(t0) = 0
implies that
(x′(t0), 0) = s
′(t0)s(t0)
−1.en.
We put s′(t0)s(t0)
−1 = u˜ ∈ so(n)R where so(n)R is identified with the Lie algebra
of right invariant vector fields on S. In other words, the constraints are satisfied iff
(s′s−1, x′) ∈ D˜ := {(u˜, x′) ∈ so(n)R × R
n−1 : u˜.en = (x
′, 0)}.
Thus the set of allowed motions is described by the condition that the velocities in
the right trivialization (space frame) belong to D˜. If we define
A˜ : so(n)R −→ R
n−1, u˜ 7−→ u˜.en 7−→ −
n−1∑
a=1
〈ea, u˜.en〉E ea,
where 〈., .〉E denotes the standard inner product, then
D˜ = {(s, u˜, x,−A˜(u˜))} ⊂ S × so(n)R × TR
n−1.
The sign in the definition of A˜ is included so that the associated horizontal subspace
(see below) can be written in the usual way. Let
H := {h ∈ S : h.en = en}
with Lie algebra h, let 〈., .〉 denote the Killing form, and let h ⊕ h⊥ be the corre-
sponding decomposition of so(n). When appropriate we will identify H = SO(n−1)
and consider it as acting on Rn−1. In terms of matrix notation h⊥ corresponds to
1We will write row vectors but treat them as column vectors.
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the subspace of matrices that have non-zero entries only in the last column and
row. Let
Yα, Za, α = 1, . . . , dim h, a = 1, . . . , n− 1
denote an orthonormal basis that is adapted to this decomposition. Then, if the
basis is ordered and oriented in the right way, we may write A˜ = −
∑
a〈Za, .〉ea. It
will be convenient to work with the left trivialization (body frame). From now on
we trivialize TS = S × so(n) via the left trivialization. Consider the Rn−1-valued
one-form on S defined by
A : TS = S × so(n) −→ Rn−1, (s, u) 7−→ Ad(s).u = u˜ 7−→ A˜(u˜).
Via right multiplication we extend the basis Yα, Za to a frame on S:
ξα(s) := ζ
l
Yα
(s) = Ad(s−1)Yα and ζa(s) := ζ
l
Za
(s) = Ad(s−1)Za. (4.5)
The corresponding co-frame will be called ρα, ηa. We shall stick to the convention
of using lower case Greek letters α, β, γ to refer to Yα’s and lower Latins a, b, c for
Za’s. In this frame the form A ∈ Ω
1(S,Rn−1) reads
A = −
n−1∑
a=1
ηaea.
For n = 3 one can get the same formula for A as in [8] by inserting appropriate
signs which corresponds to rearranging the basis. All such choices cancel out in the
subsequent.
Let I denote the inertia tensor that describes the mass distribution of the ball.
Then the appropriate metric on Q is the product metric µ = 〈I., .〉+ 〈., .〉E and the
Lagrangian of the system is the kinetic energy function associated to µ. Thus the
Chaplygin ball is the non-holonomic system described by the triple
(Q,D, 12 || · ||µ) (4.6)
where D is the sub-bundle defined by
D = {(s, u, x,−As(u))} ⊂ S × so(n)× TR
n−1.
Notice that the kinetic energy of the system is left invariant while the distribution
that describes the constraints is right invariant. The system (4.6) is invariant under
the Lie group action given by addition of Rn−1 on the Rn−1-factor of Q. Clearly, D
defines a connection on the principal bundle Rn−1 →֒ Q։ S with connection form
A ∈ Ω1(S,Rn−1). Thus (4.6) is a G-Chaplygin system in the sense of Section 2
with G = Rn−1. Moreover, A has the following properties.
(1) A(hs, u) = hA(s, u) for all h ∈ H and (s, u) ∈ TS, that is, D is invariant under
the diagonal H-action.
(2) H acts by internal symmetries, that is, A.ζlY = 0 for all Y ∈ h.
(3) A(sg−1,Ad(g)u) = A(s, u) for all g ∈ S and (s, u) ∈ TS.
These properties have a physical meaning. Property (1) says that the constraints
are invariant under simultaneous rotation of the space frame and the ball about the
vertical axis. The second says that rotation of the ball about the vertical axis is
an allowed motion. The third states that the system is invariant with respect to
rotations of the space frame. Notice also that properties (1) and (2) correspond to
the compatibility conditions stated at the beginning of Section 3.
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4.A. The compressed system. As stated above the Lagrangian L of the system
is the kinetic energy associated to µ. This Lagrangian is non-degenerate whence we
are in the situation of Section 2, and we will denote the corresponding Hamiltonian
by H. For ease of notation we will write V := Rn−1.
Let ΩQ be the canonical symplectic form on T ∗Q. In accordance with Section 2.B
we describe now the compression of the system (Q,L,D = {(s, u;x,−As(u))}). We
will henceforth identify
T ∗S = TS = D/V (4.7)
via the induced metric µ0. The compressed Hamiltonian reads
Hc(s, u) =
1
2 〈u, Iu〉+
1
2 〈As(u),As(u)〉,
and note that Hc is invariant under the induced H-action on TS. (This action has
various equivalent descriptions – see Proposition 3.2.) The Hamiltonian Hc is the
sum of a left- and a right-invariant factor. Systems of this type are sometimes called
L+R-systems. See [11].
According to Section 2.B the compressed almost symplectic form on TS is of the
form
Ωnh = Ω
S − 〈JV ◦ hl
A, dA〉 = ΩS + 〈A, dA〉.
It will be convenient to introduce the following set of functions on TS:
lα(s, u) = ρ
α
s (u), l˜α(s, u) = lα(s, Iu), and ga(s, u) = η
a
s (u), g˜a(s, u) = ga(s, Iu)
where ρα, ηa denotes the co-frame associated to (4.5). These functions have a
physical meaning; lα, ga are the components of angular velocity in the space frame
and l˜α, g˜a are those of angular momentum about the center of mass also in the
space frame. We may thus write the canonical symplectic form as
ΩS = −d
(∑
l˜αρ
α +
∑
(g˜a + ga)η
a
)
. (4.8)
(Remember that the identification of TS with its dual is via µ0.) The formulas
dρα = 12
∑
cαβγρ
β ∧ ργ + 12
∑
cαabη
a ∧ ηb and dηa =
∑
caβbρ
β ∧ ηb (4.9)
will be used very often; here the summation is over repeated indices and c... are the
structure constants. The compressed form thus becomes
Ωnh = Ω
S +
∑
gac
a
βbρ
β ∧ ηb. (4.10)
Via the trivialization we write the non-holonomic vector-field Xnh = (Ωˇnh)
−1dH on
TS as
Xnh(s, u) = (s
′(s, u), u′(s, u)) ∈ so(n)× so(n).
Using right invariant vector fields we thus have that
s′ =
∑
lαξα +
∑
gaζa. (4.11)
This is just the first half of Hamilton’s equations which says that s′ = u.
According to Proposition 3.2 the momentum map associated to the l-action com-
presses to the standard momentum map
JH : TS −→ h
∗ =〈.,.〉 h, (s, u) 7−→
∑
l˜α(s, u)Yα
with respect to the lifted H-action on (TS,ΩS). Furthermore, we have the conser-
vation law dJH .Xnh = 0.
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4.B. Truncation. We are now in the situation of Section 3.B. Namely one can
verify that the conserved quantity JH is not the momentum map with respect to
Ωnh. Thus Ωnh does not factor to a two form on quotients of the type J
−1
H (λ)/Hλ.
Therefore, we need to change Ωnh in a certain way.
According to Theorem 3.3 we have to find a connection σ on the principal bundle
TS ։ (TS)/H such that Xnh is horizontal. This means that χ(Xnh) = Xnh where
χ : T (TS)→ T (TS) is the associated horizontal projection. Let us also trivialize
T (TS) = T (S × so(n)) = TS × T so(n) = S × so(n)× so(n)× so(n)
via left-multiplication. Then σ has to be of the form
σ =
(∑
(ρα + fαa η
a)⊗ ξα, 0
)
where the fαa = f
α
a (s, u) are unknown functions. Thus
χ =
(
−
∑
fαa η
a ⊗ ξα +
∑
ηa ⊗ ξa, id so(n)
)
.
The condition that Xnh be horizontal becomes
lα = −
∑
fαa ga. (4.12)
In accordance with Proposition 3.4 this is solvable on the complement of the set
E = (Xnh)
−1(h× {0}) = {ga = 0} ⊂ TS.
However, for convenience of exposition we restrict to the somewhat smaller set U ′ :=
{(s, u) : ga(s, u) 6= 0} ⊂ E
c. One particular choice for χ that solves equation (4.12)
is
χ =
(
1
n−1
∑
lα
ga
ηa ⊗ ξα +
∑
ηa ⊗ ξa, id so(n)
)
.
(In fact, since χ has to be H-equivariant one does not have so much freedom here.
Choosing fαa = −
lα
ga
δ1a solves (4.12) but does not yield an equivariant χ, for exam-
ple.)
Our strategy will now be to truncate 〈J,K〉 using χ. This truncation will be
well-defined on U ′ only. However, it will be obvious how to extend the result to a
two-form on the whole space.
When n = 3 the truncated form is especially easy to compute. (For notational
reasons we make the convention that a = 1, 2 and α = 3 whence the basis receives
the appelation Z1, Z2, Y3.) Indeed,
〈J,K〉(χζ1, χζ2) = −
∑
gac
a
αbρ
α ∧ ηb(χζ1, χζ2) = l3 =
1
2
∑
cαablαη
a ∧ ηb(ζ1, ζ2).
Thus we can replace 〈J,K〉 with the semi-basic two form
〈˜J,K〉 := 12
∑
cαablαη
a ∧ ηb
which is obviously well-defined on the whole space and also makes sense for n > 3.
However, notice that 〈˜J,K〉 6= 〈J,K〉 ◦ Λ2χ for n > 3. They agree only on a
set of measure zero and the truncated form is not defined on the whole space. The
point is that the contraction with Xnh does not see this difference whence we may
use 〈˜J,K〉.
Now we notice that 〈˜J,K〉 can be written in terms of well known geometric
objects. Namely, let
Ω˜ := ΩS − 〈˜J,K〉 = ΩS − 〈L,Curvω〉
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where L =
∑
lαYα and Curv
ω ∈ Ω2(S, h) is the curvature of the standard H-
connection ω =
∑
ρα⊗Yα. Thus L is the one-form ω viewed as a function TS → h.
Theorem 4.1. The system (TS, Ω˜,Hc) has the following properties.
(1) Ω˜ is almost symplectic and H-invariant;
(2) i(Xnh)Ω˜ = dHc;
(3) JH is a momentum map of the H-action on (TS, Ω˜).
Proof. Clearly Ω˜ is non-degenerate, and the term 〈L,Curvω〉 is H-invariant because
ambiguities in the pairing cancel out. The third assertion is also obvious since
i(ξα)Ω˜ = i(ξα)Ω
S = 〈dJH , Yα〉.
Thus it remains to show that
i(Xnh)〈J,K〉 = i(Xnh)〈L,Curv
ω〉.
Notice that 〈J,K〉(Xnh, ξα) = 0 by the proof of Theorem 3.3. Equating on ω-
horizontal vector fields and using formula (4.11) for Tτ.Xnh yields
〈J,K〉(Xnh, ζc) = −
∑
gac
a
αbρ
α ∧ ηb(Xnh, ζc) = −
∑
caαcgalα.
On the other hand:
〈L,Curvω〉(Xnh, ζc) =
∑
a<b
lαc
α
abη
a ∧ ηb(Xnh, ζc) =
∑
cαacgalα
where we have used that
Curvω = dω − 12 [ω, ω] =
∑
dραYα −
∑
α<β
ρα ∧ ρβcγαβYγ
=
∑
β<γ,b<c
(cαβγρ
β ∧ ργ + cαbcη
b ∧ ηc)Yα −
∑
α<β
ρα ∧ ρβcγαβYγ
=
∑
b<c
cαbcη
b ∧ ηcYα
which follows from formulas (4.9).
The theorem thus provides a particular choice of a truncating two-form. When
n = 3 this is the only possible choice. Indeed, this is so because a two-form in
three dimensions is already fixed by specifying its contractions (to one-forms) with
respect to two transversal vector fields. The two vector fields are Xnh and the
infinitesimal generator of the H-action. Of course, one is really only interested in
the point-wise tangent projections of these vector fields. Indeed, to tie this to [14]
notice that the two-form −i(Xnh)ν defined in [14] is just 〈J,K〉 − 〈L,Curv
ω〉; the
form ν = ρ1 ∧ η1 ∧ η2 is the standard volume form on S = SO(3).
In higher dimensions, however, there will be many different possibilities, and it is
not clear whether these are all on an equal footing. For example, are there choices
which yield a form Ω˜ which becomes (conformally) closed after restriction to a level
set of JH while this is not true for other choices?
The existence of Ω˜ in the above proposition allows to replace the triple
(TS,Ωnh,H) with the triple (TS, Ω˜,H). This leaves the dynamics unaltered but
has the advantage that the conserved quantity JH is now the momentum map as-
sociated to the H-symmetry. We can thus do (almost) Hamiltonian reduction and
pass to the quotient J−1H (O)/H where O ⊂ h
∗ is a coadjoint orbit.
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Corollary 4.2 (The ultimate reduced phase space). Let O ⊂ h∗ be a coadjoint
orbit. Then
J−1H (O)/H
∼= TSn−1 ×Sn−1 (S ×H O)
where the isomorphism depends on the mechanical connection on S ։ S/H asso-
ciated to the metric µ0. In particular, J
−1
H (O)/H is isomorphic to a bundle over
TSn−1 with fiber O.
Proof. This follows from the usual argument involving the mechanical connection
and the locked inertia tensor associated to µ0.
Let λ ∈ O. Since H ×Hλ J
−1
H (λ)
∼= J−1H (O) where Hλ is the stabilizer subgroup
at λ we can also do point reduction to arrive at the same reduced space, that is,
J−1H (λ)/Hλ = J
−1
H (O)/H . This implies the following corollary.
Corollary 4.3. When I = 1 Chaplygin’s ball is Hamiltonian after reduction by H.
Proof. In this case L = JH and closedness follows from the Bianchi identity for the
curvature form.
We stress that truncation is necessary even in the homogeneous case. This is
due to the fact that D is never the horizontal space of the mechanical connection
associated to µ. Once the non-holonomic two-from Ωnh has been altered one can
perform reduction and it is only then that the system becomes Hamiltonian. This
should be compared with [8, Section 3.3]. See also the remarks in Section 5.
4.C. Hamiltonization of the 3-dimensional ball. Let n = 3. Consider the
metric isomorphism Φ := (µ0)
ˇ = I + A∗A : TS → T ∗S =〈.,.〉 TS, (s, u) 7→ Iu +∑
ga(s, u)Ad(s
−1)Za. Define
f(s) = (detΦs)
− 1
2 where s ∈ S.
Because of H-invariance f drops to a function S2 → R.2
Proposition 4.4 (Hamiltonization). Let λ ∈ h∗ ∼= R. Then d(f Ω˜)|J−1
H
(λ) = 0.
Proof. Let ι : J−1H (λ) →֒ TS be the inclusion. Notice that
ι∗d(f Ω˜) = ι∗(df ∧ ΩS − df ∧ 〈L,Curvω〉 − fd〈L,Curvω〉) = 0
⇐⇒ df ∧ θS − f〈L,Curvω〉 is closed on J−1H (λ).
Since µ0 is H-invariant it follows that ξα.Φ = 0 and using the derivation property
of the determinant function we find that
df = − 12 (detΦ)
−
3
2 det(Φ)
∑
Tr(Φ−1ζa.Φ)η
a = − 12f
∑
Tr(Φ−1ζa.Φ)η
a.
Computing the trace with respect to the orthonormal basis Ad(s−1)Yα,Ad(s
−1)Za
gives
Na := Tr(Φ
−1ζa.Φ) = −2
∑
〈Φ−1cαabAd(s
−1)Yα,Ad(s
−1)Zb〉.
2This function was called ρµ in [5, Section 3] and has also been considered in [10] in the context
of higher dimensional Chaplygin systems.
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Actually α = 1 and a = 1, 2 because n = 3. However, for notational reasons we
will make the convention that α = 3. The basis of so(3) is thus called Z1, Z2, Y3.
Therefore,
df ∧ θS − f〈L,Curvω〉
=f
(
− 12
∑
Naη
a ∧ (l˜3ρ
3 + (g˜b + gb)η
b)− l3η
1 ∧ η2
)
=− f
(
1
2
∑
Nal˜3η
a ∧ ρ3 + (12 (N1(g˜2 + g2)−N2(g˜1 + g1)) + l3)η
1 ∧ η2
)
Notice that that the first term in this expression, − 12f
∑
Naη
a ∧ l˜3ρ
3 = df ∧ l˜3ρ
3,
becomes closed upon restriction to a level set of JH = l˜3Y3. For the middle term, a
short calculation using that n = 3 now shows that
N1(g˜2 + g2)−N2(g˜1 + g1) = −2l3 − 2〈Φ
−1Ad(s−1)Y3,Ad(s
−1)Y3〉l˜3.
Therefore,
f(12 (N1(g˜2+g2)−N2(g˜1+g1))+l3)η
1∧η2 = −f〈Φ−1Ad(s−1)Y3,Ad(s
−1)Y3〉l˜3η
1∧η2
which is also closed when restricted to a level set of JH = l˜3Y3.
This approach gives a symplecto-geometric explanation of the formulas in [4, 5].
Note in particular that the proof involves rather little computation.
Unfortunately the above proof relies very heavily on the fact that n = 3. How-
ever, it is designed so that, in principle, all the expressions also make sense in higher
dimensions. It is hoped that this approach can also be useful in studying cases of
Hamiltonization in dimensions n > 3. Indeed, it would be very nice if these tech-
niques could be used to give a useful characterization of those inertia matrices I and
values of JH which yield a system that is Hamiltonizable after reduction by H .
5. Comments and conclusions. One of the goals of this paper was to work out
the reduction of G-Chaplygin systems with respect to additional internal symme-
tries modeled by a Lie group H subject to the compatibility conditions described in
Section 3. The first step was to describe the compression to an almost Hamiltonian
system (T ∗S,Ωnh,Hc) in the presence of internal symmetries. A construction that
is similar to this step can also be found in [22, 21]. The novelty in the truncation
procedure is that we can reduce the dynamics of the system to a coadjoint bundle
over T ∗B = T ∗(S/H) and reproduce the structure of an almost Hamiltonian sys-
tem. This gives a general answer to a question posed for the special case of the
3-dimensional Chaplygin ball problem in [9, Section 4.1].
The main technical step in our reduction procedure is called truncation. This
involves a choice of a principal bundle connection σ on T ∗S ։ (T ∗S)/H such that
the non-holonomic vector field Xnh is horizontal. The name is chosen because,
effectively, we use the connection σ to cut off all the information contained in
the 〈J,K〉-term that is not seen by the dynamics but presents an obstruction to
reduction.
In Section 4 we apply this reduction procedure to the n-dimensional Chaplygin
ball problem. Thus we write the system as an almost Hamiltonian system on a
coadjoint bundle over T ∗(Sn−1). In particular we derive a symplectic proof of the
remarkable result of [4, 5] on the Hamiltonizability of the 3-dimensional Chaplygin
ball.
Furthermore, we can also deal with the n-dimensional homogeneous Chaplygin
ball. In Corollary 4.3 we show that this system is Hamiltonian after reduction of
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internal symmetries (but not at the compressed level). From the mathematical
point of view this is a non-trivial conclusion: even in the homogeneous case the
connection D does not coincide with the mechanical connection associated to µ,
whence one cannot employ usual symplectic reduction techniques to construct the
reduced phase space. In fact, [8] have shown (for n = 3) that the problem is not
even Hamiltonizable (i.e., conformally symplectic) at the compressed level. Thus
one has to use truncation to eliminate the internal symmetries, and it is only then
that the system becomes Hamiltonian. On the other hand, the result is obvious
from a physical perspective: Consider the big phase space T ∗Q = T ∗(S × Rn−1)
and the Hamiltonian H of the ball. Let XH denote the Hamiltonian vector field
associated to H with respect to the canonical symplectic structure on T ∗Q. This
is the homogeneous n-dimensional ball that rolls on a horizontal table without
constraints. If this ball happens to satisfy the no-slip condition at one time instant
it will also have to satisfy the constraints for all future and past time; it cannot
accelerate and will roll on a straight line. The point is that this physical fact
cannot be described in the framework of existing reduction theories: either one
does symplectic reduction of the free system but then one cannot describe the
constraints, i.e., the space D (which could be viewed as necessary initial conditions),
within this process; or one does compression which captures the constraint space D
but destroys the Hamiltonian feature of the system. Hence the need for truncation.
See Corollary 4.3.
The truncation of Ωnh is an example of a more general procedure in which one
consistently replaces the almost Hamiltonian system (T ∗S,Ωnh,Hc) by (T
∗S, Ω˜,Hc).
Even though both systems define the same vector field on T ∗S, there may an ad-
vantage in working with Ω˜. (For instance, one may be conformally symplectic while
the other is not.) This is the idea of adding an affine term to Ωnh which seems
to go back to [23], has been formalized in [8], and successfully used in [14]. An
affine term is a semi-basic two form on T ∗S which vanishes when contracted with
Xnh. The problem is how to choose the affine term. In the special case of inter-
nal symmetries the situation is easier as the symmetries provide extra information.
Notice that in Section 4.B we used the truncation to find our choice of affine term.
In Theorem 4.1, however, we did not use the truncated two-form 〈J,K〉 ◦ Λ2χ, but
rather another form that we found to be more convenient. Thus it is important
to remember that one has many different possibilities here and the truncation is
just a means to find one particular choice. More generally, the idea of modifying
Ωnh seems to be important also for systems without internal symmetries (such as
the rubber ball) but a systematic treatment is not known. The Dirac reduction
techniques (which do not use internal symmetries) developed in [15] could provide
a starting point, but it seems to us that one encounters the same difficulties as in
compression.
The study of other non-holonomic systems, including the rubber ball, with this
perspective is work in progress.
Thanks. We would like to thank the referees for their detailed reports and many
constructive suggestions.
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