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Résumé
Les ondes radar de surface sont définies comme étant la partie des ondes 
de volume qui se propage sur l’interface entre deux milieux. Cette partie du 
milieu de propagation est la plus ciblée par l’auscultation en génie civil. Une 
étude de caractérisation de ces ondes s’avère alors indispensable et préalable 
à toute mesure les employant, ce qui représente l’objectif de cette thèse. On 
procède d’abord à la caractérisation des ondes radar de surface (ORS) par la 
simulation numérique à des fréquences centrées à 300, 400, et 500 MHz. Les 
ORS sont visualisées dans un radargramme et leurs temps d’arrivée et ampli­
tudes sont obtenus afin de déduire de deux différentes façon leur profondeur 
de propagation. On a montré théoriquement que les ondes de surface couvrent 
suffisamment de volume du milieu pour le contrôle non destructif en génie ci­
vil. De plus, on montre que cette profondeur augmente lorsque les antennes 
réceptrice et émettrice sont plus écartées. Une variation significative de cette 
profondeur en fonction de la fréquence est également observée et expliquée. 
Cependant, afin de rendre possible ce travail de modélisation, une méthode 
de simulation numérique est développée dans le cadre de cette thèse. R s’agit 
d’une méthode nouvelle de simulation de la réponse GPR qui a l’avantage 
important de s’adapter facilement aux modèles du génie civil, par rapport à 
celles déjà appliquées dans le domaine du GPR pour la géophysique. La simu­
lation consiste à modéliser une radiation d’antenne à travers le milieu ausculté 
afin d’obtenir la réponse GPR. On montre que la méthode des éléments finis 
(FEM) est la plus avantageuse pour la simulation de la réponse GPR lors- 
qu’appliquée en génie civil. En raison de sa flexibilité de maillage, le temps 
de calcul est considérablement optimisé notamment lorsqu’on considère la na­
ture des matériaux de ce domaine. La résolution des modèles se faisant à une 
seule fréquence à la fois, les milieux dispersifs sont modélisés plus aisément 
suivant cette méthode. Pour l’analyse des ORS, le traitement du signal dans 
le domaine temporel est une procédure indispensable pour les objectifs en 
question. Une méthode de traitement de signal est alors développée basée sur 
la dérivée de la phase spectrale. R sera prouvé que cette méthode est la seule 
valable pour le calcul des temps d’arrivée d’un signal quelconque de radiation. 
Une méthode d’inversion est appliquée pour calculer l’indice de réfraction, qui 
est trouvé clairement proche à sa valeur prévue. La légère différence est ex­
pliquée par l’incertitude déduite de la distribution normale des fluctuations
ix
de la phase spectrale. Finalement, pour confirmer la valeur de la profondeur 
de propagation des ORS, des essais de laboratoire sont élaborés sur un banc 
de sable de dimensions adéquates et monté de façon à permettre le contrôle 
de sa teneur en eau. La variation de la teneur en eau dans le sable et son 
gradient surtout seront utilisés pour distinguer la profondeur couverte par 
ces ondes dans leur propagation. L’étude démontre que les ondes de surface 
peuvent couvrir toutes les profondeurs visées par les tests non destructifs en 
génie civil, ce qui les rend intéressante à exploiter dans ce domaine. On parle 
d’une valeur entre 10 cm et prés de 30 cm de profondeur de propagation, qui 
variable de façon contrôlable.
x
I Introduction
Alors que la demande pour des infrastructures sécuritaires et en bon état est 
en croissance au Canada, les fonds disponibles ne permettent pas la réparation 
immédiate de toutes les infrastructures en service. Le ” Guide national pour des 
infrastructures municipales durables : règles de l’art et innovations ” , élaboré en 
2004, est un outil de prise de décision qui aidera les municipalités à déterminer les 
besoins, à évaluer les solutions, à allonger la vie utile des éléments d ’infrastructure 
existantes et à optimiser le rendement des investissements.
Toutefois, la mise en place de systèmes de gestion repose sur la connaissance 
précise de l’état de dégradation des infrastructures. Les techniques d ’auscultation 
non destructives sont donc devenues extrêmement importantes en génie civil car elles 
constituent une étape incontournable au diagnostic des ouvrages. Ces techniques 
peuvent en effet détecter les problèmes bien avant que ceux-ci n ’atteignent un état 
critique, et engendrer ainsi des retombées économiques indéniables.
Aujourd’hui, on réalise combien le manque de connaissance dans le domaine de 
l’auscultation des infrastructures de génie civil freine l’efficacité des systèmes de 
gestion. Les recherches dans ce domaine stratégique pour le Canada nécessitent un 
renforcement urgent car les technologies disponibles sont nettement insuffisantes par 
rapport à la demande industrielle et ne sont pas encore adaptées aux besoins des 
ingénieurs.
La recherche proposée dans cette thèse s’insère parfaitement dans ce contexte, 
qui englobe l’évaluation non destructive des ouvrages de béton. Il s’agît d ’appliquer 
la technologie du radar pénétrant pour détecter les zones de détérioration potentielle 
ou avancée et en estimer l’étendue.
Le radar pénétrant (GPR : Ground Penetrating Radar) est appliqué pour l’aus­
cultation des infrastructures par d ’innombrables techniques. Elles sont généralement 
basées sur l’interprétation des ondes réfléchies par des cibles localisées en dessous de 
la surface du béton à différentes profondeurs. La technique proposée dans cette re­
cherche diffère des techniques actuelles du fait qu’elle n’exige pas d ’objets réflecteurs 
pour obtenir l’information. Il s’agit de la technique des ondes radar de surface 
(ORS).
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Le but de cette thèse représente principalement l’évaluation de la profondeur de 
propagation des ondes radar de surface afin de prouver leur utilité pour le NDT en 
génie civil. Peu de recherches sont poursuivies pour caractériser ces ondes. L’initia­
tive prise dans ce projet de thèse aboutira à une contribution importante dans le 
génie civil particulièrement et le domaine du GPR en général. Cette contribution 
pourra aussi bien couvrir la recherche dans la physique de propagation des ondes. 
Une deuxième contribution est proposée dans cette thèse portant l’application de la 
méthode des éléments finis (FEM) pour la simulation de la réponse GPR, plus avan­
tageuse que les méthodes courantes utilisées. Une méthode d ’analyse de signal GPR 
est développée dans le domaine spectral pour avancer le traitement au moyen de la 
phase spectrale et le calcul des incertitudes, ce qui représente en tel, une contribution 
à citer.
Dans le chapitre II du présent document, l’introduction du GPR pour le domaine 
du génie civil sera justifiée en trois étapes. La première décrit les plus importants 
mécanismes et anomalies mis en cause dans la détérioration des ouvrages en béton. 
La deuxième discute globalement des différentes applications actuelles du GPR pour 
l’auscultation des structures. La troisième traite d ’un sujet important concernant les 
facteurs qui gèrent directement la propagation des ondes radar dans le béton, soit 
les propriétés diélectriques de ce dernier. On aborde en suite une discussion sur les 
techniques adoptées à ce jour pour la modélisation numérique de la réponse GPR, 
qui représente un chapitre dominant dans cette technologie. Il sera ensuite question 
de sélectionner la méthode de simulation la plus adéquate pour les objectifs de la 
présente thèse. Les techniques décrites sont celle du tracé de rayon, des différences 
finies dans le domaine temporel et des éléments finis.
Une synthèse sera élaborée sur l’état des connaissances actuelles au sujet des 
ondes radar de surface. Cela représentera les traités proposés par les physiciens 
d ’une part, basés sur une formulation mathématique du phénomène de propagation 
en tenant compte de la théorie électromagnétique. D’autre part, on discutera des 
travaux antérieurs sur ce type d ’ondes menées par les chercheurs en géophysique 
appliquée. Une méthodologie de la recherche proposée sera présentée en mentionnant 
les objectifs détaillés ainsi que leur originalité dans le domaine.
La première étape dans cette thèse est entamée au chapitre III, où une méthode
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de simulation de la réponse GPR est développée pour les objectifs de cette thèse. 
En effet, afin de simuler les ORS, la méthode FEM s’avère la plus avantageuse. Elle 
est décrite et validée par l’étude de cas importants. Au chapitre IV, la méthode de 
traitement de données employée pour les ORS est développée est décrite avec des cas 
de simulation. L’étude des ORS est complétée au chapitre V par la simulation et au 
chapitre VI par les mesures expérimentales. Avec les deux méthodes, on démontre 
qu’une technique GPR basée sur les ORS appliquée en génie civil résout plusieurs 
difficultés dans le domaine de l’auscultation.
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II Synthèse et état de l’art
II. 1 Dom aine du Radar pénétrant (G PR) pour le génie civil
II.1.1 Préambule
Le béton est le matériau le plus utilisé pour la construction des infrastructures 
en génie civil. C’est un matériau d ’extrême rigidité pouvant supporter des charges 
énormes mais dont la durabilité ne dépasse généralement pas 100 ans. Les composés 
chimiques du béton sont vulnérables à plusieurs réactions pouvant menacer son 
état de santé et causer, avec le temps, de néfastes détériorations. Il est important de 
connaître les différents types de détérioration du béton afin de faire l’expertise exacte 
de son état et mener des réparations bien ciblées. Parmi les plus importantes cause 
de détérioration du béton, on cite la corrosion des armatures, la présence de nids 
d ’abeilles, le cycle de gel-dégel, la réaction alcali-granulat et les attaques chimiques.
II. 1.2 Différentes détériorations du béton 
Détérioration par corrosion des armatures
La corrosion des armatures de renfort représente une des plus fréquentes causes de 
détérioration du béton d ’enrobage dans les infrastructures. Il s’agît d ’un processus 
chimique qui forme de la rouille autour des armatures d ’acier corrodé menant à un 
gonflement puis fissuration sous contrainte interne.
Ce mécanisme est amorcé par les conditions environnantes qui causent une mi­
crofissuration initiale (cycle de gel-dégel, écaillage, fatigue sous l’action permanente 
des charges excessives, etc.). Cette microfissuration permet la pénétration des agents 
de corrosion comme le dioxyde de carbone (carbonatation) ou les chlorures (Cl-) en 
présence de l’eau. Il s’agit de la première phase du mécanisme appelée le stade de 
l’incubation.
L’étape qui suit débute à partir de l’oxydation de l’armature (dépassivation de 
l’acier) en contact avec la solution de Cl- ou de C02. La rouille rougeâtre dissoute 
dans l’eau interstitielle est formée autour de l’armature. Étant instable chimique­
ment, elle continue sa croissance en générant une contrainte interne par gonflement
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jusqu’à délamination, fissuration, voir même éclatement et décollement de l’enro­
bage dans des situations fréquentes. Dans la figure II. 1, on montre un exemple de 
détérioration par corrosion d ’armatures.
Figure II. 1 Décollement du béton d ’enrobage d ’un mûr après corrosion des
armatures.
Détérioration par cycle de gel-dégel
Ce mécanisme se produit à des climats où se trouvent des variations rapides et 
extrêmes de la température et cause des dégâts considérables au béton de peau. 
Lorsque la température oscille entre des valeurs au-dessus et en dessous du zéro de 
façon cyclique, on a gonflement répétitif à l’intérieur du béton dû au gel puis dégel 
de l’eau (la glace est plus volumineuse que l’eau liquide).
s
A long terme, le cycle de gel-dégel cause des fissurations dans le béton exposé à 
l’humidité, qui évoluent jusqu’à la détérioration. Dans la figure II.2, on montre un 
exemple de ce type de détérioration.
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Figure II.2 -  Exemple de béton détérioré par le cycle du gel-dégel [inspectape-
dia.com].
Affaissement en présence de nids d’abeilles
Les nids d ’Abeilles est une forme d ’imperfection dans le béton qui apparait au 
cours de sa préparation et qui représente une principale cause d ’affaissement sous 
l’action des charges [Kosmatka et al. (2004)]. Cette imperfection est généralement 
due à une mauvaise consolidation du béton frais dans son coffrage. Il s’agît d ’une 
procédure qui consiste à compacter le béton frais autour des ses éléments noyés et 
ses armatures, où on utilise généralement des méthodes de vibration mécanique.
Cependant, dans le cas d ’une mauvaise consolidation, les granulats restent ag­
glomérés ne permettant pas la pénétration de la pâte de ciment et causant ainsi des 
zones de forte porosité, ou des cavités internes (voir la figure II.3).
La détection de ces derniers se fait par les méthodes de contrôle de qualité et les 
méthodes de localisation des zones à fortes porosité. On cite pour cela la méthode 
radar appliquée sur des dalles de béton pour la détection des vides (voir la section
II.3 plus bas).
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Figure II.3 -  Les nids d ’abeilles dans un béton durci.
Détérioration par la réaction alcali-granulat RAG
La réaction alcali-granulat est une autre source majeure de détérioration du 
béton par gonflement interne. Ce type de détérioration est souvent rencontré dans 
les bétons de masse et s’amorce par une réaction entre des substances minérales 
présentes dans les granulats et les alcalis dilués dans la solution interstitielle du 
béton. Il existe deux types de réactions alcali-granulat, dont la plus néfaste est 
la réaction alcalis-silice (RAS) et la moins néfaste est la réaction alcali-carbonate 
(RAC).
La RAS est associée à la présence de silice instable ou mal cristallisés dans les 
granulats, ou encore à la présence de verres volcaniques artificiels. Ces derniers in­
teragissent aves les alcalis du béton humide pour former un gel qui gonfle générant 
ainsi des contraintes internes assez importantes pour fissurer le béton. La RAC est 
moins préoccupante, car les granulats contenant des carbonates sont plus rares. 
Il s’agit d ’une réaction se produisant majoritairement entre les granulats en dolo­
mite (carbonate de calcium et de magnésium) et les alcalis dans le béton humide. 
Les dégâts causés par la RAG s’observent, comme montré dans la figure II.4, sous 
forme de réseaux de fissures, de renfermement ou d ’écaillage des joints ou encore de 
déplacement de parties d ’un ouvrage [Kosmatka et al. (2004)].
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Figure II.4 -  Exemple de béton détérioré par la RAG [www.fhwa.dot.gov].
Détérioration par attaques chimiques
Les eaux acides peuvent plus ou moins présenter des agents d ’agression sur le 
béton, et ce dépendamment de la concentration et du type de leur acidité. Parmi les 
acides les plus agressifs, on cite l’acide sulfurique et l’acide chloridrique. Un béton 
exposé à une solution dont le pH est inférieur à 3 subit une dangereuse agression 
chimique à sa surface. Les acides rongent et lessivent les composés de calcium de la 
pâte de ciment, aussi bien que les granulats siliceux et les granulats de calcaire.
II.1.3 Techniques d’auscultation GPR
Principe de l’auscultation par le GPR
Un système GPR pour l’auscultation en génie civil est identique à un système 
GPR pour les applications géophysiques. Toutefois, les antennes les plus utilisées 
pour l’auscultation sont celles à des fréquences supérieures à 1 GHz.
Un système GPR comporte un émetteur générant un signal radar à transmettre 
vers l’antenne par laquelle il sera radié sous forme d ’onde radar. Une autre an­
tenne est disposée afin de capter l’onde réfléchie ou transmise. Cette onde sera en­
suite guidée vers le receveur qui, tout comme l’émetteur, est contrôlé par un déclic 
ou déclencheur (trigger) afin de synchronniser l’échantillonnage du signal temporel 
avant de l’envoyer au processeur pour l’acquisition des données puis leur affichage 
(figure II.5).
D S w -4R2y ■ A f lM A rBruit
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Figure II.5 -  Illustration des composantes d’un système GPR.
Les techniques GPR utilisées pour l’auscultation sont basées sur l’analyse de la 
réflexion d ’une impulsion radar émise. Cela dit qu’il est nécessaire de recevoir la 
réflexion de l’onde par un objet en dessous de la surface du béton (armatures de 
renfort, vides, canalisations, fond de la dalle, etc.) afin d ’avoir toute information. 
L’onde réfléchie est observée sous forme d ’une impulsion dans le signal reçu. Sa forme 
dépend des propriétés électromagnétiques du béton, notamment la permittivité.
Pendant une acquisition complète, des centaines de signaux sont enregistrés afin 
de former ce qu’on appelle un radargramme (figure II.6), dans lequel les impulsions 
apparaissent sous forme de traces de différentes formes (lignes horisontales pour les 
ondes directes, hyperboles pour les reflexions sur des objets, etc.). Après acquisition 
des données, on procède à leur interprétation qui représente l’étape finale de toute 
la procédure GPR. Généralement, dans le génie civil, on peut avoir comme objectif 
la localisation des objets dans le béton ou encore l’estimation de la qualité de ce 
dernier.
Différents exemples d’application
L’application du GPR pour le génie civil vise l’identification, la localisation et 
l’évaluation de deux principaux éléments dans le béton : les cibles ponctuelles et la 
détérioration étendue.
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Figure II.6 -  Exemple de données radar enregistrées in situ.
Les cibles peuvent représenter des éléments structurels comme les armatures 
d ’acier, des câbles ou des canalisations enfuies (figure II.7), comme elles peuvent 
représenter des anomalies détérioration, comme le décolement d ’une couche ou une 
fissure large, un vide ou un nid d ’abeilles. Une synthèse est exposée dans le livre 
[Daniels (2004)] couvrant les principales applications du GPR pour le génie civil.
Figure II.7 -  Exemple de localisation d ’éléments structurels dans un tablier de
pont [GPR Professional Services : http : / / www.gprps.com].
La détérioration est généralement détectée dans le béton sous forme de zones 
étendues porosité, de fissuration ou de désagrégation souvent infilitrées par des so­
lutions électrolytiques comme de l’eau saline (figure II.8). Elle est localisée majo­
ritairement sur la surface du béton (intrados ou extrados) et initiée par le cycle
de gél-dégel dans la plus part des cas, par la RAG ainsi que par la forte solicita­
tion cyclique et permanente que subit le béton. La détérioration est ensuite agravée 
par la corrosion des armatures et les attaques chimiques dans le milieu du béton. 
Dans la présente thèse, on développe une méthode dont l’objectif est la détection 
de détérioration uniquement.
L!
Figure II.8 -  Exemple de détection de la détérioration dans un tablier de pont
[GSSI : http : / / www.geophysical.com/].
On rapporte une importante application du GPR pour l’auscultation des ponts, 
notamment pour la localisation des armatures de renfort, de la canalisation, des 
joints et des ancrages [Daniels (2004); Annan (2003)]. La norme ASTM-D4748-98 
(1998) définit toute la procédure radar à poursuivre pour la détermination de l’épaisseur 
d ’un tablier de pont. La norme ASTM-D6087-97 (1997) fournit une procédure 
complète pour l’évaluation de la délamination après corrosion d ’armatures dans 
un tablier de pont. La détection des vides dans des dalles de pont a également été 
rapportée dans plusieurs travaux (figure II.9) [Daniels (2004)].
Dans le cas des autoroutes et des tunnels, des travaux similaires sont entretenus 
au moyen du GPR [Daniels (2004); Annan (2003); Maser (1996)]. On cite les re­
marquables réalisations en auscultation, par GPR, sur les vieux tunnels des chemins 
de fer britanniques conçus depuis un siècle. Dans ces travaux, la reconstitution des 
plans et des trajets des tunnels a été effectuée avec succès, ainsi que les épaisseurs 
et les déformations de leurs parois sous les contraintes [Daniels (2004)]. Cela a valu 




En outre, les mêmes méthodes ont également été appliquées pour des travaux 
d ’auscultation sur des bâtiments civils. Les livres de Daniels (2004) et de Annan
(2003) exposent plusieurs études de cas reliés aux bâtiments civils, que ça soit pour 
la reconstitution exacte des plans ou de la détection des défauts et anomalies cachés 
(zones d ’humidité, fissurations sévères, etc.).
3M *» in in s »  m» m
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Figure II.9 -  Exemple de détection d ’un vide dans une dalle de pont [Daniels
(2004)].
II. 1.4 Propriétés électromagnétiques des matériaux
Le béton, étant un matériau hétérogène, possède des propriétés diélectriques 
qui subissent des comportements complexes. La valeur de la permittivité relative 
du béton varie de 5 à 20 selon plusieurs facteurs [Pokkuluri (1998); Soustos et al. 
(2002)], dont les principaux sont la fréquence d ’oscillation du champ, la porosité 
et la perméabilité, la teneur en eau et en ions chlorure. On distingue chacun des 
facteurs par son effet particulier ou signature sur la permittivité.
Variation dans les fréquences EM
La permittivité d ’un milieu diélectrique varie considérablement par rapport à 
la fréquence. Cette variation est plus prononcée dans les fréquences proches à la 
résonance dipolaire, où la partie réelle décroît plus fortement, tandis que la partie 
imaginaire atteint une valeur maximale [Cole et Cole (1941)].
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Dans le cas du béton et à cause de sa composition complexe, il est difficile de 
prévoir sa fréquence de résonance dipolaire : ses ingrédients résonnent à différentes 
fréquences. Plusieurs techniques sont donc développées pour mesurer sa permittivité 
aux différentes fréquences pour différents facteursm notamment la teneur en eau 
et ions clhorure (Filali (2004), Filali et al. (2006),Filali et al. (2008), Shaw et al. 
(1993), Davis et al. (2003),Pokkuluri (1998)). On trouve que que sa partie réelle est 
toujours décroissante par rapport à la fréquence ce qui est montré dans la figure 
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Figure 11.10 -  Variation de la permittivité du béton en fonction de la fréquence
[Pokkuluri (1998)].
Effet de la porosité et de la perméabilité
La porosité et la perméabilité du béton sont les deux facteurs principaux affec­
tant directement sa permittivité. La porosité se traduit par l’existence de vides à 
l’intérieur du matériau sous forme de pores ou de microfissures. Les vides peuvent 
présenter environ 10% du volume du béton et sont toujours occupés par un fluide, 
qui présente alternativement de l’air ou de la solution interstitielle.
La permittivité de l’eau dans les fréquences micro-ondes est de 81 alors que celle 
de l’air est de 1. La variation de la teneur en eau étant plus importante dans un 
béton poreux, la constante diélectrique est donc plus variable.
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La perméabilité du béton se traduit par la facilité de la circulation d ’un fluide 
à travers son milieu. Elle est reliée à la connectivité des pores qui leur permet de 
s’échanger le fluide qu’ils emprisonnent. Par conséquent, la perméabilité accélère la 
variation de la constante diélectrique, car elle facilite la variation de la teneur en 
eau.
Le deuxième effet de la perméabilité sur la constante diélectrique est lié à l’aug­
mentation de la conductivité. Cela est évident, car la partie imaginaire de la per­
mittivité du béton est proportionnelle à la conductivité.
Effet de la teneur en eau et en ions chlorures
Le béton contient constamment une quantité d ’eau absorbée, en particulier dans 
le cas des infrastructures émergées. La permittivité du béton est affectée considé­
rablement par la teneur en eau, dont la permittivité est largement supérieure à celles 
de tous les autres ingrédients du béton.
Dans la figure II. 1.4, on montre la variation de la permittivité d ’un béton en fonc­
tion des fréquences pour différents niveaux de teneur en eau relative d ’un échantillon 
de béton. Une augmentation de l’humidité de 0 % à 12.92 % fait augmenter la par­
tie réelle de la permittivité du béton d ’environ 5 à plus de 10 (pour les fréquences 
proches de 700 MHz).
D’autres travaux montrent que la permittivité varie linéairement par rapport 
à la teneur en eau volumique [Shaw (1998)]. Mais le comportement distinctif de la 
permittivité dû à la variation de la teneur en eau est la diminution en fréquences dans 
la gamme entre 1 GHz et 20 GHz de manière quasi linéaire [Rhim et Büyükôztürk 
(1995)] et non linéaire pour la gamme entre 100 MHz et 1000 MHz [Bengey et al.
(1997); Soustos et al. (2002)] ; plus la teneur en eau est élevée dans le béton, plus la 
décroissance fréquentielle de la permittivité est forte.
L’électrochimie dans le béton est principalement favorisée par la présence d ’ions. 
Par conséquent, l’augmentation de la quantité de ces derniers dans la solution inter­
stitielle fait augmenter la conductivité électrique du béton, qui est proportionnelle 
à la partie imaginaire de la constante diélectrique. Toutefois, cette conductivité est 
aussi reliée à la perméabilité du béton ; la présence des ions (salinité) peut n’avoir 
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Figure 11.11 -  Illustration graphique de l’effet de la teneur en eau [Pokkuluri
(1998)].
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II.2 Simulation numérique de la réponse G PR
11.2.1 Préambule
Le présent rapport présente une synthèse théorique des méthodes utilisées pour 
la simulation de la réponse GPR. Il s’agit de simuler une impulsion radar émise 
par une antenne dans un environnement géophysique : antenne dans l’air proche de 
la surface d ’un sol (ou béton) stratifié ou simplement hétérogène. Dans notre cas, 
l’objectif principal de cette simulation est de pouvoir caractériser un béton à partir 
de la réponse GPR obtenue sous forme de radargramme.
Le présent travail consiste à décrire les trois méthodes de simulation numériques 
les plus utilisées pour l’électromagnétisme : la méthode de tracé de raies, la méthode 
des différences finies dans le domaine temporel (FDTD) et la méthode des éléments 
finis (FEM). Après comparaison entre ces trois méthodes, il sera question de savoir 
laquelle qui présente le plus d ’avantages (ie. flexibilité du maillage, considération 
des variations fréquentiels, vitesse d ’exécution, etc.) pour simuler la réponse GPR.
11.2.2 Notions et Définitions
La simulation numérique de la réponses GPR représente un important outil théo­
rique pour plusieurs domaines faisant usage de la technologie du GPR (géophysique, 
auscultation en génie civil, environnement, océanographie, etc.). Elle consiste à 
modéliser une excitation électromagnétique (impulsion radar) et sa réponse (réflex­
ions et transmissions) après avoir traversé un milieu quelconque.
La simulation de la réponse GPR est nécessaire pour :
1. comprendre le comportement physique de la réponses GPR de façon quanti­
tative.
2. prévoir la réponse et sa sensibilité aux changements des paramètres du milieu.
3. permettre l’interprétation théorique de problèmes plus complexes.
4. amélioration des méthodes de traitement des données afin d ’en extraire le plus 
d ’informations.
5. guider les essais GPR et prévoir leurs résultats.
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6. prévoir les performances requises des équipements à disposer ou à concevoir.
Cette simulation se fait habituellement suivant la voie traditionnelle illustrée 
dans la figure 11.12, qu’on décrit comme suit :
-  Introduire les équations de Maxwell, la distribution spatiale des propriétés 
physiques ainsi que les paramètres du système GPR (géométries, positions, 
configurations, etc.).
-  Un algorithme direct est exécuté par ordinateur en un certain temps de calcul.
-  Obtenir la réponse en une position donnée et en faire le traitement.
Une modélisation qui respecte l’ordre précédant est dite modélisation directe 
(obtenir la réponse à la connaissance des propriétés physiques). La modélisation 
faite suivant l’ordre inverse est dite inversion : obtenir les propriétés physiques à la 
connaissance de la réponse [Annan (2003)].
Toute simulation est caractérisée par son temps d ’exécution, qui doit être mini­
misé en manipulant plusieurs paramètres : algorithme d ’exécution, puissance d ’or­
dinateur, échantillonnage de l’imspulsion, complexité des propriétés physiques et 











Figure 11.12 -  Illustration de la modélisation directe.
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Il existe plusieurs méthodes de simulation numérique se faisant par différents 
algorithmes et appliquées selon les différents domaine. Pour la simulations de la 
réponse GPR, la méthode de tracé de raies et la méthode des différences finies dans 
le domaine temporel (FDTD) sont les plus fréquemment utilisées. Dans ce rapport, 
on introduit en plus la méthode des éléments finis, qui est fréquemment employée 
en électromagnétisme sans avoir été antérieurement adaptée au GPR.
II.2.3 Simulation par la méthode de tracé de raies
Dans cette méthode de simulation, toutes les raies possibles émises par une an­
tenne GPR sont tracées sous forme de chemins optiques à travers le milieu de pro­
pagation [Born et al. (1999)]. La forme des chemins optiques se déduit à partir des 
propriétés physiques du milieu et de ses interfaces externes (limites) et internes 
(couches ou autres).
La procédure doit respecter toutes les lois de l’optique géométrique (Snell-Dés- 
carte et Fresnel) en tenant compte de l’atténuation exponentielle. Les réponses, 
sous forme d ’un radargramme, sont obtenues après superposition de toutes les raies 
tracées. Le travail de Cai et McMechan (1995) présenté par la figure 11.13, la figure 
11.14 et la figure 11.15 est un exemple de simulation par tracé de raies d ’un milieu 
qui présente des contrastes dans le facteur de qualité (une propriété EM liée à la 
conductivité).
MDPOMT POSITION (M) 
20.0 300
2.0 3.0 3.3 3.9 38 4.0
OUAUTY FACTOR (Q)
Figure 11.13 -  Le milieu ou les réponses GPR sont simulées par tracé de raies
[Cai et McMechan (1995)].
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MIDPOINT POSITION (M)
RAYPATHS AT 5.0 M OFFSET
Figure 11.14 -  Les raies tracées à travers le milieu [Cai et McMechan (1995)].
MIDPOINT POSITON (U)
MIDPOINT POSITION (M)
Figure 11.15 -  Radargramme obtenu après simulation par tracé de raies
[Cai et McMechan (1995)].
Par cette méthode, on peut simuler séparément les deux composantes (TE et TM) 
du champ électromagnétique, simplifiant ainsi le calcul vectoriel tout en considérant 
les complexités liées au champ proche [Zeng et al. (1995)]. La réduction du temps 
de calcul est un avantage caractéristique de cette méthode par rapport aux autres. 
Toutefois, elle n ’est valable que pour des longueurs d ’onde très réduites comparées à 
la géométrie du système (épaisseurs de couches, distance de la source, cibles, etc.).
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II.2.4 M éthode des différences finies dans le domaine temporel
La simulation par la méthode des différences finies dans le domaine temporel 
(FDTD : Finite Difference Time Domain) a été développée pour simuler la propa­
gation des ondes EM [Yee (1966)]. Avec l’évolution des ordinateurs, notamment à 
partir des années 90, plusieurs travaux de simulation de la réponse GPR ont été 
élaborés, faisant usage de la FDTD [Wang et Tripp (1996); Bergmann et al. (1998); 
Holliger et Bergmann (2002); Lampe et al. (2003)].
Dans cette méthode, un domaine du modèle représente un ensemble de deux 
types de nœuds (électriques est magnétiques) formant ce qu’on appelle la grille 
alternée. La grille illustrée à la figure 11.16 est formée de mailles carrées reliant des 
nœuds de même type. A 2 dimensions, chacun des nœuds est entouré de 4 nœuds 
voisins de type différent.
On simule l’impulsion temporelle par une excitation initiale survenue à des nœuds 
de même type (électriques ou bien magnétiques). Ces derniers agiront chacun sur les 
nœuds voisins (de type différent) qui agiront à leur tour sur leurs voisins et ainsi de 
suite, l’excitation se propage dépendamment des propriétés du milieu. Cela donne 
la réponse GPR à chaque nœud du milieu après un certain temps de propagation, 
et ce sous forme de signal temporel.
Cette méthode présente l’avantage d ’être valide pour toutes les longueurs d ’onde, 
considérant ainsi les phénomènes de l’interférence, de la diffraction et de la dis­
persion. Elle fournit des impulsions dans le domaine temporel ce qui permet une 
meilleure visualisation des signaux radar (avantage caractéristique).
Cependant, le temps de calcul est long comparé aux autres méthodes, et aug­
mente d ’avantage avec le nombre de nœuds dans la grille. Cela représente le désa­
vantage majeur de cette méthode. De plus, la géométrie cubique de la grille alternée 
ne lui permet pas une flexibilité avec les interfaces courbées. Par conséquent, lorsque 
les géométries sont courbées, un plus grand nombre de nœuds est requis afin de main­
tenir la précision, ce qui amplifie encore le temps de calcul. Dans un cas pareil, une 
méthode employant une géométrie de maillage plus flexible est plus commode.
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Figure 11.16 -  Le concept de la grille alternée [Annan (2003)].
Un exemple de simulation numérique est présenté à la figure II.2.4 [Radzevicius et al. 
(2003)], modélisant une source sur une interface air/sol. Les fronts d ’ondes sont clai­
rement visualisés par la simulation (image à droite) et le radargramme obtenu à à 
partir d ’un balayage sur l’interface (image à gauche) révèle les traces de chacun des 
fronts d ’ondes.
Distança t|m)
Body & Head 
Waves Distinct
Body & Head 
Waves InterfereBody Wave
Radargram Snapshot
Figure 11.17 -  Exemple de simulation en FDTD [Radzevicius et al. (2003)]
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II .2.5 M éth od e des é lém en ts finis
Principe de la méthode La méthode des éléments finis (FEM : finite element 
method) est la méthode de simulation la plus répandue dans tous les domaines. 
Le maillage des milieux est sous forme de triangles en 2 dimensions (tétraèdres en 
3 dimensions) reliant des noeuds de même types (figure 11.18 et figure 11.19). On 
attribue à chaque nœud une valeur de champ électrique égale à l’amplitude d ’une 
onde sinusoïdale stationnaire. Cela dit que les résultats de la simulation s’obtiennent 
dans le domaine fréquentiel [Volakis et al. (1998)].
En plus de la validité de cette méthode pour toutes les longueurs d ’onde, la 
géométrie de son maillage lui donne une meilleure flexibilité que la FDTD (figure 
11.18), ce qui la rend particulièrement avantageuse. De plus, le fait que ses résultats 
ne s’obtiennent que dans le domaine fréquentiel ne représente pas un désavantage 
réel, car il suffit de faire la simulation à toutes les fréquences de l’impulsion. La 
réponse temporelle s’obtient par la transformée de Fourier inverse (IFFT) de la 
réponse spectrale constituée.
Dans la présente thèse, la simulation doit porter sur des milieux hétérogènes et 
aléatoires (comme le béton). Si on utilise la FDTD, elle exigera considérablement 
plus de temps de calcul à cause du maillage rectangulaire. La fléxibilité du maillage 
triangulaire représente un avantage pour la méthode FEM puisqu’il permet de 
mieux s’adapter aux formes courbées et aléatoires. De plus, cette dernière facilite la 
considération de la variation, dans les fréquences, des propriétés diélectriques. On 
a alors choisi de faire la simulation de la réponse G PR par la méthode 
FEM.
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Figure 11.18 -  Maillage triangulaire pour une simulation FEM en 2 dimensions
[Volakis et al. (1998)].
Figure 11.19 -  Maillage tétraédrique pour une simulation FEM en 3 dimensions
[Volakis et al. (1998)].
Formulation de la méthode FEM
La formulation de la méthode des éléments finis pour l’électromagnétisme est bien 
décrite dans le livre de Volakis et al. (1998). Il s’agit d ’une série de développements et 
de dérivations mathématiques à poursuivre afin de résoudre numériquement l’équa­
tion d ’onde dans un milieu diélectrique. Cette dernière est une équation différentielle 
dont l’inconnu est le champ électrique Ez(x,y)  (mode transverse magnétique TM). 
Elle a la forme :
—V • V E z(x, y) +  klerE z{x, y) =  0 (H I)
où l’opérateur nabla est V =  +  ÿjj^
k0 représente le vecteur d ’onde dans le vide.
Pour parvenir à la résolution de l’équation (II. 1) sur tout le domaine, la démarche
mathématique se résume par les étapes suivantes :
1. Maillage du domaine et détermination de sa fonction de base correspondante.
2. Dérivation de la formulation variationnelle de l’équation différentielle.
4. Transformation de la formule en un système d ’équations linéaire et dérivation 
de sa forme matricielle correspondante.
5. Assemblage de l’équation finale de chaque élément et imposition des conditions 
aux limites.
Pour une simulation par éléments finis en deux dimensions, le maillage trian­
gulaire est le plus répandu. Avec ce dernier, on considère que chaque élément est 
un triangle reliant trois nœuds, aux quels l’équation différentielle (II. 1) doit être 
satisfaite.
Afin de formuler analytiquement le maillage, on utilise la fonction Nf (x , y )  dite 
la fonction de base. Cette dernière prend une valeur unitaire au nœud i de l’élément 
e et une valeur nulle à tous les autres nœuds. Entre les nœuds, la fonction de base 
varie de façon linéaire si on a trois nœuds par triangle ou bien quadratique si des 
nœuds secondaires sont rajoutés aux milieux des segments (six nœuds par triangle), 
où la fonction prend également une valeur unitaire. On peut aussi avoir une varia­
tion d ’ordres supérieurs si on rajoute encore plus de nœuds à chaque segment. Une 
fonction de base linéaire s’exprime comme suit :




où Ae est la surface du triangle exprimé comme :
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\  [(*! -  A ) { v l  -  y \ )  -  (®3 -  x \ ) { v l  -  y{)} (n .3 )
et les coefficients de la fonction de base sont :
(11.4)
on note que les nombres i , j ,  k suivent la permutation cyclique.
L’expression du champ Ez(x, y) en termes de la fonction de base Nf(x,  y) permet 
sa discrétisation sur tout le domaine, lui donnant la forme :
où Ef  représente les valeus inconnues du champ électrique aux nœuds i = 1,2.3 de 
l’élément e.
Par ailleurs, afin de pouvoir imposer l’équation différentielle (II. 1) à chaque 
élément du domaine, il est nécessaire de la reformuler de façon variationnelle. En 
intégrant l’équation différentielle sur chaque élément et en substituant la distribution 
du champ discretisé ainsi que la fonction de base, la forme variationnelle s’exprime 
comme suit :




e = l  i = l
L’équation (II.6) représente un système 3 x 3 ,  car l’indice j  peut prendre les 
valeurs 1, 2 et 3. Si on suppose que h ■ V E z — 0, la reformulation matricielle du 
sytème donne l’équation suivante :
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/ A e A e12 A e ^^13 (E e^
A e21 A e22 ^23 E\ = 0
A e\ A31 A e32 ^33y \ Ev
où encore : A eUe = B e 
avec :
Ah =  +  C' CÎ) +  ^ r ~ ( i  +  S,,) (II.8)
avec : <5lJ =  1 si i=j et 0 sinon.
Pour l’obtention de l’équation (II.7), on a considéré que le nœud n ’appartient 
qu’à un seul élément. Or dans un maillage triangulaire, un nœud appartient à tous 
les éléments qui lui sont adjacents. Il est donc important de faire la somme des 
équations matricielles sur tous les éléments contenant le nœud. On appelle cette 
étape l ’assemblage de l ’équation finale qui a la forme :
Ne
J 2 AeUe = 0 (II.9)
6 — 1
où Ne est le nombre d ’éléments adjacents.
La dernière étape représente l’application des conditions aux limites, soient les 
propriétés à imposer au champ au contour du domaine. Dans cette étape, il est 
question de reconsidérer le terme de l’intégration sur le contour C  dans l’équation 
(II.6), afin de l’insérer dans l’équation matricielle (II.7). Pour cela, plusieurs condi­
tions sont disponibles, dont on cite la condition de Neumann (contour métallique) 
qu’on a utilisé, de Dirichlet, de continuité, de limite d ’impédance, etc. Ces dernière 
sont toutes détaillées dans le livre de Volakis et al. (1998).
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II.3 Ondes radar de surface
11.3.1 Préambule
Actuellement, les travaux de recherche traitant et exploitant les ondes radar de 
surface sont majoritairement empiriques ne s’appuyant pas sur une base théorique 
solide des propriétés de ses ondes. En physique, la propagation d ’ondes EM radiée 
près d ’une interface est décrite dans plusieurs ouvrages, mais les ondes de surface 
ne sont pas étudiées dans les traités qu’on a rencontrés.
Les travaux antérieurs étudiant ces ondes seront cités dans cette section afin de 
mieux comprendre la problématique liée aux ORS. Tout d ’abord, la description des 
fronts d ’ondes électromagnétiques sera exposée telle que fournie par les physiciens. 
En suite, les résultats expérimentaux à ce sujet seront rapportés et discutés.
11.3.2 Définition des ondes Radar de surface
Lorsqu’une source de radiation électromagnétique (antenne radar) est placée sur 
un sol ou surface de béton (figure 11.20), une onde de volume est émise dans le milieu 
solide. L’énergie de radiation de cette dernière se focalise principalement dans un 








Figure 11.20 -  Radiation de l’énergie par une antenne proche d ’une surface
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Cependant, cette énergie de radiation n ’est pas complètement radiée dans l’angle 
décrit précédemment ; une partie mineure de l’énergie est radiée à des angles plus 
grands que 6C, jusqu’à la direction de la surface, où la radiation est minimale. On 
définit alors les ondes radar de surface (ORS) comme étant la partie des ondes de 
volume se propageant le long de la surface.
II.3.3 Physique des ORS
La découverte des ondes électromagnétiques de surface est attribuée au physi­
cien allemand Jonathan Zenneck en 1907. De plus, plusieurs traités physiques ont 
été fondés [Sommerfeld (1957); Brekhovskikh (1960); Annan (1973); Wait (1995)], 
discutant la propagation des ondes radiées par une antenne proche d ’une interface 
entre deux milieux et mettant en évidence la propagation des ORS.
Dans ces traités, le phénomène est généralisé par le cas d ’un dipôle Hertzien 
(source de radiation) émettant des ondes EM dans toutes les directions. Ce dernier 
est disposé dans un milieu proche de la surface d ’un autre milieu ayant un indice de 
réfraction supérieur, ce qui illustre plus particulièrement la situation d ’une interface 
air-béton.
Dans la situation précédente, plusieurs fronts d ’ondes sont radiés (figure 11.21) 
qui sont formés par les ondes de l’air, les ondes de volume, les ondes coniques et les 
ondes évanescentes (inhomogènes) définis comme suit :
-  Le front d ’ondes de l’air est une demi sphère qui s’étend à la vitesse de la 
lumière et formée par la superposition des ondes émises à l’espace extérieur et 
celle réfléchie par la surface vers l’espace.
-  Le front d ’ondes de volume qui est une demi sphère émise dans le béton est 
décrite dans la section précédente.
Le front d ’ondes coniques est en forme de cône dont la base s’étend à la vitesse 
de la lumière dans l’air et la surface s’étend à la vitesse de la lumière dans le 
béton à la direction de l’angle critique.
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-  Le front d ’ondes évanescentes est un cylindre dont la base est confinée par les 
ondes de surface et l’amplitude diminue exponentiellement de façon oscillatoire 
avec la hauteur (d’où le caractère inhomogène). Cela permet la détection des 





Béton Ondes de volume,
Ondes coniques
Figure 11.21 -  Les fronts d ’onde d ’une radiation sur une interface
Ces derniers traités donnent une description bien détaillée de ce phénomène 
de radiation en l’appuyant par un formalisme mathématique complet décrivant les 
équations de propagation de ces fronts d ’ondes. Cette théorie a été bien exposée par 
Annan (1973) et se résume comme suit :
L’objectif est l’obtention des expressions de tous les fronts d ’onde radiés par 
un dipôle électrique ou magnétique qui génère une oscillation sinusoïdale proche de 
la surface d ’un sol (figure 11.22). Pour des raisons de simplification, cette théorie 
se limite au cas d ’un dipôle électrique dont le rayonnement dans l’espace est une 
onde sphérique. Le rayonnement totale sera exprimé en fonction des coordonnées
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cylindriques spatiales (p, ip, z ) ainsi que de l’indice de réfraction n du sol.
La notion du vecteur de Hertz n  est introduite au lieu du champ électrique ou 
magnétique. Il s’agît d ’une entité vectorielle représentant un potentiel, pouvant être 
électrique ou bien magnétique. Si on se restreint au cas de dipôle électrique dans des 
milieux diélectriques, le vecteur de Hertz satisfait les équations suivantes :
v 2n  +  fc2n  =  o (11.10)
où k est le vecteur d ’onde
£  =  fc2rï +  v ( v - n )  ( i i . i i )
H  =  —iu>£r £0V  x  n  (11.12)
L’équation 11.10 est une équation d ’onde électromagnétique, dont la solution
k S o u rce
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Figure 11.22 -  Représentation spatiale du dipôle rayonnant près d ’un sol
[Volakis et al. (1998)].
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standard représente l’onde plane qui a la forme
n  = é M  (11.13)
L’onde cylindrique est aussi bien une solution valable pour l’équation d ’onde, car 
elle peut s’exprimer en termes de superposition d ’ondes planes de la façon suivante :
pikr roo
n  = ----- = F ( \ ) h { \r ) e ±'/ ^ z d \  (11.14)
r J o
où Iq(q) = ^  f *  eiecos^ d w  est la fonction de Bessel de première espèce. F(À) est 
une fonction arbitraire d ’amplutde.
Ces dernières expressions ne sont valides que dans le cas d ’une radiation dans 
l’espace. Mais proche de la surface d ’un sol, l’expression de l’onde sphérique devient 
plus complexe. Dans le cas d ’un dipôle horizontal, les composantes spatiales du 
vecteur de Hertz on la forme suivante :
(11.15)
■ ™ZikaR\ „ ,   ^ G2(a)l (—zfc0cosy?sma) |G i(a) +
+(cos</?)"(l -  cot a  tan o?c)~3/2 exp l^klP ^ Z ^G3(a)
W  p *
dans laquelle :
-  A est la longueur d ’onde dans l’espace.
-  a  est l’angle entre z et R.
-  n prend la valeur de 0 ou 1 dépendamment de la composante.
-  Gj sont des fonctions de a  définies différemment selon la composante du vecteur 
de Hertz [Annan (1973)].
-  a c est l’angle critique de réfraction.
-  ki est le vecteur d ’onde dans le sol.
Pour chaque composante du vecteur de Hertz, le terme de la fontion G i(o) 
s’attribue à l’onde dans l’air pour un observateur au-dessus de la surface ou à l’onde 
de volume pour un observateur en dessous de la surface. Le terme en G2{a) s’attribue 
à la modification du rayonnement due à la présence de l’interface. Le terme en G3(a) 
est attribué à l’onde évanescente pour un observateur au-dessus de la surface ou à 
l’onde latérale pour un observateur en dessous de la surface.
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VA partir de cette formulation, l’amplitude des ondes de surface sont déduites 
mathématiquement en prenant a  ~  |  et Z  ~  0. Elles font donc partie des ondes 
de volume et sont reliées aux ondes évanescentes, car elles se propagent à la même 
vitesse.
Actuellement, aucun travail théorique n ’a été rencontré, traitant en détail des 
propriétés des ondes de surface en particulier. Cela permettrait de connaître par 
exemple le volume qu’elle englobe en dessous de la surface ou encore les propriétés 
de sa propagation (réflexion, retardement, atténuation, dispersion, etc.).
II.3.4 Applications antérieures des ORS
Les ondes de surface radar on déjà été étudiées pour l’auscultation en génie civil 
par [Klysz et al. (2004)]. Cette étude effectuée au département de génie civil de 
l’université de Toulouse (Paul Sabatier) est la seule qu’on a trouvée actuellement en 
auscultation.
Dans ce dernier travail, on tire plusieurs conclusions expérimentales importantes, 
notamment la variation de la vitesse des ORS en fonction de la teneur en eau et leur 
atténuation par rapport à la conductivité du béton. Toutefois, l’étude ne détermine 
pas la profondeur englobée par ses ondes, donc ne peut discuter de l’étendu des 
propriétés sous la surface du béton, chose qui a bien été notée et recommandée dans 
l’article de ce travail.
En géophysique, les seuls travaux rencontrés actuellement sont destinés pour 
l’application en hydrologie, où les ORS ont été exploitées pour la détermination de 
la teneur en eau à la surface des sols. Parmi ces derniers, plusieurs font l’étude sans 
considérer le volume englobé par les ORS [Huisman et al. (2001); Garambois et al. 
(2002)], ce qui exclut toute analyse vis-à-vis les propriétés volumiques.
Le premier travail qui donne une estimation de la profondeur de pénétration des 
ORS pour le GPR en hydrologie [vanOvermeeren et al. (1997)] se base sur la notion 
de la zone de Fresnel valable pour toute propagation d ’ondes [Born et al. (1999)]. Ce 
dernier exprime la profondeur de pénétration comme étant la moitié de la largeur
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de la première zone de Fresnel , ou encore
où w est la profondeur de pénétration, À est la longueur d ’onde et d est la distance 
émetteur-récepteur.
Cela signifie que pour deux antennes 400 MHz et 1500 MHz dont les émetteurs 
et récepteurs sont distancés de 20 cm et de 50 cm respectivement, la profondeur 
de pénétration dans un béton de permittivité égale à 9 est respectivement égale à 
environ 18 cm et 6 cm. Cette profondeur d ’investigation est intéressante pour les 
applications sur des dalles en béton.
Toutefois, la précédente expression de la profondeur de pénétration n’a pas été 
vérifiée expérimentalement, ce qui est particulièrement nécessaire, vu la complexité 
de la propagation des ondes dans les milieux hétérogènes comme le béton. Cette 
tâche a été assumée par un autre travail conclusif [Galagedara et al. (2003)], où une 
série d ’essais a été effectuée sur une surface d ’un sol d ’agriculture.
Selon ces derniers essais, pour une distance émetteur-récepteur de 2 m, la profon­
deur est inférieure à 20 cm pour les fréquences de 100 MHz et 450 MHz. Théorique­
ment (voir relation 11.16), cette profondeur doit être de 70 cm pour 100 MHz et de 
33 cm pour 450 MHz. Cela représente un considérable désaccord entre l’expérience 
et la théorie, qui demeure important à expliquer. De plus, les essais dans cette 
étude n’ont pas fourni une valeur précise de la profondeur de pénétration qui serait 
comprise entre 10 cm et 20 cm.
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11.4 Recherches proposées et m éthodologie
II.4.1 Objectifs de la recherche
Ce projet de thèse représente une continuité des travaux de recherche effectués 
par le GRAI (notamment par M. Rhazi), au cours des cinq dernières années, et ce 
dans l’auscultation au moyen du GPR. Ces recherches ont pour objectif de mettre 
au point une méthodologie radar d’auscultation permettant de quantifier 
les profiles de variation de la teneur en eau et en ions chlorure du béton 
en fonction de la profondeur.
La présente thèse vise à explorer un volet important dans la recherche précédente. 
Il s’agit de caractériser les ondes radar de surface et démontrer leur ex­
ploitabilité dans le domaine de l’auscultation en génie civil afin d’évaluer 
l’état du béton d’enrobage.
Pertinence de la recherche pour la chaire CRSNG du GRAI
La présente thèse touche aux quatre premiers axes de recherche de la chaire (voir 
annexe A), particulièrement'les projets 1.2, 2.2, 3.1 et 4.2. Il s’agit d ’étudier la teneur 
en eau et en ions chlorure dans le béton, qui représentent deux importants facteurs 
pouvant être catalyseurs ou indicateurs d ’une détérioration. Cela s’explique comme 
suit :
-  Afin d ’étudier les propriétés mécaniques du béton (projet 1.2), la teneur en 
eau est un fiable indice pour estimer sa porosité, et combiné avec la teneur en 
ions chlorure, on obtient une indication sur la connectivité des pores.
-  Afin d ’étudier la détection des fissures (projet 2.2), la présence des deux fac­
teurs précédents est un important indicateur : en cas de fissuration, la satura­
tion en solution interstitielle est généralement plus importante.
-  Finalement, afin de faire l’évaluation du profil d ’humidité dans le béton pour 
prévenir ou encore détecter les dommages causés pas la RAG (projet 4.2).
Aspect multidisciplinaire de la thèse
Par cette thèse, on vise une contribution à la fois dans le domaine du génie civil 
(auscultation) et dans le domaine du génie électrique (GPR).
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En effet, la caractérisation du béton par les ORS, que ça soit sur des échantillons 
de laboratoire ou bien sur des ouvrages in situ représente une originalité dans le 
domaine de l’auscultation (génie civil).
D’autre part, l’application des ORS est une pratique nouvelle dans la technologie 
radar qui fait partie du domaine de la technologie des micro-ondes (génie électrique).
Il s’agit donc d ’une thèse multidisciplinaire touchant aux deux différents domaines 
d ’application.
Objectifs spécifiques de la recherche
La recherche sur les ondes radar de surface a donné lieu à peu de travaux fonda­
mentaux et expérimentaux. Les connaissances sur la propagation de ce type d ’ondes 
sont encore limitées. Raison pour laquelle, le projet vise trois objectifs spécifiques 
qui sont les suivants :
-  Amélioration des connaissances sur les ORS : leur profondeur de propagation 
et leur atténuation. Développement d ’une méthode d ’analyse des ORS.
-  Développement des équipements radar et de procédure expérimentale pour la 
mesure des ORS.
-  Développement d ’une méthode de simulation GPR adéquate pour la caractérisation 
de l’ORS.
II.4.2 M éthodologie de la recherche
Cette recherche comporte trois volets principaux qui sont l’étude théorique des 
ORS et leur simulation numérique, les mesures par ORS d ’échantillons de béton en 
laboratoire et les mesures par ORS sur des ouvrages in situ. Dans cette section, la 
méthodologie ainsi que l’échéancier seront décrit globalement.
Etude théorique
Cette partie sera consacrée à l’amélioration des connaissances disponibles sur 
la propagation des ondes radar de surface. Il s’agit de mieux comprendre l’aspect 
théorique de la propagation de ces ondes dans les milieux homogènes et hétérogènes.
Ce travail qui, avec la revue bibliographique, représente le tiers de la thèse et sera 
assumé principalement par la simulation numérique de la réponse GPR. Comme
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mentionné au troisième chapitre, la méthode de simulation adoptée sera celle des 
éléments finis (FEM).
Actuellement, et d ’après la littérature [Klysz et al. (2004)], on sait que la conduc­
tivité et la teneur en eau du béton sont les principaux facteurs d ’influence. Il sera 
donc important de prévoir leur impact sur les ondes de surface afin de bien préparer 
et conditionner les échantillons (géométrie, porosité, teneur en eau et en ions chlo­
rure, etc.).
De plus, vue le manque de données fournies, le choix de l’équipement ainsi 
que les procédures d ’essai sont difficiles à planifier en s’inspirant seulement de la 
littérature. Par conséquent, il sera nécessaire de se baser sur des modèles de simu­
lation numérique afin de planifier avec précision les travaux expérimentaux. Cela 
concerne en particulier le type de l’antenne radar ainsi que sa fréquence et son 
diagramme de rayonnement.
Etude expérimentale
Les essais dans cette thèse doivent principalement permettre l’étude de la disper­
sion des ondes radar de surface pour différentes conditions physiques et mécaniques 
du béton. Cela se résume par :
-  La profondeur de pénétration des ondes radar de surface dans le béton en 
fonction de la fréquence.
-  L’effet du gradient de la teneur en eau et celui des ions chlorure sur la dispersion 
des ondes radar de surface.
Banc d’essais
Actuellement, et selon l’état des connaissances actuelles, on peut prévoir plusieurs 
caractéristiques à satisfaire pour un banc d ’essais adéquat :
Il doit disposer une surface d ’au moins 1 x 1 m afin de pouvoir éloigner le 
récepteur de l’émetteur à une distance entre 10 et 70 cm tout en évitant les 
réflexions des bords.
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L’épasseur sous la surface doit être assez grande pour éviter la perturbation 
due à la réflexion du fond (pour une distance émetteur- récepteur de 70 cm, 
une épai-sseur minimale de 60 cm sera nécessaire pour un signal Radar de 
400 MHz).
-  Sachant que la teneur en eau et la conductivité causent l’atténuation de l’onde 
directe, il sera mieux d ’utliser un matériau de sol, afin de faciliter le contrôle 
de ces deux paramètres. On prendra alors du sable avec une granulométrie 
bien répartie pour optimiser le volume des vides.
Antennes et signal radar
Globalement, la configuration des mesures est illustrée à la figure 11.23. La des­
cription des antennes et du signal radar est la suivante :
-  Elles doivent être de type dipôle afin d ’emettre un rayonnement omnidirec- 
tionnel.
-  On sait théoriquement que si l’antenne est en contact direct avec la surface, 
l’énergie qu’elle rayonne dans le milieu est considérablement plus importante 
que si l’antenne y est décollée, aussi proche soit elle (Radzevicius et al. (2003)). 
Il est donc recommandé de mettre le dipôle de chaque antenne en contact direct 
avec la surface au lieu de les avoir dans des boîtiers de protection.
-  On sait que la radiation dans l’air est reçue par l’antenne réceptrice sous forme 
d ’onde directe dont l’amplitude est supérieure à celle de l’onde de surface. Il 
sera donc nécessaire de minimiser la perturbation de l’onde directe en éloignant 
suffisamment les antennes pour séparer les deux ondes, ou au mieux, en plaçant 
une protection métallique entre l’émetteur et le récepteur afin d ’empêcher la 
transmission de l’onde directe.
-  Il se trouve également que l’onde directe est plus facile à observer si le signal 
radar est de plus basse fréquence : pour les hautes fréquences, elle est plus 
faible et s’atténue rapidement avec la distance, et ce même si le milieu n’est 
pas absorbant. De plus, la littérature prévoit que la profondeur de pénétration 
est plus importante pour les grandes longueurs d ’ondes [vanOvermeeren et al. 
(1997)] ce qui permet une meilleure investigation en changeant la distance 
émetteur-récepteur. Il sera alors plus intéressant de travailler aux plus basses 
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Fig. 2 : Nouvelle configuration de mesure 
—  : ondes réfléchies, —  : ondes réfractées
Figure 11.23 -  Configuration globale des mesures.
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I l l  Simulation de la réponse G PR par la m éthode 
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Contribution au document :
Avant de procéder à un montage expérimental pour la mesure et la caractérisation 
des ORS, une étude théorique doit être poursuivie afin de planifier toutes les démarches 
expérimentales, chose dont l’importance sera discutée plus en détail au chapitre qui 
suit. En considérant l’ensemble des connaissances théoriques développées sur les 
ORS depuis leur découverte, il s’est avéré que le seul moyen sûr de les caractériser 
théoriquement est de procéder à leur simulation numérique.
D’après la synthèse faite à la section précédente, il est évident que la méthode 
des éléments finis est la plus avantageuse pour la simulation de la réponse GPR 
en générale et les ORS en particulier. Cette méthode prend en compte toute la 
physique de la radiation des ondes EM (sans aucune approche ou idéalisation), afin
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de résoudre, dans un temps bien raisonnable et avec des ressources informatiques 
bien accessibles, des modèles relié au génie civil qui sont réputé pour être les plus 
complexes.
Dans ce travail, la FEM est appliquée pour la première fois pour la simulation 
de la réponse GPR, et ce en alternative à la méthode FDTD qui est la plus com­
munément appliquée. Vu les avantages de la FEM sur toutes les méthodes connues 
dans le domaine du GPR, une importante partie de cette thèse est consacrée pour 
le traité de la validité de cette méthode fournissant des résultats semblables ou plus 
significatifs que ceux obtenus par la méthode FDTD.
Résumé français :
La simulation de la réponse GPR est un important outil analytique dans le 
domaine du GPR. La simulation consiste à modéliser une radiation d ’antenne à 
travers un matériau géologique ou de construction (sol, rock, béton ou mortier). 
L’objectif est l’obtention de la réponse GPR en termes d ’onde de réflexions et de 
transmissions. Deux méthodes sont actuellement utilisées pour la modélisation de 
la réponse GPR qui sont la méthode de tracé de raies et la méthode des différences 
finis dans le domaine temporel (FDTD). On montre que la méthode des éléments 
finis (FEM) est également avantageuse pour la simulation de la réponse GPR. En 
raison de sa flexibilité de maillage, le temps de calcul est considérablement optimisé 
notamment lorsque des géométries complexes ou à petite dimension sont modelée 
dans un milieu à large dimension. La résolution de model étant faite dans le do­
maine fréquentiel, la transformée de Fourier inverse doit être appliquée pour obtenir 
la réponse dans le domaine temporel sous forme de radargramme. Des études de 
cas pertinents de simulation FEM montrent la validité cette méthode de simulation, 
autant pour l’exactitude des temps d ’arrivée que pour celle des amplitudes et dis­
persion des signaux. De plus, la modélisation des milieux dispersifs se fait aisément 
suivant cette méthode, qui donne des signaux subissant une distorsion exactement 
concordante à la théorie.
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M odeling of the Ground Penetrating Radar 
Response by the Finite Element M ethod
Bilal Filali, Jamal Rhazi, François Boone, Gérard Ballivy
Abstract
GPR response modeling represents an important analytic tool in the ground pe­
netrating radar (GPR) domain. The simulation consists in modeling a radar antenna 
radiation inside a geological or construction material medium (soil, rock, concrete or 
mortar). The aim is to obtain the GPR response as reflection or transmission waves. 
Two methods are currently applied for GPR response modeling : the ray tracing 
method and the Finite Difference Time Domain (FDTD) method. We showed that 
the finite element method (FEM) is also advantageous for the GPR response mode­
ling. Because its meshing flexibility, more calculation time is gained when complex or 
small geometries are modeled in large mediums. The model is solved in frequency do­
main, so the inverse Fourier transform is needed to get the time domain response as 
radargram. Modeled case studies show a great reliability for this simulation method 
either in the arrival time and the amplitude calculation. Moreover, dispersive me­
dium can be easily modeled giving signals accurately distorted according to theory.
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III .l Introduction
The GPR response modeling is an important theoretical tool for many domains 
employing GPR techniques (geophysics, civil engineering, environment, remote sen­
sing, etc.). One makes a GPR response simulation by modeling an electromagne­
tic (EM) excitation (radar impulse) and its response (reflection and transmission) 
through a defined geological medium. This tool is frequently used for GPR appli­
cations in order to understand the GPR response’s physical behaviour, to provide 
experimental results, to improve data analysis methods, to prevent errors, and to 
dispose the suitable equipments for experiments.
In electromagnetism, many modeling methods are used. However, regarding the 
GPR response, only the ray tracing and the finite difference methods are popular. A 
simulation method is especially characterized by its calculation time. Except for the 
computer’s power, this calculation time depends on the method algorithm, radia­
tion impulse sampling, physical properties complexity, and particularly the model’s 
meshing elements number.
The ray tracing method is based on the calculation of all the possible optical 
paths traveled by the radiation field (Born et al. (1999); Cai et McMechan (1995)). 
All the rays are traced throughout the propagation medium showing different scatte­
ring (reflections, refraction, attenuation, delaying, etc.) depending on the medium’s 
EM properties and geometry (interfaces, limits, layers, targets, etc.). With this me­
thod, transverse electric (TE) and transverse magnetic (TM) wave field can be 
simulated separately, simplifying the field calculus without neglecting the near field 
complexity (Zeng et al. (1995)). The low calculation time and simplicity is the most 
important advantage of this method. However, many undulatory behaviours (des­
cribed in Annan (2003)) cannot be seen with this method, such as the surface wave 
propagation, the evanescent waves and scattering through small targets compared 
to wavelength.
The finite difference time domain method (FDTD) was first developed to simu­
late the EM waves propagation (Yee (1966)). Since the late 90’s, this method has 
been applied for GPR response simulations and has yielded more accurate results 
than the ray tracing method, and actually became the only method used for this
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purpose (Roberts et Daniels (1996); Wang et Tripp (1996); Bergmann et al. (1996); 
Carcione (1996); Bourgeois et Smith (1996); Chew et al. (1997); Teixeira et al. (1998); 
Chen et Huang (1998); Bergmann et al. (1998); Fan et Liu (1998); Gurel et Oguz 
(2000); Holliger et Bergmann (2000); Gurel et Oguz (2001); Holliger et Bergmann 
(2002); Lampe et al. (2003)). In this method, models are meshed as a square grid 
formed by two kinds of equidistant nodes (electric and magnetic) ; this is called 
the Yee staggered-grid. Through this grid, a time impulse propagates alternatively 
from one kind of node to other, forming a single or multiple wave fronts in the time 
domain. This is an important advantage of this method, allowing real-time visua­
lization of GPR wave fronts for illustration and academic purposes. Moreover, this 
method reveals accurately the wave aspects of EM radiation (surface wave, evanes­
cent waves, etc), unlike that of the ray tracing. An interesting simulation case using 
FDTD is well described in the literature (Radzevicius et al. (2003)), where an an­
tenna’s radiation on a soil surface is modeled and then compared to experimental 
measurements.
Nonetheless, the calculation time of this method can reach high levels since its 
meshing is not flexible enough to fit shapes’ curvature. Very small geometries, as 
opposed to the model (as a 1 cm diameter steel in a 2 m large slab), force to mesh 
the whole model following this small length, whatever is the wavelength. Thus, it 
becomes more convenient to find a flexible meshing simulation method for GPR 
response modeling. In such a method, finer targets are embedded without imposing 
their meshing finesse to the whole domain. This is especially important when it 
comes to civil engineering assessment using GPR.
In fact, concrete is a complex medium where many small interfaces can be en­
closed, like reinforcement steel, small cracks, disintegration zones, cables, etc. It is 
necessary to take them into account in order to be as close as possible to the real 
cases. Likewise, it is necessary to simulate its properties’ changes, especially its water 
content for different deterioration levels.
For this purpose, it is shown that the finite element method (FEM) is more 
advantageous to model the GPR responses in many ways. Modeling with this method 
reveals all the optical and undulatory behaviors of EM radiation, as is the case 
with FDTD. Furthermore, its mushing flexibility (triangular element grid) allows
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modeling of any complex or fine structures without a significant increase of the 
calculation time, unlike the FDTD method meshing (square grid). The modeling on 
the frequency domain is an advantageous aspect of the FEM method making easier 
the simulation of dispersive mediums. Finaly, The time domain GPR response can 
be obtained similar to that with FDTD by the inverse Fourier Transform.
III.2 Principle of the m ethod
In this section, the GPR response simulation and calculus steps are described. 
First, the EM oscillation is modeled at a single frequency generated in a given 
medium. In order to obtain the time signal of a GPR response, it is necessary to 
model the oscillation at the entire frequency band of the signal spectrum. Then, the 
radargram can be made from the signals received at all positions.
III.2.1 Model description
COMSOL is used as a finite elements method (FEM) simulation software, which 
considers a model as a set of elements forming mediums (domains) and interfaces 
(boundaries). In a medium formation, the nodes are arranged in a random mesh 
designing triangular elements. This advantage of random ranging makes the meshing 
freely flexible, so all curved limits can be designed without increasing the elements 
number or the calculation time. This is a significant advantage of the FE method 
over the FDTD one, which is the most used until now.
All the 2D models are basically made as antenna radiating in free space at a 
known frequency. The antenna is modeled as a two nodes segment of 1 mm. The 
model limit is a circular absorption boundary, letting incident waves annihilated 
without being reflected toward the model components. The space is modeled as 
triangular elements formation, whose maximum edges length does not exceed the 
third wavelength (10 cm at 1 GHz frequency, as it corresponds to 30 cm wavelength 
in a vacuum).
The meshing maximum length is an important parameter that COMSOL allows 
to set. The elements’ length -defined as the nodes’ separation- must be less than
45
the model’s wavelength in order to prevent low reflections scattered from the model 
mesh. A tenth wavelength is commonly suggested in the literature as the meshing’s 
maximum length for general RF simulations (Volakis et al. (1998)). However, a third 
wavelength is shown to be sufficient with regards to GPR response modeling.
In the following paragraphs, 2D models will be solved for the electric field. In 
the space, a 2D disc model is equivalent to a transversal section of an infinitely long 
cylinder. The equation to be solved for the electric field for all the model’s elements 
is a propagation equation expressed as :
V X ( i v  x Ez) -  (<=; -  ^ - ) h 2E, = 0 (III.l)
/b- ^ 0
This equation is solved for the normal field Ez at a single frequency /  (u =  2nf).  
The important EM properties for the model solving are permittivity e* — e' — je", 
permeability n* = fxr — jfj,", and conductivity, a (S/m).
Once the model’s physical equations are defined and solved, the calculation of the 
electric field amplitude can be made on all the meshing nodes. Interpolation gives 
the values for all positions between the nodes. The field amplitude’s graph versus 
distance from the source is shown in Figure III.l. In this graph, the curve describes 
a 30 cm length waves having a decreasing amplitude versus distance. This decrease 
due to divergence is well revealed by the amplitude’s modulus graph at the same 
figure. The field phase’s graph shows a negative linear slope indicating progressive 
space propagation.
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III.2.2 GPR response radargram
The results above relates to an infinite EM wave train for a stationary single 
harmonic. But for a finite impulse wave, a frequency domain study is necessary 
before applying the Fourier transformation to the time domain (GPR response). 
The complete frequency signal S( f )  is expressed in terms of its amplitude Y  ( /)  and 



















Figure III.l -  Electric field amplitude, module and phase versus position
S( f )  = Y ( f )  exp ( j* ( / ) )  (III.2)
In this section, a model will be solved for an entire frequency band centered 
on 1 GHz (rather than a single frequency). The time signal of radiation and its 
spectrum as in the Figure III.2 below, are shaped as a transmitted signal of a 
1.5 GHz GSSI manufactured antenna (Geophysical Survey Systems, Inc.). This time 
signal is transformed to a 1 GHz central frequency, so its time window becomes 18 ns 
(instead of 12 ns at 1.5 GHz). Its frequency band extends from 0 to 2.08 GHz, where 
the spectrum amplitude equals -20 dB. All the following applied signal processing 












Figure III.2 -  The model impulse time signal and its spectrum
In the spectral signal, frequency subdivisions must be equal at most, the inverse 
of the time window (18 ns). However, subdivisions are set at half this previous value 
(1/36 = 27.78 MHz approximately) in order to double the number of the internal 
frequencies. This operation expands the signal time window to 36 ns, allowing to see 
further echoes. Therefore, there is 75 frequencies in 2.08 GHz frequency bandwidth, 
so modeling should be repeated 75 times. When the inverse Fourier transform is 
applied on the given frequency signal (vector of 75 complex values), this gives a time 
signal s(t) revealing all the impulses associated to the several wave fronts appearing 
in the model (direct waves, surface reflections, conical waves, etc.).
In this modeling case, the radiation medium mesh is refined to 5 cm maximum ; 
this elements’ length will be justified in the following section. The model is solved 
at all the 75 frequencies, then its harmonics are extracted at 1 cm and 10 cm under 
the antenna. The antenna radiates over all the frequency band with a constant 
field value set to the unity (lV /m ). Finally, to make the modeled signal shaped to 
the radiation impulse described above, its harmonics are multiplied by the spectral 
signal of the radiation impulse shown in Figure III.2.
The original 1.5 GHz impulse was filtered before its use as model’s radiation 
shape. A FIR (Finite Impulse Response) filter is applied between 0.8 and 2.8 GHz 
at the 100th order, so the noise and the out-of-band harmonics are well reduced 
without significant signal distortion.
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The impulse frequency can easily be moved from 1.5 GHz to a different frequency 
by relying to its amplitude vector, the new frequency vector. This vector is obtained 
from the product of the normalized frequencies to the new Nyquist frequency which 
equals twice the new sampling frequency (generally much higher than that of the 
impulse).
In our case, the 1 GHz modeled signal contains 1024 samples with an 18 ns time 
window. This means that our sampling frequency is =  56.833 GHz, correspon­
ding to a Nyquist frequency of 113.667 GHz. The normalized frequencies are given by 
dividing the initial frequency vector by its corresponding Nyquist frequency -equals 
exactly 170.5 GHz for our 1.5 GHz impulse of 12 ns time window-.
The time signals of the modeled GPR response are finally given as the inverse 
Fourier transform of the frequency signals (Figure III.3). Their time window equals 
36 ns, twice that of the initial signal, but for convenience, the time axis is scaled 
in 10 ns in this figure. The similarity between the received signal at 1 cm and 
the radiated impulse shows that there are no modeling anomalies causing signal 
distortion. The signal amplitude, when received at 10 cm, is decreased by the wave 













Figure III.3 -  The time signal given at 1 cm and 10 cm from the solved model
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The GPR response can be so obtained following this method revealing all the 
waves produced in the model. This can be seen by placing a metal plate 40 cm 
under the antenna, where the response clearly shows the direct and reflection waves 
on the plate, in the previous model. This is shown in the radargram in Figure III.4 
where one can see the reflection trace arrived after the direct wave. The observation 
points are horizontally situated from 10 cm to 90 cm far from the antenna in 1 cm 
increment.
From the signal at the 10 cm position (Figure III.4), the reflection impulse travel 
time AT = 2.34 ns, corresponding to the distance D =  c(Ar)+x _   ^ cm oj
plate under the antenna (deduced optically, where c is the speed of light, X  is the 
distance from the antenna equals 10 cm). This is quite similar to the geometrical 
real value D ~  40 cm.
Other models are presented below in order to validate this simulation method 
and to show its coherence with the theory. More coherence will be shown for the 
case of models with random geometries, the impulse arrival time, the amplitude 
calculation, and the dispersive propagation medium.
Signal Radargram
Position (cm)
Figure III.4 -  The reflection model radargram giving signals scanned from 10 cm
to 90 cm
50
III.3 M esh for models including curved shapes
In the previous section, the maximum mesh length value was set before model 
solving. It will be shown in this purpose by different steps that this mesh length can 
be set to the third lower cut-off wavelength without causing any errors in the given 
GPR response format, arrival time, or amplitude. Furthermore, it will be shown that 
the mesh length doesn’t need to be reduced when rectangular targets are replaced by 
curved targets. This will be studied in this section via the following FEM simulation.
In the same FEM model as in the previous section, a dielectric medium layer is 
added with permittivity e =  9 and conductivity a =  80 mS/m. The layer is 50 cm 
thick where a void is buried 20 cm under its surface. It is 10 cm large and 3 cm 
thick enclosing a 30 ppt saline solution equivalent medium where e = 80 — 45j 
(Nyshadham et al. (1992)). The void is designed as rectangle in the first case then 
as curved shape in the second case (Figure III.5). These two cases are modeled then 
compared in order to find out by how much the number of the triangular mesh 
elements increases when a curved void is included instead of the rectangular one. 
This will shaw how is flexible the triangular meshing compared to the rectangular 
one.
The signal’s highest cut-off frequency is 1.6 GHz, which corresponds to a mi­
nimum wavelength Xmin — 6.25 cm. The maximum element length value is set to 
2 cm, less than a third of the previous wavelength. In the void medium, the maxi­
mum element length is reduced to 1 cm then to 0.5 cm, either in the rectangular 
void as in the curved one.
After simulation, the GPR response given at positions from 2 cm to 80 cm 
on the surface, shows the two radargrams corresponding to the rectangular and 
the curved void (Figure III.6). When the elements’ maximum length of the in-void 
medium is reduced to half, similar radargrams for each voids’ shape are obtained. 
This means that the highest (1 cm) meshing length was sufficient to get an accurate 
GPR response for the two cases. Moreover, the elements number in the 1 cm meshed 
model with a curved void (equals 8,878) is not higher than that in the rectangular 
void model (equals 8,956) -these elements numbers are found to be 10,460 and 10,642 
respectively in the 0.5 cm meshed model.
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Figure III.5 -  Rectangular and curved voids as designed in the two models
20 30 40
Position (cm)
50 60 30 40 50
Position (cm)
Figure III.6 -  Radargrams for the model with a rectangular void (left) and with
a curved void (right)
The relatively small increase of the elements’ number (about 16%) when the in­
void medium meshing is reduced to half represents itself one of the most important 
results in this purpose. Indeed, in the FDTD method (the most used for GPR), 
when the meshing length of any area in the model is reduced to half (square elements 
reduced fourth), the elements number of the whole model is fourth increased (400%). 
This is explained by the FDTD meshing geometry, where the elements are all shaped 
by the Yee grid as similar squares over the whole model (Yee (1966)). Thus, in order 




only one small area is. However, when the triangular meshing is used, thanks to 
its flexibility, the increase of the elements’ number is restrained nearly around the 
targeted area and does not extend far over the whole model. This is why the FEM 
method is recommended for GPR modeling : less computer resources are required for 
solving models, which is important especially for mediums containing small objects 
with high EM contrast. This is often encountered in civil engineering structures for 
example, where concrete slabs more than 50 cm thick usually contain steel rod less 
than 2 cm diameter.
III.4 Wave fronts distinction in a modeled G PR  response
radargram
In this case study, the aim is to find all the wave fronts related to the model’s 
geometry and properties in the GPR response radargram. For this purpose, the 
Wide Angle Refraction and Reflection method (WARR) is applied on the same 
initial model where a 50 cm thick layer of dielectric material is added (Figure III.7) 
with a refractive index n =  4 — 0.1 j .  The 1 GHz antenna is held at the model’s center 
while the waves are probed on the layer surface between 10 cm and 100 cm from the 
antenna in 1 cm increments. The maximum elements length is set to 10 mm, less 
than third minimum wavelength (5.36 cm, as in the previous section).
When antenna radiation is near a dielectric layer surface, the following wave 
fronts are distinguished (Annan (2003)) associated to their radargram trace equa­
tions (arrival time t versus receiving position x) :
Air direct wave : ta =  — (III.3)
c
t iD
Surface direct wave : ts — ----  (HI-4)
Tt /")
Volume wave : tv —  \ J l  4- 4e2/  D 2
c (HI-5)
D  2e
Conical wave : U — ---- 1---- V n 2 — 1 (III.6)
c c
First reverberation : tr„ =  — y / l  +  16e2/D 2 (III.7)
Figure III.7 -  WARR method for antenna radiating on a dielectric medium layer
In the given radargram (Figure III.8), the five wave fronts’ traces are clearly 
distinguished similar to their theoretical curves (dashed lines). This similarity gives 
a first argument to this modeling method reliability ; the predicted arrival times are 
precisely accurate. The volume wave (reflection on the layer bottom) fits the known 
theoretical hyperbola closely. Its arrival time gives a layer thickness of 49.24 cm 
while the first reverberation arrival time gives a 99.3 cm travel distance, thus a 
layer thickness of 49.65 cm layer thick. The conical wave is found to be straight line 
splitting at 60 cm from the volume wave hyperbola, fitting with the theoretical line 
trace.
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However, it is been noted that the theoretical trace line of the surface wave fits 
with its negative peak unlike the direct air wave. This is not due to its polarity 
inversion but to its distortion because of its characteristic geometrical dispersion. 
In fact, the impulse enlargement due to the surface wave geometrical dispersion 
makes the peaks so delayed that each one becomes shifted to the next (inverse) 
peak position. The surface wave geometrical dispersion is explained by the fact that 
shorter waves have less amplitude than longer waves on the surface, due to the larger 
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Figure III.8 -  Radargram traces for the given wave fronts
III.5 Am plitude accuracy of the modeled radiation
As discussed above, the signals’ arrival times of a GPR response must be coherent 
with the modeled medium characteristics (slab thickness, transm itter/receptor dis­
tance, EM properties, etc.). Similar coherence must also be found for the signal 
amplitude, by comparing modeled and theoretical values.
In the model (as for the model described in the principle of the method’s sec­
tion), radiation is received by direct transmission from the source. The antenna’s 
center frequency is set to be at 400 MHz, thus the cut-off frequencies are defined 
as Fci =  250 MHz and Fc2 =  650 MHz. The received signals are taken at 20 cm 




mogeneous with permittivity e =  9 — j e ", where e" is set to be 0, 1, 1.5, 2, and 3 
successively. The medium’s meshing length is limited at 5 cm maximum, suitable 
for the less radiation wavelength (16.67 cm at 600 MHz).
As a result, transmission signals are extracted for all positions. Attenuation at 
each position in the damping medium is calculated by the ratio of Y ( f  ) to Y0(/) , 
which are respectively the attenuated and the non attenuated signals Fourier trans­
form (the calculated attenuation equals ^ j j ) -
In Figure III.9, the attenuation is plotted versus frequencies at different positions. 
Comparison is showed with the theoretical curves of attenuation (dashed lines), 
which are closely similar to that obtained by simulation. The theoretical calculation 
is based on the attenuation formula expressed as :
2, and 3. 2 is the position, /  is the harmonic frequency and c is the speed of light.
(III.8)
where n" is the imaginary part of n* =  y/e* = y/9 — e". e" takes the values of 1, 1.5,
0.9
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Figure III.9 -  Attenuation versus frequency at different from the antenna for e"=\
III.6 M odeling a dispersive medium
In this section, the GPR response of a d ispersive medium will be easily mode­
led by FEM on COMSOL. The resulted signals are compared to those calculated 
theoretically in order to validate this simulation method for any dispersion problem.
The 2 mm length antenna in a 2D medium is modeled, as previous sections, 
radiating at 1 GHz frequency. The EM waves propagate in a lossless dispersive 
dielectric medium, with refractive index n( f )  expressed as follows :
n{f )  =  a ( f  -  f c2) +  nc2 (III.9)
So, for each repetition, the model is solved for a specific value of n depending on 
the working frequency. In this expression, n c2 =  n ( /c2), a  =  is the constant
slope, where n0 = n ( /c).
Several dispersive medium cases are modeled by setting different values of nc2, 
while no = \/20 is held constant. The different values are successively nc2 = \/20, 
^19.5, \/Ï9 , x/18.5, and \/l8 , noting that the first value is related to a non dispersive 
medium.The direct transmitted signals are received at different positions from the 
antenna in the dispersive medium, so the farther the reception position is, the more 
the signal will be distorted.
The 2D medium is a 1 m radius disc meshed with a maximum elements length of 
10 mm. This is less than the third minimum wavelength A ~  42 m m  corresponding 
to 1.6 GHz (the highest cut-off frequency).
The non-dispersed signals (n =  \/2Q = constant) are shown in the figure III. 10.a 
below for positions at 20, 40, and 80 cm. The dispersed signals for nc2 =  v/T8 are 
shown in the figure Ill.lO.b, normalized to their maximum peak values; it is why 
their amplitudes appear to equal unity. The theoretical signals are also shown in 
this figure as dashed lines which are practically similar to the FEM modeled signals. 
These time signals are made using the inverse Fourier transform of frequency signals 
deduced from calculus involving the dispersion formula. The frequency dispersed 
signal is expressed theoretically by the dispersion formula as :
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Y  ( /)  =  YoU) exp ^ 2  n (f)^j (111.10)
Y ( f )  and Yo(f)  are respectively the spectral signals complex amplitudes of the 
observed wave and its corresponding radiated wave. n( f )  is the refractive index 
function (expressed in III.9). 2 , / ,  and c are respectively the position, the frequency, 











(a) Non-dispersed simulation signals.





(b) Non-dispersed normalized simulation signals.
Figure III. 10 -  Simulation of a dispersive and non dispersive mediums.
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III.7 Conclusion
In this research work, it is been shown that GPR response modeling, when ob­
tained through the FEM, gives accurate results in the time domain as well as in 
the frequency domain just like the FDTD method (the mostly used until now). 
Moreover, this method has important advantages, especially when it comes to the 
calculation time and dispersive medium simulation. In fact, the triangular mesh 
geometry is flexible to fit any small or curved shape without making the number of 
elements increase. The dispersive medium simulation according to the FEM is easier 
since modeling is initially done in the frequency domain. This fact is not problema­
tic when the time domain response is required since the inverse Fourier transform 
can easily be applied on the given frequency response. This was explained and ap­
plied successfully on a reflection layer model solved for the 75 spectrum frequencies 
successively. Then the associated time domain radargram can be easily obtained by 
arranging side by side the taken signals at different positions. The obtained radar­
grams following the FEM method are shown to be valid. In fact, their analysis lead 
to accurate results, as a reflection found at 40.25 cm, while the real value equals 
40 cm. Moreover, all the wave fronts are clearly visible, fitting closely the theoretical 
ones.
To complete this method validation for GPR response modeling, four case studies 
are investigated, each one is proceeded in order to validate a specified characteristics 
of GPR modeling by the FEM method. First, the meshing flexibility advantage of 
this method is demonstrated on a modeled dielectric layer enclosing a void with two 
different shapes which are 10 cm large and 3 cm thick. The meshing elements number 
is not found to be higher for a curved than for a rectangular void shape. It is the 
same when the in-void medium was meshed with 1 cm or 0.5 cm maximum elements 
length. Moreover, the 0.5 cm meshing length (the smaller) led to about 16% higher 
elements’ number than that of 1 cm length. This length reduction, when carried on to 
the Yee grid for FDTD method, necessarily leads to a 400% increase of the elements’ 
number in the 2D model (see geometrical considerations explained previously). Thus, 
the relatively low required computer resources represents an important advantage 
when FEM method is used for GPR modeling instead of FDTD method.
The second case study’s aim is the method validation for the GPR response ar-
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rival times. This is established for a reflection layer model where all the possible 
optical and undulatory wave fronts are observed. Their traces on the GPR response 
readargram are found to fit exactly with the associated theoretical curves of arrival 
times versus position. This accordance with theory shows that there is no distortion 
or delaying occurring oil the GPR response signals throughout the calculus pro­
cess. The third case study reveals an obvious accordance of signal attenuation in 
a direct transmission simulated model with the theoretically deduced attenuation. 
These results validate the amplitude accuracy of this modeling method, so there is 
no unpredictable amplitude variations during the modeling process, as the meshing 
is sufficiently refined for the specified wavelength. Finally, its been shown that dis­
persive medium modeling can be processed simply by setting the refractive index 
to vary linearly versus frequencies. As a result, dispersed signals through the me­
dium are given similarly to those dispersed by theoretical convolution. This confirms 
the usefulness of this method for dispersion modeling with high accuracy, which is 
always encountered in GPR studies.
As one can notice, there is no reference to animated modeling for single impulse 
wavefront in this work. The animated propagation of a single wavefront is usually 
presented in addition to radargrams for illustrative purposes, which is possible when 
the FDTD method is used (Radzevicius et al. (2003)). More calculus is recommen­
ded in order to produce a same illustrative animation using FEM method instead 
of FDTD.
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Contribution au document :
Les données de mesure des ORS sont sous forme de signaux radar, cela dit 
qu’on doit recourir à des méthodes de traitement de signal afin de les analyser. De 
plus, vu que ces ondes se propagent différemment selon leur fréquence, l’analyse de 
leurs signaux doit se faire dans le domaine spectral. Cette analyse se fait sur deux 
composantes : le spectre d ’amplitude et la phase spectrale.
L’analyse du spectre d ’amplitude est la seule méthode commune dans le domaine 
du GPR. Elle permet généralement de déduire les taux d ’atténuation des amplitudes 
des ondes pour les différentes fréquences. Cette étape d ’analyse est appliquée dans 
le cadre de cette étude selon les procédures classiques, et ce dans les chapitres qui
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suivent où elle sera expliquée avec détails.
Dans le domaine du GPR, l’analyse de la phase spectrale n ’a été appliquée 
antérieurement que dans de rares études, où une approche valide uniquement pour 
les signaux non dispersés a été appliquée. Dans le présent travail, l’approche 
développée a été jugé la plus pertinente pour appuyer les conclusions basée sur 
l’analyse spectrale. Cependant, nous verront dans le chapitre qui suit que les ana­
lyses portées sur les ORS n’ont pas été conclusives.
En effet, pour une raison qu’on recommande fortement d ’expliquer dans des 
travaux à venir, des fluctuations importantes subviennent à la phase spectrale de 
ces ondes de surface. Cela empêche toute analyse quantitative ou qualitative portant 
sur la vitesse des ondes aux différentes fréquences. Néanmoins, il a été nécessaire de 
développer dans le présente travail une méthode d ’analyse de la phase spectrale qui 
s’applique sur tous les signaux, même après leur dispersion. Les mêmes fluctuations 
que pour les ORS sont rencontrées pour les ondes de réflexions, mais sans altérer 
considérablement les résultats à analyser, ce qui sera détaillé dans ce chapitre.
La deuxième contribution de ce chapitre porte sur la méthode d’évaluation de 
l’incertitude sur les données du traitement de signal. Ces dernières étant fluctuées 
de façon aléatoire, l’évaluation de leur erreur associée est basée sur des méthodes 
statistiques. Ces mêmes méthodes sont appliquées sur les données des chapitres qui 
suivent, et seront étendues pour l’analyse du spectre d ’amplitudes.
Résumé français :
Dans cette étude, on applique la méthode de dérivée de la phase pour procéder 
à l’analyse de phase spectrale. Il sera prouvé que cette méthode est la seule valable 
pour le calcul des temps d ’arrivée pour un signal quelconque de radiation. Les temps 
d ’arrivée sont alors calculés avec précision pour toutes les fréquences, sans le moindre 
décalage par rapport à leurs valeurs réelles. Une méthode d ’inversion est appliquée 
pour calculer l’indice de réfraction, qui est trouvé clairement proche à sa valeur 
prévue, celle qui a été initialement imposée dans le modèle de simulation. La petite 
différence est complètement expliquée par l’incertitude déduite de la distribution 
normale des fluctuations de la phase spectrale.
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Radar signal interpretation based on the spectral 
phase analysis, study of the uncertainty
Bilal Filali, François Boone, Jamal Rhazi, Gérard Ballivy
Abstract
In this purpose, the phase derivative method is applied for the spectral phase 
analysis. It is shown that this method is the only reliable for the arrival time calcula­
tion of any radiation signal. The arrival times are then accurately calculated at each 
frequency without any shift from their real values. The inversion method is applied 
to calculate the refractive index. It is found clearly close to the that introduced when 
the simulation model is defined. The small difference is completely explained by the 
uncertainty deduced from the normal distribution of the spectral phase.
IV. 1 Introduction
The interpretation of a radar signal is commonly made after the analysis of its fre­
quency spectrum and spectral phase. The spectral phase gives all information about 
the travel time at each frequency as well as the overall signal dispersion which causes 
its distortion. Actually, the arrival time calculation at each frequency is based on the 
shift of its corresponding spectral phase Klysz et Balayssac (2007); Alvarez-Arenas 
(2010). In this paper, both the phase difference and the phase derivative method 
are applied to analysis modeled radar signals, in order to make comparison. The 
uncertainty is deduced from a statistical analysis of the random fluctuation.
IV .2 M odel description
In this work, a model is simulated by the finite element method. It contains a dis­
persive dielectric medium, in which a 1 mm length antenna is radiating at successive
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different frequencies. The antenna radiation spectrum’s frequency band have cut-off 
frequencies equal 0.6 GHz and 1.6 GHz (centered at 1 GHz). The observation point 
is located at distances from the antenna equal 20 cm, 40 cm, 60 cm, then 80 cm. 
The medium’s dispersive property is defined as follows :
n (f )  = a ( f  ~  f a)  + nc -  dn (IV.l)
where / c2 is the higher cut-off frequency (1.6 GHz), nc =  n( f c) is the central
refractive index ( /c is the central frequency), dn = nc 
negative line tangent.
nc2 and a  = dn
f c  f c 2
the
In the present case, there is a constant value nc = y/20, but two different values 
of nc2 (n (/c2) =  \ / l8  then s/20 for dispersive and non dispersive medium resp.). This 
is close to the soil dielectric properties with a high moisture level Daniels (1996). 
Finally, the model is solved for the electric field Ez at each frequency forming so a 
Fourier transform (FT) signal. The time domain signal is obtained by the inverse 
Fourier transform (IFT) Stanley et al. (1984) (see Figure IV.l)
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Figure IV.l -  The received signals at different positions in the dispersive and non 
dispersive mediums.
The signals’ spectral phase for the two mediums are shown in the Figures 2(a) 
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Figure IV.2 -  The calculated signals’ spectral phases at different positions for the
two mediums.
IV .3 Inversion formula
Once the spectral phase is given for each position, it is possible to calculate 
the arrival time of each harmonic in the signal. This inversion process is first done 
following the phase shift method. The spectral phase at 20 cm distance from the 
antenna is taken as a reference value, thus an off-set delay Ti =  2.98 ns is considered 
for the arrival time calculation. The used inversion formula is expressed as :
AT
A $
(IV.2)M S  -  Si)
where AT is the arrival time at a given distance from the antenna relative to 20 cm 
initial position, A $ is the spectral phase shift of the corresponding signal at /  
frequency, =  0.67 GHz is the correction frequency deduced graphically from Figure 
2(a).
When this inversion formula is applied for the non dispersive medium signals, the 
obtained arrival times are clearly close to the theoretical values (see Figure 3(a)). 
Nevertheless, it is not the case for the dispersive values as it is shown in the Figure 
3(b), where the obtained arrival times are no longer close to the theoretical ones. 
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(b) Dispersive medium case
Figure IV.3 
tions.
The calculated arrival times from the phase shift at different posi-
In this purpose, another calculation method is suggested in this paper, it is based 
on the phase derivative and expresses The arrival time as follows :
AT =  - A j -  p
i=0 i + r
(IV.3)
where A* is the polynomial regression’s ith factor of the phase derivative
In order to avoid higher error, the optimal value of 5 f  is taken as 50 MHz. 
The calculated arrival time in the dispersive medium are shown in the Figure IV.3, 
very close to the theoretical values. The intermediate point values can be accurately 
calculated from the formula :
AT A<& -  A $ r +  2ixfrATr
27r / (IV.4)
where, the arrival times are calculated from the phase values A $ relative to a single 
reference value A<Fr at frequency / r , for which the reference arrival time ATr is 
known.
In the current case, 17 reference values deduced from the equation IV.3 are tested 
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Figure IV.4 -  Arrival times calculated from the phase derivative.
IV.4 Uncertainty calculation
The final varying refractive index is obtained from the calculated arrival times 
and is found to be close to the model defined values (Figure 5(a)). Its uncertainty 
equals 3er (its standard deviation) with a confident interval equals 95.5 % as it is 
the case for the spectral phase of a non dispersed signals. This phase residuals are 
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(a) Refractive index calculation
Associate variable for normal distribution
(b) Residual normality representation
Figure IV.5 -  The calculated refractive index and its uncertainty for the dispersive 
medium compared to the theory (dashed lines).
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IV. 5 Conclusion
In this work, the arrival times was calculated from the signals’ spectral phase. The 
calculation based on the phase derivative method is show to be the only reliable for 
general cases. For this purpose, a simulation model representing a dispersive medium 
is solved by the FEM. The calculation based on the phase shift method didn’t give 
arrival times in accordance with the theory when the signals are dispersed. The 
suggested method based on the phase derivative was applied rather than that of 
the phase and the obtained results are very close to the theory. The little difference 
can be explained by the uncertainty when it is taken equals 3<x (95.5% confident 
interval).
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Contribution au document :
Avant de procéder expérimentalement à l’étude des ORS, leur simulation numérique 
est une procédure clé pour prévoir le succès de leur expérimentation en employant 
les équipements disponibles pour les applications GPR. Il est notamment question 
de savoir si ces ondes sont exploitables pour l’auscultation en génie civil, ou bien, 
pour une raison liée à leurs propriétés, elles rapportent peu ou pas d ’informations 
sur les matériaux auscultés.
Dans ce chapitre, cette étude est réalisée en se basant sur la méthode de simula­
tion et d ’analyse spectrale développées dans le cadre de cette thèse, où on démontre 
que les ORS sont de grande utilité pour l’auscultation radar en génie civil. En effet, 
la profondeur sondée par les ORS couvre la partie la plus visée par l’auscultation
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(béton d ’enrobage), ce qui lui confère le rôle de technique alternative de premier 
choix à celle basée sur la réflexion des ondes. De plus les propriétés de propaga­
tion de ces ondes se sont avérées très utiles comme variable d ’ajustement, de leur 
profondeur durant la procédure d ’auscultation.
Ces données sur ces ondes sont quantifiées avec précision par la simulation de la 
réponse GPR. De plus, il sera montré que les moyens en disposition pourront nous 
fournir des mesures avec des incertitudes raisonnables.
Résumé français :
Les ondes électromagnétiques de surface sont définies comme étant la partie des 
ondes de volume qui se propage le long de l’interface entre deux milieux. Ce type 
d ’onde peut être exploité pour ausculter les milieux géologiques ou de construction. 
Elles sont notamment requises lorsqu’aucun écho n’est détecté provenant des in­
terfaces inférieures proches. Dance cette étude, on procède à la caractérisation des 
ondes de surface par la simulation numérique d ’ondes électromagnétiques émise à 
une bande de fréquences centrée à 400 MHz. Les ORS sont visualisée comme des 
traces dans un radargramme dans le domaine temporel, de sorte que leurs temps 
d ’arrivée et amplitudes puissent être obtenues après isolation de l’impulsion. Selon 
les différents temps d ’arrivée mesurés pour les différents milieux, la profondeur de 
la couche de propagation des ORS est déduite approximativement, où on montre 
avec certitude qu’elles couvrent suffisamment de volume du milieu pour être utilisée 
dans le contrôle non destructif en génie civil. De plus, il sera démontré que cette 
profondeur augmente lorsque les antennes réceptrice et émettrice sont plus écartées. 
La profondeur de propagation des ORS est déduite de nouveau par l’analyse spec­
trale de leur atténuation sur la bande de fréquence entière, montrant des valeurs 
de profondeur proches à celles trouvées par la méthode des temps d ’arrivée. Une 
variation significative de cette profondeur en fonction de la fréquence est également 
observée est expliquée.
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Characterization of the G PR  Surface Waves for 
Civil Engineering Applications
Bilal Filali, Jamal Rhazi, François Boone, Gérard Ballivy
Abstract
The electromagnetic (EM) surface wave is defined as a part of the volume wave 
propagating along the interface between to different mediums. This kind of EM 
waves may be used to assess geological or construction mediums. They are espe­
cially needed when no echoes are detected from nearly bottom interfaces. In this 
purpose, we proceed to the characterization of the surface wave by modeling elec­
tromagnetic waves centred at 400 MHz frequency. It is visualised in the time domain 
as a trace on a radargramme, so its travel time and attenuation are obtained from 
the isolated wave impulse. From different travel times in different mediums, the 
depth of the propagation layer is deduced approximately and shown to be sufficient 
for non destructive testing in civil engineering. In addition, we observed that this 
layer depth increases with distance from the source. This propagation layer depth 
values are found same as that calculated by attenuation, where we obtained close 
values for the entire frequency spectrum. The frequency variation of the propagation 
depth is also observed and explained.
V .l Introduction
The ground penetrating radar (GPR) is a commonly used technique for the non 
destructive testing (NDT) in civil engineering (Daniels (2004)). Many applications 
exist to assess materials by GPR in geophysics (Annan (1973)), and to proceed 
to NDT in civil engineering (Klysz et al. (2004)). Radar waves are widely affec­
ted by concrete properties, giving us many information about this material state
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(Soustos et al. (2002)). As a GPR assessment technique, the use of the radar sur­
face wave (RSW) is shown to be useful for the surface layer concrete (Klysz et al. 
(2004)). Nevertheless, the surface propagation layer of this wave kind is not deter­
mined, so the depth of the probed layer is unknown. We cite an important research 
work evaluating this depth at 20 cm minimum for frequencies between 100 MHz 
and 450 Mhz (Galagedara et al. (2003)). Accurate values and behavior of this pro­
pagation layer depth are found in this purpose by calculus based on an explained 
approach. The calculation is done on simulation data of models with the finite ele­
ments method (FEM) using the CO.MSOL software.
V .2 G PR  surface wave definition
The radar surface wave (RSW) are always generated at the interface between to 
mediums with different refractive indexes n. This wave is defined as a surface propa­
gating part of the volume wave in the medium with higher n. It can be detected at 
contact with the surface or closely over it. Physical studies of this wave kind is made 
in several works since late fifties (Sommerfeld (1957), Brekhovskikh (1960), Annan 
(1973) and Wait (1995)). In these studies, we can find the propagation expression of 
the RSW including its amplitude variation during propagation and its travel speed. 
A wavefronts model is illustrated to explain this wave propagation.
V .3 Characterization of the RSW  in the tim e domain by 
FEM  modeling
In this section, antenna radiation is simulated in a bi-dimensional model in order 
to calculate the depth of the RSW propagation layer. In this model, an interface is 
required between two mediums representing air and concrete, so the RSW propagates 
on the concrete surface. RSW propagation speed is related to the global refraction 
index n of the overall layer under the surface. So having an in-depth gradient of the 
concrete refraction index makes possible the calculation of the RSW propagation 
depth.
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The in-depth gradient of n is chosen as a linear variation from n — \/6  at the 
surface to n =  3 at 10 cm depth (from a dried state of concrete to its common state 
as showed by Soustos et al. (2001)). The propagation depth of SRW can be deduced 
from the calculation of the overall propagation index probed by the wave speed. In 
fact, the propagation speed gives a refraction index value higher than that purely 
on the surface.
The depth probed by the RSW propagation is considered equivalent to that 
of a TDR probe (Galagedara et al. (2003)). In order to deduce the overall layer 
depth, we propose in this work to model the RSW propagation as a set of travels. 
These travels are equivalents to reflections on an infinitely thin multiple layers, y 
deep under the surface. Superposition of theses reflections to the pure surface wave 
affects the overall travel time by making it longer due to the higher n at deeper thin 
pseudo layers. This superposition result is equivalent to a single reflection on the 
layer situated at Pn depth. We have an overall wave travel along a total distance 
x2, where x  is the surface travel distance. The depth P„ equals about 
half the depth of total propagation layer P r s w -
So to get the propagation depth, a mean expression based on the CRIM model 
(mixing relationship presented by Jol et Harry (2009)) can be used. The geometrical 
consideration of a pseudo reflection model lead to the following expression.
r  =  =  P  ^ d y  (V.l)
c  J o  c P n
Where T  is the taken time to travel along D. Pn is the equivalent overall reflection 
depth, tirsw is the mean refraction index probed during the propagation, n{y) is 
the real refraction index as expressed in vertical positions y , and c is the speed of 
light.
The function n(y) — \/6  +  10(3 — \/6 )y being linear, we have an easy to solve 
integral in (V.l). We can obtain the following formula expressing the propagation 
depth :
Pn =  0.2Ursw  ~  A  (V.2)
3 — v 6
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V.4 G PR  response radargram
The RSW speed is calculated from its trace curve tangent (curve of distance 
versus its arrival time). Prom the model, we can extract the radiation signal on the 
surface at 10 cm distance from the antenna up to 1 m in steps of 1 cm. The RSW 
picks are easily identified on each radar signal. In the following figure the RSW trace 
is represented for two comparative cases : concrete with constant refraction index, 
and an other having a refraction index as function n(y).
In the figure V.l-a, we show the RSW trace for the two mediums : the homo­
genous one, and the n gradient one. For each trace curve, the tangent at any point 
equals the punctual wave speed. As comparison, we can see that the wave speed 
(tangent) of the n gradient medium is less than that of the homogenous medium. 
However, this tangent approach slightly to that of the homogenous medium at the 
higher distance from the antenna, making the trace curve upwards concave. This 
means that the probed refraction index increases with the distance, and doesn’t 
equal the surface n  value everywhere.
£10
—  n constant
-O- in-depth gradient of n
80
Antenna position (cm) Antenna position (cm)
a) The RSW trace for the two mediums. b) The propagation depth versus distance.
Figure V .l -  The RSW analysis in time domain.
This curve characteristic leads to the conclusion that the propagation layer is 
deeper when increasing the distance. Moreover, the pseudo reflection depth Pn is 
calculated and shown in the figure V.l-b. Its value equals about 10 cm at 20 cm 
distance, increasing to nearly 20 cm at 80 cm distance. The depth value uncertainty
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is due to that of the travel time value equals 4.4 ps. Prom the relationship (V.2), we 
found A Pn = 1 cm
The RSW gives an interesting characterization depth for construction materials 
in civil engineering assessment applications. It can be controlled varied from 20±2 cm 
up to nearly 40 ±  2 cm by changing the distance from the antenna between 20 cm 
and 80 cm. This distance effect may be explained theoretically by the geometry of 
the Fresnel zones implied in the RSW ray (vanOvermeeren et al. (1997)).
V.5 Frequency domain characterization of the RSW  by the  
FEM  modeling
In the frequency domain, the RSW is characterized by its amplitude spectrum at 
frequencies between 200 MHz and 600 MHz. The main medium property affecting 
the amplitude is its attenuation factor. So, a complex refraction index n* — n ' - j n "  
should be introduced in a medium to distinguish the RSW behaviour in frequency 
domain. As we used the real n gradient at the time domain characterization sec­
tion, in the frequency domain, an in-depth gradient of n" will be introduced in the 
propagation medium in order to calculate the RSW probed depth.
The RSW propagation is simulated successively in three medium cases : the 
first is without attenuation, the second having homogeneous attenuation (n" =  0,5 
constant), and the third having an in-depth constant gradient such as n" varies from 
0 at the surface to 0.5 at 10 cm depth. In all the three cases, the complex refractive 
index is n* = 3 — jn " .
The RSW propagation depth calculation is based on the same model as the 
previous section. So we consider the same layer at depth Pn of the overall pseudo 
reflection. The mixing relationship leads to the following attenuation expression :
logAn =  ‘—^— ti'irsw  = — ^  f  ^-n"(y)dy  (V.3)
c c J  0 •* n
Where A n is the total attenuation, Pn is the propagation depth, U/jsvv is the
overall n" probed during propagation, n"{y) is the imaginary refraction index as
expressed in vertical positions y, and c is the speed of light.
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As we used the property n"(y) = — 0.05y, the TDR model and geometrical 
considerations lead to the following propagation depth relationship :
Pn — 40 n RSw (V-4)
The attenuation is calculated from the amplitudes of the extracted RSW signal 
on the surface at positions between 10 cm and 1 m from the antenna in steps of 1 
cm. These amplitudes are first normalized to that extracted from the non attenua­
ting medium in order to remove geometrical and undulatory attenuation effect. So 
only the absorption attenuation is considered. The graph of these amplitudes versus 
frequency is shown in figures V.2-a and V.2-b at five positions. We can easily see the 
higher attenuation in the constant n" medium than that in gradient n" medium : be­
ginning from n" =  0 in the gradient medium make absorption to be less. Moreover, 
the frequency n" variation shape for the two cases is clearly different, which means 
qualitatively that gradient effects the frequency behavior of the RSW propagation.
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Figure V.2 -  Normalized Amplitudes for the frequency band at different positions.
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In order to calculate a local n"RSW at positions X, we consider the relative ampli­
tude A r which is the ratio ^n[x-ioj • This attenuation along segments 20 cm
length giving us the mean n"RSW value at positions 20 cm, 40 cm, 60 cm and 80 cm 
for the overall frequency band. This is shown in the figures V.3-a) and V.3-b) for 
the homogenous medium and the gradient medium. We can see in the homogenous 
medium case that the relative attenuation remain same for all positions, but in the 
gradient medium case, it is increasing with the distance. Such behavior shows that 
the gradient makes the distinction between the different RSW propagation zones for 
different wave travel distances. We have higher attenuation, therefore higher probed 
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Figure V.3 -  Relative attenuation in the two mediums at different positions.
Using the relationship (V.4), the propagation depth is deduced at the four po­
sitions for the overall frequency and wavelength band (figure V.4)-a). We observe 
clearly the depth increase at lower frequencies, in addition to that at farther po­
sitions. This interesting frequency effect makes possible the distinction of deeper 
propagation zones by increasing the signal wavelength. The depth variation versus 
wavelength is practically linear as shown in the figure V.4-b). We can therefore make 
accurate interpolation and extrapolation.
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a) Propagation depth versus frequency a) Propagation depth versus wave length
Figure V.4 
quencies.
Calculated propagation depth in the two mediums at different fre-
Finally, the figure 5 shows the depth curve versus positions for five different 
frequencies. The found depth bye the time domain method is very close to that at 
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Figure V.5 -  Propagation depth presentation versus positions.
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This analysis method gives an interesting value of the propagation depth. Ho­
wever, the real depth value will be higher than that found above, when we consider 
that the deeper propagation layers’ contribution on the RSW amplitude is less then 
that of the higher layers.
V .6 Conclusion
In this research work, data given from FEM simulation are used to characterize 
the RSW propagation focusing especially on the probed depth. By the time domain 
method, we found depth values from 20 cm to 40 cm at when distance from the 
antenna is increased from 20 cm to 80 cm. According to an independent different 
method base on the attenuation property, the same values of the depth are found 
with more accuracy. In addition, more values are given for diffrent frequencies which 
show an increase of depth up to nearly 70 cm with higher wavelengths near 50 cm. 
We can therefore control the depth extend whether by changing wavelength or dis­
tance from the antenna. This leads to an interesting technique of assessment in civil 
engineering and geophysics. Some explanations are made about the depth behavior, 
but more theoretical treatise is recommended to predict general formulation instead 
of an empirical tendency. Laboratory tests on real soil surface is strongly recommen­
ded in order to confirm the simulated characteristics of the RSW propagation and 
to define technical limits.
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Contribution au document
Dans ce dernier chapitre, une étude expérimentale des ORS est élaborée précédée 
par une étude de simulation du modèle numérique du banc d ’essai. Elle vise l’ob­
jectif final du travail de thèse, soit la caractérisation des ORS, fournissant plus de 
détails théoriques sur leur caractéristique que le chapitre précédent et appuyant par 
les mesures concrètes, les résultats de simulation. Il sera notamment question de 
confirmer la possibilité d ’exploiter ces ondes pour évaluer l’état du béton de peau, 
ce qui est principalement indiqué par le profil de sa teneur en eau et ions chlorure, 
rejoignant ainsi l’objectif visé par de l’axe de recherche qui véhicule le travail dans 
cette thèse.
La simulation du banc d ’essai et la conception d ’antennes GPR spécialement 
pour ce projet reflète la complexité de l’étude de caractérisation des ORS comparée 
à celle des ondes de réflexion. En effet, comme il sera constaté dans ce chapitre, 
la mesure des ORS s’avère bien plus exigeante que celles des ondes de réflexions, 
leur caractérisation demande un banc d ’essai plus élaboré que de simples cibles 
de réflexion et leur analyse plus complexe. Il devient alors impératif de prévoir, 
par une étude théorique complètement élaborée, toute la démarche expérimentale 
incluant le type d ’équipement, les procédures de mesure et de conditionnement du 
banc d ’essai ainsi que les résultats prévus et la procédure adéquate de leur analyse. 
Les radargrammes mesurés sont présentés en partie dans l’article et en totalité en 
annexe. Les antennes fabriquées sont décrites avec détail dans le rapport No GEL- 
201301 et plus de détails sur la procédure d ’essai peuvent être trouvés dans le rapport 
ÉTS-201308.
Résumé français :
Les ondes radar de surface sont définies comme étant la partie des ondes de vo­
lume qui se propage sur l’interface entre deux milieux. Cette partie du milieu de 
propagation est la plus ciblée par l’auscultation en génie civil, ce qui rend ces ondes 
potentiellement très utiles pour nous informer sur l’état de l’enrobage du matériau 
de construction. Cependant, afin d ’adapter ces ondes de surface pour les besoins 
du génie civil, une étude de caractérisation de ces ondes s’avère indispensable et 
préalable à toute mesure les employant. L’exploitation de ces ondes qui ont été rare­
ment étudiées dans le domaine du géoradar, requiert alors une initiative sérieuse prise
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dans ce projet. L’étendu de la profondeur de propagation de ces ondes représente le 
principal enjeu dans les possibilités d’application pour l’auscultation en génie civil. 
Pour déterminer cette profondeur, des essais de laboratoire sont élaborés sur un 
banc de sable de dimensions adéquates et monté de façon à permettre le contrôle 
de sa teneur en eau. La variation de la teneur en eau dans le sable et son gradient 
surtout seront utilisés pour distinguer la profondeur couverte par ces ondes dans leur 
propagation, d ’où l’importance de leur utilisation. De plus, les antennes permettant 
l’émission des ondes de surface et leur détection directement sur la surface ne sont 
pas disponibles dans le marché, elles sont alors conçues en laboratoire dans le cadre 
de cette thèse. La simulation numérique du banc de sable est présentée en premier 
et servira comme guide théorique dans l’analyse des données. L’étude démontre que 
les ondes de surface peuvent couvrir toutes les profondeurs visées par les tests non 
destructifs en génie civil, ce qui les rend intéressante à exploiter dans ce domaine. 
On parle de valeurs de profondeur entre 10 cm et près de 30 cm variable de manière 
contrôlable.
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Radar Surface Wave Characterization for Near 
Surface G PR Assessm ents
Bilal Filali, Jam al Rhazi, François Boone, Gérard Ballivy
Abstract
The radar surface waves are defined as the volume waves part propagating on 
the interface between two mediums. This medium’s part is the most targeted by ci­
vil engineering assessment applications, which makes this kind of waves potentially 
useful to get information on the construction material coating. However, a charac­
terization study is necessary and prior to any measurement by surface waves. These 
waves having been rarely studied for GPR applications in geophysics, a serious ini­
tiative should be taken to investigate their characteristics. The propagation depth 
range represents itself the issue for application possibilities in civil engineering as­
sessment. In order to determine this depth, laboratory measurements are made on 
a sand bin having adequate dimensions and mounted such its water content can be 
controlled. The water content gradient is exploited to reveal the RSW propagation 
depth. Besides, antennas transmitting RSW accurate impulse are not available in 
the business. They are designed in laboratory for this research purpose. Simulation 
of a sand bin models gives coherent RSW depth values for all the simulated cases. 
The study shows that the RSW propagation depth can cover the entire targeted 
depth for civil engineering assessment. Values from 10 cm to nearly 30 cm are dedu­
ced for the propagation depth depending on the transmitter and receiver antennas 
separation. A variation upon this distance and the antennas’ frequencies is observed 
and found to be useful for adjustment purposes during measurements.
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VI. 1 Introduction
The ground penetrating radar (GPR) is a non-destructive technic used first for 
geophysical prospecting. Its adaptation for civil engineering purposes went later, 
where shorter GPR wave lengths are needed to assess smaller mediums than that 
for geophysical purposes. Higher frequency GPR antennas (up to 3 GHz) are used to 
apply the same methods based on wave reflection for construction materials (Annan
(2003)). However, the radar surface wave (RSW) was rarely investigated because 
of its several limits for geophysical purposes (Galagedara et al. (2003), Klysz et al.
(2004), Annan (1973)). RSW characterization is necessary to know whether it is 
useful for civil engineering near surface assessment. Several previous researches in­
vestigated the RSW application possibilities (Galagedara et al. (2003), Klysz et al. 
(2004)), where it is shown that their assessment depth reach at least 10 cm between 
100 MHz and 450 MHz which is interesting for civil engineering purpose. However, 
this assessment depth is not accurately studied yet by any previous research work.
In this paper, RSW characterization is done mostly by simulation models veri­
fying a proposed theoretical model giving accurate characterization of the RSW. In 
this section, RSW is given from modeled surface radiation and identified in radar- 
grams. Its wave speed is calculated to determine the propagation depth at different 
distances from the source. The wave energy and amplitude analysis provides similar 
values of the propagation depth. The spectral analysis is likely applied to observe 
the RSW depth variation versus frequencies.
The same procedure for the simulated models is followed for real RSW measure­
ments in laboratory using wide band antennas placed on a soil surface. A test bench 
is built such that all the necessary elements to reveal the RSW are disposed and 
controlled for each measurement as for the simulated models. Experimental results 
given for RSW characterization are then discussed.
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V I.2 Theory of the radar surface wave
The radar surface wave (RSW) is defined as the part of the volume wave which 
propagates along the interface between two mediums. This kind of wave propaga­
tion occurs only when a radiating antenna is placed at the interface between two 
different mediums (most commonly air and higher permittivity material), such that 
the volume wave radiated toward the higher permittivity medium is focused within 
the critical angle. However, the critical angle concept is available only for optics 
studies, whereas the radiation undulatory behavior leads a certain amount of its 
energy to be detectable from the surface as radar surface wave (RSW).
The energy of the RSW attenuation upon distance may be due the wave di­
vergence like any spherical wave, as well as to material dumping (conduction and 
dielectric losses). Besides, as radiation tends to behave like an optical beam, the 
RSW converges to annihilation at farther distance from the source. This is an im­
portant kind of attenuation affecting particularly the RSW, which is referred to, 
in this paper, as the optical convergence attenuation. Therefore, working with the 
RSW leads to deal with three kinds of attenuation : divergence, dumping, and optical 
convergence. Finally, the wave equation of the RSW is fully expressed in the lite­
rature (Sommerfeld (1957), Brekhovskikh (1960), Annan (1973), and Wait (1995)) 
taking into account all these three effects.
The RSW is mainly considered as propagating purely on the surface. However, 
this assumption is in contradiction with the fact that RSW, as any physical wave, 
is formed by an infinite number of Fresnel waves traveling close around the RSW 
trajectory (Hristov (2000)). It is impossible for the RSW to propagate without being 
affected by the close volume to the surface where the Fresnel waves propagate. This 
means that the RSW is always affected by a certain surface layer whose thickness 
can be determined. This surface thickness is not related to volume wave penetra­
tion depth. It is merely a propagation depth of the RSW which should depend on 
parameters that must be identified.
In this paper, a physical model is proposed and verified by simulation. It as­
sumes that RSW propagation between two points with a certain propagation depth 
is equivalent to a travel between the same points after a single reflection at the
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same depth as the RSW propagation depth. According to this model, the RSW 
propagation depth is expressed as :
f ° p  n * ( y ) d y
Pn = \  (VI.l)
U R S W
where Pn is the unknown propagation depth, n RSW* is the complex refractive index 
probed by the RSW, and n*(y) is the known complex refractive index function of 
the depth y, oriented toward negative axis.
V I.3 Radar Surface Wave M odeling, Theoretical Characte­
rization
V I.3.1 Model description
The model is designed as a circular 2D space (Figure V I.l) in which a small source 
(antenna) is radiating at a wide frequency range from 50 MHz to 1.05 GHz in order 
to simulated a wide band antenna radiation spectrum. The source is modeled as a 
2 mm long segment placed in contact with the soil surface. The antenna shielding 
is modeled by associating to the air medium a high dumping EM property, which is 
equivalent to a wave absorbing antenna box.
The soil is modeled as the bottom half disc domain including two different layers : 
the in-depth gradient layer and the saturated layer. The saturated soil layer, as 
shown in the Figure VI.l, is that surrounded by the model’s bottom limits and the 
water table surface. As for ordinary sand, refractive indexes of the saturated sand 
and the dry sand are taken as n* =  a/26 — 3j  and n* =  - / I  respectively, which 
is close to that of real sand [article]. In order to avoid any refractive index value 
contrast under the sand surface, an in-depth gradient of this property is applied 
in the surface layer called the gradient layer. As shown in the figure, the waves 
propagate across the water table without being reflected toward the antenna by any 
interface, avoiding any perturbation on the RSW.
86
V i l l  i l  . M i l ' l l  I . ». \  C !
Figure VI.l -  Simulated model of the radiating antenna on a soil surface.
The n* gradient is set to reach gradually the higher value n* =  a/26 — 3j at the 
water table , starting from the lower value n* =  y/4 at the dry surface. Experimental 
measurement of the water content gradient in a real sand medium (shown in the 
section below) shows a closely linear variation beginning from the surfacing, but 
becomes curved before reaching a plateau (WT saturation value). This is modeled by 
the in-depth function of n* shown in the graph below (Figure VI.2), where that three 
different gradients are modeled corresponding to three different WT depths. The 
deeper is the WT, the smoother is the gradient such that three different comparison 
case are probed representing 40 cm, 35 cm, and 30 cm WT depth. The refractive 
index and volumetric water content variations are assumed to be similar according 
to the complex refractive index model (CRIM) of mixtures’ EM properties [Daniels
(2004)]. Finally, a homogenous medium is likely modeled without water table to be 
used as a reference case.
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Refractive index functions of depth applied to the gradient medium.
This applied gradient is the key element in the model, revealing the subsurface 
medium’s area which affects the RSW. In fact, if the RSW is only affected by the 
medium’s pure surface, its speed and attenuation will depend only upon the surface 
dry sand refractive index. But if there is a finite thick surface layer affecting the 
RSW, the speed and attenuation will reveal its average refractive index, which is 
higher than that of the pure surface because of the gradient. Therefore, the calcula­
tion of the RSW propagation depth will be possible by considering, in the equation, 
the deduced refractive index as that of the overall propagation medium. The RSW 
propagation depth will thus be calculated by solving the equation :
n RSWPn ~ [  n*(y)dy = 0 
J-Pn
(VI-2)
where Pn is the unknown propagation depth, n RSW*  is the complex refractive index 
probed by the RSW, and n*(y) is the known complex refractive index function of 
the depth y, oriented toward negative axis.
Results of this simulation are given as radargrams made by extracted signals 
from the modeled soil surface at positions between 20 cm and 110 cm distance from 
the source in steps of 1 cm. These radargrams are shown in Figure VI.3 for the three 
gradient cases (30, 35, and 40 cm WT depth) as well as for a reference comparison
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case of homogeneous soil (no applied gradient) with the same EM properties as 
the dry surface. Thus, if the RSW is affected only by the surface, the three cases 
will provide exactly similar results. Radargrams are given at frequencies from 250 
MHz to 550 MHz in steps of 50 MHz in order to observe variations over different 
wavelengths.
40 50 60 70 80 90
Distance from antenna (cm)
a) Homogeneous.
40 50 60 70 80 90
Distance from antenna (cm)
b) WT = 40 cm.
J  25 H
40 50 60 70 80 90
Distance from antenna (cm)
c) WT = 35 cm.
40 50 60 70 80 90 100
Distance from antenna (cm)
b) WT = 30 cm.
Figure VI.3 -  Radargrams given for the modeled soil surface.
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VI.3.2 Analysis and discussion
The previous radargrams show that the RSW is more attenuated by stronger gra­
dient medium, but the propagation depth effect cannot yet be deduced though this 
was predicted by theory. In fact, the optical wave convergence is also an important 
attenuating effect which is higher when the gradient is stronger. The most interes­
ting RSW property for the propagation depth determination is the wave speed. In 
fact, this property doesn’t depend on the frequencies neither on the refractive index 
gradient (optical convergence) but only on the real refractive index value. Therefore, 
the RSW speed is expected to be lower at the gradient medium than that at the 
reference (homogeneous medium). To observe the RSW speed, it is first necessary 
to extract its trace line from the radargram (see Figure VI.4).
  R efe rence
— — W T  =  40 cm
 ------- W T  — 35 cm








Distance from antenna (cm)
Figure VI.4 -  The RSW trace for the different mediums.
As a first observation, it can be seen that the RSW trace tangent (equals the 
RSW speed) is lower for the stronger gradient mediums. This shows with certainty 
that the RSW is strongly affected by a thick surface layer and not only by the pure 
surface. Moreover, i t’s clear that, unlike the homogenous medium case, the trace 
line is not straight but curved because of the tangent decrease. This shows that
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the RSW speed is lower at farther positions, which is more clearly observed in the 
Figure VI.5below showing the RSW speeds.
In fact, the RSW speed decrease versus position is well observed, which signify 
increase of the RSW propagation depth upon position. This same effect is easier to 
perceive by graphing the refractive index decrease upon position (Figure VI.6).
—  R eference
 W T  =  40 cm
  W T  =  35 cm
 W T  =  30 cm
0O
Distance from antenna (cm)
Figure VI.5 -  The calculated RSW speed from its trace.
I t’s thus possible to calculate the RSW propagation depth for the three mediums 
as their gradient is well known. This is done applying the equation VI.2, proposed 
in the present paper, considering the calculated refractive index as related to the 
probed surface layer. This propagation depth is calculated and presented in the 
Figure VI.7, where closely similar values are found for the three mediums. This is 
the first confirmation of the proposed model availability, because the depth value is 
highly sensitive to any refractive index shift or perturbation. Besides, the decrease 
of the RSW depth upon position shows linear correlation for all the position. This 
makes possible the development of general variation formula for RSW depth.
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Figure VI.6
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The calculated refractive index for the different gradient cases.
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-  The calculated RSW propagation depth following the proposed
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RSW propagation depth is calculated at different frequencies and shown in the 
figures below, in order to observe the RSW depth behavior versus frequencies. The 
graph shows likely a slight increase of the RSW depth at lower frequencies. It is 
possible now to deduce that this depth can be increased by lowering the antenna 
frequency or separating the receiver from the transmitter. As seen in the Figure, 
with a 400 MHz antenna, the propagation depth can be varied from about 10 cm 
to more than 20 cm by separating the antennas by distances from 20 cm to 70 
cm. Slight variation can be likely done by varying the frequency. This adjusting 
possibility makes RSW application as a great area of interest for civil engineering 
assessment.
—  400 M Hz
  300 M Hz







Distance from antenna (cm)
Figure VI.8 -  RSW propagation depth for WT =  40 cm at different frequencies.
In order to confirm the previous result, it is important to proceed to the RSW 
attenuation analysis besides the speed analysis. In this model, the RSW amplitude 
is highly attenuated by the optical convergence effect. This makes difficult the at­
tenuation analysis because the error becomes more significant at lower amplitude 
especially in spectral analysis. However, the RSW energy analysis can be applied gi­
ving approximate values of the depth, which can be compared to the speed analysis 
values. The RSW energy is calculated by the summation of its entire spectral har-
93
monies energy (spectral amplitudes squared). The following figure shows the RSW 
energy values at 400 MHz for the different mediums.
H om ogeneous 
W T  =  40 cm 
W T  =  35 cm 
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Figure VI.9 -  RSW energy values versus position for the different mediums.
The RSW depth can be calculated using the imaginary refractive index instead 
of the real one in the equation VI.2. The same process as the speed analysis leads 
to RSW depth calculation shown in the Figure VI. 10. Comparison shows that these 
values are close to that obtained by the speed analysis, approving the availability of 
the proposed approach. There is a non-negligible shift between these two methods 
values, which can be explained by the frequency shift of the overall impulse upon 
the attenuation because the higher frequencies are more dumped in the spectrum.
In order to proceed to a more accurate attenuation analysis, the RSW is once 
again modeled in different mediums where only the imaginary part n" is varying as 
an in-depth gradient, while the real part is constant (taken as n' =  3). By this way, 
RSW amplitude is stronger as there is no real refractive index gradient increasing 
its attenuation by making the volume wave more focused within closer angle (as for 
the previous models). Three new models with different linear n" gradients and equal 
constant n' are solved, then the respective RSW impulse is given at the same previous 
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Figure VI. 10 -  Calculated depths following the energy analysis.
The RSW amplitude spectrums for the three gradient models are normalized to 
that of the reference RSW given from homogeneous medium model (solved with the 
same n'), such that only the dumping attenuation is obtained for the three modeled 
cases. The imaginary refractive index n" probed by the given RSW is then calculated 
from these attenuation values for all the frequency band and at different distances 
from the antenna. To provide more different mediums than that solved for the speed 
analysis, the in-depth gradient is set to be in different form, expressed as three 
linear variations of n" upon the depth starting from 0 at the surface, reaching the 
saturation value at W T  =  40 cm, 35 cm, and 30 cm respectively for the three cases, 
and keeping likely increase till the bottom soil surface. With this linear variation, 
solving the equation VI.2 gives the propagation depth Pn expressed in terms of the 
n" probed by the RSW {n"RSW), the saturation value {n”nax), and W T  as follows :
Pn = — W T  (VI.3)nn,vmax
The figure VI. 11 below shows the calculated RSW propagation depth Pn versus 
distance from the antenna D  at different wavelengths A. These values are found to 
behave exactly as those calculated from the speed analysis : increase upon D  and A.
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Besides, this RSW depth fits closely a two variables regression developed from the 
whole set of Pn values associated to A and D, such that :
Pn = 0.046A +  0.12D +  0.0039ÀD +  4.22 (cm) (VI.4)
Moreover, as shown in the figure V I.ll, the previously calculated Pn from the 
speed analysis fits closely the same regression when associated to A =  30 cm, 
which corresponds to about 330 MHz, lower than the transmitted signal frequency 
(400 MHz). This shift to a lower frequency is partly explained by the stronger at­
tenuation at higher frequencies and means that the RSW frequency doesn’t  equal 
exactly the GPR signal’s center frequency. This gives further explanation of the 
difference noticed on Pn values when calculated by the RSW energy (figure VI. 10). 
This formula can thus be used to provide the surface layer thickness probed by the 
RSW, for useful wavelength of 20 cm and longer.
Distance from antenna (cm)
Figure V I.ll -  RSW depth calculated versus distance from antenna for different 
wavelengths and WT =  40 cm.
This regression is likely representative of Pn calculated for the two different 
mediums as shown in figure VI.3.2, which joins the same conclusion drawn from 
figure VI. 7.
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Figure VI. 12 -  RSW depth calculated versus distance from antenna for different
wavelengths and WT.
The same regression is presented versus A and compared to the curves of Pn  
at different distances, where accordance is likely observed for the three cases. The 
same accordance is noticed for this regression when compared to the RSW depth 
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Figure VI. 13 -  RSW depth calculated versus wavelength at different distances
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Figure VI. 14 -  RSW depth calculated versus wavelength at different distances
from 300 MHz antenna for WT =  40 cm.
V I.4 M easurements and Experimental Characterization of 
the RSW
VI.4.1 Sand bin assembly soil characteristics
In order to make possible radar measurements on a soil surface, a soil bin is 
built to dispose a 1.8 m x 1.8 m sand surface after filling 70 cm thickness of this 
soil material on a metal reflecting bottom surface (see Figure VI. 15). Reflection 
measurements are likely possible thanks to this metallic surface (aluminum foil) 
put on the bin bottom. This represents the only way to provide a regular constant 
reflection independent on the bottom interface, allowing comparison with reflection 
dependent only on the material properties.
In order to control an in-depth gradient of water content under the sand surface, 
a water table is created by injection from the bottom at different depths in the 
sand (see Figure VI. 16). Beginning from this water table (WT), the sand is less 
wet closer to the surface, creating so an in-depth gradient from the surface to the 
WT (according to laboratory tests on the used sand). This gradient makes the sand
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having a decreasing complex permittivity from e* = 26 — 3i at the water table to 
e* =  4 at the dry surface (Daniels (2004)).




Figure VI. 16 -  Illustration of the water content in-depth variation in the sand
The water table is produced by water injection from the bin bottom. In fact, a 
hose is spiral placed in the bin as in Figure VI.17such that water is injected from 
bottom and evacuated at the top of the bin. On the bottom surface, and before filling 
with sand, a 10 cm thick layer of smooth average sized gravel is first put (about 1.5 
cm diameter). This allows uniform water injection with reduced pressure over the 
entire sand bottom surface. The gravel layer is isolated from the sand by a filtering 
felt permeable to water. In this layer, four draining pumps are put in the opposite 
side to that of water injection. Thus, these pumps don’t drain water directly from the
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sand but from the gravel layer, avoiding a pressure variation over the sand surface 
when draining. In this procedure, it is important to keep a close horizontal surface 
homogeneity, which is altered if the sand bin is unleveled. Leveling is so insured by 
varying the gravel layer thickness to correct the floor inclination. The water table 
level can be read from two vertical pipes inserted from the bin bottom coming out 








Figure VI. 17 -  Illustrative schema of the sand bin elements.
All-purpose sand is used having a wide grain size distribution (Figure) in order 
to insure lower void volume content. Moreover, a wide grain size distribution leads 
the water content to extent over a thicker layer of decreasing gradient. For this sand, 
laboratory tests showed a gradient extend over about 35 cm in a sampling burette. 
This will be verified below by sand extractions at different depths.
VI.4.2 Measurement procedure and results
In order to observe how far the subsurface medium can affect RSW propaga­
tion, the gradient layer has to reach the sand surface to make it the only possible 
propagation medium under the surface. To do so, the water table (WT) is raised 
at levels from 40 cm to 25 cm depth in steps of 5 cm (five different levels), such 
that for different gradients are made for comparative study. At each W T level, the 
RSW and reflection waves are measured by processing radar scans after at least 30
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Figure VI. 18 -  The used sand grain distribution.
After each water table increasing - by a weak water injection from the hose -, the 
saturation layer depth is first deduced from the water level in the two opposite pipes 
01 and 02  rising from the bottom. Sand samples are then extracted at these two 
opposite positions (after 30 minutes waiting for homogenization) using a metallic 
pipe in order to measure the in-depth gradient of the water content under the surface 
(see Figure VI.19).
1st w ater ______—- gg
lev el pipe 01
03
Scanning line
2nd w ater 
level pipe
0 2 #  i-04
Figure VI. 19 -  The sand surface presentation.
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The water content is measured over the depth by extracting sand from different 
depths using a metallic pipe of 7 cm opening diameter. After extracting the pipe, the 
hold sand inside is pushed out from it using a metallic ring screwed on a long metal 
rod inserted from the other side of the pipe. The sand can be so extracted gradually 
such that different specimens are separated corresponding to different depths. Their 
volumes being known, these specimens volume water content can be measured by 
weighing them before and after oven drying until mass stabilization.
The volume water content versus the depth at each WT level is thus graphed 
and represented in the Figures VI.20. These graphs show that the closer is the water 
table to the surface the stronger is the gradient. This is explained by the constraint 
of a constant dry surface equilibrated by the room humidity. The case of a 25 cm 
deep water table makes exception, where the surface is no longer equilibrated with 
the room humidity because of the higher water content constraint at closer depth. 
The gradient strength variation under a closely dry surface gives us the advantage 
of three different comparison cases for the RSW study (40 cm , 35 cm, and 30 cm  
water table depth). As the soil surface for the 25 cm deep WT case is not as dry as 
the three previous ones, its RSW cannot be compared.
For the radar measurement, two laboratory made antennas are used as transmit­
ter and receiver in bistatic mode such that the wide angle reflection and refraction 
(WARR) measurements can be processed (see illustration in Figure VI. 16 and a 
photo in Figure VI.21). These antennas are designed following the bow-tie large 
band radiating dipole described by Chen et Liu; Eldek et al. (2004), such that the 
radiation spectrum extends from 100 MHz to nearly 1 GHz. This is not a typical 
GPR impulse frequency band (Millard et al. (2001)), but their signal analysis shows 
that filtering their raw signal between the two GPR cutoff frequencies of a desired 
central frequency gives an equivalent GPR signal, when a finite impulse response 
(FIR) filter is used. Thus several frequencies can be applied to a same large band 
antenna. For this purpose, the 300, 400, and 500MHz frequencies will be applied, 
because, as seen in preliminary results, higher frequencies are quickly absorbed and 
lower ones don’t provide separable impulses because of the used sand bin dimensions.
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The antennas are connected to a vector network analyzer (VNA) producing har­
monics from 50 MHz to 1050 MHz in steps of 5 MHz shown in the spectrum of 
Figure VI.22. From these harmonics, a 1024 samples spectrum is completed by zero 
padding up to 5115 MHz frequency. After applying the inverse Fourier transform 
(IFT) on this spectrum, we obtain a raw time signal which is then filtered around 
the needed GPR central frequency.
Figure VI.21 -  The laboratory made used antennas for the RSW measurements.
The radargram is made by signals given after successively distancing the two 
antennas by steps of 5 cm starting from 30 cm up to 110 cm (the 400 MHz signals 
radargrams are shown in Figures). The scans are started from the median of the soil 
surface and are processed following the WARR method (Wide Angle Reflection and 
Refraction) on three parallel 30 cm separated lines.
From these radargrams, the RSW trace is observed to be stronger for deeper WT 
cases. This trace is especially clearer on the sand without WT, where it fits closely 
a straight line whose tangent gives a low wave speed of 12.90 cm/ns (see the white 
line on the radargram figure). This wave speed corresponds to 2.32 refractive index 
value, which is mostly associated to that of a dry sand medium (n =  2 for the oven 
dried sand). Nonetheless, a wave speed analysis cannot be done on this measured 
RSW because of the significant perturbations due to antenna shielding difficulties. 
These perturbations are expected to originate mostly from the RSW side reflections, 







Therefore, its energy can be considered as closely proportional to that of the RSW, 





















Figure VI.22 -  VNA spectrum (left) and its corresponding signal (right) filtered
around 400 MHz received on the sand surface.
VI.4.3 Analysis and discussion
As shown in the previous radargrams, the RSW is identified but its speed can­
not be analyzed because of an important perturbation related to antenna shielding 
problems. However, considering that this perturbation is nothing else than RSW 
reflections on the surface, it can be assumed that the energy of the total impulse 
arriving before volume wave reflection behaves approximately as the RSW. This 
total impulse is then isolated from reflection and its energy is calculated by the 
summation of all its spectral components energies. Therefore, the energy qualitative 
analysis can be done comparing the three gradient cases to that of the sand without 
WT taken as a reference case. In the Figure VI.24, the calculated RSW energy is 
shown for these four cases.
Due to perturbations, it is impossible to make any experimental estimation of 
the RSW propagation depth. However, by qualitative comparison, it is possible to 
show that RSW is affected by a significantly thick surface layer and not only by the 
pure surface. In this graph, it is clear that the stronger is the gradient (closer WT
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depth) the more RSW energy is lost. The RSW energies of the three gradient cases 
are so normalized on that of the reference case to compare the energy lost ratio for 
the three cases with each other. This operation is done for the frequencies 300 MHz, 
400 MHz, and 500 MHz for comparison and is shown in the Figure VI.25.
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Position (cm)
a) Sand without water table.
50 60 70 80 90 100 110
Position (cm)
e) Sand with 40 cm deep WT.
100 11050 60 70 80 90
Position (cm)
e) Sand with 35 cm deep WT.
50 60 70 80 90 100 110
Position (cm)
d) Sand with 30 cm deep WT.
50 60 70 80 90 100 110
Position (cm)
e) Sand with 25 cm deep WT.
Figure VI.23 -  Given radargrams at 400 MHz.
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Reference 
WT = 40 cm 
WT = 35 cm 
WT =  30 cm
Position (cm)
Figure VI.24 -  RSW total impulse energy for the discussed cases.
From these graphs, it can be noticed that the RSW dumping is higher for stronger 
gradient. This can be explained by the higher imaginary refractive index for higher 
gradients, which can be explained also by the fact that RSW propagates in a surface 
layer rather than a pure surface. Nonetheless, the optical convergence attenuation 
can likely explain this energy lost, because there is more attenuation when the real 
refractive index gradient is stronger (see the theory section). It is thus impossible 
to deduce any evidence for RSW depth from results at one frequency. However, 
comparison between frequencies shows that this energy lost is more important at 
lower frequencies. The fact that optical convergence causes less attenuation at lower 
frequencies as well as the conductive attenuation eliminates these two effects. The 
only effect causing more attenuation at lower frequencies is the propagation depth, 
known to be higher at longer wavelengths. This higher dumping at lower frequencies 
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Figure VI.25 -  RSW energy lost ratio for the three cases at different frequencies.
V I.5 Conclusion
The main purpose of this research is to determine accurately the RSW propa­
gation depth as well as to elaborate a base method for their analysis. Simulation 
model is designed to apply easily these analysis methods and to make a comparative 
discussion about the RSW depth. A theoretical model is proposed obviously assu­
ming that RSW is equivalent to a reflected wave at the same propagation depth. 
Following this model, analysis done on the simulation results gives a similar propa­
gation depth for different materials cases and following three different methods. The 
first method is based on the wave speed analysis and gives similar values for three 
different modeled mediums. According to this method, a 400 MHz RSW is affected 
by a surface layer whose thickness varies from 10 cm up to 20 cm when distance 
between the antennas is varied from 20 cm to 70 cm. This RSW depth is increa­
sed to nearly 30 cm when 250 MHz antenna is used. In addition, the RSW depth 
increase upon the distance is found to be closely linear, which allows developing of 
a general propagation depth formula. The energy analysis can also determine, with 
less accuracy, the RSW depth. More correction is recommended to carry on this 
useful method, such the spectral shift consideration for the calculation using the 
RSW energy.
The RSW depth is likely calculated following the attenuation analysis in the 
frequency domain and found to be similar to that of the previous methods. Besides, a 
slight variation over the frequencies is observed representing a closely linear, variation 
upon the wavelength. This observation led to a regression formula expressing the 
RSW depth versus the wavelength and the distance from the source. This regression 
is found well representative for all the curves of RSW depth versus the distance 
and the wavelength for the three different models at 20 cm wavelength values and 
longer. Therefore, the application of the RSW is possible adjusting its depth by 
varying both the distance from the antenna and the frequency.
Experimental measurements are made on a built sand bin designed to approach 
the simulation cases. Important objectives are reached in this work part, where RSW 
depth is proved qualitatively to be significant and dependent on the frequency. Ex­
perimental equipment disposing and conditioning was be manageable, especially 
when it went to gradient varying and measuring. Nevertheless, antenna shielding
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problems are encountered causing perturbations on the RSW trace. In fact, though 
the measured echo was in good accuracy, the RSW trace was too much close to the 
perturbation impulse and could not provide accurate data. In order to measure a 
clean RSW impulse, it is recommended to develop a better shielded antenna remo­
ving the direct wave at low frequency, whereas it is actually possible to obtain well 
shielded antennas only at higher frequency, but not useful for these measurements 
because of their very low RSW depth.
I t’s been noticed that the ORS analysis considering an in-depth gradient serves 
as well for the determination of the water content profile under any surface of real 
material. This is especially interesting for concrete assessment and environment 
investigation purposes.
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Conclusion Finale
Dans cette thèse, la recherche est proposée en s’appuyant sur une synthèse cou­
vrant les principaux points qui mettent en évidence plusieurs lacunes dans le domaine 
du GPR appliqué en génie civil. On cite notamment la nécessité de présence d ’objets 
réflecteurs dans le béton, à défaut de quoi, aucune expertise ne peut être faite au 
moyen du radar.
L’objectif de cette thèse représente la mise au point d ’une méthodologie d ’aus­
cultation basée sur les ondes radar de surface pour quantifier les variations de la 
teneur en eau et en ions chlorure du béton en fonction de la profondeur. On a jus­
tifié l’originalité de cet objectif suite à une revue bibliographique exposée en trois 
chapitres distincts.
La contribution scientifique dans cette recherche est marquée par trois prin­
cipales originalités qui sont : le développement des connaissances théoriques et 
expérimentales sur les ORS, la simulation numérique de la réponse GPR appliquée 
en génie civil par la méthode des éléments finis, le développement d ’une méthode 
d ’analyse GPR exploitant la phase spectrale pour mesurer la vitesse et sa fluctuation 
pour déterminer l’incertitude.
La méthode de simulation numérique a été sélectionnée après une synthèse cou­
vrant les méthodes les plus répandues, qui sont celle de traicé de raies et la FDTD. 
La méthode des éléments finis (FEM) s’est avérée la plus adéquate pour le applica­
tions en génie civil, vu ses avantages liés à la flexibilité de son maillage et la facilité 
de modélisation des milieux dispersifs. De plus, il se trouve que l’application de la 
FEM pour la simulation de la réponse GPR représente elle-même une contribution 
dans cette thèse, car aucun travail antérieur similaire n ’a été rencontré décrivant 
l’emploi de la FEM.
La méthode de traitement des données développée dans le domaine fréquentiel 
s’est avérée efficace pour arriver à des conclusions précises pour les ondes de réflexion, 
déterminant les incertitudes de façon très représentatives des légers décalages ren­
contrés. L’approche appliquée pour cette méthode est proposée en alternative à 
l’approche classique d ’analyse par la phase spectrale. Elle a l’avantage important 
d ’être valable pour les signaux dispersés. Avec cette méthode, on a trouvée que
112
la phase spectrale des ORS est perturbée par de considérables fluctuations encore 
inexpliquée, ce qui rend son analyse spectrale impossible. Une telle analyse aurait 
permis d ’appuyer avec grande précision les valeurs de profondeur de propagation des 
ORS est de les analyser dans les projets d ’auscultation. C’est pourquoi on recom­
mande que ces fluctuations soient expliquées est réduits afin de pouvoir appliquer 
cette méthode qui fournit le plus d ’informations.
A partir de la littérature couvrant les ORS, on marque le manque de traités 
théoriques publiés à propos de ses ondes, ainsi que de récentes applications fai­
sant mention de plusieurs lacunes dans les connaissances disponibles les concernant. 
On fait particulièrement mention du problème de leur profondeur de pénétration 
méconnue jusqu’à présent. Cette propriété est évaluée par la simulation et est trouvée 
variante entre 10 cm et 30 cm selon l’écartement entre des deux antennes et la lon­
gueur d ’onde. Une importante corrélation est obserbée entre la profondeur des ORS 
et les deux derniers paramètres, qui a permis de développer une formule expri­
mant cette profondeur en fonction de la longueur d ’onde et de la distance entre 
les antennes. Ce résultat ouvre la porte à une nouvelle technique GPR basée sur 
les ORS appliquées pour l’auscultation en génie civil, dont les caractéristiques sont 
contrôlables par les deux paramètres d ’essais.
Cependant, des difficultés doivent être résolues afin d ’arriver à l’emploi des ORS 
comme technique GPR. On cite notamment le blindage des antennes permettant 
la suppression des ondes dans l’air de manière à annuler toute perturbation sur les 
ORS faussant les résultats d ’analyse. Aussi, on recommande fortement d ’utiliser des 
antennes de fréquences de 600 MHz est moins, afin d ’avoir suffisemment de pro­
fondeur et d ’amplitude de l’ORS. Pour le génie civil, la profondeur visée dépassent 
généralement les 10 cm, surtout vu que la méthode est valable pour des éléments de 
structure relativement épais (comme le béton de masse). Des essais sur le béton sont 
a prévoir en laboratoire avant d ’entammer des procédures d ’auscultation in-situ, 
afin de fournir des résultats à l’appui pour développer les normes d ’applications de 
cette technique pour le génie civil. Finalement, on recommande d ’étudier la possi- 
bilté d ’exploiter ces ondes pour les structures moins épaisses, comme les dalles de 
béton armée, ce qui permet de fournir des résultats supplémentaires indépendants 
à l’appluis des résultats obtenus en mode réflexion.
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Annexe A Axes de recherche de la chaire CRSNG  
du GRAI
Axe 1 : Estimation des propriétés mécaniques du béton
Projet 1.1 Corrélation entre la résistivité électrique et les propriétés mécaniques.
Projet 1.2 Corrélation entre la constante diélectrique et les propriétés 
mécaniques.
Projet 1.3 Corrélation entre la conductivité thermique et les propriétés 
mécaniques.
Projet 1.4 Corrélation entre la vitesse de propagation des ondes acoustiques 
et les propriétés mécaniques.
Projet 1.5 Estimation des propriétés mécaniques par tomographie acous­
tique d ’ondes de Rayleigh.
Projet 1.6 Estimation des propriétés mécaniques par tomographie acous­
tique d ’ondes longitudinales.
Axe 2 : Détection des fissures dans le béton
Projet 2.1 Détection des fissures dans le béton par tomographie acoustique 
d ’ondes de Rayleigh.
Projet 2.2 Détection des fissures dans le béton par radar.
Projet 2.3 Estimation des propriétés mécaniques par tomographie acous­
tique d ’ondes longitudinales.
Projet 2.4 Estimation des propriétés mécaniques par tomographie acous­
tique d ’ondes longitudinales.
*
Axe 3 : Evaluation de la corrosion dans les dalles de béton armé
Projet 3.1 Détection des risques de corrosion par radar.
Projet 3.2 Effet des conditions environnementales sur le potentiel de corro­
sion et la résistivité électrique.
*
Axe 4 : Evaluation des dommages causés par la RAG
Projet 4.1 Évaluation par tomographie acoustique des dommages causés par 
la R AG.
Projet 4.2 Evaluation par radar du profil d ’humidité dans le béton par ra­
dar.
Projet 4.3 Evaluation par résistivité électrique des dommages causés par la 
RAG
Projet 4.4 Suivi de l’évolution de la RAG par écoute acoustique.
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Axe 5 : Evaluation de l’état des câbles de renforcement
Projet 5.1 Détection par thermographie des vides dans les gaines.












Annexe B Radargrammes des mesures faites sur 
le bac de sable
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a) Sand without water table.
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e) Sand with 40 cm deep WT.
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Position (cm)
e) Sand with 40 cm deep WT.
50 60 70 80 90
Position (cm)
100
e) Sand with 40 cm deep WT.
50 60 70 80 90
Position (cm)
e) Sand with 40 cm deep WT.
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e) Sand with 40 cm deep WT.
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e) Sand with 40 cm deep WT.
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Position (cm)
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50 60 70 80 90 100 110
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e) Sand with 40 cm deep WT.
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e) Sand with 40 cm deep WT.
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e) Sand with 40 cm deep WT.
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Position (cm)
e) Sand with 40 cm deep WT.
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e) Sand with 40 cm deep WT.







50 60 70 80 90 100 110
Position (cm)
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4%  40
e) Sand with 40 cm deep WT.
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e) Sand with 40 cm deep WT.
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Figure B.6 Given radargrams at 500 MHz on the line LI.
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Position (cm) Position (cm)
a) Sand without water table. e) Sand with 40 cm deep WT.
40 50 60. .70 80 90 100 110 4%0 40 50 60 70 80 90 100 110 
Position (cm) Position (cm)
e) Sand with 40 cm deep WT. e) Sand with 40 cm deep WT.
Position (cm) 
e) Sand with 40 cm deep WT.
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’ ^0 40 50 60 70 80 90
Position (cm)
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e) Sand with 40 cm deep WT.
30 40 50 60 70 80 90 100 110
Position (cm)
e) Sand with 40 cm deep WT.
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Position (cm)
e) Sand with 40 cm deep WT.
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Position (cm)
e) Sand with 40 cm deep WT.
Figure B.8 -  Given radargrams at 500 MHz on the line L3.
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