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Introduction and Preliminaries
This paper is devoted to discrete approximations of continuous-time control systems that, viewed as a parametric process with a decreasing discretization step, occupy an intermediate position between
control systems with discrete and continuous times. As the basic model for our study, we consider discrete approximations of the following Mayer-type optimal control problem governed by ordinary differential equations with endpoint constraints:
(P) minimize J(x, u) := <po(x(ti)) subject to It is well known that many other control problems (of Lagrange and Bolza types, with integral constraints, on variable time intervals, etc.) reduce to the form of (P). Observe also that the results of this paper can be easily extended to control problems with non-fixed initial vector (i.e., when <pi in (P) depend on both endpoints x(to) and x(ti) for all i = 0, ... , m + r) as well as to problems with continuously time-dependent control sets U = U(t).
±(t) = f(t, x(t), u(t)) a.e. t E [to, t1], x(t
Problem (P) may be treated as an infinite-dimensional optimization problem with special equality-type dynamic constraints governed by differential operators as well with geometric constraints given by arbitrary control sets; this makes it to be nonsmooth even under all smooth functional data f and <fJi· On the other hand, it is natural to explore a different way to study continuous-time problems (P), which goes back to Leibnitz and Euler and which consists of approximating (P) by a family of discrete-time systems arising when the time-derivative ±(t) is replaced with the finite differences
'() x(t+h) -x(t) X t : : : : : : : : ---'-----'------'--'--
Allowing also perturbations of the endpoint constraints (which is very essential for variational sta- where 'YiN -7 0 and t5iN t 0 as N -7 oo for all i. For each fixed N E IN problem (PN) is finitedimensional and seems to be simpler than the continuous-time problem (P). Indeed, applying well-developed methods of finite-dimensional variational analysis, it is possible to derive necessary optimality conditions in problems (PN) even with nonsmooth data and general dynamic constraints governed by discrete inclusions and then obtain the corresponding results for optimal control of differential inclusions by passing to the limit from discrete approximations; see [4, 6, 13] for detailed proofs and discussions. However, this approach has some limitation regarding necessary optimality conditions of the maximum principle type.
XN(t + hN) = XN(t) + hNf(t,XN(t),uN(t)), XN(to)
As well known, the central result of the optimal control theory for continuous-time problems (P), the Pontryagin Maximum Principle (PMP) [11] , holds with no convexity assumptions on the admissible velocity sets f(t, x, U). This specific result, from the general viewpoint of optimization theory, is strongly due to continuous-time dynamic constraints in (P) governed by differential operators. It happens that continuous-type control systems enjoy a certain hidden convexity, which is deeply related to the classical Lyapounov theorem on the range convexity of nonatomic vector measures and eventually leads the to maximum principle form. It is not surprising therefore that an analogue of the maximum principle for discrete-time control systems does not generally hold without a priori convexity assumptions. This may create troubles for applications of the PMP in numerical calculations of nonconvex continuous-time control systems, which inevitably involve finite-difference approximations via time discretization. To avoid such troubles, it is sufficient to justify not a full analogue of the PMP, with the exact maximum condition, but its approximate counterpart, where an error in the maximum condition depends on the discretization stepsize tending to zero when the latter is decreasing.
The first result of this type in the absence of convexity assumptions was given by Gabasov and Kirillova [2, 3] , under the name of "quasi-maximum principle," for parametric discrete systems with smooth cost and dynamics and with no endpoint constraints. The proof of this result, purely analytic, essentially exploited the unconstrained nature of the problem.
The following Approximate Maximum Principle (AMP) for the noncopvex constrained problems (PN) was established by Mordukhovich [4, 5] . The proof in [4, 5] is geometric based on the discovered finite-difference counterpart of the hidden convexity property and the separation theorem. DenotP- (N) =to+ B(N)hN, B(N) = 0, 1 
Observe that the closer hN is to zero, the more precise the approximate maximum condition (1.3) and the approximate complementary slackness condition (1.4} are. This means that the AMP in (PN) tends to the PMP in (P) as N-+ oo, which actually justifies the stability of the Pontryagin Maximum Principle with respect to discrete approximations under the assumptions made.
It has been shown in [4, 5] that the consistency condition in (a) is essential for the validity of the AMP in problems with equality constraints. The first goal of the paper is to examine the other two significant assumptions made in the above theorem: the properness condition in (b) and the smoothness of the initial data. We show in Section 2 that both of these assumptions are essential for the validity of the AMP.
Note that the properness of the sequence of optimal controls in (b) is a finite-difference counterpart of the piecewise continuity (or, more generally, of Lebesgue regular points having full measure)
for optimal controls in continuous-time systems. It turns out that the situation when sequences of optimal controls are not proper in discrete approximations is not unusual for systems with nonconvex velocities, and it leads to the violation of the AMP al~eady in the case of smooth problems with inequality constraints.
The impact of nonsmoothness to the validity of the AMP happens to be even more striking:
the AMP does not hold in the expected conventional subdifferential form already for minimizing convex cost functions in discrete approximations of linear systems with no endpoint constraints, as
well as for problems with nonsmooth dynamics. It seems that the AMP is one of very few results on necessary optimality conditions that do not have expected counterparts in nonsmooth settings.
On the other hand, we derive the AMP in problems (PN) with nonsmooth functions describing the objective and inequality constraints in a new upper subdifferential (or superdifferential) form, which is also new for necessary optimality conditions in continuous-time control systems. The main difference between the conventional subdifferential form, which does not hold for the AMP but holds for the PMP, and the new one is that the latter involves upper (not lower) subgradients of nonsmooth functions in transversality conditions. This form applies to a class of uniformly I upper subdifferentiable functions described in this paper, which particularly contains smooth and concave continuous functions being closed with respect to taking the minimum over compact sets.
The results obtained solve a long-standing question about the possibility to establish the AMP in nonsmooth control problems. We also derive the upper subdifferential form of the AMP in discrete approximations of control systems with time delays, for which no results of this type have been known before. The main results of this paper have been announced in [9] The rest of the paper is organized as follows. Throughout the paper we use standard notation with some special symbols defined in the text where they are introduced. Proof. Let us consider a linear continuous-time optimal control problem (P) with a two-dimensional state x = (xi, x2) E JR 2 in the following form: 
Let us now discretize this problem with the stepsize hN := 2 }-,r, N E IN. For the notation convenience we omit the index N in what follows. Thus the discrete approximation problems (PN) corresponding to (2.1) are written as:
i.e., we put /N := h~ in the constraint perturbation for (PN ).
To proceed, we compute the trajectories of (2.2) corresponding to u(t) = 
which justifies (2.3). Now let us specify the parameters of the above control putting a = 2 and s = 0.5 for all N, i.e., considering the discrete-time function The adjoint·system (1.6) for problem (2.2) with any his
where the Jacobian matrix of fox and its adjoint/transposed one equal 
H(t,x(t),p(t +h), u(t)) = Pl(t + h)u(t) +terms not depending on u.
Examining the latter expression and taking into account that the optimal controls are equal to one for all t butt= 0.5, we conclude that the approximate maximum condition (1.3) holds only if p 1 (t)
is either nonnegative or tends to zero everywhere except t = 0.5. Observe that Pl (t) = 0 yields .A1 = .A2 = 0, which contradicts the nontriviality condition. Hence Pl (t) must be positive away from t = 0. Therefore a sequence of controls having a point of switch not tending to zero as h .j.. 0 cannot satisfy the approximate maximum condition at this point. This shows that the AMP does not hold for the sequence of optimal controls to (2.2) built above.
D
Many examples of this type can be constructed based on the above idea, which essentially means the following. Take a continuous-time problem with active inequality constraints and nonconvex admissible velocity sets f(t, x, U). It often happens that after the discretization the "former"
optimal control becomes not feasible in discrete approximations, and the "new" optimal control in the sequence of discrete-time problems has a singular point of switch (thus making the sequence of optimal controls not proper), where the approximate maximum condition does not hold. Proof. Consider the following sequence of one-dimensional optimal control problem (PN ),
for discrete-time systems:
where r is a positive irrational number less than 1 whose choice will be specified below. The dynamics in (2.4) is a discretization of the simplest ODE control system x = u. Observe that, since r is irrational and hN is rational, we have XN (1) '# r for the endpoint of an optimal trajectory to (2.4) as N E IN, while obviously x(1) = r for optimal solutions to the continuous-time counterpart.
It is also·clear that for sufficiently small hN an optimal control to (2.4) will be neither uN(t) = 0 nor UN(t) = 1, but it will have at least one point of switch.
Suppose that for some subsequence Nk---+ oo one has XNk ( Proof. Consider the same control system as in (2.4) and construct a minimizing function <p(x) satisfying the above requirements. Let '1/J(x) be a C 1 function with the properties: does not hold at those points where ilN(t) = 1.
The last example in this section concerns systems with nonsmooth dynamics. We actually consider a finite-difference analogue of minimizing an integral functional over a one-dimensional control system, which is equivalent to a two-dimensional optimal control problem of the Mayer type. The discrete "integrand" in this problem is nonsmooth with respect to the state variable x; it happens to be continuously differentiable with respect to x along the optimal process { x N (·),UN ( ·)} under consideration but not uniformly in N. Thus the example below demonstrates that the uniform smoothness assumption on f in a tube containing optimal trajectories is essential for the validity of the AMP formulated in Section 1. Proof. First we consider the following continuous-time optimal control problem: where the terminal time t1 and the number c > 1 will be specified below. It is obvious that the optimal control to (2.5) is u(t) = 1 and the corresponding optimal trajectory is x(t) = t 2 /2.
Example 2.4 (violation of AMP for control problems with nonsmooth dynamics
Discretizing (2.5), we get the sequence of finite-difference control problems:
Let us first show that uN(t) = 1 remains to be the (unique) optimal control to (2.6) if the stepsize hN is sufficiently small and (t1, c) are chosen appropriately. Indeed, similarly to Example 2.1 we compute the trajectory to (2.6) corresponding to the control uN(t) = 1:
The value JN(1) of the cost functional at uN(t) = 1 equals
If we replace uN(t) = 1 by uN(t) =cat some point t E TN, then the increment of the summation hN L uN(t) equals (c-1)hN. Hence tETN for any feasible control uN(t) to (2.6), which is not uN(t) = 1. Comparing the latter with (2.7), we conclude that the control UN(t) = 1 is optimal to (2.6) if tf/4 < c-1 and N is sufficiently large.
Let us finally show that for t 1 > 2 and c > t and taking into account that xN(t) < t2 /2 for all t E TN due to above formula for the trajectory of (2.6) corresponding to uN(t) = 1, we get
H(t, XN(t),pN(t), u)
where PN(t) satisfies the equation whose solution is PN(t) = t1 -t. Therefore 
= (t(t1-t + hN)-1)u + O(hN) = ( -t 2 + t1t-1)u + O(hN ).
Uniformly Upper Subdifferentiable Functions
In this section we present some tools of nonsmooth analysis needed for the formulation and proofs of the main positive results of the paper: the Approximate Maximum Principle for ordinary and time-delay systems in the new upper subdifferential form. Results in this form are definitely nontraditional in optimization, since they concern minimization problems for which lower subdifferential constructions are usually employed. However, we saw in the preceding section that results of the conventional lower type simply do not hold for the AMP. In Sections 4 and 5 we are going to employ upper subdifferential constructions for nonsmooth minimization problems of optimal control, which happen to work for a special class of uniformly upper subdifferentiable functions we describe and discuss in this section.
Given an extended-real-valued function cp: mn --+ JR := [-oo, oo] finite at x, we first define its 
x-+x
JJx -xJJ
This construction is known also as the "Frechet superdifferential" or the "viscosity superdifferential"; it is extensively used in the theory of viscosity solutions. The set (3.1) is symmetric to the (lower) Fnkhet subdifferential
which is widely used in variational analysis under the name of "regular" or "strict" subdifferential;
see, e.g., [12] and [14] . Let us now define a class of functions for which we obtain an extension of the AMP to nonsmooth control problems in the next section. 
AMP in Upper Subdifferential ·Form
This is a central section of the paper, which collects the main positive results on the fulfillment of the AMP in the upper subdifferential form for' the discrete approximation problems (PN ). We 
is continuous with respect to all its variables and continuously differentiable with respect to the state variable x in some tube containing optimal trajectories for all u from che compact set U in a metric space and for all t E TN uniformly in N E IN.
Theorem 4.1 (AMP for problems with no endpoint constraints). Let the pairs (x N, UN) .
be optimal to problems (PN) with <pi = 0 for all i = 1, . 
and ( 4.3) we get
:S J(xN,UN)-J(xN,ilN) :S -(pN(ti),b.xN(tl))
where the remainder rtN(t) is computed by ( 
4.5) ( aH aH 'r/N(t) = ax (t, XN(t),pN(t + hN ), UN(t))-ax (t, XN(t),pN(t + hN ), UN(t)), b.xN(t)) + o(llb.xN(t)il),
with o(llb..xN(t)ll) uniform inN due to (H1), and where Clarke ones; see [5, 14] . This form is generally independent on the upper subdifferential form of transversality conditions. Note that the major drawback of the upper subdifferential form is that it applies to a restrictive class of functions. But, as we saw in Section 2, there is no alternative to this form for the Approximate Maximum Principle.
Next let us consider a sequence of the discrete approximation problems (PN) with endpoint constraints of the inequality and equality types. We are going to derive an extension of the AMP formulated in Section 1 to these problems involving nonsmooth functions that describe the cost and inequality constraints. The following upper subdifferential version of the AMP for constrained problems impose the uniform upper subdifferentiability property on the cost and inequality constraint functions, the properness assumption on the sequence of optimal controls, and the consistency condition on perturbations of the equality constraints. As we saw in Section 2, all the three requirements are essential.
The proof of the AMP for constrained problems is substantially different from the one in Theorem 4.1 and much more involved, although it employs the same approach to handle nonsmoothness.
The major part of the proof goes back to the smooth setting and is based on a finite-difference counterpart of the hidden convexity properties for sequences of discrete approximations.
Before formulating and proving the ,theorem, we need an auxiliary result that actually reflects the hidden convexity property in the nonsmooth setting under consideration. Let us first recall some definitions from [4, 5] . Given a sequence of feasible solutions (xN,uN) to (PN), we say that the inequality constraint 
.T,vXN(t!)
the endpoint increment generated by the needle variation ( 4.6) of the optimal control UN with some T E TN and v E U. Form the set along the fixed sequences of the above upper subgradients xiN and consider the negative orthant in R 1 + 1 given by
The following result is due to the hidden convexity property of finite-difference systems established in [4, 5] , with the adjustment to nonsmoothness via uniform upper subdifferentiability. in the smooth case of [4, 5] are replaced with the inequalities
due to the uniform upper subdifferentiability of <f'ii cf. the proof of Theorem 4.1.
D
Based on Lemma 4.3, we get the following extension of the AMP to finite-difference problems with nonsmooth inequality and smooth equality constraints. Next let us consider the general case of (PN) when the equality constraints are present as well.
Each equality constraint <fJiN ( x) = 0 can be obviously represented as the two inequality constraints + hN) = XN(t) + hN f(t, XN, UN) , t E TN, XN(to) = Xo E JRn, XN(tl) = XN(tl-hN) + hNf(tl-hN,XN,UN) , 
Theorem 4.5 (AMP for problems with incommensurability). Let the pairs (xN,ilN) be optimal to problems ( PN). Assume in addition to
H(t ) ·-{ (pN(t+hN),f(t,XN,u)) iftETN, ,XN,PN,U .- _ (pN(t),f(t-hN,XN,u)) ift = t1-hN,
Proof.
It is similar to the proof of Theorem 4.1 with the following modification of the increment formula for the minimizing functional:
where ~uH and 'TJN(t) are defined as above. Substituting now the adjoint trajectory into this formula and using the needle variation (4.6), we arrive at the conclusions of the theorem.
D
Similarly to the proof of Theorem 4.4 we can get its modification to the case of incommensurability with the transversality and related conditions ( 4.10)-( 4.12).
AMP for Discrete Approximations of Delay Systems
This section is devoted to the extension of the AMP in the upper subdifferential form to finitedifference approximations of time-delay control systems. Actually we are not familiar with any previous results on the AMP for optimal control problems with delays, so the results obtained below seem to be new even for smooth delay problems.
We pay the main attention to discrete approximations of the following time-delay problem with no endpoint constraints: To derive the AMP for the sequence of problems ( D N), we reduce these problems to the ones without delays and employ the results of Section 4. This follows the "method of steps" developed by Warga [15) in the case of delay problems for continuous-time systems. Our assumptions on the initial data of (P) are similar to those in Section 4 for non-delay systems. A counterpart of (H1) is formulated as:
is continuous with respect to all its variables and continuously differentiable with respect to (x, y) in some tube containing optimal trajectories for all u from the compact set U in a metric space and for all t E TN :
For convenience we introduce the following notation:
~N(t) := (xN(t),xN(t-0)), eN(t) := (xN(t),xN(t-0)), j(t, ~N, UN) := j(t, XN(t), XN(t-()), UN(t)), j(t,eN, UN) := j(t, XN(t), XN(t-()), UN(t)),
in which terms the adjoint system to (DN) is written as 
f(t, XN(t), YNN(t), UN(t)) XN(t)-YlN(t) fm

YN-l,N(t)-YNN(t) hN
where hN should be replaced by hN for t = t1 -hN in the last formula. where (x,u) is an optimal solution to the neutral analogue of problem (DN), and where
~(t) := ( x(t), x(t-0), x(t-0 + hh-x(t-O)), t E T.
It has been proved in [8] that optimal solutions to problems like (DN) for discrete systems of the neutral type (5.9) satisfy the exact discrete maximum principle with transversality conditions in the upper subdifferential form provided that the velocity sets j(t, x, y, z, U) are convex around [(t).
What about an analogue of the approximate maximum principle with no convexity assumptions on the velocity sets? The following example shows that the AMP is not fulfilled for finite-difference neutral systems, in contrast to ordinary and delay ones, even in the case of smooth cost functions. Thus the control Hence the adjoint system (5.10) reduces to P1(t) = P1(t +h)+ 2(xl(t)-x1(t-h))p2(t + 1)-2(x1(t +h)-x1(t))p2(t + 1 +h) P2(t) =:const, tE {0, ... ,2-h}, with the transversality conditions P1(2) = 0, P2(2) = -1; pi(t) = P2(t) = 0 for t' > 2. This shows that the optimal control u(t) = 0 does not provide the approximate maximum to the Hamilton-Pontryagin function regardless of h and the mesh point t E {0, ... , 1 -h }. Note at the same time that another sequence of optimal controls with u(t) = 1 for all t E {0, ... , 2-h} satisfies the exact discrete maximum principle regardless of h. D
