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Abstract
Nikiel’s conjecture that a topological space is the continuous image of a compact, linearly ordered
space if and only if it is compact and monotonically normal is proved.  2001 Elsevier Science B.V.
All rights reserved.
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We prove Nikiel’s conjecture [6]: A space is compact and monotonically normal if and
only if it is the continuous image of some compact, linearly ordered space.
I have discovered that hundreds of papers have been written on the structure of
monotonically normal spaces, many containing partial results on Nikiel’s conjecture.
(I have written ten myself!) You will find a modest sample of them in the references.
I apologize to the many authors of such papers, but this paper will not contain a survey
of them. The men who defined monotone normality, Heath, Lutzer and Zenor [3], have
continued contributing to its development. A group of very powerful young topologists,
originally from Oxford, many former students of Collins, notably Moody but also Gartside,
Knight, Stares, McClntyre, . . . [2,5] pushed questions about pathologies which might
exist in monotonically normal spaces but could not exist in continuous images of linearly
ordered compact spaces, and they were responsible for my interest in Nikiel’s conjecture.
Nikiel himself [6] has attracted and worked with many coauthors interested in various
consequences of his conjecture, especially Treybig and his former student Daniel, as well
as Purisch and Tuncali [7,8]. Some of the very best structural results were developed by
Williams and Zhou [11]. But few to none of these results are used in the current paper
which just gives an elementary proof of Nikiel’s conjecture. The only previously proved
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theorem of any significance used here is a theorem inspired in Balogh and Rudin [1]
by some Japanese topologists interested in covering properties of monotonically normal
spaces.
A space X is monotonically normal [3] if points are closed and, for each x ∈X and open
U with x ∈ U , there is an open H(x,U) with x ∈H(x,U)⊂U such that:
(1) (normality) H(x,U)∩H(y,V )= ∅ unless x ∈ V or y ∈U , and
(2) (monotonicity) if x ∈ U ⊂ V , H(x,U)⊂H(x,V ).
For a closed A⊂U , let H(A,U)=⋃{H(x,U) | x ∈A}. Taking H 1(x,U)=H(x,U),
we use Hn+1(x,U) for H(x,Hn(x,U)).
We use Z0 for the interior of a set Z and ∂Z for its boundary.
The density, d(X) of a space X is the minimal cardinality of a dense set in X.
Every subspace of a monotonically normal space is monotonically normal, collectionwise
normal, and has density  the density of X [2].
The fact that a continuous image of a compact linearly ordered space is indeed compact
and monotonically normal is elementary [6], so it suffices to prove the contrary. Our proof
is by induction on the density.
Assume X is a compact, monotonically normal space of density κ and that every
compact Y ⊂ X with d(Y ) < κ is the continuous image of a compact, linearly ordered
space. Nikiel’s conjecture follows from the fact that under this assumption:
Basic Theorem. X is the continuous image of a compact, linearly ordered space.
We are assuming X has density κ and that λ is the cofinality of κ . The proof of
necessity is in three cases: the separable case when κ = λ = ω, the countable cofinality
case when κ is uncountable but λ is countable, and the uncountable cofinality case when
λ is uncountable.
In Section 1 machinery is given which will be used in every other section of the paper.
In Section 2 the basic theorem is proved in the separable case. I proved this theorem
previously in [9] and [10], but the proof given in Section 2, primarily for completeness,
is shorter and easier than the original. The separable case is quite different from the
uncountable cases simply because we have nothing on which to do induction. The reader
may skip Section 2 simply assuming the theorem for separable X. Different lemma
indexing is used in this section deliberately and there are no later references back to this
section. There are common ideas with the uncountable density cases and these are stressed,
but the overall pattern is different. The rest of the paper assumes κ is uncountable and uses
common lemmas and notation, there is a common pattern to the proofs, and the material is
new. Section 3 builds common machinery for the two uncountable cases. Section 4 gives
the proof for the countable cofinality case. Section 5 builds additional machinery for the
uncountable cofinality case, and in Section 6 the proof for the uncountable cofinality case
is given using much of Section 4 again as well as Sections 1, 3, and 5.
In Sections 3 and 5, repeated modifications of “breakdowns” yield ones used in
Sections 4 and 6 to construct trees {Tγ | γ  λ} of compact subsets of X, disjoint at
each level of the tree, and nice enough that we can use our inductive hypotheses on κ
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to construct a compact linearly ordered space 〈Yγ ,〉 and continuous map fγ from Yγ
onto Xγ = X −⋃{K0 | K ∈ Tγ , K0 = ∅, and |K| = 1}. As γ increases the Xγ s grow
larger and the 〈Yγ ,〉s and fγ s extend the 〈Yδ,〉s and fδs for δ < γ . The tree is chosen
so Xλ =X and thus the existence of 〈Yλ,〉 and fλ prove the basic theorem.
1. Breakdowns and “bad” sets
Choose D ⊂X with |D| = κ and D =X.
A set F is called a breakdown of X if:
(1) F is a family of κ many finite open covers of X.
(2) If x = y in D there is a term of F no term of which has both x and y in its closure.
Also if x is isolated in X, {{x},X− {x}} ∈F .
(3) If M is a nonempty finite subset of F , there is a term FM of F such that F ∈FM
implies:
(a) F /∈⋃M unless F is an isolated singularity.






M or x ∈G= (X− F )





Lemma 0. There is a breakdown of X. Also if F is a breakdown and G is a set of  κ
many finite open covers of X, there is a breakdown of X containing both F and G.
For a breakdown F of X define
K∗(F)=K∗ =
{⋂
G = ∅ ∣∣G ⊂
⋃
F , G intersects every term of F ,




(a) By (2), if K ∈K∗ is not an isolated singularity, then K0 = ∅.
(b) The members of K∗ are compact.
(c) By (3), the members of K∗ are disjoint.
(d) K∗ covers X.
Proof of (d). Well order F in order type κ and then inductively index F as {Fα | α < κ}
as follows.
Suppose γ < κ is zero or a limit and n ∈ ω. Define Fγ to be the first term of F which is
not Fβ for any β < γ . If n > 0 define Fγ+n to be FM where M= {Fγ+m |m< n}.
Suppose x ∈X. For a given γ and n we say a sequence 〈G0,G1, . . . ,Gn〉 is “n-ok” if,
for m n, x ∈Gm ∈ Fγ+m, and, for m< n,Gm+1 ⊂Gm. By (3) and the induction on n,
we can see that any F ∈Fγ+n is the last term of some n-ok sequence. Thus we can choose
some G0 ∈ Fγ which is the first term of some n-ok sequence for infinitely many n. Then
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choose G1 ∈Fγ+1 so that there are n-ok sequences for infinitely many n > 0 which begin
〈G0,G1, . . .〉. In general choose Gm ∈Fγ+m so that there are n-ok sequences for infinitely
many n >m which begin 〈G0,G1, . . . ,Gm, . . .〉. Observe thatG0 ⊃G1 ⊃G1 ⊃G2 ⊃ · · · .
Define Fγ+m =Gm. Then G = {Fα | α < κ} has x ∈ (⋂G) ∈K∗. ✷
Lemma 1. If K ∈K∗ and K ⊂ F which is open, then there is x ∈ F with K ⊂H(x,F ).
So:
Lemma 2. If K = K ′ in K∗, {x0, x1} ⊂ K ′, and W0 and W1 are disjoint open sets with
x0 ∈W0 and x1 ∈W1, then there is at most one i < 2 with K ∩H(xi,Wi) = ∅.
If {F,G} ⊂⋃F , let K∗(F,G)= {K ∈K∗ |K ⊂G⊂ F and there are {xi | i < 3} ⊂K
and open {Wi | i < 3} with disjoint closures such that, for all i < 3, H 4(xi,Wi) ⊂ F }.
Suppose {F,G} ⊂⋃F and that K∗(F,G) is infinite. Then, for each K ∈ K∗(F,G),
choose {xiK | i < 3} ⊂ K and open sets {WiK | i < 3} as guaranteed by K ∈ K∗(F,G).
By Lemma 2 and Ramsey’s theorem ω → ω23, [4], there is some i < 3 and an infinite
J ⊂ K∗(F,G) with {H 2(xiK,WiK) | K ∈ J } disjoint. There is a limit point p of⋃{H 4(xiK,WiK) |K ∈J } not in F . But since {xiK |K ∈J } ⊂G⊂ F this is impossible.
Thus:
Lemma 3. K∗(F,G) is finite.
By Theorem 1(a) every K ∈ K∗3 = {K ∈ K∗ | |K|  3} is in K∗(F,G) for some
{F,G} ⊂⋃F . Hence
Lemma 4. |K∗3| κ .
Theorem 2. There is a breakdown (which we call F+) of X whose K∗3 = ∅.
Proof. By induction, for each γ < κ+ (where κ+ is the cardinal successor of κ) we choose
a breakdown F(γ ) of X as follows. We use K∗3(γ ) and K∗(F,G)(γ ) for the K∗3 and
K∗(F,G) associated with F(γ ).
Just let F(0) be some arbitrary breakdown of X. Suppose F(γ ) has been chosen. For
K ∈ K3(γ ) there are x = y in K and we choose some finite open cover F(K) of X no
term of which has both x and y in its closure. Let F(γ + 1) be a breakdown of X which
contains both F(γ ) and {F(K) |K ∈K3(γ )}. If γ is a limit and {F(δ) | δ < γ } has been
defined, then let F(γ )=⋃{F(δ) | δ < γ } which is itself a breakdown.
If Theorem 2 is false, for each limit γ < κ+ choose Kγ ∈ K3(γ ). Then Kγ ∈
K∗(Fγ ,Gγ )(γ ) for some Fγ and Gγ from
⋃F(γ ). But since γ is a limit, Fγ and Gγ
belong to
⋃F(δγ ) for some δγ < γ . By the “pressing down lemma” there are δ < κ+ and
{F,G} ∈⋃F(δ) and a stationary set Γ of the limits in κ+ such that δ = δγ , F = Fγ and
G=Gγ for all γ ∈ Γ .
For γ < γ ′ in Γ , Kγ ′ ⊂Kγ orKγ ′ ∩Kγ = ∅. The same argument that led us to conclude
that K∗(F,G) is finite ensures that there is no infinite disjoint subset of {Kγ | γ ∈ Γ }. So,
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by the Erdös theorem κ → (κ,ω)2, [4], we can assume that Kγ ′ ⊂ Kγ for all γ ′ < γ
in Γ . By our choice of F(γ + 1), {Kγ | γ ∈ Γ } is a strictly decreasing sequence of
κ+ many compact sets in a compact monotonically normal space of density κ which is
impossible [2]. ✷
Fix a particular breakdown F+ of X for which every K ∈ K∗ has cardinality at most
two. Observe that any breakdown of X which contains F+ also has this property.
If F is open in X define K(F,G)= {K ⊂X |K ⊂G⊂ F } and there are {x0, x1, z0, z1}
⊂K and pairs {W0,W1} and {U0,U1} of open sets with disjoint closures such that:
(∗) for all i  2, xi ∈Wi,H 4(xi,Wi) ⊂ F , zi ⊂Ui , and H 4(zi,Ui) ⊂ F ,
(∗∗) [H 4(x0,W0)∩H 4(z0,U0)] ⊂ F , and
(∗∗∗) z1 ∈W0 and x1 ∈U0.
Observe that for K ∈ K(F,G), if the xs, zs, W s, and U s are as above, H(x1,W1),
H(z1,U1), and H(x0,W0)∩H(z0,U0) are disjoint.
Do not confuse K∗(F,G) with K(F,G). The members of the K∗(F,G)s will never be
seen again in this paper for we now have members ofK∗ to be “good” in the sense that they
contain at most two points. No member of K∗ is in a K(F,G). But for the rest of the paper
the “bad” subsets of X that must be handled with care are the more complex members of
the K(F,G)s.
2. Theorem: Our basic theorem holds for separable X
For a breakdown F of X containing F+, define K∗2 = {E ∈ K∗ | |E| = 2}. If E =
{E0,E1} ∈ K∗2, choose open W0 and W1 with E0 ∈ W0, E1 ∈ W1, and W 0 ∩ W 1 = ∅.
Let I(E)= {H 4(E0,W0), H 4(E1,W1)} and let FE be a finite open cover of X, no term
of which contains both E0 and E1 in its closure.












Since any infinite subset of E(F,G) has an infinite subset each term of which is contained
in a K ∈K(F,G) with the Ks disjoint, by the proof of Lemma 2, the number of members
of E(F,G) is finite and thus E(F)=⋃{E(F,G) | {F,G} ⊂⋃F} is countable.
Lemma 2.1. There is a breakdown F ⊃F+ such that E(F)= ∅.
Proof. By induction for each n ∈ ω we choose a breakdown F(n) of X as follows.
Define F(0)= F+. Having chosen F(n), let F(n+ 1) be a breakdown which contains
F(n) and {FE | E ∈ E(F(n))}. Then define F = ⋃(F(n) | n ∈ ω) which is also a
breakdown of X. If E ∈ E(F), there are F and G in ⋃F such that E ∈ E(F,G). Observe
that since |E| = 2, E ∈ K∗2(F(m)) for all m < ω. There is n ∈ ω such that F and G are
in
⋃F(m) for all n  m < ω. If E ⊂ K ⊂ G for some K ∈⋃F(m) then E ⊂K ′ ⊂ K
for some K ′ ∈⋃F with K ′ ∈ K(F,G). Thus K ∈ K(F,G). Since E is the intersection
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of such Ks, E ∈ E(F(m)). But E ∈ E(F(n)) implies E /∈ E(F(n + 1)) so we have a
contradiction in E(F) = ∅. ✷
Fix F ⊃F+ with E(F)= ∅. This is the breakdown we will use throughout Section 2.
Inductively indexF as {Fn | n ∈ ω} so that, for odd n,Fn =FM whereM= {Fm |m<
n} and FM is the open cover of X guaranteed to exist by condition (3) of the definition of
a breakdown. For odd n and K ∈Fn let xK be the point x , also guaranteed to exist by (3),
ensuring that K ⊂ H(x,GM(x)). Let T0 = {X} and, for 0 < n < ω, let Tn = F2n−1. Let
〈T ,〉 be a well ordering of T =⋃{Tn | n ∈ ω}. Then define {Kn | n ∈ ω} to be a tower
if, for all n ∈ ω, Kn is the first term of 〈Tn,〉 containing xKn+1 . Observe that in this
tower Kn+1 ⊂H(xKn+1,Kn), Kn+1 ⊂Kn, and (Kn−Kn+1) = ∅ by condition (3(a)) for a
breakdown, unless Kn is an isolated singularity.
Saturation Lemma. If {Kn | n ∈ ω} is a tower and, for some n ∈ ω,K ∈ Tn+2, then
K ∩Kn+2 = ∅ implies K ⊂Kn. (Since xK ∈Kn+1.)
For C ∈K∗ and n ∈ ω, there is K ∈ Tn for which there are K(s) ∈ Ts for infinitely many
s ∈ (ω− n) such that C ⊂K(s) and K is the nth term of every tower containing K(s). So
one can select by induction a tower whose intersection is C. Thus the set of all intersections
of towers is precisely K∗. If K ∈ Tn, let K∗ = {C ∈ K∗ | C is the intersection of a tower
having K as its nth element}.
If m  n and K ∈ Tn, let Km be the term of Tm in every tower having K as its nth
element and let Tn+1(K) be {J ∈ Tn+1 |K = Jn}. For n > 0 and K ∈ Tn, let m(K) < n be
maximal for K /∈ K(Km(K),K). (Since K(X,K) = ∅ for all K , there is such an m(K).)
For all C ∈ K∗2 there is e(C) = e < ω such that C ⊂ K ∈ Te implies K ⊂
⋃I(C) and
I −K = ∅ for both I ∈ I(C). Let C(K)= {C ∈K∗ ∩K∗2 | e(C) <m(K)}.
Lemma 2.2. If n ∈ ω and K ∈ Tn, there is an indexing 〈I0(C), I1(C)〉 of I(C) for each
C ∈ C(K) such that C = C′ in C(K) and C ⊂ I0(C′) imply C′ ⊂ I1(C).
Proof. By Lemma 1, if C = C′ in C(K), C′ meets only one of the terms of I(C). Since
m=m(K) 1, if C(K) = ∅, we can choose c ∈ (Km−1 −Km). For C ∈ C(K) index I(C)
so c ∈ I0(C) (and I1(C) is the other term of I(C)).
SupposeC = C′ in C(K). By the definition of I(C), for all i < 2, Ii(C)=H 4(xi,Wi) ⊂
Km, C = {x0, x1}, the Wis are open sets with disjoint closures, and Km−1 ⊂ Ke(C) ⊂⋃I(C). Let C′ = {z0, z1} and Ii(C′)=H 4(zi,Ui) ⊂Km, similarly.
We do not have C ⊂ I1(C′) and C′ ⊂ I1(C) since then C ⊂ U1 and C′ ⊂ W1 which
contradicts c ∈H(z0,U0)∩H(x0,W0). Thus, if this indexing fails to satisfy Lemma 2.2 at
C and C′, C ⊂ I0(C′) and C′ ⊂ I0(C). But in this case {x0, x1, z0, z1} ⊂K , for all i < 2,
H 4(xi,Wi) ⊂Km and H 4(zi,Ui) ⊂Km, which is (∗), c ∈ [H 4(x0,W0) ∩H 4(z0,U0)] −
Km which is (∗∗), and (∗∗∗) also holds since x1 ∈U0 and z1 ∈W0. Thus K ∈K(Km,K).
But this contradicts our choice of m. ✷
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Observe that if an indexing satisfies Lemma 2.2, its reverse does also. So if C ∈ C(K)
and we index I(C) in any arbitrary way, say I(C) = 〈I0(C), I1(C)〉, then, if for all
C′ ∈ C(K) − {C}, we index I(C′) = 〈I0(C′), I1(C′)〉 by the rule: C′ ⊂ I0(C) implies
I1(C′) is the term of I(C′) containing C, then this indexing of the I(C′) for C′ ∈ C(K)
satisfies Lemma 2.2 and is the only one with I(C)= 〈I0(C), I1(C)〉 which does.
Lemma 2.3. If n ∈ ω and K ∈ Tn we can inductively define what we will call “the n−K
indexing of {I(C) | C ∈ C(K)}” which
(a) satisfies Lemma 2.2, and
(b) has the same indexing on I(C) for n − K and n′ − Kn′ for every n′ < n and
C ∈ C(K)∩ C(Kn′).
Proof. By induction, suppose that n ∈ ω and all indexing has been done for n′ < n. If
K ∈ Tn and C(K) = ∅, n > 0 and the (n − 1)− Kn−1 indexing has been done. It there
is C ∈ C(K) ∩ C(Kn−1) and the (n− 1)−Kn−1 indexing of I(C) is 〈I0(C), I1(C)〉 then
for all C′ ∈ C(K)− {C}, index I(C′) by the rule: C′ ⊂ I0(C) implies I1(C′) is the term
of I(C′) containing C and C′ ⊂ I1(C) implies I0(C′) is the term of I(C′) containing C.
This indexing satisfies Lemma 2.2 and the n−K order is the same as the n′ −Kn′ order
on I(C′) for any n′ < n with C′ ∈ C(K)∩ C(Kn′) (because C′ in this case also belongs to
C(Kn−1)). ✷
Suppose K ∈ Tn. If C ∈ C(K) and 〈I0(C), I1(C)〉 is an n − K indexing of I(C) let
AC =K ∩ I0(C) and ZC =K ∩ I1(C). Then {AC,ZC} is a disjoint compact cover of K .
If x ∈ K , let Q(x) = {q ∈ K | C ∈ C(K) implies x ∈ AC if and only if q ∈ AC}. Then
Q(K)= {Q(x) | x ∈K} partitions K into compact equivalence classes. We let K be the
total order on Q(K) where Q <K Q′ implies there is C ∈ C(K) such that Q ⊂ AC and
Q′ ⊂ ZC .
Suppose K ∈ Tn, Q ∈ Q(K), and P = 〈K,Q〉. Let C(P )− = {C ∈ C(K) ∩ K∗2 | Q ⊂
ZC}. Define C < C′ in C(P )− if C′ ⊂ ZC . If C(P )− is nonempty and unbounded
above, take AP = ⋃{AC | C ∈ C(P )−}. Since the ACs are nested, there is a unique
a = a(P ) ∈ (AP −AP ). Observe that a ∈Q and every neighborhood of a contains all of
the members of C(P )− from some point on. Choose a tower R(P)− = {Km |m ∈ ω} whose
intersection contains a as follows. For C ∈ C(P )− we choose a tower {Km(C) | m ∈ ω}
with Kn(C) = K whose intersection is C. Let Cn = C(P )−. For each m > n choose a
cofinal subset Cm of Cm−1 and a Km ∈ Tm inductively so Km = Km(C) for all C ∈ Cm.
Clearly R(P)− = {Km |m ∈ ω} is indeed a tower. For each m ∈ ω,Cm is cofinal in C(P )−.
So a ∈ Km for each m. Since R(P)− is a tower, Km ⊂ Km−1 for m > 0. Hence a is in
the intersection of R(P)− . Also a = a(Km,Qm) where m n and Qm is Q(a) in Q(Km)
(which is the first term of Q(Km) intersecting Q). If m  n, let P−m = 〈Km,Qm〉 where
Qm is the Q(a) in Q(Km). Then define Tn+1(P )− = Tn+1 ∩R(Pm)− where m is minimal
for a = a(Pm) and K ∈R(Pm)−.
Define C(P )+, Zp, z = z(P ), R(P)+ , and Tm+1(P )+ symmetrically by interchanging
+ and −, A and Z, and a and z (and above and below and < and > when defining orders
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on C(P )+ as opposed to C(P )−). Define P ∗ = {J ∈ Tn+1(K) |K∗ ∩J ∗ ∩Q = ∅}. Observe
that Tn+1(P )− ∈ P ∗ if it exists and Tn+1(P )+ ∈ P ∗ if it exists. Let P be a total order on
the (finite) set 2× P ∗ such that:
(a) 〈0, J 〉<P 〈1, J 〉 for all J ∈ P ∗,
(b) if Tn+1(P )− is defined, 〈0, Tn+1(P )−〉 is P minimal,
(c) if Tn+1(P )+ is defined, 〈1, Tn+1(P )+〉 is P maximal.
Let Y = {〈〈Kn,Qn, in〉 | n ∈ ω〉 | {Kn | n ∈ ω} is a tower, ⋂{Qn | n ∈ ω} = ∅, and,
for all n ∈ ω, Qn ∈ Q(Kn) and in ∈ 2}. Totally order Y by  as follows. Suppose
y = 〈〈Kn,Qn, in〉 | n ∈ ω〉 = y ′ = 〈〈K ′n,Q′n, i ′n〉 | n ∈ ω〉 in Y . There is a minimal m for
which 〈Km,Qm, im〉 = 〈K ′m,Q′m, i ′m〉. If Km = K ′m,Qm =Q′m, im = 0 and i ′m = 1, then
y < y ′. Otherwise Km =K ′m or Qm =Q′m and, since K0 = X =K ′0 and Q0 = X =Q′0,
we can assume 0  n = m− 1 and 〈Kn,Qn, in〉 = 〈K ′n,Q′n, i ′n〉. Let P = 〈Kn,Qn〉 and
i = in. If 〈i,Km〉<P 〈i,K ′m〉, then take y < y ′. So we can assume Km =K ′m =K and in
this case take y < y ′ if Qm <K Q′m in 〈Q(K),K〉. This ordering is clearly transitive and
thus is a total order. Since n ∈ ω and K ∈ Tn imply 〈Q(K),K 〉 is nonempty and compact
and, for Q ∈Q(K) and P = 〈K,Q〉, P ∗ is finite and nonempty, we have:
Lemma 2.4. 〈Y,〉 is compact.
Define f :Y → X by f (y) =⋂{Qn | n ∈ ω}. If y = 〈〈Kn,Qn, in〉 | n ∈ ω〉 ∈ Y , since
Qn ⊂Kn and {Kn | n ∈ ω} is a tower, f (y)⊂ C ∈K∗. If C ∈K∗2, there is some e ∈ ω such
that Ke ⊂ (⋃I(C)). Since C = ∂C we can choose m> e such that I ∩ (Ke−Km) = ∅ for
both I ∈ I(C). By our choice ofF satisfying Lemma 2.1, we can choose n >m sufficiently
large that Kn /∈K(Km,Kn). Thus mm(Kn) and C ∈ C(Kn). Hence at most one point of
C is in Qn and f (p) is a single point of X.
Every x ∈ X is in the intersection of some tower {Kn | n ∈ ω} and for each n there is
Qn ∈Q(Kn) with x ∈Q, so f is onto. It remains to prove:
Lemma 2.5. f is continuous.
Proof. Suppose x ∈U which is open in X, y ∈ Y , and f (y)= x . We want to find an open
interval V in 〈Y,〉 to which y belongs such that f (V ) ⊂ U . We get a contradiction by
assuming y is the least upper bound of Y0 = {v ∈ Y | v < y in 〈Y,〉 and f (v) /∈ U}. The
symmetry of our construction then takes care of the v > y and gives us the desired V . Index
all v ∈ Y as v = 〈〈Kn(v), qn(v), in(v)〉 | n ∈ ω〉, and let Cv =⋂{Kn(v) | n ∈ ω}. Assume
y is the least upper bound of Y0.
Choose n ∈ ω as follows. If |Cy | = 1 choose n so Kn−2(y) ⊂ U . By the Saturation
Lemma, K ∈ Tn and K ∩Kn(y) = ∅ imply K ⊂ U . If |Cy | = 2, let I(Cy)= {I, I ′} where
x ∈ I . In this case choose n sufficiently large thatCy ∈ C(Kn(y)) andKn−2(y)⊂ [I ′ ∪ (I ∩
U)]. By the Saturation Lemma,K ∈ Tn andK∩Kn(y) = ∅ implyK ⊂ [I ′ ∪(I ∩U)]. Then
since Qn(y)⊂ I, (K ∩Qn(y))⊂U .
If v ∈ Y0, let v∗ = {u ∈ Y | the first (n + 1) terms of u are the first (n + 1) terms of
v}. This v∗ is a compact interval of 〈Y,〉 and y /∈ v∗. For, if y ∈ v∗, Kn(v)=Kn(y) and
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Qn(v)=Qn(y). Then, if |Cy | = 1, Kn(v)⊂U ; and if |Cy | = 2, [Kn(v)∩Qn(v)] ⊂U . So
in either case f (v)⊂U contradicting v ∈ Y0.
For v ∈ Y0 the possibilities for 〈〈Km(v), im(v)〉 |m n〉 are finite. So there is a cofinal
Y1 in 〈Y0,〉 and 〈〈Km, im〉 |m n〉 such that, for all v ∈ Y1, Km(v)=Km and im(v) =
im. Since Q0(v) = X for all v ∈ Y , there must be some 0 < m < n, 〈Qm′ | m′ < m〉,
and a cofinal Y2 in 〈Y1,〉 such that, for all v ∈ Y2 and m′ < m, Qm′ (v) = Qm′ but
{Qm(v) | v ∈ Y2} are distinct.
Let K =Kn and observe that v < v′ in 〈Y2,〉 if and only if Qm(v) <Qm(v′) inQ(K).
Let Q be the least upper bound in 〈Q(K),K〉 of {Qm(v) | v ∈ Y2}. Since y is the least
upper bound of Y2 in 〈Y,〉:
(a) for all m′ <m,Km′(y)=Km′ ,Qm′(y)=Qm′ , and im′(y)= im′ ,
(b) Km(y)=K,Qm(y)=Q,
(c) for all m′ m, im′(y)= 0,
(d) for all m′ m, Km′+1(y), determined by 〈0,Km′+1(y)〉, is the first term of P(m′)
where P(m′)= 〈Km′ (y),Qm′(y)〉, and
(e) for m′  n, Qm′ (y) is the first term of Q(Km′(y)) intersecting Q.
Observe that f (y)= x ∈Qm′(y) for all m′.
Let P = Pm = 〈K,Q〉. For each C ∈ C(P )− there is v ∈ Y2 such that (Qm(v) ∪Q) ⊂
ZC , and, since Q is the least upper bound of {Qm(v) | v ∈ Y2} in 〈Q(K),K〉,C(P )− is
nonempty and has no least upper bound. Thus a = a(P ) ∈Q is defined. If m′ <m,
Qm′ =Qm′(y)=Qm′(v) for all v ∈ Y2,
so a(P ′) is not defined for any P ′ = 〈Km′ ,Q′〉 with Q′ ∈Q(Km′). Let R(P) = {Kr | r ∈
ω}. Since K = Km ∈ R(P), Kr = Kr(y) for all r  m. For r  m, 〈0,Kr+1〉 is the first
term of 〈2 × K∗r ,Pr 〉 where Pr = 〈Kr,Qr 〉 and Qr is the first term of 〈Q(Kr),Kr 〉
intersecting Q. But this means Kr =Kr(y) and Qr =Qr(y) for all r ∈ ω! Hence a = x .
Since a = x ∈ U which is open, and, for every v ∈ Y2 there is C ∈ C(P )− with
Qm(v) ⊂ ZC , there is some v ∈ Y2 with Qm(v) ⊂ U . But this means f (v) ∈ U which
contradicts v ∈ Y2 ⊂ Y1 ⊂ Y0.
The existence of 〈Y,〉 and f :Y → X thus proves our basic theorem for compact,
monotonically normal, separable spaces X. ✷
3. Some definitions and lemmas for the uncountable density cases
We now assume for the rest of the paper thatX is a compact monotonically normal space
of uncountable density κ , that the cofinality of κ is λ, and that the basic theorem holds
for all compact subspaces of X of density less than κ . As mentioned in the introduction
the reader can now forget Section 2 and notation used there, but one may wish to review
Section 1 whose definitions and lemmas will be used and whose lemma indexing will be
continued for the rest of the paper.
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Define κ0 = 0 and then choose a closed and unbounded increasing set {κγ | 0 < γ < λ}
of limit ordinals in κ such that:
(a) λ < κ implies the κγ s for nonlimit γ s form a strictly increasing set of regular
cardinals greater than λ, and
(b) λ= κ implies every κγ+1 = κγ + κγ .
Since the meaning is usually clear from the context, we often use κγ for |κγ |.
If {Fα | α < κ} is an indexing of a breakdownF ofX, we say {Fα | α < κ} is ok if, for all
γ < λ and finite M⊂ {Fα | α < κγ } there is a term of {Fα | α < κγ } having the properties
required of FM in condition (3) of the definition of a breakdown. We say {Fα | α < κ}
extends an indexing {F∗α | α < κ} of some (perhaps different) breakdown if, for all γ < λ,
{F∗α | α < κγ } ⊂ {Fα | α < κγ }.
Lemma 5. Every indexing of a breakdown of X has an ok extension indexing the same
breakdown.
Proof. Suppose {Fα(0) | α < κ} is an indexing of some breakdown F of X. For n ∈ ω,
by induction, choose {Fα(n + 1) | α < κ} by the rule that, for all γ < λ, {Fα(n + 1) |
κγ  α < κγ+1} is some (arbitrary) indexing of {Fα(n) | κγ  α < κγ+1} ∪ {FM |M
is a finite subset of {Fα(n) | α < κγ+1}}. Since |κγ+1 − κγ | = |κγ+1|, this is possible.
Choose {Fα | α < κ} by the rule that, for all γ < λ, {Fα | κγ  α < κγ+1} is an indexing
of {Fα(n) | n ∈ ω and κγ  α < κγ+1}. This {Fα | α < κ} is an ok indexing of F which
extends {Fα(0) | α < κ}. ✷




G = ∅ | G ⊂
⋃
{Fα | α < κγ };α < κγ implies G ∩Fα = ∅; and,
for all G ∈ G, there is F ∈ G with F ⊂G
}
.
As in Theorem 1, each Kγ is a disjoint, compact, cover of X, and, if K ∈ Kγ , ∂K = ∅
unless K is an isolated singularity.
Saturation Lemma. If x ∈ U which is open in X and K ⊂ {K ∈⋃{Kγ | γ  λ} | x /∈K
and K ⊂U}, then x ∈ Z which is open and has Z ∩ (⋃K)= ∅.
Proof. For all γ < λ let K′γ = {K ′ ∈Kγ |K ′ ⊃K ∈K, K ∩H 2(x,U) = ∅, x /∈K ′, and if
δ < γ < λ and K ′ ⊂K ′′ ∈Kδ , then x ∈K ′′}. If K′ =⋃{K′γ | γ < λ}, then K′ is a disjoint
subset of
⋃{K′γ | γ < λ} and K′ is infinite since otherwise Z = (H 2(x,U) −
⋃K′) is
an open set as desired by the lemma. Thus either (a) there is γ < λ with K′γ infinite or
(b) there are a strictly increasing {γn | n ∈ ω} ⊂ λ, and, for each n a Kn ∈K′γn .
Suppose case (b). Let K ′n be the term of Kγn to which x belongs. Choose disjoint open
sets Sn and S′n with Kn ⊂ Sn and K ′n ⊂ S′n. For i < 2 choose αin and α′in from κγn and
Win ∈ Fαin and W ′in ∈ Fα′in such that Kn ⊂W0n ⊂W 0n ⊂ W1n ⊂ W 1n ⊂ Sn and K ′n ⊂
W ′0n ⊂W ′0n ⊂W ′1n ⊂W ′1n ⊂ S′n. If Mn = {αim | i < 2, m  n} ∪ {α′im | i < 2,m n},
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then because the indexing of F is ok, FMn ∈ {Fα | α < κγn}. Choose Vn ∈ FMn with
Kn ⊂ Vn. Since Vn ⊂ S′m for all m< n and Vn ⊂ Sn, {Vn | n ∈ ω} are disjoint.
Suppose case (a) instead. By induction, for each n ∈ ω we choose an infinite Jn ⊂Kγn ,
βn ∈ κγ , Kn ∈Jn, and Vn ∈Fβn such that Kn ⊂ Vn.
Let J0 = K′γ . Then suppose n ∈ ω, our choices have been made for all m< n, and Jn
has been chosen. Choose K = K ′ from Jn. By the technique of case (b) we know there
is βn ∈ κγ such that Fβn is FMn for some finite Mn ⊂ κγ with {βm | m < n} ⊂Mn
and K ⊂ F ∈ Fβn and K ′ ⊂ F ′ ∈ Fβn but no term of Fβ has a point of its closure in
both F and F ′. Choose some Fn ∈Fβn such that Jn+1 = {J ∈ Jn | J ⊂ Fn} is infinite. If
Fn∩F ′ = ∅, define Kn =K ′ and Vn = F ′; otherwise Fn∩F = ∅ and define Kn =K and
Vn = F . One can then show inductively that {Vn | n ∈ ω} are disjoint.
Thus there is a countable infinite set K′′ ⊂K′ for which there is a set {VK |K ∈K′′} of
disjoint open sets such that K ⊂ VK . If K ∈Kγ ∩K′′ we can choose FK ∈⋃{Fα | α < κγ }
and xK ∈ FK ⊂ VK such that K ⊂ H(xK,FK). For all K ∈ K′′, xK ∈ H(x,U) since
H 2(x,U) ∩ H(xK,FK) = ∅. But this is impossible since no K ⊂ U implies there is a
limit point y of
⋃K′′ not in [U ∪ (⋃{VK |K ∈K′′})]. However H(xK,FK)∩H(y,X−
H(x,U))= ∅ since xK ∈H(x,U) and y /∈ FK . ✷
Lemma 6. If {Fα | α < κ} is an ok indexing of a breakdown of X, then, for all γ < λ, the
density d[X− {K0 |K ∈Kγ and K =K0}] κγ .
Proof. If J = {K ∈ Kγ | K = K0}, then K ∈ J implies K is an isolated singularity
in some Fα for α < γ . Thus |⋃J |  κγ . Let P be the set of all pairs 〈F,G〉 from⋃{Fα | α < κγ } such that there is zFG = z ∈ F with G ⊂ H(z,F ); and let Z = {zFG |
〈F,G〉 ∈ P }. Then |Z|  κγ . We claim Z is dense in [X − {K0 | K ∈ Kγ }]. Thus
Z ∪ (⋃J ) is dense in [X− {K0 |K ∈Kγ , K =K0}] and the lemma is then proved.
To see our claim, suppose K ∈ Kγ and x ∈ ∂K − Z. Choose y ∈ H(x,X − Z). Then
y ∈ K ′ = K in Kγ and there is 〈F,G〉 ∈ P such that K ′ ⊂ G but F ∩ K = ∅. So
y ∈H(zFG,F )∩H(x,X−Z) which contradicts zFG ∈Z and x /∈ F . ✷
Recall the definition of K(F,G) from Section 1. If F is open and γ < λ let Kγ (F ) =
{K ∈Kγ |K ∈K(F,K)}, K(F )=⋃{Kγ (F ) | γ < λ} and, if γ < δ < λ, Kγ δ = {Kδ(F ) |
F ∈⋃{Fα | α < κγ }}.
Observe that F is open and K ∈ Kγ (F ) imply there is G ∈ {Fα | α < κγ } such that
K ⊂G ∈G⊂ F , and thus K ∈K(F,G) ∩K(G,K).
Lemma 3′. SupposeK⊂K(F ) for some open F and the members ofK are disjoint. Then
K is finite.
Proof. If K ∈ K choose xi,Wi, zi , and Ui for each i < 2 which together testify to
K ∈ K(F,K). For k  3 and i < 2 let V ki0(K) = Hk(xi,Wi) and V ki1(K) = Hk(zi ,Ui).
As in Lemma 2, if K =K ′ in K, for each j < 2 at most one of V 10j (K) and V 11j (K) can
intersect K ′. If K is infinite there are i < 2 and j < 2 and an infinite K′ ⊂K and such that
{V 2ij (K) |K ∈K′} are disjoint. So, as in the proof of Lemma 3, K must be finite. ✷
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By Lemma 3′, for F open and γ < λ, |Kγ (F )| κγ and |Kγ δ| κγ and |K(F )| κ .
Suppose γ < λ and K ∈Kγ . If β  λ we call {Kδ | γ  δ < β} a K-chain (of length β)
if
(a) K =Kγ ,
(b) for all γ < δ < β , Kδ ∈Kγ δ , and
(c) for γ < δ < β,Kδ ⊂⋂{Kδ′ | γ  δ′ < δ}.
Lemma 7. Every indexing of a breakdown of X is extended by an ok indexed breakdown
{Fα | α < κ} such that γ < λ and K ∈Kγ imply there is at most one maximal K-chain.
Proof. Suppose {Fα(0) | α < κ} is an indexing of a breakdownF(0) of X. We can assume
{Fα(0) | α < κ} is an ok indexing. By induction, for 0 < n< ω, we choose an ok indexing
{Fα(n) | α < κ} of a breakdown F(n) as follows.
Suppose {Fα(n) | α < κ} has been chosen.
If γ < λ, F ∈⋃{Fα(n) | α < κγ+1} and K ∈Kγ+1(F ) then, by Lemma 3′ there are at
most finitely many maximal K-chains in K(F ) and hence for {F,F ′} ⊂⋃{Fα(n) | α <
κγ+1} and K ∈ Kγ+1(F ) ∩Kγ+1(F ′) there are at most finitely many maximal K-chains
in K(F ) ∪K(F ′). If E and E ′ are different maximal K-chains in K(F ) ∪K(F ′) there is a
minimal δ < λ such that E = E ∩Kδ is different from E′ = E ′ ∩Kδ . Let FEE ′ be a finite
open cover of X no term of which has closure intersecting both E and E′. For {Fα(n) |
α < κ} and γ < λ, let Fγ n = {FE,E ′ | K ∈ Kγ+1, {F,F ′} ⊂
⋃{Fα(n) | α < κγ+1} and
E and E ′ are different maximal K-chains in K(F ) ∪ K(F ′)}. Then |Fγ n|  κγ+1. Since
|⋃{Fγ n | γ < λ}| κ there is a breakdown F(n+ 1) of X containing both ⋃F(n) and⋃{Fγ n | γ < λ} and an ok indexing of F(n + 1) such that, for all γ < λ, {Fα | κγ 
α < κγ+1} contains {Fα(n) | κγ  α < κγ+1} ∪ Fγ n. Finally define F = {Fα | α < κ} by
{Fα | κγ  α < κγ+1} is some indexing of {Fα(n) | n ∈ ω and κγ  α < κγ+1}. Certainly
{Fα | α < κ} is an ok indexing of a breakdown of X which extends all {Fα(n) | α < κ}.
Suppose γ < λ, K ∈ Kγ , and E and E ′ are different maximal K-chains (in F ). There
is a minimal δ < λ such that E = E ∩ Kδ is different from E′ = E ′ ∩ Kδ . Also there is
{F,F ′} ⊂⋃{Fα | α < κγ } such that E ∈ K(F ) and E′ ∈ K(F ′). Choose n sufficiently
large in ω so that
(a) {F,F ′} ⊂⋃{Fα(n) | α < κγ },
(b) the term Kn of Kγ for F(n) containing K is contained in F ∩F ′, and
(c) the terms En and E′n of Kδ for F(n) containing E and E′ are different.
Then Kn ∈ K(F,Kn) ∩K(F ′,Kn) and En and E′n are in different maximal Kn chains
En and E ′n for F(n).
If γ = γ ′ + 1, then FEn,E ′n ∈ {Fα(n + 1) | κγ ′  α < κγ }. If γ is a limit ordinal
there is γ ′ < γ such that the term K ′n of Kγ ′ for F(n) is contained in F ∩ F ′ and
{F,F ′} ⊂⋃{Fα(n) | α < κγ ′ }. Thus K ′n ∈ K(F,K ′n) ∩ K(F ′,K ′n) and En and E′n are
in different maximal K ′n-chains Dn and D′n and FDn,D′n ∈ {Fα(n+ 1) | κγ ′  α < κγ }. So
in either case the term Kn+1 of Kγ for F(n+ 1) containing K does not contain both E
and E′, contradicting (E ∪E′)⊂K . ✷
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Recall from Section 1, Theorem 2, that F+ is a breakdown such that every term of K∗
has cardinality at most 2. Let P = {ok indexed breakdowns F = {{Fα | α < κ} | F+ ⊂ F
and, for every γ < λ and K ∈ Kγ , there is at most one maximal K-chain}. Suppose
F = {Fα | α < κ} ∈P . Let E(F)= {⋂E | for some γ < λ and K ∈Kγ , E is a K-chain of
length λ}. Since E ∈ E(F) implies E ⊂ E′ ∈ K∗(F+), |E| 2 and there is a finite open
cover FE of X no term of which has two points of E in its closure.
Lemma 8. Every indexed breakdown of X is extended by some F = {Fα | α < κ} ∈ P
such that E ∈ E(F ) implies |E| = 1.
Proof. Suppose F(0) = {Fα(0) | α < κ} is a breakdown of X which we can assume
contains F+ and, by Lemma 7, is in P . For each 0 < β  ω in case λ > ω or 0 < β  ω1
in case λ = ω, we then inductively choose a breakdown F(β) = {Fα(β) | α < κ} ∈ P .
For γ < λ let Kγ (β) be the “Kγ for F(β)” and observe that since F(β) ∈ P , |{K-
chains of length λ | K ∈ Kγ (β)}|  κγ . If {Fα(β) | α < κ} has been chosen, choose
F(β + 1)= {Fα(β + 1) | α < κ} ∈ P in such a way that, for all γ < λ, {Fα(β + 1) | κγ 
α < κγ+1} contains {Fα(β) | κγ  α < κγ+1} as well as {FE | E ∈ E(F(β)) and E is the
intersection of a K-chain in F(β) for some K ∈ Kγ (β)}. If β is a limit ordinal simply
define F(β) = {Fα(β) | α < κ} by the rule, for every γ < λ, {Fα(β) | κγ  α < κγ+1}
is some indexing of {Fα(δ) | κγ  α  κγ+1; δ < β}. By Lemma 7, this F(β) ∈ P and
extends all F(δ) with δ < β .
If λ > ω, for α < κ let F = F(ω) = {Fα | α < κ}, Fα = Fα(ω) and Kγ = Kγ (ω).
Suppose E ∈ E(F ); we want to prove |E| = 1. There is γ < λ and K ∈Kγ such that E is
the intersection of a K-chain of length λ, {Kδ | γ  δ < λ}.
Suppose γ  δ < λ. For n ∈ ω let Kδ(n) be the term of Kδ(n) containing Kδ . Observe
that Kδ =⋂{Kδ(n) | n ∈ ω}. There is Fδ ∈⋃{Fα | α < κγ } such that Kδ ∈ K(Fδ,Kγ ).
Thus there is nδ ∈ ω such that Fδ ∈⋃{Fα(nδ) | α < κγ } and Kγ (nδ)⊂ Fδ . ThusKδ′(nδ) ∈
K(F,Kγ (nδ)) for all γ  δ′  δ. Since λ > ω is regular, there is n ∈ ω such that nδ = n
for a cofinal set of δs in λ. Thus {Kδ(n) | γ < δ < λ} is a Kδ(n)-chain in F(n) of length
λ whose intersection E′ contains E. Since FE′ ∈ {Fα(n) | κγ  α < κγ+1}, Kγ+1(n+ 1)
contains at most one point ofE′. ButE ⊂E′ andE ⊂Kγ+1 ⊂Kγ+1(n+1). Thus |E| = 1.
Suppose instead that λ = ω, and in this case define F = F(ω1) = {Fα | α < κ} where
Fα = Fα(ω1) and Kγ = Kγ (ω1) for each γ < ω. Again suppose E ∈ E(F ) and that, for
some n < λ and K ∈ Kn, E is the intersection of a K-chain {Km | n  m < ω}. Then
suppose n  m < ω and, for σ < ω1, let Km(σ) be the term of Km(σ) containing Km.
Choose Fm ∈⋃{Fα | κn  α < κn+1} with Km ∈K(Fm,Kn). There is σm < ω1 such that
Fm ∈⋃{Fα(σm) | κn  α < κn+1} and Kn(σm)⊂ Fm.
Choose σ < ω1 such that σ > σm for all n  m < ω. Then Fm ∈ ⋃{Fα(σ ) | κn 
α < κn+1} and Km(σ) ∈ K(Fm,Kn(σ)) for all n  m < ω and {Km(σ) | n  m < ω}
is a Kn(σ)-chain in F(σ ). If E′ is the intersection of this chain, E ⊂ E′ and FE′ ∈⋃{Fα(σ + 1) | κn  α < κn+1} contradicting E ⊂ E′ ⊂Kn+1(σ + 1) and no term of FE′
contains two points of E′. ✷
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In accordance with Lemma 8, fix an indexed breakdownF ′ = {F ′α | α < κ} with F ′ ∈ P
such that for all E ∈ E(F ′), |E| = 1. Observe that if F = {Fα | α < κ} ∈ P and extends
F ′, then E ∈ E(F) implies |E| = 1. To see this just observe that E ∈ E(F) implies that
E ⊂ K ∈ K∗(F ′). If E = K , K ∈ E(F ′), so |E| = 1. Since F+ ⊂ F ′, |K|  2. Thus
K =E implies |E| = 1 which is all we want.
4. Theorem: Our basic theorem holds for X of uncountable density κ where κ has
countable cofinality
Proof. Assume κ > ω and λ= ω and let F = {Fα | α < κ} be the indexed breakdown F ′
just described at the end of Section 2.
Define a tree {Tn | n  ω} inductively as follows. Let T0 = K0 = {X}. For n ∈ ω
having defined Tn ⊂⋃{Km | m ∈ ω}, define T ∗n = {K ∈ Tn | K0 = ∅ and |K| = 1} and
Xn = X −⋃{K0 | K ∈ T ∗n }. If K ∈ T ∗n ∩ Kq for some q < ω, define Tn+1(K) = {J ∈
Kr | J ⊂ K and r = q + 1 unless there is a maximal K-chain of length q ′ < ω in which
case r = q ′ + 1}. Since there is at most one maximal K-chain, Tn+1(K) is well-defined.
Define Tn+1 =⋃{Tn+1(K) |K ∈ T ∗n }. Define Tω = {nonempty
⋂
n∈ω Kn |Kn ∈ Tn}. Thus
Tω ⊂K∗ and Xω =X.
For each n  ω we define a compact linearly ordered space 〈Yn,〉 and continuous
function fn from Yn onto Xn by induction as follows (at some length).
Since T0 = {X}, X0 = ∅ and we define Y0 = ∅ and f0 = ∅.
Since T ∗0 = {X} and there are no X-chains, T1 = K1 and X1 = X −
⋃{K0 | K ∈
K1,K =K0}. By Lemma 6 of Section 3, the density d(X1) κ1 < κ and, by our induction
hypothesis on κ , there is a compact, linearly ordered space 〈Z1,〉 and continuous map
g1 from Z1 onto X1. For each J ∈ T ∗1 , ∂J = ∅. Arbitrarily choose J− ∈ Z1 such that
g1(J−) ∈ ∂J and a new object J+. Let Y1 = Z1 ∪ {J+ | J ∈ T ∗1 } and let 〈Y1,〉 be the
total ordering of Y1 which extends 〈Z1,〉 and, for every J ∈ T ∗1 , has J− < J+ as an
interval. Define f1 :Y1 →X1 by f1 extends g1 and has f1(J+)= f1(J−) for all J ∈ T ∗1 .
Then 〈Y1,〉 is compact and f1 continuous since 〈Z1,〉 was compact and g1 continuous.
Suppose 1  n < ω, 〈Yn,〉 and fn have been defined, and, for each K ∈ T ∗n adjacent
points K− <K+ in 〈Yn,〉 have been chosen with ∂K ∩ fn({K−,K+}) = ∅. These are
used to help us choose 〈Yn+1,〉 and fn+1, but further definitions are needed before we
can do this. So, until further notice, fix K ∈ T ∗n .
There is a maximal m(K)=m n such that K is not in an M-chain where M =M(K)
is the term of Tm containing K . Since there are no X-chains and T0 = {X} there is such
an m.
Let C2 = {C ∈ Tω | |C| = 2}. If C = {x0, x1} ∈ C2, choose open sets W0 and W1 with
disjoint closures such that x0 ∈W0 and x1 ∈W1. Let I(C) = {H 4(xi,Wi) | i < 2}. Since
both x0 and x1 are boundary points of C, there is a minimal e = e(C) ∈ ω such that e > 0
and C ⊂Ke ∈ Te where Ke ⊂⋃I(C) and I −Ke = ∅ for both I ∈ I(C).
For J ∈ Tn+1(K) let C2(J )= {C ∈ C2 | C ⊂ J } and, if C2(J ) = ∅, let eJ = min{e(C) |
C ∈ C2(J )}. Choose C(J ) = C ∈ C2(J ) with e(C) = eJ . Let J (K) = {J ∈ Tn+1(K) |
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C2(J ) = ∅ and eJ m(K)}. If J (K) = ∅, eJ m=m(K) implies 0 <m so M =M(K)
has M− and M+ defined. For J ∈ J (K) index I(C(J )) = 〈I0(J ), I1(J )〉 by fm(M−) ∈
I0(J ) if fm(M−) ∈ ∂M and fm(M+) ∈ I1(J ) otherwise (fm(M+) ∈ ∂M in this case).
Lemma 9. If J = J ′ in J (K), then J ′ ∪ (I1(J ′) ∩M) ⊂ I1(J ) and J ∪ (I0(J ) ∩M) ⊂
I0(J ′), or the 0’s and 1’s here can be interchanged.
Proof. Suppose f (M−) = c ∈ ∂M , C(J ) = {x0, x1}, C(J ′) = {z0, z1}, and, for i < 2,
Ii(J )=H 4(xi,Wi) and Ii(J ′)=H 4(zi,Ui) as in the definition of I(C(J )) and I(C(J ′)).
Since e(C(J )) and e(C(J ′)) are m, if i < 2, H 4(xi,Wi) ⊂M and H 4(zi ,Ui) ⊂M; and
since c ∈H 4(x0,W0)∩H 4(z0,U0)∩∂M , H 4(x0,W0)∩H 4(z0,U0) ⊂M . There is clearly
an F ⊂⋃{Fα | α < κm} for which ⊂M in all of these cases can be replaced by ⊂ F for
the compact M is the intersection of such open F s since the indexing of F is ok. Thus (∗),
(∗∗), and (∗∗∗) are all satisfied for K ∈ K(F,K) and M ∈ K(F,M) unless z1 /∈W0 or
x1 /∈ U0. Since K is not in any M-chain, let us suppose z1 /∈W0.
By Lemma 2, at most one of W0 and W1 can intersect J ′ and one of U0 and U1
intersect J . So z1 /∈W0 implies z1 ∈W1 and z0 ∈W1. Hence H(x0,W0)∩H(z1,U1)= ∅.
Therefore J ′ ∪ (I1(J ′)∩M)⊂ I1(J ) and J ∪ (I0(J )∩M)⊂ I0(J ′).
If x1 /∈ U0 the 0’s and 1’s in this conclusion are interchanged. ✷
By the same proof we get the following:
Lemma 9′. If J ∈ J (K),C ∈ C(J ) has e(C) < m(K), and I(C)= {I0, I1}, then {(M −
J 0)∩ I1(J ), (M − J 0) ∩ I0(J )}={(M − J 0)∩ I1, (M − J 0)∩ I0}.
Observe that if m< r < n and K ′ is the term of Tr containing K , then m(K ′)=m(K).
Otherwise K ′ is in some maximal M-chain R. By the maximality of m, K is contained
in some K ′ chain R′. The length q of R is ω since we chose Tm+1(M)⊂ Kq+1 if q < ω
and thus no term of Tm+1 could contain a term in any M-chain. But this means there are
distinct maximal K ′ chains, R′ and the set of all terms of R contained in K ′.
For J ∈ J (K) let AJ = (K − J 0) ∩ I0(J ) and ZJ = (K − J 0) ∩ I1(J ). If J ′ ∈
Tn+1(K)−{J }, either J ′ ⊂AJ or J ′ ⊂ZJ . If J ′ ⊂ZJ , Lemma 9 implies (J ∪AJ )⊂ AJ ′
and J ′ ∪ZJ ′ ⊂ZJ . Similarly, J ′ ⊂AJ implies (J ′ ∪AJ ′)⊂AJ and (J ∪ZJ )⊂ZJ ′ .
Lemma 10. Define J < J ′ in J (K) if AJ ⊂ AJ ′ . If ∅ = J ⊂ J (K) has no maximal
element, then there is a unique a ∈A=⋃{AJ | J ∈ J } −⋃{AJ | J ∈ J }. Similarly, if J
has no minimal element, then there is a unique z ∈Z =⋃{ZJ | J ∈J }−⋃{ZJ | J ∈J }.
Proof. Assume J has no maximum. For J ∈ J let I0(J ) = H 4(xJ ,WJ ). By Lemma 9,
{I0(J ) | J ∈ J } are nested and, if J < J ′ in J , xJ ∈ AJ ′ (and xJ ′ ∈ ZJ ). Thus, for all
J ∈J , xJ ∈⋃{AJ ′ | J ′ ∈J } while J ′ ⊂AJ implies (J ′ ∪AJ ′)⊂AJ and (J ∪ZJ )⊂ZJ ′ .
Thus A ⊂ ⋂{ZJ | J ∈ J } and A = ∅. If the lemma fails, there are a = a′ in A and
disjoint open sets U and U ′ with a ∈ U and a′ ∈ U ′. There are J and J ′ in J with
H 2(a,U) ∩ AJ = ∅ and H 2(a′,U) ∩ AJ ′ = ∅. Thus xJ ∈ H(a,U) and xJ ′ ∈ H(a′,U ′).
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Suppose J < J ′ in J . Then xJ ∈H(a,U) ∩H 4(xJ ′,WJ ′) and xJ ′ /∈ U ; so a ∈WJ ′ . But
a ∈ ZJ ′ which misses WJ ′ so this is impossible. The proof for J ′ < J just interchanges J
and J ′, U and U ′, and a and a′. The proof of the existence of z in case J has no minimum
is exactly analogous. ✷
If x ∈ K ∩ Xn+1, let Q(x) = {q ∈ K ∩ Xn+1 | J ∈ J (K) implies q ∈ AJ if and only
if x ∈AJ }. Then Q(K)=Q= {Q(x) | x ∈K ∩Xn+1} partitions K ∩Xn+1 into compact
equivalence classes. If {x, x ′} ⊂ K ∩ Xn+1 and there is J ∈ J (K) such that x ∈ AJ but
x ′ /∈ AJ (so x ′ ∈ ZJ ), define Q(x) <Q(x ′). By Lemma 9, 〈Q,〉 is a totally ordered set.
If J (K)= ∅, Q(K)= {K}.
Suppose Q ∈Q(K). Since Q is a compact subset of K ∩Xn+1 which, by Lemma 6, has
density < κ , there is a compact, linearly ordered space 〈ZQ,〉 and continuous map gQ
from ZQ onto Q.
Define J (K,Q)= {J ∈ (Tn+1(K)∩ T ∗n+1) | J ∩Q = ∅}. Notice that (J ∩Q)⊂ ∂J for
J ∈ J (K,Q). If J ∈ [J (K,Q) − J (K)] choose a point J− ∈ ZQ such that gQ(J−) ∈
J ∩Q and let J+ be some new object.
Let J−Q = {J ∈ J (K) |Q⊂ ZJ } and J +Q = {J ∈ J (K) |Q⊂ AJ }. If J−Q = ∅ but has
no maximum, by Lemma 10, there is a aQ ∈Q in ⋃{AJ | J ∈ J−Q } −
⋃{AJ | J ∈ J−Q }
and in this case we choose a new object called Q−. If J+Q = ∅ but has no minimum, there
is zQ ∈Q in ⋃{ZJ | J ∈ J+Q }−
⋃{ZJ | J ∈ J+Q } and in this case we choose a new object
called Q+.
If J−Q has a maximum J ∈ J (K,Q), choose a new object Q− which we also call J+.
If J +Q has a minimum J ∈J (K,Q), choose a new object Q+ which we also call J−.
If J −Q = ∅, let Q− =K− and, if J+Q = ∅, let Q+ =K+.
Define YQ =ZQ ∪ {J+ | J ∈ [J (K,Q)−J (K)]} ∪ {defined Q−} ∪ {defined Q+}. Let
〈YQ,〉 be the total order on YQ extending 〈ZQ,〉 such that:
(1) J− < J+ is an interval of 〈YQ,〉 for all J ∈ [J (K,Q)−J (K)],
(2) if defined, Q− is the first point of 〈YQ,〉, and
(3) if defined, Q+ is the last point of 〈YQ,〉.
Let fQ be the map from YQ onto Q extending gQ such that:
(1) fQ(J+)= fQ(J−)= gQ(J−) if J ∈ [J (K,Q)−J (K)],
(2) fQ(Q+)= zQ if zQ exists,
(3) fQ(Q−)= aQ if aQ exists,
(4) fQ(Q−) ∈ (J ∩Q) if J ∈J (K,Q) ∩J (K) and (J ∩Q)⊂ZJ ,
(5) fQ(Q+) ∈ J ∩Q if J ∈ J (K,Q) ∩J (K) and (J ∩Q)⊂AJ ,
(6) fQ(Q−)= fn(K−) if J −Q = ∅ and fQ(Q+)= fn(K+) if J+Q = ∅.
The space 〈YQ,〉 is compact and fQ continuous because these were true for 〈ZQ,〉
and gQ.
No longer keeping Q fixed, define YK =⋃{YQ |Q ∈Q}. Let 〈YK,〉 be the total order
on YK which, for all Q ∈Q, has 〈YQ,〉 as a subinterval of 〈YK,〉 and extends 〈Q,〉
in the sense that Q<Q′ in 〈Q,〉, y ∈ YQ, and y ′ ∈ YQ′ imply y < y ′ in 〈YK,〉. Let fK
be the mapping from YK onto (K ∩Xn+1) defined by fK(y)= fQ(y) for each y ∈ YQ and
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Q ∈Q. By our choice of aQ, zQ, fQ(Q−) and fQ(Q+) for the Qs inQ, and the Saturation
Lemma, 〈YK,〉 is compact and fK continuous.
If J ∈ T ∗n+1 ∩ Tn+1(K) then J− and J+ are adjacent in 〈YK,〉. Suppose J ∈ T ∗n+1 ∩
J (K). Then at least one of I0(J ) ∩ ∂J and I1(J ) ∩ ∂J is nonempty. If j ∈ I0(J ) ∩ ∂J ,
then fQ(j)(J−) ∈ I0(J ) ∩ ∂J , and if k ∈ I1(J ) ∩ ∂J , then fQ(k)(J+) ∈ I1(J ) ∩ ∂J and,
if both j and k exists, Q(j) < Q(k) are adjacent in Q since J is contained in precisely
one of I0(J ′) and I1(J ′) for each J ′ = J in T ∗n+1 ∩J (K). Thus J− and J+ are adjacent in
〈YK,〉. If J− but not J+ has been defined, let J+ =K+ if J− is the last point of 〈YK,〉
and let J+ be the first point of 〈YK,〉 greater than J−, otherwise. If J+ but not J− has
been defined, let J− =K− if J− is the first point of 〈YK,〉 and let J− be the last point
of 〈YK,〉 less than J+, otherwise.
No longer keeping K fixed, let Yn+1 = Yn ∪⋃{YK |K ∈ T ∗n } and let 〈Yn+1,〉 be the
total order on Yn+1 extending 〈Yn,〉 such that, for all K ∈ T ∗n , 〈Yn+1,〉 extends 〈YK,〉
and has K− < [YK − {K−,K+}] < K+ as an interval. Let fn+1 be the map from Yn+1
onto Xn+1 extending both fn and fK for all K ∈ T ∗n . This 〈Yn+1,〉 is clearly compact
and fn+1 continuous and adjacent J− and J+ as desired in 〈Yn+1,〉 have been defined
for all J ∈ T ∗n+1. It remains to define 〈Yω,〉 and fω .
Suppose C ∈ Tω and |C| = 2; i.e., C ∈ C2. For n ∈ ω let Kn be the term of Tn
containing C; so n > e(C) implies Kn ⊂⋃I(C). By Lemma 8, C is not the intersection
of an infinite chain. So for some n′ > m = e(C)+ 1, Kn′ is not in any Km-chain. Thus,
for all n  n′, Kn+1 ∈ J (Kn). Let us suppose fm(K−m) ∈ ∂Km. Then, by induction
c= fm(K−m) ∈ I0(C(Kn)) for all n n′. (Otherwise fm(K+m)⊂ I1(C(Kn)) for all n n′.)
Index I(C) so fm(K−m) ∈ I0(C).
By Lemma 9′, if C = C(Kn+1), either I1(C(Kn+1) ∩ (Km − K0n+1)) ⊂ I1(C) and
(I0(C) ∩ (Km − K0n+1)) ⊂ I0(C(Kn+1)) or the 0’s and 1’s in this statement can be
interchanged. In any case, whether i is 0 or 1, Ii(C) and Ii(C(Kn+1)) intersect (Km −
K0n+1) in the same set. Thus, for all n n′, fn+1(the interval [K−m,K−n+1] of 〈Yn+1,〉)⊂
I0(C) while fn+1(the interval [K+n+1,K+m ] of 〈Yn+1,〉) ⊂ I1(C). Index C = {x0C,x1C}
by x0C ∈ I0(C) and x1C ∈ I1(C).
Suppose that for all n ∈ ω, Kn ∈ Tn and C =⋂{Kn | n ∈ ω} ∈ Tω . If m < n < ω and
K−m < y < K+m in 〈Yn,〉, then fn(y) ∈ Km. There may be an m such that K−n = K−m
and fn(K+n ) ∈ Kn for all m  n < ω. Or there may be an m such that K+n = K+m and
fn(K
−
n ) ∈Kn for all m n < ω. But otherwise, for a fixed m ∈ ω, there is an infinite set
N ⊂ ω of ns such that m< n< = in N and K−n  y K+n in 〈Y=,〉 imply f=(y) ∈Km.
Define Yω =⋃{Yn | n ∈ ω} ∪ (⋃Tω), and let 〈Yω,〉 be the total order on Yω which
extends 〈Yn,〉 for all n ∈ ω such that, for each C ∈ Tω where C =⋂{Kn | n ∈ ω} with
Kn ∈ Tn, if C = {x}, K−n < x < K+n for all n ∈ ω, and, if C = {x0C,x1C}, K−n < x0C <
x1C <K+n for all n ∈ ω. Clearly 〈Yω,〉 is compact.
Define fω :Yω →Xω =X by fω extends fn for all n ∈ ω and fω(x)= x for x ∈⋃Tω .
By our choice of order in 〈Yω,〉 and the Saturation Lemma fω is continuous. Since
〈Yω,〉 is a compact, linearly ordered space and fω is a continuous map onto X, the basic
theorem, Theorem 4, for X having density of countable cofinality is proved.
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5. Some definitions and lemmas for the uncountable cofinality case
We now turn to the remaining case and for the rest of the paper assume that λ, the
cofinality of the density κ of X, is uncountable. In this section we use our “countable-
limit-of-breakdowns” technique one last time to aid us in selecting the desired breakdown
for this case.
For later use, if F and F ′ are open sets and there is a z ∈ F with F ′ ⊂H(z,F ), then let
zFF ′ be one such z.
For each n ∈ ω we select a breakdown F(n) = {Fα(n) | α < κ} ∈ P such that E ∈
E(F(n)) implies |E| = 1 and F(n) extends F(n− 1) if n > 0. By Lemma 8 of Section 3
this is possible. Just define F(0) arbitrarily with these properties. Then assuming F(n)
has been defined, F(n+ 1) is chosen. But we need a variety of definitions and lemmas to
do this; these are given in Section 5.a which follows. In Section 5.b, F(n+ 1) is actually
chosen.
5.a. Suppose {p} ∈ En = E(F(n)) −⋃{E(F(m)) | m < n}. For each γ < λ let Kγ be
the term of Kγ (n)= (Kγ for F(n)) containing p. Let Gp(γ )= {F ∈⋃{Fα(n) | α < κγ }|
there is G ∈ ⋃{Fα(n) | α < κγ } with F ⊂ G and Kγ ∩ G = ∅}. Let Gp =⋃{Gp(γ ) |
γ < λ}. Since ⋃Gp = X − {p}, Theorem 2 of [1] implies that, for each k ∈ ω, there is
a disjoint family Gkp of open sets each of which is contained in a member of Gp , and
there is a closed (in X− {p}) discrete collection (perhaps empty) {M ′a | a ∈A′p} of copies
of stationary subsets of regular uncountable cardinals such that (X − {p})=⋃{Gkp | k ∈
ω} ∪ (⋃{M ′a | a ∈ A′p}). Since X is compact and each M ′a is closed in X − {p}, there is
a closed in X − {p} discrete family {Ma | a ∈ Ap} of copies of ordinals having infinite
cofinality such that
⋃{M ′
a′ | a′ ∈A′p} =
⋃{Ma | a ∈Ap}.
Suppose a ∈ Ap and define µa to be the ordinal of which Ma is a copy; for α ∈ µa let
αa be the image of α in Ma . Observe that Ma converges to p and Ma ∪ {p} is a copy of
µa + 1. Since X− {p} is monotonically normal, it is collectionwise normal and there is a
family {Ua | a ∈Ap} of open sets missing p with Ma ⊂Ua and, for ∅ =Ap − {a},
Ua ∩
⋃{




For α < µa define Uαa = H({βa | β  α}, Ua − {βa | β > α}), Vαa = H({βa | β 
α},Uαa) and V ∗αa =H({βa | β  α},Vαa). Let Va =
⋃{Vαa | a < µa} and V ∗a =
⋃{V ∗αa |
α < µa}. Let Vαa be the finite open cover {Vαa,X− V ∗αa} of X.
There is an order isomorphism from the cofinality of µa which we call µ∗a onto a cofinal
closed subset of µa taking β < µ∗a onto β∗ < µa . For the rest of Section 5.a we fix
a ∈A∗p = {a ∈Ap | µ∗a > ω}. Let µ∗ = µ∗a = cf (µa).
Lemma 11. There is an open S = Sa with p ∈ S such that S ∩ Va = S ∩ V ∗a .
Proof. Assume there is no such S. Then for β < µ∗ we choose α(β) < µ∗ as follows.
Choose α(0) = 0 and for limit β we just arbitrarily choose α(β) > α(β ′) for all β ′ < β .
Having chosen α(β) define Wβ =H(p,X − Uα(β)∗a) and by hypothesis there is α < µ∗
and xβ ∈Wβ ∩ (Vα∗a − V ∗a ). Let α = α(β + 1).
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Suppose x ∈⋂{{xβ | γ < β} | γ < µ∗}. Then x /∈ V ∗a which is an open set containing
Ma , and, since x ∈⋂{Wβ | β < µ∗}, x /∈ Uαa for any α < µ. Since x /∈ V ∗a , if x /∈ p, x
is in an open B which misses Ma . So there is β < µ∗ with xβ ∈ Vα(β)∗a ∩H(x,B). Since
B∩Ma = ∅ and Vα(β)∗a =H({γa | γ < α(β)∗},Uα(β)∗a), x ∈ Uα(β)∗a . But this contradicts
x /∈ Uαa for any α. Thus x = p.
Hence, for X′ ⊂ X∗ = {xβ | β < µ∗},p ∈ X ′ if and only if |X′| = µ∗. Observe that
since X∗ ⊂ Va and V ∗a ∩X∗ = ∅, (X ∗ − {p})⊂
⋃⋃{Gkp | k ∈ ω}. For x ∈ (X ∗ − {p}) let
kx = min{k ∈ ω | x ∈⋃Gkp} and, for k ∈ ω, let Gk = {G ∈ Gkp | ∃x = xG ∈G ∩X∗ with
kx = k}.
The members of Gkp are disjoint open sets whose closures miss p and thus each contains
fewer than µ∗ points of X∗. Suppose there were an increasing sequence {ki | i ∈ ω} ⊂ ω
with each |Gki | = µ∗. Then choose zi ∈ X∗ with kzi = ki and let z be a limit point of
{zi | i ∈ ω}. Since X∗ ⊂⋃⋃Gkp , x ∈ G ∈ Gkp for some k ∈ ω. But zi /∈ G for k < ki
which contradicts z being a limit point of {zi | i ∈ ω}. Thus there is a maximal k for
which |Gk| = µ∗.
In each G ∈ Gk we fixed xG ∈ G ∩ X∗ with kxG = k. Let Xk = {xG | G ∈ Gk}. Since
each G ∈ Gkp has |G ∩ X∗| < µ∗ which is uncountable and regular and k is maximal
for |Gk| = µ∗, if X′′ = {x ∈ Xk | x ∈ G ∈ {⋃Gk′ | k′ > k}}, there is a countably infinite
X′ ⊂ (Xk −X′′). Choose a limit point x of X′. Since |X′|< µ∗, x = p. If k′ = kx , then,
x ∈G ∈ Gk′p . Since G ∩Xk = ∅, k′  k. And since G ∩ X′′ = ∅, k  k′. So k′ = k. But
then |G∩X′| 1 which is a contradiction. ✷
Since X is regular we take our S = Sa satisfying Lemma 9 with Sa ∩Va = Sa ∩V ∗a . Let
Sa be the open cover {Sa,X−H(p,Sa)} of X.
Suppose p = x ∈ S ∩ (V a − V ∗a ). Then x is in an open W with W ∩ Ma = ∅, and
there must be a y ∈ S ∩ Va ∩H(x,W). But there is some α < µ∗ with y ∈ H({β∗a | β 
α},Vαa)= V ∗αa which contradicts y ∈H(x,W) since x /∈ Vαa and W ∩Ma = ∅. Thus
Lemma 12. [Sa ∩ (V a − V ∗a )] = {p} and Sa ∩ ∂Va = {p}.
If α < µ∗ the compact (S ∩V α∗a)⊂ V ∗a and {Vν∗a | ν < µ∗} increase as ν increases. So
there is some να < µ∗ such that (S ∩Vα∗a )⊂ V ∗ν∗αa . Choose this να so [∂(S ∩Va)−{p}] =
(∂S ∩ Va)⊂ V ∗ν∗αa .
Choose ζ0 < µ∗ such that [(S −H(p,S)) ∩ V a] and [Ma − S] are contained in V ∗ζ ∗0 a .
Then for all 0 < α < µ∗, by induction, choose ζα < µ∗ by the rules (ζα+1)= νζα and, for
limit αs, ζα is the least upper bound of {ζβ | β < α}. Let σα = ζ ∗α , Σa = {σα | α < µ∗} and
Σ∗a = {σα | α is a limit in µ∗}. If σ ∈Σ∗a , let V −σa =
⋃{Vηa | η < σ in Σa}. Then
Lemma 13. For all σ ∈Σ∗a , ∂(Sa∩V −σa)⊂ ({σα}∪(∂Sa∩Va)) and ∂(Sa∩(V −σa−V −τa))=
{τa, σa} for each τ < σ in Σ∗a .
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For σ ∈ Σ∗ define Bσa = [Sa ∩ (V −σ ′a − V −σa)] where σ ′ is the successor of σ in Σ∗a .
Define Ba = Sa ∩ (Va − V−σωa). Observe that ∂Bσa = {σa,σ ′a} and ∂Ba = {(σω)a,p}. If
F ⊂X and p /∈ F , choose σFa = σF ∈Σ∗a such that (Sa ∩ V a ∩ F)⊂ V ∗σF a .
5.b. No longer keeping p and a ∈ A∗p fixed we return to the work of defining F(n+ 1)
from F(n) = {Fα(n) | α < κ} ∈ P begun in Section 5 before 5.a. Choose F(n + 1) =
{Fα(n + 1) | α < κ} ∈ P and extending F(n) = {Fα(n) | α < κ} with the additional
restrictions which follow.
Suppose γ < λ and K ∈ Kδ(n) for some δ < γ , and {p} ∈ E(F(m) for some m  n
is the intersection of a length λ, K-chain in F(m). There are at most κγ many such ps.
Since m n, all of the definitions from Section 5.a have been made for p (and any a ∈Ap
or A∗p).
(I) For a term F of ⋃{Fα(n) | α < κγ+1} with p /∈ F , let AFp = {a ∈ Ap | Ua ∩ F =
∅}. There are  κγ+1 many such F s and each AFp is finite. Make sure that, for
a ∈AFp for suchK,p, andF , if a ∈A∗p then {Fα(n+1) | κγ  α < κγ+1} contains
Sa and all Vσa for σ = σFa or σ = σα for some α < µ∗a with α  κγ+1. Also if
a ∈ (Ap −A∗p) and i ∈ ω = µ∗a, {Fα(n+ 1) | κγ  α < κγ+1} contains all Vi∗a .
(II) There are κγ+1 many 〈F,F ′〉 in⋃{Fα(n) | α < κγ+1} for which zFF ′ , is defined.
If there is G ∈⋃{Gkp | k ∈ ω} such that zFF ′ ∈G, there can be at most one such G
for each k ∈ ω; recall that p /∈G. Thus we can make sure that for each such G, the
open cover ZG = {X −G,X −H(p,X−G)} of X is in {Fα(n+ 1) | κγ  α <
κγ+1}.
This completes our list of restrictions on F(n+ 1) and its indexing. However our goal is
to define F = {Fα | α < κ} by the rule, for all γ < λ, {Fα | κγ  α < κγ+1} is an indexing
of
⋃{Fα(n) | κγ  α < κγ+1;n< ω}.
By the proof of Lemma 8, F ∈ P . That is its indexing is ok, every term of K∗(F)=K∗
has cardinality at most 2 and if δ < λ and K ∈ Kδ , then there is at most one maximal
K-chain in F . Since F(0) was chosen so every E ⊂ E(F(0)) has |E| = 1 and F as well
as F(n) for all n ∈ ω extend F(0), all F(n) and F also have this property. We fix this
breakdown F = {Fα | α < κ} and after proving Lemmas 14–17 which give properties of
F determined by our choice of the F(n)s, all breakdowns except F can be completely
forgotten. But in the mean time let Kγ (n) for n ∈ ω and γ ∈ λ denote the “Kγ for F(n)”
(Kγ being the “Kγ for F”). Assume p ∈ E(F) and δ is minimal for there to be a K ∈Kδ
such that {p} is the intersection of a K-chain in F of length λ. For ψ < λ and n ∈ ω let Kψ
and Kψ(n) be the terms of Kψ and Kψ(n) containing {p}. Notice that m< n< ω implies
Kψ(n)⊂Kψ(m) and Kψ =⋂{Kψ(n) | n ∈ ω}.
Lemma 14. If a ∈Ap, βa ∈Ma and τ is a limit in λ− δ, then βa /∈ ∂Kτ if a ∈ (Ap −A∗p)
and βa /∈ (∂Kτ −Ba) if a ∈A∗p.
Proof. Suppose the contrary for some a,β , and τ .
By the proof of Lemma 8 there is m ∈ ω such that p ∈ (E(F(n))) for all m n < ω and
δ is the minimum of {δ′ < λ | {p} is the intersection of a Kδ′(n)-chain of length λ in F(n)}.
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Let θ = min{θ ′ < λ | there is F ∈⋃{Fα | α < κθ ′+1}, p /∈ F , and F ∩ Ua = ∅}. Choose
n > m so there is F ∈⋃{Fα(n) | α < κθ+1},p /∈ F , and F ∩Ua = ∅; again θ is minimal.
If γ = max{δ, θ}, then γ < τ since δ (the first term of λ− δ) is always less than any limit
in λ− δ, and θ precedes any τ having Ma ∩Kτ = ∅.
Suppose a ∈ Ap − A∗p. Since a ∈ AFp and i ∈ ω imply Vi∗a = {Vi∗a,X − Vi∗a} ∈
{Fα(n + 1) | κγ  α < κγ+1} and, since Ma ⊂⋃{Vi∗a | i ∈ ω} = Va , β /∈ Kγ+1(n + 1)
contradicting Kτ ⊂Kγ+1(n+ 1).
Now assume a ∈ A∗p. We chose {Fα(n + 1) | κγ  α < κγ+1} containing both Sa =
{Sa,X −H(p,Sa)} and Vσia for all i  ω. Thus Kγ+1(n+ 1) ⊂ Sa and Kγ+1(n+ 1) ∩
V ∗σia = ∅ for all i  ω. Since βa ∈ Va and Ba = S∩ (Va−V −σωa), βa /∈ (Kγ+1(n+1)−Ba).
But γ < τ implies Kτ ⊂Kγ+1 ⊂Kγ+1(n+ 1) so βa /∈ (∂Kτ −Ba). ✷
Lemma 15. If τ is a limit in λ− δ, ∂(Kτ −⋃{Ba | a ∈A∗p})⊂ {p}.
Proof. Otherwise there is a τ and an x = p in ∂(Kτ −⋃{Ba | a ∈A∗p}). Recall that for a ∈
Ap and A⊂ (Ap − {a}), Ua ∩⋃{Ua′ | a′ ∈A} = {p}, and that, for each a ∈A∗p,Ba ⊂Ua
and ∂Ba = {(σω)a,p}. By Lemma 12, x /∈⋃{Ma | a ∈Ap}. So x ∈G ∈ Gkp for some k ∈
ω. Since x /∈ ∂Ba for any a ∈A∗p , x ∈ ∂Kτ . Hence there is q ∈ (H(x,G)−Kτ ) and, since
Kτ =⋂{Kτ (n) | n ∈ ω} is compact, there is n ∈ ω with q /∈Kτ (n). Since q ∈K ′ =Kτ (n)
in Kτ (n), there are F and F ′ in
⋃{Fα(n) | α < κτ } and z ∈ F such that F ∩Kτ (n) = ∅
and K ′ ⊂ F ′ ⊂H(z,F ). So zFF ′ is defined. Since q ∈ F ′, q ∈H(zFF ′,F )∩H(x,G) and
x /∈ F so zFF ′ ∈G. Since τ is a limit in λ−δ, there is γ ∈ λwith δ < γ < τ such that F and
F ′ are in
⋃{Fα(n) | α < κγ }. Thus ZG = {X−G,X−H(p,X−G) ∈ {Fα(n+ 1) | κγ 
α < κγ+1} and Kγ+1(n+1)∩G= ∅. Since Kτ ⊂Kτ (n+1)⊂Kγ+1(n+1), Kτ ∩G= ∅
contradicting x ∈G. ✷
Lemma 16. If τ is a limit in λ − δ, J ∈ Kτ+ω , J = Kτ+ω but J ⊂ Kτ , and, for some
a ∈A∗p, J ∩Ba = ∅, then J ⊂ Ba .
Proof. For τ  γ < (τ + ω) let Jγ and, for n ∈ ω, Jγ (n), be the terms of Kγ and Kγ
(n) containing J . Choose γ maximal for Jγ =Kγ . There is F ∈⋃{Fα | α < κγ+1} such
that Kγ+1 ∩ F = ∅ and Jγ+1 ⊂ F . Choose n sufficiently large that F ∈⋃{Fα(n) | α <
κγ+1},Kγ+1(n)∩ F = ∅, and Jγ+1(n)⊂ F . There is b ∈ J ∩Ba . So b ∈ J and a ∈AFp .
By our choice of F(n + 1), {Fγ (n + 1) | κγ  α < κγ+1} contains Sa , all Vσia for
i  ω and VσF a . Remember that b ∈ Ba = (Sa ∩ Vα) −
⋃{Vσia | i ∈ ω}. Since Sa =
{Sa,X − H(p,Sa)}, if Jγ+1(n + 1) ⊂ Sa , then Jγ+1(n + 1) ⊂ (X − H(p,Sa)) and
b ∈ [Sa −H(p,Sa)] ∩ Va ⊂ V ∗σ0a . Thus Jγ+1(n+ 1)⊂ Sa .
Since b ∈ (Sa ∩ Va) −⋃{Vσia | i ∈ ω} and, for all i ∈ ω, {Vσia,X − V ∗σia} = Vσia ∈{Fα(n + 1) | κγ  α < κγ+1}, and Sa ∩ (⋃{Vσia | i ∈ ω}) = Sa ∩ (
⋃{V ∗σia | i ∈ ω}),
(Jγ+1(n+1)∩Vσia)= ∅ for all i ∈ ω. Since b ∈ (Sa ∩V a ∩F )⊂ V ∗σF a and VσF a = {VσFa ,
X− V ∗σF a} ∈ {Fα(n+ 1) | κγ  α < κγ+1}, Jγ+1(n+ 1) ∈ VσF a ⊂ Va . Thus J ⊂ Jγ+1 ⊂
Jγ+1(n+ 1)⊂ (Sa ∩ (Va −⋃{Vσia | i ∈ ω}))= Ba as desired. ✷
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Lemma 17. For a ∈ A∗p and σ ∈ Σ∗a there is τ = τ (σ, a) < λ such that J ∈ Kτ and
J ∩Bσa = ∅ imply J ⊂ Bσa .
Proof. Recall that Bσa = S ∩ (V−σ ′a − V −σa) where σ ∈Σ∗a , σ = σβ for some limit β < µ∗a
and σ ′ = σβ+ω which is the successor of σ in Σ∗a . As in Lemma 14, let θ = min{θ ′ < λ |
there is F ∈⋃{Fα | α < κθ ′+1}, p /∈ F , and F ∩ Ua = ∅}, testified to by the existence of
such an F which we fix. Choose n ∈ ω sufficiently large that F ∈⋃{Fα(n) | α < κθ+1}
and δ = min{δ′ < λ | {p} is the intersection of a Kδ′(n)-chain in F(n) of length λ}.
Since (β +ω) < µ∗a  κ , there is a minimal γ ∈ λ− δ such that γ > θ and β +ω < κγ .
Let τ = (γ + ω) < λ. Then Sa = {Sa,X −H(p,Sa)} and Vσ = {Vσ,a,X − V ∗σa} for all
η < κγ+1 are in {Fα(n+ 1) | κγ  α < κγ+1}.
Suppose J ∈Kτ , b ∈ J ∩Bσa , and Jγ+1(n+1) is the term ofKγ+1(n+1) containing J .
Since [(S ∩ V a)−H(p,Sa)] ⊂ V ∗σ0a ⊂ Vσa and b ∈ (S ∩ V −σ ′a)⊂ (S ∩ Va), b ∈H(p,Sa).
Since b ∈ Jγ+1(n + 1) which is contained in one of the terms of Sa , Jγ+1(n+ 1) ⊂ Sa .
Similarly, for all η < κγ+1, Jγ+1(n+1) is contained in one of Vσηa and X−V ∗σηa . If η < β ,
then Vσηa ⊂ V −σa and p /∈ V−σa . So Jγ+1(n+ 1)⊂ (X− V ∗σηa). But
⋃{Vσηa | η < β} = V −σa
and S intersects
⋃{Vσηa | η < β} and
⋃{V ∗σηa | η < β} in the same set. Thus Jγ+1(n+1)∩
V−σa = ∅. Since σ ′ = σβ+ω and b ∈ V −σ ′a , there is some β  η  β + ω such that b ∈ V ∗σηa .
Thus b ∈ Jγ+1(n+ 1)⊂ Vσηa ⊂ Vσ ′a . Hence J ⊂ Jγ+1(n+ 1)⊂ S ∩ (V−σ ′a − V −σa)= Bσa
as desired. ✷
6. Theorem: Our basic theorem holds for X where the cofinality of the density of X
is uncountable
Proof. We imitate the proof in Section 4 lifting much of it almost unchanged. The
breakdown we work with this time is F = {Fα | α < κ} defined in Section 5.
Define a tree {Tγ | γ = λ} inductively as follows. Let T0 =K0 = {X}. Having defined Tδ
for some δ  λ, define T ∗δ = {K ∈ Tδ |K0 = ∅ and |K| = 1}, and define Xδ =X−
⋃{K0 |
K ∈ T ∗δ }. Assume δ < λ,γ = δ + 1, and Tδ has been defined as a disjoint subset of⋃{Kβ | β < λ}. If K ∈ Kβ ∩ T ∗δ , let Tγ (K) = {J ∈ Kβ+ω | J ⊂ K} unless there is a
K-chain. If there is a maximal K-chain of length τ < λ let Tγ (K)= {J ∈Kτ+ω | J ⊂K}.
Suppose instead that there is a K-chain {Kβ ′ | β  β ′ < λ} and let {p} be the intersection
of this chain.
If ∆ = {β} ∪ {limits in (λ − β)}, for all τ ∈ ∆ let K(τ) = [(Kτ − Kτ+ω) −⋃{Ba |
a ∈ A∗p}] and J (τ ) = {J ∈ Kτ+ω | J ⊂Kτ ,J =Kτ+ω , and J ∩ (
⋃{Ba | a ∈ A∗p}) = ∅}.
If δp = min{δ′ < λ | there is K ′ ∈ Kδ′ with {p} being the intersection of a K ′-chain},
then δp  β . Thus any limit in λ− β is a limit in λ− δp and, by Lemma 15, ∂(K(β))⊂
(∂K ∪ {p}) and for τ > β , ∂(K(τ))⊂ {p}. By Lemma 16, K(τ)=⋃J (τ ).
For a ∈ A∗p and σ ∈ Σ∗a , define J (σ, a) = {J ∈ Kτ | τ = max{β + ω,τ(σ, a)},
J ⊂ K , and J ∩ Bσa = ∅}. By Lemma 17, (Bσa ∩ K) = ⋃J (σ, a). Remember that
∂Bσa = {σa,σ ′a} where σ ′ is the successor of σ in Σ∗a . Define Tγ (K) =
⋃
({J (τ ) | τ ∈
∆} ∪ {J (σ, a) | a ∈A∗p and σ ∈Σ∗a }).
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Define Tγ =⋃{Tγ (K) |K ∈ T ∗δ }. If γ is a limit, define Tγ = {{
⋂
Kδ = ∅} | δ < γ and
Kδ ∈ Tδ}. Let T =⋃{Tγ | γ  λ}.
Observe that if K ∈ Tδ and J ∈ Tδ+1(K), then J is not in any K-chain since every
K-chain is contained in a unique maximal one and the terms of Tγ = Tδ+1(K) are carefully
chosen to avoid all of the elements of such a chain.
Define C = {C ∈ T | C is not in any C-chain}. If K ∈ Tγ for a nonlimit γ < λ, K
need not belong to C . But if γ is a limit and C /∈ C , C ∈ Kβ for some limit β and
there is F ∈⋃{Fα | α < κβ} such that C ∈ K(F,C) (or γ = λ and C ∈ K(F,C) for an
F ∈⋃{Fα | α < κ}). In either case there is K ′ ∈ Tδ for some δ < γ with K ⊂K ′ ⊂ F . So
C is a K ′-chain contradicting our choice of Tδ+1(K ′).
Let C2 be the set of all C ∈ C for which there are {x0, x1} ⊂ C and open sets W0 and W1
with disjoint closures such that, for some e < λ with C ⊂ K ∈ Te, for all i < 2, xi ∈Wi
and H 4(xi,Wi) ⊂ K , but K ⊂ (C ∪ H 4(x0,W0) ∪ H 4(x1,W1)). If C ∈ C2, let e(C) be
the minimal such e and let I(C)= {H 4(xi,Wi) | i < 2} where the xis and Wis are chosen
for this C and e. Since X −X = ∅, e(C) = ∅. If C ∈ C , |∂C| 2 and if C ∈ Tγ for some
limit γ and |∂C| = 2, C ∈ C2. If J ∈ Tγ let C2(J ) = {C ∈ C2 | C ⊂ J and e(C) < γ }. If
C2(J ) = ∅, choose C(J ) ∈ C2(J ) with e(C(J )) minimal among all e(C) for C ∈ C2(J )
and let eJ denote e(C(J )).
For γ  λ we choose by induction a compact, linearly ordered space 〈Yγ ,〉 and
continuous map fγ from Yγ onto Xγ in such a way that, for all δ  γ , 〈Yγ ,〉 extends
〈Yδ,〉 and fγ extends fδ . We also choose adjacent K− <K+ in 〈Yγ ,〉 for 0 < γ and
K ∈ T ∗γ with fγ ({K−,K+}) ∩ ∂K = ∅. Additional inductive hypotheses on γ < λ are
(1γ ), (2γ ), and (3γ ) as follows.
(1γ ) Suppose 0 < δ < γ . If K ∈ Tδ , J ∈ T ∗δ , and J ⊂K , then K−  J− < J+ K+
in 〈Yγ ,〉.
(2γ ) If y ∈ (Yγ − Yδ) for some δ < γ , then there is K ∈ Tδ such that K−  y K+ in
〈Yγ ,〉 and fγ (y) ∈K .
(3γ ) If C ∈ C2(J ) for some J ∈ Tγ , e(C)  m < γ , and J ⊂ M ∈ Tm, then I(C)
can be indexed {I0, I1} where M ∩ fγ ({y ∈ Yγ | M−  y  J−}) ⊂ I0 and
M ∩ fγ ({y ∈ Yγ | J+  y M})⊂ I1.
Define Y0 = ∅ and f0 = ∅ of necessity since T0 = {X} and X0 = ∅. We next define
〈Y1,〉 and f1.
Since T1 = K1, X1 is a compact, monotonically normal space of density  κ1 < κ
and thus there is a compact linearly ordered space 〈Z1,〉 and continuous map g1
from Z1 onto X1. For J ∈ T ∗1 , ∂J ⊂ X1 and ∂J = ∅, so we can select J− ∈ Z1 with
g1(J−) ∈ ∂J . Also choose a new object J+. Define Y1 = Z1 ∪ {J+ | J ∈ T ∗1 } and let
〈Y1,〉 be the total order on Y1 extending 〈Z1,〉 and having J− < J+ as an interval
for every J ∈ T ∗1 . Then 〈Y1,〉 is compact. Also f1 :Y1 → X1 extending g1 and having
f1(J
+) = f1(J−) = g1(J−) is continuous. The inductive hypotheses (11), (21) and (31)
are also trivially satisfied.
Observe that exactly these same words were used in Section 4 to define 〈Y1,〉 and f1
when λ = ω rather than now when λ > ω. Parallel definitions and reasoning for n ∈ λ in
the λ= ω case in Section 4 and the present δ ∈ λ for λ a regular uncountable cardinal often
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require only the simple replacement of n by δ and we will not always repeat the material
when it seems clear.
Now suppose γ  λ and that 〈Yδ,〉 and fδ satisfying all of our inductive hypotheses
have been chosen for all δ < γ . First consider the case γ = δ + 1 where our choices have
been made for δ.
Suppose K ∈ T ∗δ and let J (K) = {J ∈ Tγ (K) | C2(J ) = ∅}. Also suppose fδ(K−) =
c ∈ ∂K . Otherwise fδ(K+) ∈ ∂K and we make a symmetric construction. For J ∈ J (K)
index I(C(J )) = {I0(J ), I1(J )} where c ∈ I0(J ). (If f (K−) /∈ ∂K index I(C(J )) so
f (K+) ∈ I1(J ), thus preserving the minus goes with 0 and the plus with 1 order on
everything.) Since J is not in any K-chain and we chose for J (K) only those J with
eJ  δ < γ , Lemma 9 and its proof from Section 4 hold here word for word with M
replaced by K and n and m by δ yielding the replacement of n+ 1 by γ , and Lemma 9′
also holds. Define AJ and ZJ for J ∈ J (K) exactly as in Section 4 and Lemma 10
holds. Also as in Section 4 partition the points of K ∩ Xγ into equivalence classes with
q ∈ Q(x) meaning that, for all J ∈ J (K), q ∈ AJ if and only if x ∈ AJ . Again let
Q(K)=Q= {Q(x) | x ∈⋂Xγ } and let 〈Q,〉 be the natural total order on Q for which
Q(x) <Q(x ′) if and only if there is some J ∈J (K) with Q(x)⊂AJ while Q(x ′)⊂ZJ .
SupposeQ ∈Q(K). If J ′ ∈ (Tγ (K)−J (K)), J ′ can intersect at most one ofAJ andZJ
for a J ∈ J (K), so Q contains J ′ ∩Xγ for every J ′ ∈ [Tγ (K)−J (K)] with J ′ ∩Q = ∅.
Also there are at most two terms of J (K) intersecting Q, perhaps one, J , with Q ⊂ AJ
and one, J ′, with Q⊂ZJ ′ . Keep in mind that Q is compact. We consider two cases.
Case (1). There is no K-chain of length λ whose intersection is contained in Q.
If there is no K-chain of length λ, then there is a τ < λ such that γ < τ and
Tγ (K) = {J ∈ Kτ | J ⊂ K}. If there is a K-chain of length λ with intersection {p},
then Tγ (K) = ⋃({J (τ ) | τ ∈ ∆} ∪ {J (σ, a) | a ∈ A∗p, σ ∈ Σ∗a }). Since p /∈ Q for at
most finitely many τ ∈ ∆ is Q ∩ K(τ) = ∅. Also for at most finitely many a ∈ A∗p is
Σa(Q)= {σ ∈Σ∗a |Q∩ Bσa = ∅} nonempty. And for a fixed a ∈A∗p , {τ (σ, a) | σ ∈Σ∗a }
is nondecreasing; so Σa(Q) cannot approach λ without p ∈ Q. Thus in all cases there
is some bound τ < λ such that every term of Tγ (K) intersecting Q is a union of
terms of Kτ (i.e., belongs to a Kτ ′ for some τ ′ < τ ). Hence Q is a compact subset of
X− {J 0 | J ∈Kτ , J = J 0} which, by Lemma 6 has density  κτ < κ .
Since Q is a compact, monotonically normal space of density < κ , there is a compact
linearly ordered space 〈ZQ,〉 and continuous map gQ from ZQ onto Q.
Case (2). There is a K-chain of length λ whose intersection {p} is in Q.
The situation here, resulting from the uncountability of λ, is much more complicated.
Let ∆(Q) = {τ ∈ ∆ | Q ∩ K(τ) = ∅}, and for a ∈ A∗p, recall Σa(Q) = {σ ∈ Σ∗a |
(Q∩Bσa) = ∅}, and letA(Q)= {a ∈A∗p |Σa(Q) = ∅}. For each τ ∈∆(Q), (Q∩K(τ))⊂
[(Q ∩ K(τ)) ∪ {p}] is compact and a subset of X − {J 0 | J ∈ Kτ+ω,J = J 0} which,
by Lemma 6 has density  κτ+ω < κ . Thus there is a compact, linearly ordered space
〈Zτ ,<〉 and continuous map gτ from Zτ onto Q ∩K(τ). Similarly, for all a ∈A(Q) and
σ ∈ Σa(Q), (Q ∩ Bσa) ⊂ [(Q ∩ Bσa) ∪ {σ ′a}], where σ ′ is the successor of σ in Σ∗a , is
a compact subset X − {J 0 | J ∈ Kτ (σ,a), J = J 0} which has density  κτ(σ,a) < κ . Thus
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there is a compact, linearly ordered space 〈Zσa,〉 and continuous map gσa from Zσa
onto Q∩Bσa .
LetA(Q) be a well ordering of A(Q) and, for a ∈A(Q), let pa be a new object and Σ ′a
be a new set {zσa | σ ∈Σa(Q)}. For τ ∈∆(Q) choose a new object pτ . Also let pQ be a
new object.
Define a compact, linearly ordered space 〈ZQ,〉 and continuous map gQ fromZQ onto
Q as follows. Let ZQ =⋃{Zτ | τ ∈∆(Q)} ∪ {Zσa | a ∈ A(Q) and σ ∈Σa(Q)} ∪ {zσa |
a ∈A(Q),σ ∈Σ ′a} ∪ {pa | a ∈A(Q)} ∪ {pτ | τ ∈∆(Q)} ∪ {pQ}.
Then 〈ZQ,〉 is determined by:
(1) For all a ∈A(Q) and σ ∈Σa(Q), 〈Zσa,〉 is an interval of 〈ZQ,〉.
(2) If a ∈A(Q) there is an interval Za of 〈ZQ,〉 consisting of {pa} ∪ {y ∈ Zσa | σ ∈
Σa(Q)} ∪ {zσa | σa ∈Q}. The first term of Za is pa . If σ < σ ′ in Σa(Q), all of Zσa
precedes all of Zσ ′a in 〈Za,〉 and, for σa ∈Q, zσa immediately precedes Zσa .
(3) There is an initial interval of 〈ZA,〉 made up of ⋃{Za | a ∈ A(Q)} where
a <A(Q) a
′ in A(Q) implies Za precedes Za′ .
(4) If τ ∈∆(Q), 〈Zτ ,〉 is an interval of 〈ZQ,〉.
(5) There is a terminal interval Z∆ of 〈ZQ,〉 consisting of {pτ | τ ∈ ∆(Q)} ∪ {y ∈
Zτ | τ ∈ ∆(Q)} ∪ {pQ}. The last term of Z∆ (and ZQ) is pQ. If τ < τ ′ in ∆(Q),
all of Zτ precedes all of Zτ ′ and, for all τ ∈∆(Q), pτ is the immediate predecessor
of Zτ .
We define a map gQ from ZQ onto Q by:
(1) gQ(y)= gσa(y) if y ∈ Zσa , and gQ(y)= gτ (y) if y ∈ Zτ ,
(2) gQ(zσa)= σa if a ∈A(Q) and σ ∈Σ ′a , and
(3) g(pa)= g(pτ )= g(pQ)= p if a ∈A(Q) or τ ∈∆(Q).
It is easy to check that gQ is continuous.
Now, for all Q ∈Q(K), a compact, linearly ordered space 〈ZQ,〉 and continuous map
gQ from ZQ onto Q have been defined. Although it was harder to achieve, we are in
exactly the situation found in Section 4 shortly after Lemma 10. Simply replacing n by δ
and thus n+ 1 by γ , define J (K,Q)= {J ∈ Tγ (K)∩ T ∗γ | J ∩Q = ∅} and proceed word
for word all the way to the construction of 〈YQ,〉 and fQ for all Q ∈ Q(K) and on to
the construction of 〈YK,〉 and fK and finally 〈Yγ ,〉 and fγ , along the way defining J−
and J+ for all J ∈ T ∗γ .
All of the induction hypotheses are satisfied automatically by our choice and their
holding for δ except perhaps (3γ ). To check this suppose C ∈ C2, C ⊂ J ∈ Tγ , e(C) 
m < γ , and J ⊂ M ∈ Tm. There is K ∈ Tδ with J ∈ Tγ (K). Since C and C(J ) are
both in C2(J ), by Lemma 9′, (K − J 0) intersects I(C) and I(C(J )) in exactly the same
two sets. We indexed I(C(J )) = {I0(J ), I1(J )} with fδ(K−) ∈ I0(J ) if fδ(K−) ∈ ∂K
and, otherwise, fδ(K+) ∈ I1(J ) and fδ(K+) ∈ ∂K . So index I(C) = {I0, I1} by the
same rule. Thus, for i < 2, (K − J 0) ∩ Ii(J ) = (K − J 0) ∩ Ii , K ∩ fγ ([K−, J−])⊂ I0
and K ∩ fγ ([J+,K+]) ⊂ I1. If m < δ, by (3δ), M ∩ fδ([M−,K−]) ⊂ I0(C(K)) and
M ∩ fδ(K+,M+) ⊂ I1(C(K)). If fδ(K−) ∈ ∂K = (K −K0), fδ(K−) ∈ I0(C(K)) ∩ I0
(and otherwise fδ(K+) ∈ Iq(C(K)∩ I1)). Thus (3γ ) holds.
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We now suppose that γ  λ is a limit ordinal and that 〈Yδ,〉 and fδ have been defined
for all δ < γ satisfying our induction hypothesis. We must show this can also be done
for γ .
Let Zγ =⋃{Yδ | δ < γ } and 〈Zγ ,〉 be the total order on Zγ extending 〈Yδ,〉 for all
δ < γ . Also let gγ :Zγ →⋃{Xδ | δ < γ } be the onto map which extends fδ for all δ < γ .
In general 〈Zγ ,〉 is not compact nor is gγ continuous but we extend these to get 〈Yγ ,〉
and fγ .
Suppose K ∈ Tγ . For δ < γ let Kδ be the term of Tδ with K ⊂Kδ . Then K =⋂{Kδ |
δ < γ }. Let Z− = {z ∈ Zγ | z <K−δ for some δ < γ } andZ+ = {z ∈Zγ |K+δ < z for some
δ < γ }.
If there is β < γ such that K−β = K−δ for all β < δ < γ , we take K− = K−β . In this
case we have gγ (Z−) ∩ K = ∅. To see this recall that, if β  δ < γ , then K−δ = K−δ+1
only if Kδ+1 ∈ J (Kδ), Xδ ∩Kδ ∩ I0(C(Kδ+1))= ∅ and (Xδ ∩Kδ)⊂ I1(C(Kδ+1)). Thus
fβ(K
−
β ) /∈Kβ and Zβ = {z ∈ Yβ | zK−β in 〈Yβ 〉} is compact. So fβ(Zβ) ∩K = ∅. If
z ∈ (Z− −Zβ), then, by (2β ′) where β ′ is minimal for z ∈ Yβ ′ , there is a minimal δ with
β  δ  β ′ < γ such that, for some J ∈ Tδ , J− < z < J+ <K−β in 〈Yβ ′ ,〉 and f (z) ∈ J .
If β < δ, δ = δ′ + 1 for some δ′  β and J ∈ Tδ(Kδ′). Thus (Xδ′ ∩ J ) ⊂ I1(C(Kδ))
and K+δ < J− which cannot be. Hence δ = β . Let J = {J ∈ Tβ | J− < J+ < K−β in
〈Yβ,〉}. As in the proof of the Saturation Lemma, since every J ∈J has J ∩Kβ = ∅ and
∂J ∩fβ(Zβ) = ∅, there can be at most finitely many J ∈J with J ∩H(K,X−fβ(Zβ)) =
∅ and each J is compact and misses K . So K ∩ gγ (Z−)= ∅. Choose a new object K+ in
this case.
If there is β < γ with K+δ = K+β for all β < δ < γ , define K+ = K+β , similarly, and
choose a new object K−.
If neither of the above cases hold, there are cofinal sets ∆− and ∆+ in γ with K−δ =K−β
for any pair β < δ in ∆− and K+δ =K+β for any pair β < δ in ∆+, and we choose two new
objects K− and K+ in this case.
Define Yγ = {y | y ∈ Zγ or y is K− or y is K+ for some K ∈ Tγ }, and let 〈Yγ ,〉 be
the total order on Yγ extending 〈Zγ ,〉 with K− <K+ being an interval of 〈Yγ ,〉 for
every K ∈ Tγ . Clearly 〈Yγ ,〉 is compact but we must still define a continuous fγ from
Yγ onto Xγ which satisfies our induction hypotheses.
Again suppose K ∈ Tγ . Since K ∈ C , |∂K| is 1 or 2.
Suppose K /∈ C2. Then ∂K = {x} for some x ∈ K . Define fγ (K−)= x if x ∈ gγ (Z−)
and fγ (K+) = x if x ∈ gγ (Z+). Since x ∈ ⋃{Xδ | δ < γ } but x /∈ Xδ for any δ < γ ,
either fγ (K−) = x or fγ (K+) = x . One would have fγ (K−) = fγ (K+) = x if x ∈
gγ (Z+)∩ gγ (Z−).
Suppose on the other hand that K ∈ C2. Then e(K) < m < γ for some m. For m <
δ < γ let Z−δ = {z ∈ Z− | K−m  z  K−δ } and Z+δ = {z ∈ Z+ | K+δ  z  K+m }. Index
I(K) = {I0(K), I1(K)} by fm(K−m) ∈ I0(K) if fm(K−m) ∈ Km and fm(K+m) ∈ I1(K),
otherwise. Then, by (2δ), [Km ∩ fδ(Z−δ )] ⊂ I0(K) and [Km ∩ fδ(Z+δ )] ⊂ I1(K) for
all m < δ < γ . Hence Z(m)− = ⋃{Z−δ | m < δ < γ } is a cofinal interval of Z− and
[Km ∩ gγ (Z(m)−)] ⊂ I0(K). Also Z(m)+ = ⋃{Z+δ | m < δ < γ } is a cofinal interval
of Z+ and [Km ∩ gγ (Z(m)+)] ⊂ I1(K). By the definition of C , since K ∈ C , if K =
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{x0, x1}, one cannot have both x0 and x1 in either I0(K) or I1(K) so we can assume,
x0 ∈ I0(K) and x1 ∈ I1(K). Thus x0 ∈ gγ (Z−)∩ gγ (Z−m) and x1 ∈ gγ (Z+)∩ gγ (Z(m)+).
Define fγ (K−)= x0 and fγ (K+)= x1.
With this our choice of fγ is complete. Clearly (1γ ) and (2γ ) are satisfied; fγ maps Yγ
onto Xγ ; and, for every K ∈ Tγ , fγ ({K−,K+}) ∩K = ∅. It is not difficult to check that
the Saturation Lemma together with (1γ ) and (2γ ) guarantee that fγ is continuous.
To check (3γ ) suppose C ∈ C2, C ⊂K ∈ Tγ , and e(C) <m< γ . Again for C as for K ,
having defined Z(m)− and Z(m)+ as before, index I(C) = {I0, I1} in such a way that
[Km ∩ gγ (Z(m)−)] ⊂ I0 and [Km ∩ gγ (Z(m)+)] ⊂ I1. If K−m  y K− in 〈Yγ ,〉 and
x ∈ fγ (y) ∈Km, either y ∈ Z(m)− or x ∈ gγ (Z(m)−). Since Km ⊂ (I0 ∪ I1 ∪C), x is in
one of I0 and I1 which are disjoint open sets so x ∈ I0. Similarly, Km∩fγ ({y ∈ Yγ |K+ <
y <K+m })⊂ I1 and (3γ ) holds. ✷
Thus for all γ  λ, compact 〈Yγ ,〉 can be defined and a continuous fγ :Yγ → Xγ
can be found. In particular this is true for λ and thus there is a compact linearly ordered
〈Yλ,〉 and continuous map fλ from Yλ onto Xλ =X. This not only completes the proof
of our basic theorem in the case where λ is uncountable, it completes the proof of the basic
theorem in all cases and thus proves Nikiel’s conjecture
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