ABSTRACT
INTRODUCTION
The technique referred to as diffraction tomography emerged with the generalization of the zero-wavelength projection slice theorem (Mersereau and Oppenheim, 1974) to finite wavelengths by Wolf (1969). Wolf' s result, based on the first Born approximation to the acoustic wave equation, was extended by Iwata and Nagata (1975) to Rytov' s approximation. Devaney (1982) used these results to develop formulas that operate directly on the monofrequency scattered field with_ ranvohtiinnal lilte~s. Devaney tamed his algorithm " filtered backpropagation," a reference to the physical interpretation of the filter functions as backpropagators of complex phase within Rytov' s approximation. Filtered backpropagation allows diffraction tomography to be implemented extremely efficiently, especially when use can be made of vector processors.
Wu and Toksiiz (1987) demonstrated the relationship between filtered backpropagation and holography. Multisource holography applied to broad-band data is equivalent to prestack migration. It has therefore been established that diffraction tomography has its origins in geometric optics, is an inversion of the monofrequency wave field based on a lincariration of the acoustic wave equation, and has notable similarities in its implementation to seismic migration.
There are a number of seismic inversion and imaging techniques that derive from linearizations of wave equations by Born approximations. These include the Born inversion methods developed by Cohen and Bleistein (1979) and the techniques based on geometrical optics (Miller et al., 1987; Beylkin and Burridge, 1987) . In this study we apply the technique of filtered backpropagation, as developed by Devaney (1982 Devaney ( , 1984 and by Wu and Toksiiz (1987) , to geophysical models of cross-hole or "well to well" experiments. We present inversions within both the first Born and Rytov' s approximations and draw conclusions as to the practical application of diffraction tomography in geophysics. Devaney (1984) and Wu and Toks6z (1987) specifically addressed two-dimensional (2-D) problems in which both sources and the formation are assumed to be invariant perpcndicular to the plane of the survey. The results of Devaney and of Wu and Toks6z can readily be extended to the fully three-dimensional (3-D) case where point sources illuminate 3-D media. However, source and receiver arrays are then required to extend in two dimensions. The problem of point source, rather than line source, illumination of media invariant in a particular direction has been termed the "two-and-onehalf-dimensional" (2*-D) problem by Bleistein et al. (1987 A further difficulty with the implementation of diffraction tomography is the extraction of the "scattered" or "difference" wave field from the total recorded wave field. The problem of the extraction of the difference wave field reduces to the more familiar problem of estimating the source signature, a problem that we address in the context of cross-hole seismic experiments using a statistical approach.
The application of filtered backpropagation to two geophysical models will be described. The first model is a 2-D finite-difference simulation of a cross-hole experiment. The second is a physical scale model of a cross-hole experiment conducted at ultrasonic frequencies. The ultrasonic sources are point sources, but the object to be imaged is essentially 2-D. The wave fields were inverted within both the first Born and Rytov' s approximations, and comparisons between the two are given.
FORMULATION OF DIFFRACTION TOMOGRAPHY

Equations
The basis of diffraction tomography is the integral formulation of the monofrequency acoustic wave equation, based on weak scatterer approximations (see for example Devaney, 1984 Whereas the Born approximation imposes a restriction on the magnitude of the scattered held in relation to the incident field, Rytov' s approximation imposes a restriction on the gradient of the complex phase difference (Slaney et al., 1984) . At the boundaries of a discrete object, there will be discontinuities in the gradient of the complex phase, and hence the Born approximation must perform better at the edges of such objects.
Resolution
The results described above allow one to draw extremely interesting conclusions about the limit of image resolution attainable from a given experiment. This topic has been extensively covered by Devaney (1984 Devaney ( , 1985 The object function at any location is directly related to the local wavenumber, and is clearly real valued only for nonattenuating media. In WTW surveys conjugate symmetry already exists, and it is not necessary to assume nonattenuative scattering. This permits diffraction tomography in WTW sur-veys to extract information about complex valued object functions, potentially providing a tool for simultaneously inverting wave fields for both formation velocities and attenuation coefficients.
We demonstrate briefly the potential in WTW surveys of extracting both the real and the imaginary parts of the scattering potential in Figlure 2. %ere we have generated ?he scattered field from a point anomaly using equation (1) to simulate a 2-D WTW experiment. The object function at the point anomaly was given both a real and an imaginary part. the imaginary part being the negative of the real part. The inversion was generated using the filtered backpropagation equations published in Wu and Toksoz (1987) as are all other inversions in this paper. The ability to solve for both imaginary and real parts of the object equally well is unique to the WTW experiment. Unfortunately, there are other reasons why we cannot yet produce an effective estimation of attenuation coefficients from true seismic experiments using diffraction tomography, as we will make clear in the next section, 
The two functions differ primarily in their amplitude decay with distance, equation (6) being associated with cylindrically spreading waves and equation (7) We will describe the application of diffraction tomography to data generated in a physical scale model of a WTW experiment.
The particular experiment used is the subject of a previous study of convolutional backprojection by East et al. (1988) and is described fully therein. A cross-hole seismic survey was simulated in an ultrasonic modeling system (Sharp et al.,  1985) . An epoxy resin model consisting of a wedge shaped low-velocity zone (2810 m/s) imbedded in a 5 cm thick block of higher velocity (2920 m/s) was submerged in water (see Figure 4) . A transmission survey across the block was carried out using 49 source positions and 49 receiver positions. Both sources and receivers were spaced at 2.5 mm intervals, giving a total source line and receiver line length of 12 cm each. Piezoelectric sources and receivers were used; the dominant frequency of the source was of the order of 400 kHz. The epoxy resin block extended for 12 cm in either direction perpendicular to the survey plane. traces up to the first arrival. A second mute was applied to the data 7.5 us following the first breaks, thus allowing only about three complete cycles at the dominant frequency to affect the results. The data were tapered with a Hamming taper over the last 3.5 us to inhibit spurious frequency responses. Parameters for the mute were established by trial and error. The quality of the image was greatly reduced when longer data windows were used because the signal-to-noise ratio at late times is very low. Reflected events in the data were thus muted out, negating part of the theoretical advantage of diffraction tomography, in that diffraction tomography should take into account wave phenomena such as reflections. Reflections were, however, nearly impossible to identify on the records due to the noise. The tomographic method can still be expected to perform better than zero-wavelength techniques, due to the inherent focusing process involved in backpropagating the difference field.
Traces were then input to a 512 point FFT algorithm that extracted the frequency components at the desired imaging frequency. The phases were "unwrapped" (making the phase spectrum continuous) using a simple algorithm that unwraps phase from zero frequency up to the imaging frequency by adding or subtracting multiples of 2x to each of the principal values. To facilitate the phase unwrapping algorithm, the traces were time shifted so that the first sample corresponded to the first arrival time At, thus removing the steep gradient in the phase spectrum. The appropriate phase shift wAt was added to the unwrapped phases at a later stage. It was found that this approach was not sufficient to ensure that the phase had been correctly unravelled. Notches in the amplitude spectra of the data resulted in large errors in the phase spectra at match frequencies, errors which were transmitted up to the imaging frequency by the unwrapping algorithm. The phases were therefore further unwrapped along the common receiver arrays. This approach could be taken because the data had been time shifted back to the first arrivals and because the spatial sample interval of the sources was well within the Nyquist criteria. (16) is applied over such a subset, the estimates generated can then be used to provide a statistical estimate of the source function for that subset.
Possible subsets of the data are common source gathers, common receiver gathers, and common ray-angle gathers. Sorting into common source gathers would allow changes in the source function due to fluctuating source characteristics between successive firings, whereas common receiver gathers would allow for fluctuations in receiver characteristics between successive receiver positions (due, for example, to inconsistent coupling). Common ray-angle gathers have been successfully used where there were strong directional variations in signal characteristics (East et al., 1988) . Directional variation will be important in borehole seismic investigations where the presence of a well and the coupling mechanism of sources or receivers introduce strong directional effects. We have concentrated, therefore, on the estimation of source functions in the common ray-angle domain.
The first step in estimating the source function is to sort the data into common ray-angle gathers. Ray angles were defined by the angle between a straight line joining source to receiver and the vertical, illustrated by Figures 7 and 8. Expression (16) was used to generate a set of source estimates for each ray angle. The median values of both the amplitude and the phase were selected as the best estimate of the source function for that ray angle.
On the assumptions that this collection of source estimates was a representation of the signal directivity and that the directivity should vary smoothly with angle, a least-squares Chebyshev polynomial was fitted to the resultant amplitudeversus-angle and phase-versus-angle distributions. The estimates were weighted according to the inverse of their standard deviations. The values of the polynomial at each discrete ray angle were used as our estimates of the source function. The results of applying this technique to the data from the ultrasonic tank experiment are shown in Figure 9 . The source function estimates were then used to form the difference fields from the total field, still in the common rayangle domain, using equations (13) There is little difl' erence between the two images, although the Born approximation image does seem to accentuate the edges of the wedge. Only when Rytov' s approximation is used is the imaginary part of the image negligible. The tendency of the Born approximation to distort the phase of the image, which should be zero everywhere for real objects, has been discussed by Slaney et al. (1984) . Figure 12a shows the result of the inversion of the ultrasonic tank data within the Rytov approximation for a single imaging frequency of 500 kHz. Figure l2b shows the result of superimposing seven such images for a range of imaging frequencies from 410 kHz to 590 kHz at 30 kHz intervals. Figures 13a and 13b show the Born approximation inversions. For both approximations it is the amplitude of the complex image that is presented. There is no significance to the numerical values, since these are 2-D inversions of 21-D data. Although the inversions do not provide quantitative estimates of the velocity field, they do provide a qualitative image of the wedge anomaly.
In all four inversions of the scale-model data, the right-hand side of the image corresponds to the receiver line in the experiment Closed contours can be discerned about a number of receiver positions, the most notable about one-third of the way down. There were systematic amplitude discrepancies in the data (see Figure 8) . Such errors inevitably cause an image of the affected receiver position to appear in the resultant inversion due to the inability of the algorithms to estimate correctly the normalized difference fields using equations (13) and (14). It is thought that similar systematic errors are responsible for the deterioration of the upper right-hand corner of the wedge in all images.
There is a marked contrast between the Born and the Rytov images. The Rytov images give a more coherent and smooth profile over the wedge, whereas the Born approximation images show good edge definition but are of poor quality at the center of the wedge. This is in agreement with the results of Slaney et al. (1984) , who have made detailed comparisons of the Born and the Rytov approximations. Their results show clearly the advantage of the Born approximation for single, small objects where there is a large change in refractive index. Conversely, for larger objects, the Rytov approximation gives an accurate reconstruction at the center of the object, provided the change in refractive index is small. It is the Born approximation, however, that is successful in imaging the edges of discrete objects.
The data must be time-dependent in order for the unwrapped phase to be estimated for the Rytov approximation, but Born inversion can be applied to monofrequency experiments. In the absence of noise, the resolution of the image in wide-aperture cross-hole experiments such as these is a function of the maximum frequency in the data. It is in the presence of noise that bandwidth becomes important. Comparison of Figures 12a and 12b and of Figures 13a and 13b shows that a multifrequency approach can be taken in order to provide a more stable inversion in the presence of random noise in the data. Although we have simply superimposed several monofrequency images, more sophisticated approaches could be taken in forming a multifrequency image. Since the coverage in the wavenumber domain is a function of the imaging frequency, superposition of images should involve weighted stacking in the wavenumber domain to correct for varying amounts of overlap.
CONCLUSIONS
Diffraction tomography will not fulfill its potential as an inversion scheme until the extension to the 23-D problem is achieved. Such a result would open up the possibility in WTW survey geometries of using diffraction tomography to solve for both attenuations and velocities. Nevertheless, we have shown how diffraction tomography can provide useful images of physical data, when the experimental geometry conforms to the restrictions of line arrays with equispaced elements, and where the object to be imaged has a limited velocity contrast with the surrounding environment.
The estimation of the source function is of crucial importance for enabling one to extract the difference wave fields. With model data it is possible to obtain a precise estimate of the difference fields by performing the experiment twice, once using a model containing an anomalous body and once using a model of the homogeneous background material. We emphasize that this was not done in the experiments described in this paper. We forced ourselves to estimate the difference wave fields from the total wave fields which had passed through the anomaly. We have shown how the source function can be extracted statistically from the data, given certain assumptions about the consistency of the source behavior.
Our results indicate that the Rytov approximation achieves good resolution of the lower wavenumber components of the object, but that the Born approximation is more successful where the object function is discontinuous. It is proposed that the Rytov approximation is best suited for a determination of the gross velocity structure and is therefore similar to a tomographic inversion, whereas the Born approximation yields better images at the edges of discrete objects and as such can be likened to a migration of the data. Their combined use could prove beneficial in the same manner as iterative tomographic migration (Bording et al., 1987) .
The crucial experiment that has yet to be performed is the application of diffraction tomography to data recorded in the field. However, our experiment with model data has indicated that diffraction tomography algorithms can be developed which are suffkiently robust to cope with the vagaries of real exploration seismic data.
