Water clusters have attracted a lot of attention as prototype systems to study hydrogen bonded molecular aggregates but also to gain deeper insights into the properties of liquid water, the solvent of life. All these studies depend on an accurate description of the atomic interactions and countless potentials have been proposed in the literature in the past decades to represent the potential-energy surface (PES) of water. Many of these potentials employ drastic approximations like rigid water monomers and fixed point charges, while on the other hand also several attempts have been made to derive very accurate PESs by fitting data obtained in high-level electronic structure calculations. In recent years artificial neural networks (NNs) have been established as a powerful tool to construct high-dimensional PESs of a variety of systems, but to date no full-dimensional NN PES for water has been reported. Here, we present NN potentials for water clusters containing two to six water molecules trained to density functional theory (DFT) data employing two different exchange-correlation functionals, PBE and RPBE. In contrast to other potentials fitted to first principles data, these NN potentials are not based on a truncated many-body expansion of the energy but consider the interactions between all water molecules explicitly. For both functionals an excellent agreement with the underlying DFT calculations has been found with binding energy errors of only about 1%.
Introduction
In spite of its crucial role in many chemical and biological processes the unique properties of water are still not fully understood [1, 2] . Molecular dynamics (MD) simulations [3] have been shown to be a useful tool to study water at the atomic level, but in order to perform such simulations a reliable model of the potential-energy surface (PES) has to be provided. A straightforward way to represent the interaction between water molecules is to use ab initio MD (AIMD) simulations [4, 5] . Here, the energies and forces are determined "on-the-fly" in each simulation step typically by means of density functional theory (DFT) calculations. While yielding accurate results for water under different conditions, AIMD simulations are computationally demanding and therefore restricted to rather small systems and short time scales.
In order to access larger systems at longer time scales a lot of effort has been spent on developing more efficient water potentials. The majority of these water models is fitted to experimental data of the bulk liquid employing a simple functional form corresponding to rigid and non-polarizable water monomers [6] . While many of these models, like e.g. SPC/E [7] and TIP4P [8] are available in all standard MD programs and frequently used, none of those models is able to describe all relevant properties of water with equal success [9] .
Alternatively, water potentials can be obtained by fitting reference data obtained in high-level ab initio calculations. Still, also most of these "ab initio potentials" keep the monomer degrees of freedom fixed [10] , but in recent years also potentials with flexible water molecules have been developed [11] [12] [13] [14] [15] , and it has been shown for water clusters that such potentials can reproduce the energetics [13] and IR spectra [16] with an accuracy close to high-level wave function methods. They are often based on a many-body expansion of the interaction energy, which is usually truncated at the three-body level and therefore has the advantage of a significantly reduced dimensionality of the PES. However, the investigation of properties related to the dissociation and recombination of water molecules is not straightforward with such potentials, since the chemical composition of the interacting molecular entities usually cannot change. To overcome this limitation, also several reactive ab initio force fields for water have been proposed [17] [18] [19] .
Artificial neural networks (NNs) [20] offer another interesting approach for the construction of fully polarizable, non-rigid and reactive water potentials starting from a set of first principles data. They constitute a very flexible and unbiased class of mathematical functions, which is in principle able to approximate any real-valued function to arbitrary accuracy [21] . NNs have been used for about two decades to construct PESs for a number of different systems and several reviews have been published [22] [23] [24] [25] . Most of these NN potentials, however, are restricted to small molecules [26] [27] [28] [29] [30] [31] [32] or small molecules interacting with frozen metal surfaces [33] [34] [35] [36] [37] [38] . Only a few potentials for higher-dimensional systems exist, which aim to describe the properties of solids [39, 40] .
Water molecules have been among the first systems addressed by NNs, but with the exception of two NN PESs for isolated water molecules [26, 41] , the NN potentials for water published to date have been developed using exclusively frozen monomer geometries [42] [43] [44] . Apart from total energies, also the polarizability of water molecules has been studied employing NNs to represent electrostatic multipoles [45, 46] .
Building on earlier work on the water dimer [47] here we report two fulldimensional NN PESs for water clusters covering structures from the dimer to the hexamer based on DFT reference calculations employing the PBE [48] and the RPBE [49] exchange correlation functionals. We have chosen DFT as the reference method although high-level wave function based methods provide a more accurate description of water clusters, since our long-term goal is to construct a PES applicable to liquid water and the solid-liquid interface, which is only feasible if DFT offering a reasonable compromise between accuracy and efficiency is used. The obtained potentials are able to simultaneously describe water clusters of various size including all atomic degrees of freedom. They are constructed using the high-dimensional NN scheme suggested by Behler and Parrinello in 2007 [40] . The structural and energetic properties of a large number of minimum energy structures are investigated to assess the reliability of the NN PESs. We find that the relative stabilities and equilibrium structures, but also intermediate non-equilibrium structures, are in excellent agreement with results obtained by DFT calculations, while they can be obtained with only a small fraction of the computational costs.
High-dimensional neural networks
The high-dimensional NN method suggested by Behler and Parrinello [40, 50, 51] allows to construct PESs for systems with in principle arbitrary numbers of atoms. It has been described in detail elsewhere [40, 51] and here just the basic idea is outlined. In essence, the total energy E of a system containing N atoms is written as a sum of atomic energy contributions E i ,
The atomic energies depend on the positions of all atoms in the local chemical environment up to a cutoff radius, which is a convergence parameter that needs to be increased until all relevant atomic interactions are included. The specific positions of the neighboring atoms are described by a set of atom-centered many-body symmetry functions [51] . For each atom, a vector of symmetry function values is used as input for a separate atomic feed-forward NN, which then yields the corresponding atomic energy contribution to the total energy if trained properly to first principles reference data. Potentials of this type have been constructed very successfully for a number of materials like silicon [40, 50, 52] , sodium [53, 54] , carbon [55, 56] , copper [57, 58] , the phase change material GeTe [59] [60] [61] , large copper clusters supported at zinc oxide [62] , and the methanol molecule [58] . The accuracy of the Behler-Parrinello method depends on the chosen cutoff radius of the symmetry functions, which defines the atomic environments. For systems with a single chemical element a rather small cutoff of about 6 Å is sufficient to obtain very accurate potentials. In multicomponent systems, however, long-range electrostatic interactions may be important and should not be truncated. To improve the accuracy of NN potentials for such systems, an extension of the original method has been proposed by Artrith, Morawietz and Behler [63] . Here, the total energy is split up into a shortrange part E short given by the atomic NNs like in the original Behler-Parrinello approach and a long-range electrostatic part E elec . The long-range electrostatic contribution is calculated from environment-dependent atomic point charges q i which are represented by a second set of NNs trained to reference DFT charges. Since the electrostatic energy can also be included in the short-range energy for short interatomic distances r ij , a screening function f screen is employed to smoothly switch off the electrostatic energy inside the cutoff radius to avoid the introduction of cusps in the short-range part potential for close atomic encounters [47] ,
The range of the screening function is controlled by a parameter r s . The energy expression for a water cluster containing N atoms is thus given by
First applications of this extended method have been the construction of NN potentials for zinc oxide [63] and the water dimer [47] .
Computational details
The NN potentials for water clusters reported here have been constructed using our NN code RuNNer [64] . The symmetry functions used to describe the atomic environments for hydrogen and oxygen atoms are listed in Tables 1 and 2 . In total, we use 19 symmetry functions to describe the environment of each hydrogen atom, for each oxygen atom 21 functions are used. The short-range and the long-range electrostatic NNs employ the same set of symmetry functions and consist of two hidden layers with 70 nodes each. The initial weight parameters have been normalized applying the scheme of Nguyen and Widrow [65] . For the optimization of the weight parameters of the NNs the extended Kalman filter has been chosen [66] . The cutoff radius for the symmetry functions as well as the screening radius r s were set to 10 Å. The reference DFT calculations have been performed using the all-electron code FHI-aims [67] , which employs numeric atom-centered orbital basis functions. The basis incompleteness error for the chosen basis set ("tier 2") is below 3 meV/H 2 O, and the basis set superposition error (BSSE) is in the same order of magnitude. Therefore no Counterpoise correction has been applied. Both, total energies and atomic forces have been used to train the NNs. The Hirshfeld partitioning method [68] has been used to determine the reference atomic charges. Two different GGA exchange-correlation functionals have been employed, PBE [48] and RPBE [49] . PBE has been extensively used for the description of water clusters and bulk. It is well-known to overestimate the binding energy of water clusters in particular for larger clusters [69] and leads to an overstructuring of the O-O pair correlation function for liquid water [70] . In contrast, RPBE underestimates binding energies [71] while it yields a structure of liquid water rather close to experiment at ambient conditions [72] .
Larger water clusters can exhibit a sizable number of local minimum geometries. In the present work they have been determined by optimizing structures obtained in replica exchange MD simulations. These have been carried out with TiReX [73] , a parallel driver based on the TINKER molecular modeling package [74] . We used eight repli- cas at eight different temperatures, linearly distributed between 50 K and 250 K. The Bussi-Donadio-Parrinello thermostat [75] was employed to control the temperature. The integration time step was 0.5 fs, swap attempts between replicas were made every 100 fs. The accuracy of the NN PES is investigated using the binding energy of the water clusters instead of total energies. The binding energy per water molecule E bind of a water cluster containing n molecules is given by
where E H 2 O is the energy of an isolated optimized water monomer. Therefore, the errors of the NN PES can be conveniently compared to the energy of hydrogen bonds, which is typically in the order of 0.2 eV per bond. The zero point of the binding energy corresponds to a cluster with infinitely separated monomers. 
Results and discussion

Construction of the reference set
One of the key issues arising in the development of NN potentials is the choice of reference configurations used to train the NN. In particular for the construction of highdimensional systems this is a challenging task, since it is not possible to generate the configurations by simply scanning all degrees of freedom on a grid. On the one hand, it has to be guaranteed that all important regions of the configuration space are represented in the training set. For this purpose it is necessary to also include high energy configurations, because NNs need to learn the atomic repulsions due to their unbiased "non-physical" functional form. On the other hand, the total number of training structures should be as small as possible not only to avoid time-consuming reference calculations but also to keep the optimization process efficient. A systematic way to generate the training data for systems of arbitrary dimensionality is to employ MD tra-jectories to sample relevant configurations [28, 57, 76] . First, based on a set of initial training structures a preliminary NN potential is constructed and used to perform MD simulations. In an iterative process this potential is then improved by selecting configurations from the trajectories, recalculating them with the reference method, adding them to the training set, and reoptimizing the potential. The improved potential is then used to generate more structures, which are again compared to the reference. This cycle of alternating fits and MD runs is then repeated until the residual error converges. Following this self-consistent approach we constructed two NN potentials for the PBE and the RPBE functional (from here referred to as NN(PBE) and NN(RPBE)), to simultaneously describe water clusters from the dimer to the hexamer. The configurations for the water molecule and the water dimer have been taken from our water dimer potential [47] . The initial data sets for the larger clusters were generated randomly. First, the oxygen atoms were placed randomly inside a spherical shell with a given inner and outer radius. Configurations with interatomic distances below a certain threshold were rejected. Positions for the hydrogen atoms were then assigned using a random distribution of Euler angles to describe the orientation of the monomers with respect to each other and varying bond lengths and angles for the monomer geometries. Highly repulsive structures with a binding energy above 500 meV/H 2 O were removed from the data set. In this way more than 20 000 random water clusters containing three to six molecules were generated. The majority of those configurations have positive binding energies, i.e., they are less stable then the isolated water molecules.
Using this initial data set preliminary NN potentials were constructed and systematically improved. The reference set for all fits was always split into two sets. 90% of configurations (the "training set") were used to optimize the NN weights, the remaining 10% of structures (the "test set") serve as a measure for detecting overfitting and provide information about the transferability of the potential.
In order to efficiently sample new configurations we employed the initial NN potentials to perform replica-exchange MD [77] (REMD) simulations. In this method (which is also referred to as parallel tempering) M copies (or replicas) of the system are simulated independently in the canonical ensemble at M different temperatures. After a certain number of MD steps, replicas at neighboring temperatures exchange their temperatures with a probability given by the Metropolis criterion. This procedure allows the system to escape from local minima and enables to sample low and high energy configurations in a single simulation run. Wang et al. [78] and Tainter and Skinner [79] have recently used REMD simulations of water hexamers to determine the population of the different isomers at finite temperature.
For each cluster size a REMD run over 50 ps with 8 replicas was carried out. The starting structures for the replicas were chosen randomly from the test set configurations and optimized. Structures were extracted from the resulting trajectories every 1 ps yielding 400 new configurations per cluster size, which were added to the reference data. Based on these configurations additional reference structures were generated by distorting the atomic positions randomly, and by relaxing the geometry and selecting unique local and global minimum energy configurations. Using this improved reference set new fits were performed and subsequently applied in further REMD simulations to extend the reference configurations and so forth. This self-consistent process was stopped after the third fit generation. The final training sets contain about 42 400 structures for each functional, the test sets consist of about 4600 structures (cf. Table 3 ). This still rather small number of training points could be expected to be insufficient to represent the full-dimensional PESs of water cluster up to the hexamer. However, by using snapshots from MD trajectories to extend the reference data set, only the chemically relevant part of the configuration space that is accessible at ambient conditions is sampled. Thus, high energy structures that would occur in a grid-based mapping of the PES are avoided. Moreover, employing atomic forces for the optimization procedure provides additional information and allows the use of a rather sparse set of reference structures.
Accuracy of the neural network potentials
In Table 3 the root mean squared error (RMSE) values of the energy, forces and atomic charges for the final NN fits are shown. The DFT energies are very accurately reproduced with an average error of less than 5 meV/H 2 O (less than 2 kJ/mol) for both the training and the test set. However, it has to be kept in mind that the reference set contains many high-energy structures which are important to avoid too close atomic encounters but are unlikely to be visited in MD simulations. If only structures with a negative binding energy are considered, the energy RMSE values for the training set drops to 2.7 meV/H 2 O for NN(PBE) and 2.3 meV/H 2 O for NN(RPBE), respectively. 6 the initial fit has been trained using random water clusters only, the data set for the final fit additionally contains structures obtained from replica exchange MD runs employing preliminary NN potentials. The water dimer structures have been taken from Ref. [47] . The errors refer to the complete final data set in both cases.
The energy RMSE as a function of the binding energy is shown in Figs. 1 (PBE) and 2 (RPBE). For structures with positive binding energies the initial and the final fits have a comparable RMSE. Low energy structures close to the global minimum are poorly represented by the initial fit, because such configurations were not sufficiently present in the randomly generated initial reference set. The errors of the converged NN potentials including such structures are much improved.
It is interesting to compare the RMSE for the water dimer structures in Table 3 with our previous published NN potential [47] containing only water monomer and dimer structures. Both potentials have the same number of weight parameters but the NN reported here has a much more difficult task, since it has to represent simultaneously six different cluster sizes. Although the complexity is strongly increased, the error for the water dimer structures rises only by factor of about two. It is also promising to see that the energy RMSEs for the larger clusters do not increase significantly with cluster size and the associated complexity of the system but have the same order of magnitude. 6 the initial fit has been trained using random water clusters only, the data set for the final fit additionally contains structures obtained from replica exchange MD runs employing preliminary NN potentials. The water dimer structures have been taken from Ref. [47] . The errors refer to the complete final data set in both cases.
The RMSE values of the NN potential based on the RPBE functional are slightly smaller than for the PBE-based NN. This can be explained by the fact that both reference sets are truncated employing the same binding energy threshold of 500 meV/H 2 O, but have a different minimum value. The global minima computed with PBE are up to 90 meV/H 2 O lower compared to the RPBE values. Consequently the energy range for RPBE is smaller and therefore easier to represent by the NN.
Minimum energy structures
Having examined the accuracy of our potentials for the reference configurations, we now focus on the most interesting regions of the PES close to the minima. For this purpose we analyze the global and many low-lying local minimum energy structures obtained from the REMD runs using the converged NN potentials. For comparison all minima we found were reoptimized with the corresponding reference DFT method be- fore the DFT energies have been determined. However, one should keep in mind that these optimized DFT geometries were not used for training the NN. Still, as shown in Fig. 3 , the energetic and structural properties for the global minima obtained using our NN potentials accurately reproduce the reference DFT values. Further, also potential curves obtained by distorting and dissociating minimum energy structures (as demonstrated for planar clusters in Fig. 4 ) are in close agreement with DFT.
Additionally, we have computed vibrational frequencies with the NN potentials and DFT by performing normal mode analyses based on finite differences of gradients. The mean absolute error averaged over all frequencies of the global minimum structures is 17.7 cm −1 (13.7 cm −1 ) for the PBE (RPBE) based NN potential. In Fig. 5 the shifts of the OH stretch frequencies with respect to the monomer are shown. The frequencies corresponding to the free hydrogen stretches are slightly blue shifted relative to the average OH stretch frequencies of the monomer. On the other hand, the stretch frequencies of OH groups participating in hydrogen bonds (bridge stretches) show a significant red shift (cf. Ref. [80, 81] ). These shifts to lower frequencies are more pronounced for PBE, since for this functional the bridge OH bonds show a stronger elongation than for the RPBE functional. The average shifts of the bridge OH stretches predicted by the NN potentials are consistent with the corresponding DFT values. The mean absolute error of the OH stretch frequency shifts is 32.0 cm −1 (23.1 cm −1 ) for the PBE (RPBE) based NN.
With increasing cluster size the number of local minimum configurations grows rapidly and many isomers with the same geometrical motifs but slightly varying hydrogen bond patterns exist. With our approach (relaxing geometries obtained in REMD runs) we could obtain all relevant, low energy isomers. However, with this rather simple approach it is not guaranteed that all possible configurations have been found. In order to systematically identify all local minima more rigorous methods would be required, which is beyond the scope of the present work. In the following we show results for some representative structures. Table 4 contains the binding energies for the minima from the water dimer up to the pentamer. The corresponding geometries are shown in Figs. 6 and 7. The water dimer PES has only one minimum, which is almost perfectly predicted by the NN potentials for both functionals. For the water trimer two minima with a cyclic structure have been found. The global minimum with two hydrogen atoms above the plane and one below is denoted uud ("up-up-down"), the local minimum geometry has all hydrogens located on the same side (uuu) [82] . For the water tetramer, we find four structures with cyclic arrangements. The three configurations lowest in energy udud, uudd, and uuud correspond to structures I, II, and III reported by Pérez et al. [83] at the MP2 level of theory. They also observed the Bicycle and the Trimer + 1 structure, which were already obtained by Burnham et al. [84] with the TTM2-F potential [85] . The Trimer + 1 structure is also referred to as "Lasso" structure [86] . Vítek et al. [87] additionally found the uuuu geometry employing the TIP6P water model [88] . The Bicycle structure obtained with the NN(PBE) potential is not stable on the RPBE potential-energy surface. We have indentified five geometrical motifs using the water pentamer NN(PBE) PES and four in case of the NN(RPBE) PES, respectively, which all could be confirmed by DFT. For labelling the pentamer configurations we followed the nomenclature of Ramírez et al. [89] who observed 12 different geometrical motifs at the MP2 level of theory.
Dimer to pentamer
For the optimized clusters up to the pentamer the binding energies obtained with the NN(PBE) potential deviate less than 4 meV/H 2 O on average from the DFT values. For the NN(RPBE) potential the average error is at most 2 meV/H 2 O. For both NN potentials this corresponds to an average relative error in binding energies of about 1%. For all different clusters discussed so far the energetic ordering is correctly predicted by the NNs. Finally we note that even using the initial fit based only on random clusters all of the minima obtained with the final potentials were already found for (H 2 O) n=3−5 . Even the binding energies of the initial fit already agree surprisingly well with the DFT values. However, the corresponding structures deviate notably. For most configurations optimized using the initial NN PESs the average O-O distance is significantly elongated compared to DFT and the final self-consistent NN potentials. This tendency has been observed also in the REMD simulations, as the first peak of the O-O radial distribution function is systematically shifted to larger values compared to results with the final fits. Table 4 for the PBE and RPBE functionals.
Hexamer isomers
For the water hexamer the situation is particularly intricate since many local minima are very close in energy and cannot be ordered energetically with confidence even in the electronic structure calculations. Many low-lying minima have been indentified with binding energies differing only by a few meV and the global minimum has been controversially discussed in the literature. Very recently Pérez et al. established experimentally that the Cage structure is the global minimum using broadband rotational spectroscopy [90] , and thus the water hexamer is the smallest water cluster with a three- Table 4 for the PBE and RPBE functionals.
dimensional hydrogen-bond arrangement in the global minimum structure instead of a ring topology. Theoretical studies predominantly focus on four different structures, namely the Prism, Cage, Book, and Cyclic isomers [91] . However the PES for the water hexamer is much more complicated. Hincapié et al. found as many as 24 different geometrical motifs at the MP2 level [92] .
We identified 12 distinct motifs for the water hexamer on the NN(PBE) PES (cf. Figs. 8, 9 and Table 5 ), three of these (the Glove, Prism, and Envelope + 1 isomer) have been found to be unstable on the NN(RPBE) surface. All these findings were confirmed by direct DFT calculations demonstrating the predictive power of the NN PESs. The average binding energy error of both NN potentials is below 0.5%, which is even [93] . The Book-1 (a) configuration is equivalent to the Book-2 structure indentified by Tainter and Skinner [79] . Furthermore, isomers Bag-1 (ud) and Bag-2 (ud) have the same structure as Bag-1 and Bag-2 in Ref. [79] and the Bag-1 (dd) configuration corresponds to the bag isomer in Ref. [93] . The isomers Boat-1 and Boat-2 are equivalent to the cyclic-boat-1 and cyclic-boat-2 structures in Ref. [93] . Still, for the water hexamer the relative energies found using the NN PESs do not always match the DFT values, which is a consequence of the tiny energy differences, and we note that also the DFT energies cannot be trusted due to the intrinsic uncertainties of the approximate exchange correlation functionals. As Santra et al. [91] pointed out several popular DFT functionals are not able to predict the correct energetic ordering of low-lying hexamer isomers (Prism < Cage < Book < Cyclic) observed using high-level ab initio calculations [93] [94] [95] . Table 5 for the PBE and RPBE functionals.
The NN(PBE) potential provides the correct structural motif in agreement with PBE DFT (the Book isomer, cf. Ref [91] ). However, it predicts the Book-1 (b) isomer to be slightly more stable than the Book-1 (a) isomer which is the global minimum on the DFT PES. The energy ordering is not completely reproduced due to the tiny energy differences. For PBE DFT we find Book < Cyclic < Bag < Cage < Glove < Prism < Boat < Chair < Chaise while NN(PBE) predicts Book < Cyclic < Cage < Boat < Bag Table 5 and the structures are shown in Fig. 8. < Prism < Glove < Chair < Chaise. NN(RPBE) correctly predicts the Cyclic isomer as the global minimum structure (cf. Ref [96] ). Furthermore the energetic order of the geometries Cyclic < Book < Boat < Bag < Chaise < Chair < Cage is exactly reproduced (cf. Fig. 9 ).
Conclusions
High-dimensional NN potentials have been constructed for water clusters up to the hexamer using DFT and two different exchange correlation functionals as reference method. The water molecules are fully flexible, all degrees of freedom are explicitly considered and, as no bonds need to be specified, the potentials are in principle reactive. Long-range electrostatic interactions are taken into account via environment-dependent charges, which have been fitted to Hirshfeld charges. Very accurate NN potentials could be derived for both functionals with typical errors in the binding energies in the order of only a few meV per monomer. Also the forces and atomic charges are accurately reproduced with RMSEs of only about 60 meV/Å and about 0.0037 e, respectively. From the dimer to the pentamer the global minimum structures predicted by the NN PESs are in excellent agreement with DFT calculations and also the energetic sequence of all identified local minima is correct. However, for the water hexamer the order of the minima differs due to the tiny energy differences between the different structures, which is also beyond the accuracy of our DFT calculations. In general we find that the intrinsic error of DFT related to the choice of the exchange correlation functional is typically more than one order of magnitude larger than the numerical error of our NN PESs with respect to DFT. Consequently, the additional error arising when replacing DFT calculations by NN PESs does not contribute significantly to the uncertainty of the obtained results. As a next step, it would be interesting to construct NN potentials using more accurate electronic structure reference methods, which is straightforward if such data is available.
Due to the limited extrapolation capabilities of NNs, the potentials reported in the present work are still restricted to the cluster sizes used for the parametrization. The atomic energy contributions depend on the local chemical environment using a rather large radius, and hexamers are not yet large enough to represent the rich structural variety of possible environments in larger clusters. However, the training set can be extended systematically by including larger clusters, which finally will yield potentials applicable also to very large clusters and bulk water. This work is currently in progress [97] .
