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Introduction
This thesis deals with the concept of holonomy in quantum mechanics. Since
I find this concept, and its consequences, very interesting I have made it
central to some of my publications [1–3] (but not all [4–6]). And with this
thesis I have taken the opportunity to collect my thoughts on the subject.
Holonomy is a phenomenon which has detectable effects on cyclically
evolving dynamical systems. The phenomenon has a purely geometric origin
and is not due to the mechanism that drives the evolution. In quantum
mechanics, the most well-known consequence of holonomy is the appearance
of a geometric relative phase, the so-called Berry phase. The Berry phase
plays a crucial role in several different implementations of quantum mechanics,
ranging from nuclear physics to condensed matter. But the Berry phase is
only defined for systems which can be represented by pure states, and most
quantum systems must be represented by mixed states. A natural question
is, therefore, if the definition of the Berry phase can be generalized to also
include mixed quantum states.
Armin Uhlmann was, as far as the author is aware, the first to address the
issue of a geometric phase for mixed states. In a sequence of papers [7–11],
published in the late 80’s and early 90’s, Uhlmann developed a holonomy
theory for mixed quantum states. In this theory, the natural notion of
geometric phase is an extension of Berry’s geometric phase. Moreover, the
theory is closely related to one of the most important monotone geometries
studied in quantum information—the Bures geometry—which indicates that
Uhlmann’s phase is closely connected to the probabilistic structure of quantum
mechanics. Uhlmann’s work thus provided a well-motivated geometric phase
for mixed states. However, this does not mean—which is apparent from one
of my papers—that Uhlmann’s phase is the ‘correct’ geometric phase in all
contexts. And indeed, the use of Uhlmann’s geometric phase in quantum
theory has so far been rather limited. To some extent, this is certainly due to
the complexity of Uhlmann’s work. But the main reason is probably the lack
of satisfying experimental support. This latter fact led Erik Sjöqvist and his
collaborators to suggest, in the beginning of the current century, a different
definition of geometric phase for mixed states [12,13].
The definition proposed by Sjöqvist et al. was extracted directly from
well-established quantum interferometric relations and, hence, was almost
tautologically certified to be supported by experiments. For pure states, this
‘interferometric geometric phase’ agrees with the Berry phase and, hence, with
Uhlmann’s phase. But for mixed states, as Paul Slater almost immediately
pointed out [14], the interferometric phase and Uhlmann’s phase are in general
different. Since its announcement, Sjöqvist et al.’s interferometric geometric
iv
phase has been verified in several experiments and, nowadays, this phase seem
to be the more popular of the two in applications.
Until now, a holonomy theory similar to the one by Uhlmann but giving
rise to Sjöqvist et al.’s geometric phase has been missing. As a consequence,
the relation between the two geometric phases has not been fully investigated.
In this thesis we address these issues. After briefly reviewing the work by
Uhlmann, we show how Uhlmann’s construction can be combined with a
well-known technique from symplectic geometry to generate a new holonomy
theory for mixed quantum states. This new holonomy theory gives rise to
Sjöqvist et al.’s geometric phase and, hence, provides an answer to a question
raised by Dariusz Chruściński and Andrzej Jamiołkowski in their well-known
book on geometric phases in classical and quantum mechanics: “..., what is
the relation between the mathematical formulation of Uhlmann and the more
“experimental” approach of Sjöqvist et al?” [15].
The interferometric geometric phase of Sjöqvist et al. is subject to certain
constraints and, therefore, it is not always well-defined. Neither is Uhlmann’s
geometric phase, but in that case, the constraints are of a different kind. We
describe these constraints (which in some cases appear to be limitations and
in others are desired) as well as their geometrical origin. We also describe
some topological properties of the holonomy and geometric phase of ‘real
systems’, and we introduce higher order geometric phases for not necessarily
cyclic systems. In a final section we apply the formalism to “quantum speed
limits”, a subject which is very close to my heart (as should be clear from my
list of publications [16,17]).
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Chapter 1
The geometric phase
A quantum system that goes through a cyclical development may acquire a
relative phase. The emergence of the phase depends in part on the fact that
the system contains energy. But the phase is also in part a consequence of a
geometric phenomenon called holonomy. In this chapter, which serves as an
introduction to the thesis, we review Aharonov and Anandan’s approach to
holonomy for systems in pure states [18].
1.1 The projective Hilbert space
In quantum mechanics it is assumed that the information about a system in a
definite, pure state can be encoded in a unit vector in a complex Hilbert space.
If the Hilbert space is H, the states are thus represented by the elements of
the unit sphere W in H. However, it is also assumed that two unit vectors
which differ only by a phase factor represent the same state. Therefore, a
more precise statement is that the states are parameterized by the elements
of the projective Hilbert space P. The projective Hilbert space is the space
of all unit rank orthogonal projectors on H. We have that two unit vectors
differ by a phase factor if, and only if, they define the same projector:
|φ〉 = |ψ〉eiθ ⇐⇒ |φ〉〈φ| = |ψ〉〈ψ|. (1.1)
Since two unit vectors differing by a phase factor represents the same
quantum state one might think that the phase does not contain any physically
relevant information. But this is not always true; it depends on how the phase
has emerged. If |ψt〉〈ψt| represents the state of a time-evolving, Hamiltonian
quantum system which returns to its initial state at t = τ , then the relative
phase factor between |ψ0〉 and |ψτ 〉 contains information about the energy
of the system as well as information about the geometry of the projective
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Hilbert space. To see this we need to connect W and P by an appropriate
fiber bundle and equip the bundle with a connection.
About terminology
Before we proceed, some words should be said about the terminology used in
this thesis to refer to certain mathematical structures, well known to both
physicists and mathematicians but under different names.
Central to the subject of this thesis is the notion of a principal fiber
bundle. Most mathematicians know what a principal fiber bundle is, but
to physicists such bundles are better known as ‘gauge structures’. (The
underlying mathematical structure in a gauge theory is a principal fiber
bundle.) In a gauge theory, the symmetry group, or, in physics language, the
gauge group, acts on the total space of the principal fiber bundle. Moreover,
the bundle is equipped with a connection, which is the same thing as a gauge
field. Here, we have chosen to use a more mathematics oriented terminology.
That is, we use the terms “principal fiber bundle”, “symmetry group”, and
“connection”, rather than “gauge structure”, “gauge group”, and “gauge
field”. With this said, readers of this thesis, whether it be a physicist or a
mathematician, should not find it difficult to follow the discussion. Otherwise,
Chapters 9 and 10 in [19] provide a sufficient introduction to the theory
of principal fiber bundles. A more extensive reference is the two volume
work [20].
1.2 The Hopf bundle
Define a map Π from W to P by Π(|ψ〉) = |ψ〉〈ψ|. This map is onto, i.e.,
it hits every element of P, and sends two vectors to the same projection
operator if, and only if, they differ by a phase factor. The action by the
unitary group U(1) on W ,
(
eiθ, |ψ〉
)
→ |ψ〉eiθ, (1.2)
is thus transitive on the fibers of Π. Consequently, Π is a principal fiber
bundle with symmetry group U(1). The bundle is called the Hopf bundle.1
1A principal fiber bundle is defined by the complete information about its base space,
total space, projection, and the action of the symmetry group. Thus, it would be more
correct to refer to, e.g., the Hopf bundle as (S,W,Π,U(1)). But in order to avoid using a
too cumbersome notation we will in this thesis refer to fiber bundles by their projections.
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1.2.1 The Berry connection
The differential of Π maps the tangent spaces of W onto the corresponding
tangent spaces of P . The kernel of the differential at |ψ〉 is one-dimensional
and is called the vertical space at |ψ〉. We write V|ψ〉W for the vertical space.
The union of all the vertical spaces, VW , is the vertical bundle of Π.
A connection on Π is a smooth tangent vector bundle which is comple-
mentary to the vertical bundle and which is preserved by the symmetry group
action. We can define a connection on Π as follows. The real part of the
Hermitian product on H defines a Riemannian metric G on W; if |ψ˙1〉 and
|ψ˙2〉 are tangent vectors at |ψ〉, then
G
(
|ψ˙1〉, |ψ˙2〉
)
= 12
(
〈ψ˙1|ψ˙2〉+ 〈ψ˙2|ψ˙1〉
)
. (1.3)
Let H|ψ〉W be the orthogonal complement of V|ψ〉W. The space H|ψ〉W is
the horizontal space at |ψ〉, and the union of all the horizontal spaces is the
horizontal bundle HW . Since the action by U(1) is by isometries with respect
to G, the action preserves the horizontal bundle. Therefore, the horizontal
bundle is a connection on Π.
One can alternatively define HW as the kernel bundle of a connection
form on W . The orthogonal projection of a tangent vector |ψ˙〉 at |ψ〉 on the
vertical space V|ψ〉W is |ψ˙v〉 = |ψ〉〈ψ|ψ˙〉. To see this we first observe that the
vertical space is spanned by the unit vector i|ψ〉. Then
|ψ˙v〉 = i|ψ〉G
(
i|ψ〉, |ψ˙〉
)
= i|ψ〉12
(
−i〈ψ|ψ˙〉+ i〈ψ˙|ψ〉
)
= |ψ〉〈ψ|ψ˙〉. (1.4)
The factor 〈ψ|ψ˙〉 belongs to u(1), the Lie algebra of the symmetry group,
which equals iR, and the assignment
A(|ψ˙〉) = 〈ψ|ψ˙〉 (1.5)
defines a u(1)-valued connection form on W. This is the Berry connection
form. Clearly, H|ψ〉W is the kernel of the Berry connection form at |ψ〉.
Horizontal lifts
The differential of Π maps the horizontal space H|ψ〉W isomorphically onto
the tangent space TρP , where ρ = |ψ〉〈ψ|. Therefore, a tangent vector ρ˙ at ρ
has a unique preimage |ψ˙〉 in H|ψ〉W. The preimage is called the horizontal
lift of ρ˙ to |ψ〉. More generally, for any curve ρt in P and any |ψ0〉 in the fiber
of the initial projector ρ0, there is a unique curve |ψt〉 in W which extends
from |ψ0〉, projects onto ρt and which is everywhere horizontal. The latter
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Figure 1.1: A horizontal lift and the corresponding geometric phase factor
of a closed curve in the projective space. Notice that the horizontal lift is
everywhere tangential to the horizontal spaces, given by the kernels of the
Berry connection. The geometric phase factor is the relative phase factor of
the initial and final states of the horizontal lift.
condition means that, at each instant t, the velocity vector |ψ˙t〉 belongs to
the horizontal space H|ψt〉W. The horizontal curve |ψt〉 is the horizontal lift
of ρt extending from |ψ0〉. If ρt is a closed curve, so that ρτ = ρ0 for some
τ > 0, the vectors |ψτ 〉 and |ψ0〉 belong to the same fiber of Π and hence
differ only by a phase factor. This is the geometric phase factor of ρt. The
situation is illustrated in Figure 1.1.
1.3 The Aharonov-Anandan geometric phase
We introduce the notation |ψ˙h〉 for the horizontal projection of the vector |ψ˙〉.
If |ψ˙〉 is the velocity vector of a curve generated by a Hamiltonian H, i.e., if
i|ψ˙〉 = H|ψ〉, then
G
(
|ψ˙v〉, |ψ˙v〉
)
= 〈ψ|H|ψ〉2 = E2|ψ〉(H), (1.6a)
G
(
|ψ˙h〉, |ψ˙h〉
)
= 〈ψ|H2|ψ〉 − E2|ψ〉(H) = var|ψ〉(H). (1.6b)
The energy E = E(H) thus governs the drift in the fiber directions and the
energy uncertainty ∆E = var(H)1/2 the drift ‘forward’ towards new states.
The Mandelstam-Tamm quantum speed limit
We can define a metric on P by declaring that the differential of Π maps
every horizontal space of W isometrically onto the corresponding tangent
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space of P . The so obtained metric, gfs, is called the Fubini-Study metric. If
|ψt〉, 0 ≤ t ≤ τ , is the solution to a Schrödinger equation, i|ψ˙t〉 = H|ψt〉, the
projected curve ρt = |ψt〉〈ψt| has the length
Length[ρt] =
∫ τ
0
dt
√
gfs(ρ˙t, ρ˙t) =
∫ τ
0
dt
√
G(|ψ˙ht 〉, |ψ˙ht 〉) = τ∆E. (1.7)
(If H is time-dependent we define ∆E as the time-average of the energy
uncertainty along |ψt〉.) From this observation, and knowledge about the
distance function associated with the Fubini-Study metric, we can derive a
lower bound on the time it takes for the initial state |ψ0〉 to evolve into a
perpendicular state: If 〈ψ0|ψτ 〉 = 0, then
Length[ρt] ≥ distfs(ρ0, ρτ ) = arccos |〈ψ0|ψτ 〉| = pi2 . (1.8)
Equations (1.7) and (1.8) yield
τ ≥ pi2∆E . (1.9)
The inequality (1.9) is due to Mandelstam and Tamm [21] (see also [22–24]).
In the literature it goes by the name “the Mandelstam-Tamm quantum speed
limit”. Quantum speed limits, i.e., fundamental bounds on how fast a quantum
state can be transformed into a state with some given properties, have recently
attracted much attention.2 For more about quantum speed limits we refer to
the recent reviews [26] and [27]. See also Sections 4.1.3, 4.2.2, and 6.3.
1.3.1 The dynamical phase
We can identify the fiber through |ψ〉 with U(1) by identifying eiθ with |ψ〉eiθ.
Corresponding to the unit element in U(1), the state |ψ〉 constitutes a natural
reference point in the fiber. But if we look at the fibers along a whole curve of
states |ψt〉 it is natural to choose the reference points as close as possible. This
means that we choose the reference point in the fiber of Π containing |ψt〉 to
be |ψht 〉, where |ψht 〉 is the horizontal lift of the projected curve ρt = |ψt〉〈ψt|
which extends from |ψ0〉. The horizontal lift is
|ψht 〉 = |ψt〉 exp
(
−
∫ t
0
dtA(|ψ˙t〉)
)
= |ψt〉 exp
(
−
∫ t
0
dt 〈ψt|ψ˙t〉
)
. (1.10)
Now, if i|ψ˙t〉 = H|ψt〉, then |ψht 〉 = |ψt〉 exp(iEt). (For a time-dependent
Hamiltonian, E is the time-averaged energy along |ψt〉.) Every inclusion of
2The term “quantum speed limit” was used for the first time by Margolus and Levitin [25].
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U(1) can be used to pull back G to a metric on U(1). However, all the pullback
metrics coincide with the standard metric on U(1). Furthermore, the pullbacks
of the vectors |ψt〉 give rise to a curve in U(1), namely t→ exp(iEt). If τ is
the final time, the length of this curve is Eτ . The factor exp(−iEτ), which
is the relative phase factor between |ψτ 〉 and |ψhτ 〉, is called the dynamical
phase factor of the projected curve ρt. Interestingly, the dynamical phase is
connected to another quantum speed limit.
The Margolus-Levitin quantum speed limit
There is a lower bound on the time it takes for a state to evolve to an
orthogonal state which is similar to the Mandelstam-Tamm speed limit but
which involves the energy rather than the energy uncertainty. If |ψt〉 satisfies
the Schrödinger equation with a positive, time-independent Hamiltonian H
and if 〈ψ0|ψτ 〉 = 0, then
τ ≥ pi2E . (1.11)
The proof of this inequality is surprisingly simple: If Ea is the ath energy
eigenvalue and |Ea〉 is a corresponding energy eigenstate, the time-developed
system is represented by
|ψt〉 =
∑
a
|Ea〉〈Ea|ψ0〉e−itEa . (1.12)
(We assume that the energy eigenstates are normalized and mutually perpen-
dicular.) Then, using that cosx ≥ 1− 2(x+ sin x)/pi for x ≥ 0,
Re〈ψ0|ψt〉 =
∑
a
|〈Ea|ψ0〉|2 cos(tEa)
≥∑
a
|〈Ea|ψ0〉|2
(
1− 2
pi
(
tEa + sin(tEa)
))
= 1− 2tE
pi
+ 2
pi
Im〈ψ0|ψt〉.
(1.13)
At t = τ , Re〈ψ0|ψt〉 = Im〈ψ0|ψt〉 = 0, and the inequality (1.11) follows.
The inequality is due to Margolus and Levitin [25] and goes by the name
“the Margolus-Levitin quantum speed limit”. Despite being easy to prove, the
limit is geometrically puzzling. Since H is time-independent, the curve |ψt〉
intersects the fibers of Π at a constant angle
θ = arctan
(
∆E
E
)
. (1.14)
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Then, by Eq. (1.7),
τE = τ∆Etan θ =
Length[ρt]
tan θ ≥
pi
2 tan θ . (1.15)
Now, according to the Margolus-Levitin quantum speed limit, if ρt is close to
being a geodesic, θ can barely exceed pi/4. Although it is clear from Eq. (1.14)
that a positive Hamiltonian cannot generate a horizontal curve in W , it is a
bit unclear why the curve has to deviate quite a lot from being horizontal
(assuming that the projected curve extends between perpendicular states and
is close to being a geodesic).
1.3.2 The geometric phase
Let ρt be a closed curve in P and let |ψt〉 be any lift of ρt to W. The total,
dynamical, and geometric phase factors of ρt are defined by
eiθtot = 〈ψ0|ψτ 〉, (1.16a)
eiθdyn = 〈ψhτ |ψτ 〉, (1.16b)
eiθgeo = 〈ψ0|ψhτ 〉, (1.16c)
where |ψht 〉 is the horizontal lift of ρt extending from |ψ0〉. The phase factors
satisfy
eiθtot = eiθdyneiθgeo . (1.17)
See Figure 1.2. In other words, the total phase is the sum of the dynamical and
the geometric phase. (The phases are only defined modulo 2pi.) Since there are
many lifts of ρt to W , the total and the dynamical phases are not intrinsic to
ρt. However, the geometric phase is intrinsic to ρt because it does not depend
on the initial lift |ψ0〉 and, once the initial lift is specified, the horizontal lift
is unique. The geometric phase factor, which is the factor in U(1) by which
|ψ0〉 has to be multiplied to become the final state of the horizontal lift, is
also called the holonomy of ρt. Clearly, the holonomy depends on the choice
of connection on Π which in turn determines a geometry on Π.
We give many names to those we love
The presentation above is inspired by [18] and, hence, we will refer to the
geometric phase (1.16c) as the Aharonov-Anandan phase. But in different
contexts, the same geometric phase is attributed to different persons. If the
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Figure 1.2: The total, dynamical, and geometric phase factors of a closed
curve in the projective space. The total and dynamical phase factors depend
on the lift while the geometric phase factor does not. But any pair of them
determines the third.
geometric phase results from an adiabatic development it is usually called
the Berry phase [28], or the Berry-Simon phase [29]. In condensed matter,
the phase goes by the name Zak phase [30]. The inner product in Eq. (1.16c)
also makes sense for noncyclic evolutions, and the phase of this product, if
nonzero, is a natural generalization of the geometric phase to such evolutions.
Samuel and Bhandari [31] were among the first to consider geometric phases
for noncyclic evolutions of quantum states. The geometric phase for nonclosed
curves has been thoroughly investigated by Mukunda and Simon [32,33].
1.4 Mixed states
Pure states are not sufficient to describe all phenomena in quantum physics.
For example, the properties of a system which is entangled with another
system cannot be extracted from a pure state, i.e., a single unit rank projector.
Neither can the properties a large system in a thermal state. And sometimes,
a measurement puts a system in a state which cannot be represented by
a projector. In all these cases, however, the state of the system can be
described as a probabilistic ensemble of states. Such ensembles are called
mixed quantum states and can be represented by density operators. A unit
rank projector, representing a pure state, is a special case of a density operator.
But a general density operator can have a rank different from 1. In this thesis
we will extend the concept of holonomy to systems in mixed states. The
extension is complicated by the complexity of the space of density operators
and the nonabelian and noncanonical character of the holonomy.
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1.5 Structure of the thesis
The thesis can be divided into three parts. In the first part, which consists of
Chapters 2 and 3, we discuss some topological and geometric properties of the
space of density operators, and we introduce Uhlmann’s standard purification
bundle. The standard purification bundle is the common mathematical
framework for the different holonomy theories that we will meet in this thesis.
In this first part, many general results are formulated which will be used
repeatedly in the subsequent parts.
Chapter 4 constitutes the second part of the thesis. In Chapter 4 we review
a construction due to Dittmann and Uhlmann showing that all monotone
metrics can be obtained as projections of the Hilbert-Schmidt metric via the
standard purification bundle. The review is very brief, but the three most
important monotone geometries are treated in some detail. These are the
Bures geometry, the Wigner-Yanase geometry and one which is dedicated
to nobody but which we here call the complementary geometry (for reasons
that will be clear). Some authors call this latter geometry the RLD-geometry,
where RLD is an acronym for “Right Logaritmic Derivative”. Why this is so
will not be apparent from the current presentation.
The third part consists of Chapters 5 and 6. In Chapter 5 we formulate a
holonomy theory which differs from the theories studied in Chapter 4 and
which gives rise to Sjöqvist et al.’s ‘interferometric geometric phase’. Such
a holonomy theory has been lacking until now and, therefore, Chapter 5 is
a bit more technical and more detailed than the other chapters. In the last
chapter, Chapter 6, we consider three different applications of the theory
developed in Chapter 5. For example, we derive two quantum speed limits.
As we have seen, a quantum speed limit is a fundamental lower bound on
the time it takes to perform a certain quantum processing task. Some of the
existing quantum speed limits are of a geometric nature and are, as we will
see, more-or-less immediate consequences of the theory derived in this thesis.
Enjoy!
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Chapter 2
Quantum state space
A mixed quantum state, or quantum ensemble, can be represented by a density
operator on a Hilbert space. By definition, a density operator is a self-adjoint,
positive semi-definite, trace-class operator with unit trace. Here we will
only consider quantum systems which can be modeled on finite dimensional
Hilbert spaces. The assumption that density operators are trace-class is then
redundant; a density operator on a finite dimensional Hilbert space is simply
a Hermitian operator whose eigenvalues are nonnegative and sum up to 1.
In the current chapter we will discuss some topological properties of
the space of density operators on a general finite dimensional Hilbert space.
Specifically, we will describe three stratifications of this space. The strata
are made up of manifolds of density operators which share certain spectral
properties. Towards the end of the chapter we will also introduce some
important geometries on the space of density operators, the properties of
which we will explore in later chapters. Special attention will be given to the
space of faithful density operators. Here, “faithful” is shorthand for having
full rank.
2.1 Stratifications
Let H be a complex n-dimensional Hilbert space and let S be the space of
density operators on H. The space S is an (n2 − 1)-dimensional compact
convex subset of h(H), the space of Hermitian operators on H. We assume
that h(H) carries its canonical topology as a real vector space and we equip
S with the subspace topology.
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2.1.1 Stratification with respect to rank
The space S is in general not a smooth manifold [34].1 But each of its
subspaces of density operators which have a fixed common rank is a smooth
manifold. Recall that the rank of an operator is the complex dimension of its
support. We will write Sk for the space of all density operators on H which
have rank k. The dimension of Sk is 2nk − k2 − 1.
The space S1, containing the unit rank density operators, is the projective
Hilbert space that we became acquainted with in Chapter 1. The spaces Sk
for 2 ≤ k ≤ n− 1 have rather complicated topologies which we will explore
in the next section. (See also [35], especially Sec. 8.5.) The space Sn, which
consists of the faithful density operators on H, is the topological interior of S.
Being the interior of an (n2 − 1)-dimensional compact convex set, this space
is a convex manifold diffeomorphic to an open (n2 − 1)-dimensional ball.
Spectra of density operators
By the weight spectrum of a density operator ρ we mean the sequence
p = (p1, p2, . . . , pk) of the operator’s positive eigenvalues arranged in decreas-
ing order of magnitude. We assume that the eigenvalues are repeated in
accordance with their degeneracy. The length k of the weight spectrum equals
the rank of ρ. We call two density operators isospectral if they have the same
weight spectrum. When we want to list only the distinct eigenvalues of ρ
we use capital letters. Thus, we write P = (P 1, P 2, . . . , P l) for the distinct,
positive eigenvalues of ρ arranged in decreasing order of magnitude. The
spectrum P is the eigenvalue spectrum of ρ.
By the degeneracy spectrum of ρ we mean the sequence of positive integers
m = (m1,m2, . . . ,ml) where ma is the degeneracy of the eigenvalue P a. We
call two density operators isodegenerate if they share the same degeneracy
spectrum. Finally, we define the eigenprojector spectrum of ρ to be the
sequence Λ = (Λ1,Λ2, . . . ,Λl) where Λa is the orthogonal projection onto the
eigenspace of ρ corresponding to P a. We can now represent ρ as
ρ =
∑
a
P aΛa. (2.1)
This representation is the spectral decomposition of ρ. (We will explicitly
specify the range of a summation index only when the range is not obvious.)
The normalization requirement tr ρ = 1 is equivalent to ∑a P ama = 1.
1The case when H is two-dimensional is the only exception. See Section 4.4. In higher
dimensions, the boundary of S has ‘low-dimensional corners’.
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2.1.2 Unitary orbits
The density operators which represent the instantaneous states of an evolv-
ing closed quantum system all belong to the same orbit of the left adjoint
representation of the unitary group U(H) on h(H),
U(H)× h(H) 3 (U,A)→ AdUA = UAU † ∈ h(H). (2.2)
The unitary orbit of a density operator ρ contains all and only those density
operators which are isospectral to ρ. We write Sp for the common unitary
orbit of the density operators which have weight spectrum p.
The unitary orbits are homogeneous spaces and, hence, closed manifolds.
Indeed, for any density operator ρ with weight spectrum p, the mapping
U(H)/Uρ 3 UUρ 7→ UρU † ∈ Sp (2.3)
is a diffeomorphism. Here, Uρ is the group of unitary operators which commute
with ρ. This group is usually called the isotropy group of ρ. One can also
describe Sp as the orbit of ρ of the left adjoint representation of the special
unitary group SU(H) on h(H). And if SUρ is the group of special unitary
operators which commute with ρ, i.e., the group of unitary operators in Uρ
which have determinant equal to 1, then
SU(H)/SUρ 3 USUρ 7→ UρU † ∈ Sp (2.4)
is a diffeomorhism.
If ρ has rank k, the orbit of ρ is completely contained in Sk. The unitary
orbits therefore partition the Sks and, hence, S into closed manifolds of
isospectral density operators. We will refer to this partition as the unitary
stratification. Notice that not all orbits in the unitary stratification have the
same topology, even if the orbits belong to the same Sk. From (2.3) follows
that the orbits of two density operators are homeomorphic if, and only if, the
density operators are isodegenerate. The dimension of Sp is 2nk−k2−∑am2a,
where the mas are the degeneracies of the eigenvalues in p.
2.1.3 Classical manifolds
Two adjacent isospectral density operators do not commute. For if ρ is a
density operator of rank k and Ckρ is the space of all the density operators in
Sk which commute with ρ,
Ckρ = {σ ∈ Sk : σρ = ρ σ}, (2.5)
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then, as we will see in the next section, Ckρ is a manifold which intersects the
unitary orbit of ρ in a complementary manner in Sk at ρ. We call Ckρ the
commutative manifold of ρ. The dimension of Ckρ is
∑
am
2
a − 1, where, again,
the mas are the degeneracies of the positive eigenvalues of ρ.
Since ‘being commuting’ is not a transitive relation among density opera-
tors, even if we fix the rank, a commutative manifold is not the commutative
manifold of each of its members. Consequently, the commutative manifolds
do not partition the Sks. It will prove useful to reduce the commutative man-
ifolds to ‘fully commutative manifolds’ that do partition the Sks and, hence,
S, and which, on top of that, intersect any unitary orbit at, at most, one
density operator. To this end, for every eigenprojector spectrum Λ we write
SΛ for the space of all the density operators which have the eigenprojector
spectrum Λ. If Λ has length l, SΛ is a manifold of dimension l − 1. Indeed,
SΛ is canonically diffeomorphic to the open simplex
∆m ≡
{
(x1, x2, . . . , xl) ∈ Rl : xa > xa+1 > 0 and ∑
a
xama = 1
}
, (2.6)
where the mas are the ranks of the operators in Λ. We have that SΛ is
contained in Ckρ if ρ has degeneracy spectrum Λ.
We will call SΛ a classical manifold. The density operators in a classical
manifold are simultaneously diagonalizable and, hence, can be simultaneously
identified with classical probability distributions; hence the name “classical
manifold”. Any two different operators in the same classical manifold have the
same degeneracy spectrum but not the same eigenvalue spectrum. Therefore, a
unitary orbit can intersect a classical manifold at, at most, one operator. To be
precise, the unitary orbit of the density operator ρ and the classical manifold
containing ρ intersect only at ρ. Since ‘having the same eigenprojector
spectrum’ is an equivalence relation on each Sk, the classical manifolds
partition the Sks and S. We will refer to this partition as the classical
stratification.
2.2 Hermitian representations of tangent
vectors
The space of density operators is contained in the hyperplane of unit trace
operators in h(H). This hyperplane is parallel to the subspace of traceless
Hermitian operators sh(H). Tangent vectors to the constant rank strata
Sk can thus be canonically identified with traceless Hermitian operators.
In information geometry, the canonical identification is called the mixture
representation. Other, equally important, identifications are the exponential
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Figure 2.1: The mixture representation of a tangent vector. Since Sk is
parallel to the hyperplane of traceless Hermitian operators, the tangent
vectors of Sk can be identified with traceless Hermitian operators, simply by
‘parallel translating’ them in the ambient space of Hermitian operators. This
identification is called the mixture representation.
representations. These are defined only on the space of faithful density
operators Sn.
2.2.1 The mixture representation
The mixture representation identifies tangent vectors of Sk with Hermitian
operators which have a vanishing trace; the tangent vector ρ˙ at ρ is identified
with the operator ρ˙(m) in sh(H) defined by
ρ˙(m) = lim
t→0
1
t
(ρt − ρ). (2.7)
Here ρt is any curve in Sk that extends from ρ with velocity ρ˙, see Figure 2.1.
We split the tangent space at ρ into two subspaces:
TuρSk = {ρ˙ ∈ TρSk : ρ˙(m) = −i[A, ρ] for some A ∈ sh(H)}, (2.8a)
TcρSk = {ρ˙ ∈ TρSk : [ρ˙(m), ρ] = 0}. (2.8b)
The spaces TuρSk and TcρSk are the tangent spaces of the unitary orbit and
the commutative manifold of ρ, respectively. That is, TuρSk = TρSp where
p is the weight spectrum of ρ and TcρSk = TρCkρ . Moreover, the spaces are
complementary in the sense that TρSk = TuρSk ⊕ TcρSk. That the sum is
direct is obvious from the following characterizations of the two spaces: Let
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Λ = (Λ1,Λ2, . . . ,Λl) be the eigenprojector spectrum of ρ. Then
TuρSk =
{
ρ˙ ∈ TρSk :
∑
a
Λaρ˙(m)Λa = 0
}
, (2.9a)
TcρSk =
{
ρ˙ ∈ TρSk :
∑
a
Λaρ˙(m)Λa = ρ˙(m)
}
. (2.9b)
Notice that if ρ˙(m) = −i[A, ρ], we can assume that ΛaAΛa = 0 for all a. The
tangent space of the classical manifold of ρ, which is a subspace of TcρSk, can
be described as
TρSΛ =
{
ρ˙ ∈ TρSk : ρ˙(m) =
∑
a
xaΛa where
∑
a
xama = 0
}
. (2.10)
2.2.2 Exponential representations
On the space of faithful density operators we can use generalized covariances
to identify tangent vectors with traceless Hermitian operators. Generalized
covariances also give rise to Riemannian metrics called quantum Fisher metrics.
Some of the more important metrics in quantum information geometry are
quantum Fisher metrics [36].
A generalized covariance is a field κ of real-valued inner products on h(H)
which is smoothly parameterized by the faithful density operators. The field
is required to be unitarily invariant and classically adapted:
κUρU†(UAU †, UBU †) = κρ(A,B) for every unitary U , (2.11a)
κρ(A,B) = tr(ρAB) if A commutes with ρ. (2.11b)
Important examples of generalized covariances include the symmetric and the
Bogolubov-Kubo-Mori generalized covariance:
κsρ(A,B) =
1
2 tr
(
ρ {A,B}
)
, (2.12a)
κbkmρ (A,B) =
∫ 1
0
dλ tr
(
ρλAρ1−λB
)
. (2.12b)
The curly brackets in (2.12a) is the skew-commutator, {A,B} = AB +BA.
Given a generalized covariance κ, the exponential representation of a tangent
vector ρ˙ at ρ is the Hermitian operator ρ˙(e) defined by
κρ
(
ρ˙(e), A
)
= tr
(
ρ˙(m)A
)
. (2.13)
In general, the exponential representation depends on the generalized covari-
ance. But for every vector ρ˙ in TρCnρ , the exponential representation is
ρ˙(e) = ρ˙(m)ρ−1, (2.14)
irrespective of what is the generalized covariance.
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Metrics associated with generalized covariances
To every generalized covariance κ we can associate a Riemannian metric gκ
on Sn. The metric is at ρ defined as
gκ(ρ˙1, ρ˙2) = κρ
(
ρ˙
(e)
1 , ρ˙
(e)
2
)
. (2.15)
The metric associated with the symmetric generalized covariance is of special
importance in quantum information geometry and estimation theory [36–38].
It is called the quantum Fisher information metric. We will denote it by gf.
The symmetric logarithmic derivative of a tangent vector ρ˙ at ρ is the
Hermitian operator Lsρ˙ defined by
ρ˙(m) = 12{ρ, L
s
ρ˙}. (2.16)
Equivalently, we can define the symmetric logarithmic derivative as
Lsρ˙ = 2
∫ ∞
0
dt e−ρtρ˙(m)e−ρt. (2.17)
For the symmetric generalized covariance, the exponential representation of a
tangent vector coincides with the symmetric logarithmic derivative. We thus
have that
gf(ρ˙1, ρ˙2) =
1
2 tr
(
ρ {Lsρ˙1 , Lsρ˙2}
)
. (2.18)
Bogolubov’s logarithmic derivative of a tangent vector ρ˙ at ρ is
Lbkmρ˙ =
d
dt log ρt
∣∣∣
t=0
(2.19)
where ρt is any curve extending from ρ with initial velocity ρ˙. Then
ρ˙(m) =
∫ 1
0
dλ ρλLbkmρ˙ ρ1−λ. (2.20)
The Bogolubov-Kubo-Mori metric is
gbkm(ρ˙1, ρ˙2) = κbkmρ
(
ρ˙
(e)
1 , ρ˙
(e)
2
)
=
∫ 1
0
dλ tr
(
ρλLbkmρ˙1 ρ
1−λLbkmρ˙2
)
. (2.21)
2.3 Generally on notation and terminology
We will henceforth not distinguish between a tangent vector and its mix-
ture representation, unless it is necessary for clarity. We will thus skip the
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cumbersome (m)-notation. Moreover, relative to a generalized covariance we
will write Lρ˙ rather than ρ˙(e) for the exponential representation of a tangent
vector ρ˙, and we will call Lρ˙ the logarithmic derivative of ρ˙. In fact, only the
symmetric generalized covariance will play a role in this thesis and, hence, Lρ˙
will denote the symmetric logarithmic derivative of ρ˙.
By a curve of operators we mean a piecewise smooth one-parameter family
of operators. For every curve At, the parameter is assumed to take its values
in an unspecified closed interval 0 ≤ t ≤ τ , unless otherwise is explicitly
stated. (The parameter may, but need not, represent time.) The operators
A0 and Aτ are the initial and final operators of the curve and we say that
the curve is closed if A0 = Aτ .
We write A˙t for the velocity vector of the curve at t. The velocity vector
is well defined only at smooth values of t. At every nonsmooth value of t—the
number of which we assume is finite—we assume that unique unidirectional
velocity vectors exist. For a closed curve we neither assume nor exclude that
the initial and final velocities are the same.
Chapter 3
Standard purification and
holonomy
A quantum state is called pure if it can be represented by a unit rank density
operator. In quantum information theory, purification refers to the fact that
every density operator can be thought of as representing the reduced state
of some pure state. Let Hk be a k-dimensional Hilbert space. One can show
that for each density operator ρ on H which has rank at most k, there exists a
unit vector |ψ〉 in H⊗Hk such that ρ = trHk |ψ〉〈ψ|. An equivalent statement
is that there exists a linear function ψ from Hk to H such that ρ = ψψ†. We
will call such a linear function an amplitude for ρ. A key observation is that
every amplitude of ρ has the form ψU where U is a unitary operator on Hk.
3.1 Standard purification
Let L be the space of linear maps from Hk to H equipped with the Hilbert-
Schmidt Hermitian product: 〈ψ1|ψ2〉 = tr(ψ†1ψ2). Furthermore, let Lk be the
space of linear maps from Hk to H which have rank k and let Wk be the
space of linear maps ψ in Lk which have a unit Hilbert-Schmidt norm:
Wk =
{
ψ ∈ Lk : tr(ψ†ψ) = 1
}
. (3.1)
The standard purification bundle over Sk is the principal fiber bundle Π from
Wk onto Sk defined by
Π(ψ) = ψψ†. (3.2)
The symmetry group of Π is U(k), the group of unitary operators on Hk. It
acts from the right on Wk by operator precomposition: RU(ψ) = ψU . We
will in this thesis use terminology introduced by Uhlmann [7, 9] and call Wk
the purification space and the elements in Wk amplitudes.
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3.1.1 Vertical tangent vectors
The tangent space of Wk at ψ consists of those linear operators in Lk which
are Hilbert-Schmidt perpendicular to ψ:
TψWk =
{
ψ˙ ∈ Lk : tr(ψ†ψ˙ + ψ˙†ψ) = 0
}
. (3.3)
Moreover, the differential dΠ of the standard purification bundle projection
sends a tangent vector ψ˙ at ψ to ψ˙ψ† + ψψ˙†. We say that ψ˙ is vertical if it is
annihilated by dΠ. This is equivalent to ψ˙ = ψξ for some skew-Hermitian
operator ξ on Hk, i.e., an element in the Lie algebra u(k) of U(k). We write
VψWk for the space of all vertical tangent vectors at ψ:
VψWk = {ψξ : ξ ∈ u(k)}. (3.4)
This is the vertical space at ψ. The vertical space coincides with the tangent
space at ψ to the fiber over ψψ†. Furthermore, the vertical spaces at all
amplitudes combine to a smooth vector subbundle VWk of the tangent bundle
TWk of Wk. We call this bundle the vertical bundle of Π. The symmetry
group action preserves the vertical bundle:
VψWk 3 ψξ dRU−−→ ψU AdU†ξ ∈ VψUWk. (3.5)
3.1.2 Horizontal tangent vectors
A horizontal bundle is a smooth subbundle HWk of TWk which is every-
where complementary to the vertical bundle. If HWk is also preserved by the
symmetry group action it is called an Ehresmann connection. The horizon-
tal bundle HWk thus qualifies as an Ehresmann connection provided that
TψWk = VψWk ⊕HψWk and dRU (HψWk) = HψUWk for every amplitude ψ
and unitary U . The tangent vectors in HWk are called horizontal vectors.
Ehresmann connections, which unlike the vertical bundle are neither
unique nor canonical, can be obtained from piecing together the kernels of a
connection form. A connection form on Π is a smooth u(k)-valued differential
form A on Wk such that Aψ(ψξ) = ξ and AψUdRU = AdU†Aψ for all ψ in
Wk, ξ in u(k), and U in U(k). The kernel bundle of A is an Ehresmann
connection on Π,
HψWk = kerAψ = {ψ˙ ∈ TψWk : Aψ(ψ˙) = 0}. (3.6)
Conversely, every Ehresmann connection is the kernel bundle of a connec-
tion form. In fact, there is a one-to-one correspondence between Ehresmann
connections and connection forms. Therefore, one usually does not distin-
guish between the two concepts and calls both Ehresmann connections and
connection forms “connections”.
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Horizontal lifts and projected metrics
The differential of Π maps HψWk isomorphically onto TρSk, where ρ = ψψ†.
Therefore, if ρ˙ is any tangent vector at ρ, there is a unique horizontal vector
ψ˙h at ψ such that dΠ(ψ˙h) = ρ˙. If ψ˙ is any tangent vector at ψ which gets
projected onto ρ˙, the horizontal vector is
ψ˙h = ψ˙ − ψA(ψ˙). (3.7)
The vector ψ˙h is called the horizontal lift of ρ˙ to ψ. Since the connection is
invariant under the symmetry group action, each dRU sends horizontal lifts
to horizontal lifts. That is, if ψ˙h is the horizontal lift of ρ˙ at ψ, then ψ˙hU is
the horizontal lift of ρ˙ at ψU .
Suppose that the purification space carries a right invariant Riemannian
metric G, i.e., a metric with respect to which the symmetry group acts by
isometries. We can then define a metric g on Sk as follows. For any pair of
tangent vectors ρ˙1, ρ˙2 at ρ let ψ˙h1 , ψ˙h2 be the horizontal lifts to any amplitude
of ρ. Then define
g(ρ˙1, ρ˙2) = G
(
ψ˙h1 , ψ˙
h
2
)
. (3.8)
This is a Riemannian metric on Sk called the projection of G. We notice that
if G is also invariant under the left action by U(H), i.e., G is bi-invariant, then
the projection of G is adjoint invariant: gUρU†(Uρ˙1U †, Uρ˙2U †) = gρ(ρ˙1, ρ˙2).
3.1.3 The mechanical connection
Let G be a right invariant Riemannian metric on Wk. We can then take
the orthogonal complement of the vertical bundle as the horizontal bundle.
The identity dRU (HψWk) = HψUWk holds since RU preserves the orthogonal
direct sum. The associated connection form is defined by the requirement
that ψAψ(ψ˙) is the orthogonal projection of ψ˙ onto VψWk. Alternatively,
we can define the connection form using the moment of inertia tensor I and
metric momentum J . These tensors are defined as follows. Let u(k)∗ be the
space of real-valued linear functions on u(k) and at each amplitude ψ define
Iψ : u(k)→ u(k)∗, Iψ(ξ)ζ = G(ψξ, ψζ), (3.9a)
Jψ : TψWk → u(k)∗, Jψ(ψ˙)ζ = G(ψ˙, ψζ). (3.9b)
Then Aψ = I−1ψ Jψ. We will adopt the terminology of classical mechanics and
call A the mechanical connection associated with the right invariant metric G.
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Horizontal lifts of geodesics
Let g be the projection of G and let ρt be a geodesic relative g in Sk. Recall
that a characterizing property of geodesics is that they are made up of ‘shortest
length segments’. This means that for any two close enough arguments t1 < t2,
the segment ρt, t1 ≤ t ≤ t2, is the unique shortest curve connecting ρt1 to ρt2
(up to reparametrization).
Uniqueness of a shortest curve connecting two density operators is lost
if the density operators are ‘far apart’. Nevertheless, a curve whose length
equals the infimum of the lengths of all curves connecting the same two
density operators is necessarily a geodesic. See, e.g, [39, Sec. II, Prop. 2.6]. It
is this infimum which, by definition, is the geodesic distance between the two
density operators. We will write dist(ρ1, ρ2) (or distg(ρ1, ρ2)) for the geodesic
distance between the density operators ρ1 and ρ2. Next we will prove that
geodesics in Sk lift to horizontal geodesics in Wk. The proof relies on two
observations about geodesics in Wk.
The first observation is that geodesics in Wk have a conserved metric
momentum. To see this assume that ψt is a geodesic in Wk. Then choose any
ξ in u(k) and consider the variation ψ;t = ψt exp(ξ). The curves ψ;t all have
the same speed since the symmetry group acts by isometries. Consequently,
d
dtJψt(ψ˙t)ξ = G
(
∇ψ˙tψ˙t, ψtξ
)
+G
(
ψ˙t,∇ψ˙tψtξ
)
= G
(
ψ˙t,∇ψtξψ˙t
)
= 12
d
dG
(
ψ˙;t, ψ˙;t
)∣∣∣∣
=0
= 0.
(3.10)
Here, ∇ is the Levi-Civita connection of G, see [39, Sec. II]. It follows from
this observation that if a geodesic extends perpendicularly from a fiber of Π,
then it will penetrate all the fibers it passes perpendicularly. In other words,
a geodesic which is horizontal at some point is horizontal everywhere.
The second observation is that a curve in Wk which is a shortest curve
between the fibers of its endpoints have to exit the initial fiber, and enter
the final fiber, perpendicularly. This follows immediately from [39, Sec. III,
Prop. 2.4]. Notice that by ‘being shortest’ we do not mean that it is unique
but only that its length is minimal among the lengths of all the curves that
connect the two fibers. It now follows from the first observation that a shortest
curve between two fibers of Π is a horizontal geodesic.
Finally, let ψt be a horizontal lift of a geodesic ρt. Since ρt can be
partitioned into shortest length segments, the lift admits a corresponding
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partition into segments which are shortest curves between the fibers containing
respective segments endpoints. The segments of ψt are thus horizontal
geodesics and, accordingly, so is ψt.
Remark. We have seen that the metric momentum, in a sense, measures the
angles by which a curve penetrates the fibers of Π. One might wonder if
the moment of inertia tensor has a geometric interpretation as well. This is
indeed the case. If we fix an amplitude ψ, then Lψ(U) = ψU is an embedding
of the symmetry group onto the fiber of Π containing ψ. We can pull back G
via this embedding to a metric L∗ψG on U(k). The pull-back metric is right
invariant and, thus, is determined by its values on the Lie algebra of U(k).
On the Lie algebra, the pull-back metric is given by the moment of inertia
tensor: L∗ψG(ξ1, ξ2) = Iψ(ξ1)ξ2.
3.1.4 The Hilbert-Schmidt metric
A most important example (in this thesis the most important example) of
a bi-invariant Riemannian metric on Wk is given by the real part of the
Hilbert-Schmidt Hermitian product
Ghs(ψ˙1, ψ˙2) =
1
2 tr
(
ψ˙†1ψ˙2 + ψ˙†2ψ˙1
)
. (3.11)
The orthogonal complement of the vertical bundle is an Ehresmann connection
and the projection of Ghs is adjoint invariant. In the next section we will
see that the projection of Ghs on the space of faithful density operators is
proportional to the quantum Fisher information metric. We will from now on
refer to Ghs as the Hilbert-Schmidt metric.
Geodesics of the Hilbert-Schmidt metric
The purification space Wk is an open, dense subset of the unit sphere in Lk,
and geodesics of the Hilbert-Schmidt metric on Wk are ‘great arcs’. In other
words, up to reparameterization, every geodesic ψt in Wk is of the form
ψt =
(τ − t)ψ0 + tψτ
‖(τ − t)ψ0 + tψτ‖hs . (3.12)
The denominator is the Hilbert-Schmidt norm of the numerator, i.e., the
square root of the Hilbert-Schmidt product of the numerator with itself. A
straightforward calculation shows that the curve ψt is horizontal according to
the mechanical connection associated with the Hilbert-Schmidt metric if, and
only if, ψ†0ψτ = ψ†τψ0.
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The Hilbert-Schmidt symplectic form
Had we defined Ghs as four times the real part of the Hilbert-Schmidt product,
the projection onto the faithful density operators would have been exactly
the quantum Fisher information metric (2.18). The reader might wonder
why we did not define Ghs so that this relation holds. Well, the choice of
proportionality factor made here is for ‘geometrical convenience’. For example,
when Wk is equipped with the metric (3.11), great circles have length 2pi, as
in the Euclidian case, and the area of Wk agrees with the Euclidean area of
the (2nk − 1)-dimensional unit sphere, namely 2pink/(nk − 1)!.
Interestingly, another choice of proportionality factor is suggested by the
most fundamental equation in quantum mechanics: Any positive multiple of
the imaginary part of the Hilbert-Schmidt product is a symplectic form on
Lk. If we select the symplectic form which is twice the imaginary part,
Ωhs(ψ˙1, ψ˙2) = −i tr
(
ψ˙†1ψ˙2 − ψ˙†2ψ˙1
)
, (3.13)
then for every observable A, the flow lines of the Hamiltonian vector field
associated with the expectation value function Eψ(A) = tr(ψ†Aψ) satisfy the
Schrödinger equation iψ˙ = Aψ. Thus (3.13) seems like a natural choice of
symplectic structure on Lk. Now, the metric which is compatible with Ωhs,
i.e., which together with Ωhs and i form a Kähler structure (see [19, Ch. 8] and
Section 6.2.5) is the one given by twice the real part of the Hilbert-Schmidt
product. We will refer to Ωhs as the Hilbert-Schmidt symplectic form.
3.2 Parallel transport and holonomy
If ρt is a curve of density operators having rank k and if ψ0 is an amplitude
of the initial density operator, there is a unique curve of amplitudes ψt in Wk
which extends from ψ0, projects onto ρt and which is everywhere horizontal:
ψ˙t ∈ HψtWk. See [20, Ch. II, Sec. 3, Prop. 3.1]. This curve is the horizontal
lift of ρt extending from ψ0. The existence and uniqueness of horizontal lifts
can be abstracted in an operator Γ which sends each ψ0 in the fiber over ρ0
to the final amplitude in the horizontal lift of ρt that extends from ψ0, see
Figure 3.1. The operator Γ is the parallel transport operator associated with
ρt. (We will write Γ[ρt] when we want to emphasize that Γ depends on ρt.)
The parallel transport operator commutes with the symmetry group action:
ΓRU = RUΓ. (3.14)
This is so because RU sends each horizontal lift of ρt to another horizontal
lift of ρt.
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Figure 3.1: Parallel transport in the standard purification bundle. The parallel
transport operator connects the initial and the final (and, in fact, all the
intermediate) fibers of ρt in a way that is determined by ρt and the connection.
Thus, it encodes geometric properties ρt. For a closed ρt, the holonomy at ψ0
is defined by Γ(ψ0) = ψ0Hψ0 .
If ρt is closed, the parallel transport operator maps the fiber over ρ0 onto
itself. We define the holonomy of ρt based at the amplitude ψ0 to be the
unitary Hψ0 in U(k) defined by Γ(ψ0) = ψ0Hψ0 , see Figure 3.1. As indicated,
the holonomy depends on the initial amplitude. (Of course, the holonomy also
depends on the curve ρt. And when we want to emphasize this, or distinguish
it from the holonomy of another curve, we will write Hψ0 [ρt].) Moreover, the
holonomy transforms covariantly under changes of initial amplitude:
Hψ0U = U †Hψ0U. (3.15)
Given that we know the connection form and that we have an explicit lift,
we can directly write down a horizontal lift; if ψt is a lift of ρt, then
ψht = ψt Texp
(
−
∫ t
0
dtA(ψ˙t)
)
(3.16)
is a horizontal lift of ρt. Here Texp is the positively time-ordered exponential.
The parallel transport of the initial amplitude is, thus,
Γ(ψ0) = ψτ Texp
(
−
∫ τ
0
dtA(ψ˙t)
)
. (3.17)
And the holonomy is
Hψ0 = (ψ
†
0ψ0)−1ψ†0ψτ Texp
(
−
∫ τ
0
dtA(ψ˙t)
)
. (3.18)
Since the holonomy is not invariant under changes of initial amplitude, it
is not measurable, even indirectly. However, by applying an adjoint invariant
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function to the holonomy one can assign a quantity to a closed curve of
density operators which is measurable, at least in principle. Examples of such
functions are the trace and the determinant; the scalars trHψ0 and detHψ0
do not depend on the initial amplitude ψ0. Next we will introduce another
quantity related to holonomy which does not depend on the initial amplitude,
namely the geometric phase.
3.2.1 Geometric phase
The geometric phase factor of a curve of density operators ρt is
Φgeo[ρt] = tr(ψ†0Γ(ψ0)). (3.19)
Here, ψ0 is any amplitude of the initial density operator. The argument of
the geometric phase factor is called the geometric phase of ρt:
θgeo[ρt] = arg Φgeo[ρt]. (3.20)
(We will often leave out the reference to the curve and simply write Φgeo and
θgeo for the geometric phase factor and geometric phase of ρt.) The geometric
phase is only defined if the geometric phase factor does not vanish, and then
only up to addition of integer multiples of 2pi. If ρt is a closed curve, the
geometric phase factor and the geometric phase can be expressed in terms of
the holonomy of the curve:
Φgeo = tr(ψ†0ψ0Hψ0), (3.21a)
θgeo = arg tr(ψ†0ψ0Hψ0). (3.21b)
Obviously, the geometric phase factor contains less information about the
curve ρt than the holonomy. On the other hand, it is invariant under changes
of initial amplitude, and, therefore, is potentially measurable, if only indirectly.
The literature on geometric phase and its usage in physics is overwhelming.
Some collective references of relevance for the current exposition are [15,40,41].
3.2.2 The holonomy group
Let ρt and σt be two closed curves in Sk with a common initial density
operator ρ0 = σ0. The product of ρt and σt is the curve (ρ ∗ σ)t defined as
(ρ ∗ σ)t =
ρ2t 0 ≤ t ≤ τ/2,σ2t−τ τ/2 ≤ t ≤ τ. (3.22)
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The product curve is also a closed curve at ρ0 = σ0 and, hence, its parallel
transport operator sends the fiber over the common initial density operator
onto itself. Uniqueness of solutions to ordinary differential equations implies
that Γ[(ρ ∗ σ)t] = Γ[σt]Γ[ρt]. Then, commutativity of the parallel translation
operators with the right action of the symmetry group yields
Hψ0 [(ρ ∗ σ)t] = Hψ0 [σt]Hψ0 [ρt]. (3.23)
The group of all unitaries that can be realized as holonomies at ψ0 of closed
curves at ψ0ψ†0 is the holonomy group at ψ0. We denote this group Hol(ψ0).
The holonomy group is a subgroup of U(k). A shift of the initial amplitude
changes the holonomy group into a conjugate subgroup of U(k).
3.3 Complementary purification
For any amplitude ψ in Wk, the product ψ†ψ is a faithful density operator
on Hk. Let Sc be the space of faithful density operators on Hk. The comple-
mentary purification bundle is the principal fiber bundle Πc from Wk onto
Sc defined by
Πc(ψ) = ψ†ψ. (3.24)
The symmetry group of Πc is U(H), the group of unitary operators on H,
which acts from the left on Wk by operator postcomposition, LU(ψ) = Uψ.
The complementary purification bundle will play different roles in subsequent
chapters. In Chapter 4 we will analyze the geometry of the complementary
purification bundle to a considerable extent in the case of faithful density
operators. Here we restrict ourselves to introducing some notation which will
be useful in Chapter 5.
Let p be a weight spectrum of length k for density operators on H
and let P = (P1, P2, . . . , Pl) and m = (m1,m2, . . . ,ml) be the corresponding
eigenvalue and degeneracy spectrum, respectively. An eigenprojector spectrum
λ = (λ1, λ2, . . . , λl) for density operators on Hk is called compatible with
p and m if the rank of each λa equals the degeneracy ma. Given such a
compatible eigenprojector spectrum we write Wp;λ for the fiber of Πc over∑
a P
aλa. That is,
Wp;λ =
{
ψ ∈ Wk : ψ†ψ = ∑
a
P aλa
}
. (3.25)
A key observation which will be investigated in greater detail in Chapter 5,
and which will culminate in a holonomy theory for isospectral mixed states,
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is that the standard purification bundle restricts to a fiber bundle Πp;λ from
Wp;λ onto Sp. The symmetry group of Πp;λ is the group Uλ of all the unitary
operators on Hk which commute with the projections in λ.
By varying the eigenprojector spectrum λ we obtain different but isomor-
phic bundles over the unitary orbit Sp. One might wonder what happens if
we keep the eigenprojector spectrum λ fixed but vary the eigenvalue spectrum
among the ones compatible with λ. One then obtains a fiber bundle over
the space Sm of all the density operators which have degeneracy spectrum
m. More precisely, if Scλ is the space of density operators on Hk which have
eigenprojector spectrum λ, and Wλ is the preimage of Scλ under the under
the complementary bundle, i.e.,
Wλ =
{
ψ ∈ Wk : ψ†ψ ∈ Scλ
}
, (3.26)
the standard purification bundle restricts to a principal fiber bundle Πλ from
Wλ onto Sm. The symmetry group of Πλ is again Uλ.
Chapter 4
Monotone geometries
In quantum mechanics, the admissible transformations of states are called
quantum channels [36]. Examples of quantum channels are unitary trans-
formations, partial traces, and state reductions due to measurements. The
formal definition of a quantum channel is the following. Let H1 and H2 be
Hilbert spaces. A quantum channel E from H1 to H2 is a linear map from the
space of operators on H1 to the space of operators on H2 which is completely
positive and trace preserving. Complete positivity is the requirement that for
every Hilbert space H and every positive operator A on H1⊗H, the operator
(E ⊗ 1)(A) is a positive operator on H2 ⊗ H. That E is trace preserving
means that tr E(B) = trB for every operator B on H1. These two properties
guarantee that E takes density operators on H1 to density operators H2.
In quantum mechanics it is assumed that a quantum channel cannot make
two quantum states more distinguishable. This is equivalent to the assumption
that information processing cannot increase the amount of information [36].
Thus, when a system passes through a channel, information about its state
can be lost but not gained. Therefore, a distance function which is assumed
to measure the distinguishability between two states must be monotone. A
distance function dist on density operators is monotone if for every quantum
channel E , dist(E(ρ1), E(ρ2)) ≤ dist(ρ1, ρ2) whenever the two sides of the
inequality makes sense. If the distance function comes from a Riemannian
metric g, the distance function is monotone if, and only if, g is monotone.
That is, if g(dE(ρ˙1), dE(ρ˙2)) ≤ g(ρ˙1, ρ˙2). We call the geometry of a monotone
metric a monotone geometry. It turns out that every monotone metric on the
space faithful density operators Sn can be obtained as the projection of the
Hilbert-Schmidt metric relative an appropriate choice of connection in the
standard purification bundle [42–44]. Here we will review this result. Special
attention will be given to the three most important monotone geometries. In
this chapter we restrict our study to the space of faithful density operators.
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Moreover, we assume that the purification amplitudes have domain and
support in the same Hilbert space.
4.1 Bures geometry
The quantum Fisher information metric (2.18) is the most important metric
in quantum information geometry. The quantum Fisher information metric
appears, e.g., in the fundamental quantum Cramer-Rao bound: Consider a
system whose state depends on an unknown, continuous parameter λ whose
value we want to infer by measuring a suitable observable—an “estimator”.
A theorem in quantum estimation theory states that the variance of the
estimator is lower bounded by the quantum Cramer-Rao bound 1/(MF(λ)),
see, e.g., [37, Ch.VIII, Sec. 4]. M is the number of times the measurement
is repeated and F(λ) is the quantum Fisher information. If the state of the
system is ρλ, the quantum Fisher information is the squared speed of ρλ in
the quantum Fisher information geometry:
F(λ) = gf(ρ˙λ, ρ˙λ). (4.1)
In Section 3.1.4 we mentioned that the quantum Fisher information metric
is proportional to the projection of Ghs when the connection is the mechanical
connection of Ghs. The projection is called the Bures metric (which, thus,
is essentially the same as the quantum Fisher information metric). In this
section we will review some basic properties of the Bures geometry.
4.1.1 The Bures metric
Let the connection of the standard purification bundle be the mechanical
connection associated with the Hilbert-Schmidt metric Ghs. That is, let the
horizontal bundle be the orthogonal complement of the vertical bundle with
respect to Ghs. Then, a tangent vector ψ˙ at ψ is horizontal if and only if
ψ˙†ψ = ψ†ψ˙. (4.2)
This follows immediately from the requirement that Ghs(ψ˙, ψξ) = 0 for every
skew-Hermitian operator ξ. Every solution of Eq. (4.2) is of the form ψ˙ = 12Lψ
where L is a Hermitian operator. Furthermore, L must have a vanishing
expectation value at ρ = ψψ† for otherwise ψ˙ will not be tangential to Wn.
The projection of ψ˙ is
dΠ(ψ˙) = ψ˙ψ† + ψψ˙† = 12{ρ, L}. (4.3)
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Hence, L is the symmetric logarithmic derivative of dΠ(X), c.f., Eq. (2.16).
Let gb be the projection of Ghs. According to Eq. (4.3), the horizontal
lift of a tangent vector ρ˙ at ρ to the amplitude ψ is 12Lρ˙ψ where Lρ˙ is the
symmetric logarithmic derivative of ρ˙. Consequently,
gb(ρ˙1, ρ˙2) = Ghs
(
1
2Lρ˙1ψ,
1
2Lρ˙2ψ
)
= 18 tr
(
ρ {Lρ˙1 , Lρ˙2}
)
. (4.4)
A comparison with Eq. (2.18) tells us that the Bures metric is one quarter of
the quantum Fisher information metric. By Eqs. (2.15) and (2.16), alternative
formulas for the Bures metric are
gb(ρ˙1, ρ˙2) =
1
4 tr(ρ˙1Lρ˙2) =
1
2 tr
(
ρ˙1(Lρ +Rρ)−1ρ˙2
)
. (4.5)
Since the Bures and the quantum Fisher information metrics are proportional,
the corresponding geometries are essentially the same.
The commutative manifold and the unitary orbit of a density operator ρ
are perpendicular relative to the Bures metric. To see this let ρ˙c and ρ˙u be
tangent vectors in TcρSn and TuρSn, respectively. According to Eq. (2.14), the
symmetric logarithmic derivative of ρ˙c is ρ˙cρ−1 and, hence, the horizonal lift
of ρ˙c to
√
ρ is 12 ρ˙ρ
−1/2. Furthermore, by Eq. (3.16), writing ρ˙u = −i[A, ρ] for
some Hermitian A, the horizontal lift of ρ˙u to
√
ρ is −iA√ρ−√ρAb(−iA√ρ ).
A straightforward calculation shows that
Ghs
(
1
2 ρ˙ρ
−1/2,−iA√ρ−√ρAb(−iA√ρ )
)
= 0. (4.6)
Bures distance
In Section 3.1.4 we proved that if the standard purification bundle is equipped
with the mechanical connection of some right invariant metric, the geodesics
of the projected metric lift to horizontal geodesics in the purification space.
This result applies to the situation considered here; Bures geodesics lift to
horizontal Hilbert-Schmidt geodesics.
Recall that a horizontal Hilbert-Schmidt geodesic in Wn has, possibly
after a reparameterization, the form in Eq. (3.12) for some amplitudes ψ0 and
ψτ which satisfy ψ†0ψτ = ψ†τψ0. The shortest geodesic connecting the fibers
over ρ0 and ρτ must be such that ‖ψ0 − ψτ‖2hs = 2 − 2 tr(ψ†0ψτ ) is minimal.
The minimal norm is attained if
tr(ψ†0ψτ ) = | tr(ψ†0ψτ )| = max
U
{
| tr(ψ†0ψτU)|
}
. (4.7)
The maximum is taken over all unitaries on H. A theorem of Uhlmann [45]
states that the right hand side of Eq. (4.7) equals the fidelity of ρ0 and ρτ :
F (ρ0, ρτ ) = ‖√ρ0√ρτ‖tr = tr
√√
ρτρ0
√
ρτ . (4.8)
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The norm in this definition is the trace norm, defined by ‖A‖tr = tr
√
A†A.
We can now write down a formula for the Bures distance between ρ0 and ρτ :
distb(ρ0, ρτ ) = arccos Re tr(ψ†0ψτ ) = arccosF (ρ0, ρ1). (4.9)
4.1.2 Uhlmann holonomy and geometric phase
Let ψ˙ be a tangent vector at ψ in Wn. The tangent vector has a unique,
orthogonal decomposition ψ˙ = 12Lψ+ψξ where where L is Hermitian and ξ is
skew-Hermitian. The first term is the horizontal part of ψ˙ and the second term
is the vertical part. The Bures connection form is the u(H)-valued one-form
Ab defined by Ab(ψ˙) = ξ, and the operator L is the symmetric logarithmic
derivative of the projection dΠ(ψ˙) = ψ˙ψ† + ψψ˙†. Thus, by Eq. (2.17),
Ab(ψ˙) = ψ−1
(
ψ˙ −
∫ ∞
0
dt e−tψψ†
(
ψ˙ψ† + ψψ˙†
)
e−tψψ
†
ψ
)
. (4.10)
An alternative formula can be derived from the observation
{ψ†ψ,Ab(ψ˙)} = ψ†ψ˙ − ψ˙†ψ. (4.11)
The superoperator Lψ†ψ +Rψ†ψ is invertible and, hence,
Ab(ψ˙) = (Lψ†ψ +Rψ†ψ)−1(ψ†ψ˙ − ψ˙†ψ)
= (Lψ†ψ +Rψ†ψ)−1
(
Lψ†ψ
(
ψ−1ψ˙
)
−Rψ†ψ
(
(ψ−1ψ˙)†
))
.
(4.12)
Let ρt be a curve of faithful density operators. According to Eq. (3.17),
the parallel transport operator associated with ρt is
Γ(ψ0) = ψτ Texp
(
−
∫ τ
0
dtAb(ψ˙t)
)
, (4.13)
where ψt is any lift of ρt which extends from ψ0. If ρt is closed, the holonomy
of ρt at ψ0 is thus given by
Huhψ0 = ψ
−1
0 ψτ Texp
(
−
∫ τ
0
dtAb(ψ˙t)
)
. (4.14)
We will call this the Uhlmann holonomy of ρt [7, 9]. Hence the superscript
“UH”. The Uhlmann geometric phase factor and geometric phase are [8, 11]
Φuhgeo = tr
(
ψ†0Γ(ψ0)
)
= tr
(
ψ†0ψ0H
uh
ψ0
)
, (4.15a)
θuhgeo = arg Φuhgeo = arg tr
(
ψ†0ψ0H
uh
ψ0
)
. (4.15b)
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Hübner’s formula
The curve ρt has a canonical closed lift to Wn, namely the lift which at each
instant t is given by the square root of ρt. If we expand ρt as an incoherent
orthonormal ensemble of pure states ρt =
∑
a p
a
t |ψa;t〉〈ψa;t|, the square root lift
has the expansion √ρt = ∑a√pat |ψa;t〉〈ψa;t|. Then, according to Eq. (4.11),
〈ψa;t|{ρt,Ab( ddt
√
ρt )}|ψb;t〉 = 〈ψa;t|[√ρt, ddt
√
ρt ]|ψb;t〉. (4.16)
From this we can deduce Hübner’s formula [46]:
Ab
(
d
dt
√
ρt
)
=
∑
a,b
1
pat + pbt
|ψa;t〉〈ψa;t|[√ρt, ddt
√
ρt ]|ψb;t〉〈ψb;t|. (4.17)
4.1.3 Uhlmann’s quantum speed limit
Consider a curve of faithful density operators ρt generated by a Hamiltonian:
iρ˙t = [H, ρt]. (4.18)
We can lift ρt to a solution ψt satisfying the Schrödinger equation iψ˙t = Hψt.
The solution is not Bures horizontal. For if we plug the velocity of ψt into
the horizontality equation (4.2), it reduces to 2iψ†tHψt = 0 which, since ψt is
invertible, implies that H = 0. According to Eq. (3.16), a horizontal lift of ρt
is given by
ψht = ψt Texp
(
−
∫ t
0
dtAb(ψ˙t)
)
. (4.19)
We define σt to be the complementary projection of the horizontal lift, i.e.,
σt = ψh†t ψht . We further define the Hermitian operator A as
A = iTexp
(
−
∫ t
0
dtAb(ψ˙t)
)†
Ab(ψ˙t) Texp
(
−
∫ t
0
dtAb(ψ˙t)
)
. (4.20)
Differentiation of Eq. (4.19) then yields iψ˙ht = (Hψht − ψht A). Furthermore,
since the velocity field of the horizontal lift satisfies Eq. (4.2),
2ψh†t Hψht = {σt, A}. (4.21)
It follows that
tr(ψ˙h†t ψ˙ht ) = tr(ρtH2) + tr(σtA2)− tr(2ψh†t Hψht A)
= tr(ρtH2)− tr(σtA2).
(4.22)
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Note that the left hand side is the square of the Bures speed of ρt. Taking
the trace of both sides of (4.21) shows that tr(ρtH) = tr(σtA). Thus,
varρt(H) = tr(ρtH2)− tr(ρtH)2
= gb(ρ˙t, ρ˙t) + tr(σtA2)− tr(σtA)2
≥ gb(ρ˙t, ρ˙t).
(4.23)
We conclude that
distb(ρ0, ρτ ) ≤
∫ τ
0
dt
√
gb(ρ˙t, ρ˙t) ≤ τ∆E, (4.24)
where ∆E is the time-average of the energy uncertainty along ρt. The
inequality
τ ≥ distb(ρ0, ρτ )∆E (4.25)
is “the Uhlmann quantum speed limit” [47].
4.2 Wigner-Yanase geometry
The standard purification bundle over the faithful density operators is trivial;
a trivialization from Sn × U(H) onto Wn is given by (ρ, U) → √ρU . The
domain of the trivialization is the total space of the trivial bundle (ρ, U)→ ρ.
The tangent bundle of Sn×U(H) canonically splits into the direct sum of TSn
and TU(H). The latter is the vertical bundle of the trivial bundle projection.
We can then take TSn as the horizontal bundle. This bundle is an Ehresmann
connection. The image of TSn under the differential of the trivialization is
thus a connection in the standard purification bundle. For reasons that will
soon be clear we call this connection the Wigner-Yanase connection.
The section ρ→ (ρ,1) is a global horizontal lift of Sn into the total space
of the trivial bundle. Therefore, the square root section s(ρ) = √ρ is a global
horizontal lift of Sn into Wn. This means that if ρt is a curve of faithful
density operators, then √ρt is a horizontal lift of ρt. Since √ρt is a closed
curve if ρt is a closed curve, the holonomy groups of the Wigner-Yanase
connection are all trivial. Nevertheless, we can obtain an interesting geometry
on Sn by projecting down the Hilbert-Schmidt metric.
4.2.1 The Wigner-Yanase metric
The Wigner-Yanase metric gwy on Sn is the projection of the Hilbert-Schmidt
metric relative to the Wigner-Yanase connection. The horizontal lifts of the
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tangent vectors ρ˙1 and ρ˙2 at ρ to
√
ρ are ds(ρ˙1) and ds(ρ˙2), respectively. We
hence have that
gwy(ρ˙1, ρ˙2) = Ghs(ds(ρ˙1), ds(ρ˙2)). (4.26)
Recall that the tangent space at ρ splits into the direct sum of the tangent
spaces of the unitary orbit and the commutative manifold of ρ. For a tangent
vector ρ˙c which is tangential to the commutative manifold at ρ we have that
ds(ρ˙c) = 12 ρ˙cρ
−1/2 and, hence, that
gwy(ρ˙c, ρ˙c) =
1
4 tr
(
(ρ˙c)2ρ−1
)
= 14 tr
(
ρ˙cLρ˙c
)
. (4.27)
If ρ˙u is tangential to the unitary orbit at ρ, and ρ˙u = −i[A, ρ] with A
Hermitian, then ds(ρ˙u) = −i[A,√ρ ]. Hence,
gwy(ρ˙u, ρ˙u) = − tr
(
[A,√ρ ]2
)
. (4.28)
The tangent spaces of the commutative manifold and the unitary orbit are
perpendicular relative gwy. This follows immediately from the observation
Ghs
(
1
2 ρ˙ρ
−1/2,−i[A,√ρ ]
)
= 0. (4.29)
Consequently, if we decompose a tangent vector ρ˙ at ρ into its commutative
and orbital parts, ρ˙ = ρ˙c + ρ˙u, and ρ˙u = −i[A, ρ], we find that
gwy(ρ˙, ρ˙) =
1
4 tr
(
ρ˙cLρ˙c
)
− tr
(
[A,√ρ ]2
)
. (4.30)
We recognize the second term in this expansion as twice the Wigner-Yanase
skew-information of ρ with respect to the observable represented by A. Hence
the name “Wigner-Yanase metric”. The Wigner-Yanase skew-information was
introduced by Wigner and Yanase [48] as a measure of the noncommutativity
of ρ and A. We write Iwy(ρ,A) for the Wigner-Yanase skew-information:
Iwy(ρ,A) = −12 tr
(
[A,√ρ ]2
)
= tr(ρA2)− tr(√ρA√ρA). (4.31)
The Wigner-Yanase distance function
Equation (4.26) says that the Wigner-Yanase metric is the pull back of the
Hilbert-Schmidt metric by the square root section. Therefore, the geodesic
distance between ρ0 and ρτ is the infimum of the Hilbert-Schmidt lengths of
curves in the image of the square root section which extend from √ρ0 to √ρτ .
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In general, this type of ‘constrained’ variational problem is difficult to solve.
But, luckily, our knowledge of spherical geometry helps us at this point.
We know that, up to reparameterization, the shortest curve in Wn con-
necting √ρ0 to √ρτ is of the form
ψt =
(τ − t)√ρ0 + t√ρτ
‖(τ − t)√ρ0 + t√ρτ‖hs . (4.32)
The distance between ρ0 to ρτ is thus bounded from below by the Hilbert-
Schmidt length of ψt. The initial and final amplitudes in ψt are, by construc-
tion, the square roots of their projections. But so are also all the intermediate
amplitudes (i.e, every ψt is a positive semi-definite, Hermitian operator). In
other words, each ψt is contained in the image of the square root section. We
conclude that the Wigner-Yanase distance between √ρ0 and √ρτ equals the
Hilbert-Schmidt length of ψt. That is,
distwy(ρ0, ρτ ) = arccos
(
tr(√ρ0√ρτ )
)
. (4.33)
Notice that the trace is nonnegative since √ρ0√ρτ is positive semi-definite.
The quantity A(ρ1, ρ2) = tr(
√
ρ1
√
ρ2 ) is called the affinity of ρ1 and ρ2.
4.2.2 A quantum speed limit involving the Wigner-
Yanase skew-information
A quantum speed limit can be derived from Eq. (4.30). Suppose that ρt
satisfies Eq. (4.18). The final time is then bounded from below:
τ ≥ distwy(ρ0, ρτ )〈√
2 Iwy(ρt, H)
〉 . (4.34)
The denominator is the time-average of the square root of twice the Wigner-
Yanase skew-information over the interval 0 ≤ t ≤ τ . For qubits this is a
weaker speed limit than that of Uhlmann which we derived in Section 4.1.3,
see [49]. But if this is the case in general is not known.
4.3 The complementary geometry
A third monotone geometry can be obtained from the observation that the
kernel bundle of the mechanical connection on the complementary purification
bundle is also a connection in the standard purification bundle.
Recall from Section 3.3 that the complementary purification bundle over
Sn is the left U(H)-principal bundle Πc which sends the amplitude ψ in Wn
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to ψ†ψ in Sn. The complementary vertical space at ψ is the space VcψWn of
all the tangent vectors at ψ which get annihilated by the differential of Πc.
We have, in analogy with Eq. (3.4), that
VcψWn = {ξψ : ξ ∈ u(H)}. (4.35)
We define the horizontal space HcψWn as the orthogonal complement of VcψWn
with respect to the Hilbert-Schmidt metric. A vector ψ˙ at ψ is then horizontal
if ψψ˙† = ψ˙ψ†. This condition is equivalent to ψ˙ = 12ψR for some Hermitian
operator R. The operator must satisfy tr(ψ†ψR) = 0. We will next show that
the union of all the horizontal spaces is an Ehresmann connection for Π.
The first requirement is that HcψWn should be complementary to VψWn,
the vertical space of Π at ψ. This follows from the observations that the
dimensions of VψWn and HcψWn sum up to the dimension of Wn and that
VψWn and HcψWn only have the zero-vector in common (since u(H) and h(H)
only have the zero-operator in common). The second requirement is that the
horizontal bundle should be preserved by the action of the symmetry group.
This is also the case. For if ψ˙ belongs to HcψWn and U is any unitary, then
dRU(ψ˙) = ψ˙U is a horizontal vector at ψU :
(ψU)(ψ˙U)† − (ψ˙U)(ψU)† = ψψ˙† − ψ˙ψ† = 0. (4.36)
We conclude that dRU sends HcψWn into HcψUWn.
4.3.1 The complementary metric
The horizontal lift of a tangent vector ρ˙ at ρ to an amplitude ψ is
ψ˙h = 12 ρ˙(ψ
†)−1. (4.37)
Let gc be the projection of the Hilbert-Schmidt metric. Then, for ρ˙1 and ρ˙2
at ρ having horizontal lifts ψ˙h1 and ψ˙h2 , respectively,
gc(ρ˙1, ρ˙2) = Ghs(ψ˙h1 , ψ˙h2 ) =
1
8 tr
(
ρ−1(ρ˙†1ρ˙2 + ρ˙†2ρ˙1)
)
. (4.38)
If, in particular, ρ˙1 is tangential to the commutative manifold of ρ and ρ˙2 is
tangential to the unitary orbit of ρ, so that ρ˙2 = −i[A, ρ] for some Hermitian
A, then the horizontal lifts of ρ˙1 and ρ˙2 to
√
ρ are 12 ρ˙ρ
−1/2 and 12 [A, ρ]ρ
−1/2,
respectively. By a straightforward calculation,
gc(ρ˙1, ρ˙2) = Ghs
(
1
2 ρ˙ρ
−1/2, 12 [A, ρ]ρ
−1/2) = 0. (4.39)
Thus, the commutative manifold and the unitary orbit of ρ are perpendicular
at ρ with respect to the complementary metric.
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4.3.2 Complementary connection form
Every tangent vector ψ˙ at ψ has a unique decomposition ψ˙ = ψ˙h+ψ˙v where ψ˙h
is horizontal and ψ˙v is vertical. The complementary connection Ac is defined
by ψ˙v = ψAc(ψ˙). According to Eq. (4.37), the horizontal component is
ψ˙h = 12
(
ψ˙ψ† + ψψ˙†
)
(ψ†)−1 = 12
(
ψ˙ + ψψ˙†(ψ†)−1
)
. (4.40)
Consequently, the complementary connection is
Ac(ψ˙) = ψ−1(ψ˙ − ψ˙h) = 12
(
ψ−1ψ˙ − (ψ−1ψ˙)†
)
. (4.41)
In particular, along the square root lift,
Ac
(
d
dt
√
ρt
)
= 12
[
(√ρt )−1, ddt
√
ρt
]
. (4.42)
A counterpart to Hübner’s formula (4.17) is
Ac
(
d
dt
√
ρt
)
= 12
∑
a,b
|ψa;t〉〈ψa;t|
[
(√ρt )−1, ddt
√
ρt
]
|ψb;t〉〈ψb;t|
= 12
∑
a,b
(
1√
pat
− 1√
pbt
)
|ψa;t〉〈ψa;t| ddt
√
ρt|ψb;t〉〈ψb;t|.
(4.43)
4.4 Qubits
In this section we illustrate the theory we have developed so far in the
simplest nontrivial case, namely that of a system in a mixed qubit state.
The geometrical intuition is greatly enhanced by the fact that the space
of density operators on a two-dimensional Hilbert space can be identified
with the three-dimensional Euclidean ball, named the Bloch ball by quantum
mechanics.1
4.4.1 The Bloch ball
Given an orthonormal basis {|0〉, |1〉} for the two-dimensional Hilbert space,
an explicit diffeomorphism from S2 onto the interior of the Bloch ball is
ρ→ r =
(
tr(ρσx), tr(ρσy), tr(ρσz)
)
. (4.44)
1Colleagues.
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The operators σx, σy and σz are the Pauli operators defined by
σx = |1〉〈0|+ |0〉〈1|, (4.45a)
σy = i(|1〉〈0| − |0〉〈1|), (4.45b)
σz = |0〉〈0| − |1〉〈1|. (4.45c)
We notice that the maximally mixed state is sent to the origin of the Bloch
ball. And the more pure the state is, the closer to the boundary of the Bloch
ball it ends up. In fact, the diffeomorphism (4.44) extends to the pure states.
These get sent to the surface of the Bloch ball, called the Bloch sphere.
The inverse diffeomorphism is
r = (x, y, z)→ ρ = 12(1 + r · σ). (4.46)
Here r ·σ is shorthand for xσx+yσy +zσz. We will use (4.46) to pull back the
Bures, the Wigner-Yanase, and the complementary metrics to the Bloch ball.
The pull-back metrics will also be denoted by gb, gwy, and gc, respectively.
Eigenvalues, eigenstates, inverse and square root
Writing r =
√
x2 + y2 + z2, the eigenvalues and eigenvectors of a density
operator given by the right hand side of (4.46) are
p0 = 12(1 + r), |ψ0〉 =
eiθ0√
2r(r + z)
(
(r + z)|0〉+ (x+ iy)|1〉
)
, (4.47a)
p1 = 12(1− r), |ψ1〉 =
eiθ1√
2r(r + z)
(
(x− iy)|0〉 − (r + z)|1〉
)
. (4.47b)
The phase factors eiθ0 and eiθ1 are arbitrary. Clearly, the formulas for the
eigenstates are valid only if z 6= −r. For z = −r,
|ψ0〉 = |1〉eiθ0 , (4.48a)
|ψ1〉 = |0〉eiθ1 . (4.48b)
Using the formulas in Eq. (4.47), one can easily write down formulas for the
inverse and the square root of a faithful density operator in terms of the
Euclidean coordinates; if ρ is given by the right hand side of (4.46), then
ρ−1 = 21− r2 (1− r · σ), (4.49a)
√
ρ =
√
1 + r +
√
1− r
2
√
2
(
1 + 1
1 +
√
1− r2 r · σ
)
. (4.49b)
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Figure 4.1: Unitary orbits and classical manifolds in the Bloch ball. The
unitary orbits correspond to the round subspheres of the Bloch ball which are
centered at the origin, while ‘most’ of the classical manifolds correspond to
the open, radial subintervals of the Bloch ball. Only the classical manifolds
of the pure states and the maximally mixed state are exceptional as these are
single element spaces.
Unitary orbits and classical manifolds
The unitary orbits in S2 correspond to the nested subspheres in the open
Bloch ball which are centered at the origin. Specifically, the unitary orbit
S(p0,p1) correspond to the subsphere of radius p0 − p1, see Figure 4.1. The
classical manifolds, on the other hand, correspond to the open radial intervals
(except for the classical manifold of the maximally mixed state). For instance,
if Λ0 = |0〉〈0| and Λ1 = |1〉〈1|, then S(Λ0,Λ1) corresponds to the intersection
of S2 and the positive z-axis. While if Λ0 = 12(|0〉 + |1〉)(〈0| + 〈1|) and
Λ1 = 12(|0〉 − |1〉)(〈0| − 〈1|), then S(Λ0,Λ1) corresponds to the intersection ofS2 and the positive x-axis, see Figure 4.1.
We can use the formulas (4.38) and (4.49a) to derive an expression for
the complementary metric in the Bloch ball; if r˙ is a tangent vector located
at a Euclidean distance r from the origin, then
gc(r˙, r˙) =
1
4(1− r2) r˙ · r˙. (4.50)
The “·” is the Euclidean inner product. Similarly, we can use (4.26) and
(4.49b) to derive an expression for the Wigner-Yanase metric. We distinguish
between the cases that r˙ is tangential to a classical manifold and that r˙ is
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tangential to a unitary orbit. (Remember that the classical and unitary strata
are perpendicular in the Wigner-Yanase geometry.) In the former case, r˙ is
a radial vector, and in the latter case, r˙ is tangential to a subsphere of the
Bloch ball. Straightforward calculations yield
gwy(r˙, r˙) =

1
4(1−r2) r˙ · r˙ if r˙ is classical,
1
(
√
1+r+
√
1−r)2 r˙ · r˙ if r˙ is unitary.
(4.51)
Finally, to derive formulas for the Bures metric in terms of the Euclidean
metric we use the following formula by Dittman [50] for the Bures metric:
gb(ρ˙, ρ˙) =
1
4
(
tr(ρ˙2) + 1det ρ(ρ˙− ρρ˙)
2
)
. (4.52)
Notice that this formula is valid only for qubits. In Euclidean coordinates,
gb(r˙, r˙) =

1
4(1−r2) r˙ · r˙ if r˙ is classical,
1
4 r˙ · r˙ if r˙ is unitary.
(4.53)
4.4.2 Holonomy of cyclicly evolving mixed qubit states
In this section we will calculate the Uhlmann and complementary holonomies
for a cyclic, unitary development of a mixed qubit state. (As was mentioned
before, the Wigner-Yanase holonomy is always trivial.) We will take as
the initial state ρ0 = p0|0〉〈0| + p1|1〉〈1|, where p0 > p1, corresponding to
r0 = (0, 0, p0 − p1) in the Bloch ball. Furthermore, to avoid complications
arising from the nonabelian character of the holonomy, we will apply a very
simple unitary propagator to the initial state, namely
Ut = cos(t)1 + i sin(t)σy, (4.54)
which causes r0 to trace out a circle in the xz-plane, see Figure 4.2.
Consider the curve ρt = Utρ0U †t . The square root lift is
√
ρt = Ut
√
ρ0U
†
t .
A straightforward calculation using Hübner’s formula (4.17) shows that the
Bures connection form is constant along the square root lift:
Ab
(
d
dt
√
ρt
)
= −i
(
1− 2
√
p0p1
)
σy. (4.55)
An application of the formula (4.43) shows that the same holds for the
complementary connection:
Ac
(
d
dt
√
ρt
)
= −i
(
1− 1
2
√
p0p1
)
σy. (4.56)
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Figure 4.2: A unitary development in the Bloch ball. The unitary operator
propagates the initial state in a round circle in the xz-plane.
The curve ρt is periodic with a period pi. We take the period as the final time,
τ = pi. (To calculate the holonomy for a loop over several periods we can
apply the group property (3.23).) The square root lift is closed and, hence,
by Eq. (4.14) the Uhlmann and complementary holonomies at √ρ0 are
Huh√ρ0 = Texp
(
−
∫ pi
0
dtAb
(
d
dt
√
ρt
))
= cos
(
pi
(
1− 2
√
p0p1
))
1 + i sin
(
pi
(
1− 2
√
p0p1
))
σy
(4.57)
and
Hc√ρ0 = Texp
(
−
∫ pi
0
dtAc
(
d
dt
√
ρt
))
= cos
(
pi
(
1− 1
2
√
p0p1
))
1 + i sin
(
pi
(
1− 1
2
√
p0p1
))
σy,
(4.58)
respectively. The corresponding geometric phase factors are
Φuhgeo = tr
(
ρ0H
uh√
ρ0
)
= cos
(
pi
(
1− 2
√
p0p1
))
, (4.59)
Φcgeo = tr
(
ρ0H
c√
ρ0
)
= cos
(
pi
(
1− 1
2
√
p0p1
))
, (4.60)
and, thus, the geometric phases are
θuhgeo = arg cos
(
pi
(
1− 2
√
p0p1
))
, (4.61)
θcgeo = arg cos
(
pi
(
1− 1
2
√
p0p1
))
. (4.62)
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The product p0p1 lies between 0 and 1/4 and, consequently, the comple-
mentary geometric phase will vanish, irrespective of the eigenvalue spectrum.
However, the Uhlmann geometric phase vanishes only for p0 < (2 +
√
3)/4.
If p0 > (2 +
√
3)/4, the Uhlmann phase is pi. By varying the spectrum,
the initial vector r0 in the Bloch ball will trace out concentric circles in the
xy-plane. For small values of the radius of the circles the geometric phase
is 0. But for r =
√
3/2, the phase suddenly jumps to pi. This ‘topological’
behavior of the Uhlmann phase for real qubit curves (see Section 5.4) has been
used as an argument that the Uhlmann phase can be used as an indicator
of a topological phase transition in certain classes of topological insulators
and superconductors [51–53]. However, the applicability of the Uhlmann
geometric phase to such systems has been questioned [3, 54].
4.5 The monotone geometries
A distance function dist on Sn is monotone if dist(E(ρ1), E(ρ2)) ≤ dist(ρ1, ρ2)
for every quantum channel E on H. For a distance function coming from a
Riemannian metric g, an equivalent definition is g(dE(ρ˙1), dE(ρ˙2)) ≤ g(ρ˙1, ρ˙2).
Petz [43] has classified the monotone Riemannian metrics on Sn. According to
this classification, there is a one-to-one correspondence between the symmetric,
operator-monotone functions and the monotone Riemannian metrics on Sn:
f ↔ gf . (4.63)
4.5.1 Petz classification theorem
An operator-monotone function is a real-valued function f on the positive
reals (0,+∞) which is such that A  B implies f(A)  f(B) for every pair
of positive operators A,B on H. The partial order is defined by A  B if
B − A is positive semi-definite. We further say that the operator-monotone
function is symmetric if f(x) = xf(x−1), and normalized if f(1) = 1.
The monotone metrics
Let f be a symmetric, operator-monotone function and let gf be the corre-
sponding monotone metric on Sn. This metric is at ρ defined by
gf (ρ˙1, ρ˙2) =
1
4 tr
(
ρ˙1Jfρ(ρ˙2)
)
, Jfρ ≡ Rρ−1f(LρRρ−1)−1. (4.64)
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See [43,55]. If f is normalized, then gf is proportional to the quantum Fisher
information metric on the classical manifolds:
gf (ρ˙, ρ˙) =
1
4gf(ρ˙, ρ˙) =
1
4 tr(ρ˙Lρ˙). (4.65)
We then say that the metric is Fisher information adjusted.
Three examples of monotone metrics
The symmetric, normalized, operator-monotone functions satisfy [56]
fc(x) =
2x
1 + x ≤ f(x) ≤ fb(x) =
1 + x
2 . (4.66)
For f = fb we have that Jfρ = 2(Lρ + Rρ)−1 and, hence, by Eq. (4.5), the
corresponding monotone metric gf is the Bures metric. At the other end of
(4.66), if f = fc, then Jfρ = 12(L−1ρ +R−1ρ ) and, by Eq. (4.38), the monotone
metric is the complementary metric. One can show that the greatest function
fb defines the smallest Riemannian metric and the smallest function fc defines
the largest Riemannian metric [57]. That is, for every normalized f ,
gb(ρ˙, ρ˙) ≤ gf (ρ˙, ρ˙) ≤ gc(ρ˙, ρ˙). (4.67)
An example of an operator-monotone function in-between fc and fb is
fwy(x) =
1
4(1 +
√
x )2. (4.68)
The corresponding monotone metric is the Wigner-Yanase metric.
4.5.2 The Dittmann-Rudolph-Uhlmann approach to
monotone metrics
In this section we will describe how every monotone metric on Sn can be
obtained as the projection of the Hilbert-Schmidt Riemannian metric relative
to a connection on the standard purification bundle. More precisely, to every
symmetric, operator-monotone function f we will assign a connection form
Af which is such the projection of the Hilbert-Schmidt metric equals gf . The
section consists of a very brief review of the main results in [42,44].
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Projected monotone metrics
Let f be a symmetric, operator-monotone function. Let p be the unique
positive function on the open interval (0,∞) satisfying
2f(x)(p(x)2 + x) = (p(x) + x)2, p(x−1) = p(x)−1, (4.69)
and set
r(x) = x
p(x) + x. (4.70)
We define a u(H)-valued connection form Af on the standard purification
bundle by assigning the skew-Hermitian operator
Af (ψ˙) = r(Lψ†ψR(ψ†ψ)−1)(ψ−1ψ˙)− r(Rψ†ψL(ψ†ψ)−1)((ψ−1ψ˙)†). (4.71)
to each tangent vector ψ˙ at ψ. One can show, see [44], that the projection of
the Hilbert-Schmidt metric with respect to Af is the monotone metric gf .
One can alternatively define Af as the mechanical connection of a Rie-
mannian metric on Wn. For if
k(x) = p(x)
2 + xp(x)
p(x)2 + x , (4.72)
then, for each amplitude ψ, the operator k(Lψψ†R(ψ†ψ)−1) leaves the tangent
space at ψ invariant, and Af is the mechanical connection of the metric
Gf (ψ˙1, ψ˙2) = Ghs
(
ψ˙1, k(Lψψ†R(ψ†ψ)−1)−1(ψ˙2)
)
. (4.73)
Clearly, the horizontal space at ψ is the image of k(Lψψ†R(ψ†ψ)−1) of the
Hilbert-Schmidt horizontal space at ψ, i.e., the Ghs-orthogonal complement
of VψWn. Therefore, a tangent vector ψ˙ is horizontal if, and only if,
ψ˙ = k(Lψψ†R(ψ†ψ)−1)
(
1
2Lψ
)
(4.74)
for some Hermitian L.
The Bures, Wigner-Yanase and canonical connection forms
The formulas (4.73) and (4.71) are somewhat simpler at ψ = √ρ. There,
Gf (ψ˙1, ψ˙2) = Ghs
(
ψ˙1, k(LρRρ−1)−1(ψ˙2)
)
, (4.75a)
Af (ψ˙) = r(LρRρ−1)(ρ−1/2ψ˙)− r(RρLρ−1)(ψ˙†ρ−1/2). (4.75b)
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The Bures metric is obtained for p(x) = 1. Then k(x) = 1, r(x) = x/(1+x),
f(x) = (1 + x)/2, and the connection assumes the form
Af (ψ˙) = (Lρ +Rρ)−1
(
Lρ(ρ−1/2ψ˙)−Rρ(ψ˙†ρ−1/2)
)
. (4.76)
This is the Bures connection form (4.12).
If p(x) = x, then k(x) = 2x/(1 + x), r(x) = 1/2, f(x) = 2x/(1 + x), and
the connection assumes the form
Af (ψ˙) = 12
(
ρ−1/2ψ˙ − ψ˙†ρ−1/2
)
. (4.77)
We recognize this as the canonical connection form (4.41).
Finally, if p(x) =
√
x, then k(x) = (1 +
√
x)/2, r(x) =
√
x/(1 +
√
x),
f(x) = (1 +
√
x)2/4, and
Af (ψ˙) =
√
LρRρ−1
1 +
√
LρRρ−1
(
ρ−1/2ψ˙
)
−
√
RρLρ−1
1 +
√
RρLρ−1
(
ψ˙†ρ−1/2
)
. (4.78)
This is the Wigner-Yanase connection form.
4.5.3 Extensions of monotone distance functions to
nonfaithful density operators
Whether all monotone distance functions can be extended to distance functions
on the entire space of density operators on H is not known. But both the
Bures and the Wigner-Yanase distance function do extend to the nonfaithful
density operators. For the formulas (4.9) and (4.33) make sense and define
proper distance functions on the whole of S. Moreover, they agree with the
Fubini-Study distance (see Eq. (1.8)) on the pure, unit-rank density operators.
However, the two distance functions differ in a fundamental respect. Namely,
only the Bures distance function is induced by a Riemannian metric defined
on a neighborhood of S in h(H). According to a result by Petz [58] (see
also [11]), the Bures distance function is the only monotone distance function
on S which is induced by a Riemannian metric which is Fisher information
adjusted and Fibini-Study metric adjusted (i.e., agrees with the Fubini-Study
metric on the tangent bundle of the space of pure states).
Post-measurement states and the Bures distance
In quantum mechanics, measurements are modeled as actions by positive
operator-valued measures, or POVMs for short. A POVM is a family of
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positive-semidefinite operators M = {Ma} labelled by the possible outcomes
a of the measurement. According to the Born rule [59], if the system is in
the state ρ, the outcome a is obtained with the probability tr(ρMa). This
rule, of course, presupposes that the elements of a POVM add up to the
identity operator. Here we will, in addition, assume that the elements of
M are projection operators. For example, M can consist of the eigenspace
projection operators of an observable.
If the outcome when measuring M on ρ is a we must, for consistency
with the repeatability property of projective measurements (see, e.g., [60,
Sec. 2.2]), assume that the state is ρa ≡MaρMa/ tr(ρMa) immediately after
the measurement. We call ρa the post-measurement state. However, to just
ensure that a second measurement of M gives the outcome a with certainty,
it is enough to assume that the support of the post-measurement state is
contained in the support of Ma. We will next show that ρa is, in a sense, the
state among the ‘potential post-measurement states’ which is closest to the
pre-measurement state ρ in the Bures geometry.
By a potential post-measurement state we mean any density operator
whose support is contained in the support of Ma. Now, the support of every
amplitude φ of a potential post-measurement state σ is also contained inside
the support of Ma and, hence, if ψ is an amplitude for ρ,
| tr(ψ†φ)|2 = | tr(ψ†Maφ)|2 = | tr((Maψ)†φ)|2 ≤ tr(ρMa). (4.79)
From this follows that distb(ρ, σ) ≥ arccos
√
tr(ρMa), according to Uhlmann’s
theorem. On the other hand, the inequality in (4.79) is saturated by the
amplitude φa = Maψ/
√
tr(ρMa) of ρa and, hence,
distb(ρ, ρa) = arccosF (ρ, ρa) = arccos
√
tr(ρMa) ≤ distb(ρ, σ). (4.80)
We conclude that among the potential post-measurement states, ρa is the one
which is closest to the pre-measurement state ρ.
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Chapter 5
Holonomy of isodegenerate
mixed states
Consider a curve of density operators ρt which have a common, i.e., t-
independent, nondegenerate weight spectrum. Letting p1, p2, . . . , pk be the
nonzero eigenvalues, the density operator ρt has a spectral decomposition
ρt =
∑
a
pa|ψa;t〉〈ψa;t|. (5.1)
The unit rank projectors |ψa;t〉〈ψa;t| are unique, being the orthogonal projec-
tion operators onto the eigenspaces of the ρts, but the pure states |ψa;t〉 are
not unique as they can be phase shifted without the projection operators
being affected. However, given the initial states |ψa;0〉, there are unique curves
of pure states that are horizontal in the sense of Aharonov and Anandan:
〈ψa;t|ψ˙a;t〉 = 0. (5.2)
Following Sjöqvist et al. [12] we call a spectral decomposition in which the
pure state curves are horizontal “parallel transported”. And we define the
geometric phase of a closed curve of density operators ρt with a parallel
transported spectral decomposition as
θgeo = arg
(∑
a
pa〈ψa;0|ψa;τ 〉
)
. (5.3)
The phase factors eiθa = 〈ψa;0|ψa;τ 〉 are the Aharonov-Anandan holonomies
of the projector curves. Below we will see that the diagonal matrix which has
these phase factors as its diagonal entries can be regarded a holonomy of ρt.
If the eigenvalues are t-independent but degenerate, the parallel transport
condition (5.2) needs to be modified [13]. In this case we say that a spectral
50 Holonomy of isodegenerate mixed states
decomposition (5.1) is parallel transported provided that
pa = pb =⇒ 〈ψa;t|ψ˙b;t〉 = 0. (5.4)
In other words, for each t the velocity vector of |ψa;t〉 should be perpendicular
to the eigenspace to which |ψa;t〉 belongs. Again, we define the geometric
phase for a closed curve of density operators with a parallel translated spectral
decomposition by Eq. (5.3).
Finally, if the eigenvalues change with t but the degeneracies remain
constant, we can generalize the parallel transport condition (5.4) as
pat = pbt =⇒ 〈ψa;t|ψ˙b;t〉 = 0. (5.5)
Then we define the geometric phase of a closed curve as
θgeo = arg
(∑
a
pa0〈ψa;0|ψb;τ 〉
)
. (5.6)
More generally, following Tong et al. [13], we define the geometric phase of any,
not necessarily closed, curve of density operators with a parallel transported
spectral decomposition as
θgeo = arg
(∑
a
√
pa0p
a
τ 〈ψa;0|ψa;τ 〉
)
. (5.7)
Clearly, the definition (5.7) reduces to that in Eq. (5.6) for closed curves, and
(5.6) reduces to the definition (5.3) if the spectrum is t-independent.
In the current chapter we will develop a holonomy theory for isodegenerate
mixed states, i.e., states which have a common degeneracy spectrum. The
parallel transport condition (5.5) will correspond to a horizontality condition
as given by a connection, and the geometric phase (5.7) will result from a
definition similar to the one in Eq. (3.19). The fiber bundle of the holonomy
theory can be regarded a reduction of Uhlmanns purification bundle. How-
ever, the connection is different from any of those constructed by Dittmann,
Rudolph and Uhlmann [42, 44], see Section 4.5. The theory developed in this
chapter provides an answer to the question asked in the concluding paragraph
in Chapter 5 of [15]. Main references for this chapter are [1, 2].
5.1 Holonomy of isospectral mixed states
In this section we develop a holonomy theory for isospectral mixed states.
It turns out that an appropriate starting point is the symplectic reduction
theorem of Marsden and Weinstein [61]. This theorem of classical mechanics
can be used to generate phase spaces for Hamiltonian dynamical systems
with continuous symmetries. We begin with some observations.
5.1 Holonomy of isospectral mixed states 51
(i) A curve ρt of density operators with a common eigenvalue spectrum
remains in the unitary orbit of the initial density operator. Therefore,
the curve is generated by a unitary propagator, ρt = Utρ0U †t . Let k be
the common rank of the density operators. The propagator Ut generates
lifts of ρt to Wk when it acts on amplitudes of ρ0.
(ii) Irrespective of the initial amplitude and the unitary propagator, the
lift remains in a fiber of the complementary purification bundle. Fur-
thermore, the standard purification projection maps the fiber onto the
unitary orbit of ρ0.
(iii) The fibers of the complementary purification bundle are submanifolds of
Lk. The space Lk is a symplectic manifold with a symplectic form Ωhs,
the Hilbert-Schmidt symplectic form (3.13). Now, the right action by
U(k) on Lk is symplectic, i.e., R∗UΩhs = Ωhs for all U in U(k). Moreover,
the action has an associated coadjoint-equivariant momentum map
whose level sets in Wk agree with the fibers of the complementary
purification projection.
The observations suggest an application of the Marsden-Weinstein symplectic
reduction theorem to (Lk,U(k),Ωhs).
5.1.1 The symplectic reduction theorem
Let G be a real Lie group with a Lie algebra g. Write g∗ for the space of
real-valued linear functions on g and let g → Ad∗g be the right coadjoint
representation of G on g∗, Ad∗g(µ) = µ ◦ Adg.
Let M be a manifold with a symplectic form Ω. Assume that G acts on M
from the right via transformations Rg. We say that the action is Hamiltonian
if the transformations are symplectic, i.e., if R∗gΩ = Ω, and the action has an
associated coadjoint-equivariant momentum map J. The momentum map is
a g∗-valued map on M and the coadjoint-equivariance requirement is that
J◦Rg = Ad∗g ◦J for all g in G. The symplectic reduction theorem by Marsden
and Weinstein [61] reads:
Assume that a Lie group G acts from the right on a manifold M with a
symplectic form Ω. Furthermore, assume that the action is Hamiltonian, that
µ is a regular value of the momentum map J, and that the isotropy group Gµ
of µ acts freely and properly discontinuously on the level set J−1(µ). Then the
projection pi from J−1(µ) onto the orbit space J−1(µ)/Gµ is a principal Gµ-
bundle. Moreover, the orbit space has a unique symplectic form ω characterized
by pi∗ω = Ω|J−1(µ).
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Recall that µ is a regular value of J if the differential of J maps the tangent
spaces at every point in the level set J−1(µ) onto g∗. The level set is then a
smooth manifold according to the inverse function theorem [39, Ch. I, Th. 2.1].
If the isotropy group Gµ, i.e., the group of all g in G for which Ad∗g(µ) = µ,
acts freely and properly discontinuously on J−1(µ), then also the orbit space
J−1(µ)/Gµ is a smooth manifold [20, Sec. I, Prop. 4.3].
5.1.2 Application of the symplectic reduction theorem
Define a u(k)∗ valued map J on Lk by declaring the action of J(ψ) on ξ in
u(k) to be J(ψ)ξ = −i tr(ψ†ψξ). The map J is coadjoint-equivariant since
J(ψU)ξ = −i tr(U †ψ†ψUξ) = −i tr(ψ†ψUξU †) = J(ψ) AdUξ. (5.8)
Furthermore, every J(ψ) is a regular value. To see this assume that the
differential of J maps the tangent space at some ψ into but not onto u(k)∗.
According to Riesz’ lemma [62, Ch. II, Th. II.4], there then exists a nonzero
ξ in u(k) such that dJ(ψ˙)ξ = 0 for all tangent vectors ψ˙ at ψ. But since
dJ(ψ˙)ξ = Ωhs(ψξ, ψ˙) and Ωhs is nondegenerate, this implies the contradictory
conclusion that ξ = 0.
Let UJ(ψ) be the right isotropy group of J(ψ):
UJ(ψ) = {U ∈ U(k) : Ad∗U J(ψ) = J(ψ)}
= {U ∈ U(k) : Uψ†ψ = ψ†ψU}. (5.9)
This group acts freely on the manifold J−1(J(ψ)) from the right, and properly
discontinuously because it is compact. Thus, the coset space J−1(J(ψ))/UJ(ψ)
is a manifold. By the Marsden-Weinstein reduction theorem, the quotient
map φ → φUJ(ψ) is a principal fiber bundle with symmetry group UJ(ψ).
Furthermore, the coset space comes equipped with a unique symplectic
structure whose pullback to J−1(J(ψ)) equals the restriction of Ωhs.
5.1.3 Bundles over isospectral mixed states
Let p be a weight spectrum of length k, let ψ be an amplitude for a density
operator in Sp, and let λ be the eigenprojector spectrum of ψ†ψ. In Section
3.3 we introduced the notation Wp;λ for the level set J−1(J(ψ)), which is also
the fiber of the complementary purification bundle over ψ†ψ. Moreover, we
introduced the notation Uλ for the isotropy group of J(ψ). The standard
purification bundle projection Π maps Wp;λ onto the unitary orbit Sp, and
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the following diagram is commutative:
Wp;λ
Wp;λ/Uλ Sp
φ→φUλ Π:φ→φφ†
φUλ→φφ†
(5.10)
The horizontal map in the diagram is a diffeomorphism and, consequently, the
restriction of Π toWp;λ is a principal fiber bundle with right acting symmetry
group Uλ. From now on we will write Πp;λ for the restriction of Π to Wp;λ.
An important observation is that the isomorphism class of Πp;λ does not
depend on the choice of the eigenprojector spectrum λ. Indeed, if λ′ is another
eigenprojector spectrum compatible with p, there is a unitary operator U on
Hk such that λ′ = U †λU . The isotropy groups Uλ′ and Uλ are U -conjugated,
i.e., Uλ′ = U †UλU , and RU restricts to an equivariant bundle map fromWp;λ
onto Wp;λ′ . In other words, the diagram
Wp;λ Wp;λ′
Sp
Πp;λ
RU
Πp;λ′
(5.11)
is commutative and RU†V U ◦RU = RU ◦RV for every V in Uλ.
The connection
We consider the bundle Πp;λ from Wp;λ onto Sp. The vertical bundle VWp;λ
of Πp;λ is the kernel bundle of the differential of Πp;λ. The vertical space at ψ
inWp;λ is, hence, VψWp;λ = {ψξ : ξ ∈ uλ}, where uλ is the Lie algebra of the
symmetry group. The Lie algebra consists of the skew-Hermitian operators
on Hk which commute with all the λas.
Define HWp;λ as the orthogonal complement of VWp;λ with respect to the
restriction of the Hilbert-Schmidt Riemannian metric Ghs to Wp;λ. The hori-
zontal bundle HWp;λ is then the kernel bundle of the mechanical connection
form of the restriction of Ghs, see Section 3.1.2. We denote the mechanical
connection form simply by A.
An explicit formula for the connection form is
Aψ(ψ˙) = (ψ†ψ)−1
∑
a
λaψ
†ψ˙λa =
∑
a
(P a)−1λaψ†ψ˙λa. (5.12)
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The P as are the distinct eigenvalues in p. Letting I and J be the u∗λ-valued
moment of inertia tensor and metric momentum, respectively,
Iψ(ξ)η = Ghs(ψξ, ψη), (5.13a)
Jψ(ψ˙)η = Ghs(ψ˙, ψη), (5.13b)
the formula (5.12) follows from the calculation
Iψ
(∑
a
(P a)−1λaψ†ψ˙λa
)
η =
∑
a
tr
(
λaψ˙
†ψλaη − ηλaψ†ψ˙λa
)
= tr
(
ψ˙†ψη − ηψ†ψ˙
)
= Jψ(ψ˙)η,
(5.14)
As expected, the connection form transforms covariantly under an application
of the bundle map in the diagram (5.11): R∗UAψU = AdU† ◦Aψ.
5.1.4 Holonomy and geometric phase
Let ρt be a closed curve in Sp and let Γ be the parallel transport operator
of ρt. The holonomy of ρt based at the amplitude ψ0 of ρ0 in Wp;λ is the
unitary Hψ0 in Uλ defined by
Γ(ψ0) = ψ0Hψ0 . (5.15)
As usual, we define the geometric phase factor and geometric phase of ρt as
Φgeo = tr
(
ψ†0Γ(ψ0)
)
= tr
(
ψ†0ψ0Hψ0
)
, (5.16a)
θgeo = arg Φgeo. (5.16b)
Also, we take the first identity in Eq. (5.16a) as the definition of the geometric
phase factor for a nonclosed curve. Clearly, the geometric phase factor and
the geometric phase are invariant under the action of Uλ. Moreover, they do
not depend on the choice of the eigenprojector spectrum λ because every RU
maps Wp;λ isometrically onto Wp;U†λU with respect to Ghs and, therefore,
RU preserves horizontality of curves.
We can write down an explicit expression for the holonomy and the
geometric phase factor in terms of the propagator. Suppose that ρt = Utρ0U †t
and let ψt = Utψ0. The horizontal lift of ρt extending from ψ0 is
ψht = ψt Texp
(
−
∫ t
0
dtA(ψ˙t)
)
. (5.17)
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Then, by Eq. (5.12),
Γ(ψ0) = Uτψ0 Texp
(
−
∫ τ
0
dt
∑
a
(P a)−1λaψ†0U †t U˙tψ0λa
)
. (5.18)
Consequently,
Hψ0 = (ψ
†
0ψ0)−1ψ†0Uτψ0 Texp
(
−
∫ τ
0
dt
∑
a
(P a)−1λaψ†0U †t U˙tψ0λa
)
. (5.19)
This formula simplifies somewhat for faithful density operators, in which case
we can choose Hk = H and ψ0 = √ρ0. Then
H√ρ0 = Uτ Texp
(
−
∫ τ
0
dt
∑
a
λaU
†
t U˙tλa
)
. (5.20)
Equation (5.20) is a counterpart to (1.17) for faithful density operators.
We will next show that the definition of geometric phase (5.16b) agrees
with the definition (5.3) by Sjöqvist et al. To this end let p1, p2, . . . , pk be
the common nonzero eigenvalues of the ρts and let ψt be a horizontal lift of
ρt. The operator ψ†0ψ0 also has the weight spectrum p1, p2, . . . , pk and we fix
an orthonormal basis |1〉, |2〉, . . . , |k〉 for Hk such that ψ†0ψ0|a〉 = pa|a〉. Set
|ψa;t〉 = ψt|a〉/√pa. Then
ρt =
∑
a
pa|ψa;t〉〈ψa;t| (5.21)
is a parallel transported spectral decomposition:
pa = pb =⇒ 〈ψa;t|ψ˙b;t〉 = 〈a|A(ψ˙t)|b〉 = 0. (5.22)
Conversely, for a parallel transported spectral decomposition (5.21) we can
define ψt =
∑
a
√
pa|ψa;t〉〈a| where |1〉, |2〉, . . . , |k〉 is any orthonormal basis
for Hk. Then ψt is horizontal as
pa = pb =⇒ 〈a|A(ψ˙t)|b〉 = 〈ψa;t|ψ˙b;t〉 = 0. (5.23)
The conformity of the definitions (5.16b) and (5.3) now follows from the
calculation
Φgeo = tr
(
ψ†0ψτ
)
= tr
(∑
a,b
√
papb|a〉〈ψa;0|ψb;τ 〉〈b|
)
=
∑
a
pa〈ψa;0|ψa;τ 〉. (5.24)
5.2 Holonomy of isodegenerate mixed states
In this section we will extend the fiber bundle and the connection over the
unitary orbit Sp to a fiber bundle with a connection over Sm, wherem is the
degeneracy spectrum of p. Recall that Sm is the space of all and only those
density operators on H which have degeneracy spectrum m.
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5.2.1 The bundle
Let k be the rank of the density operators in Sm. In Section 3.3 we introduced
the notation Scλ for the space of all density operators on Hk which have the
eigenprojection spectrum λ and we defined Wλ as the preimage of Scλ under
the complementary purification bundle. We assume that λ is compatible with
m. Then, if l is the common length of m and λ, the space Wλ is a manifold
of dimension 2nk − k2 + l − 1. This follows from Πc being transversal to Scλ,
which is manifold of dimension l − 1.
The standard purification projection restricts to a principal fiber bundle
Πλ from Wλ onto Sm having symmetry group Uλ. The vertical space at ψ
is VψWλ = VψWp;λ, where p is the weight spectrum of ψψ†, and we define
HψWλ as the orthogonal complement of VψWλ in TψWλ with respect to the
metric Ghs. The union of the horizontal spaces is a connection on Πλ.
The tangent space of Sm at ρ splits into the tangent spaces TρSp and TρSΛ,
where p and Λ are the weight and eigenprojector spectra of ρ. Horizontal
lifting of tangent vectors induces a corresponding splitting of the horizontal
spaces. For a curve ρt in Sm let Λt = (Λ1;t,Λ2;t, . . . ,Λl;t) be the eigenprojector
spectrum of ρt, and let P at be the eigenvalue corresponding to Λa;t. We
can define a lift of ρt to Wλ as follows. Let Λa;t = ∑ba |ψaba;t〉〈ψaba;t| and
λa =
∑
ba |aba〉〈aba| be orthonormal expansions. Then
ψt =
∑
a,ba
√
P at |ψaba;t〉〈aba| (5.25)
is a lift of ρt. The velocity vectors of ψt naturally split into two components:
ψ˙t = ψ˙ct + ψ˙ut =
∑
a,ba
d
dt
(√
P at
)
|ψaba;t〉〈aba|+
∑
a,ba
√
P at |ψ˙aba;t〉〈aba|. (5.26)
The component ψ˙ct is horizontal, since ψ˙
c†
t ψt = ψ†t ψ˙ct implies that ψ˙ct and
ψtξ are perpendicular for every ξ ∈ uλ, and its projection is tangential to
SΛt . The component ψ˙ut , on the other hand, is horizontal if, and only if, the
parallel transport condition
〈ψaba;t|ψ˙aβa;t〉 = 0 (5.27)
is satisfied. The projection of ψ˙ut is tangential to the unitary orbit of ρt.
5.2.2 Holonomy and geometric phase
According to Eq. (5.12),
A(ψ˙t) = A(ψ˙ut ) =
∑
a
∑
ba,βa
|aba〉〈ψaba;t|ψ˙aβa;t〉〈aβa|. (5.28)
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By adjusting the phases of the curves |ψaba;t〉, if necessary, we can make ψt a
closed curve. The holonomy of ρt at ψ0 is, then,
Hψ0 = Texp
(
−
∫ τ
0
dt
∑
a
∑
ba,βa
|aba〉〈ψaba;t|ψ˙aβa;t〉〈aβa|
)
. (5.29)
As before, we define the geometric phase factor and the geometric phase by
Φgeo = tr
(
ψ†0Γ(ψ0)
)
, (5.30a)
θgeo = arg tr
(
ψ†0Γ(ψ0)
)
. (5.30b)
Here, as usual, Γ is the parallel transport operator associated with ρt. Similar
arguments as in the isospectral case show that the geometric phase agrees
with the geometric phase defined in Eq. (5.7): The lift (5.25) is horizontal if,
and only if, the parallel transport condition (5.27) is satisfied and
Φgeo = tr
((∑
a,ba
√
P a0 |aba〉〈ψaba;0|
)( ∑
α,βα
√
Pαt |ψαβα;τ 〉〈αβα|
))
= tr
(∑
a,ba
√
P a0 P
a
τ |aba〉〈ψaba;0|ψaba;τ 〉〈aba|
)
=
∑
a,ba
√
P a0 P
a
τ 〈ψaba;0|ψaba;τ 〉.
(5.31)
5.3 Holonomy for mixed qubits
The density operators which represent mixed qubit states having degeneracy
spectrum (1, 1) all belong to S(1,1). The space S(1,1) can be identified with the
interior of the Bloch ball with the origin removed. Given an orthonormal basis
{|0〉, |1〉} for the Hilbert space, an explicit diffeomorphism from S(1,1) onto
the ‘punctured’ interior of the Bloch ball is given by the map in Eq. (4.44).
5.3.1 Holonomy of cyclicly evolving mixed qubit states
Consider a closed curve of mixed qubits
ρt = p0t |ψ0;t〉〈ψ0;t|+ p1t |ψ1;t〉〈ψ1;t|. (5.32)
We define a curve of amplitudes of the ρts by
ψt =
√
p0t |ψ0;t〉〈0|+
√
p1t |ψ1;t〉〈1|. (5.33)
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According to Eq. (5.28),
A(ψ˙t) = |0〉〈ψ0;t|ψ˙0;t〉〈0|+ |1〉〈ψ1;t|ψ˙1;t〉〈1| (5.34)
and, hence, by Eq. (5.17), a horizontal lift of ρt is
ψht =
√
p0t |ψ0;t〉〈0|e−
∫ t
0 dt〈ψ0;t|ψ˙0;t〉 +
√
p1t |ψ1;t〉〈1|e−
∫ t
0 dt〈ψ1;t|ψ˙1;t〉. (5.35)
The holonomy of ρt at ψ0 is
Hψ0 = |0〉〈ψ0;0|ψ0;τ 〉〈0|e−
∫ τ
0 dt〈ψ0;t|ψ˙0;t〉+|1〉〈ψ1;0|ψ1;τ 〉〈1|e−
∫ τ
0 dt〈ψ1;t|ψ˙1;t〉, (5.36)
and the geometric phase factor is
Φgeo = p00〈ψ0;0|ψ0;τ 〉e−
∫ t
0 dt〈ψ0;t|ψ˙0;t〉 + p10〈ψ1;0|ψ1;τ 〉e−
∫ t
0 dt〈ψ1;t|ψ˙1;t〉. (5.37)
Holonomy of isospectral mixed qubit states
Consider a unitarily developed curve of density operators ρt = Utρ0U †t . We
take the initial state to be diagonal in the orthonormal basis {|0〉, |1〉},
ρ0 = p0|0〉〈0|+ p1|1〉〈1|, (5.38)
and we define the propagator as
Ut = cos(t)1− i sin(t)n · σ, (5.39)
where n = (n1, n2, n3) is a unit vector. The curve is periodic with period
τ = pi, which we take as the final time.
Define |ψ0;t〉 = Ut|0〉 and |ψ1;t〉 = Ut|1〉. By Eqs. (5.36) and (5.37), the
holonomy of ρt at
√
ρ0 and the geometric phase factor is
H√ρ0 = |0〉〈0|ei(1+n
3)pi + |1〉〈1|ei(1−n3)pi, (5.40a)
Φgeo = p0ei(1+n
3)pi + p1ei(1−n3)pi. (5.40b)
We can interpret these results geometrically. Let rt be the curve in the Bloch
ball corresponding to the curve ρt. The curve rt extends from r0 = (0, 0, p0−p1)
and traces out a circle in a plane perpendicular to n. Let Ω = 2pi(1− cos θ)
be the solid angle of the circle traced out by rt, see Figure 5.1. Then
i(1 + n3)pi = i(1 + cos θ)pi = i2pi − i(Ω/2), (5.41a)
i(1− n3)pi = i(1− cos θ)pi = i(Ω/2). (5.41b)
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Figure 5.1: The solid angle of the curve rt in the Bloch ball. The radial
projection of rt on the Bloch sphere separates the Bloch sphere into two
regions. The solid angle is the area of the region ‘lying to the left’ of the
projection.
Consequently,
H√ρ0 = |0〉〈0|e−i(Ω/2) + |1〉〈1|ei(Ω/2), (5.42a)
Φgeo = p0e−i(Ω/2) + p1ei(Ω/2). (5.42b)
Finally, if we take n = (0,−1, 0), then ρt is identical to the curve considered
in Section 4.4.2. In this case, Ω = 2pi and, hence, Φgeo = −1. Thus, irre-
spective of the initial spectrum, the geometric phase of ρt is pi. This shows
that the geometric phase developed here is indeed different from the geometric
phase of Uhlmann as well as the Wigner-Yanase and complementary geometric
phases.
Holonomy of isodegenerate mixed qubit states
Formulas (5.36) and (5.37) show that the holonomy of a curve of isodegenerate
mixed qubit states depends only on the Aharonov-Anandan geometric phase
factors of the pure state curves represented by the evolving eigenprojectors
and on the spectrum of the initial state. We can use this observation to
determine the holonomy and the geometric phase. For example, if rt runs
once around the origin in the xz-plane, so that the radial projection of rt onto
the Bloch sphere parameterizes a great circle, then H√ρ0 = −1 and Φgeo = −1.
And if rt is confined to the xz-plane but does not encircle the origin, then
H√ρ0 = 1 and Φgeo = 1. This follows immediately from Eqs. (5.42a) and
60 Holonomy of isodegenerate mixed states
(5.42b). In Section 5.4 we will derive a topological result which for mixed
qubit states implies that the holonomy and the geometric phase factor of a
curve in the xz-plane are homotopy invariants. From this follows that if rt
encircles the origin an even number of times, then the holonomy is 1 and the
geometric phase factor is 1. And if rt encircles the origin an odd number of
times, then the holonomy is −1 and the geometric phase factor is −1.
We finish this section with some formulas using which the holonomy and
the geometric phase can be derived in the general case. Thus, consider a
curve of density operators ρt = (1 + rt · σ)/2, where rt = (xt, yt, zt). Writing
rt =
√
x2t + y2t + z2t , the eigenvalues and eigenvectors of ρt are
p0 = 12(1 + rt), |ψ0;t〉 =
(rt + zt)eiθ
0
t√
2rt(rt + zt)
|0〉+ (xt + iyt)e
iθ0t√
2rt(rt + zt)
|1〉, (5.43a)
p1 = 12(1− rt), |ψ1;t〉 =
(iyt − xt)eiθ1t√
2rt(rt + zt)
|0〉+ (rt + zt)e
iθ1t√
2rt(rt + zt)
|1〉. (5.43b)
The phase factors eiθ0t and eiθ1t are arbitrary and can be chosen so that
|ψ0;t〉 and |ψ1;t〉 satisfies the parallel transport condition (5.27). Clearly, the
formulas (4.47a) and (4.47b) are valid only if zt 6= −rt. For zt = −rt,
|ψ0;t〉 = |1〉eiθ0t , (5.44a)
|ψ1;t〉 = |0〉eiθ1t . (5.44b)
5.3.2 Nonextendability of the connection
We have constructed fiber bundles over the spaces of isodegenerate mixed
states and we have equipped these bundles with connections. A natural
question is if these bundles and connections can be extended to a larger class
of density operators. Here, we show that this is in general not possible.
Since the symmetry group of Πλ acts by isometries we can define a metric
g on Sm by projecting down the metric Ghs. We prove that g does not extend
over the boundary of the closure of Sm. To this end, consider an eigenvalue
spectrum P and an eigenprojector spectrum Λ compatible with m. Define a
curve of density operators in Sm by ρt = ∑a P at Λa, 0 ≤ t < 1, where
P at =

t(P 2 − P 1)/m1 + P 1 if a = 1,
t(P 1 − P 2)/m2 + P 2 if a = 2,
P a otherwise.
(5.45)
Let l be the common length of the spectra P and Λ and set ml+1 = n− k,
where k is the rank of the density operators in Sm. Fix an orthonormal
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Figure 5.2: A vector field along ρt which converges to the zero-vector at the
boundary of Sm. Since the vectors converge to the zero-vector but the lengths
of the vectors do not converge to zero, the metric cannot be extended to a
neighborhood of the limiting density operator.
basis {|a; ba〉 : a = 1, 2, . . . , l + 1; ba = 1, 2, . . . ,ma} for H such that Λa =∑
ba |a; ba〉〈a; ba|, and define unitary operators U as
U =
(
cos |1; 1〉+ sin |2; 1〉
)
〈1; 1| −
(
sin |1; 1〉 − cos |2; 1〉
)
〈2; 1|
+
2∑
a=1
ma∑
ba=2
|a; ba〉〈a; ba|+
l+1∑
a=3
ma∑
ba=1
|a; ba〉〈a; ba|.
(5.46)
Furthermore, define a vector field Xt along ρt by
Xt =
d
dUρtU
†

∣∣∣
=0
. (5.47)
See Figure 5.2. As t→ 0, the curve ρt converges to a density operator ρ1 on
the boundary of Sm, and the vector field Xt converges to the zero-vector at
ρ1. The following bound on the squared lengths of the vectors Xt shows that
g cannot be extended over a neighborhood of ρ1:
g(Xt, Xt) = P 1t + P 2t ≥
P 1
m2
+ P
2
m1
> 0. (5.48)
We conclude that the connection cannot be extended to a fiber over ρ1.
Nonextendability of the connection in the case of qubits
We denote the metric in the interior of the Bloch ball obtained by pulling back
the metric g in S(1,1) by the diffeomorphism (4.46) also by g. Consider a curve
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of qubit density operators ρt = Utρ0U †t where ρ0 = p0|0〉〈0| + p1|1〉〈1| and
Ut = cos(t)1+ i sin(t)σx. The corresponding curve in the Bloch ball is a circle
of Euclidean radius r = p0 − p1: rt = (0, r sin(2t), r cos(2t)). To calculate the
squared speed of rt, we first note that ψt =
√
p0Ut|0〉〈0| +
√
p1Ut|1〉〈1| is a
horizontal lift of ρt. Consequently,
g(r˙t, r˙t) = g(ρ˙t, ρ˙t) = Ghs(ψ˙t, ψ˙t) = tr(ψ˙†t ψ˙t) = 1. (5.49)
A peculiar feature of this result is that it does not depend on the spectrum
and, hence, not on the radius r. Consequently, irrespective of the spectrum,
if traversed once, the circle rt has the length
Length[rt] =
∫ pi
0
dt
√
g(r˙t, r˙t) = pi. (5.50)
Moreover, by rotational symmetry of g, every unitary orbit S(p0,p1) has the
area pi. We can now consider the limit when r → 0. In the Euclidean picture
of the Bloch ball, the circles rt then converge to a constant curve at the origin,
which corresponds to the maximally mixed qubit state. But since the lengths
of these circles do not converge to 0 according to g, we conclude that g cannot
be extended over the maximally mixed state.
Remark. Here we have only proven that the connection cannot be extended
over density operators obtained by the ‘merging’ of two nonzero eigenvalues.
One can ask if it is possible to extend the connection over density operators
obtained by putting one, or more, eigenvalues to zero. For example, can the
connection on S(1,1) be extended to the pure states? The answer is not known.
5.4 Curves of real density operators
Each density operator can be described by a real matrix relative to some
basis for H. But it is not true, in general, that all the density operators in a
curve can be described by real matrices relative to one and the same basis.
In this section we consider curves of density operators for which this is the
case. We will call such curves “real curves” or “real developments”. Notice
that, without loss of generality, we can take the basis to be an eigenbasis of
the initial density operator.
Real developments of qubits
A curve of mixed qubits is real if, and only if, the corresponding curve in the
Bloch ball is confined to a plane through the origin.
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Curves with anti-unitary, involutive symmetries
Suppose that all the density operators in a curve commute with an anti-
unitary involution T . Then the curve is real. To see this, inductively define
a T -invariant basis for H by letting |k〉 = ak|k′〉 + a∗kT |k′〉, where |1′〉 is
any nonzero vector, |k′ + 1〉 is a vector perpendicular to the linear span of
{|1〉, |2〉, . . . , |k〉}, and the aks are chosen so that the vectors |k〉 are normalized.
The so obtained basis {|1〉, |2〉, . . . , |n〉} is orthogonal since if l > k, then
〈k|l〉 = al〈k|l′〉+ a∗l
〈
k
∣∣∣T |l′〉〉 = a∗l 〈k|l′〉∗ = 0. (5.51)
Relative to this basis,
〈k|ρt|l〉 =
〈
T |k〉
∣∣∣ ρtT |l〉〉 = 〈T |k〉 ∣∣∣Tρt|l〉〉 = 〈k|ρt|l〉∗. (5.52)
Thus, ρt is real. Notice also that we can assume that the initial density
operator is diagonal in the constructed basis. For if |k′〉 is an eigenvector of
ρ0 with eigenvalue pk, then so is |k〉. We can now consistently choose the
|k′〉s as eigenvectors of ρ0.
5.4.1 Holonomy of real developments
Consider a closed curve ρt in Sm. Let Λ be the eigenprojector spectrum of
the initial density operator ρ0. We can expand ρt as
ρt =
∑
a
P at Λa;t =
∑
a
P at StΛaS
†
t , (5.53)
where St is a curve of unitary operators which, without loss of generality,
we can assume extends from the identity operator. We say that ρt is a real
development, or a real curve, if the Sts can be chosen such that they are
represented by special orthogonal matrices relative an eigenbasis for the initial
operator ρ0. The assumption that (5.53) is a real curve is equivalent to the
assumption that there is an orthonormal basis
{|a; ba〉 : a = 1, 2, . . . l + 1; ba = 1, 2, . . . ,ma} (5.54)
for H, where l is the length of m and ml+1 ≡ n− k, such that
Λa =
∑
ba
|a; ba〉〈a; ba|, (5.55a)
1−∑
a
Λa =
∑
bl+1
|l + 1; bl+1〉〈l + 1; bl+1|, (5.55b)
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and such that the matrix with entries 〈ba; a|St|b′a′ ; a′〉 is special orthogonal.
Let λ be an eigenprojector spectrum for density operators on Hk compatible
with m, and let
{|aba〉 : a = 1, 2, . . . , l; ba = 1, 2, . . . ,ma} (5.56)
be an orthonormal basis for Hk such that
λa =
ma∑
ba=1
|aba〉〈aba|. (5.57)
The curve ψt =
∑
a,ba
√
P at St|a; ba〉〈aba| is a curve of amplitudes for the ρts,
and according to Eq. (3.18), the holonomy of ρt at ψ0 is
Hψ0 = (ψ
†
0ψ0)−1ψ†0ψτ Texp
(
−
∫ τ
0
dtA(ψ˙ut )
)
, (5.58)
where ψ˙ut =
∑
a,ba
√
P at S˙t|a; ba〉〈aba|. The connection applied to ψ˙ut is
A(ψ˙ut ) =
∑
a
∑
ba
∑
b′a
|aba〉〈a; ba|STt S˙t|a; b′a〉〈ab′a|, (5.59)
and
(ψ†0ψ0)−1ψ†0ψτ =
∑
a
∑
ba
∑
b′a
|aba〉〈a; ba|Sτ |a; b′a〉〈ab′a|. (5.60)
Apparently, the holonomy, when expanded as a matrix relative to the ba-
sis (5.56), belongs to the block-diagonal group
SO(λ) ≡ {diag(O1, O2, . . . , Ol) ∈ SO(k) : Oa ∈ O(ma)}. (5.61)
Here, O(ma) is the group of orthogonal ma ×ma-matrices and SO(k) is the
group of special orthogonal k × k-matrices.
The geometric phase factor of ρt,
Φgeo =
∑
a
∑
ba
P a0 〈aba|Hψ0|aba〉, (5.62)
is real and, hence, the geometric phase
θgeo = arg
(∑
a
∑
ba
P a0 〈aba|Hψ0|aba〉
)
(5.63)
is either 0 or pi modulo integer multiples of 2pi. Interestingly, if the initial
state is ‘almost pure’, i.e., if m1 = 1 and p10 > 1/2, the geometric phase
will agree with the Aharonov-Anandan phase of the eigenprojector curve
extending from the projection onto the p10-eigenspace of the initial state.
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Real purification bundles
There is a quicker route to the result above. Define SRm as the intersection of
Sm and the real span of the operators of the form |a; ba〉〈a′; b′a′ |, i.e., the outer
products of all pairs of vectors from the basis (5.54). Furthermore, let HR
be the real span of the basis (5.54), and let HkR be the real span of the basis
(5.56). In complete analogy with the theory developed in Sections 5.1 and
5.2, we can define fiber bundles ΠRλ from WRλ onto SRm, where the elements
of WRλ are R-linear maps from HkR to HR. The symmetry group of ΠRλ is Oλ,
which is the group of orthogonal operators on HkR which commute with all
the projectors λa. The holonomies belong to the group SOλ of the special
orthogonal operators on HkR which commute with the λas.
Real, nondegenerate developments
We have seen that the holonomy of a closed curve of nondegenerate density
operators is a diagonal matrix with the diagonal entries being the Aharonov-
Anandan phase factors for the eigenprojector curves of the density operators.
The product of the phase factors is 1 since the holonomy is special unitary
and, hence, the geometric phases of the eigenprojector curves sum up to 0
mod 2pi. If the curve is real, these phase factors are +1 or −1. Consequently,
the geometric phase factor is
Φgeo = ±p10 ± p20 ± · · · ± pk0, (5.64)
where the signs correspond to the Aharonov-Anandan phase factors.
5.4.2 Holonomy and homotopy
A one-parameter deformation of a curve ρt is a continuous one-parameter
family of curves ρt;s, 0 ≤ s ≤ 1, such that ρt;0 = ρt. The deformation is
called a homotopy if the endpoints remain fixed during the deformation, i.e.,
if ρ0;s = ρ0 and ρτ ;s = ρτ for all s. Thus, if ρt is a closed curve, a homotopy
is a one-parameter deformation of ρt through closed curves at ρ0.
Homotopy is an equivalence relation on the space of closed curves at ρ0.
The set of equivalence classes is denoted pi1(Sm, ρ0). We can equip this set
with a group structure by defining the product of two equivalence classes by
[ρt][σt] = [(ρ ∗ σ)t]. (5.65)
The group pi1(Sm, ρ0) is the fundamental group of Sm at ρ0.
66 Holonomy of isodegenerate mixed states
Figure 5.3: A lift of a homotopy of a curve of density operators. The lift can
be chosen such that it is via horizontal curves. Therefore, the holonomy, the
geometric phase factor, and the geometric phase vary continuously with the
deformation.
The bundle Πλ has the homotopy lifting property [63, Ch. 1, Sec. 5]: If ψ0
is an amplitude for ρ0, the homotopy ρt,s lifts to a one-parameter deformation
ψt,s such that ψ0,s = ψ0 for all s. See Figure 5.3. We can further assume
that the curves t → ψt,s are horizontal for each s. From this follows that
the holonomy and the geometric phase factor varies continuously under
homotopies. In the particular case when the homotopies are by real curves
of density operators, the geometric phase remains fixed. This is so because
the geometric phase factor remains positive or negative during the homotopy.
For real, nondegenerate curves also the holonomy remains fixed since in this
case SOλ is a discrete group.
Chapter 6
Applications
In this final chapter we have included three applications of the theory devel-
oped in Chapter 5. In Section 6.1 we introduce higher order geometric phases,
in Section 6.2 we derive an uncertainty relation, and in Section 6.3 we extend
the quantum speed limits of Mandelstam-Tamm and Margolus-Levitin to
mixed quantum states. References for these applications are [1, 16,17].
6.1 Nodes and higher order geometric phases
The geometric phase of a curve of density operators is defined as the argument
of the geometric phase factor, see Eq. (5.30). Of course, this is a proper
definition only if the geometric phase factor does not vanish; if the geometric
phase factor does vanish, the geometric phase is undefined. In this section we
introduce “higher order geometric phases” and prove that under a generically
satisfied condition there will always be a well-defined geometric phase of some
order.
6.1.1 Nodes
Let m be a degeneracy spectrum of rank k density operators on H. Consider
a curve ρt in Sm and let λ be a degeneracy spectrum for density operators
on Hk. The geometric phase factor of ρt is Φgeo = tr(ψ†0Γ(ψ0)), where ψ0 is
any amplitude in Wλ for the initial density operator and Γ is the parallel
transport operator associated with ρt. We call the final density operator ρτ
a node if Φgeo = 0. If the final state is not a node, the geometric phase is
defined as the argument of the geometric phase factor. But if the final state
is a node, the geometric phase is not defined.
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Figure 6.1: The nodes of a qubit system. The nodes of a curve in the Bloch
ball are located on the classical manifold opposite to the initial state.
Nodal structure for qubits
By varying the final time τ , we can speak of the nodes for a developing
system. For a qubit system it is particularly easy to locate the nodes; the
nodes correspond to all the points on the radial segment opposite to the inital
state in the Bloch ball, see Figure 6.1. To see this consider a curve ρt as in
Eq. (5.32). We assume that the initial state is diagonal in the computational
basis {|0〉, |1〉}, so that the initial state in the Bloch ball is r0 = (0, 0, p00− p10).
Define a lift ψt of ρt by Eq. (5.33), where the vectors |ψ0:t〉 and |ψ1;t〉 are
given by Eqs. (5.43a) and (5.43b), respectively, and adjust the phases θ0t and
θ1t so that ψt is horizontal. Write rt for the Euclidean length of the position
vector rt. The geometric phase factor is, then,
Φgeo =
√
rt + zt
2rt
(√
p00 p
0
τe
iθ0t +
√
p10 p
1
τe
iθ1t
)
. (6.1)
The parenthesis does not vanish because p00 p0τ > 1/4 and p10 p1τ < 1/4. Thus,
the final state is a node if, and only if, zτ = −rτ . This means that rτ is on
the radial segment in the Bloch ball opposite to the initial state.
6.1.2 Higher order geometric phases
Let l be the common length of m and λ. That is, assume that the density
operators ρt have l different nonzero eigenvalues. Let ψ0 be an amplitude for
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ρ0 in Wλ. For each sequence α = (a1, a2, . . . , ad) of integers 1 ≤ ai ≤ l define
the geometric phase factor and geometric phase for ρ corresponding to α by
Φαgeo = tr
(∏
i
λaiψ
†
0Γ(ψ0)λai+1
)
where λad+1 ≡ λa1 , (6.2a)
θαgeo = arg Φαgeo. (6.2b)
These quantities are independent of the initial amplitude since the unitaries in
the symmetry group Uλ commute with the projectors λa. The usual geometric
phase factor can be recovered from the geometric phase factors corresponding
to single element sequences:
Φgeo =
l∑
a=1
Φ(a)geo. (6.3)
More generally, if d is any positive integer,
Φdgeo ≡ tr
((
ψ0Γ(ψ0)
)d)
=
∑
α
Φαgeo (6.4)
where the sum is over all the different sequences α of length d that can be
formed from integers 1 ≤ ai ≤ l. The quantity Φdgeo is the dth order geometric
phase factor of ρt, and we define the dth order geometric phase as
θdgeo = arg Φdgeo. (6.5)
Properties of the dth order geometric phase
For a closed curve, the geometric phase factor corresponding to a sequence α
vanishes if α is not constant; if α = (a1, a2, . . . , ad), then
∏
i
λaiψ
†
0Γ(ψ0)λai+1 =
(P a)dλaHdψ0λa if ai = a for all i,0 otherwise. (6.6)
Here, P a is the ath distinct nonzero eigenvalue of ρ0 = ρτ . Equation (6.6) is a
consequence of the fact that the holonomy of ρt commutes with the projectors
λa. It is apparent from this equation that Φαgeo is a homogeneous polynomial
of degree d in the entries of Hψ0 . Hence the name “higher order” geometric
phase factors. For a periodic evolution, Hdψ0 is the holonomy of the system
when it has gone trough d cycles. This follows from the group property (3.23).
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6.1.3 The existence of higher order geometric phases
If ρ0 and ρτ are fully distinguishable [64, 65], then ψ†0Γ(ψ0) = 0 and, hence,
Φαgeo = 0 for every sequence α. But this situation is very nongeneric and, e.g.,
cannot appear if the rank of the ρts is greater than half of the the dimension of
H. If ψ†0Γ(ψ0) has at least one nonzero eigenvalue, then ρt has a well-defined
geometric phase of some order less than or equal to the rank k. To see this,
we first observe that the characteristic polynomial of ψ†0Γ(ψ0) is
det
(
x− ψ†0Γ(ψ0)
)
=
k∑
a=0
(−1)asa xk−a, (6.7)
where
s0 = 1, sa =
1
a
a∑
d=1
(−1)d−1sa−dΦdgeo. (6.8)
It follows that if ψ†0Γ(ψ0) has a nonzero eigenvalue, then Φdgeo is nonzero for
some d ≤ k.
Higher order geometric phases for qubits
Consider a unitary evolution ρt = Utρ0U †t . Assume that the initial density
operator is given by (5.38) and the evolution operator by (5.39). If we set the
final time to τ = pi/2, then ρτ is a node and, hence, Φgeo = 0. Consequently,
the geometric phase of ρt is not defined. But Φ2geo = 2p1p2 > 0 and, hence,
the second order geometric phase of ρt is defined.
6.1.4 Off-diagonal geometric phase factors
Consider a curve of nondegenerate, isospectral mixed states. Such a curve
has a unique spectral representation ρt =
∑
a p
a|ψa;t〉〈ψa;t|. If the spectral
decomposition is parallel transported, the geometric phase factor is the
expected value of the relative phase factors 〈ψa;0|ψa;τ 〉.
If all the relative phase factors vanish, the geometric phase is not defined.
Manini and Pistolesi [66] then proposed to study the off-diagonal phase factors
γ(d)a1,a2,...,ad =
d∏
i=1
〈ψai;0|ψai+1;τ 〉,
(
|ψad+1;τ 〉 ≡ |ψa1;τ 〉
)
. (6.9)
These factors are invariant under the action of the symmetry group. Mukunda
et al. [67] extended the work of Manini and Pistolesi. They expressed the
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off-diagonal phase factors in terms of Bargmann invariants, and, furthermore,
used the fact that the Bargmann invariants satisfy certain relations to give a
full description of how the off-diagonal phase factors are interrelated.
For degenerate mixed states, the off-diagonal phase factors need not
be invariant under the action of the symmetry group. But appropriate
combinations of them are. For example,
Φ(a1,a2,...,ad)geo =
∑
b1
∑
b2
· · ·∑
bd
pb1pb2 . . . pbdγ
(d)
b1,b2,...,bd
, (6.10)
where each index bs run through all integers satisfying 0 < bs−∑as−1i=1 mi ≤ mas .
Thus, using (6.10) and the results of Mukunda et al. one can, in principle,
describe all the relations between the higher order geometric phases.
6.2 An uncertainty relation
In quantum theory, observables of systems are represented by Hermitian
operators. A characteristic of quantum theory is the impossibility to fully
predict the outcome of a measurement of an observable—the actual value
of an observable cannot in general be known prior to measurement. Only
expectation values and variances of values of observables can be calculated.
Another characteristic of quantum theory is that there is a limit to
the precision with which the values of a pair of observables can be known
simultaneously. This is the famous quantum uncertainty principle. The
classic uncertainty relations are the Heisenberg-Kennard-Weyl [68–70] and
Robertson-Schrödinger [71, 72] uncertainty relations. Several generalizations
of these uncertainty relations exist. Examples include relations involving
the Wigner-Yanase skew-information [73–75], purity-bounded relations [76]
and entropic uncertainty relations [77]. In this section, we will derive a
symplectic-geometric uncertainty relation.
6.2.1 The Robertson-Schrödinger uncertainty relation
Let A be an observable on H. The precision with which the value of A can
be known is quantified by the variance, varρA = tr(ρA2)− tr(ρA)2. If B is
another observable, the precision with which the values of A and B can be
known simultaneously is limited by the Robertson-Schrödinger uncertainty
relation [71,72]:
4 varρA varρB ≥
(
tr(ρ{A,B})−2 tr(ρA) tr(ρB)
)2−( tr(ρ[A,B]))2. (6.11)
72 Applications
6.2.2 Hamiltonian vector fields of observables
Consider the fiber bundle Πp;λ over the unitary orbit Sp defined in Section 5.1.
By the Marsden-Weinstein symplectic reduction theorem, Sp admits a unique
symplectic structure ω whose pullback to Wp;λ equals the restriction of the
Hilbert-Schmidt symplectic form Ωhs. For an observable A, let XA be the
Hamiltonian vector field of the expectation value function Eρ(A) = tr(ρA). A
straightforward calculation shows that XA(ρ) = −i[A, ρ]. Let B be another
observable and let ψ be an amplitude of ρ. The vectors YA(ψ) = −iAψ and
YB(ψ) = −iBψ are lifts of XA(ρ) and XB(ρ) to ψ. Consequently,
ω(XA(ρ), XB(ρ)) = Ωhs(YA(ψ), YB(ψ)) = −i tr(ρ[A,B]). (6.12)
Notice that the lifts YA(ψ) and YB(ψ) need not be horizontal. We say that
an observable A is parallel at ρ if for some, hence every, amplitude ψ of ρ the
lift YA(ψ) is horizontal.
As we have seen in Section 5.1, we can define a metric g on Sp by projecting
down the the Hilbert-Schmidt Riemannian metric Ghs. In this application
it turns out to be convenient to redefine Ghs as twice the real part of the
Hilbert-Schmidt Hermitian product. See Section 3.1.4. For observables A and
B which are parallel at ρ, we then have that
g(XA(ρ), XB(ρ)) = Ghs(YA(ψ), YB(ψ)) = tr(ρ{A,B}). (6.13)
6.2.3 A geometric uncertainty relation
Let Y hA (ψ) and Y hB (ψ) be the horizontal lifts of XA(ρ) and XB(ρ) or, equiva-
lently, the horizontal projections of YA(ψ) and YB(ψ), respectively. Further-
more, let Y vA(ψ) and Y vB(ψ) be the vertical projections of YA(ψ) and YB(ψ). A
key observation is that
√
2Eρ(A) equals the length of the projection of Y vA(ψ)
on the vertical line spanned by the unit vector χ(ψ) = −iψ/√2:
√
2Eρ(A) = Ghs(χ(ψ), YA(ψ)) = Ghs(χ(ψ), Y vA(ψ)). (6.14)
It follows that the variance of A at ρ is greater than half of the squared length
the Hamiltonian vector field of A at ρ:
2 varρA = tr(ρ{A,A})− 2Eρ(A)2
= Ghs(Y hA (ψ), Y hA (ψ)) +Ghs(Y vA(ψ), Y vA(ψ))− 2Eρ(A)2
≥ g(XA(ρ), XA(ρ)).
(6.15)
Then, by the Cauchy-Schwarz inequality,
4 varρA varρB ≥ g(XA(ρ), XA(ρ)) g(XB(ρ), XB(ρ))
≥ g(XA(ρ), XB(ρ))2 + ω(XA(ρ), XB(ρ))2.
(6.16)
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We call the inequality of the left hand side and the right hand side of (6.16)
the geometric uncertainty relation.
6.2.4 Comparison with the Robertson-Schrödinger
uncertainty relation
For systems in pure states the uncertainty relation (6.16) is a geometric version
of the Robertson-Schrödinger uncertainty relation (6.11), see [78,79]. But for
general mixed states, the two uncertainty relations are not equivalent. The
difference is due to the multiple dimensions of the vertical bundles of the Πp;λs.
Before we compare the two uncertainty relations we give a short geometric
proof of the Robertson-Schrödinger uncertainty relation. To this end, we
denote the projection of Y vA(ψ) on the hyperplane in VψWp;λ perpendicular
to χ(ψ) by ZA(ψ). By Eq. (6.15), the left hand side of (6.11) equals
g(XA, XA) g(XB, XB) +Ghs(ZA, ZA)Ghs(ZB, ZB)
+ g(XA, XA)Ghs(ZB, ZB) + g(XB, XB)Ghs(ZA, ZA).
(6.17)
(Here we have omitted the references to the arguments ρ and ψ to increase the
readability.) By Eqs. (6.12) and (6.15), the right hand side of (6.11) equals
g(XA, XB)2+ω(XA, XB)2+Ghs(ZA, ZB)2+2g(XA, XB)Ghs(ZA, ZB). (6.18)
Equation (6.11) now follows from the three inequalities
g(XA, XA) g(XB, XB) ≥ g(XA, XB)2 + ω(XA, XB)2, (6.19a)
Ghs(ZA, ZA)Ghs(ZB, ZB) ≥ Ghs(ZA, ZB)2, (6.19b)
g(XA, XA)Ghs(ZB, ZB) + g(XB, XB)Ghs(ZA, ZA)
≥ 2g(XA, XB)Ghs(ZA, ZB). (6.19c)
Apparently, the difference between uncertainty relations (6.11) and (6.16) lies
in the sum Ghs(ZA, ZB)2 + 2g(XA, XB)Ghs(ZA, ZB). The relation (6.16) is a
geometric equivalent of (6.11) if this sum vanishes. This is, e.g., the case if
A or B is parallel at ρ, or if ρ is pure, in which case the vertical bundle of
Πp;λ has one-dimensional fibers. In general, however, the two relations are
not equivalent.
Uncertainty of qubit observables
Consider a system in the mixed qubit state ρ = p0|0〉〈0| + p1|1〉〈1|. Let
A = σx + σz and B = σx − σz where  is some real, positive constant. An
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amplitude for ρ is ψ =
√
p0|0〉〈0|+√p1|1〉〈1|. We have that
YA(ψ) = −i
√
p0|1〉〈0| − i
√
p1|0〉〈1| − i
√
p0|0〉〈0|+ i
√
p1|1〉〈1|, (6.20a)
YB(ψ) = −i
√
p0|1〉〈0| − i
√
p1|0〉〈1|+ i
√
p0|0〉〈0| − i
√
p1|1〉〈1|. (6.20b)
The horizontal and vertical components of these vectors are given by
Y hA (ψ) = Y hB (ψ) = −i
√
p0|1〉〈0| − i
√
p1|0〉〈1|, (6.21a)
Y vA(ψ) = −Y vB(ψ) = −i
√
p0|0〉〈0|+ i
√
p1|1〉〈1|. (6.21b)
Moreover, the projections of Y vA(ψ) and Y vB(ψ) onto the vertical hyperplane
perpendicular to χ(ψ) are given by
ZA(ψ) = −ZB(ψ) = −2ip1
√
p0|0〉〈0|+ 2ip0
√
p1|1〉〈1|. (6.22)
Then
Ghs(ZA, ZB)2 + 2g(XA, XB)Ghs(ZA, ZB) =
= Ghs(ZA, ZA)(Ghs(ZA, ZA)− 2g(XA, XA))
= 322p0p1(22p0p1 − 1)
(6.23)
We conclude from Eq. (6.18) that if  >
√
1/2p0p1, the Robertson-Schrödinger
uncertainty relation gives a stronger bound on the product of the variances
of A and B. But if  <
√
1/2p0p1, the geometric uncertainty relation (6.16)
gives a stronger bound. Interestingly, for large  the state is close to being a
mixture of common eigenstates of A and B, while for small values of  the
observables A and B are almost parallel at ρ.
6.2.5 The Kirillov-Kostant-Souriau metric
The symplectic form ω is the Kirillov-Kostant-Souriau symplectic form, see,
e.g., [80, Ch. 22]. Let g be the metric obtained by projecting down Ghs. We
can define an almost complex structure J by the requirement that
g(ρ˙1, ρ˙2) = ω(ρ˙1, Jρ˙2). (6.24)
Recall that an almost complex structure on Sp is a bundle map J of the
tangent bundle of Sp such that J2 = −1. The identity (6.24) says that J is
compatible with the pair (ω, g). Given any almost complex structure J on
Sp we can always define a metric gJ so that J is compatible with (ω, gJ), by
simply defining gJ by the compatibility requirement (6.24). A theorem of
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Newlander and Nirenberg [80, Ch. 14] states that Sp admits a holomorphic
atlas such that h = gJ + iω is a Hermitian metric if, and only if, the Nijenhuis
tensor vanishes identically on Sp:
NJ(ρ˙1, ρ˙2) = [Jρ˙1, Jρ˙2]− J [ρ˙1, Jρ˙2]− J [Jρ˙1, ρ˙2]− [ρ˙1, ρ˙2] = 0. (6.25)
There is an almost complex structure J on Sp for which the Nijenhuis
tensor vanishes identically. It can be defined as follows. According to (2.8a),
a tangent vector ρ˙ at ρ has a representation ρ˙ = −i[A, ρ] for some Hermitian
A. We can take A to be parallel at ρ which means that ΛaAΛa = 0 for all
the eigenprojectors Λa of ρ. This also means that A can be decomposed as
A = Au + Al where Au has an upper triangular matrix representation, and
Al has a lower triangular matrix representation, relative to every eigenbasis
of ρ. We define J by
Jρ˙ = −i[iAu − iAl, ρ]. (6.26)
Notice that iAu − iAl is Hermitian since Al is the adjoint of Au. It is
straightforward to check that J2 = −1. The metric gJ is the Kirillov-Kostant-
Souriau metric [81] on Sp. It turns out that this metric does not agree with g,
i.e., the projection of Ghs. To see this we evaluate g and gJ on ρ˙ = −i[A, ρ],
where A is parallel at ρ. Thus let ψ be an amplitude for ρ. Then
g(ρ˙, ρ˙) = Ghs(−iAψ,−iAψ) = 2 tr(ρA2) = 2 tr(ρ{Al, Au}). (6.27)
For the Kirillov-Kostant-Souriau metric we have that
gJ(ρ˙, ρ˙) = Ωhs(−iAψ,−i(iAu − iAl)ψ) = 2 tr(ρ[Al, Au]). (6.28)
The length of vectors is shorter in the Kirillov-Kostant-Souriau geometry than
in the geometry of g:
g(ρ˙, ρ˙)− gJ(ρ˙, ρ˙) = 4 tr(ρAuAl) ≥ 0. (6.29)
One can also derive an uncertainty relation involving the Kirillov-Kostant-
Souriau metric [82]:
4 varρA varρB ≥ gJ(XA(ρ), XB(ρ))2 + ω(XA(ρ), XB(ρ))2. (6.30)
However, this relation is weaker than the uncertainty relation (6.16).
It is known that the Nijenhuis tensor (6.25) vanishes for the almost complex
structure defined by Eq. (6.26). But it is not known if this is also true for
the almost complex structure J compatible with (ω, g). Let us finish this
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section with a more explicit definition of J . The tensors ω[ and g[, assigning
the one-forms ω[(X) and g[(X) defined by
ω[(X)ρ˙ = ω(X, ρ˙), (6.31)
g[(X)ρ˙ = g(X, ρ˙), (6.32)
to every vector field X on Sp, are isomorphisms from the tangent bundle of
Sp onto the cotangent bundle of Sp. It follows that there is a bundle map
Q of the tangent bundle of Sp such that ω[ = g[ ◦ Q. Recall from Section
2.2 that each tangent space of Sp can be identified with a subspace of the
special Hermitian operators. The restriction of Q to each tangent space is a
skew-symmetric linear map, and the almost complex structure is
J =
(√
QQT
)−1
Q. (6.33)
6.3 Two quantum speed limits
In Chapter 1 we gave examples of two quantum speed limits. One was the
Mandelstam-Tamm quantum speed limit which bounds the evolution-time in
terms of the energy uncertainty, the other was the Margolus-Levitin quantum
speed limit which bounds the evolution-time in terms of the energy. In this
section we extend these quantum speed limits to mixed quantum states.
6.3.1 Parallel and perpendicular Hamiltonians
Consider the bundle Πp;λ from Wp;λ onto Sp equipped with the mechanical
connection A of the restriction of the Hilbert-Schmidt metric to Wp;λ. (Here
we use the ‘standard’ definition (3.11) for the Hilbert-Schmidt metric.) Write
g for the projection of the Hilbert-Schmidt metric on Sp and write distg for
the associated distance function. Furthermore, let q be the common image
operator of all the amplitudes in Wp;λ under the complementary purification
projection, q = ∑a P aλa.
Let H be a Hamiltonian on H. In Section 6.2.2 we introduced the
notation XH for the Hamiltonian vector field on Sp associated with the
average energy function Eρ(H) = tr(ρH). The vector field is defined by
XH(ρ) = −i[H, ρ]. We then called H parallel at ρ if its canonical lift YH ,
defined by YH(ψ) = −iHψ, is horizontal along the fiber of ρ. Notice that this
condintion needs to be checked only at one amplitude of ρ. This since the
composition A ◦ YH is constant along the fibers of Πp;λ.
The inertia tensor can be used to measure deviation from parallelism.
When restricted to Wp;λ, the inertia tensor is of “constant bi-invariant type”.
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That is, Iψ is an adjoint-invariant form on uλ which is independent of ψ.
Accordingly, all the Iψ:s define the same metric on uλ, namely
(ξ|η) = −12 tr
(
(ξη + ηξ)q
)
. (6.34)
We define a uλ-valued field ξH on Sp by ξH(ρ) = A(YH(ψ)), where ψ is any
amplitude of ρ. Then (ξH |ξH) equals the squared length of the vertical part
of XH . We furthermore say that the Hamiltonian H is perpendicular at ρ if
YH is vertical along the fiber over ρ, or, equivalently, if YH(ψ) = ψξH(ρ) for
every amplitude ψ of ρ. In this case XH(ρ) = 0, and ρ represents a mixture
of eigenstates of H.
6.3.2 A Mandelstam-Tamm quantum speed limit
Let ζH be the projection of ξH on the orthogonal complement of the unit
vector −i1 in uλ. According to Eq. (6.15), the vector field of H satisfies
g(XH , XH) = varH − (ζH |ζH). (6.35)
We thus have that g(XH(ρ), XH(ρ)) = varρH if H is parallel at ρ. Now,
suppose that the curve ρt satisfies iρ˙t = [H, ρt]. By Eq. (6.15), the distance
between the initial state ρ0 and the final state ρτ is upper bounded by the
final time τ times the time-average of the uncertainty of H along ρt:
distg(ρ0, ρτ ) ≤ Length[ρt] ≤ τ∆E. (6.36)
Notice that for pure states, the vertical bundle is one-dimensional. Then
ζH = 0 for any Hamiltonian and g(XH , XH) = varH. The inequality (6.36)
is, hence, an extension of (1.7) from pure to mixed states.
A comparison with the Uhlmann quantum speed limit
The distance between two density operators in Sp, as measured by distg, is
not less than their Bures distance. This is obvious from the observations that
distg(ρ1, ρ2) is the Hilbert-Schmidt distance between the fibers of Πp;λ over ρ1
and ρ2, that distb(ρ1, ρ2) is the Hilbert-Schmidt distance between the fibers
of the full standard purification bundle Π over ρ1 and ρ2, and that the fibers
of Πp;λ are contained in the fibers of Π. Accordingly, Eq. (6.36) provides a
stronger quantum speed limit than the Uhlmann quantum speed limit (4.25).
One might ask what is the relation between the distance function distg and
the distance function associated with the restriction of the Bures metric to
Sp. (The latter is not equal to distb since the geodesic distance is now defined
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as an infimum of lengths of curves constrained to lie in Sp, and geodesics of
gb are in general not isospectral.) The inequality in (4.23) is also valid for
the restricted Bures metric, here denoted gb|Sp , and hence we have that
distgb|Sp (ρ0, ρτ ) ≤ τ∆E. (6.37)
On the other hand,
distg(ρ0, ρτ ) = inf
H
∫ τ
0
dt
√
varρt(H), (6.38)
where the infimum is taken over all Hamiltonians H for which the boundary
value von Neumann equation
iρ˙t = [H, ρt], ρt=0 = ρ0, ρt=τ = ρτ , (6.39)
is solvable. To see this, we first note that the set of Hamiltonians for which
Eq. (6.39) is solvable is never empty. This is so because U(H) acts transitively
on Sp. Secondly, if ρt satisfies (6.39) for some Hamiltonian H, then, by
Eq. (6.15), the length of ρt is a lower bound for the integral of the energy
uncertainty along ρt:
Length[ρt] ≤
∫ τ
0
dt
√
varρt(H). (6.40)
Finally, for any curve ρt there is a Hamiltonian H that generates a horizontal
lift of ρt because the unitary group of H acts transitively on Wp;λ. For such
a Hamiltonian we have equality in (6.40). Then, if ρt is a shortest geodesic,
distg(ρ0, ρτ ) =
∫ τ
0
dt
√
varρt(H). (6.41)
This proves Eq. (6.38), and that distgb|Sp (ρ0, ρτ ) ≤ distg(ρ0, ρτ ) by Eq. (6.37).
We conclude that
τ∆E ≥ distg(ρ0, ρτ ) ≥ distgb|Sp (ρ0, ρτ ) ≥ distb(ρ0, ρτ ). (6.42)
In Section 6.3.4 we will construct examples of density operators between
which the g-distance is strictly greater than the Bures distance. Thus, the
quantum speed limit given by the leftmost inequality in (6.42) is sometimes
greater than the quantum speed limit derived by Uhlmann. However, for
fully distinguishable states they are the same. For if ρ1 and ρ2 in Sp are fully
distinguishable, then
distg(ρ1, ρ2) = distb(ρ1, ρ2) =
pi
2 . (6.43)
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This is a consequence of the fact that purification amplitudes of fully distin-
guishable mixed states have orthogonal supports, and, hence, are Hilbert-
Schmidt orthogonal. (An amplitude has the same support as the density
operator it purifies, and two fully distinguishable density operators have or-
thogonal supports [64, 65].) That two amplitudes ψ1 and ψ2 have orthogonal
supports can concisely be expressed as ψ†1ψ2 = 0. The second equality in
(6.43) follows immediately from this observation. And since distg is bounded
from below by distb, it is sufficient to observe that the Πp;λ-fibers of ρ1 and
ρ2 can be connected by a horizontal curve inside Wp;λ having length pi/2.
The curve ψt = cos(t)ψ1 + sin(t)ψ2, where ψ1 and ψ2 are any amplitudes of
ρ1 and ρ2 in Wp;λ and 0 ≤ t ≤ pi/2, is such a curve. For direct computations
show that ψ†tψt = q and A(ψ˙t) = 0. We conclude that also the first equality
in (6.43) holds.
6.3.3 A Margolus-Levitin quantum speed limit
Equation (6.42) generalizes the Mandelstam-Tamm quantum speed limit
(1.9) to mixed states. In this section we will generalize the Margolus-Levitin
quantum speed limit (1.11) to mixed states. We thus consider a system whose
dynamics is governed by a, possibly time-dependent, Hamiltonian Ht which is
such that Ht1 and Ht2 commute for any 0 ≤ t1, t2 ≤ τ . The Hamiltonian then
has an instantaneous spectral decomposition Ht =
∑
aE
a
t |Ea〉〈Ea|, where the
orthonormalized energy eigenstates |Ea〉 are time-independent.
For a solution ρt of the von Neumann equation (6.39), consider the lift
ψt =
∑
a
e−itE¯
a
t |Ea〉〈Ea|ψ0, E¯at ≡
1
t
∫ t
0
dt
(
Eat − E0t
)
, (6.44)
where ψ0 is any amplitude for the initial density operator and E0t is the
smallest energy eigenvalue of Ht. Using that cosx ≥ 2(x+ sin x)/pi for x ≥ 0,
Re tr
(
ψ†0ψτ
)
=
∑
a
Re〈Ea|ψτψ†0|Ea〉
=
∑
a
〈Ea|ρ0|Ea〉 cos
(
τE¯aτ
)
≥∑
a
〈Ea|ρ0|Ea〉
(
1− 2
pi
(
τE¯aτ + sin
(
τE¯aτ
)))
= 1− 2τ
pi
∑
a
〈Ea|ρ0|Ea〉E¯aτ +
2
pi
Im tr
(
ψ†0ψτ
)
.
(6.45)
Then, if the initial an final amplitudes are perpendicular, which is, e.g, the
case when the initial and final density operators are fully distinguishable, we
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Figure 6.2: A tangent line to the cosine function.
find that
τ ≥ pi
2E¯
, E¯ ≡∑
a
〈Ea|ρ0|Ea〉E¯aτ (6.46)
This, clearly, is a generalization of the Margolus-Levitin quantum speed limit.
Another quantum speed limit, which does not rely on the perpendicularity
of the initial and final amplitudes, can be obtained from a minor modification
of the calculation (6.45). To this end let β ≈ 0.724 be such that 1− βx is a
tangent line to cosx, see Figure 6.2. Then,∣∣∣ tr(ψ†0ψτ )∣∣∣ ≥ Re tr(ψ†0ψτ ) ≥∑
a
〈Ea|ρ0|Ea〉(1− βτE¯aτ ) = 1− βτE¯. (6.47)
Since 1− x ≥ 4 arccos2(x)/pi2 for 0 ≤ x ≤ 1,
τ ≥ 1
βE¯
(
1− | tr(ψ†0ψτ )|
)
≥ 4
βpi2E¯
arccos2
(
| tr(ψ†0ψτ )|
)
. (6.48)
By the Uhlmann theorem [45], | tr(ψ†0ψτ )| ≤ F (ρ0, ρτ ) and, hence, since arccos
is decreasing, arccos(| tr(ψ†0ψτ )|) ≥ distb(ρ0, ρτ ). We conclude that
τ ≥ 4 dist
2
b(ρ0, ρτ )
βpi2E¯
. (6.49)
(Despite the resemblance, this quantum speed limit is different from that
derived in the appendix of [83].)
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6.3.4 Geodesic generating Hamiltonians
In this last section, we return to the leftmost inequality in (6.42) and we
ask under what conditions on the Hamiltonian H this inequality is tight.
According to Eqs. (6.35) and (6.36), a sufficient condition is that the solutions
to the Schrödinger equation of H that extend from the fiber over the initial
density operator are horizontal geodesics.1 We thus ask for a characterization
of those Hamiltonians that generate horizontal geodesics.
For simplicity, we assume that the initial state ρ0 is faithful. Let p and
λ be the weight and eigenprojector spectra of ρ0, and let ψ0 in Wp;λ be an
amplitude for ρ0. Consider a curve ψt which extends from ψ0. Since the
left action of the unitary group of H on Wp;λ is free and transitive, there
is a unique curve of unitary operators Ut such that ψt = Utψ0. We define
the curve ξt in u(H) by U˙t = Utξt. Then we define H = iUtξtU †t or, more
explicitly,
H = iTexp
(
−
∫ t
0
dt ξt
)†
ξt Texp
(
−
∫ t
0
dt ξt
)
. (6.50)
The curve ψt then satisfies the Schrödinger equation iψ˙t = Hψt, and our task
now is to formulate conditions on ξt which guarantees that ψt is a horizontal
geodesic.
The tangent space at ψ0 can be identified with u(H). An explicit identifi-
cation is given by ζ → ζψ0. We equip u(H) with the metric that makes this
isomorphism an isometry:
ζ ∗ η = −12 tr
(
(ζη + ηζ)ρ0
)
. (6.51)
Furthermore, we write Xζ for the left invariant vector field on Wp;λ which at
ψ0 equals ζψ0. At ψ = Uψ0, then,
Xζ(ψ) = Xζ(LU(ψ0)) = dLU(ζψ0) = UζU †ψ. (6.52)
Notice that ψt is an integral curve of Xξt . Now, ∇XζXζ = −Xad∗ζ ζ , where
∇ is the Levi-Civita connection of the Hilbert-Schmidt metric and ad∗ζ ζ is
the skew-Hermitian operator defined by ad∗ζ ζ ∗ η = ζ ∗ [ζ, η]. Indeed, by the
1Strictly speaking, the condition is sufficient only for small enough values on the final
time. If the distance between the initial and final states is greater than the injectivity
radius it is not certain that the geodesic generated by H is the shortest curve between the
initial and final states.
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Kozul formula [20, Ch. IV, Prop. 2.3],
2Ghs(∇XζXζ , Xη) = XζGhs(Xζ , Xη) +XζGhs(Xη, Xζ)
−XηGhs(Xζ , Xζ)−Ghs(Xζ , [Xζ , Xη])
+Ghs(Xζ , [Xη, Xζ ]) +Ghs(Xη, [Xζ , Xζ ])
= − 2 ad∗ζ ζ ∗ η
= − 2Ghs(Xad∗ζ ζ , Xη).
(6.53)
The covariant derivative of the velocity field of ψt is, thus,
∇tψ˙ = Xξ˙t(ψt) +∇XξtXξt(ψt) = Xξ˙t−ad∗ξt ξt(ψt). (6.54)
We conclude that ψt is a geodesic if, and only if, ξt satisfies
ξ˙t = ad∗ξt ξt. (6.55)
Notice that this equation, which is called the Euler-Poincaré equation [84,
Ch. 13, Eq. (13.5.17)], is of first order (unlike the geodesic equation which is
of second order). From the discussion in Section 3.1.3 we conclude that ψt is
a horizontal geodesic if ξt, in addition to satisfying Eq. (6.55), is such that
the initial velocity ψ˙0 = ξ0ψ0 is horizontal. That is, if A(ξ0ψ0) = 0.
Density operators with two distinct eigenvalues
A geodesic orbit space is a Riemannian homogeneous space in which each
geodesic is an orbit of a one-parameter subgroup of its isometry group. If the
density operators in Sp are faithful and have precisely two different, possibly
degenerate eigenvalues, then Sp is a geodesic orbit space. This is so because
then every geodesic in Sp is generated by a time-independent Hamiltonian.
To see this, let P 1 and P 2 be the common eigenvalues of the operators in
Sp and let m1 and m2 be the corresponding degeneracies. Furthermore, let ξ
be a skew-Hermitian operator on H such that Xξ is horizontal along the fiber
over ρ0, and let ζ be any skew-Hermitian operator on H. Express ξ and ζ as
matrices with respect to an eigenbasis for ρ0:
ξ =
[
0 ξ12
−ξ†12 0
]
, ζ =
[
ζ11 ζ12
−ζ†12 ζ22
]
. (6.56)
Here, ξ12 and ζ12 have dimensions m1 ×m2, and ζ11 and ζ22 have dimensions
m1 ×m1 and m2 ×m2, respectively. Now ad∗ξ ξ = 0 because
ξ ∗ [ξ, ζ] = 12
(
P 1 tr[ξ12ξ†12, ζ11] + P 1 tr[ξ†12ξ12, ζ22]
)
= 0. (6.57)
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Figure 6.3: A comparison of the distance between ρ0 and ρτ as measured
by distg and distb. We have plotted the distances for the cases (p0, p1) =
(7/8, 1/8) (red), (p0, p1) = (3/4, 1/4) (blue), and (p0, p1) = (5/8, 3/8) (green).
(As commutators of matrices have vanishing trace.) This in turn implies
that every curve of skew-Hermitian operators ξt which satisfies Eq. (6.55)
is stationary, and, hence, that the Hamiltonian defined by (6.50) is time-
independent. Next we use this observation to produce curves of qubit density
operators for which the quantum speed limit given by the first inequality in
(6.42) is strictly stronger than the Uhlmann quantum speed limit.
Geodesics of mixed qubits
For a qubit, ξ12 = aeiθ, where we can take a > 0. The solution to the
Schrödinger equation of H = iξ which extends from √ρ0 is
ψt =
[ √
p0 cos (at)
√
p1eiθ sin (at)
−√p0e−iθ sin (at) √p1 cos (at)
]
. (6.58)
This curve is a horizontal geodesic, and, hence, its projection is a geodesic
extending from ρ0:
ρt =
[
p0 cos2 (at) + p1 sin2 (at) eiθ(p1 − p0) cos (at) sin (at)
e−iθ(p1 − p0) cos (at) sin (at) p0 sin2 (at) + p1 cos2 (at)
]
. (6.59)
Let d > 0 be the injectivity radius of Sp, and assume that 0 < τ < d/a. Then
ρt is a shortest geodesic between ρ0 and ρτ , and
distg(ρ0, ρτ ) = Length[ρt] = aτ. (6.60)
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A direct calculation shows that the energy uncertainty along ρt equals a.
Therefore, the first inequality in (6.42) is saturated.
Next, we will show that the Bures distance between ρ0 and ρτ is strictly
less than aτ . From this follows that there is at least one case for which the
first inequality in (6.42) is a stronger quantum speed limit than the Uhlmann
quantum speed limit.
The fidelity of ρ0 and ρτ is
F (ρ0, ρτ ) = tr(ρ0ρτ )+2
√
det ρ0 det ρτ = (p0−p1)2 cos2(aτ)+4p0p1, (6.61)
and, hence, the Bures distance between ρ0 and ρτ is
distb(ρ0, ρτ ) = arccos
√
(p0 − p1)2 cos2(aτ) + 4p0p1. (6.62)
Since the difference aτ−arccos
√
(p0 − p1)2 cos2(aτ) + 4p0p1 is strictly positive
for τ > 0, see Figure 6.3, we have that distg(ρ0, ρτ ) > distb(ρ0, ρτ ).
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