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Abstract
We study the asymptotic behaviour of the trace (the sum of the di-
agonal parts) τn = τn(ω) of a plane partition ω of the positive integer n,
assuming that ω is chosen uniformly at random from the set of all such par-
titions. We prove that (τn − c0n
2/3)/c1n
1/3 log1/2 n converges weakly, as
n→∞, to the standard normal distribution, where c0 = ζ(2)/[2ζ(3)]
2/3,
c1 =
√
1/3/[2ζ(3)]1/3 and ζ(s) =
∑∞
j=1
j−s.
1 Introduction
Properties of various kinds of partitions are often studied using bivariate gen-
erating functions of the following type:
G(u, x; {aj}j≥1) =
∞∏
j=1
(1− uxj)−aj = 1+
∑
n,m≥1
Q(m,n; {aj}j≥1) um xn. (1.1)
Here u is finite, |x| < 1 and {aj}j≥1 is a given sequence of non-negative numbers.
A combinatorial interpretation of (1.1) for integer-valued sequences {aj}j≥1, is
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obtained expanding the geometric progressions in the left-hand side. Setting
Λ =
∞⋃
k=1
ak⋃
j=1
{k} = {λ1, λ2, . . .},
one can show that the coefficient Q(m,n; {aj}j≥1) equals the number of solu-
tions in non-negative integers zj of the equations

∑
λj∈Λ
λjzj = n,
∑
j
zj = m.
Furthermore, a specific sequence of integers {aj}j≥1 may define a particular
class of partitions, so that the nth coefficient Q(n; {aj}j≥1) in the power series
expansion of
G(1, x; {aj}j≥1) =
∞∏
j=1
(1− xj)−aj = 1 +
∑
n≥1
Q(n; {aj}j≥1)xn (1.2)
counts the number of partitions of n belonging to that class (see e.g. [4, Chap.
6]). A fundamental problem in the theory of partitions is to determine the
asymptotic behaviour of Q(n; {aj}j≥1) as n → ∞. In its most general setting
this problem was studied by Meinardus [14] who introduced a set of assumptions
on the sequence {aj}j≥1 and obtained an expression for the leading term in the
asymptotic expansion of this coefficient. Two important classes of partitions are
covered by Meinardus’ formula: (i) aj = 1 and (ii) aj = j, j = 1, 2, . . .. In the
first case Q(n; {aj = 1}j≥1) equals the number of (linear) integer partitions of
n (see [4, Section 1.2]) and Meinardus’ asymptotic formula implies the famous
result of Hardy and Ramanujan [8] for the number of such partitions. In the
second case Q(n; {aj = j}j≥1) equals the number of plane partitions of n, whose
asymptotic expression was previously obtained by Wright [27].
A basic restriction in Meinardus’ scheme states that the Dirichlet’s series
D(s) =
∞∑
j=1
ajj
−s, (1.3)
generated by the sequence {aj}j≥1 has to converge in the half-plane ℜes > α >
0. It turns out that the asymptotic behaviour of the coefficientsQ(m,n; {aj}j≥1)
in the bivariate power series expansion (1.1) strongly depends on the value of
the parameter α. Haselgrove and Temperley [9] studied the case when α < 2,
n→∞ andm becomes large with n at a specific rate. They applied the classical
method due to Hardy and Ramanujan [8] and obtained a result of the form
of a local limit theorem for the ratio Q(m,n; {aj}j≥1)/Q(n; {aj}j≥1). Their
result established convergence to a non-Gaussian distribution. Haselgrove and
Temperley [9, Section 3] also conjectured that the Gaussian law would appear
2
if the Dirichlet’s series parameter α is not less than 2, however, a formal proof
is still lacking.
In this paper we consider the sequence aj = j, j = 1, 2, . . ., and focused on
plane partitions of positive integer n. A plane partition ω of n is a representation
n =
∑
i,j≥1
ωi,j ,
in which the array ω = (ωi,j)i,j≥1 of non-negative integer entries is such that
ωi,j ≥ ωi+1,j and ωi,j ≥ ωi,j+1. We may also assume that ω occupies the first
quadrant of the coordinate system iOj. As an illustration the following is the
plane partition of n = 8:
. . . . . .
. . . . . .
. . . . . .
0 0 0 0 0 0 . . .
1 1 0 0 0 0 . . .
3 2 1 0 0 0 . . .
✻
✲
i
j
O
(1.4)
For the sake of brevity the zeroes in (1.4) are deleted, so that the abbreviation
1 1
3 2 1
presents the plane partition of 8 in a shorter way. It seems that MacMahon [13]
was the first who suggested the idea of a plane partition. Various properties of
plane partitions and their applications to combinatorics, algebra and analysis
of algorithms may be found in [4, Chap. 11], [17, Chap. 12] and [22, Chap. 7].
Further, for the sake of brevity, we also let
Q(n) = Q(n; {aj = j}j≥1), G(u, x) =
∞∏
j=1
(1 − uxj)−j . (1.5)
In terms of notations (1.5) the generating function (1.2) becomes
G(1, x) =
∞∏
j=1
(1 − xj)−j = 1 +
∑
n≥1
Q(n)xn. (1.6)
It is also easily seen that the sequence aj = j, j = 1, 2, . . ., implies that
D(s) = ζ(s− 1) =
∞∑
j=1
j−(s−1) (1.7)
(see (1.3)). Therefore, in this case we have α = 2.
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The main goal of our paper is to prove Haselgrove and Temperley’s conjec-
ture [9, Section 3] that the Gaussian law determines the asymptotic behaviour
of Q(m,n) = Q(m,n; {aj = j}j≥1) if m becomes large with n at a specific rate.
It turns out that this problem has an interesting probabilistic interpretation.
If we introduce the uniform probability measure P = Pn on the set of all plane
partitions of n assuming that the probability 1/Q(n) is assigned to each plane
partition ω, then each conceivable numerical characteristic of ω becomes a ran-
dom variable. An exact combinatorial expression for the numbers Q(n) does
not exist. As it was previously mentioned their asymptotic was determined by
Wright [27] and subsequently his result was confirmed by Meinardus’ general
theorem [14]. It was shown that
Q(n) ∼ [ζ(3)]
7/36
211/3631/2π1/2
n−25/36 exp
{
3[ζ(3)]1/3(n/2)2/3 + 2c
}
, (1.8)
where
c =
∫ ∞
0
y log y
e2piy − 1dy.
(In the statement of Wright’s main result [27, p.179] the constant 31/2 in the
denominator of (1.8) is missing, however, it is included in his final result at the
end of the proof of his theorem on p.189. Further results on the asymptotic
expansion of Q(n) can be also found in [2, 3].)
We will consider here the trace τn of a partition ω defined as the sum of its
diagonal parts:
τn =
n∑
j=1
ωj,j .
To study the asymptotic behaviour of τn as n→∞ we use the following gener-
ating function identity (see [21] or [4, Chap. 11, Problem 5]) :
G(u, x) = 1 +
∞∑
n=1
Q(n) xn
n∑
m=1
P (τn = m) u
m =
= 1 +
∞∑
n=1
Q(n) ϕn(u) x
n =
∞∏
j=1
(1− uxj)−j , (1.9)
where
ϕn(u) =
n∑
m=1
P (τn = m)u
m (1.10)
is the probability generating function of the trace τn and G(u, x) is the generat-
ing function defined by (1.5). It is now clear that if Haselgrove and Temperley’s
conjecture, that we stated above, is valid, then the trace τn of a random plane
partition has to be asymptotically normal as n → ∞. The main result of this
paper is the following limit theorem.
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Theorem 1 For any real and finite z, we have
lim
n→∞
P
(
τn − c0n2/3
c1n1/3 log
1/2 n
≤ z
)
=
1√
2π
z∫
−∞
e−y
2/2dy,
where
c0 = ζ(2)/ [2ζ(3)]
2/3
= .916597104,
c1 =
√
1/3/[2ζ(3)]1/3 = .430977269.
This result confirms Haselgrove and Temperley’s conjecture when α = 2 and
D(s) = ζ(s−1) ( see (1.7)). We believe that our method of proof can be utilized
to study the general case α ≥ 2.
Our study is also partially motivated by similar results obtained for linear
partitions of n. Erdo˝s and Lehner [5] were apparently the first who have studied
random linear partitions using a probabilistic approach. As a matter of fact,
they showed that the number of summands, after an appropriate normalization,
converges weekly, as n → ∞, to a random variable having the extreme value
distribution. Subsequent work by a number of authors provides considerable
information about the structure of a ”typical” linear partition of a large integer.
(We refer the reader e.g. to [23], [24], [25], [6], [7], [18], [11], [15] and the
references therein.) To this effect, Theorem 1 continues the study of partitions
initiated by the probabilistic approach.
The proof of our main result is based on a method developed by Hayman
[10]. To get an estimate for the Cauchy integral stemming from (1.9) we use
the fact that the generating function G(1, x) defined by (1.6) satisfies Hayman’s
admissibility conditions in a neighborhood of its main singularity x = 1 and
outside it (see Lemmas 1 and 2, respectively). A relevant approach to problems
related to other characteristics of random plane partitions may be found in [19]
and [16].
We organize our paper as follows. Section 2 contains auxiliary facts on the
admissibility of the generating function G(1, x) defined by (1.6) and on the
asymptotic behaviour of the coefficients Q(n) in its power series expansion. In
Section 3 we present the proof of Theorem 1.
2 Preliminary Asymptotics
In order to get an asymptotical estimate for G(1, x) around its main singularity
x = 1, we first introduce the analytic scheme of assumptions on the sequence
{aj}j≥1 of non-negative numbers, which is due to Meinardus [14]. The following
three conditions must be satisfied:
(M1) The Dirichlet series D(s) (see (1.3)) converges in the half-plane ℜe s >
α > 0, and can be analytically continued into the half-plane ℜe s ≥ −α0,
α0 ∈ (0, 1). In ℜe s ≥ −α0, D(s) is analytic except for a simple pole at s = α
with residue A.
5
(M2) There exists an absolute constant α1 > 0 such thatD(s) = O(|ℑm s|α1)
uniformly for ℜe s ≥ −α0 as |ℑm s| → ∞.
(M3) Define g(v) =
∞∑
j=1
aje
−jv, where v = y + 2πiw and y and w are real
numbers. If | arg v| > π/4 and |w| ≤ 1/2, then ℜe g(v) − g(y) ≤ −α2y−χ for
sufficiently small y, where χ > 0 is an arbitrary number, and α2 > 0 is suitably
chosen and may depend on χ.
We shall be concerned, in the first instance, with the behavior ofG(1, x; {aj}j≥1)
(see 1.2) as x becomes close to 1. Meinardus [14] (see also Andrews [4, Lemma
6.1] proved that under the assumptions (M1) and (M2)
G(1, e−v; {aj}j≥1) = exp
{
AΓ(α)ζ(α + 1)v−α −D(0) log v +D′(0) +O(yα0)}
(2.1)
as y → 0 uniformly for | arg v| ≤ π/4 and |w| ≤ 1/2. (Here Γ(α) denotes Euler’s
gamma function and log (·) presents the main branch of the logarithmic function
satisfying log v < 0 for 0 < v < 1.)
Let us take now a sequence {rn} which, as n→∞, satisfies
rn = 1− [2 ζ(3)]
1/3
n1/3
+
[2 ζ(3)]2/3
2n2/3
− ζ(3)
3n
+O(n−4/3). (2.2)
For the sake of brevity we also set
b(r) =
6 ζ(3)
(1 − r)4 , (2.3)
where 0 < r < 1. It is easy to check that (2.2) and (2.3) imply
b(rn) =
3n4/3
[2 ζ(3)]1/3
+O(n) (2.4)
as n→∞.
The next lemma suggests a tool that we shall subsequently use in Section 3
to obtain the main term in our asymptotics.
Lemma 1 If rn satisfies (2.2) for large n, then
G(1, rne
iθ)e−iθn = G(1, rn)e
−θ2b(rn)/2
[
1 +O(1/ log3 n)
]
as n→∞ uniformly for |θ| ≤ δn, where
δn =
n−5/9
logn
(2.5)
and b(rn) is determined by (2.3).
Proof. Our starting point here will be Meinardus’ general asymptotic for-
mula (2.1). We apply it for the sequence aj = j, j = 1, 2, . . .. It is not difficult to
show that A = 1 and D(0) = −1/12. Classical result on the ζ function implies
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condition (M2) (see e.g. [26, Section 13.51 ]). Therefore, for v = y + 2πiw, we
get
G(1, e−v) = exp
{
ζ(3)v−2 +
1
12
log v +D′(0) +O(yα0)
}
(2.6)
as y → 0 uniformly for |w| ≤ 1/2 and | arg v| ≤ π/4. Setting
e−v = rn e
iθ, (2.7)
we see that y = yn = − log rn and w = −θ/2π. The asymptotic behaviour of
− log rn can be determined with aid of (2.2) as follows:
yn = − log rn = [2 ζ(3)]
1/3
n1/3
− [2 ζ(3)]
2/3
2n2/3
+
ζ(3)
3n
+
[2 ζ(3)]
2/3
2n2/3
− 2
4/3 [2 ζ(3)]
2/3
[ζ(3)]
1/3
4n
+
2 ζ(3)
3n
+O(n−4/3)
=
[2 ζ(3)]
1/3
n1/3
+O(n−4/3), n→∞. (2.8)
Combining (2.6) - (2.8), we observe that
G(1, rne
iθ)
G(1, rn)
e−iθn (2.9)
=
(
yn − iθ
yn
)1/12
exp
{
ζ(3)[(yn − iθ)−2 − y−2n ]− iθn+O (yα0n )
}
.
A Taylor’s formula expansion for |θ| ≤ δn yields
(yn − iθ)−2 − y−2n = 2iθy−3n − 6
θ2
2
y−4n +O(|θ|3y−5n )
= 2iθy−3n − 3θ2y−4n +O(δ3ny−5n ). (2.10)
Using (2.8), we also get the following estimate for the factor outside the exponent
in (2.9):
(
yn − iθ
yn
)1/12
=
{
[2ζ(3)]1/3 − iθn1/3 +O(n−1)
[2ζ(3)]1/3 +O(n−1)
}1/12
= 1 +O(δnn
1/3). (2.11)
Finally, we notice that (2.8) implies the bound
yα0n = O(n
−α0/3). (2.12)
Hence, inserting (2.4), (2.8),(2.10)-(2.12) into (2.9), we obtain
G(1, rne
iθ)
G(1, rn)
e−iθn =
[
1 +O(δnn
1/3)
]
exp
{
ζ(3)
[
2iθn
2ζ(3)[1 +O(n−1)]3
7
−θ
2
2
6n4/3
24/3[ζ(3)]4/3[1 +O(n−1)]4
+O
(
δ3ny
−5
n
)]− iθn+O (n−α0/3)}
=
[
1 +O(n−2/9/ logn)
]
exp
{
ζ(3)
[
iθn
ζ(3)
(
1 +O(n−1)
)
− θ
2
2 ζ(3)
[b(rn) +O(n)]
(
1 +O(n−1)
)
+O(δ3nn
5/3)
]
− iθn+O
(
n−α0/3
)}
=
[
1 +O(n−2/9/ logn)
]
exp
{
iθn+O(δn)− θ2b(rn)/2 +O
(
nδ2n
)
+O(δ2nb(rn)n
−1) +O(δ3nn
5/3)− iθn+O
(
n−α0/3
)}
=
[
1 +O(n−2/9/ logn)
]
exp
{−θ2b(rn)/2 + O(1/ log3 n)}
= e−θ
2b(rn)/2
[
1 +O(1/ log3 n)
]
.
This completes the proof.
We also need another lemma that will establish a uniform estimate for
G(eiT , x), |x| = rn outside the range −δn < arg x < δn, if T is real and suitably
bounded.
Lemma 2 If rn and δn satisfy (2.2) and (2.5), respectively, and the function
T = T (n) is such that
T = T (n) = Θ(n−1/3/
√
logn) (2.13)
as n→∞, then there exist two positive constants ǫ and n0 so that
|G(eiT , rneiθ)| ≤ G(1, rn) exp
{
ε− 2n2/9/[2ζ(3)]4/3 log2 n
}
uniformly for π ≥ |θ| ≥ δn and n ≥ n0.
Proof. By taking logarithm, for |x| < 1 and |u| = 1, we get
logG(u, x) = log


∞∏
j=1
(1− uxj)−j

 = −
∞∑
j=1
j log(1 − uxj)
=
∞∑
j=1
j
∞∑
l=1
xjlul
l
=
∞∑
l=1
1
l
∞∑
j=1
j(xl)jul.
Thus, substituting x = rne
iθ and u = eiT , we obtain the estimate
|G(eiT , rneiθ)| =
∣∣exp{logG(eiT , rneiθ)}∣∣ =
∣∣∣∣∣∣ exp


∞∑
l=1
1
l
∞∑
j=1
jeilT rljn e
ijlθ


∣∣∣∣∣∣
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=∣∣∣∣∣∣exp


∞∑
j=1
j rjn e
i(jθ+T ) +
∞∑
l=2
1
l
∞∑
j=1
j rljn e
il(jθ+T )


∣∣∣∣∣∣
= exp


∞∑
j=1
j rjn ℜe ei(jθ+T ) +
∞∑
l=2
1
l
∞∑
j=1
j rljn ℜe eil(jθ+T )


= exp


∞∑
j=1
j rjn cos(jθ + T ) +
∞∑
l=2
1
l
∞∑
j=1
j rljn cos[l(jθ + T )]


≤ exp


∞∑
j=1
j rjn cos(jθ + T ) +
∞∑
l=2
1
l
∞∑
j=1
j rljn


= exp


∞∑
j=1
j rjn [cos(jθ + T )− 1] +
∞∑
l=1
1
l
∞∑
j=1
j rljn


= G(1, rn) exp {Hn(θ, T )} , (2.14)
where
Hn(θ, T ) =
∞∑
j=1
j rjn [cos(jθ + T )− 1]
= ℜe
[
rne
i(θ+T )
(1 − rneiθ)2
]
− rn
(1− rn)2 (2.15)
=
rn
[
cos(θ + T ) + r2n cos(θ − T )− 2rn cos(T )
]
(1− 2rn cos(θ) + r2n)2
− rn
(1− rn)2 .
It is not difficult to show that the function
f(θ) = cos(θ + T ) + r2n cos(θ − T )
in the numerator of Hn(θ, T ) attains its maximum value in the range δn ≤| θ |≤
π at θ = ±δn. To prove this one needs to determine the behaviour of f(θ) in
the ranges T < θ ≤ π and δn ≤ θ ≤ T . The first case is an easy exercise whose
study avoids the asymptotic form (2.13) of T . In the second case one can use
the following representation of the derivative
f ′(θ) = − sin(θ + T )− r2n sin(θ − T ) = −(1 + r2n)θ − (1− r2n)T +O(T 3).
(2.2) and (2.13) show that
(1− r2n)T = Θ(n−2/3 log−1/2 n), O(T 3) = O(n−1 log−3/2 n).
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Therefore, for sufficiently large n, the value of f ′(θ) becomes close to −(1+r2n)θ.
This implies that f(θ) decreases for δn ≤ θ ≤ T and increases for −T ≤ θ ≤ −δn.
It follows that one may replace θ by −δn in (2.15). Thus we can write
Hn(θ, T ) ≤
rn
[
cos(−δn + T ) + r2n cos(−δn − T )− 2rn cos(T )
]
(1 − 2rn cos(δn) + r2n)2
− rn
(1− rn)2 .
(2.16)
To estimate the cosine functions in the right-hand side of this inequality we
express δn and T by (2.5) and (2.13), respectively. We get the following expan-
sions:
cos δn = 1− δ
2
n
2
+O(δ4n) = 1−
n−10/9
2 log2 n
+O(n−20/9 log−4 n),
cos(−δn ± T ) = cosT ± 2 sin(T ∓ δn
2
) sin
δn
2
,
cosT = 1−Θ(n−2/3/ logn).
Moreover, (2.2) implies that
(1 − rn)−2 =
[
n
2ζ(3)
]2/3
+O(n1/3).
Substituting these estimates in the right-hand side of (2.16), after some manip-
ulations, we obtain
Hn(θ, T ) ≤
rn
[
1−Θ(n−2/3/ logn)]
(1− rn)2
[
1 + rnn
−10/9
(1−rn)2 log2 n
+O( n
−20/9
(1−rn)2 log4 n
)
]2 − rn(1− rn)2
=
rn
[
1−Θ(n−2/3/ logn)]
(1− rn)2
[
1 + 2n−4/9/[2ζ(3)]2/3 log2 n+O(n−7/9/ log2 n)
] − rn
(1− rn)2
=
rn
[
1−Θ(n−2/3/ logn)]
(1− rn)2
{
1− 2n
−4/9
[2ζ(3)]2/3 log2 n
+O
(
n−7/9
log2 n
)}
− rn
(1− rn)2
= −rn
{[
n
2ζ(3)
]2/3
+O(n1/3)
}
2n−4/9
[2ζ(3)]2/3 log2 n
+O(1/ logn)
= − 2n
2/9
[2ζ(3)]4/3 log2 n
+O(1/ logn).
Inserting this into (2.14), we obtain the required bound.
Further, we shall essentially use the asymptotic form of the numbers Q(n).
It is given by Wright’s formula (1.8), however, we need this result in a slightly
different form. It is not difficult to verify that Lemmas 1 and 2, (2.2) and (2.3)
imply that G(1, x) belongs to the class of Hayman’s admissible functions [10]
and thus, Hayman’s general asymptotic formula for the coefficients in the power
10
series representations of admissible functions is valid for the number of plane
partitions of n, Q(n), as well. The next lemma encompasses these results. We
only sketch its proof and insert a remark explaining the role of the asymptotic
expansion (2.2) there.
Lemma 3 For G(1, x), the generating function of the numbers Q(n) of plane
partitions of n, defined by (1.6), we have
Q(n) ∼ G(1, rn)r−nn /[2πb(rn)]1/2 (2.17)
as n→∞, where rn satisfies the equation
rG′(1, r)/G(1, r) = n (2.18)
for sufficiently large n and b(rn) is defined by (2.3).
Sketch of the proof. It is clear that |x| = 1 is a natural boundary for G(1, x).
Lemma 1 shows the behaviour of G(1, x) around its main singularity x = 1
(condition I of Hayman’s Definition [10]); Lemma 2 establishes the negligibility
of the growth of G(1, x) as x → x0, |x0| = 1 and x0 6= 1 (condition II of [10]).
It is then easily seen that
r G′(1, r)
G(1, r)
= 2
∞∑
j=1
r2j
(1− rj)3 +
∞∑
j=1
rj
(1− rj)2
=
2ζ(3)
(1− r)3 + o((1 − r)
−3)
as r → 1−. This enables one to conclude that rn, determined for sufficiently
large n by (2.18), can be substituted by the asymptotic expansion (2.2). Thus
one can obtain (2.17) after a direct application of Hayman’s theorem [10].
Finally, we notice that (2.2)-(2.4) and (2.6) imply the coincidence of the
right-hand sides of (1.8) and (2.17).
3 Proof of the Main Result
First, we let in (1.9)
G(u, x) = eF (u,x), (3.1)
that is, we set
F (u, x) = −
∞∑
j=1
j log(1− uxj). (3.2)
We now apply Cauchy’s coefficient formula to (1.9) on the circle x = rne
iθ,
−π < θ ≤ π, with rn determined by (2.2). Thus, in terms of the notations
(1.10), (3.1) and (3.2), for |u| ≤ 1, we obtain
Q(n)ϕn(u) =
r−nn
2π
∫ pi
−pi
exp
{
F (u, rne
iθ)− iθn} dθ.
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We break up the range of integration as follows:
Q(n)ϕn(u) = J1(n, u) + J2(n, u), (3.3)
where
J1(n, u) =
r−nn
2π
∫ δn
−δn
exp
{
F (u, rne
iθ)− iθn} dθ, (3.4)
J2(n, u) =
r−nn
2π
∫
δn≤|θ|≤pi
exp
{
F (u, rne
iθ)− iθn} dθ. (3.5)
3.1 An asymptotic estimate for J1(n, u).
Using Taylor’s formula expansion, we can write
F (u, rne
iθ) = F (u, rn) + rn(e
iθ − 1) ∂
∂x
F (u, x)
∣∣∣∣ x = rn
+
r2n
2
(eiθ − 1)2 ∂
2
∂x2
F (u, x)
∣∣∣∣ x = rn +O
(
|θ|3 ∂
3
∂x3
F (|u|, x)
∣∣∣∣ x = rn
)
. (3.6)
To evaluate the partial derivatives of F (u, x), we shall use the following expres-
sions:
∂
∂x
F (u, x)
∣∣∣∣ x = rn = u
∞∑
j=1
j2rj−1n
1− urjn
, (3.7)
∂2
∂x2
F (u, x)
∣∣∣∣ x = rn = u
∞∑
j=2
j2(j − 1)rj−2n
1− urjn
+ u2
∞∑
j=1
j3r
2(j−1)
n
(1− urjn)2
, (3.8)
∂3
∂x3
F (u, x)
∣∣∣∣ x = rn = u
∞∑
j=3
j3(j − 1)(j − 2)rj−3n
1− urjn
+ 3u2
∞∑
j=2
j3(j − 1)r2j−3n
(1 − urjn)2
+ 2u3
∞∑
j=1
j4r
3(j−1)
n
(1− urjn)3
. (3.9)
We proceed further to establish the convergence of J1(n, u) in terms of
Fourier transforms by setting u = eiT , −∞ < T < ∞, in (3.4), (3.6)-(3.9).
In what follows later, an application of Le´vy’s continuity theorem for charac-
teristic functions [12, Section 3.6] would specify the value of T as a function of
the main parameter n. Furthermore, we need notations for the following four
functions:
ψm,k(z, T ) =
∫ ∞
z
ym
(ey−iT − 1)m−k dy, (3.10)
(k,m) = (0, 1), (1, 2), (1, 3), (2, 3), 0 ≤ z <∞.
They are closely related to the Debye functions (see e.g. [1, Section 27.1]).
Moreover, formula 27.1.3 of [1] shows that
ψm,m−1(0, 0) = m!ζ(m+ 1). (3.11)
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We now proceed to the asymptotic estimates of the summands in (3.6).
Interpreting again the sum in (3.7) by a Riemann’s one with the same step size
yn = − log rn as in the proof of Lemma 2 of [15] and using (3.11) and (2.8), we
find that
rn
∂
∂x
F (u, x)
∣∣∣∣ x = rn, u = eiT = ψ2,1(yn, T )y−3n +O(y−1n )
= [ψ2,1(0, T ) + O(n
−2/3)]y−3n +O(n
1/3)
= [ψ2,1(0, 0) +R(n, T )]y
−3
n +O(n
1/3)
= [2ζ(3) +R(n, T )]
[
n
2ζ(3)
+O(1)
]
+O(n1/3) (3.12)
= n+
nR(n, T )
2 ζ(3)
+O(|R(n, T )|) +O(n1/3),
where
R(n, T ) = T ψ′2,1(0, T1) = i T
∫ ∞
0
y2 ey−i T1 dy
(ey−i T1 − 1)2
is the remainder term in the Taylor’s formula expansion of ψ2,1(0, T ) and 0 <
T1 < T . Since the last integral is finite, from (2.13) we get
R(n, T ) = O(n−1/3/
√
logn). (3.13)
Furthermore, note that (3.6) requires a multiplication by eiθ − 1. Hence by
(2.2), (2.5) (3.12) (3.13)
rn(e
iθ − 1) ∂
∂x
F (u, x)
∣∣∣∣ x = rn, u = eiT (3.14)
= [iθ +O(|θ|2)]
[
n+
nR(n, T )
2 ζ(3)
+O(n1/3)
]
= iθn+ i θ
nR(n, T )
2 ζ(3)
+O(δn n
1/3) +O(nδ2n)
= iθn+ i θ
nR(n, T )
2 ζ(3)
+O(n−1/9/ log2 n).
To deal with the third term of the expansion in (3.6), one has to follow the same
line of reasoning. Thus, in a similar way (3.8) becomes
r2n
∂2
∂x2
F (u, x)
∣∣∣∣
x=rn,u=eiT
= y−4n [ψ3,2(yn, T ) + ψ3,1(yn, T )] +O(n). (3.15)
On the other side, using Taylor’s formula expansion and (3.11), we obtain
ψ3,2(yn, T ) = ψ3,2(0, T ) +O
(
yn
∣∣∣∣∣ ∂∂zψ3,2(z, T )
∣∣∣∣
z=yn
∣∣∣∣∣
)
(3.16)
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= ψ3,2(0, T )+O(1/n) = ψ3,2(0, 0)+O(|T |)+O(1/n) = 6ζ(4)+O(n−1/3/
√
logn),
ψ3,1(yn, T ) = ψ3,1(0, T ) +O
(
yn
∣∣∣∣∣ ∂∂zψ3,1(z, T )
∣∣∣∣
z=yn
∣∣∣∣∣
)
(3.17)
= ψ3,1(0, T ) +O(n
−2/3) = ψ3,1(0, 0) +O(|T |) +O(n−2/3)
= 6[ζ(3)− ζ(4)] +O(n−1/3/
√
logn).
So (2.2), (2.5), (2.8) and (3.15) - (3.17) imply
r2n
2
(eiθ − 1)2 ∂
2
∂x2
F (u, x)
∣∣∣∣
x=rn,u=eiT
(3.18)
=
1
2
[1 +O(n−1/3)][−θ2 +O(|θ|3)]
[(
n
2ζ(3)
)4/3
+O(n1/3)
]
×{6ζ(4) + 6[ζ(3)− ζ(4)] +O(n−1/3/
√
logn)}
=
1
2
[1 +O(n−1/3)][−θ2 +O(δ3n)]
[(
n
2ζ(3)
)4/3
+O(n1/3)
]
×[6ζ(3) +O(n−1/3/
√
logn)]
=
−θ2
2
(
n
2ζ(3)
)4/3
[6ζ(3)][1 +O(n−1/3)] +O(n1/3δ2n) +O(n
4/3δ3n)
=
−θ2
2
(
n
2ζ(3)
)4/3
[6ζ(3)] +O(n4/3δ3n) +O(nδ
2
n)
=
−θ2
2
(
n
2ζ(3)
)4/3
[6ζ(3)] +O(n−1/9/ log2 n).
Finally, following similar but simpler analysis as above, with the aid of (3.7) we
can show the negligibility of the error term in (3.6). We have
O
(
|θ|3 ∂
3
∂x3
F (|u|, x)
∣∣∣∣
x=rn
)
= O(δ3ny
−5
n )
= O((n−15/9/ log3 n)n5/3) = O(1/ log3 n). (3.19)
We are now ready to substitute (3.6), (3.14), (3.18) and (3.19) into the
integral of J1(n, e
iT ) (see the (3.4)). We can write
J1(n, e
iT ) =
r−nn e
F (eiT ,rn)
2π
∫ δn
−δn
exp
{
iθn+ iθ
nR(n, T )
2 ζ(3)
−θ
2
2
[
n
2ζ(3)
]4/3
[6ζ(3)] +O(n−1/9/ log2 n) +O(1/ log3 n)− iθn
}
dθ
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=
r−nn e
F (eiT ,rn)
2πb1/2(rn)
[
1 +O
(
1
log3 n
)]∫ δnb1/2(rn)
−δnb1/2(rn)
exp
{
itn1/3R(n, T )
[2 ζ(3)]5/6
√
3
− t
2
2
}
dt.
(3.20)
Note that we substituted θ = t/b1/2(rn),−∞ < t < ∞, with b1/2(rn) defined
by (2.3) and (2.4). In addition, (2.4) and (2.5) justify the computation
δnb
1/2(rn) ∼ dn1/9 logn, d =
√
3/[2ζ(3)]1/6. (3.21)
So, the bounds of the last integral in (3.20) tend to ±∞. The estimate (3.13) for
R(n, T ) and the Lebesgue’s dominated convergence theorem allow the passage
to the limit under the integral. Moreover, (3.13) shows that the limit of the
integrand equals e−t
2/2 with an error term of order O(1/
√
logn). The addi-
tional error term that we get replacing ±δnb1/2(rn) by ±∞ can be estimated
using the asymptotic expansion of the function (2π)−1/2
∫∞
z e
−t2dt as z → ∞
(see [1, Chap.7]). Therefore, (3.21) implies that this error term is at most
O(n−1/9(logn) exp{−d2n2/9 log2 n}) = O(1/√logn). This shows in turn that
J1(n, e
iT ) =
r−nn e
F (eiT ,rn)
2πb1/2(rn)
[
1 +O(1/
√
log n)
] ∫ ∞
−∞
e−
t2
2 dt
=
r−nn e
F (eiT ,rn)√
2πb(rn)
[
1 +O(1/
√
logn)
]
. (3.22)
This completes the required estimate for J1(n, e
iT ).
3.2 An asymptotic estimate for J2(n, u).
To estimate this integral asymptotically we only need to apply directly Lemmas
2 and 3. So for n ≥ n0 and bounded T , we get from (3.4) and (2.4):
|J2(n, u)| ≤ r
−n
n
2π
∫
pi≥|θ|≥δn
∣∣G(eiT , rneiθ)∣∣ dθ
≤ r−nn G(1, rn)(1 + ε) exp{−2n2/9/[2ζ(3)]4/3 log2 n} (3.23)
=
r−nn G(1, rn)√
2πb(rn)
(1 + ε) exp{−2n2/9/[2ζ(3)]4/3 log2 n + log
√
2πb(rn)}
∼ Q(n)(1 + ε) exp{−2n2/9/[2ζ(3)]4/3 log2 n + 2
3
logn+O(1)} = o(Q(n)).
3.3 Final estimate for J1(n, e
iT ): the choice of T = T (n)
We start our estimation with a Taylor’s formula expansion:
F (eiT , rn) = F (1, rn) + (e
iT − 1) ∂
∂u
F (u, rn)
∣∣∣∣
u=1
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+(eiT − 1)2 ∂
2
∂u2
F (u, rn)
∣∣∣∣
u=1
+O
(
|T |3
∣∣∣∣ ∂3∂u3F (u, rn)
∣∣∣∣
u=1
∣∣∣∣
)
= F (1, rn) + iT
∂
∂u
F (u, rn)
∣∣∣∣
u=1
− T 2 ∂
2
∂u2
F (u, rn)
∣∣∣∣
u=1
(3.24)
+O
(
|T |3
[∣∣∣∣ ∂3∂u3F (u, rn)
∣∣∣∣
u=1
∣∣∣∣+
∣∣∣∣ ∂2∂u2F (u, rn)
∣∣∣∣
u=1
∣∣∣∣
]
+ |T |2
∣∣∣∣ ∂∂uF (u, rn)
∣∣∣∣
u=1
∣∣∣∣
)
.
The partial derivatives of F (u, rn) can be again evaluated by Riemann’s integral
in a way similar to that presented in the proof of Lemma 2 of [15]. We have by
(2.8), (3.10) and (3.11) that
∂
∂u
F (u, rn)
∣∣∣∣
u=1
=
∞∑
j=1
jrjn
1− rjn
= y−2n
∫ ∞
yn
ve−v
1− e−v dv +O(y
−1
n )
=
[
n
2ζ(3)
]2/3 [
1 +O(n−1)
]
ψ1,0(0, 0)
[
1 +O(n−1/3)
]
+O(n1/3)
=
[
n
2ζ(3)
]2/3
ζ(2) +O(n1/3). (3.25)
Similarly
∂2
∂u2
F (u, rn)
∣∣∣∣
u=1
=
∞∑
j=1
jr2jn
(1− rjn)2
= y−2n I(yn) + o(y
2
nI(yn)), (3.26)
where
I(yn) =
∫ ∞
yn
ve−2v
(1− e−v)2 dv =
yn
eyn − 1 − ψ1,0(yn, 0) +
∫ ∞
yn
dv
ev − 1 .
Since the first two summands above have finite limits and∫∞
yn
dv
ev−1
− log yn = 1 + o(1)
as yn → 0, we observe that
I(yn) = O(1)− log yn[1 + o(1)] = [1 + o(1)](− log yn).
Substituting this into (3.26) and invoking the asymptotic (2.8) for yn, we find
that
∂2
∂u2
F (u, rn)
∣∣∣∣
u=1
=
[
n
2ζ(3)
]2/3
logn
3
+ o
(
n2/3 logn
)
. (3.27)
In the same way one can deduce the following estimate for the third partial
derivative:
∂3
∂u3
F (u, rn)
∣∣∣∣
u=1
= O(n). (3.28)
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Putting (3.25), (3.27) and (3.28) into (3.24), we obtain
F (eiT , rn) = F (1, rn) + iT
[
n
2ζ(3)
]2/3
ζ(2) +O(|T |)− T
2
2
[
n
2ζ(3)
]2/3
logn
3
+ o
(
T 2n2/3 logn
)
+O(n|T |3) +O(n2/3T 2). (3.29)
It is now clear how to choose the variable T = T (n) which satisfies (2.13).
Note that this choice determines the scaling factor in our limit theorem. Setting
T = w
/[
n
2ζ(3)
]1/3 √
logn
3
, −∞ < w <∞, (3.30)
(in agreement with (2.13)) we can rewrite (3.29) in the following form
F
(
exp
{
iw
/[
n
2ζ(3)
]1/3 √
logn
3
}
, rn
)
(3.31)
= F (1, rn) + iw
[
n
2ζ(3)
]1/3
ζ(2)
/√
log n
3
− w
2
2
+ o(1) .
The convergence here is uniform with respect to w belonging to any finite inter-
val. Going back to the estimate (3.22) for J1(n, e
iT ) and replacing there (3.30)
and (3.31), we find that
J1
(
n, exp
{
iw
/[
n
2ζ(3)
]1/3 √
logn
3
})
=
r−nn e
F (1,rn)√
2πb(rn)
(3.32)
×
[
1 +O(
1√
logn
)
]
exp
{
iw
[
n
2ζ(3)
]1/3
ζ(2)
/√
logn
3
− w
2
2
+ o(1)
}
∼ Q(n) exp
{
iw
[
n
2ζ(3)
]1/3
ζ(2)
/√
logn
3
− w
2
2
}
,
where the reduction in the last asymptotic equivalence is due to a direct ap-
plication of Lemma 3. To handle with J1 in a more appropriate way we may
rewrite (3.32) as follows:
J1
(
n, exp
{
iw
/[
n
2ζ(3)
]1/3 √
logn
3
})
× exp
{
−iw
[
n
2ζ(3)
]1/3
ζ(2)
/√
logn
3
}
∼ Q(n)e−w2/2. (3.33)
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It remains now to deal with the characteristic function of (τn−c0n2/3)/c1n1/3 log1/2 n.
The expressions for c0 and c1 in the Theorem and (1.9) imply that it is equal to
exp
{
−iw
[
n
2ζ(3)
]1/3
ζ(2)
/√
logn
3
}
×ϕn
(
exp
{
iw
/[
n
2ζ(3)
]1/3 √
logn
3
})
= exp
{
−iw c0n
1/3
c1 log
1/2 n
}
ϕn(exp{iw/c1n1/3 log1/2 n}) = Φn(w)
Setting u = eiT in (3.3) with T given by (3.30) and substituting estimates (3.32)
and (3.23) in it, we obtain
Q(n)Φn(w) = Q(n)e
−w2/2 + o(Q(n)).
The required week convergence follows from Le`vy’s continuity theorem for char-
acteristic functions [12, Section 3.6].
Acknowledgements
We thank Cyril Banderier who kindly informed us about the results on plane
partitions contained in [3]. We are also grateful to the referee for the careful
reading of the manuscript and especially for his help to eliminate defects in the
choice (2.2) of rn and in the estimate of the sum in (3.7).
References
[1] M. Abramovitz, and I.A. Stegun, Handbook of Mathemathical Functions
with Formulas, Graphs and Mathematical Tables, Dover Publ., Inc (New
York, 1965).
[2] G. Almkvist, A rather exact formula for the number of plane partitions, in:
A Tribute to Emil Grosswald: Number Theory and Related Analysis, eds.
M. Knopp and M. Sheingorn, Contemp. Math., 143 (1993), 21-26.
[3] G. Almkvist, Asymptotic formulas and generealized Dedekind sums, Ex-
perim. Math., 7 (1998), 343-359.
[4] G.E. Andrews, The Theory of Partitions, Encyclopedia Math. Appl. 2,
Addison-Wesley, Reading, (MA,1976).
[5] P. Erdo˝s and J. Lehner, The distribution of the number of summands in
the partition of a positive integer, Duke. Math.J., 8 (1941), 335-345.
18
[6] P. Erdo˝s and M. Szalay, On the statistical theory of partitions, in:Topics in
Classical number Theory, vol.I, ed. G. Hala´sz, North-Holland, (Amsterdam,
1984), pp. 397-450.
[7] B. Fristedt, The structure of random partitions of large integers, Trans.
Amer. Math. Soc., 337 (1993), 703-735.
[8] G.H. Hardy, and S. Ramanujan, Asymptotic formulae in combinatory anal-
ysis, Proc. London Math. Soc., 17 (1918), 75-115.
[9] C.B. Haselgrove, and H.N.V. Temperley, Asymptotic formulae in the theory
of partitions, Proc. Cambr. Phil. Soc., 50 (1954), 225-241.
[10] W.K. Hayman, A generalization of Stirling’s formula, J. Reine Angew.
Math., 196 (1956), 67-95.
[11] H.-K. Hwang, Limit theorems for the number of summands in integer par-
titions, J. Combinatorial Theory, Ser. A, 96 (2001), 89-126.
[12] E. Lukacs, Characteristic Functions, Griffin, (London, 1970).
[13] P.A. MacMahon, Combinatory Analysis, Vol. 2, Cambridge Univ. Press.,
(London and New York, 1916), (reprinted by Chelsea, New York, 1960).
[14] G. Meinardus, Asymptotische Aussagen u¨ber Partitionen, Math. Z., 59
(1954), 388-398.
[15] L.R. Mutafchiev, On the maximal multiplicity of parts in a random integer
partition, The Ramanujan J., 9 (2005), 305-316.
[16] L.R. Mutafchiev, The size of the largest part of random plane partitions
of large integers, Integers: Electron. J. Comb. Number Theory, 6 (2006),
A13.
[17] A. Nijenhuis, and H. Wilf, Combinatorial Algorithms, 2nd Ed., Academic
Press, (New York, 1978).
[18] B. Pittel, On a likely shape of the random Ferrers diagram, Adv. Appl.
Math., 18 (1997), 432-488.
[19] B. Pittel, On dimensions of a random solid diagram, Combinatorics,
Probab. Comput., 14 (2005), 873-895.
[20] R.P. Stanley, Theory and application of plane partitions, I, II, Studies in
Appl. Math., 50 (1971), 167-188, 259-279.
[21] R.P. Stanley, The conjugate trace and trace of a plane partitions, J. Com-
binatorial Theory Ser. A, 14 (1973), 53-65.
[22] R.P. Stanley, Enumerative Combinatorics 2, Vol. 62 of Cambridge Studies
in Advanced Mathematics, Cambridge Univ. Press, (Cambridge, 1999).
19
[23] M. Szalay and P. Tura´n, On some problems of the statistical theory of
partitions with application to characters of the symmetric group. I, Acta
Math. Acad. Sci. Hungar., 29 (1977), 361-379.
[24] M. Szalay and P. Tura´n, On some problems of the statistical theory of
partitions with application to characters of the symmetric group. II, ibid.,
29 (1977), 381-392.
[25] M. Szalay and P. Tura´n, On some problems of the statistical theory of
partitions with application to characters of the symmetric group. III, Acta
Math. Acad. Sci. Hungar., 32 (1978), 129-155.
[26] E.T. Whittaker and G.N. Watson, A Course of Modern Analysis Cambridge
Univ. Press (Cambridge, 1927).
[27] E.M. Wright, Asymptotic partition formulae, I: Plane partitions, Quart. J.
Math. Oxford Ser.(2), 2 (1931), 177-189.
Ljuben R. Mutafchiev
American University in Bulgaria
2700 Blagoevgrad
Bulgaria
email: ljuben@aubg.bg
Emil P. Kamenov
Sofia University ”St. Kliment Ohridski”
Faculty of Mathematics and Informatics
James Bouchier Blvd. 5
Sofia 1164
Bulgaria
email: kamenov@fmi.uni-sofia.bg
20
