Much recent research work in time-frequency analysis has concentrated on the Wigner distribution (WD), which is defined as (6) (5 )
Cross-terms lie between two auto-components and are oscillatory, with their frequencies increasing with increasing distance in time-frequency between the two components. The cross-terms can have a peak value as high as twice that of the auto-components. A Wigner distribution of a two-componentsignal is shown in Figure 1 . In this figure, it is easy to separate the auto-components from the cross-components, but with more complicated signals it is often extremely difficult to interpret the Wigner distribution.
In an effort to combat cross-terms, several filtered variants of the Wigner distribution have been developed. Since crossterms have oscillations of relacively high frequencies, low-pass filtering can potentially reduce them, at the expense of autocomponent broadening. It is generally accepted that some smoothing of the Wigner distribution is necessary in practical time-frequency analyses. The pseudo-Wigner distribution (PWD), defined here as (2) has a~cross-termn 2&[ WD",y] in addition to the two autocomponents, where the cross-Wigner distribution is denned (1) ·co -- where x( t) is a possibly complex-valued signal, largely because this representation has a number of mathematical properties considered desirable in a time-frequency representation [1] . In terms of signal concentration, the Wigner distribution is equal or superior to other known time-frequency representations [1] [2] . It can be argued that the Wigner distribution is optimally concentrated; a more concentrated representation would not preserve the time-frequency marginals and would violate the fundamental time-frequency uncertainty principle [3] , which bounds the simultaneous concentration of a signal in time and in frequency.
WD,,+y(t,w) = WD,,(t,w) + 2Re[WD",y(t,w)] + WDy(t,w)

WD_(tw)=j' x(t-l-~)x'(t-~)e-iW
Despite the desirable properties of the Wigner distribution, its use in practical applications has been limited by one undesirable property; namely, the presence of cross-terms. 
3 Results and Discussion 
with the Gaussian window autocompouent has a distinct peak. This analysis is simplified by noting that in the neighborhood of w = 0, for all t, the representations analyzed here all decrease with Iwl. Thus we need search only along the w = 0 axis for the peaks of the auto-components. Absolute scaling is also irrelevant, so we need only consider the functions Figure As can be seen in Figure 3 , the Wigner distribution, which is resolved for separations 2to >= 3.716, has relatively poor resolution compared to the other distributions, for large ranges of b. The pseudo-Wigner distribution has the best resolution of the representations examined in this paper, for a given value of b. This result is easy to understand. The cross-terms in the test signal have oscillations only in the frequency direction, so smoothing only in the frequency direction reduces the cross-terms without broadening the time envelopes of the components. For the same value of b, the SWD and the STFT redu-cethe cross-terms by the same amount as the PWD, but they also broaden the time envelopes of the components, thus reducing the resolution relative to the PWD. It must be noted, however, that frequency-direction filtering broadens the representations in the frequency direction, thus achieving relatively modest time resolution gains at relatively great expense of frequency resolution. To what extent
The resolution is in general a function of the amount of smoothing or filtering, which is controlled by the windowjfilter parameter b.
which smooths an equal amount in all directions in timefrequency, and
.(_t)(t,w).
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Determination of
Time-FTequency Resolution where the effective time width of the Gaussian components was chosen to give auto-components with circular contours in the Wigner distribution. Each component then has equal concentration in the time and frequency directions and can be considered normalized. Gaussian components were chosen because they are the most concentrated functions in timefrequency [2] [3] . A Gaussian auto component also has only a single peak in time-frequency, which makes it the most natural choice for a time-frequency resolution analysis.
As shown by Janssen [2) , any sympleptic transformation of the time and frequency variables, including stretching or rotation in time-frequency, is realizable. Results from this test signal thus hold for any two Gaussians of equal amplitudes and equal Gaussian parameters located anywhere in the time-frequency plane, and for resolution between such signals in.any direction in time-frequency.
We determine the resolution of a time-frequency representation simply by computing the time-frequency representation of the test signal for various component separations 2to to find the minimum component separation for which each Xto(t) =~(e-~(t-toJ2 + e-~(t+to)2), (10) In this summary, we investiga.te the time-frequency resolution of the a.bove representations. Two components in a. signal, each with a single peak in time-frequency, are considered resolved if two individual peaks associated with the components can be observed in the time-frequency representation. Note that the peak locations may be biased but still considered resolved. We choose such a definition of resolution for two reasons. First, resolution so defined is not influenced by the power to which the representation is raised, so resolution cannot be artificially enhanced by squaring or cubing the representation. Second, the point at which the peaks merge into one is a practical limit beyond which two components cannot be easily recognized or separated from one another. Such a definition of resolution is often used in the analysis of spectral representations. Figure 2 shows a Wigner distribution of a two-component signal in which, in contrast to Figure 1 , the two components are so close together that they are no longer resolved.
The test signal that we use is the sum of two unit-energy Gaussian components centered at zero frequency and ±toi The maximum resolution obtainable in one direction in timefrequency with the representations and signals examined here, for a given (often large) sacrifice of resolution in the orthogonal direction in the time-frequency plane, is achieved by the pseudo-Wigner distribution or a rotated variant. In the limit, resolution equal to that of the signal marginal is obtained with complete sacrifice of resolution in the orthogonal direction. If resolution sacrifices in one direction in time-frequency are not acceptable, the matched-window short-time Fourier transform obtains the best simultaneous resolution in all directions in time-frequency.
ISTFT(t,wW
=~WD,,(t,w) * WD",«_t)(t,w) (8)
Since the short-time Fourier transform is a special case of the smoothed Wigner distribution, the amount of smoothing resulting in a short-time Fourier transform is optimal in the smoothed Wigner distribution, for the purpose of maximizing resolution. The resolution in this case is 41% worse than the signal marginals. The resolution of the Wigner distribution is 86% worse than the signal marginal and 31% worse than that of a matchedwindow short-time Fourier transform.
Although the short-time Fourier transform in the best case has somewhat better resolution than the Wigner distribution or other smoothed variants of the Wigner distribution, a poor choice of the window can lead to poorer resolution, as can be seen from Figure 3 . The short-time Fourier transform, the pseudo-Wigner distribution, and the smoothed Wigner distribution all require a careful choice of the filter or window, with resolution performance dependent on this choice. Since the filter or window must be matched to the signal components, the best filter is data.-dependent, and may be different for different components.
No current time-frequency representation can be considered the best approach for all or even most time-frequency 5 Conclusion
. in between. The result is called the Wigner distribution, as illustrated in Figure 3d . It is instructive to compare the magnitude of the short-time Fourier transform in Figure 5e with the short-time Fourier transform with the entire signal as the window (the scaled Wigner distribution in Figure 5c ). The window used to compute the short-time Fourier transform in Figure 5e consists of only one component, namely the rightmost, solid-lined component in Figure 5b . The leftmost component in Figure 5e is the first component matched-windowed by itself, exactly as in Figure 5c , but in place of the cross-term is the second component windowed by the first. There is no third component, since the second component is missing from the window. The cross-term in the Wigner distribution always lies between the auto-components, so it limits the resolution. Although the scaling in Figure 5d increases the concentration of the Wigner distribution relative to that of the short-time Fourier transform, it has no effect on the resolvaoility. Since the envelope of the cross-term is exactly the second component in the matched window short-time Fourier transform in Figure  5e , the matched window short-time Fourier transform is resolvable whenever the Wigner distribution is resolvable. In fact, since the cross-term envelope in the vVigner distribution has twice the amplitude (coming from two overlapping cwssWigner distributions) of the second term in Figure 5e , the resolution in the Wigner distribution must always be slightly worse than that of a matched component in the short-time Fourier transform.
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ST FT,Jt,w) and the short-time Fourier transform is shown to be merely a time-and frequency-scaled and phase-shifted cross-Wigner distribution. Figure 5c contains a contour plot illustrating the short-time Fourier transform of a two-component signal (with the phase shift removed). The signal is sketched in Figure Sa . The window, shown in Figure 5b , is the time-reversed complex conjugate of the entire signal. From (26), this short-time Fourier transform is merely the Wigner distribution scaled out by a factor of two in each direction. The leftmost lobe comes from the matched windowing of the first component by itself. In the center is the cross-term, which is produced by the sum of the first component windowing the second and vice versa. The frequency phase shift induced by the time delay between the two components causes the oscillations in cross-terms in the-Wigner distribution. The rightmost lobe results from the matched windowing of the second component with itself.
In Figure 5c , the lobe representing the second component appears at a time twice that at which the component actually occurs, because the second component is delayed in the window as well as in the signal. This problem is solved by scaling the time and frequency axes by a factor of two, thus placing the signal components where they belong, with the cross-term such resolution tradeoffs are acceptable depends on both the signal: and the analysis goal. Tn most situations, however, such tradeoffs are not acceptable, and maximum resolution in both directions is desired. The smoothed Wigner distribution must then be used. As can be seen in Figure 3 , the maximum resolution 2to = 2.828 is obtained for 0 = 1, with a resolution improvement of about 24% in all directions in time-frequency over the Wigner distribution.
It should be noted that for 0 = 1, the smoothed Wigner distribution is actually the squared magnitude of a short-time Fourier, transform with the window matched to the signal components. The smoothing of the Wigner distribution giving the maximum resolution is thus the amount of smoothing present in the: short-time Fourier transform. At least for this class of signals and the proper choice of window, the short-time Fourii~r transform thus gives maximum resolution in timefrequency from this class of representations. Figure 4 shows the short-time Fourier transform with a matched window of the sa.me signal used in Figure 2 . In contrast to the Wigner distribution in Figure 2 , the two components are resolved in Figure 4 . This result is rather surprising, because the shorttime Fourier transform has less concentration than the Wigner distribution. The key point is that the cross-terms, not the auto-components, limit the resolution of the Wigner distribution. This point is addressed again in the following section. ..'
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. i.. r r Figure 4 : Squared magnitude of a matched-window short-time Fourier-transform of the same signal as in Figure 2 (component separation of 3.2) i~.·· nalyses; among the family of representations studied here, one must choose either high concentration and cross-terms (with relatively poor resolution), or high resolution and crossterm suppression (with relatively low concentration). The choice of the best representation for a particular application depends on appropriate application-and data-specific tradeoffs between a number of desirable properties that are, at least currently, simultaneously unattainable. 
