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We show that a restricted form of the perfect matching problem for bipartite graphs is 
NP-complete. The restriction involves partitions of the vertices of the graph. This problem is 
still NP-complete if the degrees of the vertices are restricted to be 3 or less. For degrees 
restricted to 2 or less, a polym3mial time algorithm exists. 
The general perfect matching problem can be solved in polynomial time [4], but 
certain related problems are lUP-complete [2,3]. We show that a more restricted 
version of the perfect matching problem is still N&complete. 
Suppose G = (V, E) is an undirected graph, where V is the set of vertices and E 
is the set of edges. We represent an edge joining til and t12 by the set {q, u,) for 
vertices ur and u2. Suppose G is a bipartite graph. That is, V = VI U V,, 
VI (I V2=0, and every edge joins a vertex in VI with a vertex in Vz. We 
represent such a bipartite graph by G = (V,, V2, EL 
The perfect matching problem is to determine if a graph G has a perfect 
matching, that is, a subset E’ of edges such that every vertex of G is incident with 
exactly one edge of E’. We are interested in the following problem, which we call 
“perfect matching with node partitions”. 
problem, Given an undirected bipartite graph G = (VI, V,, E) and given parti- 
tions *I and g2 of VI and V2, respectively, determine If there is a subset E’ of E 
such that E’ is a perfect matching for G and such that no distinct edges {ol, UJ 
and {wI1 w2} of E’ have the property that u1 and w1 are in the same block of PI 
and u2 and w2 are in the same block of g2. A block of a partition 9 is an element 
(set) in 9. 
We say that such a matching E’ is a perfect matching consistent \~ith the node 
partitions PI and P2. This problem is a specialization of the J-dimensional 
matching problem [3] and of the restricted matching problem treate 3 in 12). Both 
*This research was partially supported by the National Science Foundation under grant MCS 
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of these latter problems are known to be NP-complete. A motivation for the 
perfect matching problem with node partitions is the following: Let VI be a set of 
people and let V, be a set of offices in various committees. Let E be a set of pairs 
{v,, II,) indicating that person v1 is eligible for office v2. We may partition V1 into 
families and V, into committees. The problem is to assign people to committees 
so that no two people from the same family are on the same committee. It is easy 
to see that this is an instance of the perfect matching problem with node 
partitions. 
2. NP-completeness 
We now show that this restricted perfect matching problem 
Clearly it is in NP. We show that it is NP-hard by reducing from 
3-SAT problem, known to be NP-complete [S]. 
is NP-complete. 
the one-in-three 
The one-in-three 3SAT problem is as follows: Given a set X of variables and a 
set S of clauses over X such that for all CE S, C has exactly 3 literals, to 
determine if there is a l-truth assignment (a truth assignment making exactly one 
literal in each clause true). 
First we reduce the one-in-three 3SAT problem to a related version of the one- 
in-three 3SAT problem. The difference is that for all variables x in X, at most 3 
clauses in S contain either x or Z. However, some clauses in S may have only 2 
literals. This reduction proceeds as follows: Suppose x or R appears in Ct, 
C,, l . l 9 C,,,, for clauses Ci ES, and x or Z appears in no other clauses of S. 
Suppose m >3. Introduce new variab? J y,, y,, . . . , y,,,. Let Cs be C with x 
replaced by yi. Let S’ be S with Ci replaced by C:, for 1 si srn, and with the 
additional clauses j& v y2, jj2 v y3, y3 v y4, . . . , ji,,,_1 vy,,,, j&, vy, added. Now it is 
clear that S’ has a l-truth assignment iff S does, since any interpretation satisfying 
the clauses j& v y,, v2 v y,, . . . , jj,,, v y, must give all yi the same truth value. Also, 
each yi appears in exactly three clauses. Hence by repeating this step, we obtain a 
set T of clauses which has q !-truth assignment iff S does, and such that for each 
variable x, at most 3 clauses contain x or %. 
We now reduce the restljcted one-in-three 3SAT problem to the restricted 
matching problem. Suppose S is a set of clauses over the set of variables X. 
Suppose each clause C in S has 3 or fewer literals, and for each x in X, at most 3 
clauses of S contain either x or E. We construct a bipartite graph G = ( V1, V2, E) 
and partitions g1 of V, and gz of V2 such that G has a matching as desired iff S 
has a l-truth assignment. This construction of G from S can be done in 
polynomial time, as will be clear. In fact, the construction can be done in linear 
time. 
Let 9 be X !J {Z: x E X}. Thus 55’ is the set of liter& of S. We say L E C if L is a 
literal appearing in clause C. Thus x’ E {Z v y v z} but x& {x’ v y v 2). For literals L 
in .Z we define L in the following way: If L is x, then c is f; if L is x then L is x. 
We call e the complement of L. Let S, be (6 E S: x E C or x” E C} for x E X. 
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The graph G is the “union” of graphs obtained from the clauses and variables 
in S. We define the union of graphs G’ = (Vi, Vi, E’) anti G” = ( Vys Vg, E”) to be 
the graph 
G’uG”=(V~uv;), v;uv;, E’UEN). 
For each variable x in X, we define a graph G(x) in a manner to be described, 
and for each clause C in S we define a graph G(C) in a manner to be described. 
The final graph G is then 
Also, the partitions PI and P2 are defined by 
where 9,(x), 9,(C), 9&), and 9*(C) remain to be defined. 
We define G(C) and G(x) by cases. Suppose x E X and \Sxl = 3. Let {A, B, C} 
be the set of three (distinct) clauses in which x or E appears. Then G(x) = (VI(x), 
Wx), E(x)) where 
and 
V,(x) = 1(x, I), (x, 2), (x, 3)}, 
V2W = {(x, A), (j7, A), (x, B), (xi B), (x, c), (z, c)}, 
E(x) = {k 0, k A)), {k 0, (z, B)}, {(x, 3, k WI, 
I(& 2), (% C)}, 1(x, 3), (xv C)), {(x, 3), (2, A)]}. 
Note that G(x) may differ depending on which order we take A, B, and C. Any 
order will do. Also, 9$(x) = {VI(x)} and 
@‘Ax) = {{(x, A ), (2, AN, {(x. B), (X, B)}, {(x. 0, (2, CN. 
Diagram 1 
In Diagram 1 the rectangles illustrate the blocks of the partition. Note that there 
are only two restricted matchings of this graph. One of them leaves the vertices 
(x, A ), (x, B), and (x, C ; f ree, and the other one leaves (Z, A}, (3, B), and (2, C> 
free. (For example, if (x, 1) matches (E, B) then (x, 2) can’t match (x. B) so (x, 2) 
matches (E, C) and so on.) The former matching corresponds to an interpretation 
making x true and the latter matching corresponds to an interpretation making x 
false. If IS,1 = 2 or l&l = 1, similar constructions for G(x) are used. 
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Suppose IS,l = 2 and S, = {A, B}. We then have 
v;(x) = I(& u, k 2)) 
Wx) = {k A ), (% A), k B), @, WI 
and 
Also, 
E(x) = #x, 0, k A)}, {k 0, (2, BH, 
{(x, 2), (xv Bk {(xv 3, (% A HI. 
Suppose ISXi = 1 and S, = {A}. We then have V,(x) = {(x, 1)) and V&) = 
{(xv A), (2, A)} and 8,(x) = {V,(x)} and 9Jx) = {Vz(x)}. Also, 
E(x) = {{(x, l), (x, A)}, {k 0, @, A)& 
We define G(C) for C E S as follows: Suppose C = L1 vL,vL, for L1, L2, 
L3E9. Then 
V,(C) = UC, 0, (C, 2), (C, 3)), 
WC) = WI, a <r.,, 0, u&C), (L,, 0, (LB, 0, tg, C)). 
Also, 
%(C) = NC, 1))9 Hc, 21, KC, 3)H, 
Et0 = W’, 0, &, CN, {Cs 0, L Ck {(c, 0, 
V,(C) 
v,(C) 
G(C) 
Diagram 2 
The vertex CC, 1) can match any one of the vertices (L,, C), (L2, C), (L3, C). The 
vertices (C, 2) and (C, 3) can then match (L, C) for all L E C such that (C, i) does 
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not match (L, C). We cannot have (C, 1) matching (L,, C) and (C, 2) matching 
(L,, C) because only one of (L,, C) and (L,, C) will be left free, by allowable 
matchings on G(x) for x = L or j3 = L If (C, 1) matches (L,, C), this corresponds 
to L1 being true in an interpretation and & and L3 being false (as required by 
one-in-three 3_satisfiability), and similarly if (C, 1) matches (L2, C) or (L3, C). 
The construction for C = El v& or for C = L1 is similar. 
Finally, G = (Uxex G(x)) U (Uces G(C)) as stated earlier. We now show that G 
has a matching consistent with the constraints represented by *I and 9$ iff S has a 
l-truth assignment. Assume G has such a matching. Then each G(x) has a 
matching consisting of IS81 edges. Also, this matching is consistent with the node 
partitions 9$(x) and sp2(x) of G(x). Each such matching corresponds to a truth 
value for x as indicated above. Consider the interpretation I of X giving all x E X 
truth values as specified by these matchings of G(x), for x EX. Since each G(C) 
has a matching, at least one literal of C must be true in I. By the construction of 
G(C), if such a matching exists then the other two literals of C must be false in I. 
Hence I is a l-truth assignment for S. Conversely, if a l-truth assignment I for S 
exists, a matching for G(x) exists corresponding to the truth value of x in I, for 
x E X. This matching will be consistent with the node partitions 8,(x) and 9$(x) of 
G(x). Also, matchings for G(C) can be obtained since exactly one literal of C is 
true in 1. These matchings can be combined to obtain a matching for G consistent 
with the node partitions. This completes the proof. 
3. Further restrlctious 
Note that the above graph G has the property that no node has degree larger 
than three and that no block of 9$ or 9$ has more than three elements. We now 
indicate how this result can still be obtained if we restrict the blocks of P1 and Pz 
to have no more than two elements, while maintaining the bound of three on 
node degrees. The idea is to define G as above except that G(x) is defined 
differently for x E X. In particular, if l&l = 3, let A, B, and C be the three 
(distinct) clauses in which x or 13 appears. Then G(x) = (VI(x), V2(x), E(x)) where 
VI(X) = 1x9  x L2,3), 
V*(x) = (1~ r?) x {A, & Cl) U(x) x {4,5,61- 
Here x indicates Cartesian product. Also, 
E(x) = {{(x, 1),(x, AN, (6, 0, (% AN, {k 3, (x, Bk 
((5 21, (5 B)}, {(x9 3)9 (x9 C)), {(x9 3), ($9 011 
u {{K I), (x9 4)1, {(x9 2), (x9 4% {(% 2L (x, 5)1, 
{(x, 3)9 (x,5)), ((5 3), (x, 6)1,1(x, 0, (x, 6))) 
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and 
91(x) = {{(n, 0, (3, 01, I(% 2), (% 2)), 1(x, 3), (% 3% 
9,(x 1 = {1(x, A ), (X, A >I, {(x, B), (a, B)), {(x, C), @, 0, 
{(& 4)19 {(x9 5K 1(x, 6))). 
V,(x) / / I 
V&J 
G(x) 
Diagram 3 
The idea is that if (x, 1) matches (x, A), then (Z, 1) must match (x, 4). Therefore 
(x, 2) must match (x, B) and so on. If (x, 1) matches (x, 6), then (Z, 3) must match 
(% C) so (x9 3) must match (x, 5) and so on. In the former case, the nodes (X, A), 
(i, B), and (2, C) of V,(x) are free, and in the latter case (x, A), (x, B), and (x, C) 
are free. Therefore the same argument as before holds; the former case corres- 
ponds to an interpretation making x false and the latter case corresponds to an 
interpretation making x true. However, with G(x) as defined here, no block of 9t 
or Pz has more than 2 vertices. If lSX I= 2 or ]SXl = 1 a similar construction is used. 
Reducing the blocks of 9, and Pz to contain only one vertex yields the usual 
perfect matching problem for which a polynomial time algorithm is known [4] 
regardless of the degrees of the vertices. We now show that reducing the degrees 
of the vertices to 2 permits a polynomial time solution regardless of the sizes of 
the blocks of P1 and Pz. 
Let G = (V,, Vz, E) be a bipsrtite graph in which the degree of each vertex is 2 
or less. Let g1 and 9$ be arbitrary partitions of V, and Vz, respectively. We show 
how to construct in polynomial time a set S of 2-literal clauses such that S is 
satisfiable iff G has a matching consistent with the node partitions. Since 2- 
satisfiability has a polynomial time solution [l], the given problem also has a 
polynomial time solution if the degrees are restricted to be 2 or less. 
The set S of clauses has a propositional variable e for each edge e of G. Also, if 
distinct edges e, and e2 meet a common vertex, the clauses el v e2 and Zl v& are 
in S. This signifies that exactly one of e, c ’ e2 must be included in a perfect 
matching. If distinct edges el and e2 join ve. -es in the same block of St with 
vertices in the same block of P2, then Z1 v Z2 is, m S. This signifies that at most one 
of e, and e2 can be in a matching consistent with the node partitions. No other 
clauses are in S. It should be clear that S is satisfiable iff G has a perfect matching 
consistent with the node partitions 9$ and g2. 
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4. compdson with other mat&fug pxobkms 
The general problem of perfect matching with node partitions is a restriction of 
multiple choice matching [2]. The simplest version of the multiple choice match- 
ing problem that is known to be NP-complete is the following: Given a bipartite 
graph G and a partition 9 of the edge set into subsets, each of which contains at 
most two edges, does G have a perfect matching which contains at most one edge 
from each subset in 9? The NP-completeness of this version of multiple choice 
matching is a consequence of our results. To see this, consider the perfect 
matching problem with node partitions in which each block of the partitions 
contains at most two edges. Define the edge sets so that two edges are in the same 
edge set if they join nodes in the same block of PI with nodes in the same block 
of &. These edge sets contain at most two edges in the construction given above. 
Also, the perfect matching problem with node partitions has a solution iff the 
corresponding multiple choice matching problem does. 
We now show that perfect matching with node partitions is a restriction of 
3-dimensional matching. The 3-dimensional matching problem is the following: 
Given a set M c W x Y x 2 where W, Y, and 2 are disjoint sets having the same 
number q of elements, does A4 contain a matching containing q triples? A 
matching is a subset M’ of M such that no two elements of M’ agree in any 
co-ordinate. 
Given a graph G = (V,, V,, E), with 1 VI\ = 1 V2(, and given partitions S9$ and 9, 
of VI and V,, respectively, we construct a problem closely related to 3- 
dimensional matching. Let W be VI, let Y be V,, and let 2 be g1 x p2. Let M be 
{(u,, v2, (pl, pa): v1 E VI, v2c V2, {vl, v& E and pl E% p2~g2 and v1 E ~1, 
v2e pz). That is, p1 and p2 are the blocks of 9$ and g2 containing vl and v2, 
respectively. Now, a matching M’ of M corresponds to a matching of G in which 
no two distinct edges join vertices in the same block of g1 with vertices in the 
same block of g2. Hence a matching M’ exists with IM’I = I J’J= I V2( iff G has a 
perfect matching consistent with the node partitions. However, we do not have 
IM’I = Iz( since it may be that 1 Vll # IZl and 1 V21 # Iz(. Despite this, it is easy to 
use this modified form of 3-dimensional matching to show that the general 
3-dimensional matching problem is NP-complete. 
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