Abstract. Orthogonal frequency division multiplexing (OFDM) is widely used in wired or wireless transmission systems. In the structure of OFDM, a cycle prefix (CP) has been exploited to avoid the effects of inter-symbol interference (ISI) and inter-carrier interference (ICI). This paper proposes a new approach to transmit the signals without CP transmission. Using the deep neural network, the proposed OFDM system transmits data without the CP. Simulation results show that the proposed scheme can estimate the CP at the receiver and overcome the effect of ISI.
Introduction
Orthogonal frequency-division multiplexing (OFDM) transmission is considered as a promising technology for high data-rate wired or wireless communications [1] [2] [3] . It can be efficiently combined with multi-input and multi-output (MIMO) systems for high spectral efficiency [4] [5] . However, MIMO systems are not always available for optic communications or power line communications [6] [7] . In such cases, it is important to have reliable high data-rate OFDM transmissions.
The multipath channel in wired or wireless environments causes inter-symbol interference (ISI) in OFDM systems. The OFDM with a cyclic prefix or zero padding can efficiently deal with the frequency selective channel by multi-paths. However, the insertion of CP caused the expense of reducing the spectral efficiency. In literatures [8] [9] , an OFDM transmission without CP is considered to increase spectral efficiency.
In this paper, we propose an OFDM transmission without CP with single transmit and single-receive antennas. The transmitted OFDM signal does not have any CP for high spectral efficiency. However, severe ISI degrades the transmission performance. We propose a receiver that deals with the ISI in OFDM without CP transmission. In the proposed receiver, a deep neural network is used to estimates the CP with the transmitted time-domain OFDM signals [10] [11] . The neural network is a model of information processing base on the idea of biological neurons. It is normally applied in classification and regression tasks. Our dataset was generated by analysing time-domain OFDM signals to cancel the ISI. Here, we consider the ISI cancellation problem as the multi-regression problem.
OFDM without CP transmission
Let be the total number of subcarriers and be the number of used subcarriers. The transmitted signal on the sample of the OFDM symbol becomes:
where is the QPSK (quadrature phase shift keying) modulated symbol for the subcarrier of the OFDM symbol. The received signal can be calculated as: (2) where for is the channel response and is the convolution. Here, we assume that there is no additive white Gaussian noise (AWGN).
At the receiver, the ISI signal exists in the received OFDM signals as shown in fig.1 , where , and .
Fig. 1. OFDM transmission without CP.
In this figure, we use the received signal vector for ISI cancellation, where for is the received signal for the OFDM symbol, for is the ISI signal, and for is the received signal for the OFDM symbol. After ISI cancellation using the deep neural network, the maximum-likelihood based symbol demodulation is performed.
Deep neural network model for regression

Neural network formulation
In this section, a deep neural network model is proposed to cancel the ISI signals. An input signal for deep neural network is defined as (3) where for is real and imaginary parts of complex value . Fig.2 shows the architecture of the proposed deep neural network model, which is composed of two hidden layers with nonlinear activation functions: sigmoid function at the first layer, and tanh function at the second one. Finally, we stack another output layer without activation function for regression. The optimal output is ISI-cancelled signal and is defined by (4) where is real and imaginary parts of complex value of ISI-cancelled signal.
Fig. 2. Simple deep neural network model.
Each circle node in one layer is called a unit. Unit in input, hidden and output layers are consecutive defined as the input, hidden and the output units. Let denote as the number of layers in the network, thus in our example. A simple neural net is arranged together by connecting many simple neurons so that the output of a neural can be an input of another.
In hidden layers , we label input as , output of each unit as (that mean of activation or value of each unit after apply activation function to ). The output of unit in layer is noted as . All connection strength for a layer will be saved in a single matrix, denoted as weight matrix and vector bias where with is the number of nodes in layer The computation of our model in first hidden layer given by:
We also let vector denote the total weighted sum of inputs to unit in layer , including the bias terms:
where is denoted as the nonlinear activation function. In the first hidden layer, we use the sigmoid activation function that is given by .
(8) This function takes a real number and suppresses its value into the range between 0 and 1. (5) In the second hidden layer, we use the tanh activation function instead of sigmoid, which is defined by (9) It suppresses a real number to the range [-1, 1]. Finally, in the last layer, we predict 32 values as .
Loss function
Loss function is the measure of error predictive modelling that makes on a dataset. Although there are many kinds of loss function, all of them fundamentally penalize us on the distance between the predicted y from a given and its actual value in our dataset. In regression task, mean squared error is widely taken as the performance measure. In our case, the mean squared error is adopted as the loss function and loss function is calculated by .
(11)
The gradient descent method
In our case, we have training set with 500000 transmissions. We will train our neural network model by using mini-batch gradient descent [12] . First, we create and initialize the parameters (weight matrices) of our neural network [13] . There are some initialized methods, which we can apply (examples: zero, random, uniform and Xavier normal initializers, …). After that, we train the forward propagation module, which has built in above section, and receive predicted output. Our purpose is to minimize the loss function parameterized by a model's weight matrices by updating the parameters in the opposite direction of the gradient of .
To optimize weight matrices, machine learning has introduced a basic method called gradient descent by calculating the gradient of the loss function with respect to all parameters. In other words, we must generate a vector which contains the slope of the loss function along every axis. Based on the size of the data that we used to compute the gradient of , the gradient descent algorithm involves three design choices:
Batch: use full training data at each iteration, which could be very computation expensive because of large dataset. Stochastic: use only single data point to propagate the error, which would make convergence slow, as the variance is big. Mini-batch: use the various small random subsets of our dataset each time we train the networks.
In our case, we used mini-batch gradient descent with each subset having the size of 1000 to achieve the best performance.
(10)
Backward propagation module
To compute the gradient of the lost function, we will use an algorithm called as backpropagation [14] [15] . For layer , we can write linear part in the formula (6) as From the calculated derivative , we will get three values by the following formulas:
. For layer 3, the tanh function has been used for output activation function. The derivative of the tanh function can be calculated as . (13) Similarity, the derivative of the logistic sigmoid function in hidden layer 2 can be calculated as:
. (14) From the equations (13) and (14), we can get:
.
Then, we will update weight matrices as follows: (16) where is the learning rate [16] [17] .
Performance evaluation
In this section, we discuss the performance evaluation results of the proposed deep neural network model applying to OFDM transmissions without CP. The FFT size , the number of modulated subcarriers , and the length of multipath are 64, 52, and 16, respectively. We generate 500,000 OFDM transmissions from simulations for training and test samples.
We divide the dataset into three parts -train, validation and test set. We used 80 percent of data for training, 10 percent for validation, and 10 percent for testing. To optimize the loss function, we used an optimization algorithm called "Adam" [18] , which performs well in practice and more efficient in gradient descent than most other methods.
are three parameters we have selected to achieve best result in our model. The model is implemented using Keras [19] .
The bar chart in Fig. 3 shows the information about the loss values of each training, validation and test set when we changed values of the node numbers in two hidden layers. (12) From the chart, we can optimize hyperparameter to take the best model performance. In our model, the length of the signals we need to predict is . They are represented by 16 real and 16 imaginary values. For the ease of calculation and demonstration, we concatenated these 32 values to become a 32-dimensional vector, and then compare it with the output vector of the model. From fig.5 , it is obvious that, the deep neural network model could predict effectively on test sample. The regression result over the whole dataset is shown in table 1. Symbol error rate (SER) is calculated as the ratio between the number of symbols in error and the total number of transmitted symbols. After the ISI-cancellation using the deep neural network, we achieved the SER with 0.0088.
Conclusion
In this paper, we proposed the OFDM transmission without CP to provide a high spectral efficiency. The ISI can be efficiently dealt with using the proposed deep neural network model. The OFDM without CP transmission and deep neural network based receiver were verified in simulations. We believe that the proposed method can easily be extended to other wired or wireless communications.
The next step we may consider simulating our experiments under different noise environments. To perform the experiments, we may add additive white Gaussian noise to the OFDM transmission. The simulations will better confirm our model's robustness in realistic communication environments.
