In this paper we study limit behavior for a Markov-modulated (MM) binomial counting process, also called a binomial counting process under regime switching. The concept of Markov-modulation has become increasingly popular in many branches of science. For example, one can model asset prices with stochastic processes, or model the 'state of the economy' by a Markov. The binomial counting process naturally appears in the context of credit risk when multiple obligors are present. Markov modulation takes place when the failure/default rate of each individual obligor depends on an underlying Markov chain. The limit behavior under consideration occurs when the number of obligors increases unboundedly, and/or by accelerating the modulating Markov process, called rapid switching. The interest is in finding weak limits in each of these cases, more specifically of a functional central limit type. In other words we will study diffusion approximations. Depending on the specific circumstances, different approximations are found.
Introduction
In this paper we study the asymptotic behavior of a Markov-modulated (MM) counting process. This process has often been used in software reliability, also in a Bayesian setup or time-varying deterministic intensity function, [11] , [12] . It can also be used in intensity based credit risk modelling with the canonical set-up of n obligors and independent default times.
Over the last decades Regime switching (or: Markov-modulation as it is usually referred to in the operations research literature) has become more popular. Regime switching basically explains itself with its name. The parameters of the stochastic process change with time and the behavior of the process changes. The way this is usually modelled is that we make the parameters of the process a function of a background process (or: modulating process), and commonly the background process is assumed to be a finite state Markov chain, say with values in a finite set of d elements, which explains the name Markov-modulation. t 0 f (Z s ) ds). We are interested in functional central limit theorems, Gaussian limits if we scale up the transition matrix of the underlying Markov chain by a factor α and let n, α → ∞. We find in principle different functional limits of the scaled and centered process, depending on the order in which parameters diverge, e.g. first α → ∞, then n → ∞, or the other way around, or if both α and n jointly tend to infinity, possibly with different rates.
The remainder of the paper is organised as follows. In Section 2 we collect some useful results for the background Markov chain. In section 3 we first construct the truly binomial process and prove a first result on diffusion approximation. Section 5 is devoted to Markov modulated processes and contains the main results, we prove several limit theorems for this process in which the influence of different rates for α → ∞ and n → ∞ is clearly visible. Some numerical examples illustrating the main results are presented in Section 6.
The background process Z
We will always work on a probability space (Ω, F, P) . It is assumed that the background process Z is an ergodic (also called irreducible), time homogeneous Markov chain on a finite state space. Without loss of generality we assume that it takes values in the set of basis vectors {e 1 , . . . , e d } of R d , with transition rates
P(Z t = e j |Z 0 = e i ) ≥ 0 i = j and −q ii = q i = i =j q ij . We let Q be the matrix of all q ij , also called the generator (of Z). Note that 1 T Q = 0, where 1 is the vector of all ones. Since Z is ergodic, the limits π j = lim t→∞ P(Z t = e j |Z 0 = e i ), i, j ∈ {1, . . . , d} exist and are independent of i, and we have the column vector π = (π 1 , . . . , π d ) T satisfying Qπ = 0. The ergodic matrix is given by Π := π1 T , has columns equal to π and satisfies: Π 2 = Π and ΠQ = QΠ = 0.
The fundamental matrix is given by F := (Π − Q) −1 . and the deviation matrix is defined by D := F − Π. Basic properties are:
where the zeros should be read as a row or column vector. The deviation matrix can also be computated by
The deviation matrix of an ergodic Markov process can be interpreted as a measure of total deviation of the limiting probabilities. As such it will naturally find its way into the results of our limit theorems of the stochastic processes we observe. For a survey of the main results of deviation matrices we refer to [4] .
We will use a stochastic differential equation for Z t , that is easily derived from Dynkin's formula. Given the process Z t on (Ω, F), Markovian relative to a filtration {F t } t≥0 and with generator Q, one has
whereM t is a martingale relative to {F t } t≥0 . This representation can be found in many papers, e.g. recently in [8] . The martingaleM is square integrable, which implies that M t exists. As a matter of fact, one has
see e.g. [8, Proposition 3.2] and its proof, and
Ergodicity of the Markov chain implies the continuous-time ergodic theorem (see [16, Thm. 3.8.1] → πt, when m → ∞.
We close with a remark on notation. For any process X we will use the generic notation F X for the filtration generated by it, i.e. F X = {F X t } t≥0 , with F X t = σ(X s , 0 ≤ s ≤ t).
The Markov modulated binomial point process
The Markov-modulated binomial point process, or counting process, (as we refer to it) is used in a variety of applications under which are software reliability and intensity based credit risk modelling with the canonical set-up of n obligors and independent default times.
Especially the latter case provides a convenient context to explain some fundamental features of this process. Let us first quickly introduce the non-modulated process. We assume there are n obligors with independent default times τ i , i ∈ {1, . . . , n}. All τ i are exponentially distributed with parameter λ > 0 which gives us that the process
for a martingale M i with respect to the filtration generated by Y i and the τ i . We then take N t := n i=1 Y i t as the first process we are interested in. It then follows from the independence assumption and (6) that we have for the process N the submartingale decomposition
where M is an F N -martingale. We note that this model has already been introduced in Software reliability models many years ago, see e.g. [11, 12] . Note that for fixed t > 0, the random variable has a Binomial(n, p t ) distribution, with p t = 1 − exp(−λt). This model can be generalized in many ways to one in which the (default) intensity is not a constant λ, but a time varying, random quantity λ t . Our interest is to take a Markovmodulated rate
+ , where Z is the indicator process of the Markov chain A, see Section 2. We then get the following stochastic differential equation (SDE) model for the process N ,
where M is a martingale with respect to F = {F Y t ∨ F Z ∞ , t ≥ 0}, which can be justified by conditional independence of the default times, given the process Z. In this stochastic intensity case one has that N t , given the full process Z, has a Bin(n, 1 − exp(−Λ t )) distribution, with Λ t = t 0 λ s ds = t 0 λ T Z s ds. We call N the Markov-modulated binomial point process. See also [14] for further details on the construction of this process, and for a justification of the following reasonable assumption, Assumption 3.1 The processes N and Z never jump at the same time, i.e. the optional quadratic covariation process [N, Z] is identically zero (with probability one).
There are also situations known where this assumption is violated by construction, see [17] for an example.
Limit theorems for the non-modulated binomial process
Let us first, as a warming up and for future reference, consider the truly binomial nonmodulated process. Recall (7), where we have that λ > 0 is a constant. Since the process N is distributed Bin(n, 1 − exp(−λt)) we have EN t = n(1 − exp(−λt)). Below we will use Proposition 4.1 Let λ > 0 be constant and let N be given by (7) . Then the scaled and centered processN
converges weakly to the solution of the following SDE,
Here B is a continuous Gaussian martingale with B t = 1 − e −λt .
Proof. First we will determine the limit of the martingale M n = M/ √ n in (7) . Note that
and that EM 2 t < ∞ for all t. We want to prove that M n t P → C t for some deterministic C t , so that can apply the martingale central limit theorem [9, Thm. VIII.3.11] . By standard results for the compensator of a counting process,
Using this expression for M t we have that (if n → ∞)
where we applied the dominated convergence theorem to establish almost sure convergence of N t /n (dominated by 1) to EY 1 t by the strong law of large numbers. Hence we can apply the cited martingale central limit theorem to find that M converges weakly to a Gaussian martingale B with B t = 1 − e −λt . Now we consider the processN n t = n −1/2 (N t −n t ). Taking the differentials and rewriting gives us
Now we defineX n t := exp(λt)N n t , to get dX n t = e λt dM n t . By similar reasoning as above, we find thatX n converges in distribution toX = · 0 exp(λt) dB t and we find thatN n t d →N , whereN satisfies the SDE dN t = −λN t dt + dB t .
Remark 4.2
The binomial distribution of N t for fixed t, can be exploited in an application of the ordinary central limit theorem, which tells us thatN n t has a limiting normal distribution with variance e −λt (1 − e −λt ). This is, of course, in full agreement with the functional limit result of Proposition 4.1, as can quickly be seen by computing the variance ofN t .
Limit results for the MM binomial process
In this section we will prove limit results for the MM binomial point process with a Markov modulated rate. In principle, one can prove various types of limit theorems. We focus on results in central limit form, i.e. on diffusion approximations. These are obtained for n → ∞ in (6) or (8), whereas we also investigate limit behaviours by scaling the generator of the background process Markov chain via Q → αQ, and letting α → ∞. As we are interested in the limit behaviour for both n → ∞ and α → ∞, various possibilities occur. We will investigated iterated limits (first n → ∞, then α → ∞ or vice versa), or joint limit behaviour when certain specified relationships between n and α come into play. We shall also investigate the impact of different choices for the centering processes.
As a side remark, we mention that alternative scalings would lead to completely different limit results. For instance, if one would scale the vector λ to Contrary to the non-modulated case, in the MM case the consequences of a scaling Q → αQ for some α → ∞, will have a major impact. To make the dependence of the corresponding processes on n and α explicit, we denote the resulting processes by N n,α , M n,α and Z α , giving the following SDE which is an analogy to (8)
We will prove functional limit theorems of central limit type. However the centering process will, in the case n → ∞, not always be the asymptotic limit of the expectation. It may depend on α and we will make this explicit in the notation. We first present a theorem for n → ∞ and then α → ∞. Second comes the theorem in which the limits are interchanged. We write λ α t for λ T Z α t and Λ α t = t 0 λ α s ds.
Theorem 5.1 Let N n,α be given by (10) for λ ∈ R d + and let α be given bẏ
Then the scaled and compensated procesŝ
converges, as n → ∞, weakly to the solution of the following stochastic differential equation
where B α is a continuous martingale with B α t = 1 − exp(−Λ α t ). Moreover, for α → ∞, the processN α converges weakly to the solution of
where B is a Gaussian martingale with
Proof. We modify the proof of Proposition 4.1. We first view the scaled martingale M n,α / √ n, with M n,α defined in (10) . As in the proof of Proposition 4.1 we see that ∆M n,α / √ n → 0. Following the same arguments, we find that for the quadratic variation we have the expression
Hence for the scaled martingale it holds that
where we have used dominated convergence and the conditional strong law of large numbers for the convergence
It follows from the functional CLT for martingales with random quandratic variation to a conditional Gaussian martingale [13, Theorem 4, p.567] that M n,α converges to a continuous martingale B α with B α t = 1 − exp(−Λ α t ). One easily derives thatN n,α is the solution to
It follows from the above, the validity of the P-UT condition for martingales, [9, VI.6.13] and the weak convergence theorem for stochastic integrals, [9, VI.6.22] thatN n,α converges to a processN α , given byN
which is the solution to (11) . We next consider the convergence ofN α for α → ∞. From the ergodic theorem for Markov chains (see (5)), we obtain, for α → ∞,
→ πt, and hence Λ α t → λ ∞ t and exp(Λ α t ) → exp(λ ∞ t) a.s. As these processes are increasing and the limit is continuous we can apply [9, Thm VI.2.15(c)] to find that this convergence is uniform on compact sets,
Furthermore, we also obtain B α
Hence by the CLT for martingales again, we have the weak convergence of B α to a continuous martingale B with B t = 1 − exp(−λ ∞ t). By the same arguments as above, we have that the stochastic integral process in (13) converges to · 0 exp(λ ∞ s) dB s , and thereforeN α converges to the processN given byN t = exp(−λ ∞ t) t 0 exp(λ ∞ s) dB s , which is the solution to (12).
Theorem 5.2
With the assumptions and notation of Theorem 5.1 we have, for α → ∞ that the counting processes N n,α converge to the counting process N n whose submartingale decomposition is dN
Equivalently, the centered processesN n,α converge weakly toN n defined as the solution of the SDE dN
Furthermore, we have that the processN n converges weakly toN defined as the solution of the SDE
where B is a continuous Gaussian martingale with B t = 1 − exp(−λ ∞ t).
Proof. The first assertion is shown in for instance the recent reference [14] , Corollary 2. For the second step we find ourselves in the situation of Proposition 4.1, and if we apply this result the proof is complete.
Remark 5.3
It is striking that Theorems 5.1 and 5.2 tell that the order in which the limits are taken are taken (first n → ∞, then α → ∞ or vice versa) give the same limit forN n,α . Below we will investigate what happens if α and n tend to infinity at the same time. Three different scenarios will be investigated, namely α tends faster to infinity than n, the converse situation, and the balanced case, where the speeds to convergence are proportional, and in the latter case without loss of generality equal.
Up to now, we investigated limit behaviour, where limits have been taken in specified order.
We continue with the case where α and n jointly tend to infinity. First we do this when this happens at the same rate for both of them, w.l.o.g. we take them equal, α = n, implying the scaling Q → nQ. We will take the asymptotic centering process , similar to the one in (9) . We find this process by defining t := lim n→∞ 1 n EN n t = 1 − exp(−λ ∞ t). A differential equation for is given by˙
In this notation we have in analogy to (8) that the process N n is given by
In the proof of Theorem 5.6 the following lemma turns out to be useful, of which we shall also use a stochastic version.
Lemma 5.4 Consider a measurable space (Ω, F). Let (µ n ) be a sequence of signed measures, such that the total variations ||µ n || are bounded by a constant B and that are converging weakly to a signed measure µ, and let (f n ) be a sequence of measurable functions, converging uniformly to f . Then the integrals µ n (f n ) converge to µ(f ).
Proof. Consider the inequalities
By the assumptions made, both terms on the right in the above display tend to zero.
Remark 5.5 Lemma 5.4 also has a stochastic version. If the functions f, f n are random variables, the measures µ and µ n are random as well (measurable in an appropriate way), the conclusion of the lemma under evidently modified conditions holds 'ω-wise, i.e. almost surely.
Theorem 5.6 Let N n be given by (16) and by (15) . Then the scaled and centered procesŝ N n given byN n := n −1/2 (N n t − n t ), converges weakly (as n → ∞) to the solution of the following SDE
where G is a Gaussian martingale with
with V = λ T (diag{π}D T +Ddiag{π})λ (D is the deviation matrix of the background Markov chain), and B is a Gaussian martingale with B t = 1 − exp(−λ ∞ t), independent of G.
Proof. We divide the proof into a number of steps.
Step 1. We begin by rewriting the expression forN n . We havê
where ζ n s = s 0 Z n u du. Now consider the process
for a martingaleM n . From (1) we obtain DQ = Π − I, ΠZ n t = π. Hence, we can write
Step 2. In order to prove weak convergence of (18) we prove joint weak convergence of (19) and e −λ T ζ n t . By using the same reasoning as in the proof of Theorem 5.1 in order to arrive at (14), we have exp(λ T ζ n t ) ucp → exp(λ ∞ t) and the u.c.p. convergence of exp(−λ T ζ n t ) to exp(−λ ∞ t).
Step 3. In order to establish weak convergence of (19) we establish joint weak convergence of the terms. We begin with showing that the first term converges weakly to the zero process. Using the result from Step 2 and 1 − s = exp(−λ ∞ s), we get from the continuous mapping theorem that Ψ n ucp
We have that the processes t → exp(λ T ζ n t ) are of bounded variation on compact intervals, uniformly in n. Therefore, as t → e t is Lipschitz on compact sets and s is of bounded variation, we also have that the Ψ n are of bounded variation and have bounded total variation processes on compact sets uniformly in n. It follows that n −1/2 Ψ n converges u.c.p. to the zero process and so does its total variation process. To analyze the integral t 0 Ψ n s dZ n s we make the following observation, derived from [10] . Every component Z n,i of the process Z n takes values in {0, 1}, and hence ∆Z By Slutsky's theorem, one obtains joint convergence of the three terms in (19), as soon as the final two terms jointly converge weakly. This we show in the next step.
Step 4. For the weak convergence of the remaining two terms of (19) consider the locally square-integrable martingale
which by Assumption 3.1 has quadratic variation given by
because of (3). Therefore, by following [9, section III.6a], the square integrable martingale
In order to prove weak convergence of the last two terms in (19) we aim to apply the MCLT to the martingale M ζ,n in (21). Thereto we need that (i) the jumps of the martingale on compact sets disappear and that (ii) the quadratic variation converges to a deterministic continuous function in probability. For (i) the proof is that both integrals in (21) have continuous integrands. Therefore the stochastic integral with respect to M n (M n can be treated in the same way) we have
where Ψ n ∞ denotes the supremum-norm of Ψ n on [0, T ] which is finite as Ψ n is bounded on compact intervals uniformly in n. For (ii) we check the convergence of the two non-zero entries in the quadratic variation separately.
First we consider 
since DQ = Π − I and Qπ = 0, see (1) . Note that V is nonnegative in view of (4). Next we consider the other non-zero entry in the quadratic variation. Recall V n, * t
ds to a continuous function. This requires a couple of steps.
The first step is to show that n −1 N n t converges in probability to t = 1 − exp(λ ∞ t), as a matter of fact we show that the convergence is in the L 2 -sense. Recall that, conditional on F Z , N n t is binomial with parameters n and p n t = 1 − exp(− t 0 λ T Z n s ds). Therefore we have E(n −1 N n t − t ) = Ep n t − t → 0. Hence, writing E(n −1 N n t − t ) 2 = (E(n −1 N n t − t )) 2 + Var(n −1 N n t ), we only have to prove that the variance tends to zero. By the law of total variation we have
As the p n t are bounded and p n t → 1 − exp(−λ ∞ t), we get Var(n −1 N n t ) → 0 by application of the dominated convergence theorem. Now we are ready for the final step. Write
Consider the expectation of the absolute value of the last integral. By the Cauchy-Schwartz inequality, its square is less than
In this product, the first factor is bounded, whereas the second factor tends to zero by the above L 2 -convergence of n −1 N n s to s and by application of the monotone convergence theorem.
We now focus on the first term on the RHS of (24). By the ucp-convergence of exp(2λ T ζ n s )(1− s ) to exp(2λ ∞ s)(1 − s ) = exp(λ ∞ s) (as in Step 2), we can again apply the almost sure version of Lemma 5.4 , to arrive at
Summarizing all these intermediate results we get convergence in probability of the quadratic variation, i.e.
The MCLT allows us to deduce that M ζ,n converges weakly to a two-dimensional Gaussian martingale with independence of the components.
Step 5: By the weak convergence of M ζ,n and weak convergence of the first term in (19) to the zero process, we deduce by application of the continuous mapping theorem, weak convergence of (19) to a Gaussian martingale with quadratic variation t 0 (V + λ ∞ e λ∞s ) ds. Therefore M ζ,n has the limit distribution of
whereB is a standard Brownian motion and thus we have weak convergence of the sum in (19) to the Gaussian martingale in (25).
Step 6: In conclusion we showed thatN n,α can be written as the product of processes in (18) . In Step 2 we show u.c.p. convergence of the first process and in Steps 3-5 we showed weak convergence of the second process. Therefore we have joint weak convergence of the processes in (18) . Since multiplication is continuous at continuous limits in the Skorohod topology (c.f. [18, Thm 4.2]) we have weak convergence ofN n to the processN given bŷ
which solves the SDE dN t = −λ ∞Nt dt + e −λ∞t V + λ ∞ e λ∞t dB t .
Alternatively, we can represent this SDE as (17),
where B and G are independent Gaussian martingales, with B t = 1 − exp(−λ ∞ t) and 
which is indeed zero in view of the property Dπ = 0, see (1) . So this theorem in the non-modulated case reduces to Proposition 4.1, as it should.
The centering in Theorem 5.6 is with the function n t . In the proposition below we compare t = 1 − exp(−λ ∞ t) with n t = 1 − exp(−λ T ζ n t ), and we shall see the result of alternative centering with n t in Proposition 5.9.
Proposition 5.8 It holds thatĤ n t := √ n( n t − t ) converges weakly to the processĤ given byĤ t = exp(−λ ∞ t)G H t , where G H is a Brownian motion with variance parameter V = λ T (diag{π}D T + Ddiag{π})λ, so G H t = V t.
Proof. We compute
ForĤ n t = √ n( n t − t ) we then obtain
Solving this equation yieldŝ
The latter equation has the same structure as (18) , but with the martingale term missing. For the limit behaviour we can therefore copy the relevant parts of the proof of Theorem 5.6, which yields the assertion. Now we revisit Theorem 5.6, by replacing the centering n t by n n t . This leads to Proposition 5.9 LetK n t = n −1/2 (N n t − n n t ). ThenK n converges weakly to the solution to the SDE dK t = −λ ∞Kt dt + dB t , where B is a continuous Gaussian martingale with
Proof. We follow the line of reasoning of the proof of Theorem 5.6. Parallel to the first step of that proof we now obtainK
with V = λ T (diag{π}D T +Ddiag{π})λ (D is the deviation matrix of the background Markov chain), and B is a Gaussian martingale with B t = 1 − exp(−λ ∞ t), independent of G. Alternatively, we have the representation Proposition 5.13 Let β > 0. Consider for γ ∈ (0, 1) the processN n,γ given bŷ
As n → ∞, this process converges weakly to a Brownian motion with variance parameter λ ∞ .
Proof. One checks that dN
Note that the jumps ofM n,γ disappear for n → ∞, as γ < 1, and that
As for each t ≥ 0, E 
Some illustrating simulations
In this section we will show some graphs of simulations, illustrating some of the results proven in this paper. To illustrate all results would require too much space, so we will show two intuitive results, namely the first part of Theorem 5.2 where we only speed up the underlying Markov process, and Theorem 5.11 for β = 1. We simulate N n,α t as in (10) andN n,β as in Theorem 5.11 for a couple of parameter settings of α and n on a time interval [0, T ]. We take T = 3 for the first and T = 10 for the second simulation, to illustrate the interesting phenomona corresponding to the theorems. We take a state space of three elements for the Markov chain One can very clearly see the effect from the Markov-modulated default rate in Figure 1 . The contents of the first part of Theorem 5.2 is that this modulating effect should dissapear and the default rate becomes a deterministic constant λ ∞ in the limit. This is visible in Figures 3-4 , where this modulating effect dissapears and a constant default rate appears due to the Markov chain jumping very fast.
Next we simulate the centered and scaled processN n,β , for β = 1. We then have α = n and we choose n ∈ {10, 100, 1000, 10000} in order to illustrate Theorem 5.11. The sample paths are shown in Figures 5-8 . Figures 5-8 illustrate how the processN n,β converges to a continuous process, which fluctuates like a Gaussian martingale. We chose for the time scale T = 10 to show that the quadratic variation of the limiting processN tends to a constant as t → ∞, the process stops fluctuating. So these figures also illustrate the observations made in Remark 5.12.
