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Abstract
We consider the multiplicity and stability of subharmonic solutions of discrete dynamic
systems with periodic perturbations, whose existence was established in the first part of
this series. Under the hypotheses that the perturbation is locally Lipschitz continuous,
we determine the precise number of subharmonic solutions, and we also show that these
subharmonic solutions are stable (unstable) provide the periodic orbit of the unperturbed
system is stable (unstable).
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1. Introduction
This and its previous part [14] deal with subharmonic solutions of the fol-
lowing system of difference equations:
x(n+ 1)= f (x(n))+µg(n;x(n),µ), (1.1)
where x(n) ∈ RN , |µ|  µ0 for a given constant µ0 > 0. Moreover, we impose
the following hypotheses on f and g:
(H1) The unperturbed system x(n + 1) = f (x(n)) possesses a k-periodic orbit
{xn}n∈Z for a given positive integer k. f (x) is continuously differential in a
neighborhood of {x0, . . . , xk−1} and the orbit {xn}n∈Z is hyperbolic [10];
(H2) The continuous map g(n, · , ·) : RN × [−µ0,µ] → RN is ω-periodic in n
and there exists an integer i∗ with 0  i∗  k − 1 so that for any µ with
|µ|µ0, the minimum period of g(n, xi∗ ,µ) is ω.
Under hypotheses (H1) and (H2), we [14] established the existence of sub-
harmonic solutions of (1.1) by using a continuation technique based on the degree
theory [4]. Our focus in this paper is on the determination of the uniqueness, the
precise number and the stability of subharmonic solutions.
It should be mentioned that periodic and harmonic solutions of difference
equations are studied in [1–3,5,7,8,11,15] and the stability of harmonic solutions
of differential equations has been extensively studied (see, for example, [6,12]).
We will require the following additional hypothesis:
(H3) g(n, x,µ) is locally Lipschitz continuous in x , uniformly with respect to
|µ|µ0.
In Section 2, we shall prove that if (H1)–(H3) are satisfied, then there exists
µ∗ > 0 such that for each i with i ∈ {0, . . . , k − 1}, j with j ∈ {0, . . . ,ω − 1}
and any µ with |µ|<µ∗, Eq. (1.1) has a unique kω-periodic solution x∗(n; i, j)
which satisfies∣∣x∗(n+ j ; i, j)− xi+n∣∣< r(µ),
where r(µ) and µ∗ will be defined later. Note that as i ∈ {0, . . . , k − 1}, j ∈ {0,
. . . ,ω− 1}, the above result does not rule out the coexistence of multiple number
of subharmonic solutions. We shall prove in Section 2 that Eq. (1.1) has exactly k
distinct kω-periodic solutions and ωk distinct kω-period orbits, where kω and ωk
denote the least common multiple and the greatest common factor of k and ω,
respectively. In particular, if k and ω are relative prime integers, (1.1) has a unique
kω-periodic orbit. The stability of kω-periodic solutions is studied in Section 3. In
particular, we show that these kω-periodic solutions are stable (unstable) provided
that the k-periodic orbit of the unperturbed system is stable (unstable).
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We now recall some notations used in [14] that will be needed in the remaining
part of the present work.
We denote byL(RN) the space of all linear bounded operators from RN to RN .
From now on, we write Vr for {y ∈ RN : |y|< r} and Vr(x)= {y ∈ RN : |y − x|
< r} for a given x ∈ RN . Let
Ai =Df k(xi), 0 i  k − 1, (1.2)
α = max
0ik−1
‖Df (xi)‖, (1.3)
where ‖ · ‖ is the norm of L(RN) corresponding to a given Euclidean metric | · |
of RN .
By (H1) and [10], we infer that Ai is hyperbolic, i.e., there exist constants
K  1 and 0 < θ < 1 such that for each 0 i  k − 1,
(1) RN =Rsi ⊕Rui , Ai[Rsi ] ⊆Rsi , Ai[Rui ] ⊆Rui , Rsi and Rui are closed subspaces.
(2) ∣∣Ami ys∣∣Kθm|ys |, for all ys ∈ Rsi , m 1, (1.4)∣∣A−mi yu∣∣Kθm|yu|, for all yu ∈Rui , m 1. (1.5)
From (H1) and (H2), we can choose a constant r0 > 0 sufficiently small so that
r0 < |xi − xj |, for i ≡ j (modk), (1.6)
and
g(n, y,µ) = g(m,y,µ), (1.7)
with arbitrary 0 < |µ| µ0, m ≡ n (modω) and y ∈ V r0(xi∗).
For n ∈ Z and y ∈ V r0, we have
f (xn + y)= f (xn)+Df (xn)y +Ln(0, y)y, (1.8)
where Ln(x, y) denotes the map Ln :V (1/2)r0 × V r0 →L(RN) defined by
Ln(x, y)=
1∫
0
[
Df (xn + x + ty)−Df (xn)
]
dt.
Ln(x, y) is k-periodic in n. Then the mapping γ : [0, (1/2)r0]→ R defined by
γ (r)= sup
0ρr
sup
(x,y)∈Vr×V 2r
0ik−1
∥∥Li(x, y)∥∥ (1.9)
is monotonically nondecreasing in r , limr→0+ γ (r)= 0, and∥∥Ln(0, y)∥∥ γ (r), for |y| 2r  r0.
Define projections P1 : RN →Rs and P2 : RN → Ru by
P1(y)= ys, P2(y)= yu,
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where y = ys + yu, ys ∈ Rs , yu ∈Ru. Let
‖P‖ =max{‖P1‖,‖P2‖,1}. (1.10)
Then for any y ∈RN
max
{|ys |, |yu|} ‖P‖|y|. (1.11)
Choose 0 < r1 min{(1/2)r0,∑k−1l=0 (α + 1)l} such that
γ (r1) <
1− θ
4‖P‖K
[
k−1∑
l=0
(α + 1)l
]−1
, (1.12)
where α,K, θ are defined in (1.3), (1.4) and (1.5), respectively.
Let
Mr = max
0ik−1
0jω−1
{
sup
0ρr
sup
−µ0µµ0
x∈V ρ(xi)
|g(j, x,µ)|,1
}
for 0 < r  r1,
(1.13)
µ∗ =min
{
µ0,
1− θ
4‖P‖KMr1
[
k−1∑
l=0
(α + 1)l
]−2
r1
}
, (1.14)
r(µ)=
[
4‖P‖KMr1
1− θ
k−1∑
l=0
(α + 1)l
]
|µ| for 0 < |µ|<µ∗, (1.15)
kω = abωk = aω= bk, (1.16)
where a and b are relatively prime integers.
By (H3), we may assume from now on that for the given r0 there exists ξ > 0
such that∣∣g(n;x,µ)− g(n;y,µ)∣∣ ξ |x − y|, (1.17)
with n ∈ {0, . . . , k − 1}, |µ| µ0 and x, y ∈ Vr0(xi), i ∈ {0, . . . , k − 1}.
2. Uniqueness and multiplicity of kω-periodic solutions
Let
µ∗ =min
{
µ0,
1− θ
4‖P‖K
[
k−1∑
l=0
(α + 1)l
]−2
r1 min
{
1
Mr0
,
3
ξ
}}
, (2.1)
where ξ is the Lipschitz constant of the function g(n, x,µ) with respect to x ,
appearing in (1.17). It is clear that 0 <µ∗  µ∗.
Using this notation, we can state the main result of this section as follows:
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Theorem 2.1. If hypotheses (H1)–(H3) are satisfied, then for any µ, integers i
and j with 0 < |µ|< µ∗, i ∈ {0, . . . , k − 1} and j ∈ {0, . . . ,ω − 1}, (1.1) has a
unique kω-periodic solution x∗(n; i, j) satisfying∣∣x∗(n+ j ; i, j)− xi+n∣∣< r(µ), (2.2)
where r(µ) and µ∗ are defined as in (1.15) and (2.1), respectively.
Proof. Let us fix an arbitrary given µ with 0 < |µ| < µ∗, and fixe integers i, j
with i ∈ {0, . . . , k − 1} and j ∈ {0, . . . ,ω − 1}. The existence was established in
Theorem 3.1 of [14]. Now we prove the uniqueness by contradiction. Assume
there exist two kω-periodic solutions x∗(n; i, j) and x(n; i, j) of (1.1) satisfy-
ing (2.2). Let
v(n)= x(n+ j ; i, j)− x∗(n+ j ; i, j) for n ∈ Z.
Then, v = {v(n)} is kω-periodic and we may assume, without loss of generality,
that there exists some integer n0 ∈ {0, . . . , kω − 1} so that |v(n0)| = ‖v‖ with
0< rv = ‖v‖< 2r(µ). (2.3)
By (1.1), obtain that
v(n+ 1)= {f (x∗(n+ j ; i, j)+ v(n))− f (x∗(n+ j ; i, j))}
+µgij (n, v(n)),
where
gij (n, v(n))= g
(
n+ j ;x∗(n+ j ; i, j)+ v(n),µ)
− g(n+ j ;x∗(n+ j ; i, j),µ).
Using the hypothesis (H3) and noting that x∗(n + j ; i, j),x(n + j ; i, j) ∈
Vr0(xi+n), we have∣∣gij (n, v(n))∣∣ ξ |v(n)| for n ∈ Z. (2.4)
We obtain from (1.10) and Theorem 4.2 in [9] that
f
(
x∗(n+ j ; i, j)+ v(n))− f (x∗(n+ j ; i, j))
=Df (xi+n)v(n)+Li+n
(
y∗(n; i, j), v(n))v(n),
where
Li+n(x, y)=
1∫
0
[
Df (xi+n + x + ty)−Df (xi+n)
]
dt,
y∗(n; i, j)= x∗(n+ j ; i, j)− xi+n.
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That is,
v(n+ 1)= [Df (xi+n)+Li+n(y∗(n; i, j), v(n))]v(n)+µgij (n, v(n)).
Using the same argument as that for Lemma 3.4 of [14], we get
v(n+ k)=
k−1∏
l=0
[
Df (xi+n+l )+Li+n+l
(
y∗(n+ l; i, j), v(n+ l))]v(n)
+µ
k−2∑
l=0
{
k−1∏
q=l+1
[
Df (xi+n+q)
+Li+n+q
(
y∗(n+ q; i, j), v(n+ q))]
}
gij
(
n+ l, v(n+ l))
+µgij
(
n+ k − 1, v(n+ k − 1)).
It follows that for k  2 and n ∈ Z,
v
(
(n+ 1)k + n0)= v(nk + n0 + k)
=
k−1∏
l=0
[
Df (xi+nk+n0+l )
+Li+nk+n0+l
(
y∗(nk + n0 + l; i, j), v(nk + n0 + l))]v(nk + n0)
+µ
k−2∑
l=0
{
k−1∏
q=l+1
[
Df (xi+nk+n0+q)
+Li+nk+n0+q
(
y∗(nk + n0 + q; i, j), v(nk+ n0 + q))]
}
× gij
(
nk + n0 + l, v(nk + n0 + l))
+µgij
(
nk + n0 + k − 1, v(nk + n0 + k − 1)).
Let 0  i0  k − 1 so that i + n0 = i0 (modk). As {xn} is k-periodic, we have
xi+nk+n0 = xi0 and Li+nk+n0 = Li0 . Let
Eij (n, v)=
k−1∏
l=0
[
Df (xi0+l )+Li0+l
(
y∗(nk + n0 + l; i, j); v(nk+ n0 + l))]
−Ai0, (2.5)
Jij (n, v)=
k−2∑
l=0
{
k−1∏
q=l+1
[
Df (xi0+q )
+Li0+q
(
y∗(nk + n0 + q; i, j), v(nk+ n0 + q))]
}
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× gij
(
nk + n0 + l, v(nk + n0 + l))
+ gij
(
nk + n0 + k − 1, v(nk + n0 + k − 1)), (2.6)
where Ai0 =
∏k−1
l=0 Df (xi0+l ). Then, Eij (n, v) and Jij (n, v) are both b-periodic
and
v
(
(n+ 1)k + n0)=Ai0v(nk + n0)+Eij (n, v)v(nk + n0)+µJij (n, v).
(2.7)
Using arguments similar to that for Lemma 3.5 in [14] and using (2.4), we get
∥∥Eij (n, v)∥∥
[
k−1∑
l=0
(α + 1)l
]
γ (r1), (2.8)
∣∣Jij (n, v)∣∣
[
k−1∑
l=0
(α + 1)l
]
ξ‖v‖. (2.9)
Let s(n)= v(nk+ n0) for n ∈ Z. Then, s = {s(n)} is b-periodic and ‖s‖ = ‖v‖ =
rv > 0.
Let
Ψij (n, s)=Eij (n, v)s(n)+µJij (n, v). (2.10)
Then
∣∣Ψij (n, s)∣∣
[
k−1∑
l=0
(α + 1)l
][
γ (r1)+ |µ|ξ
]‖v‖ (2.11)
and
s(n+ 1)=Ai0s(n)+Ψij (n, s). (2.12)
We will complete the proof in two cases:
Case 1. |ss(0)|> (1/2)|s(0)| = rv, where s(0)= ss(0)+ su(0), ss(0) ∈ R(s)i0 ,
su(0) ∈ R(u)
i0
, R(s)
i0
and R(u)
i0
are stable subspace and unstable subspace of Ai0
defined in (1.5) and (1.6). We have
1
2
rv = 12 |s(0)|< |s
s(0)| ‖P‖ |s(0)| = ‖P‖rv .
It follows from (2.12) that
ss(n+ 1)=Ai0ss(n)+Ψ sij (n, s).
Therefore, we have for any m 1 that
ss(mb)=Amb
i0 s
s(0)+
mb∑
l−1
Amb−l
i0
Ψ sij (l − 1, s).
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That is,
rv  ‖P‖Kθmbrv + ‖P‖
mb∑
l=1
Kθmb−l
∣∣Ψ sij (l − 1, s)∣∣.
Taking the limit as m→∞ and using (2.11), we get
1 ‖P‖K
1− θ
[
k−1∑
l=0
(α + 1)l
][
γ ∗(r1)+ |µ|ξ
]
.
On the other hand, we have from (1.12) that
γ (r1) <
1− θ
4‖P‖K
[
k−1∑
l=0
(α + 1)l
]−1
. (2.13)
Therefore,
|µ| 3(1− θ)
4‖P‖Kξ
[
k−1∑
l=0
(α + 1)l
]−1
.
In view of (2.1), we obtain a contradiction.
Case 2. |su(0)| (1/2)|s(0)| = rv . We first note that (2.12) yields
su(0)=A−mb
i0
su(mb)−
mb∑
l=1
A−li Ψ
u
ij (l − 1, s)
with arbitrary m 1.
Then we employ the same argument as that used in the proof of the Case 1 to
obtain
1 4‖P‖Kθ
1− θ
[
k−1∑
l=0
(α + 1)l
][
γ (r1)+ |µ|ξ
]
.
Therefore, we get a contradicts to (2.13). This completes the proof of Theo-
rem 2.1. ✷
We now study the exact number of distinct kω-periodic solutions and orbits.
The key observation is the following result.
Theorem 2.2. Assume (H1)–(H3) are satisfied. We conclude that x∗(n; i, j) =
x∗(n; i¯, j¯ ) for some i, j and i¯, j¯ with i, i¯ ∈ {0, . . . , k − 1}, j, j¯ ∈ {0, . . . ,ω − 1}
and for all n ∈ Z if and only if
j¯ − i¯ ≡ j − i (modk).
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Proof. First, we prove necessity. Let n¯= (j¯ − j)− (i¯ − i), l = i¯ − i . It suffices
to prove that n¯≡ 0 (modk). If this were false, then xi+n¯+l = xi+l . Note that
x∗(j¯ ; i¯, j¯ )= x∗(l + n¯+ j ; i¯, j¯ )= x∗(l + n¯+ j ; i, j).
This, together with xi¯ = xi+l and (2.2), yields
r(µ) >
∣∣x∗(j¯ ; i¯, j¯ )− xi¯∣∣= ∣∣x∗(l + n¯+ j, i, j)− xi+l∣∣
= ∣∣[x∗(l + n¯+ j, i, j)− xi+n¯+l]+ [xi+n¯+l − xi+l]∣∣
 |xi+n¯+l − xi+l| −
∣∣x∗(l + n¯+ j ; i, j)− xi+n¯+l∣∣.
We conclude from this that r(µ) > r0 − r(µ). On the other hand, we have from
(1.12) and (1.15) that r(µ) < r1  (1/2)r0. So we get r(µ) > r0 − r(µ) > r(µ).
This is a contradiction.
Now, we prove the sufficiency. If (j¯ − j)− (i¯− i)≡ 0 (modk) and if we write
(j¯ − j)− (i¯ − i)= m¯k,
then it follows from Theorem 2.1 that∣∣x∗(m+ j¯ ; i¯, j¯ )− xi¯+m∣∣< r(µ)
with arbitrary m ∈ Z. Let n= i¯ − i +m+ m¯k. Then
m+ j¯ = n+ j, i¯ +m= i + n− m¯k.
Thus (2.2) gives us
r(µ) >
∣∣x∗(m+ j¯ ; i¯, j¯ )− xi¯+m∣∣= ∣∣x∗(n+ j ; i¯, j¯ )− xi+n−m¯k∣∣
= ∣∣x∗(n+ j ; i¯, j¯ )− xi+n∣∣.
It follows from the uniqueness of a kω-periodic solution satisfying (2.2) that
x∗(n+ j ; i¯, j¯ )= x∗(n+ j ; i, j),
that is, x∗(n; i¯, j¯ ) = x∗(n; i, j) for all n ∈ Z. The proof of Theorem 2.2 is then
complete. ✷
In order to determine the exact number of kω-period orbits near {xn}n∈Z, we
introduce the following notations.
For any kω-periodic solution x∗(n; i, j) of (1.1) and for arbitrary m ∈ Z, we
let
x∗m(n; i, j)= x∗(n+mω; i, j). (2.14)
It is evident that {x∗m(n; i, j)} is also a kω-periodic solution of (1.1).
Theorem 2.3. Let x∗(n; i, j) and x∗(n; i¯, j¯ ) be kω-periodic solutions of (1.1).
Then, x∗m(n; i, j)= x∗(n; i¯, j¯ ) for some m ∈ Z if and only if
j¯ − j ≡ i¯ − i (modωk),
where ωk is defined in (1.16).
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Proof. If x∗m(n; i, j) = x∗(n; i¯, j¯ ) for some m ∈ Z, then we have from Theo-
rem 2.2 and (2.14) that
x∗m(n; i, j)= x∗(n+mω; i, j)= x∗(n+mω; i − j,0)
and
x∗(n; i¯, j¯ )= x∗(n; i¯ − j¯ ,0).
Thus, x∗(n; i¯ − j¯ ,0)= x∗(n+mω; i − j,0).
On the other hand, (2.2) gives us∣∣x∗(n; i¯ − j¯ ,0)− xi¯−j¯+n∣∣< r(µ),∣∣x∗(n+mω; i − j,0)− xi−j+n+mω∣∣< r(µ).
This, together with 2r(µ) < r0, enables us to get xi¯−j¯+n = xi−j+n+mω. It follows
that
i¯ − j¯ ≡ i − j +mω (modk).
Using this and the fact that ωk|ω, we arrive at the desired conclusion.
Conversely, if j¯ − i¯ ≡ j − i (modωk) and if we write
(j − i)− (j¯ − i¯)= m¯ωk, a0ω+ b0k = ωk,
then m¯ωk = m¯a0ω+ m¯b0k. Thus j − i ≡ j¯ − i¯+ (m¯a0)ω (modk). Therefore, we
have xi¯−j¯ = xi−j+(m¯a0)ω. It follows that
xi¯−j¯+n = xi−j+(m¯a0)ω+n for n ∈ Z.
We have from this and (2.2) that∣∣x∗(n; i¯ − j¯ ,0)− xi¯−j¯+n∣∣= ∣∣x∗(n; i¯ − j¯ ,0)− xi−j+(m¯a0)ω+n∣∣< r(µ)
and ∣∣x∗(n+ (m¯a0)ω; i − j,0)− xi¯−j¯+n∣∣
= ∣∣x∗(n+ (m¯a0)ω; i − j,0)− xi−j+(m¯a0)ω+n∣∣< r(µ).
The uniqueness of a kω-periodic solution satisfying (2.2) implies that
x∗(n; i¯ − j¯ ,0)= x∗(n+ (m¯a0)ω; i − j,0).
Combining this with Theorem 2.2 and (2.14), we finally obtain
x ∗¯ma0(n; i, j)= x∗(n; i¯, j¯ ).
This complete the proof of Theorem 2.3. ✷
An immediate corollary of Theorems 2.2, 2.3 and the hypothesis (H2) is the
following main result of this section.
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Theorem 2.4. If hypotheses (H1)–(H3) are satisfied, then (1.1) has exactly k
distinct kω-periodic solutions and ωk distinct kω-periodic orbits satisfying (2.2);
these are given by {x∗(n;p,0)}n∈Z for 0  p  k − 1 and {x∗(n;p,0)}n∈Z for
0 p  ωk − 1, respectively.
3. Stability of kω-periodic solutions
In this section, we consider the stability of kω-periodic solutions obtained in
the previous section. We begin by proving some a priori information about the
spectral norm of the mapping Df kω(xi) : RN → RN .
We denote by C the set of all complex numbers. Let
Bi =Df kω(xi), 0 i  k − 1, (3.1)
Λi =
{
λ ∈ C: det[λIN −Bi ] = 0
}
, 0 i  k − 1, (3.2)
Λ′i =
{
λ ∈Λi : |λ|> 1
}
, Λ′′i =
{
λ ∈Λi : |λ|< 1
}
,
λ′ = min
0ik−1 minλ∈Λ′i
|λ|, λ′′ = max
0ik−1
max
λ∈Λ′′i
|λ|,
η′ = 1
2
+ 1
2
max
{
1
λ′
, λ′′
}
, (3.3)
where IN denotes the identical mapping of L(RN,RN).
We conclude from (H1) that Bi , i ∈ {0, . . . , k − 1}, is hyperbolic, that is,
Λi =Λ′i ∪Λ′′i ,
and there exist closed linear subspaces Eui and E
s
i , i ∈ {0, . . . , k− 1}, of RN such
that
(i) RN = Eui ⊕Esi , Bi [Eui ] ⊂ Eui , Bi [Esi ] ⊂ Esi . (3.4)
(ii) For Bui = Bi |Eui , Bsi = Bi |Esi , we have
lim
n→∞
n
√∥∥(Bui )−n∥∥ 1λ′ , limn→∞ n
√∥∥(Bsi )n∥∥ λ′′. (3.5)
Thus it is natural to introduce a norm | · |i of RN by
∣∣xui ∣∣ui =
∞∑
n=0
η−n
∣∣(Bui )−n(xui )∣∣, for xui ∈ Eui ,
∣∣xsi ∣∣si =
∞∑
n=0
η−n
∣∣(Bsi )n(xsi )∣∣, for xsi ∈ Esi ,
|x|i =max
(∣∣xsi ∣∣si , ∣∣xui ∣∣ui ), (3.6)
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with x = xsi + xui , xsi ∈ Esi , xui ∈ Eui . Let
C0 = max
0ik−1
{ ∞∑
n=0
η−n
∥∥(Bui )−n∥∥,
∞∑
n=0
η−n
∥∥(Bsi )n∥∥
}
. (3.7)
Lemma 3.1. The norm | · |i of RN defined above satisfies∥∥(Bui )−1∥∥i  η, ∥∥Bsi ∥∥i  η, (3.8)
|x| |x|i  C0|x|, (3.9)
with i ∈ {0, . . . , k − 1}.
For a proof, we refer to [13, p. 12, Theorem 1.15].
Let
σ = 1
2
(1− η)C−10
[
kω−1∑
l=0
(α + 1)l
]−1
, (3.10)
µ=min{µ∗,µ∗, ξ−1σ}, (3.11)
Without loss of generality, we may assume that the constant r0 given in the
introduction is so small that
τ = max
0ik−1
sup
s∈V r0
∥∥Df (xi + x)−Df (xi)∥∥< σ. (3.12)
For each 0 < r < r0, let the mapping Li :V r × V r0−r → L(RN) be given by
Li(x, y)=
1∫
0
[
Df (xi + x + ty)−Df (xi)
]
dt for 0 i  k − 1, (3.13)
and define ρ(r) by
ρ(r)= sup
{
ρ: 0 < ρ < r0 − r, max
0ik−1
sup
(x,y)∈Vr×Vp
∥∥Li(x, y)∥∥< σ}.
(3.14)
For 0 < r < r0, 0 < ρ < ρ(r), let
γ (r, ρ)= sup
0sr
0tρ
max
0ik−1
sup
(x,y)∈Vs×V t
∥∥Li(x, y)∥∥. (3.15)
Therefore, for arbitrary 0  i  k − 1, 0 < r < r0, 0 < ρ < ρ(r) and (x, y) ∈
Vr × Vρ, we have∥∥Li(x, y)∥∥ γ (r, ρ) < σ. (3.16)
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Now, we see that for any 0 < |µ| < µ, (1.1) has a unique kω-periodic solution
x∗(n; i, j) with |x∗(n+ j ; i, j)− xi+n|< r(µ), where r(µ) is defined in (1.15)
with 0< |µ|<µ.
For given m ∈ Z and y ∈RN , there exists a solution of (1.1) through the point
x∗(m; i, j)+ y at m. We denote this solution by x(n;m,x∗(m; i, j)+ y)(nm),
and note that
x
(
m;m,x∗(m; i, j)+ y)= x∗(m; i, j)+ y.
Let
y(n;m,y, i, j)= x(n;m,x∗(m; i, j)+ y)− x∗(n; i, j) (nm). (3.17)
For n,m ∈ Z, with m  1, we define the maps Wij (n + m,n) and Γij (m,n):
RN → RN by
Wij (m+ n,n)y = y(m+ n;n,y, i, j), y ∈ RN, (3.18)
and
Γij (m,n)y = y(n+mkω;n,y, i, j). (3.19)
For fixed µ with 0 < |µ|<µ, let
ρ0 = ρ(r(µ)) (3.20)
and
ρ1 =
[
kω∑
l=1
(α + 1)l
]−1
ρ0. (3.21)
Recall that for 0 i  k − 1, 0 j  ω− 1,
y∗(n; i, j)= x∗(n+ j ; i, j)− xi+n, n ∈ Z.
Let
hij (n, y,µ)= g
(
n;xi+n−j + y∗(n− j ; i, j)+ y,µ
)
− g(n;xi+n−j + y∗(n− j ; i, j),µ). (3.22)
In view of (2.4), (3.14) and (3.20), we have∣∣hij (n, y,µ)∣∣ ξ |y| for y ∈ Vρ0 . (3.23)
Lemma 3.2. For n ∈ Z and y ∈ V ρ1 , we have
Wij (n+ 1, n)y =
[
Df (xi+(n−j))+Li+n−j
(
y∗(n− j ; i, j), y)]y
+µhij (n, y,µ) (3.24)
and ∣∣Wij (n+m,n)y∣∣
[
m∑
l=1
(α + 1)l
]
|y|< ρ0 for 1m kω. (3.25)
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Proof. For the first part of lemma, (1.14) and Theorem 4.2 of [9] show that
Wij (n+ 1, n)y
= x(n+ 1;n,x∗(n; i, j)+ y)− x∗(n+ 1; i, j)
= [f (x∗(n; i, j)+ y)− f (x∗(n; i, j))]
+µ[g(n;x∗(n; i, j)+ y,µ)− g(n;x∗(n; i, j),µ)]
=Df (xi+n−j + y∗(n− j ; i, j))y
+
{ 1∫
0
[
Df
(
xi+n−j + y∗(n− j ; i, j)+ ty
)
−Df (xi+n−j + y∗(n− j ; i, j))]dt
}
y +µhij (n, y,µ)
=Df (xi+n−j )y
+
{ 1∫
0
[
Df
(
xi+n−j + y∗(n− j ; i, j)+ ty
)−Df (xi+n−j )]dt
}
y
+µhij (n, y,µ)
=Df (xi+n−j )y +Li+n−j
(
y∗(n− j ; i, j), y)y +µhij (n, y,µ).
This gives the desired result.
For y ∈ Vρ1 , it follows from (3.24) that∣∣Wij (n+ 1, n)y∣∣ [∥∥Df (xi+n−j )∥∥+ ∥∥Li+n−j (y∗(n− j ; i, j), y)∥∥]|y|
+ |µ| ∣∣hij (n, y,µ)∣∣.
This, together with (3.10), (3.16), (3.11) and (3.23), yields∣∣Wij (n+ 1, n)y∣∣ (α + 1)|y|.
The (3.25) then follows due to (3.21) and the fact
Wij (n+m,n)y =
m∏
l=1
Wij (n+ l, n+ l − 1)y.
This complete the proof of Lemma 3.2. ✷
For n ∈ Z, let 0 h¯(n) k − 1 so that
n≡ h¯(n) (modk). (3.26)
Lemma 3.3. For n ∈ Z and y ∈ V ρ1 , we have
Γij (1, n)y = Bh¯(i+n−j)y +Θij (n, y,u), (3.27)
R. Zhang et al. / J. Math. Anal. Appl. 276 (2002) 477–496 491
where
Θij (n, y,µ)=Ξij (n, y)y +µ✵ij (n, y), (3.28)
Ξij (n, y)=
kω−1∏
l=0
[
Df (xi+n−j+l )
+Li+n−j+l
(
y∗(n− j + l; i, j),Wij (n+ l, n)y
)]
−Bh¯(i+n−j), (3.29)
✵ij (n, y)=
kω−2∑
l=0
{
kω−1∏
q=l+1
[
Df (xi+n−j+q )
+Li+n−j+q
(
y∗(n− j + q; i, j),Wij (n+ q,n)y
)]}
× hij
(
n+ l,Wij (n+ l, n)y,µ
)
+µhij
(
n+ kω − 1;Wij (n+ kω − 1, n)y,µ
)
, (3.30)
with
∥∥Ξij (n, y)∥∥
[
kω−1∑
l=0
(α + 1)l
]
γ (r(µ),ρ0), (3.31)
∣∣✵ij (n, y)∣∣
[
kω−1∑
l=0
(α + 1)l
]
ξ |y|, (3.32)
∣∣Θij (n, y,µ)∣∣
[
kω−1∑
l=0
(α + 1)l
][
γ (r(µ),ρ0)+ |µ|ξ
]|y|. (3.33)
Proof. First, we have from (3.18) and (3.19) that
Γij (1, n)y = y(n+ kω;n,y, i, j)=Wij (n+ kω,n)y.
Therefore, in view of (3.1) and (3.28)–(3.30), to prove (3.27) it will suffice to
prove that
Wij (n+ kω,n)y =
kω−1∏
l=0
[
Df (xi+n−j+l )
+Li+n−j+l
(
y∗(n− j + l; i, j),Wij (n+ l, n)y
)]
y
+µ
kω−2∑
l=0
{
kω−1∏
q=l+1
[
Df (xi+n−j+q )
+Li+n−j+q
(
y∗(n− j + q; i, j),Wij (n+ q,n)y
)]}
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× hij
(
n+ l,Wij (n+ l, n)y,µ
)
+µhij
(
n+ kω − 1,Wij (n+ kω − 1, n)y,µ
)
. (3.34)
The procedure used in the proof of Lemma 3.4 of [14] can be easily adapted to
the treatment of (3.34) by using (3.24), (3.25) and so the conclusion follows.
According to (3.29), the outcome of this tedious, but straightforward, estimate
is
∥∥Ξij (n, y)∥∥ kω∑
l=1
(
l
kω
)[
γ (r(µ),ρ0)
]l
αkω−l
= [α + γ (r(µ),ρ0)]kω − αkω
=
{
kω∑
m=1
[
α + γ (r(µ),ρ0)
]kω−m[γ (r(µ),ρ0)]m−1
}
× γ (r(µ),ρ0)

[
kω−1∑
l=0
(α + 1)l
]
γ (r(µ),ρ0);
here
(
l
kω
)
denote the coefficient of xl in the expansion of (1+ x)kω . This give the
desired result, i.e., (3.31).
(3.30), together with (1.3), (3.16) and (3.23), yields (3.32).
It is trivial to obtain (3.33) by using (3.31), (3.32). The proof of Lemma 3.3 is
complete. ✷
Lemma 3.4. For any fixed 0 < |µ| < µ, Θij (n, y,µ) (defined in (3.28)) is kω-
periodic in n and∣∣Θij (n, y,µ)∣∣l  κ(µ)(1− η)|y|l, 0 l  k − 1, (3.35)
with n ∈ Z and y ∈ V ρ1, where the norm | · |l of RN is defined in (3.6) and
κ(µ)= 1
2
[
1+ |µ|/µ]. (3.36)
Proof. It follows from (3.33) and (3.9) that∣∣Θij (n, y,µ)∣∣l C0∣∣Θij (n, y,µ)∣∣
C0
[
kω−1∑
l=0
(α + 1)l
][
γ (r(µ),ρ0)+ |µ|ξ
]|y|.
Substituting (3.16), (3.11) and (3.10) into the above inequality, we get∣∣Θij (n, y,µ)∣∣l  κ(µ)(1− η)|y|.
This, together with (3.9), proves Lemma 3.4. ✷
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Definition 3.5. Let {x(n)}n∈Z be a solution of (1.1). It is said to be stable if, for
each n0 ∈ Z and for each given = > 0, there exists a δ = δ(n0, =) > 0 such that, if
|x0 − x(n0)|< δ, then for the solution x(n;n0, x0) of (1.1) we have∣∣x(n;n0, x0)− x(n)∣∣< =
for n  n0. {x(n)}n∈Z is said to be uniformly stable if it is stable and δ is in-
dependent of n0 ∈ Z. {x(n)}n∈Z is said to be uniformly asymptotically stable if
it is uniformly stable and there exists δ0 > 0 such that for any n0 and x0 with
|x0 − x(n0)|< δ0, |x(n;n0, x0)− x(n)| → 0 as n→∞.
Theorem 3.6. If hypotheses (H1)–(H3) are satisfied and {xn}n∈Z is a stable kω-
periodic orbit of (1.1)with µ= 0, then the unique kω-periodic solution x∗(n; i, j)
of (1.1) with∣∣x∗(n+ j ; i, j)− xi+n∣∣< r(µ), 0 < |µ|<µ,
is uniformly asymptotically stable. More precisely,∣∣x(n0 +mkω;n0, x0 )− x∗(n0 +mkω; i, j)∣∣
C0ξm1 (µ)
∣∣x − x∗(n0; i, j)∣∣, (3.37)
with any n0 ∈ Z, m  1, C0 defined in (3.9) and x0 ∈ Vρ1(x∗(n0, i, j)); ξ : 0 <
ξ1(µ) < 1 is defined by
ξ1(µ)= 1− 12 (1− η)(1− |µ|/µ) with 0 < |µ|<µ. (3.38)
Proof. To prove (3.38), by (3.9) it is clearly sufficient to prove that∣∣Γ (m,n0)y∣∣h¯(i+n0−j)  ξm1 (µ)|y|h¯(i+n0−j), (3.39)
with n0 ∈ {0, . . . , k − 1}, y ∈ Vρ1 and m 1.
As {xn}n∈Z is stable, we have Eun0 = {0} and Esn0 =RN . Therefore,
|Bh¯(i+n0−j)y|h¯(i+n0−j)  η|y|h¯(i+n0−j). (3.40)
By (3.27), we have
Γij (1, n0)y = Bh¯(i+n0−j)y +Θij (n0, y,µ).
This, together with (3.35) and (3.40), yields∣∣Γij (1, n0)y∣∣h¯(i+n0−j)  η|y|h¯(i+n0−j) + κ(µ)(1− η)|y|h¯(i+n0−j)

{
1− (1− η)[1− |µ|/µ]}|y|h¯(i+n0−j).
As Γ (m,n0)y =∏ml=1Γ (l, n0 + (l − 1)kω)y = [Γ (l, n0)]my , we obtain (3.39).
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Now, we can prove that x∗(n; i, j) is uniformly stable by employing (3.37) as
follows. For given = > 0 and l ∈ {0, . . . , kω − 1}, we choose δl sufficiently small
so that∣∣x(l + q, l, x0)− x∗(l + q; i, j)∣∣< min
{
1
C0
=,ρ1
}
(3.41)
for |x0 − x∗(l; i, j)|< δl and q ∈ {0, . . . , kω − 1}.
Let δ = min0lkω−1 δl . For any x0 ∈ RN , n0 ∈ Z, n  n0 with |x0 −
x∗(n0; i, j)| < δ. Let n0 = pkω + l, n = mkω + n¯ with n¯, l ∈ {0, . . . , kω − 1}.
Then, (3.37), (3.8) and (3.41) yield∣∣x(n+ n0;n0, x)− x∗(n+ n0; i, j)∣∣
= ∣∣x(n+ pkω + l;pkω + l, x)− x∗(n+ pkω + l; i, j)∣∣
= ∣∣x(n+ l, x)− x∗(n+ l; i, j)∣∣
= ∣∣x(mkω + (n¯+ l); (n¯+ l), x(n¯+ l; l, x))− x∗(n¯+ l +mkω; i, j)∣∣

∣∣x((n¯+ l)+mkω; (n¯+ l), x(n¯+ l; l, x))
− x∗(n¯+ l +mkω; i, j)
∣∣
h¯(i+n¯+l−j)
 ξm1 (µ)C0
∣∣x(n¯+ l; l, x)− x∗(n¯+ l; i, j)∣∣
<C0
(
1
C0
=
)
= =.
This proves the uniform stability, and completes the proof of Theorem 3.6. ✷
The second main result of this section can now be state as follows:
Theorem 3.7. If (H1)–(H3) are satisfied and {xn}n∈Z is an unstable k-periodic
orbit of (1.1) with µ = 0, then for any 0 < |µ| < µ, the unique kω-periodic
solution x∗(n; i, j) of (1.1) with∣∣x∗(n+ j ; i, j)− xi+n∣∣< r(µ)
is unstable.
Proof. Without loss of generality, we may assume from the instability of {xn}n∈Z
that Eun0 = {0} for some 0  n0  k − 1. Let =0 = ρ1 and 0  n¯  k − 1 so that
h¯(i + n¯− j)= n0. If this were false, there would exist a δ0(=0) > 0, such that∣∣Γij (m, n¯)y∣∣< ρ1 for any y ∈ Vδ0 and m 1. (3.42)
Choose y0 ∈ Vδ0 with y0 = yu0 + ys0, yu0 ∈ Eun0 , ys0 ∈ Esn0 and∣∣yu0 ∣∣un0 > ∣∣ys0∣∣sn0 .
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Let ym = Γij (m, n¯)y0 for m  1. Then (3.42) implies that |ym|< ρ1 for m  1.
That is, ym ∈ Vρ1 for m 1. It follows immediately from Lemma 3.3 that
ym = Bn0ym−1 +Θij (n¯, ym−1,µ). (3.43)
Let
ym = yum + ysm,
Θij (n¯, ym−1,µ)=Θuij (n¯, ym−1,µ)+Θsij (n¯, ym−1,µ),
where yum,Θuij (n¯, ym−1,µ) ∈ Eun0 , ysm, Θsij (n¯, ym−1,µ) ∈ Esn0 .
Now, we prove that∣∣yum∣∣n0 > ∣∣ysm∣∣n0 and ∣∣yum∣∣n0  ξ2(µ)∣∣yum−1∣∣n0 , (3.44)
where ξ2(µ)= η+ 1/η− 1/µ > 1, by induction on m ( 1).
First, for m= 1, (3.43), (3.35), (3.36) and (3.8) give us∣∣yu1 ∣∣n0  ∣∣Bn0yu0 ∣∣n0 − ∣∣Θuij (n¯, y0,µ)∣∣n0  1η
∣∣yu0 ∣∣n0 − κ(µ)(1− η)|y0|n0 .
By |yu0 |un0 > |ys0|sn0 and (3.6), we have |yu1 |n0  ξ2(µ)|yu0 |n0 .
On the other hand, we get from (3.43)∣∣ys1∣∣n0 = ∣∣Θsij (n¯, y0,µ)∣∣n0  κ(µ)(1− η)|y0|n0 .
Note that |y0|n0 = |yu0 |n0 and
κ(µ)(1− η) < 1
η
− κ(µ)(1− η).
Thus, |yu1 | > |ys1|n0 , i.e., (3.44) holds for m = 1. For the purpose of induction,
assume now that for m= p, we have already proved (3.44).
For m= p+ 1, (3.43) gives us∣∣yup+1∣∣n0  ∣∣Bn0yup∣∣n0 − ∣∣Θuij (n¯, yp,µ)∣∣n0  1η
∣∣yup∣∣n0 − κ(µ)(1− η)|yp|n0 .
It follows from |yup|n0 > |ysp|n0 that |yp|n0 = |yup|n0 . Thus, we get∣∣yup+1∣∣n0  ξ2(µ)∣∣yup∣∣n0 .
On the other hand, (3.43) yields∣∣ysp+1∣∣n0  ∣∣Bn0ysp∣∣n0 + ∣∣Θsij (n¯, yp,µ)∣∣n0 .
This, together with (3.8) and (3.35), gives∣∣ysp+1∣∣n0  η∣∣ysp∣∣n0 + κ(µ)(1− η)|yp|n0 .
Similarly, |yp|n0 = |yup|n0 . So, we have∣∣yup+1∣∣n0 − ∣∣ysp+1∣∣n0 
[
1
η
− 2κ(µ)(1− η)− η
]∣∣yup∣∣n0 .
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It is clear that
1
η
− 2κ(µ)(1− η)− η > 1
η
− 2(1− η)− η= η+ 1
η
− 2 0.
In summary, we obtain∣∣yup+1∣∣n0 > ∣∣ysp+1∣∣n0 and ∣∣yup+1∣∣n0  ξ2(µ)∣∣yup∣∣n0 .
Thus, we have by the induction principle that (3.44) hold for m 1. But this and
(3.9) imply that
|ym| 1
C0
|ym|n0 =
1
C0
∣∣yum∣∣n0  1C0
[
ξ2(µ)
]m|y0|n0  1C0
[
ξ2(µ)
]m|y0|.
Taking the limit as m → ∞, we get a contradiction to (3.42). The proof of
Theorem 3.7 is complete. ✷
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