Abstract. In this paper we indicate some applications of homotopy analysis method for solving the systems of linear and nonlinear integral equations. The method is based on the concept of creating function series. If the series converges, its sum is the solution of this system of equations. The paper presents conditions to ensure the convergence of this series and estimation of the error of approximate solution obtained when the partial sum of the series is used. Application of the method will be illustrated by examples.
Introduction
Homotopy analysis method was developed in the 90s of the last century by Chinese mathematician Shijun Liao [13, 14, 15, 16, 17] . Using this method we are able to solve the operator equation 1) where N is an operator (in particular, it may be non-linear operator) and u is an unknown function. In the first step we define the homotopy operator H as (1.7)
Setting appropriately the value of the convergence control parameter h we can affect the area of convergence of series (1.3) as well as the convergence rate [17, 19, 23] . One method of determining value of the convergence control parameter is the "optimization method" [3, 17, 26] . In this method we define the squared residual of governing equation
We can obtain the optimal value of the convergence control parameter by calculating the minimum of squared residual (1) . Effective region of the convergence control parameter is defined by
By choosing the convergence control parameter value other than optimal (but from the effective region) we get a convergent series as well, only the rate of convergence of the series will be less. More details concerning the effective region and the optimal value of the convergence control parameter are given by the inventor of this method S. Liao in his book [17] . Papers [2, 4, 5, 6, 18, 24] describe the use of investigated method for solving the integral equations. However, most of these papers describe only examples illustrating the application of homotopy analysis method, mostly without any theoretical analysis. Most often there is given only a theorem showing that if the series converges its sum is the solution of the equation. More theoretical results are contained in papers [1, 10, 11, 25] .
Papers [1, 25] describe an application of considerd method for nonlinear Fredholm and Volterra integral equation of the second kind. Paper [1] shows that if the series converges its sum is the solution of the Fredholm equation. The same theorem for Volterra equation was proven in paper [25] . Uniqueness of solution of the Volterra equation and the sufficient condition of convergence of the created series are also shown. Paper [11] describes the application of homotopy analysis method for nonlinear and linear integral equations of the second kind. The form of considered equations is more general than the form of equations described in [1, 25] . In particular, paper [11] shows that the equation has a unique solution (under appropriate assumptions) and proves that if the created series converges its sum is the solution of considered equation. Authors describe also the sufficient condition of convergence of the created series and error estimation of the approximate solution. In paper [11] the authors present also the example which has practical application for charge calculation in supply circuit of flash lamps used in cameras. In paper [10] the nonlinear and linear Volterra-Fredholm integral equation are considered.
Papers [20, 21] present the examples of application of the homotopy analysis method for systems of integral equations. However, there is no theoretical results. In the current study we will show that if the created series converges its sum is the solution of considered system of equations. We will also formulate and prove the sufficient condition of convergence of the created series and uniqueness of the solution. Next, we will describe estimation of error of the approximate solution obtained when the partial sum of the series is used. Application of the method will be illustrated by examples.
System of linear integral equations
We consider a system of the integral equations
where x ∈ [a, b] and
) and f i ∈ C[a, b] are known, whereas the functions u i are sought. Special cases of the above system of equations are the systems of Fredholm and Volterra integral equations of the second kind.
Assume the supremum norm as the norm of function v ∈ C(Ω):
For the vector of functions
. . , n, we define the norm as
Then it induces the matrix norm of the form A := max 
Operators L and N can be defined in the following way
n . In this case, after using the homotopy analysis method we get the following formula for function U m :
where
. . , U m−1 (x)}, χ m and R m are specified by formulas (1.6).
In considered case the operator R m takes the following form (under assumption that the series is convergent, which will be discussed later):
Using the formula above and equation (2.4) we obtain the formulas for functions U m :
and for m 2:
Let us start with presenting the following theorem.
Theorem 1. If the condition given below is fulfilled
then the system of equations (2.1) has at most one solution.
Proof. Assume that there exist two solutions U 1 and U 2 . Then for every x ∈ [a, b] we have
The above inequality is satisfied for all x ∈ [a, b], thus the following inequality is true
We get then
Since condition (2.7) is satisfied, the equality U 1 = U 2 is true.
We will show now that the sum of series generated in the homotopy analysis method is the solution of considered system of integral equations.
Theorem 2. Let the vector-valued functions U m , m 1, be defined by formulas (2.5) and (2.6). Thus, if the series in (1.4) is convergent then the sum of this series is the solution of the system of integral equations (2.1).
Proof. Assume that the series in (1.4) is convergent. From the necessary condition for convergence of the series we get that for every x ∈ [a, b]:
Bearing in mind that we assumed the identity operator as the operator L, we have
and since h = 0 we have
After some transformation we get
fulfills the considered system of integral equations.
In the next theorem we formulate the sufficient condition for the convergence of considered series. 
We seek the constraints for the vector-valued functions U m in the interval [a, b]:
Using the above formula it is easy to show by induction that for m 1 and for every x ∈ [a, b] we obtain
In this way we have the estimation for the considered series
The last series in the above estimation is a geometric series with common ratio β h . If β h < 1 (we have β h > 0), then under comparison criterion the considered series converges uniformly in the interval [a, b].
Let us see whether it is possible to take parameter h such that β h < 1, i.e.
Since h = 0 the last inequality is equivalent to condition
The function on the right side of this inequality takes the following values
So, if condition (2.7) is satisfied then we take the value of parameter h such that the inequality (2.8) is satisfied (in order to do this it is sufficient to take any h ∈ [−1, 0)) and then β h < 1.
Remark 1.
Theorems from above imply that if condition (2.7) is satisfied then the considered system of integral equations has exactly one solution.
Remark 2. In special case for h = −1 and the Volterra equation of the second kind (it means if f (x) = a and g(x) = x for x ∈ [a, b]) the series in (1.4) is always convergent (even if inequality (2.7) is not fulfilled). It results from the fact that in this case we obtain the following estimation (see also [12] ):
Let us move to the proof of theorem giving the estimation of error of the approximate solution.
Theorem 4. If inequality (2.7) is fulfilled and n ∈ N, then we get the following estimation of error of the approximate solution
Proof. Let n ∈ N. Then for every x ∈ [a, b] we get
Remark 3. If in the considered method we take h = −1 and U 0 (x) = 0 or U 0 (x) = F(x) then it will be equivalent to the method of successive approximations and the Adomian decomposition method (when U 0 (x) = 0 after skipping the first element which is identically equal to zero; see also [1, 25] ). For h = −1 the considered method agrees with the homotopy perturbation method (see [9, 12] ).
Remark 4.
We can also find some other expressions for the homotopy operator [14, 17] , i.e.
where H is the auxiliary function. In this case all results obtained in this paper remain true as well. Only the formulas for constants α and β h change.
System of nonlinear integral equations
Now we will consider a system of nonlinear integral equations
where x ∈ [a, b], functions K, F and U are defined in the same way as in the previous section,
Similarly as before we define the constants M K and M F (see formula (2.2)). We assume that R is an operator satisfying the Lipschitz condition
and some s > 0. Operators L and N are defined by relation (2.3). Taking U 0 ∈ (C[a, b]) n , after using the homotopy analysis method we get the following formula for function U m :
Now we obtain the formulas for functions U m in the following form
and for m 2
One can find in some literature the expression
computed for various nonlinear operators R (see for example [17] ). Similarly as in the linear case we can prove the theorem stating the uniqueness of solution of considered equation.
Theorem 5. If the following condition is fulfilled
then the system of equations (3.1) has at most one solution.
Proof. Proof of this theorem runs analogically as the proof of Theorem 1.
The following theorem is equivalent to Theorem 2 for the case of nonlinear equations.
Theorem 6. Let the vector-valued functions U m , m 1, be defined by formulas (3.2) and (3.3). Therefore if s < 1 and the series in (1.4) is convergent then the sum of this series is the solution of the system of integral equations (3.1).
Proof. Let series in (1.4) be convergent. From the necessary condition for convergence of the series we get that for any x ∈ [a, b]:
Let us designate
If R is the contraction mapping (s < 1) and series in (1.4) is convergent to U(x), then series ∞ m=0 H m (x) is convergent to R(U(x)) (it results from [7] ). Using definition of operator L we have
We intend now to formulate the sufficient condition for convergence of the discussed series.
Theorem 7.
If we select parameter h in such a way that the constants γ h ∈ (0, 1) and k 0 ∈ N exist such that for each k k 0 the following inequality Proof. Let S n denote the partial sum of investigated series
Our aim is to reveal that sequence {S n } is the Cauchy sequence. Let us begin by estimating the following norm
Now for any n, k ∈ N, n k k 0 , we get
Since γ h ∈ (0, 1), we conclude that sequence {S n } is the Cauchy sequence. From the completeness of space R we deduce the convergence of this sequence, which implies in turn the convergence of the investigated series.
In the next theorem we present the estimation of error of approximate solution U n .
Theorem 8.
If the assumptions of Theorem 7 are fulfilled and, in addition, n ∈ N and n k 0 then we derive the following estimation of error of the approximate solution
Proof. Let n ∈ N and n k 0 . Then we receive for every x ∈ [a, b]:
Examples
Example 1. In the first example we apply the investigated method for solving the following system of Fredholm integral equations of the second kind
. Solution of the considered system is given by functions
In this example we have M K = 1 2 and R = 1. It means that for the discussed system of integral equations the condition (2.7) is satisfied which implies the convergence of homotopy analysis method.
As the initial approximation we take U 0 (x) = [0, 0] T . Thus we obtain In Figure 1 the plot of logarithm of squared residual E 3 is shown. In this case optimum value of the convergence control parameter is equal to −1 (h = −1). Displayed results show that in the discussed case the approximated effective region of the convergence control parameter, determined on the basis of square residual, is the interval R h = (−1.9, 0) (see Figure 2b) . Whereas the approximation of this region determined on the basis of h-curve is the smaller interval (see Figure 2a) .
As the approximate solution U n = u 1,n , u 2,n T defined by sum (1.7) for h = −1 and n = 2 we receive
for n = 5 we obtain All calculations were executed with the aid of computational software Mathematica.
In Table 1 there are presented the errors (
which occur in approximating the exact solution by the successive approximate solutions. Whereas, distributions of error in the entire interval [0, 1] for n = 3 and n = 9 are displayed in Figure 3 and Figure 4 . Presented results indicate that the method is fast convergent and computing just a few (a dozen or so) first terms of the series ensures a very good approximation of the exact solution. Table 1 . Errors of approximations of the exact solution In general, the convergence is much more faster than the one expected in Theorem 4, in the sense that the error of determined approximate solution is much lower than its estimation resulting from inequality (2.9). In considered example we have
120 , R = 1, a = 0, b = 1. Thereby for the optimal value of convergence control parameter h = −1 we obtain
and
The estimations of error of the successive approximate solutions, resulting from the above relation, are presented in Table 2 . Example 2. In the next example we consider the following system of equations
. Solution of the above system is given by functions
In this case we have M K = 5 and R = 1. It means that this time condition (2.7) is not satisfied. Theorem 3 gives only the sufficient condition for the convergence of created series. Presented example illustrates this fact. We have here an example of the system for which the condition (2.7) is not fulfilled but still, by choosing properly the value of the convergence control parameter h, we can assure convergence of the method. In this example the approximate location of the effective region of the convergence control parameter is equal to R h = (−1.3, 0) (see Figure 5b) . This time the h-curve gives the interval (−1.8, −0.2) (see Figure 5a ). where (a n ), (b n ), (c n ) and (d n ) are sequences converging to zero. In Table 3 there are presented the errors ( u di − u i,n = sup x∈[0,1] |u di (x) − u i,n (x)|) occuring in the approximations of exact solution by the successive approximate solutions for h = −1. Whereas, distributions of error in the entire interval [0, 1] for n = 20 are displayed in Figure 6 . Table 3 . Errors of approximations of the exact solution In this example the errors are monotonically decreasing from n = 7. Therefore to achieve a similar approximation, just like in the previous example, we need to do a few more iterations. By selecting the convergence control parameter h from the effective region R h we always receive a convergent series, however for h = −1 the rate of convergence is smaller. For h = −1.25 the approximation error u i,20 is equal to 1.86268 · 10 −3 , for h = −1.1 the same approximation error is 1.9188 · 10 −7 and for h = −0.75 it is equal to 7.6025 · 10 −6 , however for h = −0.2 it is equal to 0.3380. For the value outside of the effective region the errors increase together with the increasing number of iterations. According to Remark 2, for h = −1 in case of the Volterra equation we have certainly that the series will be convergent. These calculations show that for other value of the convergence control parameter from the effective region R h the series is convergent even though the condition (2.7) is not satisfied. Example 3. In the last example we discuss the following system of equations
, solution of which is given by functions
In this case the condition (3.4) is not satisfied, therefore we cannot conclude on this ground that the system possesses exactly one solution (see Theorem 5). Now the optimum value of the convergence control parameter h is equal to −0.47. The h-curve and square residual are presented in Figure 7 . As the initial approximation we take U 0 (x) = [0, 0]
T . For n = 2 we receive Table 4 presents the errors ( u di − u i,n = sup x∈[0,1] |u di (x) − u i,n (x)|) which occur in approximating the exact solution by the successive approximate solutions. Table 5 presents several values of the norm of functions U m for the optimal value of the convergence control parameter. It can be noticed that they form a strictly decreasing sequences. That, according to Theorem 7, can be treated as the indicator of convergence of the series in (1.4). 
Conclusions
Discussion on the systems of integral equations, the linear as well as the nonlinear ones, presented in Sections 2 and 3 can be transferred "almost" without changes onto the more general case in which the interval [a, b] is replaced, for example, by a compact metric and simultaneously measurable space Ω (or in more general cases by a metric space and by a measurable space). The integral is taken then over the sets with common bounded measure and so on. In this case some convergence aspects, like for instance the uniqueness of solution, would need the application of, for example, the Schauder theorem and the Schauder modified theorem [8, 22] . Considerations of that kind will be the subject of our future papers.
