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Some
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Black

Time-Series

Hypothesis:
Evidence

Tony Caporale*and BarbaraMcKiernan
We estimate an ARCH-M model to analyze the relationshipbetween the conditional standard
deviation of real gross national product(GNP) and its growth rate for the period 1871-1993.
We find thatvariabilitysignificantlyincreasesoutputgrowthrates.In addition,impulseresponse
functions show that the effect of variabilityon growth rates is dynamic. These results provide
evidence in favor of Black's (1987) business cycle hypothesis.

1. Introduction
Traditionally,there has been a dichotomy in macroeconomics such that fluctuationsin
outputare explainedby business cycle models and long-runtrendsin outputby growthmodels.
However, it has been understoodsince Solow (1957) that technology shocks are an important
source of outputvariationas well as a cause of changes in long-rungrowthrates (Plosser 1989).
Recently,this separationin analysishas been criticallyreexamined.For example,Mirman(1971)
and Black (1987) argue that there should be a positive relationshipbetween volatility and
growth. In contrast,Woodford(1990), Bernanke (1983), and Pindyck (1991) argue that there
should be a negative relationship.
This paper empirically investigates the relationshipbetween volatility and growth using
annualU.S. data from the period 1870-1993. We find, using an ARCH-M model, a significant
and positive link between output variability and economic growth over the full sample. Furthermore, impulse response functions reveal a dynamic relationshipbetween variability and
growth rates.

2. Variability and Growth
The relationshipbetween output'strend and its variabilityhas been the subject of intense
scrutiny.For example, neoclassical economists have argued that stochastic variationsin technology can have permanenteffects on the path of output (see, e.g., Nelson and Plosser 1982;
Long and Plosser 1983). In contrast,we examine the impact of outputvolatility on the growth
rate of output.
There has been no theoretical consensus on the relationshipbetween growth rates and
output variability.In contrastto a traditionalview of the business cycle, Black (1987) argues
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that there is a positive relationshipbetween outputvariabilityand growth. He arguesthat economies face a positive trade-offbetween risk and returnin their choice of aggregatetechnologies
as economic agents choose to invest in riskier technologies only if expected rates of return
(growth rates) are high enough to compensate for the associated greaterrisk. Mirman (1971)
gives anotherexplanationfor a positive relationship:Higher volatility will lead to greatersavings (throughthe precautionarymotive) and thereforeto a higher rate of investment.If thereis
a positive relationshipbetween investmentand growth, growth will also increase.
Another possibility is that of no relationshipbetween variabilityand growth. Traditional
trend-stationarytheories of macroeconomicfluctuationsview deviationsof outputfrom a (nonstochastic)trend rate of growth as independentof the long-run growth rate. This is implicit in
Friedman's(1968) model of the business cycle, in which movements of output away from its
"natural"rate are caused by price level misperceptions.Because these deviations are triggered
by monetaryshocks, they in no way affect the naturalrate of outputgrowth,which dependson
skills, technology, and other real factors.
Finally, outputvariabilitymay lower growthrates.Largeswings in economic activitycould
make the returnsto investmentriskier,which would lower the level of investmentand therefore
growth.This view, which stresses the importanceof entrepreneurialexpectations,can be traced
at least as far back as Keynes (1936) and has recently been revived in the literatureon sunspot
equilibria(Woodford1990). Bernanke(1983) and Pindyck (1991) suggest that the existence of
irreversibilitiesin investment at the firm level will result in an inverse relationshipbetween
volatility and investment.Ramey and Ramey (1991) argue that this in turn will lead to lower
growthrates in the aggregate.In both a sampleof 92 countriesand a sample of OECD nations,
they find that economies with higher volatility have lower growth. Furthermore,they find that
government-spending-induced
volatility is also negatively relatedto growth.
Additionalempiricalevidence of a negative relationshipis found in Zarnowitzand Moore
(1986), who separateU.S. outputfrom the period 1903-1981 into six subperiods,each including
two to four complete business cycles. They show that averageannualgrowthratesin real gross
domestic product (GDP) are generally the highest in subsampleswhen the standarddeviation
of outputis relatively low.
Evidence of a positive influence of output variability on growth is found in the crossnationalstudiesby Kormendiand Meguire (1985) and Grierand Tullock(1989). To test Black's
hypothesis, Kormendi and Meguire measure the risk of aggregate technology for a country
using the standarddeviation of the growth of real output. They find that the data reveal a
positive risk-returntrade-offsuch that a 1%higher averagegrowth rate is associatedwith a 2%
increase in the standarddeviation of the growth rate. Grierand Tullock (1989), using a pooled
cross-section/timeseries on 113 countries,also find a positive relationshipbetween variability
and growth rates while controllingfor a variety of other influences.

3. Model and Results
This study differs from previous ones by using a very long time series to investigate the
relationshipbetween volatility and growth. The sample period provides an excellent laboratory
setting in which to study the relationshipbetween outputvariabilityand growth rate because it
covers a period of very high growth rates and contains several periods of dramaticoutput
volatility. These include the panic of 1907 and the GreatDepression.
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We use an ARCH-M model to investigate the relationshipbetween growth rates and volatility. ARCH models provide consistent estimates of the time-varyingconditionalvarianceof
output. An ARCH-M model allows the conditional variance of output growth to appearas a
regressorin the output equation.' A problem with employing this methodology is that ARCH
effects are likely to be strongerin high-frequencytime series. In fact, Baillie and Bollerslev
(1989) show, using exchange rate data sampled on weekly, biweekly and four-weeklyfrequencies, that whereas ARCH effects are strongin weekly data, they disappearin four-weeklydata.
However, this is not a problem with periodicity per se. Rather,it is a function of obtaining
fewer observations,and thereforea smootherseries, with lower-frequencydata derived from a
given sample length. The averaging implicit in lower-frequencydata masks the patternin the
conditionalvariance.
However, an appropriatetest of the real technological trade-off in a hypothesis such as
Black's (1987) would use low-frequencydata. For example, one would not interpreta positive
relationshipbetween output variability and growth in monthly data as evidence in favor of
Black's hypothesis because there would not be enough time to invest in new capital.Therefore,
we use 123 years of annualdata both to model the temporalrelationshipin Black's theory and
to reveal the ARCH in the data.2
The data set used in this study are annualGNP in 1972 dollars for the period 1870-1993.
The data from the period 1870-1946 are obtained from Gordon (1986). The postwar series is
obtainedfrom the CITIBASEeconomic database.3Figure 1 graphsthe data for the full sample.
The growthrate of the series (GY) is computedby takingthe differencein the logs. We estimate
the best-fittingtime-series (ARMA) model for the growthrate of real GNP,and the ARMA(1,2)
model provides the best fit. Our model includes a dummy variable (W4246) for the period
1942-1946. Higgs (1992) explains that traditionalmeasuresof macroeconomicperformanceare
statisticallyinaccuratebecause the United States had a command economy during this period.
However,WorldWarI does not presenta problembecause it had a relatively minor impact on
the U.S. economy and does not distorttraditionaloutputmeasures.
For a survey of the use of conditionalvariancemodels in finance,see Bollerslev,Chou, and Kroner(1992). For a recent
applicationof ARCH modeling in macroeconomics,see Grierand Perry (1993).
2 When the data are split into pre- and post-WorldWarII blocks, all ARCH effects disappear,as expected. Because the
theory implies the use of low-frequencydata and ARCH effects in such data are found only in very long samples, we
are preventedfrom using smallersubsamplesin our analysis.
3Results similarto those presentedin this paperare obtainedby combiningRomer's(1989) prewarGNP estimateswith
postwar data. Additionally,similar results are generatedusing annualizedrates of industrialproductiongrowth from
Miron and Romer (1990) with postwarrates of annualizedindustrialproduction.
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The results are presentedbelow for the period 1871-1993 (t-statisticsare in parentheses):
GY, = .03 - .46AR(1) + .75MA(1) + .25MA(2) - .01W4246,,

(4.82)

(3.85)

(-2.32)

(2.95)

(1)

(-0.41)

where adjustedR2 = .08 and log likelihood = 184.83. A Ljung-Box Q-test is used to check
for serial correlation up to 6 lags. The computed value of 5.08 rejects the presence of serial
correlation at the 0.05 level. However, there is significant conditional heteroskedasticity in
the data. A Lagrange Multiplier (LM) test checks for first-orderARCH effects. Equation 2
shows the temporal dependence of the squared errors (t-statistics are in parentheses):
S=

.002 + .21e_,1

(4.56)

(2)

(2.34)

where adjusted R2 = .04 log likelihood = 481.38. The LM test for the first-orderARCH is
N x R2 and is distributedas a chi-square with one degree of freedom. The computed value
from Equation 2 is 5.36, which is significant at the 0.05 level. Tests for higher-orderARCH
failed to find any further pattern in the conditional variance. The fact that higher-order
ARCH tests yield insignificant results indicates that a simple ARCH(1) correction is appropriate.
To correct for the conditionalheteroskedasticityin the data, we reestimateEquation 1 as
an ARCH(1) process. A FORTRAN programcalled GARCH, which uses the Berndt et al.
(1974) algorithm,jointly estimates the time-series model for GY and the time-varyingconditional varianceequation:
GY, = .04 - .38AR(1) + .56MA(1) + .15MA(2) + .08W4246,

(8.44)
c2

(-1.97)

(2.84)

(2.10)

(3)

(2.27)

= .001 + .74et2,
(4.22) (3.02)

(4)

where log likelihood = 192.74, Ljung-Box Q-statistic levels (6 lags) = 4.65 and squares (6
lags) = 5.35, and Jarque-Berastatistic = 1.37. Equation(4) demonstratesthe existence of strong
ARCH effects. The coefficient on the ARCH term is significantat the 0.01 level, and its value
is 0.74, which indicates that the conditionalvarianceis stationary.Furthermore,the Ljung-Box
Q-test statisticsfor the standardizedresidualsand the standardizedsquaredresidualsreject any
furtherfirst- or second-orderserial dependence.The Jarque-Berastatistic of 1.37 fails to reject
normallydistributederrors.
Next, we test whether the conditional volatility of output growth significantlyaffects its
growth rate by estimatingan ARCH(1)-Mmodel:
GY, = .01 - .41AR(1) + .68MA(1) + .30MA(2) + .001W4246, + .69r,t

(0.88)

c2

(-2.66)

(5.19)

(4.93)

(0.49)

(5)

(3.29)

= .001 + .89e21,
(2.83)
(2.99)

(6)

where log likelihood = 195.67, Ljung-Box Q-statistic levels (6 lags) = 5.29 and squares
(6 lags) = 5.67, and Jarque-Bera statistic = 3.37. The results show that the conditional
standard deviation of output significantly increases its growth rate. The coefficient of the
conditional standarddeviation (UE,) in the output equation is positive and significant at the
0.01 level. This result is consistent with Mirman's (1971) and Black's (1987) hypotheses
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Figure 2. ConditionalStandardDeviation of OutputGrowth

and the previous empirical findings of Kormendi and Meguire (1985) and Grier and Tullock
(1989).
The sample period includes a few calamitousepisodes in U.S. economic history, the most
serious of which is the GreatDepression. An appropriatetest of the robustnessof the model is
to exclude the volatile 1930s and reestimatethe system over more normalconditions.We created
the dummy variableDUM2938, which has a value of one during the years 1929-1938. These
dates were chosen because the Depression began in the summerof 1929, and it was not until
1939 that real GNP regained and then exceeded its 1929 level. The results presentedbelow
show that the conditionalstandarddeviationof outputsignificantlyincreases growtheven when
the Depression years are excluded.
GY, = .01 - .43AR(1) + .65MA(1) + .26MA(2) + .001W4246,

(1.11)

(-2.59)

- .02DUM2938 +

(-1.70)

(4.35)

(3.99)

,
.68•
(3.07)

= .001 + .84e21,

(2.94)

(7)

(0.11)

(8)

(2.95)

where log likelihood = 196.57, Ljung-Box Q-statistic levels (6 lags) = 6.52 and squares (6
lags) = 7.63, and Jarque-Bera statistic = 0.45.

4. Further Evidence
In the systems outlined in Equations 5 through 8, output uncertaintyand its effect on
growth are estimated simultaneously.Furthermore,the ARCH-M model yields consistent estimation. However, variabilityis constrainedto contemporaneouslyaffect output growth; therefore, the model does not allow us to evaluate the relationshipbetween variabilityand growth
over time. In this section, we use a differentapproach-impulse response functions-to reveal
the interactionbetween growth and variabilitythroughtime. A problem with this techniqueis
that it forces us to use a two-stage process with a generatedregressorin the second stage (for
a discussion, see Pagan 1984).4
4 We use generatedregressorsto analyze lagged effects because we are unable to model simultaneouslyan ARCH-M
system with lags of the conditionalvariance.
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Figure 3. Response of Output Growth to a One-Standard-Deviation Shock to Its Conditional Standard Deviation (Standard
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First, we generate a consistent estimate of the conditional standarddeviation of output
growth using the predictedvalue from Equation4. The series is presentedin Figure 2. Second,
we estimate the following two-variablevector autoregression:
[GY, ol,

(9)

where r, is the conditional standarddeviation of output growth. The World War II dummy
(W4246) is includedas an exogenous variable.A lag length of 3 is chosen because it minimizes
the Schwartzand Akaikeinformationcriteria.In the equationwith GY as the dependentvariable,
the first 2 lags of o, are negative and insignificant,whereas the third is large, positive, and
significant.Therefore,the sum of the coefficientsof the lags is positive. The conditionalstandard
deviation of output growth Grangercauses output growth;an F-statistic of 2.72 was obtained,
which is significantat the 0.05 level.
Figure 3 graphs the impulse response function associated with a one-standard-deviation
shock in E,.5Outputgrowthis at firstsomewhatnegativebut then respondsin a stronglypositive
direction to the shock after three years.6It reaches its peak after four years, then declines but
still has a cumulativepositive impactuntil the seventhyear.This unearthedlag structurebetween
variabilityand growth is consistent with Black's hypothesis: The technologies that agents are
choosing in response to a risk-returntrade-off take time to yield output changes and then to
die out. In addition,the results are consistent with Mirinan'shypothesis, which deals with the
long-runeffects of savings on growth.

5. Concluding Remarks
Using a long time series, we estimate an ARCH-M model to analyze the relationship
between the conditionalstandarddeviation of real GNP and its growth rate. We find that variability significantlyincreases outputgrowthrates. These results supportthe theoreticalwork of
5 The impulse responsefunctionswere calculatedusing a Choleski Decompositionin which outputgrowthwas ordered
before its conditionalstandarddeviation.
6 This result does not conflict with our earlier
finding of a positive relationshipbetween the conditionalvariabilityof
outputand growth;the ARCH-Mmodel includes contemporaneousvariability,whereasthe vector autoregressioncontains lags.
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Black (1987) and Mirman (1971) and are consistent with the empirical studies of Kormendi
and Meguire (1985) and Grierand Tullock (1989).
Our results are counter to those of Zarnowitzand Moore (1986) and Ramey and Ramey
(1991). Zarnowitz and Moore use a nonparametricapproach,whereas an ARCH-M system
allows us to formally test hypotheses concerning the influence of variability on growth. In
contrastto Ramey and Ramey, we use a long time series, whereas they use a large sample of
countries.Also, our methodologiesdiffer greatly.The resultsof Ramey and Ramey in particular
suggest thatfurtherwork be done to apply this model to differentcountriesto test the robustness
of our results.
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