We present an open source software toolkit for training deep learning models to call genotypes in highthroughput sequencing data. The software supports SAM, BAM, CRAM and Goby alignments and the training of models for a variety of experimental assays and analysis protocols. We evaluate this software in the Illumina Platinum whole genome datasets and find that a deep learning model trained on 80% of the genome achieves a 0.986% accuracy on variants (genotype concordance) when trained with 10% of the data from a genome. The software is distributed at https://github.com/CampagneLaboratory/ variationanalysis. The software makes it possible to train genotype calling models on consumer hardware with CPUs or GPU(s). It will enable individual investigators and small laboratories to train and evaluate their own models and to make open source contributions. We welcome contributions to extend this early prototype or evaluate its performance on other gold standard datasets. 10 11 12 13 14 15 16 17 18 19
are obtained from gold-standard datasets. Here, we used the Illumina Platinum Genomes (Eberle et al.
We assembled a training dataset using all variants matching sites in the Platinum Genome NA12877 48 sample and 10% of other non-variant sites. This dataset was split in a training set (80% of sites), 49 validation set (10% of sites, further sub-sampled on non-variant sites) and test set (10% of sites). The 50 variationanalysis project provides tools to simplify assembling datasets (and make their production 51 consistent). See Material and Methods for a summary of the protocol and project documentation online 52 for details).
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In this study, we mapped alignment data to 642 features for each site. of errors that the model makes (e.g., using a genome browser to visualize sites of prediction and the 62 alignment) on the test dataset. This process often suggests features that should be presented as input to 63 the network to facilitate learning. We stopped this process when performance seemed to reach a plateau 64 on the small development set, suggesting that we needed more data to train the model. Table 3 shows the performance obtained when the model is trained with data from 10% of the genome 74 (excluding 90% of non-variants containing sites, but keeping all variant containing sites). Performance
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Our approach is to train probabilistic models from data. The key advantage is that new models can be
