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Abstract
The asymptotic rate of convergence of an optimal Chebyshev semiiterative method for
solving a real and nonsymmetric linear system x = T x + c can be improved by the related
(2, 2)-step iterative methods under certain conditions. The condition for which a Chebyshev
method asymptotically optimal for an elliptic region is also asymptotically optimal for a near-
ly elliptic region is presented. Thus a (2, 2)-step method is asymptotically superior to the
Chebyshev method asymtotically optimal for a nearly elliptic region under certain conditions.
A numerical example illustrates our results. © 2001 Elsevier Science Inc. All rights reserved.
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1. Introduction
Let T be a real and nonsymmetric matrix with its eigenvalues in the open half
plane {z ∈ C: Re(z) < 1}. It is assumed that the spectrum of T is contained in the
closed interior of the ellipse, , and some eigenvalues of T are on the ellipse . A
Chebyshev method (cf. [5,7,15]) for solving
x = T x + c (1.1)
is determined by . An adaptive procedure for estimating the parameters of the
optimal ellipse whose major axis is either along the real axis or parallel to the imag-
inary axis based on the power method has been introduced by Manteuffel [10]. This
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adaptive dynamic scheme is modified based on the GMRES algorithm by Elman et
al. [3] and on the modified moments by Golub et al. [1,4], respectively. We only
discuss the case when the major axis is along the real axis for simplicity since the
other case can be discussed in an analogous way.
Suppose that the optimal ellipse  is the boundary of the image of a scaled and
translated Joukowsky transformation
z = (w) := a
(
w + b
w
)
+ d, |w| > 1, (1.2)
where  maps the exterior of the unit circle in the extended w-plane 1–1 onto the
exterior of compact set  in the extended z-plane with(∞) = ∞ and′(∞) > 0.
Then
a > 0, 0 < b < 1 and a(1 + b)+ d < 1. (1.3)
It is well known that the Chebyshev method for solving (1.1) determined by the two
foci d ± 2a√b of  is asymptotically optimal. It should be mentioned that a sta-
tionary 2-step iterative method adapted to the same ellipse achieves the same asymp-
totically optimal convergence rate of the Chebyshev method. The rate of convergnce
of the optimal 2-step iterative method is the same as the asymptotic convergence
factor for , κ(), given by (cf. [13])
κ() = 1∣∣−1(1)∣∣ =
2a
(1 − d)+√(1 − d)2 − 4a2b . (1.4)
In the 1980s an analysis of k-step iterative methods, which are generalizations
of 2-step iterative methods, from summability theory was developed by Niethammer
and Varga [13]. (k, l)-Step iterative methods, as an extension of k-step iterative meth-
ods, have been introduced by Parsons [14] and Gutknecht [6], and implemented by
Li [8]. (k, l)-Step iterative methods have not yet been investigated much. They merit
attention since the computational and memory cost of a (k, l)-Step method is about
the same as for a k-step method if l  k though, as pointed out in [11,12], there are
certain limitations of hybrid iterative methods such as the Chebyshev and (k, l)-Step
methods.
It is known that (1) is critical for the rate of convergence of the Chebyshev
method generated by  of (1.2). We assume that (1) ∈ σ(T ) and {(eit ) : 0 <
t < /2} is disjoint from σ(T ), i.e., no eigenvalues lie in the first quadrant of .
We consider a class of functions closely related to the function ,
z = c(w) = a
(
w + b
w − c
)
+ d − abc
1 − c , |w| > 1, (1.5)
where the parameters a and b are the same for both andc, and c is a real param-
eter. A corresponding (2, 2)-step method (cf. [8]),
y0 = c, y1 = T
(
v0
u0
y0
)
+ c,
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ym = 1
u0
[
T (v0ym−1 + v1ym−2)+ c − (u1ym−1 + u2ym−2)
]
, m  2,
generated by c of (1.5) can be used to solve (1.1), where u’s and v’s are uniquely
determined by c. Two theorems shown recently in [9] are recalled for use later.
Theorem 1.1. For each c with 0 < |c| < 1 and a /= 0, the function c(w) of (1.5)
is 1–1 on {w ∈ C : |w| > 1} if and only if −(1 − c2) < b < 1 − |c|2.
Therefore, for these values of c, the corresponding (2, 2)-step method applied to
(1.1) possesses the asymptotical convergence factor (ACF)
κ(c) = 1∣∣−1c (1)∣∣ ,
where c := C¯\c({|w| > 1}), provided that σ(T ) is a subset of c. Moreover, we
have:
Theorem 1.2. Let c defined in (1.5) satisfy (1.3) and |c|  1 −
√
b. The ACF for
c is a monotonically decreasing function in c on [−(1 −
√
b), 1 −√b].
Thus, whenever there exists c ∈ (0, 1 −√b] such that σ(T ) ⊂  ∩ c the associ-
ated (2, 2)-step method converges asymptotically faster than the specific Chebyshev
method generated by  of (1.2). The set  ∩ c (cf. Fig. 1) is referred as a nearly
Fig. 1.  ∩ c and intersection points of  and c .
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elliptic region. It is assumed that c ∈ (0, 1 −√b] such that σ(T ) ⊂  ∩ c from
now on.
The above comparison is restricted to the Chebyshev method generated by .
A natural question is raised. Is there a Chebyshev method, different from the one
generated by  of (1.2), which is asymptotically faster than the (2, 2)-step method
associated with c? Or equivalently, is the (2, 2)-step method generated by c of
(1.4) asymptotically faster than the Chebyshev method asymptotically optimal for
 ∩ c? In other words, is the Chebyshev method asymptotically optimal for  also
asymptotically optimal for  ∩ c? This paper is in some sense a completion of
[9]. If the answer is positive for certain values of c, then the (2, 2)-step iterative
method generated byc of (1.5) is asymptotically superior to the Chebyshev method
asymptotically optimal for solving (1.1).
The boundary of  ∩ c is studied in Section 2. The condition for which a (2, 2)-
step method is asymptotically superior to the Chebyshev method asymptotically op-
timal for ∩ c is derived in Section 3. In Section 4, a numerical example illustrates
our results.
2. The boundary of  ∩ c
We will determine the boundary of  ∩ c in this section. It is easy to see that the
real part and the imaginary part of (eit ), t ∈ [0, ], are given by
x = a(1 + b) cos t + d, (2.1)
y = a(1 − b) sin t,
while the real part and the imaginary part of c(eiθ ), θ ∈ [0, ], are given by
ξ = ξ(s) = a
(
s + b(s − c)
1 − 2cs + c2
)
+ d − abc
1 − c ,
(2.2)
η= η(s) = a
√
1 − s2
(
1 − b
1 − 2cs + c2
)
,
where s = cos θ .
Lemma 2.1. There is an intersection point of  and c,
zc = (eit∗) = c(eiθ∗), (2.3)
with Im(zc) > 0 (cf. Fig. 1) for t∗ ∈ (cos−1(c/2), cos−1(−c)) and θ∗ ∈ (cos−1(c/2),
/2).
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Proof. ξ and η of (2.2) are continuous functions of s. It is easy to verify that
ξ(0) = abc
( −1
1 + c2 −
1
1 − c
)
+ d < d,
η(0) = a
(
1 − b
1 + c2
)
> a(1 − b).
(2.4)
Then the point (ξ(0), η(0)) ∈ Ext(), the exterior to the ellipse .
We next show that the point (ξ(c/2), η(c/2)) ∈ Int(), the interior of . Since
−a(1 + b)+ d < ξ
( c
2
)
= ac
2
(
1 − b − 2b
1 − c
)
+ d < a(1 + b)+ d,
it follows that there is a unique t1 ∈ (0, ) such that
x(t1) = ξ
( c
2
)
, or (1 + b) cos t1 = c2
(
1 − b − 2b
1 − c
)
. (2.5)
Notice that
| cos t1| < c2 ⇐⇒ (1 + b)
2 >
(
1 − b − 2b
1 − c
)2
⇐⇒ 1 > b
1 − c .
The last inequality holds from the assumption of c ∈ (0, 1 −√b]. Therefore,
| cos t1| < c2 . (2.6)
We have from (2.1) and (2.2) that
0 < η
( c
2
)
= a(1 − b)
√
1 −
( c
2
)2
< a(1 − b)
√
1 − cos2(t1) = y(t1). (2.7)
Thus, it is concluded from (2.5) and (2.7) that (ξ(c/2), η(c/2)) ∈ Int().
Notice that ξ(s) is a monotonically increasing function of s on [0, 1) since
dξ
ds
= a
(
1 + b(1 − c
2)
(1 − 2cs + c2)2
)
> 0,
while η(s) is a monotonically decreasing function of s on [0, 1) since
dη
ds
= −as√
1 − s2
(
1 − b
1 − 2cs + c2
)
− 2abc
√
1 − s2
(1 − 2cs + c2)2 < 0.
Therefore, there exists s∗ ∈ (0, c/2) such that zc(ξ(s∗), η(s∗)) with Im(zc) > 0 is an
intersection point of  and c. In other words, there exists
θ∗ := cos−1(s∗) ∈ (cos−1(c/2), /2)
such that c(eiθ
∗
) is an intersection point.
Let t∗ ∈ (0, ) be the argument of the preimage of zc under , i.e.,
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zc = (eit∗).
Recall that ξ and η are increasing and decreasing functions of s, respectively. It
follows from x(t1) = ξ(c/2) and (ξ(c/2), η(c/2)) ∈ Int() that
cos t∗ < cos t1.
Let t0 ∈ (0, ) such that
ξ(0) = x(t0). (2.8)
Similarly, it follows from (ξ(0), η(0)) ∈ Ext() that
cos t0 < cos t
∗.
An upper bound of cos t1 given by (2.6) is also an upper bound of cos t∗. We now
estimate a lower bound of cos t0 and use it as a lower bound of cos t∗. Substituting
the value of ξ(0) of (2.4) into (2.8), we have
−bc
(
1
1 − c +
1
1 + c2
)
= (1 + b) cos t0.
Then
−c < cos t0 ⇐⇒ b(1 − c)+ b(1 + c2) < (1 + b)(1 − c)(1 + c2).
The last inequality holds since 0 < c < 1 and b < 1. So
−c < cos t∗ < c/2, or t∗ ∈ (cos−1(c/2), cos−1(−c)).
That completes the proof of Lemma 2.1. 
We next will show the uniqueness of the intersection point of  and c on the
open upper-half plane.
Lemma 2.2. There is a unique intersection point zc of  and c with Im(zc) > 0.
Proof. Let
zc = (eit ) = c(eiθ ) for some t, θ ∈ (0, ).
It follows from (2.1) and (2.2) that
s + b(s − c)
1 − 2cs + c2 −
bc
1 − c = (1 + b) cos t,√
1 − s2
(
1 − b
1 − 2cs + c2
)
= (1 − b) sin t,
where s = cos θ . After cancelling sin t and cos t in the above system, we have
p(s) :=
(
s + b(s − c)
1 − 2cs + c2 −
bc
1 − c
)2 1
(1 + b)2
X. Li / Linear Algebra and its Applications 338 (2001) 37–51 43
+(1 − s2)
(
1 − b
1 − 2cs + c2
)2 1
(1 − b)2 − 1 = 0. (2.9)
Eq. (2.9) is also a sufficient condition for an intersection point of  and c.
Recall from Lemma 2.1 that there is an s∗ ∈ (0, c/2) such that p(s∗) = 0. It suffices
to show
p(s) > 0 if s ∈ (−1, 0],
p′(s) < 0 if s ∈ (0, c/2), (2.10)
p(s) < 0 if s ∈ [c/2, 1).
We will apply the following fact that, for ξ(s) = x(t), p(s) > 0 if and only if η(s) >
y(t).
Case 1: s ∈ (−1, 0]. The inequality p(0) > 0 follows trivially from (ξ(0), η(0)) ∈
Ext(). We now assume
ξ(s) = x(t) for some t ∈ (0, ].
Substituting the value of x(t) of (2.1) and ξ(s) of (2.2) into the above equation, we
have
(1 + b)| cos t | = |s|
[
1 + b
(
c − s
(−s)(1 − 2cs + c2) +
c
(−s)(1 − c)
)]
.
Then
| cos t | > |s|
⇐⇒ c − s
(−s)(1 − 2cs + c2) +
c
(−s)(1 − c) > 1
⇐⇒ q(s) := 2(1 − c)s2 + (c + c2)s − 2 + c − c2 < 0. (2.11)
The last quadratic inequality holds for s ∈ (−1, 0) because q(−1)=−2c(1 + c)<0,
q(0) < 0 and the leading coefficient 2(1 − c) is positive. It is easy to see from the
first inequality of (2.11) that
√
1 − s2
(
1 − b
1 − 2cs + c2
)
> (1 − b) sin t or η(s) > y(t).
The proof of Case 1 is completed.
Case 2: s ∈ (0, c/2). We will show that p′(s) < 0 for s ∈ (0, c/2). Let
h := 1
1 − 2cs + c2 .
Then
1
1 + c2 < h < 1.
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It follows from (2.9) that
p′(s)= 2
(1 + b)2
[
s(1 + bh)− bc
(
h+ 1
1 − c
)][
(1 + bh)− 2bc(c − s)h2
]
+ 1
(1 − b)2
[
−2s(1 − bh)2 − (1 − s2)(1 − bh)(4bch2)
]
.
After expanding the first product and dropping some negative terms, we get
p′(s) < 2
(1 + b)2
[
2b2c2(c − s)h2
(
h+ 1
1 − c
)
− bc
(
h+ 1
1 − c
)
(1 + bh)
]
+ 2s
(1 + b)2 (1 + bh)
2 − 2s
(1 − b)2 (1 − bh)
2.
Note that 0 < 1 − h < 1 − bh < 1 + bh < 1 + b. It follows that
p′(s) < 2bc
(1 + b)2
(
h+ 1
1 − c
)[
2bc2h2 − 1 − bh
]
< 0.
Case 3: s ∈ [c/2, 1). We will show that p(s) < 0 for s ∈ [c/2, 1). Let
ξ(s) = x(t) for some t ∈ (0, ). (2.12)
It suffices to show that
η(s) < y(t).
We first from (2.12) have
(1 + b) cos t = s + b
(
s − c
1 − 2cs + c2 −
c
1 − c
)
.
Notice that
cos t < s
⇐⇒ s + b
(
s − c
1 − 2cs + c2 −
c
1 − c
)
= (1 + b) cos t < s + bs
⇐⇒ s − c
1 − 2cs + c2 < s +
c
1 − c .
Moreover, the last inequality above is equivalent to
(1 − s)[2s(1 − c)+ (2 − c + c2)] > 0.
Thus, we have shown that s is an upper bound of cos t , i.e.,
cos t < s, s ∈ [c/2, 1). (2.13)
We next will show that −s is a lower bound of cos t for s ∈ [c/2, 1). It follows from
x(t) = ξ(s)  ξ(c/2) = x(t1)
X. Li / Linear Algebra and its Applications 338 (2001) 37–51 45
and (2.6) that
(1 + b) cos t  c
2
(
1 − b − 2b
1 − c
)
.
By (2.10) we have
cos t  cos t1  − c2 > −s. (2.14)
Combining (2.13) with (2.14), we have shown that
| cos t | < s, s ∈ [c/2, 1).
Thus, it follows from (2.1) and (2.2) that
√
1 − s2
(
1 − b
1 − 2cs + c2
)
< (1 − b) sin t or η(s) < y(t).
The proof of Case 3 is completed. Thus p(s) = 0 has a unique solution on (−1, 1).
We complete the proof of Lemma 2.2. 
The relationship of the ellipse  and the curve c for c ∈ (0, 1 −
√
b] is sum-
marized as the following theorem.
Theorem 2.1.
(a) There are the exactly three points, where  and c intersect: (1) = c(1),
and a pair of conjugate complex numbers zc = (eit∗) = c(eiθ∗) with Im(zc)
> 0 and zc, for t∗ ∈ (arccos(c/2), arccos(−c)) and θ∗ ∈ (arccos(c/2), arccos 0).
(b) The bondary of  ∩ c is given by{
z = (eit ) | t∗  t  2− t∗} ∪ {z = c(eiθ ) | − θ∗  θ  θ∗}.
We remark that the location of zc is critical for determining whether a (2, 2)-step
method generated by c is better than the Chebyshev method. Theorem 2.3 will be
used to study the effect of the location of zc to the asymptotic rate of convergence of
the Chebyshev methods in the following section.
3. Main result
Let σ(T ) ⊂  ∩ c with c ∈ (0, 1 −
√
b], and let E!, different from , be a
closed ellipse containing  ∩ c and zc ∈ E!. We will determine whether κ(E!) is
greater than κ(). A positive answer means that the Chebyshev method correspond-
ing to the ellipse  is asymptotically faster than that corresponding to E! . Con-
sequently, the Chebyshev method asymtotically optimal for  is also asymptotically
optimal for  ∩ c.
A simple case is that Re(zc)  d. We have {(1),(i),(−1)} ⊂  ∩ c ⊂
E!. Then  ⊂ E! which implies κ() < κ(E!) by the comparison theorem in [2].
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Let Re(zc) < d. It suffices to consider two cases:
Case 1. E! passing through (−1),(1)+ 2! for ! > 0.
Case 2. E! passing through (1),(−1)− 2! for ! > 0.
We will show
κ() < κ(E!) (3.1)
in the first case and in the second case with small values of c in the following theo-
rem.
Theorem 3.1. Let zc ∈ E! with Re(zc) < d. Denote α = (−1) and β = (1).
We have:
(i) If E! passes through α, β + 2! for ! > 0, then (3.1) holds.
(ii) If E! passes through α − 2!, β for ! > 0, then for small values of c, there exists
δ ∈ (0, δ0] such that (3.1) holds for any ! ∈ (0, δ], where
δ0 = h
2(1 − β)
(1 − β)h+ k√(1 − α)(1 − β)+ k2 . (3.2)
Proof. The equation for  which is the image of  of (1.2) on the unit circle is
given by
(x − d)2
h2
+ y
2
k2
= 1 for h = a(1 + b) and k = a(1 − b). (3.3)
In the first case, the equation for E! is given by
(x − d − !)2
(h+ !)2 +
y2
k21
= 1, (3.4)
where k1 is only dependent on h, k, d, ! and zc.
Let xc = Re(zc), and let (x, y) and (x, y1), for x ∈ [xc, d], be two corresponding
points on  and E! on the upper-half plane, respectively. We have from (3.3) and
(3.4)
y2 = k2
(
1 − (x − d)
2
h2
)
and y21 = k21
(
1 − (x − d − !)
2
(h+ !)2
)
.
Thus,
g(x) := y
2
1
y2
= k
2
1h
2
k2(h+ !)2
(
1 + 2!
h+ d − x
)
for x ∈ [xc, d].
Hence g(x) is a monotonically increasing function with g(xc) = 1, and consequent-
ly,
y1 > y for x ∈ (xc, d].
We conclude that  is a proper subset of E! since  ∩ c ⊂ E! and any ellipse is
symmetric with respect to its two axes. Thus, we complete the proof of the first part
of theorem.
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We next show the second part of theorem (cf. Fig. 2). Let
zc = xc + iyc and δc = d − xc.
Then δc ∈ (0, h) and
yc = k
h
√
h2 − δ2c . (3.5)
The equation for E! in the second case is given by
(x − d + !)2
(h+ !)2 +
y2
k22
= 1.
We then have
y2c
k22
= (h+ δc)(h− δc + 2!)
(h+ !)2 . (3.6)
Substituting (3.5) into (3.6), we observe that the minor semiaxis k2 of E! is given
by
k2 = k
(
1 + !
h
)( h− δc
h− δc + 2!
)1/2
. (3.7)
It follows from (1.2) that
a = β − α
4
+ k
2
, b = β − α − 2k
β − α + 2k and d =
β + α
2
.
We have by (1.4)
κ() = (2 − α − β)− 2
√
(1 − α)(1 − β)+ k2
β − α − 2k =
µ− 1
µ+ 1 ,
Fig. 2. Closed ellipse E! .
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where
µ =
√
(1 − α)(1 − β)+ k2 + k
1 − β .
Similarly, we have
κ = κ(E!) = ν − 1
ν + 1 ,
where
ν =
√
(1 − α + 2!)(1 − β)+ k22 + k2
1 − β .
We will determine the sign of dκ/d!. It is obvious that dκ/d! and dν/d! have the
same sign. The second derivative is given by
dν
d!
= 1
(1 − β)
√
(1 − α + 2!)(1 − β)+ k22
×
[
(1 − β)+
(√
(1 − α + 2!)(1 − β)+ k22 + k2
)
dk2
d!
]
.
It is easy to see for !  δc,
dk2
d!
= k
√
h− δc
h
· −(δc − !)
(h− δc + 2!)3/2  0,
and as ! → 0+,
dν(0+)
d!
= 1
(1 − β)√(1 − α)(1 − β)+ k2
×
[
(1 − β)− kδc
h(h− δc)
(√
(1 − α)(1 − β)+ k2 + k
)]
.
A necessary and sufficient condition for dν(0+)/d! > 0 is given by
δc <
h2(1 − β)
(1 − β)h+ k√(1 − α)(1 − β)+ k2 = δ0.
If c → 0+, then δc → 0 and the limit of dν(0+)/d! is given by
1√
(1 − α)(1 − β)+ k2 > 0.
Thus, we conclude that for small values of c, there is δ ∈ (0, δ0] such that
dν
d!
> 0 for ! ∈ [0, δ].
It follows that dκ/d! > 0 for any ! ∈ (0, δ] which completes the proof of theorem.

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We conclude that if Re(zc)  d or Re(zc) < d with small positive values of c,
then the Chebyshev method asymptotically optimal for  is also asymptotically op-
timal for  ∩ c.
We remark that a condition for which the intersection point zc of  and c on
the upper-half plane lies in the first or the second quadrant of  with applications
of the results in this paper and an example to illustrate practical importance will be
addressed in another paper.
4. Example
Example 4.1. We choose the same example as in [9]. Let an ellipse  be the image
of a function
(w) = w + 1
2w
− 25
48
, |w| = 1.
Then α = (−1) = −2.020833, β = (1) = 0.979167, k = Im((i)) = 0.5, and
the asymptotic convergence factor for, κ() = 0.9614283. δ0 of (3.2) is evaluated
as
δ0 = 0.0835632.
The values of κ(E!), which vary with c and !, are given in Table 1.
If the parameter c of (1.5) is chosen to be 0.1, then it is calculated that
zc(−0.557207, 0.499857) ∈  ∩ c
with Re(zc) < d = −0.520833 and δc = d − Re(zc) = 0.036374 < δ0. Let E! be
the ellipse passing through (−1)− 2!, zc, and (1). It follows from the second
column of Table 1 that for ! ∈ (0, δc],
Table 1
Values of κ(E!)
!
δc
c = 0.1 c = 0.19714 c = 0.22522 c = 0.29289
δc = 0.036374 δc = 0.08356 δc = 0.1 δc = 0.14608
0 0.9614283 0.9614283 0.9614283 0.9614283
0.1 0.9614312 0.9614289 0.9614264 0.9614461
0.2 0.9614343 0.9614308 0.9614265 0.9614606
0.3 0.9614376 0.9614340 0.9614283 0.9614720
0.4 0.9614412 0.9614383 0.9614319 0.9614801
0.5 0.9614449 0.9614437 0.9614371 0.9614851
0.6 0.9614489 0.9614502 0.9614439 0.9614868
0.7 0.9614530 0.9614578 0.9614522 0.9614853
0.8 0.9614574 0.9614665 0.9614620 0.9614806
0.9 0.9614619 0.9614761 0.9614732 0.9614727
1.0 0.9614666 0.9614866 0.9614857 0.9614616
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κ(0.1) = 0.9522 < κ() < κ(E!).
Therefore, the Chebyshev method asymptotically optimal for  is also
asymptotically optimal for the near elliptic region  ∩ 0.1. In other words, the
(2, 2)-step methods generated by 0.1 is asymptotically faster than the Chebyshev
method asymptotically optimal for  ∩ 0.1. As indicated in [9], the (2, 2)-step
iterative method corresponds to 0.1 for solving (1.1) asymptotically involves 20%
less iterations than the asymptotically optimal Chebyshev method for the same re-
gion. The third column of Table 1 is corresponding to the case of c = 0.19714
and δc = 0.08356 < δ0. As indicated, κ(E!) is increasing for ! on (0, δc] and
κ(0.19714) < κ() < κ(E!).
When we choose c = 0.22522 and consequently δc = 0.1 > δ0 in the fourth col-
umn, κ(E!) is not monotonically increasing any more on (0, δc], e.g., κ() > κ(E!)
for ! = 0.1δc or 0.2δc but the difference between them is small enough to be ignored
numerically. As shown in the last column, c = 1 −√b = 0.29289 is chosen. Then
δc = 0.14608 > δ0, and κ() < κ(E!) for ! = jδc/10, (j = 1, 2, . . . , 10) even
though κ(E!) is not monotonically increasing any more for ! on (0, δ]. It is noted
that all values of κ(E!) in Table 1 agree with the first four decimal places. It is
expected that there would be almost no effect to numerical value of the asmyptotic
convergence rate whether a Chebyshev method is chosen based on ellipses  or
E!. From numerical point of view, this numerical example illustrates that the (2, 2)-
step methods generated by c of (1.5) is asymptotically faster than the Chebyshev
method asymptotically optimal for  ∩ c for c ∈ (0, 1 −
√
b].
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