importance measurement and a method to embed the importance measurement into computation datapath in order to realize unequal error tolerance. Under this unequal error tolerance framework, we further developed approaches to use voltage overscaling in memory systems of trellis decoders. Effectiveness of such an unequal error tolerance framework and the developed techniques have been successfully demonstrated using computer simulations.
I. INTRODUCTION

A. Residue Number System and Scaling
The residue number system (RNS) provides a means for efficient multiplication and addition of integers; however, scaling within RNS is less efficient and this problem has long prevented wider adoption of RNS. In this context, scaling an integer X means reducing its word length by dividing by a constant K Y = X K :
In binary arithmetic, K is usually chosen to be a power of 2 such that word length reduction is achieved by simply truncating a number's binary representation. There is no equivalent operation in RNS with the consequence that a result accumulated through a sequence of multiplications [as is often the case in digital filters or multiple-point fast Fourier transfers (FFTs)] can grow in word length until it overflows the dynamic range of the RNS.
An RNS [1] is characterized by a set of N coprime moduli fm 1 ;m 2 ; .. .;m N g. In the RNS, a number X is represented in N channels: X = fx1; x2; ... ;xNg, where xi is the residue of X with respect to m i , i.e., speed parallel operation that makes the RNS attractive. There is, however, no such parallel form of scaling or division.
B. Scale Factor K
From (1), we have 
which is an equation to quickly generate scaled residues y i . However, the evaluation of yi for 1 i S is much more difficult. In these channels hK 01 im does not exist as
mi is not relatively prime to mi. This step always consumes more time and hardware than the evaluation of y i for S +1 i N [5] . In [6] , K is fixed to 2. The current paper extends this idea, allowing K to be any number coprime with the RNS moduli.
II. SPACE AND TIME COMPLEXITY
A. Lookup Table Implementation
It has been common for RNS scaling schemes to operate using lookup tables (LUTs) [2] , [3] , [5] , [7] - [10] . Scaled results are precomputed and stored in a network of LUTs as shown in Fig. 1 . In practice these LUTs may be implemented using devices such as ROMs, RAMs, PLAs, or combinatorial logic according to whichever is most appropriate for the target hardware platform. The various scaling schemes lead to different structures in the LUT network and, in general, trade reduced latency (achieved through exploiting parallelism within the network) against hardware cost.
In this paper, we will use LUT implementations to provide a fair basis for comparisons between scaling schemes. We assume that all LUTs in an implementation have the same size and then compare time complexity counted in lookup cycles (LUCs) and space complexity measured in the total number of LUTs.
Note that both the time and space complexity are heavily dependent on the width of each modulus and the size of the LUTs selected. We use r to denote the number of residue inputs addressing each LUT and assume that r remains the same for all of the LUTs within an implementation. For example, if we use the 5-bit moduli f19; 23; 29; 31g and use ROMs with an address space of 32 K = 4 K 2 8 bits, then r = b(log 2 4K=5)c = 2 because each memory can accommodate two residue inputs at most.
LUT implementations are appropriate for field-programmable gate array (FPGA) implementations which are typically rich in memory resources. For other platforms, alternatives to LUT implementations do exist. Instead of precomputing values and storing them in tables, they can be evaluated dynamically as the operation proceeds. This is the case for the RNS systems of [11] - [13] .
B. Scaling Complexity
Early attempts at scaling were performed by converting from RNS to a positional (binary) representation where scaling can be trivially performed before the result is converted back to the RNS [1] . Such schemes incurred a time complexity of O(N) LUCs. An improved form used in [2] and [4] decreased the number of LUCs to O(log r N) by expressing the scaled integer Y as a sum of terms that can be evaluated in parallel
The exact time complexity of residue arithmetic structures following this form is derived in the Appendix to be dlog r Ne. The exact space complexity is also shown to be d(N 0 1=r 0 1)e. Subsequent scaling schemes (e.g., [3] , [8] , [9] , [14] ) have not reduced time complexity below O(log r N). The space complexity of scaling has remained at O(N 2 ) LUTs [7] with little improvement over the development of RNS scaling algorithms [2] , [3] , [8] , [9] , [14] . The scaling scheme in this paper decreases the space complexity to O(N) while maintaining O(log r N) time complexity.
III. NEW SCALING SCHEME
A. Base Extension Step
The new scaling scheme assumes the scaling factor K is a positive integer coprime to any of the moduli m i . For comparison with other scaling schemes using a LUT implementation, we require that K is a constant with word length at most (r 0 1) times the word length of the channel moduli. The first step in the new scaling scheme is to evaluate hXi K from the RNS representation of X, i.e., fx 1 ;x 2 ; ...; x N g. This is a typical base extension problem.
Efficient algorithms for base extension are presented in [1] , [8] , [15] and [16] . The scheme in [1] uses mixed radix conversion (MRC) which is relatively slow and costly; [15] employs an extra RNS channel with modulus greater than N; [16] performs an approximate extension; and [8] achieves exact scaling without an extra RNS channel. Any exact base extension is appropriate for our purposes. The algorithms [15] and [8] are the most time and space efficient, generating hXi K in O(log r N) LUCs using O(N) LUTs. This efficiency does come at a cost: [15] requires extra hardware to maintain the extra channel; and [8] can be as slow as the MRC in some rare cases.
B. New Scaling Step
From (3), we can write y i = hx i 0 hXi K i m 2 hK 01 i m m :
Because K is coprime with all mi, hK 01 im always exists and (5) can be used to evaluate y i in every channel. For a constant K, hK 01 i m can be precomputed and stored in a LUT.
Given hXi K (5) can be implemented directly in each channel using subtraction and multiplication modulo m i ; however, to compare this scheme with those surveyed in the previous section, we will consider an implementation using LUTs. As there are only two inputs to (5), x i and hXi K , (5) can be implemented using a single LUT for each output residue yi provided the word length of K is at most (r 0 1) times the word length of the moduli. In this case the scaling step only uses one LUC and N LUTs.
For example, if r = 3 and the channel width is 5 bits, the addressing capacity of each LUT is 2 325 2 5 = 32 K 2 5 bits. In this case K can be as large as (r 0 1) 2 5 = 10 bits. K can be made larger if we use a larger LUT or concatenate LUTs to allow more addressing capacity. In the example above, if the largest available LUT is 512 K = 64 K 2 8, i.e., 2 K+5 64 K, then the scale factor K can be as large as log 2 64 + 10 0 5 = 11 bits.
C. Whole Scaling Process
The scaling scheme is illustrated in Fig. 2 
D. Example
As an example, consider the RNS moduli m 1 = 23, m 2 = 25, m 3 = 27, m 4 = 29, and m 5 = 31, and suppose the integer X = 578321 = f9; 21; 8; 3; 16g is to be scaled by K = 1039. hK 01 im has been precomputed as f6; 9; 25; 23; 2g for 1 i 5. We base extend X to K to compute hXi K = 637. Then, according to (5), the scaled residues are computed as y1 = hh9 0 637i23 2 6i 23 = 4, y 2 = hh21 0 637i 25 2 9i 25 = 6, y 3 = hh8 0 637i 27 2 25i 27 = 16, y 4 = hh3 0 637i 29 2 23i 29 = 5, and y 5 = hh16 0 637i 31 2 2i 31 = 29. Thus, Y = f4; 6; 16; 5; 29g = 556 = b(578321=1039)c. Note that in this example all operations can be performed using 64 K 2 8 bit LUTs.
E. Evaluation
Though base extension has long been used in RNS scaling, the way that it has been applied has remained the same since it was proposed Fig. 3 . Conventional scaling using BE blocks [8] .
in [5] in 1978. Since this time, scaling algorithms using base extension have always chosen K to be a product of a subset of the moduli: K = S i=1 mi. As the scaled integer [5] , [8] , [9] . The schemes [8] and [9] are similar but the latter replaces the base extension blocks with large LUTs with up to S + 1 inputs. For an RNS with more than about 3 5-bit channels, such large LUTs are not available and hence the scheme is only viable in some specific cases as stated in [9] .
As shown in In Fig. 3 , the time complexity is O(log r S + log r (N 0 S)) = O(log r N). This is the same as the new scheme. Table I provides results comparing the new scaling process with those described in [2] , [8] , [9] , and [14] . Assume the new scaling uses the base extension technique given in [8] and EPROMs of 256 K = 32 K 2 8 are used as LUTs. Therefore, the number of residue inputs addressing each memory is r = b(log 2 32 + 10=Channel Width)c= b(15=Channel Width)c. The scale factor K should be no larger than log 2 32 + 10 0 Channel Width = 150 Channel Width bits long. Because the scaling schemes in [8] and [9] only support even values of N , N is always chosen to be even here, although there is no such restriction in the new scaling algorithm.
As can be seen from the Table I , the larger the dynamic range, the more obvious the advantage of the new scaling algorithm in terms of hardware. 
IV. CONCLUSION
A low latency scaling scheme is illustrated in Fig. 2 that reduces hardware cost to O(N) down from O(N 2 ) required for previous solutions. The scheme imposes no restrictions on the scale factor K other than it must not be too large and be coprime with the RNS moduli. Base extension algorithms are applied in a simple way to achieve scaling with only 1 base extension step. Most of the time and hardware resources consumed in the scaling are required by the base extension step. This means that there is a tight connection between base extension and scaling in that any improvement in base extension algorithms will immediately lead to more efficient scaling.
APPENDIX
In this appendix, the time and space complexities of residue arithmetic structures following (4) are derived. This equation is typical of residue arithmetic processes that achieve O(log r N) time complexity.
A ROM network to perform (4) was shown in Fig. 1 . A more detailed diagram appears in Fig. 4 . The two base extension structures ( [8] and [15] ) used in this paper can be implemented with this structure.
Suppose each available LUT can accept only r inputs at most while generating only one output as discussed in Section II above. Then, each channel of the parallel scaling structure in Fig. 4 can be drawn as a tree as in Fig. 5 , where it is assumed that there are N input residues and n LUCs are consumed to accomplish the scaling in channel i.
In the first cycle, the number of LUTs is dN=re. Thus, there are dN=re input residues to the LUTs in the second cycle, where the number of LUTs will be ddN=re=re. This proceeds recursively until only one LUT is needed, i.e., d. . . ddN=re=re . . . =re = 1 as illustrated in Fig. 5 . Using the result from Number Theory, dN=r 2 e = ddN=re=re, gives the number of LUTs as dN=re in the first cycle, dN=r 2 e in the second and so on, until the last cycle, where d. . . ddN=re=re . . . =re = dN=r n e = 1. Then from N=r n dN=r n e = 1, we have N=r n 1 ) n log r N. If 0 < N=r n01 1, then dN=r n01 e = 1. This means only n 0 1 cycles are needed and this contradicts our original assumption that n cycles are required. Therefore, N=r n01 > 1 ) n < log r N + 1 and log r N n < log r N + 1, so that n = dlog r Ne: (6) This represents the exact time complexity of the ith channel of the residue arithmetic process shown in Fig. 5 . Because all the N channels run in parallel, dlog r Ne is also the exact time complexity of the scaling scheme constructed on r-input LUTs.
It can also be proven that the exact space complexity of each channel is d(N 0 1=r 0 1)e such that the exact space complexity of the whole arithmetic process is N d(N 0 1=r 0 1)e, which is at the level of O(N
