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Abstract
In the first part of this thesis, basic mathematical and physical concepts are in-
troduced. The notion of a Lie algebroid is reviewed in detail and we explain the
generalization of differential geometric structures when the tangent bundle is re-
placed by a Lie algebroid. In addition, Lie bi-algebroids and Courant algebroids
are defined. This branch of mathematics finds its application in deformation quan-
tization, which in string theory is the dynamics of open strings in the presence of a
background B-field. We explain how the Moyal-Weyl star product arises for con-
stant background fields and how this can be generalized to arbitrary backgrounds
and non-associative products. Non-commutative or even non-associative spaces
are expected to play a role also in closed string theory: Starting with a compac-
tification on toroidal backgrounds with non-trivial H-flux, T-duality leads on the
one hand to configurations with geometric f -flux, but on the other hand to spaces
which are only locally geometric in case of Q-flux, or even non-commutative or
non-associative in case of the R-flux. We describe the action of T-duality in detail
and review the motivation and structure of non-geometric fluxes. It will turn out,
that in the local description of non-geometric backgrounds, a bi-vector β is more
appropriate than the original B-field.
Based on these foundations, we will describe our results in the second part.
On the world-sheet level, we will analyse closed string theory with flat background
and constant H-flux. The correct choice of left- and right-moving currents allows
for a conformal field theory description of this background up to linear order in
the H-flux. It is possible to define tachyon vertex operators and T-duality is
implemented as a simple reflection of the right-moving sector. In analogy to the
open string case, correlation functions allow to extract information on the algebra
of observables on the target space. We observe a non-vanishing three-coordinate
correlator and after the application of an odd number of T-dualities, we are able to
extract a three-product which has a structure similar to the Moyal-Weyl product.
We then focus on the target space and the local structure of the H-,f -, Q- and
R-fluxes. An algebra based on vector fields is proposed, whose structure functions
are given by the fluxes and Jacobi-identities allow for the computation of Bianchi-
identities. Based on the latter, we give a proof for a special Courant algebroid
structure on the generalized tangent bundle TM ⊕ T ∗M , where the fluxes are
realized by the commutation relations of a basis of sections.
As was reviewed in the first part of this work, in the description of non-
geometric Q- and R-fluxes, the B-field gets replaced by a bi-vector β, which is
supposed to serve as the dual object to B under T-duality. A natural question is
about the existence of a differential geometric framework allowing the construc-
tion of actions manifestly invariant under coordinate- and gauge transformations,
which couple the β-field to gravity. It turns out that we have to use the language
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of Lie algebroids to extend differential geometry from the tangent bundle of the
target space to its cotangent bundle, equipped with a twisted version of the Koszul-
Schouten bracket, to answer this question positively. This construction enables us
to formulate covariant derivatives, torsion, curvature and gauge symmetries and
culminates in an Einstein-Hilbert action for the metric and β-field. We observe
that this action is related to standard bosonic low energy string theory by a field
redefinition, which was discovered by Seiberg and Witten and which we described
in detail in the first part. Furthermore it turns out, that the whole construction
can be extended to higher order corrections in α′ and to the type IIA superstring.
We conclude by giving an outlook on future directions. After clarifying the
relation of Lie algebroids to non-geometry, we speculate about the application of
Lie algebroid constructions to supersymmetry and the extension to the case of
Filippov three-algebroids, which could play a role in M-theory.
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Zusammenfassung
Im ersten Teil dieser Arbeit werden grundlegende mathematische und physikalische
Konzepte eingefu¨hrt. Der Begriff eines Lie Algebroids wird im Detail beschrieben
und wir erla¨utern die Erweiterung differentialgeometrischer Strukturen wenn das
Tangentialbu¨ndel durch ein Lie Algebroid ersetzt wird. Zusa¨tzlich werden Lie
bi-Algebroide und Courant Algebroide definiert. Dieser Zweig der Mathematik
findet seine Anwendung in der Deformationsquantisierung, die in der Stringtheorie
durch die Dynamik offener strings in einem B-Feld Hintergrund beschrieben wird.
Es wird erkla¨rt, wie das Moyal-Weyl Sternprodukt fu¨r konstante Hintergrund-
felder abgeleitet werden kann und wie die Verallgemeinerung auf beliebige Hin-
tergru¨nde und nicht-assoziative Produkte geschieht. Nichtkommutative oder sogar
nichtassoziative Ra¨ume vermutet man auch in geschlossener Stringtheorie: Aus-
gehend von einer toroidalen Kompaktifizierung mit nicht-trivialem H-Fluss fu¨hrt
T-Dualita¨t zum einen zu Konfigurationen mit geometrischem f -Fluss und zum an-
deren zu Ra¨umen, die nur noch lokal geometrisch beschreibbar sind, wie im Falle
des Q-Flusses oder sogar zu nichtkommutativen oder nichtassoziativen Ra¨umen
im Falle des R-Fluss. Wir beschreiben die Wirkung der T-Dualita¨t im Detail und
erinnern an die Motivation und Struktur von nicht-geometrischen Flu¨ssen. Dabei
wird sich herausstellen, dass in der lokalen Beschreibung von nicht-geometrischen
Hintergru¨nden ein bi-Vektor β geeigneter ist als das urspru¨ngliche B-Feld.
Mit Hilfe dieser Grundlagen legen wir unsere Resultate im zweiten Teil der
Arbeit dar. Vom Standpunkt der Weltfla¨che aus werden wir geschlossene String-
theorie im flachen Hintergrund und mit konstantem H-Fluss analysieren. Die Wahl
der richtigen links- und rechtslaufenden Stro¨me ermo¨glicht dabei die Beschreibung
des Hintergrunds im Rahmen einer konformen Feldtheorie bis zur linearen Ord-
nung im H-Fluss. Es bietet sich die Mo¨glichkeit, tachyonische Vertexoperatoren
zu definieren und daru¨ber hinaus ist T-Dualita¨t als einfache Spiegelung des rechts-
laufenden Sektors gegeben. Wie im Fall offener strings geben Korrelationsfunktio-
nen Aufschluss u¨ber die Observablenalgebra auf dem Zielraum. Wir beobachten
einen nicht-verschwindenden drei-Koordinaten Korrelator und nach dreimaliger
Anwendung von T-Dualita¨t ist es mo¨glich, ein Dreiprodukt abzuleiten, welches
eine Struktur a¨hnlich zum Moyal-Weyl Produkt aufweist.
Im darauf folgenden Kapitel werden wir uns auf den Zielraum und die lokale
Struktur derH-, f -, Q- undR-Flu¨sse konzentrieren. Es wird eine Algebra basierend
auf Vektorfeldern vorgeschlagen, die als Strukturfunktionen die Flu¨sse aufweist
und deren Jakobi-Identita¨ten die Berechnung von Bianchi-Identita¨ten ermo¨glicht.
Mit Hilfe letzterer fu¨hren wir den Beweis einer Courant-Algebroid Struktur auf
dem verallgemeinerten Tangentialbu¨ndel TM ⊕ T ∗M , welche die Realisierung der
Flu¨sse in den Kommutationsrelationen der Basis-Schnitte erlaubt.
Wie schon im ersten Teil der Arbeit erla¨utert, wird in der Beschreibung der
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nicht-geometrischen Q- und R-Flu¨sse das B-Feld durch den bi-Vektor β ersetzt,
welcher als T-dual zu B angenommen wird. Es ist dabei natu¨rlich, nach der Exis-
tenz eines differentialgeometrischen Rahmens zu fragen, der die Konstruktion von
Wirkungen mo¨glich macht, die manifest invariant unter Koordinaten- und Eich-
transformationen sind und welche daru¨berhinaus das β-Feld an die Gravtation kop-
peln. Es stellt sich heraus, dass die Sprache der Lie Algebroiden dafu¨r geeignet ist,
die Differentialgeometrie vom Tangentialbu¨ndel des Zielraums auf dessen Kotan-
gentialbu¨ndel zusammen mit einer getwisteten Koszul-Schouten Klammer zu er-
weitern und die obige Fragestellung positiv zu beantworten. Diese Konstruktion
erlaubt die Formulierung von kovarianten Ableitungen, Torsion, Kru¨mmung und
Eichsymmetrien. Sie erreicht ihren Ho¨hepunkt in der Ableitung einer Einstein-
Hilbert Wirkung fu¨r die Metrik und das β-Feld. Wir beobachten, dass diese
Wirkung zur u¨blichen bosonischen Niederenergiewirkung der Stringtheorie u¨ber
eine Feldredefinition in Verbindung gebracht werden kann, die von Seiberg und
Witten entdeckt wurde und welche wir im ersten Teil der Arbeit erkla¨rt hatten.
Desweiteren stellt sich heraus, dass die Konstruktion auch auf ho¨here Korrekturen
in α′ und auf die Typ IIA Superstringtheorie erweitert werden kann.
Wir schließen die Arbeit mit einem Ausblick auf Ideen, die in Zukunft ver-
folgt werden ko¨nnen. Nachdem wir die Beziehung von Lie Algebroiden zur nicht-
Geometrie gekla¨rt haben, spekulieren wir u¨ber die Anwendung von Lie Algebroid
Konstruktionen auf die Supersymmetrie und die Erweiterung auf den Fall von
Filippov Dreialgebroiden, welche eine Rolle in der M-Theorie spielen ko¨nnten.
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Chapter 1
Introduction
The mathematical and physical description of our perception of space and time is
most likely the oldest part of natural sciences, starting with the famous Elements
of Euclid. It took human creativity about two thousand years to condense at the
foundations of our present conception of nature which is determined by two pillars:
General relativity as a geometric model of large scale structures like the universe
and quantum theory to understand the process of measurement especially in the
microscopic world.
The formulation of general relativity is intimately connected to major concepts
in differential geometry. Spacetime is given by a four-dimensional Lorenzian mani-
fold and gravity manifests itself as curvature. In addition, geometry cannot be
separated from matter: Energy and momentum determine the shape of spacetime
through Einstein’s field equations. Force-free motion happens on geodesics which
in turn can be measured as was magnificently confirmed by the observation of light
rays in gravitational fields. But despite all the tremendous successes, the theory is
not a complete description of nature. It contains black holes as singular solutions
and under realistic assumptions singularities cannot be avoided [1, 2].
Historically in the same period as relativity, the microscopic description of
the fundamental constituents of matter was provided by a theory of measurement
processes. Non-relativistic quantum mechanics uses the language of functional
analysis to model physical observables as operators acting on a Hilbert space. One
of its great successes is the precise reproduction of atomic spectra, where one can
actually see the spectrum of an operator in the mathematical sense. The uni-
fication of quantum theory with special relativity revealed new phenomena like
particle production and annihilation which finally lead to the formulation of quan-
tum field theory. Treated perturbatively, the latter suffers from infinities coming
from loop-corrections where virtual particles can have arbitrary high momenta.
These can be cured in so-called renormalizable theories, where the infinities can
be absorbed into redefinitions of a finite number of parameters, like masses and
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charges. The effect of this procedure is an energy dependence of the coupling
constants, called renormalization group flow. In the last century quantum field
theory produced some of the most precise agreements of theoretical physics with
experiment like the anomalous magnetic moment of the electron [3], but there are
still open questions, the most prominent being the failure to apply quantum field
theory to gravity, which is not renormalizable.
1.1 Gauge theories and the standard model
Combining the powerful techniques of quantum field theory with another mathe-
matical field, the geometry of fiber bundles opened the possibility to describe all
microscopic interactions of elementary particles in a unified way. There were still
severe problems to handle, like the masslessness of all gauge mediators predicted
by gauge invariance, which was solved by spontaneous symmetry breaking and the
Brout-Englert-Higgs mechanism. In addition, gauge theories with fermions have
symmetries which are broken at the quantum level. They are called anomalies
and only gauge theories with very specific particle representations are free of these
problems.
The result of these efforts was the formulation of the standard model of elemen-
tary particles. It is a quantum gauge theory with gauge group SU(3) × SU(2) ×
U(1), whose SU(3)-factor describes the strong interactions (quantum chromody-
namics) and the SU(2) × U(1) give the electroweak theory, whose SU(2)-gauge
bosons get massive through the Higgs-mechanism. In addition, the standard model
is anomaly-free and renormalizable and its matter content is given by three gen-
erations of fermions (quarks and leptons) and a bosonic Higgs field. The latter
was found most probably at the LHC (investigations about its precise structure
are not finished up to now).
Despite its tremendous successes, the standard model leaves lots of questions
unanswered. To mention only a few, first of all there is no explanation to the
number of generations and why it has this specific matter content, which ensures
for example the absence of anomalies. Furthermore, there are lots of free para-
meters like the values of the gauge couplings and Yukawa couplings. On the more
conceptual level, there is the hierarchy problem, which roughly states that the
quantum corrections to the Higgs mass, quadratically in the cutoff scale, are of
many orders of magnitude greater than the uncorrected mass. To cancel these
corrections, supersymmetry would be one possibility, which however has not been
observed up to now. Finally, the standard model does not contain gravity and is
therefore incomplete.
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1.2 Non-commutative geometries
The infinities of quantum field theories can be regularized by a cutoff momentum
scale, which means that the theory is not sensible to probe distances smaller than
the inverse of the cutoff. Viewing this from the opposite direction, considering a
spacetime-geometry where points get meaningless and only finite volumes can be
measured might cure divergence problems of quantum field theory, and possibly
gravity [4].
The idea of replacing points of a manifold by cells of finite volume appears al-
ready in the quantization of phase spaces and the resulting Heisenberg uncertainty
relations in quantum mechanics. These are a result of replacing the commutative
algebra of observables in classical mechanics by a non-commutative algebra, given
by operators on a Hilbert space in quantum mechanics. The generalization of this
procedure to arbitrary phase space manifolds is achieved by the theory of defor-
mation quantization [5, 6], where the observables are still classical functions, but
their product gets replaced by a non-commutative star product. It can be shown
that this procedure on the one hand reproduces results of quantum mechanics
like atomic spectra, and on the other hand can be extended to capture arbitrary
Poisson manifolds by the famous formality theorems of Kontsevich [7].
Switching from the Hamiltonian to the Lagrangian view point, i.e. to the
configuration space and its tangent space, the above ideas have been generalized
to gauge field theories, but the hope of improving the divergences was disap-
pointed with the discovery of a complicated ultraviolet-infrared mixing behavior
and problems to apply renormalization theory (as reviewed in [8]). Nevertheless,
star-products can also be applied to Einstein gravity [9], however with similar
problems and in addition it is not clear how to get a diffeomorphism covariant
theory.
Finally, the attempt to replace the algebra of observables by an abstract non-
commutative algebra acting on a Hilbert space, together with a Dirac-operator
(which is called a spectral triple) and then create an abstract differential calculus
resulted in non-commutative geometry, initiated by Connes [10]. It was possible to
reconstruct standard manifolds out of spectral triples, and in addition, combining
them with spectral triples corresponding to discrete extra dimensions, Connes,
Lott and Chamseddine were able to get the standard model coupled to general
relativity [11], at least as an effective theory.
1.3 String theory and particle physics
The idea that the concept of a point in the spacetime manifold is not appropriate
in quantum field theory and has to be replaced by extended objects is also the
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basis of string theory. The change of paradigm is performed in this case by taking
one-dimensional strings as probes of spacetime instead of point particles.
First discovered through investigations of meson resonances around forty years
ago, string theory at the beginning lost much of its interest because it could not
describe meson scattering appropriately and it had a number of shortcomings, like
an unstable (tachyonic) ground state and could only be quantized consistently in
26 dimensions. This point of view changed dramatically by the discovery of gauge
and gravitational degrees of freedom in the massless spectrum of open and closed
strings. Furthermore, adding supersymmetry projected out the unstable vacuum
state and reduced the number of dimensions in which string theories could exist
to ten. It was then possible to prove that the low energy effective field theories
matched the ten dimensional supergravity theories, and a mechanism to handle
anomalies was discovered by Green and Schwarz.
The bridge to our four dimensional world was built by compactifying string
theory on a (warped) direct product of an external flat Minkowski space and
a compact internal manifold. The geometry of the latter determines the four-
dimensional supersymmetry and particle spectrum. This picture received even
more attention by the discovery of non-perturbative higher-dimensional dynamical
objects, called D-branes. The low-energy spectrum of multiple coincident branes
contains the degrees of freedom needed for the description of gauge theories and
intersecting such stacks of branes supplied another important ingredient: Strings
stretching from one stack to another get massless at the intersection and contain
representations of massless fermions in their spectrum. This opened the huge field
of intersecting brane models as low energy particle physics descriptions [12].
In spite of all the breakthroughs, the above philosophy of modeling four-
dimensional physics by the geometry of string theory is far from being complete.
To mention a few shortcomings, compactification introduces lots of scalar fields
which describe for example the shape of the compact space. These give rise to
unwanted phenomenology like long range forces and unobserved particles. These
moduli fields have to be avoided in low energy physics. As an example, compac-
tification on manifolds equipped with additional fields such as the B-field and its
flux [13], introduces scalar potentials whose minimization gives specific values to
the moduli. Such solutions are called vacua and one of the big problems is the
huge variety of the latter which is often referred to as the landscape problem.
1.4 Sigma models and T-duality
The dynamics of a string propagating in (curved) background spaces is described
by a two-dimensional quantum field theory. Its “spacetime” is given by a time
parameter and one spatial coordinate, which describe the propagation of a 1-
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dimensional string. If this world sheet of the string has boundary, we are dealing
with open strings and the string is closed otherwise.
The dynamical fields of the theory are interpreted as the coordinates of a target
space, which in the bosonic case can have the properties of an ordinary manifold or
a supermanifold in the case of additional fermionic coordinates. It is intriguing to
relate properties of the two-dimensional field theory of both, classical and quantum
nature to the geometrical appearance of the target space. As a prominent example,
the renormalization group equations of the two-dimensional theory give rise to the
target space Einstein equations and Maxwell equations for additional fields like the
B-field. Another important example is the presence of a B-field in the case of open
strings. By considering correlation functions of the two-dimensional field theory it
is possible to show that in this case, the target space coordinates do not commute
any more and the target space is described more properly by non-commutative
geometry [14, 15].
Taking the opposite viewpoint, properties of the target space geometry give rise
to statements about the underlying two-dimensional field theory: If the manifold
has isometries, it is possible to show that it is equivalent to a T-dual field theory
which describes another target space with dual metric and B-fields [16], and as a
consequence also dual field strengths, i.e. dual fluxes. The simplest example of this
T-duality is given by a target space with a compact dimension given by a circle.
The dual space is then given by a circle with inverse radius, i.e. a propagating
string cannot distinguish between a geometry of radius R and radius l2s/R, where
ls is the length of the string.
One of the advantages of the view-point of two-dimensional field theory is
simplicity. In certain cases, one can describe a closed string by two independent
sectors, called left- and right-moving. The above T-duality, leading to complicated
relations for the dual metrics and B-fields on the target space level, can be realized
very simply by changing the sign of one of the sectors on the world sheet level.
Even more: by using the latter, one is able to arrive at world sheet theories, whose
target space geometries cannot be interpreted as ordinary manifolds. In addition,
it is not clear how one can define fields like the metric, B-field or fluxes on such
spaces, which are usually referred to as non-geometric. One of the first discoveries
in this direction was the fact, that instead of a B-field and its corresponding
H-flux, such configurations are better described by a two-vector β and its R-
flux. The former possibly hints at deep connections to the mathematical field of
Poisson geometry, as the basic objects of such geometries are so-called Poisson-two-
vectors. The mathematical description of geometry and gravity in the presence of
Poisson tensors with the help of differential geometric notions could contribute to
the understanding of the description of T-dual geometries and is one of the main
motivations for this thesis.
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1.5 Outline
The beginning of this work is devoted to the mathematical foundations of the
structures and language which are used later on. The notion of a Lie algebroid
generalizes naturally both Lie algebras and the tangent bundle of a manifold. Lie
algebras are characterized by a set of structure constants which determine the
commutation relations of the generators of the algebra. On the one hand, making
the structure “constants” spacetime dependent can be considered as attaching to
every point in spacetime a Lie algebra. This results in a bundle of Lie algebras
which is a special case of a Lie algebroid. On the other hand, replacing the tangent
bundle of a manifold by an arbitrary vector bundle enables us to extend notions of
differential geometry like Lie- and covariant derivatives to arbitrary vector bundles.
After this purely mathematical review we are going to set the physical stage,
where the structures introduced before will become important. First it is reviewed
how notions of standard geometry have to be extended in the case of open string
theory in the presence of magnetic fields. It turns out, that non-commutative geo-
metry is needed in the case of constant B-field. The standard Moyal-Weyl star
product can be rederived from correlation functions of tachyon vertex operators
in open string theory. This is another example of the intimate connection be-
tween two-dimensional sigma models and spacetime-geometry. In the case of non-
constant B-field this can be extended to an even more complicated star-product
which is non-commutative and non-associative.
The following chapter deals with the second physical aspect, where the pre-
viously introduced mathematical structures become important. T-duality is re-
viewed in detail and its consequences on target space fields like the metric and
B-field are given. After discussing the most prominent example of an approximate
solution with constant H-flux, the appearance of so-called non-geometric fluxes
is motivated from different viewpoints. This is also the first time where possible
connections to Poisson geometry can be discovered in terms of the existence of a
bi-vector in order to characterize Q- and R-fluxes.
After these preparations, the next sections are dedicated to the achievements
obtained in this thesis. First, we are going to generalize the open-string non-
commutativity of chapter 3 to the closed string case and investigate the conse-
quences of T-duality implemented at the world sheet level. It turns out that an
n-product structure on the algebra of observables on the target space is needed to
capture the case of non-vanishing R-flux, which is the case completely T-dual to
the starting model with constant H-flux.
We then turn to the target space in the next two chapters and analyse its
geometric structures in the presence of the different kinds of fluxes. First, we use
Courant algebroids to re-derive an algebra first discovered by Roytenberg in which
the commutation relations of the basis sections are determined by the four different
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kinds of flux. Using the Jacobi-identities of this algebra, we give Bianchi-identities
which are constraints on the fluxes if they are turned on together. The starting
point of the following chapter is a simple but intriguing observation: Similar to the
H-flux, which is the exterior differential of the B-field, the R-flux can be expressed
as the differential of a bi-vector β, where the differential now acts on vector fields.
This can be made precise by replacing the tangent bundle of the target space by a
special Lie algebroid. Even more: A complete differential geometry setup can be
constructed to write down a diffeomorphism- and gauge invariant action for the
metric and bi-vector β, which is one of the main results of this thesis. Furthermore,
the new action can be related to the well known low energy supergravity actions
by a field redefinition which was already discovered by Seiberg and Witten [15].
We conclude by giving an outlook of potential applications and extensions of
the results obtained: After briefly explaining the relation of the previous results to
T-duality and non-geometry, the application of Lie algebroids to supersymmetry is
shortly discussed and the construction of similar structures in the case of Filippov
3-algebroids is given.
8 1. Introduction
Chapter 2
Mathematical background
In general relativity or Riemannian geometry, the basic objects are given by a
manifold together with a metric. Adding a connection, it is possible to establish
a dynamical theory of gravitation. In contrast to this, in symplectic or Poisson
geometry, used for the description of phase spaces, a metric is not needed a priori.
The basic structure is given by a closed two-form in symplectic geometry and
a closed bi-vector in Poisson geometry. In string theory, both a metric and a
two-form B-field are contained in the massless spectrum and therefore are part
of the low energy effective field theory. One of the inherent symmetries of string
theory is T-duality which mixes B-field and metric components and thus suggests
a unified treatment of the two fields. Such a description is provided by generalized
geometry [17, 18, 19, 20, 21]. In some situations, as encountered for example in
T-fold backgrounds [22, 23, 24, 25, 26], it is even more elegant to use an anti-
symmetric bi-vector together with a metric to describe T-dual backgrounds. An
immediate question is about the geometric analogues e.g. to Lie derivatives and
connections needed to formulate a dynamical theory containing the metric and
bi-vector as basic fields and to identify symmetries like diffeomorphism covariance
and gauge symmetry.
In this chapter, we will introduce in detail the basic mathematical concepts
which are used in this work to answer this question. It turns out that Lie algebroids
[27, 28] are the appropriate language to construct a suitable differential geometric
framework. We begin with an introduction of the main constructions and describe
the most important examples. This is followed by a detailed analysis of differential
geometry extended to the Lie algebroid framework. Finally, we will relate these
structures to Lie bi-algebroids and Courant algebroids [29], which are important
tools in generalized geometry.
10 2. Mathematical background
2.1 Differential geometry of Lie algebroids
The notion of a Lie algebroid can be imagined as a generalization of two mathe-
matical structures. One the one hand, it generalizes Lie algebras in the sense
that the constant structure coefficients become spacetime-dependent. In other
words, one has to deal with “bundles of Lie algebras”, as the fibers over spacetime
carry the structure of a Lie algebra. On the other hand, Lie algebroids generalize
the tangent bundle of a manifold as they still allow its basic operations like the
Lie bracket of vector fields. But the latter get replaced by sections in a general
vector bundle while one still wants to act on functions. One therefore needs to
relate sections in a Lie algebroid to vector fields by a bundle homomorphism called
“anchor-map”.
2.1.1 Lie algebroids
To distil a mathematical concept out of these different ways of thinking, let us
give the definition and provide the most direct consequences. For more details,
the reader is referred to [30].
Definition 2.1.1. Let M be a manifold, E → M a vector bundle together with a
bracket [·, ·]E : E × E → E satisfying the Jacobi identity, and a homomorphism
ρ : E → TM called the anchor-map. Then (E, [·, ·]E, ρ) is called Lie algebroid if
the following Leibniz rule is satisfied
[s1, fs2]E = f [s1, s2]E + ρ(s1)(f)s2 , (2.1.1)
for f ∈ C∞(M) and sections si of E. For simplicity, if the context is clear we
often denote the Lie algebroid just by the total space E.
An immediate consequence of the definition is the following homomorphism pro-
perty of the anchor map, which relates the bracket on the Lie algebroid to the Lie
bracket [·, ·]L on the tangent space TM of the manifold.
Proposition 2.1.2.
ρ ([s1, s2]E) = [ρ(s1), ρ(s2)]L (2.1.2)
Proof. On the one hand, using the Leibniz rule, we have for f ∈ C∞(M)
[[s1, s2]E, fs3]E = f [[s1, s2]E, s3]E + ρ ([s1, s2]E) (f) s3
On the other hand, using the Jacobi identity and then the Leibniz rule, we can
write the left hand side also as
[[s1, s2]E, fs3]E = [ρ(s1), ρ(s2)]L (f) s3 + f [[s1, s2]E, s3]E .
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Comparing the two and noting that the section s3 was arbitrary, we get the result.
The bracket [·, ·]E can be generalized to arbitrary alternating multisections
in Γ(∧•E) via defining its action on functions f, g ∈ C∞(M) and on sections
s1, s2 ∈ Γ(E) by
Jf, gK = 0 , Jf, sK = −ρ(s) f , Js1, s2K = [s1, s2]E , (2.1.3)
and extending it to sections of arbitrary degree a ∈ Γ(∧kE), b ∈ Γ(∧lE) and
c ∈ Γ(∧•E) by the following relations
Ja, b ∧ cK = Ja, bK ∧ c+ (−1)(k−1)l b ∧ Ja, cK ,Ja, bK = −(−1)(k−1)(l−1) Jb, aK , (2.1.4)
which, together with the graded Jacobi identity
Ja, Jb, cKK = JJa, bK, cK + (−1)(k−1)(l−1) Jb, Ja, cKK , (2.1.5)
constitute the axioms of a so-called Gerstenhaber algebra. In fact, it can be
shown [30] that the Gerstenhaber algebra property of Γ(∧•E) (where multipli-
cation is given by the wedge-product and Gerstenhaber bracket given by J·, ·K)
and (E, [·, ·]E, ρ) being a Lie algebroid are equivalent statements. Another equi-
valent characterization of a Lie algebroid can be given by considering the exterior
algebra of its dual space E∗. Because it is important for later developments, we
want to state it as a proposition.
Proposition 2.1.3. The exterior algebra Γ(∧•E∗) is differential graded with dif-
ferential dE : Γ(∧kE∗)→ Γ(∧(k+1)E∗) given by
(dE ω)(s0, . . . , sk) =
k∑
i=0
(−1)iρ(si) (ω(s0, . . . , sˆi, . . . , sk))
+
∑
i<j
(−1)i+jω ([si, sj]E, s0, . . . , sˆi, . . . , sˆj, . . . , sk) ,
(2.1.6)
where ω ∈ Γ(∧kE∗), si ∈ Γ(E) and where the hat stands for deleting the corre-
sponding entry.
Proof. We only want to prove the nilpotency of the differential d2E = 0. The
essential features of the proof can already be seen in the case of α ∈ Γ(E∗). In
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this case, applying two times the definition (2.1.6) leads to
(d2Eα)(s0, s1, s2) = ([ρ(s0), ρ(s1)]− ρ([s0, s1]))α(s2)
− ([ρ(s0), ρ(s2)]− ρ([s0, s2]))α(s1)
+ ([ρ(s1), ρ(s2)]− ρ([s1, s2]))α(s0)
+ α([[s0, s1], s2])− α([[s0, s2], s1]) + α([[s1, s2], s0])
= 0 ,
(2.1.7)
because of the homomorphism property 2.1.2 and the Jacobi-identity. The proof
for general α is similar.
To illustrate the concepts introduced above, we now give three examples of Lie
algebroids. The first will be a trivial example, serving to see that Lie algebroids
are a natural generalization of the tangent bundle equipped with the Lie bracket.
The second will show that Lie algebroids reduce to Lie algebras if we collapse the
base manifold to a point, i.e. the structure functions determining the bracket will
be structure constants. Finally the third example will play a fundamental role in
the following chapters because it replaces the tangent bundle by its dual bundle.
Examples
• As a trivial example consider E = (TM, [·, ·]L, ρ = id) where the anchor is
the identity map and the bracket is given by the usual Lie bracket [X, Y ]L
of vector fields. The extension to multi-vector fields in Γ(∧•TM) is given
by the relations (2.1.4), which result in the so-called Schouten–Nijenhuis
bracket [·, ·]SN . The differential on the dual space Γ(∧•T ∗M) is the standard
de Rham differential.
• Consider a Lie group G with corresponding Lie algebra g. We can define a
vector bundle over a single point {p} by just taking g as single fiber:
E : g→ {p} . (2.1.8)
The bracket for elements gi ∈ g is given by the Lie bracket on g:
[gi, gj]g = f
k
ijgk (2.1.9)
where fkij are the structure constants of g. The anchor is defined to be the
zero map and the corresponding differential on Γ(∧•g∗) = ∧•g∗ is given by
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the so-called Chevalley-Eilenberg-operator dCE:
(dCE α)(g0, . . . , gk) :=∑
i<j
(−1)i+j α ([gi, gj]g, g0, . . . , gˆi, . . . , gˆj, . . . , gk) , (2.1.10)
where α ∈ ∧kg∗. Thus, one can imagine a Lie algebroid over a general
manifold as a “bundle of Lie algebras”.
• Finally, let (M,β) be a Poisson manifold with Poisson structure tensor β =
1
2
βab∂a ∧ ∂b. Note that if β is a proper Poisson tensor, it follows that the
3-vector given by Θ := 1
2
[β, β]SN vanishes. The Lie algebroid is given by
E∗ = (T ∗M, [·, ·]KS(β), ρ = β]), where the anchor β] is defined as
β](dxa) := βam∂m , (2.1.11)
for {dxa} a basis of one-forms. The bracket on T ∗M is the Koszul bracket,
which for one-forms is defined as
[ξ, η]KS(β) := Lβ](ξ)η − ιβ](η) dξ , (2.1.12)
where the Lie derivative on forms is given by LX = ιX ◦ d+ d ◦ ιX with d the
de Rham differential. The associated bracket for forms with arbitrary degree
is again determined by (2.1.4) and is called the Koszul–Schouten bracket.
The corresponding differential on the dual space Γ(∧•TM) is given in terms
of the Schouten–Nijenhuis bracket as
dβ := [β, · ]SN . (2.1.13)
The proof of the Lie algebroid properties can be found e.g. in [30]. An
additional important property is given by the Koszul bracket of exact forms
df, dg, which gives the relation to the Poisson bracket on M :
[df, dg]KS(β) = d{f, g} . (2.1.14)
Proof. Writing out the left-hand side gives
[df, dg]KS(β) = Lβ](df) dg − ιβ](dg)d(df)
= d(ιβ](df) dg)
= d
(
β](df)(dg)
)
= d {f, g} .
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To conclude this example, we remark that in the case of a Poisson manifold,
the nilpotency of the differential dβ follows easily from the graded Jacobi
identity for the Schouten-Nijenhuis bracket. For X ∈ Γ(∧kTM) we get:
d2βX = [β, [β,X]SN ]SN
= 1
2
[[β, β]SN , X]SN = 0 .
(2.1.15)
It is therefore possible to define a cohomology theory for this differential: The
corresponding complex is given by (Γ(∧•TM),∧, dβ = [β, ·]SN) and similar to
de Rham cohomology, the kth Poisson cohomology for vector fields is defined
by
Hkβ(M) :=
ker dβ|Γ(∧kTM)
im dβ|Γ(∧k−1TM)
. (2.1.16)
A similar construction can be performed for a general Lie algebroid, see
for example [30]. One can show that for invertible anchor-map, the corre-
sponding Lie algebroid cohomology is isomorphic to the standard de Rham
cohomology.
The last fact about Lie algebroids which is important for the following work is the
notion of a homomorphism. Let us mention the precise definition:
Definition 2.1.4. Let (E1, [·, ·]E1 , ρ1) and (E2, [·, ·]E2 , ρ2) be two Lie algebroids
over the same base manifold M . A bundle homomorphism Φ : E1 → E2 is called
Lie algebroid homomorphism if the following compatibility with the two anchors
and brackets hold:
ρ2 ◦ Φ = ρ1
Φ ([s1, s2]E1) = [Φ(s1),Φ(s2)]E2 ,
(2.1.17)
for sections s1, s2 ∈ Γ(E1).
The most important consequence of the compatibility relations (2.1.17) which we
will need is the relation between the two differentials corresponding to E1 and E2.
Let us define the transposed homomorphism Φ∗ by
Φ∗ : Γ(∧kE2)→ Γ(∧kE1)
Φ∗α(s1, . . . , sk) := α (Φ(s1), . . . ,Φ(sk)) ,
(2.1.18)
where si ∈ Γ(E1). Then we have the following fact:
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Proposition 2.1.5. Let Φ : E1 → E2 be a Lie algebroid homomorphism and
dEi : Γ(∧•E∗i ) → Γ(∧•E∗i ) be the differential on Ei (i = 1, 2). Then we have the
following relation:
Φ∗ ◦ dE2 = dE1 ◦ Φ∗ . (2.1.19)
The proof is done by writing the definition 2.1.18 of the transposed homomor-
phism into the expression (2.1.6) and then using the properties (2.1.17) of the Lie
algebroid homomorphism Φ.
This completes our list of technical facts about Lie algebroids. As we have seen,
these objects closely resemble the tangent bundle of a manifold together with the
Lie bracket of vector fields. The whole machinery of (Riemannian) differential
geometry is based heavily on the latter structures and therefore the immediate
question of generalizing differential geometry to Lie algebroids arises. The positive
answer to this question will be the topic of the next section.
2.1.2 Generalizing differential geometry
The tangent bundle TM of a manifold M arises as the set of velocity vectors
tangent to curves in a manifold. One part of differential geometry is concerned
with defining proper derivatives of tensorial quantities along the directions of such
velocity vectors. Constructions like Lie/covariant derivatives, curvature and tor-
sion are operators which use vector fields to act on other tensor fields. In most of
these constructions, properties of the Lie bracket like the Jacobi identity and the
Leibniz rule play an important role. As these are imitated by Lie algebroids, one
is tempted to construct Lie derivatives and covariant derivatives with respect to
sections in a general Lie algebroid. The possibility of this program and its exten-
sion also to torsion and curvature is described for example in [31] (see also [32]).
In the following we are going to review the most important constructions in this
setting in order to prepare the formalism to be used in later sections and to set
our conventions.
Lie derivative
Let (E, [·, ·]E, ρ) be a Lie algebroid. We start with the generalization of the Lie
derivative. In the standard case, the Lie derivative of a function f ∈ C∞(M) with
respect to a vector field X ∈ Γ(TM) is given by acting with the vector field on the
function: LX(f) = X(f) = X
m∂m(f). For a section s of E it is a priori not clear
how to act on functions on the manifold. Only the anchor map relates sections in
E to ordinary vector fields. We therefore define the action on functions f by
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Definition 2.1.6. The Lie derivative of a function f on M with respect to a
section s ∈ Γ(E) is given by
Ls(f) := s(f) := ρ(s)(f) . (2.1.20)
In the trivial example of TM this definition coincides with the original Lie deriva-
tive, by using the identity map as an anchor. For the example of T ∗M mentioned
in the last section, formula (2.1.6) allows us to define derivatives in the direction
of a one-form. In particular, for dxa we have:
Ldxi(f) = β](dxi)(f) = βij∂jf =: Dif , (2.1.21)
where we introduced the differential operator Da = βab∂b, which can be considered
to be a generalization of the standard partial derivative. Note that (2.1.6) is
compatible with the Lie bracket on E due to the following relation for a function
f : [Ls1 ,Ls2]f = L[s1,s2]Ef , (2.1.22)
which is a simple consequence of the homomorphism property (2.1.2) of the anchor.
Note the similarity to the standard case!
The Lie derivative acting on sections of E is defined using the bracket on
the total space E, while for sections of the dual E∗ the Cartan formula and the
associated differential dE on E
∗ are employed. Again, the constructions are done
in complete analogy to the standard case of the tangent bundle. Let us formulate
the precise statement in the following definition:
Definition 2.1.7. Let s, si be sections of E and α a section of E
∗. Then the Lie
derivative of s2 with respect to s1 and of the dual section α with respect to s are
given by
Ls1s2 = [s1, s2]E , Lsα = ιs ◦ dE α + dE ◦ ιs α , (2.1.23)
where the insertion map ι is defined in the standard way, that is for a local basis
{si} of Γ(E) and dual basis {sj} of E∗ we have ιsisj = δji .
The extension of (2.1.23) to multi-sections is given by using the product rule as it
is done for the standard Lie derivative. With the definitions (2.1.6) and (2.1.23)
it is now easy to prove the following properties of the Lie derivative for a Lie
algebroid:
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Proposition 2.1.8. The Lie derivative L has the following properties (the first
two hold for sections in Γ(∧•E∗), whereas the last one is valid in both, Γ(∧•E)
and Γ(∧•E∗))
Ls ◦ dE = dE ◦ Ls , (2.1.24)
ι[s1,s2]E = Ls1 ◦ ιs2 − ιs2 ◦ Ls1 , (2.1.25)[Ls1 ,Ls2] = L[s1,s2]E . (2.1.26)
Proof. The proof can be done in the same way as for the standard Lie derivative.
Covariant derivative
The next step is to generalize the notion of connections and covariant differentia-
tion to a Lie algebroid E, which was done for example in [31]. It turns out that
this can be performed in analogy to the standard case. Linearity can be directly
generalized, whereas for the Leibniz rule one has to know how to act with sections
in E on functions. But this was given in definition 2.1.6 by using the anchor map.
Thus we have the following:
Definition 2.1.9. Let (E, [·, ·]E, ρ) be a Lie algebroid. A covariant derivative on
E is a bilinear map ∇ : Γ(E)× Γ(E)→ Γ(E) which has the properties:
∇fs1s2 = f∇s1s2 ,
∇s1fs2 = ρ(s1)(f)s2 + f∇s1s2 .
(2.1.27)
for s1, s2 ∈ Γ(E), f ∈ C∞(M).
This definition is extended in the standard way to direct sums and tensor products
of Lie algebroids (because these operations can be performed in general for vector
bundles), e.g. for sections si ∈ Γ(E) we have
∇s1(s2 + s3) = ∇s1s2 +∇s1s3 ,
∇s1(s2 ⊗ s3) = ∇s1s2 ⊗ s3 + s2 ⊗∇s1s3 .
(2.1.28)
Following these definitions, as a next step it is possible to obtain curvature and
torsion operators. They are given by formulas in analogy to the standard case on
the tangent bundle except for the use of the appropriate Lie algebroid bracket.
Definition 2.1.10. Let (E, [·, ·]E, ρ) be a Lie algebroid, si ∈ Γ(E) and ∇ a co-
variant derivative on E. Then curvature and torsion are defined by
R(s1, s2)s3 = ∇s1∇s2s3 −∇s2∇s1s3 −∇[s1,s2]E s3 ,
T (s1, s2) = ∇s1s2 −∇s2s1 − [s1, s2]E .
(2.1.29)
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To see that these expressions are tensors with respect to standard diffeomorphisms
it suffices to check that they are C∞(M)-linear in every argument. The reason is
that for a general C∞(M) multi-linear map A : Γ((⊗rTM)⊗(⊗sT ∗M))→ C∞(M)
and coordinates xi, yi
′
we have
Ai1...ir j1...js = A(dx
i1 , . . . , dxir , ∂j1 , . . . , ∂js)
= A
(
∂xi1
∂yi
′
1
dyi
′
1 , . . . , ∂x
ir
∂yi
′
r
dyi
′
r , ∂y
j′1
∂xj1
∂j′1 , . . . ,
∂yj
′
s
∂xjs
∂j′s
)
= ∂x
i1
∂yi
′
1
· · · ∂xir
∂yi
′
r
∂yj
′
1
∂xj1
· · · ∂yj
′
s
∂xjs
Ai
′
1...i
′
r
j′1...j′s .
(2.1.30)
The proof of C∞(M)-linearity for both expressions in (2.1.29) is now a straight-
forward calculation using the definition (2.1.27) and the Leibniz rule (2.1.1). As
it illustrates nicely the importance of the properties of a Lie algebroid and its use
for generalizing differential geometry, we present as an example the C∞-linearity
of the curvature operator in definition 2.1.29 in the third argument. This ensures
that the operator R(s1, s2) is a C∞(M)-endomorphism:
R(s1, s2)(fs3) = ∇s1∇s2(fs3)−∇s2∇s1(fs3)−∇[s1,s2]E (fs3)
= f
(∇s1∇s2s3 −∇s2∇s1s3 −∇[s1,s2]E s3)
+ ρ(s1) (ρ(s2)(f))− ρ(s2) (ρ(s1)(f))− ρ ([s1, s2]E) (f)
= f R(s1, s2)s3 ,
where in the last line we used the homomorphism property 2.1.2 of the anchor in
a Lie algebroid. The proof of linearity in the other arguments uses in addition
the Leibniz-property in definition 2.1.1. Similar arguments hold for the torsion
operator.
Metric
Finally, to generalize Riemannian geometry to the case of Lie algebroids, we have to
give the definition of a metric. Together with the tensor properties of the curvature
and torsion operators, it is then possible to write down actions consisting of scalar
quantities, which are composed for example of curvature operators contracted in
the right way with the metric, as it is done in ordinary gravity theory. This will
be one of our results in later chapters.
A metric on a Lie algebroid E is an element of Γ(E∗⊗sym E∗) which gives rise
to a scalar product for sections in E. The latter will be denoted by
〈si, sj〉 = gij . (2.1.31)
Therefore, if we denote by si, sj sections in the dual Lie algebroid E∗, we can write
the metric g in the form of a symmetric tensor field g = gij s
i ⊗sym sj.
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The last concept which we want to introduce in this brief list of differential
geometric notions is an analogue of the Levi-Civita connection for Lie algebroids.
It turns out that a similar statement about existence and uniqueness as known
from Riemannian geometry is possible. For the purpose of reminding the reader
about the precise conditions and to see the generalization, let us formulate the
following definition:
Definition 2.1.11. Let (E, [·, ·]E, ρ) be a Lie algebroid with metric g, giving rise
to the scalar product 〈·, ·〉. Then there exists a unique connection ∇˚ having the
following properties:
• vanishing torsion: ∇˚s1s2 − ∇˚s2s1 = [s1, s2]E,
• metricity: ρ(s1)〈s2, s3〉 = 〈∇˚s1s2, s3〉+ 〈s2, ∇˚s1s3〉.
In analogy to the Riemannian case, it is called Levi-Civita connection.
The connection ∇˚ is characterized by the Koszul formula, whose proof uses the
same techniques as in standard Riemannian geometry. Later on, we are going to
use it to calculate the connection coefficients (Christoffel symbols) for specific Lie
algebroids. The Koszul formula allows to express the connection in terms of the
anchor and the metric components and is given by
2
〈∇˚s1s2, s3〉 = s1(〈s2, s3〉)+ s2(〈s3, s1〉)− s3(〈s1, s2〉)
− 〈s1, [s2, s3]E〉+ 〈s2, [s3, s1]E〉+ 〈s3, [s1, s2]E〉 .
(2.1.32)
where the action of sections si in E is again given by applying the anchor map, as
was defined in 2.1.6.
This completes our survey in generalizing notions of Riemannian geometry to
Lie algebroids. As we have seen, similar constructions like Lie/covariant deriva-
tive, curvature, torsion and Levi-Civita connections are possible. The anchor map
is used to define how sections in a general Lie algebroid act on functions and
therefore establishes the connection to the tangent bundle of the base manifold.
It is important to note that this simple statement has far reaching consequences
for the type of differential geometry constructed on a general Lie algebroid: In
the most important expressions for physics, like the curvature tensor (expressed
in terms of the Levi-Civita connection), the anchor is built in non-trivially. One
could go even further by saying that the generalization of differential geometry
to the Lie algebroid setting introduces the anchor as a new basic tensor field into
the formalism which is of equal importance as the metric (which in Riemannian
geometry was the only basic field variable).
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2.2 Lie bi-algebroids and Courant algebroids
One of the most important mathematical structures used in the generalized ge-
ometry description of supergravity is that of a Courant algebroid. The unified
description of one-forms and vector fields by sections in the generalized tangent
bundle TM ⊕T ∗M needs an extension of the standard Lie bracket to include vec-
tor fields and one-forms on an equal footing. Mathematically, it turns out that
the combination of a Lie algebroid with its dual into a so-called Lie bi-algebroid
results in the structure of a Courant algebroid [29, 33].
2.2.1 Lie bi-algebroids
Consider a Lie algebroid (E, [·, ·]E, ρ) (which we simply call E in the following)
over a manifold M and assume the existence of a bracket [·, ·]E∗ on the dual vector
bundle E∗ and a bundle homomorphism ρ∗ : E∗ → TM such that (E∗, [·, ·]E∗ , ρ∗)
is again a Lie algebroid. According to the last section (especially (2.1.6)), from E
we can construct a differential on sections of the dual bundle and similar for E∗:
dE : Γ(∧kE∗)→ Γ(∧k+1E∗) ,
dE∗ : Γ(∧kE)→ Γ(∧k+1E) .
(2.2.1)
In addition we know that the brackets on the two Lie algebroids can be extended
to the algebra of alternating multisections Γ(∧•E) and Γ(∧•E∗). Therefore, also
differentiating sections in the bracket is a well defined operation. With this infor-
mation, a Lie bi-algebroid is given by the following definition [33]:
Definition 2.2.1. Let E and E∗ be two Lie algebroids that are dual as vector
bundles. Then the pair (E,E∗) is called a Lie bi-algebroid if the differential dE
is a graded derivation of the bracket [·, ·]E∗ on E∗, i.e. the following compatibility
condition for sections s1 ∈ Γ(∧kE∗), s2 ∈ Γ(∧•E∗) holds:
dE ([s1, s2]E∗) = [dE s1, s2]E∗ + (−1)k[s1, dE s2]E∗ . (2.2.2)
To illustrate the concept, let us mention a simple example which is also relevant
for later discussions. Let M be a Poisson manifold with Poisson tensor β =
1
2
βij ∂i ∧ ∂j. Consider E = T ∗M to be the Lie algebroid of the third example
in section 2.1.1, whose bracket is given by the Koszul-Schouten bracket (2.1.12)
and E∗ = (T ∗M)∗ = TM the trivial Lie algebroid. As pointed out there, the
differential dE is given by the Schouten bracket dβ = [β, ·]SN whereas dE∗ is the
standard de Rham differential. From the graded Jacobi identity (2.1.5) of the
Schouten–Nijenhuis bracket one easily infers the compatibility relation for sections
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s1 ∈ Γ(∧kTM), s2 ∈ Γ(∧•TM)
dβ[s1, s2] = [β, [s1, s2]SN ]SN
= [ [β, s1]SN , s2]SN + (−1)k [s1, [β, s2]SN ]SN
= [dβ s1, s2]SN + (−1)k[s1, dβ s2]SN .
(2.2.3)
Thus we proved that the pair (T ∗M,TM) together with the corresponding brackets
is a Lie bi-algebroid. In the same way but starting with the trivial Lie algebroid
TM , one can see that also the pair (TM, T ∗M) is a Lie bi-algebroid. This is a
special case of the fact that given a Lie bi-algebroid (E,E∗), also the dual pair
(E∗, E) is a Lie bi-algebroid.
2.2.2 Courant algebroids
It turns out that to every Lie bi-algebroid, one can associate a Courant algebroid
structure. The most important example used in physics is the generalized tangent
bundle TM⊕T ∗M , which we describe below. But first of all let us give the precise
definitions and properties of a Courant algebroid. We closely follow the work [33].
Consider a vector bundle E together with a bracket [·, ·]E. For sections si ∈ Γ(E)
we define the Jacobiator to be the following operator:
J(s1, s2, s3) = [ [s1, s2]E, s3]E + [ [s2, s3]E, s1]E + [ [s3, s1]E, s2]E . (2.2.4)
Thus the Jacobi identity of a Lie algebroid is given by the condition J = 0. Now
we are ready to give the following definition:
Definition 2.2.2. Let M be a manifold and E → M be a vector bundle together
with a non-degenerate symmetric bilinear form 〈·, ·〉, a skew-symmetric bracket
[·, ·]E on its sections Γ(E) and a bundle map α : E → TM . Then (E, [·, ·]E, 〈·, ·〉, α)
is called a Courant algebroid if the following properties hold:
• For s1, s2 ∈ Γ(E): α([s1, s2]E) = [α(s1), α(s2)]E.
• For s1, s2 ∈ Γ(E), f ∈ C∞(M):
[s1, f s2]E = f [s1, s2]E + α(s1)(f) s2 − 12〈s1, s2〉Df . (2.2.5)
• α ◦ D = 0, i.e. for f, g ∈ C∞(M): 〈Df,Dg〉 = 0.
• For e, s1, s2 ∈ Γ(E):
α(e)〈s1, s2〉 = 〈[e, s1]E + 12D〈e, s1〉, s2〉+ 〈s1, [e, s2]E + 12D〈e, s2〉〉 . (2.2.6)
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• For si ∈ Γ(E): J(s1, s2, s3) = DT (s1, s2, s3),
where we defined the map D : C∞(M)→ Γ(E) by
〈Df, s〉 = α(s)(f) , (2.2.7)
and the map T (s1, s2, s3) is a function on the base space M defined by
T (s1, s2, s3) =
1
6
〈[s1, s2]E, s3〉+ cyclic . (2.2.8)
Before giving the most important example, let us clarify the relation to Lie bi-
algebroids. Suppose that we have a Lie bi-algebroid (E,E∗). We want to write
down a Courant algebroid structure on the vector bundle direct sum S = E ⊕E∗.
In order to describe the corresponding bracket and anchor we use the following
notation for the objects in E and E∗:
• Lie algebroid E: Anchor map ρ, sections X1, X2, Lie derivatives LEXi , exterior
derivative dE;
• Lie algebroid E∗: Anchor map ρ∗, sections ξ1, ξ2, Lie derivatives LE∗ξi , exterior
derivative dE∗ .
In addition, we introduce the following two bilinear forms on S, of which the first,
indexed by “+” is symmetric and the second indexed by “−” is antisymmetric:
〈X1 + ξ1, X2 + ξ2〉± = ιX2ξ1 ± ιX1ξ2 . (2.2.9)
To get the structure of a Courant algebroid on S, we introduce the map α and the
derivative map D of the above definition as:
α(X + ξ) := ρ(X) + ρ∗(ξ); D := dE + dE∗ . (2.2.10)
The bracket on S is given by a combination of brackets on the algebroids E and E∗
together with Lie derivatives and exterior derivatives of the corresponding duals.
More precisely we define for sections si = Xi + ξi ∈ Γ(S):
[s1, s2]S = [X1, X2]E + LE∗ξ1 X2 − LE
∗
ξ2
X1 − 12dE∗ 〈s1, s2〉−
+ [ξ1, ξ2]E∗ + LEX1ξ2 − LEX2ξ1 + 12dE 〈s1, s2〉− .
(2.2.11)
With these definitions, it is possible to show the following result which gives the
connection between Lie bi-algebroids and Courant algebroids [29, 33]:
Proposition 2.2.3. If (E,E∗) is a Lie bi-algebroid, then (S, [·, ·]S, 〈·, ·〉+, α) is a
Courant algebroid.
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It is a natural question if we can decompose a Courant algebroid into the direct
sum of two Lie algebroids. This is possible if we can decompose it into so-called
Dirac structures. Let us give the definition of the latter:
Definition 2.2.4. Let (E, [·, ·]E, 〈·, ·〉, α) be a Courant algebroid. A subbundle
D ⊂ E is called a Dirac structure if it is maximally isotropic under 〈·, ·〉 and its
sections are closed under [·, ·]E.
Here, a subbundle D is isotropic under 〈·, ·〉, if 〈s1, s2〉 = 0 for sections si ∈
Γ(D). It is called maximally isotropic if it has the maximal possible dimension
of a subbundle having the latter property. If there exists a decomposition of a
Courant algebroid into the direct sum of Dirac structures, we have the following
result [29, 33]:
Proposition 2.2.5. Let (E, [·, ·]E, 〈·, ·〉, α) be a Courant algebroid. If it can be
decomposed into transversal Dirac structures, i.e. E = D1 ⊕D2, then (L1, L2) is
a Lie bi-algebroid, where L2 can be considered as the dual to L1 with respect to the
pairing 〈·, ·〉.
To conclude this section, we describe a simple example of a Courant algebroid. Let
TM be the trivial Lie algebroid and T ∗M be the cotangent bundle together with
zero anchor and zero bracket. Then it is easy to show that we get a Courant alge-
broid TM ⊕T ∗M by taking the following bracket which was originally introduced
by Courant [34]:
[X1 + ξ1, X2 + ξ2] = [X1, X2] + LX1ξ2 − LX2ξ1 + 12d (ξ1(X2)− ξ2(X1)) . (2.2.12)
The two subbundles TM and T ∗M are maximally isotropic subbundles and there-
fore we have the Lie bi-algebroid (TM, T ∗M), which one can check also directly.
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Chapter 3
Open strings and deformation
quantization
In the standard formulation of quantum mechanics, classical observables, which
are determined by the Poisson ∗-algebra1 of smooth functions on phase space, get
replaced by a ∗-algebra of operators on a Hilbert space. An important consequence
of this procedure is the replacement of classical commutativity by quantum non-
commutativity of observables. For the simplest phase space R2n quantum observ-
ables are given by (unbounded) operators on the space of square integrable func-
tions. Examples are position and momentum operators and polynomials thereof.
The relation of the classical Poisson structure and the commutator of operators is
given by the correspondence principle:
{f, g} → 1
i~
[fˆ , gˆ] , (3.0.1)
where fˆ , gˆ are the operators corresponding to the classical observables f, g (e.g.
for R2n with coordinates xi, pi given by polynomials of multiplication operators by
xi and momentum operators ~
i
∂
∂xi
).
The generalization of a quantization procedure to more complicated phase
spaces like general Poisson manifolds is done in the most transparent way by using
another approach to mathematically describe the algebra of quantum observables.
In deformation quantization [5, 6], the observables get replaced by formal power
series of C∞(M)[[~]] in a deformation parameter (which is physically interpreted as
Planck’s constant ~). Non-commutativity of the quantum algebra of observables
is encoded by using a star product instead of pointwise multiplication, which is
1A ∗-algebra over C is an algebra A with a C-antilinear, involutive antiautomorphism ∗, i.e.
for a, b ∈ A, z, w ∈ C: (za+ wb)∗ = z¯a∗ + w¯b∗ , (a∗)∗ = a , (ab)∗ = b∗a∗ .
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defined by:
? : C∞(M)[[~]]× C∞(M)[[~]]→ C∞(M)[[~]] (3.0.2)
f ? g =
∞∑
k=0
~k Ck(f, g) , (3.0.3)
where the bilinear maps Ck(·, ·) are determined by the following properties
• ? should be associative,
• C0(f, g) = fg ,
• C1(f, g)− C1(g, f) = i{f, g} ,
• f ? 1 = 1 ? f = f .
The second axiom states that the product is a deformation of the classical commu-
tative product whereas the third axiom gives again the correspondence principle.
It turns out that the formalism of star products reproduces many of the im-
portant results of standard quantum mechanics like the spectrum of the hydrogen
atom [6] and allows for a generalization to phase spaces which are arbitrary sym-
plectic or Poisson manifolds [35, 7].
So far we described the approach of deformation quantization as a mathematical
concept introduced independent of physical motivations, which turned out to be
suitable to describe quantum properties of observables on general phase spaces.
In the last two decades, string theory was able to give a derivation of the form
of important star products by considering spacetime itself (or better the world-
volume of D-branes) instead of phase spaces. By considering open string theory
in the presence of a constant Neveu-Schwarz B-field, it was possible to derive the
structure of the Moyal-Weyl star product by considering correlation functions of
open string vertex operators [14, 15]. Later it was possible to generalize this to the
case of non-constant but closed B-field, resulting in a derivation of Kontsevich’s
star product (e.g. [36]). Further generalizations for non-vanishing H-flux were
studied for example in [37, 38].
In this chapter we first describe the simplest case of constant B-field and then
sketch the generalization to non-constant and non-closed B-fields. It will turn
out that this case results in non-associative star products. The mathematical
description of the latter is still not understood completely.
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3.1 Constant B-field: Non-commutativity
In [14, 15], it was realized that spacetime seen by the endpoints of open strings in
the presence of a NS-NS B-field is non-commutative in the sense, that the product
of functions depending on the coordinates of the D-brane where the open string is
located is given by the Moyal-Weyl star product
(f ? g) (x) = exp
(
iθij ∂
∂xi
⊗ ∂
∂yj
)
f(x)g(y)|x=y
= f(x)g(x) + iθij∂if(x) ∂jg(x) + . . .
(3.1.1)
We are going to review the main arguments for this observation and establish an
identification of the non-commutativity parameter θij in terms of the (inverse)
B-field. Consider the following open string sigma model2
S =
1
4piα′
∫
H
d2z
(
gij ∂X
i∂¯Xj − 2piα′ Bij ∂X i∂¯Xj
)
. (3.1.2)
Varying with respect to X i leads to the following conditions at the boundary ∂H
due to integration by parts:
gij
(
∂¯ − ∂)Xj|z=z¯ − 2piα′Bij (∂¯ + ∂)Xj|z=z¯ = 0 . (3.1.3)
The exact propagator in two dimensions with these boundary conditions is a stan-
dard result in mathematics. Before stating it, let us try to understand special cases
of (3.1.3). If B is invertible, in the limit g → 0 (meaning that B is very strong),
the boundary conditions become Dirichlet. Therefore the real line behaves like
a conducting line in electrostatics. The solution is thus given by the method of
image charges, i.e. the sum of two opposite point charges at positions w and w¯:
〈X i(z)Xj(w)〉 = gij ln |z − w| − gij ln |z − w¯| . (3.1.4)
Conversely, for B → 0, we get Neumann boundary conditions, which give a plus
sign in the above formula. Later we will consider another special limit to exhibit
non-commutativity. But now, let us state the precise propagator:
〈X i(z)Xj(w)〉 = − α′[gij ln |z − w| − gij ln |z − w¯|
+Gij ln |z − w¯|2 + 1
2piα′
θij ln
z − w¯
z¯ − w + C
]
,
(3.1.5)
2We are interested in the classical approximation to open strings, therefore the world sheet
will be the upper half-plane H.
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where we defined the following fields [15]:
Gij =
( 1
g + 2piα′B
g
1
g − 2piα′B
)ij
,
Gij = gij − (2piα′)2(Bg−1B)ij ,
θij =− (2piα′)2
( 1
g + 2piα′B
B
1
g − 2piα′B
)ij
.
(3.1.6)
Performing the above mentioned limits, we again recover (3.1.4) if we fix the inte-
gration constant C to vanish. We are interested in open strings, so the insertion
of the corresponding vertex operators is at the boundary, i.e. the real line. Re-
stricting the propagator to it, we get
〈X i(τ1)Xj(τ2)〉 = −α′Gij ln(τ1 − τ2)2 + i
2
θij(τ1 − τ2) , (3.1.7)
where (τ) gives 1 for positive τ and −1 for negative τ . From this result, we
can already see the non-commutativity of spacetime probed by open strings if we
calculate the equal-time commutator of two fields X i, Xj at the boundary of the
world-sheet:[
X i(τ), Xj(τ)
]
:= lim
δτ→0
〈T (X i(τ)Xj(τ − δτ )−X i(τ)Xj(τ + δτ ))〉
= i θij ,
(3.1.8)
where T (. . . ) denotes time ordering on the real line and δτ is a shift in the world-
sheet time. We observe that the result is independent of the world sheet coordi-
nates, i.e. we can interpret it as a real spacetime property.
To finally see directly the Moyal-Weyl product (3.1.1) of functions, we look at
open string vertex operators in which α′ → 0 with G and θ kept fixed (which is
also called Seiberg-Witten-limit, see [15]). Let us assume that the matrix B has
full rank equal to the dimension of spacetime. The limit is done by setting the
following scaling
α′ ∝ √ → 0 ,
gij ∝  → 0 ,
Bij ∝ 0 .
(3.1.9)
Thus, (3.1.6) can be simplified to
Gij = − 1
(2piα′)2
(
B−1 g B−1
)ij
,
Gij = (2piα
′)2(Bg−1B)ij ,
θij =
(
B−1
)ij
.
(3.1.10)
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In this limit, the propagator on the real line (3.1.7) simplifies to
〈X i(τ1)Xj(τ2)〉 = i
2
θij(τ1 − τ2) . (3.1.11)
Using this propagator, we are now able to calculate normal ordered products of field
operators. The simplest but non-trivial functional dependence on the coordinates
is given by the exponential function, so we consider tachyon vertex operators
Vp
def
=: eipiX
i(τ) :. Using the formula for the product of two such operators derived
in the appendix, we get:
: eipiX
i(τ) :: eiqjX
j(0) := e−
i
2
θijpiqj(τ) : eipiX
i(τ)+iqjX
j(0) : . (3.1.12)
We can iteratively apply this result to a product on N vertex operators of tachyons.
As a consequence, the N -point tachyon correlation function is given by
〈Vp1 · · ·VpN 〉 = exp
(
− i
2
∑
1≤n<m≤N
pn,iθ
ijpm,j (τn − τm)
)
〈Vp1 · · ·VpN 〉|θ=0 .
(3.1.13)
In the case at hand, the last factor gives a momentum conservation delta function.
Off shell, i.e. without implementing momentum conservation, doing a permutation
of vertex operators gives a non-trivial phase factor due to the -function. It is
intriguing that precisely the same phase is reproduced by exchanging two factors
of the Moyal-Weyl star product of N exponential functions:
ei p1·X ? · · · ? ei pN ·X = exp
(
− i
2
∑
1≤n<m≤N
pn,iθ
ijpm,j
)
ei (
∑N
n=1 pn)·X . (3.1.14)
More generally for arbitrary functions (e.g. approximated arbitrary precise by
polynomials) depending on the coordinate fields, denoted by f(X(τ)), g(X(τ)),
the following relation can be shown (e.g. [14]) for normal ordered products:
: f(X(τ)) :: g(X(0)) :=: e
i
2
(τ)θij ∂
∂Xi(τ)
∂
∂Xj(0)f(X(τ))g(X(0)) : (3.1.15)
and for the limit τ
>→ 0 we recover the Moyal-Weyl star-product (3.1.1) of the
functions depending on X(0).
3.2 General B-field: Non-associativity
In the previous section we sketched the derivation of the Moyal-Weyl star product
by open string perturbation theory. The assumption of constant and therefore
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closed B-field simplified the calculation of correlation functions and resulted in
the most basic example of an associative star-product.
Assuming now general fields gij(X) and Bij(X) in the open string sigma model
(4.1.3), correlators of vertex operators can be computed perturbatively by using a
background field expansion ([37, 38, 39]) in the following way:
X i(z, z¯) = xi0 + ζ
i(z, z¯) ,
gij(x0 + ζ) = ηij − 13Rikjlζkζ l + . . . ,
Bij(x0 + ζ) = Bij(x0) + ∂kBij(x0)ζ
k + 1
2
∂k∂lBij(x0)ζ
kζ l + . . . ,
(3.2.1)
where ζ i(z, z¯) is a fluctuation around the constant point x0 on the target space, ηij
is the flat background metric and Rikjl is the Riemann tensor corresponding to the
metric gij(x0). The calculation of correlation functions involving the fluctuation
ζ i was done e.g. in [37] and results in the following product “•” of functions f, g:
f • g = f ? g − 1
12
θil∂lθ
jk (∂i∂jf ? ∂kg + ∂kf ? ∂i∂jg)
+O ((∂θ)2, ∂2θ) , (3.2.2)
where ? denotes the standard Moyal-Weyl product (3.1.1) and we expanded up
to combinations where only one derivative of the non-commutativity parameter θ
is involved. The latter is determined by the background fields η,B introduced in
(3.2.1) and takes a similar form as in the last section:
θij = −( 1
η −BB
1
η +B
)ij
. (3.2.3)
It was observed in addition that the •-product whose terms can be computed order
by order perturbatively is not associative :
(f • g) • h− f • (g • h)
= 1
6
θimθjnθklHmnl ∂if ? ∂jg ? ∂kh+O(∂2) ,
(3.2.4)
where we introduced the H-flux as the exterior differential of the two-form which
we get by inverting the non-commutativity parameter θ: H := d (θ−1). The
associativity of the •-product is restored in the limit H → 0.
Finally, in analogy to the non-commutativity of spacetime coordinates (3.1.8)
we can see the non-associativity of spacetime by introducing a bracket with three
arguments which is determined by the Jacobi-identity of the commutator [·, ·]• of
the •-product:
[f, g, h] := [f, [g, h]•]• + [g, [h, f ]•]• + [h, [f, g]•]• . (3.2.5)
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Evaluating this bracket on the spacetime coordinates xi, xj, xk leads to a very
simple expression [37], determined by the measure of non-associativity H:[
xi, xj, xk
]
= θimθjnθklHmnl . (3.2.6)
To sum up, in the case of general B-field backgrounds, it is still possible to calculate
star products perturbatively by using a background field expansion. However, the
resulting deformation of the classical product is non-associative. The strength of
this non-associativity is measured by d(θ)−1.
If we look again at the expression (3.2.3) for the non-commutativity parameter,
we observe that for strong B-fields B  η, the expression reduces to θ = B−1, i.e.
the non-associativity in (3.2.6) is determined by the original NS-NS H-flux.
It is well known from closed string theory that considering T-duals to configu-
rations with H-flux leads to so-called geometric and non-geometric fluxes3. Thus
a natural question would be if one can see similar effects of non-associativity also
in the closed string case with non-vanishing H-flux and its T-dual configurations.
We will come back to this question in later chapters.
3We will introduce some important facts about geometric and non-geometric fluxes in the
next chapter.
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Chapter 4
Non-geometric flux backgrounds
Compactifications of string theory on geometric manifolds serve as a very rich
source of interesting mathematics and physics. Calculations of correlation func-
tions in the topological string lead to far reaching insights into topics on the
mathematical frontier like mirror symmetry or Gromov-Witten theory. On the
physical side, they were even more inspiring: Compactification on complex three-
dimensional Calabi-Yau manifolds and their orientifolds together with intersecting
branes are the ingredients of constructing realistic models of particle physics and
cosmology.
However, from a conformal field theory point of view, geometric compactifica-
tions are only a subset of possible string theory models, maybe they are not even
the generic case. For example, in theories like asymmetric orbifolds, there is no
geometric interpretation of the target space.
In the case of geometric compactifications involving NS-NS three-form flux H,
in the last decade it became clear that T-duality may connect such compactifi-
cations to backgrounds which go beyond the framework of differential geometry
[40, 41, 42, 43, 44, 22, 23, 45, 20, 46, 47, 48, 49, 50]. Starting with an approximate
solution to the string equations of motion given by a torus with H-flux, T-duality
in an isometric direction leads to a twisted torus. Whereas this can still be des-
cribed by geometric f -flux, a second T-duality results in an object whose set of
transition functions between coordinate charts has to be extended to include also
the T-duality group. It is called T-fold and is characterized by the non-geometric
Q-flux. Even though no isometry direction being left, one can perform a formal
third T-duality and there are hints that the resulting space which carries R-flux
is non-commutative or even non-associative. This is often summarized in the fol-
lowing chain of dualities:
Habc
Ta←−→ fabc Tb←−→ Qcab Tc←−→ Rabc . (4.0.1)
In this chapter, we start by describing the action of T-duality when there are
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isometric directions on the target space manifold. The Buscher rules give a des-
cription how to get the dual geometry in this case and we study in more detail the
duality action for constant background fields in the case of compactification on a
torus. We continue by giving a brief motivation for the mathematical structure of
non-geometric Q- and R-fluxes, which is followed by the most prominent exam-
ple of compactification on a torus with constant H-flux and its T-dual versions.
Finally, we sketch the four-dimensional effective viewpoint. The aim for having
an effective superpotential whose coefficients map bijectively to each other when
going from type IIA to type IIB compactifications was one of the first motivations
to introduce nongeometric fluxes.
Due to the enormous amount of activity in the field, this will be far from
being complete. Important topics like the formalism of double field theory (e.g.
[51, 52, 53, 54]) will not be touched. The goal of this chapter is to concentrate on
the structural aspects which are important for later sections.
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4.1 Introduction: The Buscher rules
T-duality is an example of a symmetry which is inherent to string theory due to its
fundamental objects, which are one-dimensional instead of the pointlike character
of particles. Intuitively, the statement of T-duality is that string theories on T-
dual backgrounds are equivalent, i.e. a string cannot distinguish between dual
geometries. This has the advantage that one can extract information about exotic
geometries by studying string theory on dual backgrounds. The easiest examples
are circle compactifications of radii R and R−1, which we review briefly in the
following.
Take for simplicity closed bosonic string theory with target space topology
R1,24 × S1R, i.e. compactification on a circle with radius R. Denoting by n,w the
momentum and winding numbers, respectively and byN, N¯ the oscillator numbers,
the mass formula for the closed string spectrum (e.g. [55, 56]) is given by:
M2 =
n2
R2
+
w2R2
(α′)2
+
2
α′
(
N + N¯ − 2) . (4.1.1)
Thus the spectrum is invariant under the T-duality transformation
R→ α
′
R
, n↔ w , (4.1.2)
meaning that the two theories on circles with radii R and α′/R are equivalent. On
the level of worldsheet sigma-models, this phenomenon can be seen by Buscher’s
procedure [16, 57]. To simplify notation, we set α′ = 1. Consider the sigma model
on the sphere P1 with target space metric Gab and NS-NS B-field Bab:
S =
1
2pi
∫
P1
d2z (Gab +Bab) ∂X
a∂¯Xb . (4.1.3)
We observe that the theory is invariant under the change of target space coordinate
fields δX i = vi, if vi are the components of an isometry direction v of the metric
and the H-field and  is a small parameter:
LvG = 0 ,
LvH = 0 → LvB = dω ,
(4.1.4)
where H = dB and ω is an arbitrary one-form. In addition, if we have a dilaton
term
Sd =
1
2pi
∫
d2z φR(2) , (4.1.5)
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the dilaton condition vi∂iφ has to be satisfied. Having an isometry of this type,
we can introduce coordinates {θ := X0 , Xa} in such a way that the fields do not
depend on the isometry direction θ. Consequently, we are able to introduce an
action with trivial dependence on θ and an additional variable θ˜ which first appears
as a Lagrange multiplier but later turns out to be the isometry coordinate of the
dual theory. Together with auxiliary fields A, A¯ this action is given by:
S1 =
∫
d2z
[
G00AA¯+ (G0a +B0a)A∂¯X
a + (Ga0 +Ba0) ∂X
aA¯
+ (Gab +Bab) ∂X
a∂¯Xb + θ˜
(
∂A¯− ∂¯A)] . (4.1.6)
Integrating out the Lagrange multiplier field θ˜ results in
∂A¯− ∂¯A = 0 , (4.1.7)
i.e. in our case we can take A¯ = ∂¯θ, A = ∂θ as a solution and we recover the
original action (4.1.3). Integrating out instead the auxiliary fields A and A¯ results
in
A = − 1
G00
(Ga0 +Ba0) ∂X
a +
1
G00
∂θ˜ ,
A¯ = − 1
G00
(G0a +B0a) ∂¯X
a − 1
G00
∂¯θ˜ ,
(4.1.8)
and we arrive at a dual sigma model with similar structure if we identify the field
θ˜ with the dual isometry direction X˜0:
S˜ =
1
2pi
∫
P1
d2z
(
G˜ab + B˜ab
)
∂X˜a∂¯X˜b , (4.1.9)
where the new fields are given by the Buscher rules [16, 57, 58]:
G˜00 =
1
G00
, G˜0a =
B0a
G00
, G˜ab = Gab − Ga0G0b +Ba0B0b
G00
, (4.1.10)
B˜0a =
G0a
G00
, B˜ab = Bab − Ga0B0b +Ba0G0b
G00
. (4.1.11)
Noting that the metric on a circle of radius R can be given by G00 = R
2, we can
recover the statement concluded from the mass formula (4.1.1) as a special case.
The above arguments are completely on the classical level. Quantum mechanically,
the proof of the equivalence of T-dual theories is subtle (see for example [58]). We
only want to mention that the transformation laws for the fields receive corrections
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coming from the Jacobian of integrating out the auxiliary fields. At one loop this
leads to a shift in the dilaton:
φ→ φ+ lnG00 . (4.1.12)
In the following sections we only concentrate on classical aspects and the last result
was only listed for completeness.
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We now want to present a different viewpoint on the above insights about the
action of T-duality on the background G- and B-fields (see for example [59, 56]).
Using the Hamiltonian formalism for the action (4.1.3) of the last section, we will
analyse symmetries of the spectrum and rederive the Buscher rules (4.1.10). To
apply world-sheet Hamiltonian methods, let us rewrite the sigma model action in
local coordinates τ ∈ R and σ ∈ [0, 2pi] :
S = − 1
4pi
∫ 2pi
0
dσ
∫
R
dτ
(
ηαβ∂αX
µ∂βX
νGµν + 
αβ∂αX
µ∂βX
νBµν
)
, (4.2.1)
where we again take α′ = 1, and the conventions for the world-sheet are:
ηαβ = diag(−1, 1), 10 = −01 = 1, ∂α = (∂τ , ∂σ) . (4.2.2)
We consider compactification on a d-dimensional torus T d with flat external space,
thus the metric and B-field can be split into internal and external parts:
Gµν =
(
Gij 0
0 ηab
)
, Bµν =
(
Bij 0
0 0
)
. (4.2.3)
From now on, we only concentrate on the internal part, i.e. our dynamical fields
are Gij and Bij. Denoting derivatives with respect to τ and σ with dot and prime,
respectively, the canonical momentum of the theory on the internal d-torus is given
by:
2piΠi = GijX˙
j +BijX
′j . (4.2.4)
To write down a simple expression for the Hamiltonian of the theory, we assume
Gij and Bij to be constant. In order to compare this situation with the prece-
ding section, we note that equally simple calculations could be performed if the
fields had isometries in some coordinate directions of the torus. In this sense the
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two sections are equivalent, or in other words, if there is no isometric coordinate
direction, the discussion in this section is not applicable.
The world-sheet Hamiltonian density h is given by a Legendre transform of the
Lagrangian in (4.2.1) and can be written in the following convenient form:
h =
1
4pi
(X ′, 2piΠ)H(G,B)
(
X ′
2piΠ
)
, (4.2.5)
where we have introduced the 2d-dimensional generalized metric H, given in terms
of the metric and B-field:
H =
(
G−BG−1B BG−1
−G−1B G−1
)
=
(
1 B
0 1
)(
G 0
0 G−1
)(
1 0
−B 1
)
. (4.2.6)
Now, to write down the Hamiltonian, we recall the mode expansions of the in-
ternal closed string coordinates if we compactify on a d-torus (e.g. [56]). The
identification of the torus coordinates are:
X i ∼ X i + 2piwi = X i + 2pi
d∑
k=1
nkeik , (4.2.7)
where the {ek}k=1,...,d generate the basis of the d-dimensional lattice Λd defining
the torus and nk ∈ Z. The constant B-field does not contribute to the equations
of motion and thus the mode expansion of the compact coordinates is:
X i = xi0 + p
iτ + wiσ + i
∑
n6=0
1
n
(
αne
−in(τ−σ) + α¯ne−in(τ+σ)
)
. (4.2.8)
Comparing with the canonical momentum (4.2.4), we can read off the center of
mass momentum pii:
pii =
∫ 2pi
0
dσΠi = Gijp
j +Bijw
j . (4.2.9)
It is this quantity which generates translations and as a consequence of the com-
pactness of the internal directions, it has to be quantized. More precisely it takes
values in the dual lattice Λ∗d spanned by the dual basis vectors {e∗i}, defined by
e∗i(ej) = δij. Thus the center of mass momentum can be expanded in terms of the
dual basis by:
pii =
d∑
k=1
mke
∗k
i , mk ∈ Z . (4.2.10)
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The expansion (4.2.8) can be split into the sum of left- and right moving sectors
X i = 1√
2
(X iL +X
i
R) by introducing zero modes x
i
0L, x
i
0R and p
i
L, p
i
R:
X iL =x
i
0L + p
i
L(τ + σ) + i
∑
n6=0
1
n
αine
−in(τ+σ) ,
X iR =x
i
0R + p
i
R(τ − σ) + i
∑
n6=0
1
n
α¯ine
−in(τ−σ) .
(4.2.11)
The momentum modes piL/R (which also determine the mass formula) can be ex-
pressed in terms of the center of mass momentum pii and winding w
i by using the
relation (4.2.9). They are given by:
(pi)L/R =
1√
2
[
pii ± (Gij ∓Bij)wj
]
. (4.2.12)
Putting together the results (4.2.5), (4.2.7) and (4.2.10), we are able to express
the Hamiltonian as follows:
H =
∫ 2pi
0
dσ h =
1
2
ktH(G,B)k + ... , (4.2.13)
where the dots consist of terms coming from the oscillator modes and the integer-
valued vector kt = (ni,mi) is given by the center of mass momentum- and winding
quantum numbers introduced in (4.2.7) and (4.2.10), respectively.
For completeness, we want to express the level-matching condition in terms of
the quantum numbers ni and mi. The mass formulas for the left and right moving
sectors are given by:
m2L/R = p
2
L/R + 2(NL/R − 1) , (4.2.14)
where NL/R are the eigenvalues of the corresponding number operators. Therefore
level-matching can be written as m2L = mR
2, and using the expressions (4.2.12)
to write down the masses in terms of the previously introduced quantum numbers
leads to the constraint:
NR −NL = mini = 1
2
ktηk , (4.2.15)
where in the last term we have defined the metric η, which is a 2d×2d-matrix and
explicitely given by:
η =
(
0 1
1 0
)
. (4.2.16)
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For every compactification on a d-torus, the vectors having components piL/R lie on
an even, self dual lattice1 Γd,d [56]. It is a mathematical fact that every such lattice
can be generated by an O(d, d;R)-transformation out of the lattice coming from
the background with flat metric and zero B-field. Equivalent theories are created
by rotations of the momenta by the maximal compact subgroup O(d,R)×O(d,R)
and therefore the moduli space of inequivalent torus compactifications is locally
isomorphic to the coset:
Mloc = O(d, d;R)
O(d;R)×O(d;R) . (4.2.17)
We will see in the following that this can be further reduced by discrete transforma-
tions. To show this, we analyse the transformations under which the Hamiltonian
(4.2.13) and the level matching condition (4.2.15) are invariant. For the latter,
mapping the vector k by an integer valued matrix M (taking the conventions
k˜ = M tk), it is easy to see that we get:
MηM t = η . (4.2.18)
This is the definition of the group O(d, d;Z). To get useful relations and introduce
notation which became standard, let us write a general O(d, d;Z)-matrix in the
form:
M =
(
a b
c d
)
, (4.2.19)
with d-dimensional integer valued matrices a, b, c, d. From the condition (4.2.18),
we infer the relations
atc+ cta = btd+ dtb = 0 , atd+ ctb = 1 ,
abt + bat = cdt + dct = 0 , adt + bct = 1 ,
(4.2.20)
where the second line is not an independent condition but is equivalent to the first
one. We listed both for later reference.
As a next step let us analyse the invariance of the Hamiltonian (4.2.13), i.e.
the invariance of the spectrum of the theory. To shorten notation let us introduce
a combination of the metric and B-field which turns out to be more natural than
the two fields separately:
Eij = Gij +Bij . (4.2.21)
1We now consider 2d-dimensional vectors (pL, pR) ∈ Γd,d in contrast to nkeik ∈ Λd.
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Recalling (4.2.13), a necessary condition for the invariance of the spectrum is given
by:
k˜tH(E˜)k˜ = ktH(E)k , (4.2.22)
where we also assumed that the generalized metric H depends on a transformed
E˜ij. Thus we get the condition for the transformed generalized metric
H(E) = MH(E˜)M t . (4.2.23)
A short calculation shows that this can be achieved by the following action of the
O(d, d;Z)-matrix M on the matrix E˜ij:
E = (aE˜ + b)(cE˜ + d)−1 =:
(
a b
c d
)
E˜ . (4.2.24)
As a result, this action of the group O(d, d;Z) on the background matrix E˜ leaves
the spectrum invariant and hence we also get equivalent theories. The moduli
space of inequivalent torus compactifications is therefore:
M = O(d, d;R)
O(d;R)×O(d;R)/O(d, d;Z) . (4.2.25)
Let us now decompose O(d, d;Z) in order to see how T-duality transformations in
different torus directions are contained. Note that we take constant G and B, and
thus every direction is an isometry in the sense of the previous section about the
Buscher rules.
The generators of O(d, d;Z) consist of three groups which we describe sepa-
rately.
• Discrete B-shifts:
gb =
(
1 b
0 1
)
, bt = −b . (4.2.26)
These matrices correspond to integer-valued shifts of the B-field, as one can
see using the general action of O(d, d;Z) given in (4.2.24). Thus they are the
discrete analogue of B-transformations in generalized geometry.
• Discrete change of bases:
gA =
(
A 0
0 (At)−1
)
, A ∈ GL(d;Z) . (4.2.27)
As one infers again from (4.2.24), these transformations are the discrete ana-
logues of a change of bases. For example a separate reshuﬄing of momentum
and winding quantum numbers belongs to this class of transformations.
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• T-dualities
gT =
(
1− ei ei
ei 1− ei
)
, (ei)mn = δimδin , (4.2.28)
where 1 denotes the identity matrix in d dimensions and ei is the matrix with
only non-trivial entry at the diagonal element (ii). These transformations
are the T-duality transformations, which we are going to analyse in more
detail in the following.
Let us now concentrate on the last group of transformations. We want to show that
they reproduce the Buscher rules (4.1.10). For simplicity we again take constant
background fields. The T-dualities (4.2.28) act on the generalized metric H given
in (4.2.6) by conjugation:
H˜ = gtTHgT = gTHgT . (4.2.29)
From the new generalized metric we can now read off the transformed metric and
B-field. Instead of giving the proof of the equivalence of this operation to the
Buscher rules in full generality, we take a simple example2 to illustrate the method
and to take the opportunity to introduce useful notation. We analyse the action
of T-duality in two different isometry directions of the internal manifold. This
can be given for example by a flat two-torus together with a constant B-field,
parametrized as follows:
G =
(
R21 0
0 R22
)
, B = b
(
0 1
−1 0
)
, (4.2.30)
where R1, R2 are the radii of the two basis cycles of the torus. A common
parametrization of this torus is given by the complex structure τ and the com-
plexified Ka¨hler class ρ defined in terms of the metric and B-field:
τ =
G01
G00
+
i
G00
√
| detG| ,
ρ = B01 + i
√
| detG| .
(4.2.31)
In our case we have τ = iR2/R1 and ρ = b+ iR1R2. T-dualizing in the 0-direction
leads to the interchange of these two parameters by the Buscher rules (4.1.10). Let
us now do the calculation with the generalized metric . For this it is convenient
to parametrize the metric and B-field by the parameters (4.2.31):
G =
Im ρ
Im τ
(
1 Re τ
Re τ |τ |2
)
, B =
(
0 Re ρ
−Re ρ 0
)
. (4.2.32)
2We closely follow the review of this well known example, as given in [60].
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Thus the generalized metric (4.2.6) is given by:
H = 1
Im ρ Im τ

|ρ|2 |ρ|2Re τ −Re ρRe τ Re ρ
|ρ|2Re τ |ρτ |2 −|τ |2Re ρ Re ρRe τ
−Re ρRe τ −|τ |2Re ρ |τ |2 −Re τ
Re ρ Re ρRe τ −Re τ 1
 . (4.2.33)
For applying the action of T-duality given in (4.2.29) in the 0-direction we use the
matrix e0 in definition (4.2.28),
e0 =
(
1 0
0 0
)
. (4.2.34)
The new generalized metric after conjugation is of a similar structure as (4.2.33),
but with exchanged parameters τ ↔ ρ, which means the following form of the dual
metric and B-field:
G =
Im τ
Im ρ
(
1 Re ρ
Re ρ |ρ|2
)
, B =
(
0 Re τ
−Re τ 0
)
. (4.2.35)
Thus, the action (4.2.29) reproduces the Buscher rules. In the same way it is
possible to calculate T-dualities in the other directions (note that we assumed
constant background fields). For later reference we list two more dualities. First,
dualizing in the 1-direction leads to:
G =
Im τ
|τ |2Im ρ
( |ρ|2 −Re ρ
−Re ρ 1
)
, B =
Re τ
|τ |2
(
0 −1
1 0
)
. (4.2.36)
Thus in this case, we get:
τ → −1
ρ
, ρ→ −1
τ
. (4.2.37)
Finally, dualizing along the directions 0 and 1 results in:
G =
Im ρ
|ρ|2Im τ
( |τ |2 −Re τ
−Re τ 1
)
, B =
Re ρ
|ρ|2
(
0 −1
1 0
)
, (4.2.38)
which means the following action on the torus parameters:
τ → −1
τ
, ρ→ −1
ρ
. (4.2.39)
We will come back to these results in later examples, where we still have isometric
directions but for example non-constant B-field. The above rules will then lead to
configurations which are well described if one introduces so-called non-geometric
fluxes. The motivation for the introduction of these new objects is the topic of the
following section.
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4.3 Non-geometric fluxes
The existence of flux compactifications on manifolds T-dual to tori with NS-NS
H-flux was realized in the work [43, 44], by comparing four dimensional effective
superpotentials of type IIA and type IIB orientifold compactifications. As a gui-
ding principle, dual superpotentials should map into each other “bijectively”. From
the absence of terms dual to the integrated H-flux, the existence of non-geometric
Q- and R-flux degrees of freedom was concluded.
In the following sections we first motivate the possibility of such fluxes and their
local structure by purely geometrical considerations. After relating this discussion
to world sheet Poisson sigma models, we give the most prominent example of
an approximate flux compactification given by a three-torus with H-flux, which
illustrates nicely the emergence of f - and Q-fluxes. To finally motivate also the
existence of the R-flux, we sketch the original path of comparing four dimensional
effective superpotentials.
4.3.1 Target space aspects: O(d, d)-transformations
To get more information on a possible local form of the different geometric and
non-geometric fluxes, we recall the generalized metric (4.2.6):
H =
(
G−BG−1B BG−1
−G−1B G−1
)
=
(
1 B
0 1
)(
G 0
0 G−1
)(
1 0
−B 1
)
. (4.3.1)
This is also valid for general spacetime dependent fields, i.e. one can interpret the
generalized metric as a local B-transform of the diagonal metric on the generalized
tangent bundle TM⊕T ∗M . In the same way we can define the local O(d, d) as the
group of transformations leaving the metric η defined in (4.2.16) invariant. This
group can be decomposed locally into diffeomorphisms, local B-transformations
and local β-transformations.
To get information about the structure of the various types of fluxes, we note
the following. Taking a general B-transform,
AB =
(
1 b
0 1
)
, bij = −bji , (4.3.2)
we see from (4.3.1) that a generalized metric with arbitrary B-field can be gener-
ated by such a transformation of the configuration with trivial B-field. Thus, to
every B-transform, we associate the H-flux characterizing the background:
Habc = ∂[abbc] . (4.3.3)
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Similarly, having a basis of the tangent bundle given by {∂i}i=1,...,d , a change of
basis is given by a local GL(d)-transformation a. In the language of generalized
tangent bundles such a transformation is given by:
Aa =
(
a 0
0 (a−1)t
)
. (4.3.4)
A basis change of this type introduces a non-holonomic basis ea = aa
k ∂k of the
tangent bundle defining the geometric flux as the structure constants of such a
basis:
[ea, eb] =
(
a[a
k∂k ab]
n
)
(a−1)nc ec
= f cab ec .
(4.3.5)
These changes of bases are parametrized by d2 degrees of freedom and B-transfor-
mations are given by 1
2
d(d− 1) parameters. To get the full O(d, d)-group, we need
a 1
2
d(d− 1)-dimensional subgroup which is given by β-transformations:
Aβ =
(
1 0
β 1
)
, βij = −βji . (4.3.6)
The simplest combination of the potential β with partial derivatives analogous to
(4.3.5) is given by the following Q-flux:
Qa
bc = ∂aβ
bc . (4.3.7)
Using the generalized tangent bundle we are able to give an interpretation of this
object by seeing it in analogy to the geometric flux. As one can infer from the
index structure in (4.3.7), one has to take a bracket of two one-form-basis fields
instead of vector fields. The corresponding bracket is given by the Koszul-bracket,
introduced in chapter 2, especially in (2.1.12):[
ea, eb
]
KS(β)
= Qc
ab ec , ea, eb, ec ∈ Γ(T ∗M) . (4.3.8)
Indeed, taking the standard basis ea = dxa, we recover the right local structure of
the Q-flux as expected already in (4.3.7):[
dxa, dxb
]
KS(β)
= ∂cβ
ab dxc . (4.3.9)
Following the argument given in [61], to get information about the R-flux we look
at the representation theory of the group O(d, d). In the case d = 6 which is
relevant for torus compactifications, the H-flux has 20 components whereas the f -
and Q-fluxes have 90 components. As physical fields, they should transform in a
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representation of O(d, d). The smallest representation containing the three fluxes
is the 220. Thus, there are 20 degrees of freedom missing, which is the dimension
of an antisymmetric 3-vector (this is the only index structure which remains since
a 3-form is already given by the H-flux).
It is intriguing to take once more the viewpoint of the cotangent bundle. As
shown in (4.3.9), it is possible to express the Q-flux as structure constants of the
Koszul-bracket similarly to the geometric flux in the case of the Lie-bracket. As
was detailed in chapter 2, one can associate the de Rham differential to the Lie
bracket and looking at (4.3.3), we see that the H-flux is given by this differential
acting on the potential B. Similarly, we can associate a differential dβ to the
Koszul bracket (as shown in (2.1.13)) and acting on the bi-vector β = 1
2
βij ∂i ∧ ∂j
results in a totally antisymmetric 3-vector which has the local form of the R-flux
encountered in the literature, e.g. [20]:
R = 1
2
dββ , ↔ Rijk = β[in∂nβjk] . (4.3.10)
To sum up, we identified the local structure of the H-flux, the geometric flux
and the Q-flux and identified their potentials. Whereas the H-flux is the differ-
ential of the B-field and the geometric flux is given by the structure constants of
the Lie-bracket, the Q-flux can be interpreted as the structure constants of the
Koszul-bracket. Finally by considering the representation theory of the symmetry
group O(d, d), we could identify the index structure of the non-geometric R-flux
and by using the differential associated to the Koszul bracket, we were able to
express it as the Poisson-differential dβ of the bi-vector potential β.
4.3.2 Worldsheet aspects: Poisson sigma models
In the last section, we encountered the bi-vector β = 1
2
βij ∂i ∧ ∂j as an important
object to describe the local structure of the non-geometric Q- and R-fluxes. On the
level of the world sheet, this kind of geometric object plays an important role in the
formulation of Poisson sigma models (e.g. [62, 63, 64] and references therein). In
this section we are going to sketch some aspects of this huge field of mathematical
physics which are important for us. Giving an exhaustive treatment of this field
would go far beyond the scope of this work and therefore we refer the reader to
the literature for more information and results. To write down a simple Poisson
sigma model [65], let us introduce the dynamical fields of the theory. We consider
a two-dimensional world sheet Σ with coordinates (σ0, σ1) = (τ, σ). The target
space coordinate fields X i are given by the components of the map X : Σ →M,
where M is the target space manifold. To illustrate the situation, consider the
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following commutative diagram:
T ∗Σ X
∗←− T ∗M
↓ ↓
Σ
X−→ M
(4.3.11)
where X∗ denotes the pullback operation. Thus the derivatives dX i are elements
of X∗(T ∗M), i.e. differential forms on Σ and can be contracted with T ∗M-valued
differential forms p ∈ Γ(T ∗Σ) ⊗ T ∗M having components pi = piα dσα. Finally,
introducing the background fields βij(X) and θij(X) (which can be interpreted as
the metric and bi-vector on the target space), the action for the two-dimensional
Poisson sigma model3 is given by [65]:
S =
∫
Σ
i pi ∧ dX i + 1
2
gij(X)pi ∧ ?2 pj + 1
2
βij(X) pi ∧ pj , (4.3.12)
where ?2 denotes the two-dimensional Hodge-star operator and we dropped terms
that are related to the dilaton. To simplify notation, we also drop factors of 2piα′
because they are not important in this section.
The action (4.3.12) is the starting point to get two theories by eliminating
either the momenta pi or the currents dX
i. On the one hand the standard Polyakov
sigma model (4.2.1) is recovered by integrating out the pi-fields. In the notation
introduced above, the resulting action is:
SP =
∫
Σ
Gij dX
i ∧ ?2 dXj +Bij dX i ∧ dXj . (4.3.13)
On the other hand, eliminating the forms dX i results in an action of a very similar
structure, but with gij and βij as background fields and pi as dynamical variables:
S ′ =
∫
Σ
gij pi ∧ ?2 pj + βij pi ∧ pj . (4.3.14)
It is interesting to note the relation between the two different sets of background
fields as was shown e.g. in [65, 66]:
Gij = (g
−1 − βgβ)−1ij ,
Bij =Gikgjmβ
km = (g−1 − βgβ)−1ik gjmβkm .
(4.3.15)
3Note that we added a term for the metric gij and therefore the model is not topological in
contrast to the original constructions.
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For later reference, we also note the converse relations:
gij =Gij −BimGmnBnj ,
βij = − [(G+B)−1]imBmn [(G−B)−1]nj . (4.3.16)
Due to the equivalence of the two models and their similarity in structure, we take
the previous field redefinition as distinguished in the context of Poisson sigma
models. Indeed, as the results of the last sections show, the set (g, β) will be more
appropriate to describe situations with Q- and R-fluxes, whereas (G,B) will be
the choice for describing geometric configurations with H- and f -fluxes.
Remembering the construction of the Hamiltonian for the Polyakov sigma
model with the generalized metric H(G,B) in section 4.2, especially (4.2.5) and
(4.2.6), we can use the previous field redefinition to get the generalized metric in
terms of the new variables:
H(g, β) =
(
g −gβ
βg g−1 − βgβ
)
=
(
1 0
β 1
)(
g 0
0 g−1
)(
1 −β
0 1
)
, (4.3.17)
i.e. as a β-transform of the diagonal form of the generalized metric written in
terms of g. In the following section we will see at a concrete example, how the two
sets of variables (G,B) and (g−1, β), which are often referred to as frames, can be
used to describe configurations T-dual to a three-torus with H-flux.
4.3.3 Example: 3-torus with H-flux
Let us now discuss one of the most important examples where it is possible to per-
form T-dualities in two different directions, starting from a configuration which has
non-vanishing H-flux. The dual backgrounds can be characterized by geometric
flux f after one T-duality and by non-geometric Q-flux after the second T-duality.
It will turn out that starting with background fields (G,B), the Q-flux background
is described most conveniently in the frame with variables (g, β).
Torus with H-flux
The model we are going to analyse is given by a three-dimensional torus with
coordinates x, y, z (which can be considered to be part of the internal space) with
constant NS-NS H-flux and constant dilaton. It is given by the following flat
metric and gauge choice for the B-field:
G =
R21 0 00 R22 0
0 0 R23
 , B =
 0 Nz 0−Nz 0 0
0 0 0
 , (4.3.18)
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where N is a constant integer. Thus we get the constant flux H = N dx∧dy∧dz.
Note that this configuration is not a solution to the string equations of motion:
Whereas the Bianchi identity for theH-flux is fulfilled trivially, the string equations
of motion are only approximately true in the so-called dilute flux limit :(
N
R1R2R3
)
→ 0 . (4.3.19)
For the rest of the example, we only consider this limit. It turns out that the
T-dual configurations are also solutions to the supergravity equations of motion
up to linear order in the flux. In addition, let us simplify our notation for the
rest of the calculations to point out only the important features of the different
T-duality frames. We choose units where all the radii are equal to one and we only
take one unit of H-flux, i.e.
G =
1 0 00 1 0
0 0 1
 , B =
 0 z 0−z 0 0
0 0 0
 , H = dx ∧ dy ∧ dz . (4.3.20)
A very convenient way of looking at the above geometry is to describe it as a fibra-
tion of a two-torus (coordinates x, y) over a base-S1z . The torus is then described
by the following parameters, introduced in section 4.2:
τ = i , ρ = z + i , (4.3.21)
and we can use the T-duality relations shown in section 4.2 if we dualize in the
direction of isometries. Before starting with the first T-duality, let us note that
the configuration (4.3.20) has the following behavior if we go around the base:
z → z + 1 : B → B + dA , A = xdy − ydx . (4.3.22)
Whereas the metric is trivial, to get a well defined configuration we should use
coordinate charts where the B-field changes by a gauge transformation on the
overlap. We want to compare this geometric situation with the configuration after
two T-dualities where it will turn out that the transition functions between two
charts have to be extended to include also T-dualities.
Geometric f-flux
The above geometry allows for a T-duality in the x-direction. Using equation
(4.2.35) of section 4.2 for the transformation of the fibered torus and noting that
the base circle remains unchanged, the resulting configuration is given by:
G =
1 z 0z z2 + 1 0
0 0 1
 , B = 0 . (4.3.23)
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To diagonalize the above metric, we introduce the following non-holonomic basis:
ex = dx+ zdy , ey = dy , ez = dz . (4.3.24)
To find out the structure constants of the new basis, we can either determine
the corresponding basis of the tangent bundle or directly calculate the exterior
differential of the basis one-forms:
dex = −1
2
fxmn e
m ∧ en → fxyz = −fxzy = 1 , (4.3.25)
where the rest of the structure constants vanish. Thus this configuration has
vanishing H-flux, but non-vanishing geometric f -flux.
Non-geometric Q-flux
The preceding configuration (4.3.23) does not depend on the second coordinate
and therefore the Buscher rules allow for a second T-duality in this direction. The
base of the fibration still remains unchanged and therefore we use equation (4.2.38)
of section 4.2 to get the result for the metric and B-field in this case:
G =
 1z2+1 0 00 1
z2+1
0
0 0 1
 , B =
 0 −zz2+1 0z
z2+1
0 0
0 0 0
 . (4.3.26)
The new torus parameters depend on the third coordinate and are determined by
the relation (4.2.39). Explicitely we have:
τ ′ = −1
τ
= i , ρ′ = −1
ρ
= − 1
z + i
. (4.3.27)
It is interesting to note the transformation behavior of the two parameters if we
go around the base circle z → z + 1:
τ ′(z + 1) = τ ′ , ρ′(z + 1) =
ρ′
−ρ′ + 1 =:
(
1 0
−1 1
)
(ρ′) , (4.3.28)
i.e. the complexified Ka¨hler class is changed by the specific modular transforma-
tion (4.3.28) which is also called a parabolic monodromy. Therefore the transition
functions for our fields are no longer only gauge transformations and diffeomor-
phisms but involve more complicated transformations. To characterize the latter
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in a clear form, we choose the new variables g, β introduced in (4.3.16). In our
case they are given by
g =
1 0 00 1 0
0 0 1
 , β =
 0 z 0−z 0 0
0 0 0
 . (4.3.29)
Thus, a transformation z → z + 1 results in a constant shift of the bi-vector β.
This is an example of a β-transform which is not a standard gauge transformation
or a diffeomorphism and we thus have to extend the set of transition functions of
the resulting torus fibration by β-transformations. Manifolds with this extended
group of transition functions are called T-folds.
Finally, let us note that the above configuration has non-vanishing Q-flux which
is given by:
Qz
xy = ∂zβ
xy = 1 . (4.3.30)
We observe that it is invariant under the constant shift of the bi-vector and thus
is a well defined quantity on the T-fold. To sum up, we started with a geometric
configuration with constant H-flux which was dualized into a configuration having
vanishing H-flux but non-vanishing geometric f -flux. The latter was determined
by the structure constants of a non-holonomic basis. Finally after T-dualizing a
second time, the resulting configuration was described properly with dual variables
(g, β) and the resulting non-vanishing flux was given by the non-geometric Q-flux.
As a result we confirmed the main part of the T-duality chain of the introduction:
Hxyz → fxyz → Qzxy . (4.3.31)
The final T-duality which would result in a frame having non-vanishing R-flux
cannot be described by the previous construction because there is no isometric di-
rection left to apply the Buscher rules. Nevertheless one considers this background
to have one unit of R-flux Rxyz = 1. The physical motivation for the existence of
this flux, at least from the four-dimensional perspective, will be the topic of the
next section.
4.3.4 The four-dimensional perspective
In the last three subsections, we analysed the structure of the geometric H- and
f -fluxes and added objects which we called non-geometric Q- and R-fluxes. They
were first motivated by considering the generalized tangent bundle and the repre-
sentation theory of the O(d, d)-group. By considering world-sheet Poisson sigma
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models, we identified two distinct set of variables which turned out to be useful to
describe configurations T-dual to a three-torus with H-flux, including f -flux and
Q-flux geometries. However, up to now there was no physical reason to include
also the non-geometric R-flux. This will be the main point of this section, where
we sketch the original motivation of non-geometric fluxes given in [43, 44]. We
closely follow the detailed exposition of [67], where also additional information
can be found.
To begin with, let us consider type IIB string theory. In order to set our
notation, recall its field content:
• R-R p -forms Cp, p ∈ {0, 2, 4}, field strength: Fp+1 = dCp.
• Axio-dilaton S = C0 + ie−φ, with dilaton φ.
• G3-flux G3 = F3 − SH, with NS-NS H-flux H = dB.
• F˜5 = dC4 − 12 C2 ∧H + 12 F3 ∧B.
These have to be supplemented by the constraints of self-duality of F5 and the
non-standard Bianchi-identity dF5 = H ∧ F3. Now let us compactify this theory
on the orientifold X = (T 2)3/ΩZ2(−1)Fl , where Ω is the world-sheet parity, which
together with the left-moving fermion number operator (−1)Fl reduces supersym-
metry from N = 8 to N = 4 in four dimensions. The Z2 denotes the spatial
reflection on the internal manifold: xi 7→ −xi, i ∈ {1, . . . , 6}.
It is possible to show (e.g. [68]) that the presence of fluxes further reduces
supersymmetry to N = 1 and in addition one restricts to three moduli fields given
by the axio-dilaton S, the complex structure τ and the Ka¨hler class U of the
torus T 2 (note that for simplicity we assume three identical copies of T 2 in the
internal manifold). The remaining data of the four-dimensional effective theory
are the Ka¨hler potential whose form is not needed later and the superpotential.
The latter can be computed by the Gukov-Vafa-Witten formula [69] :
W =
∫
X
(F3 − S H) ∧ ω , (4.3.32)
where ω is the holomorphic three-form on X . To write it in components, let us
introduce coordinates on each torus, labeled by (α, i), (β, j), (γ, k), meaning that
we have the complex coordinate z1 := xα + τxi on the first T 2 and similar for the
other copies. Thus we get for the holomorphic three-form:
ω = dz1 ∧ dz2 ∧ dz3 = dxα ∧ dxβ ∧ dxγ + τ(dxi ∧ dxβ ∧ dxγ + . . . )
+ · · ·+ τ 3 dxα ∧ dxβ ∧ dxγ . (4.3.33)
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With the help of this expression, we can now calculate the superpotential by doing
the integral (4.3.32). The result is a cubic polynomial in τ with coefficients given
by the F3 flux components, integrated over a three-dimensional internal cycle and
a cubic polynomial in τ with coefficients given by the integrated H-flux, more
precisely we have [67]:
WIIB = a0 − 3a1τ + 3a2τ 2 − a3τ 3 + S
(−b0 + 3b1τ − 3b2τ 2 + b3τ 3) . (4.3.34)
Let us also specify the fluxes which determine the corresponding coefficients in
(4.3.34). They are given in table 4.1, where we denote by F¯ijα the F3-flux inte-
grated over the cycle given by the coordinates (i, j, α), and similar for the other
combinations.
term integral IIB flux coefficient
τ 0 F¯ijk a0
τ F¯ijγ a1
τ 2 F¯iβγ a2
τ 3 F¯αβγ a3
Sτ 0 H¯ijk b0
Sτ H¯αjk b1
Sτ 2 H¯iβγ b2
Sτ 3 H¯αβγ b3
Table 4.1: Integrated fluxes corresponding to the coefficients of the four-dimensional
effective type IIB superpotential [67].
The coefficients ai and bi are not independent: As an example, the integrated
Bianchi identity of F˜5 contains the term
∫
H ∧ F3 and is determined by the sum
of the orientifold-plane charges of the theory. This gives a constraint of the type:
a0b3 − 3a1b2 + 3a2b1 − a3b0 = const. (4.3.35)
As a next step, let us compare (4.3.34) with the superpotential of a type IIA
orientifold compactification on a twisted torus. The latter was defined in section
4.3.3 and is characterized by geometric f -flux. To compare type IIB and type IIA,
we assume we can T-dualize the directions labeled by Greek indices in the internal
torus. The four-dimensional effective type IIA superpotential can be computed by
directly reducing the ten dimensional theory to four dimensions, as was shown in
[70], from which we only take the structure of the result. Denoting the moduli in
the IIA case also by τ, S and U , we have:
WIIA = a0 − 3a1τ + 3a2τ 2 − a3τ 3
+ S(−b0 + 3b1τ) + 3U (c0 + (c′1 + c′′1 − c′′′1 )τ) ,
(4.3.36)
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term integral IIA flux coefficient
τ 0 F¯αiβjγk a0
τ F¯αiβj a1
τ 2 F¯αi a2
τ 3 F¯0 a3
Sτ 0 H¯ijk b0
Sτ fαjk b1
U H¯αβk c0
Uτ f jkα, f
i
βk, f
α
βγ c
′′
1, c
′
1, c
′′′
1
Table 4.2: Integrated fluxes and structure constants corresponding to the coefficients of
the four-dimensional effective type IIA superpotential [67].
where the coefficients are determined again by the integrated R-R fluxes F¯p (p
even), H¯ and the structure constants f of the twisted torus as shown in table 4.2.
Comparing the two tables 4.1 and 4.2, we observe that the R-R fluxes map to
each other in the standard way (e.g. [71]). In addition, the b0-coefficients remain
unchanged as they are determined by the H-flux in the directions which are not
dualized. An interesting phenomenon can be seen in the coefficient of Sτ : The
H-flux gets mapped to the geometric flux in a way we already encountered in the
last section: H¯αjk 7→ fαjk. There is a mismatch in the other coefficients, which
directs us to the following idea: By introducing more flux-determined coefficients
in the two superpotentials such that the fluxes are related in a way suggested by
(4.3.31), it should be possible to write down a superpotential whose coefficients
map to one another by performing T-dualities in the directions (α, β, γ). To do
this, we have to extend (4.3.31) to include also the non-geometric R-flux:
Hαβγ
Tα←−→ fαβγ Tβ←−→ Qγαβ Tγ←−→ Rαβγ . (4.3.37)
To arrive at a duality invariant superpotential, the authors of [43, 44] started from
the above described IIA case and performed the following steps:
• T-dualize in the directions (α, β, γ) to get to the IIB theory above. Use
(4.3.37) to get the NS-NS-fluxes and use the standard T-duality rule for the
R-R fluxes. If there is no corresponding flux on the IIB side (4.1), add a new
coefficient.
• On every T 2, exchange the two torus directions, e.g. xα + τxi ↔ xi + τxα,
which means 1 ↔ τ 3 and τ ↔ τ 2. This gives the same theory, since in the
above IIB case the orientifold planes are unaffected by this rotation.
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term integral IIA flux integral IIB flux coefficient
τ 0 F¯αiβjγk F¯ijk a0
τ F¯αiβj F¯ijγ a1
τ 2 F¯αi F¯iβγ a2
τ 3 F¯0 F¯αβγ a3
Sτ 0 H¯ijk H¯ijk b0
U H¯αβk Qk
αβ c0
Sτ fαjk H¯αjk b1
Uτ f jkα, f
i
βk, f
α
βγ Qk
αj, Qk
iβ, Qα
βγ c′′1, c
′
1, c
′′′
1
Sτ 2 Qk
αβ H¯iβγ b2
Uτ 2 Qβ
γi, Qγ
iβ, Qk
ij Qγ
iβ, Qβ
γi, Qk
ij c′′2, c
′
2, c
′′′
2
Sτ 3 Rαβγ H¯αβγ b3
Uτ 3 Rijγ Qγ
ij c3
Table 4.3: Integrated fluxes corresponding to the coefficients of the duality invariant
four-dimensional effective superpotential [67].
• T-dualize back in the directions (α, β, γ) to get the corresponding additional
coefficients in the IIA case.
As an example, the integral flux F¯αiβjγk in IIA will be dualized to F¯ijk, which gets
exchanged to F¯αβγ which then is dualized back to F¯0. Thus no new flux is needed,
which is also true for the other coefficients determined by the R-R fluxes. But
there are new terms needed for the NS-NS part, as one can see for example by
the Sτ coefficients. Performing the analysis for all the fluxes, we get the following
invariant superpotential [43, 44]:
W = a0 − 3a1τ + 3a2τ 2 − a3τ 3 + S(−b0 + 3b1τ − 3b2τ 2 + b3τ 3)
+ 3U(c0 + (c
′
1 + c
′′
1 − c′′′1 )τ − (c′2 + c′′2 + c′′′2 )τ 2 − c3τ 3) ,
(4.3.38)
where the coefficients are determined by the fluxes (including the non-geometric
ones) as given in table 4.3.
Finally, there are constraints which the fluxes have to satisfy. We are only
interested in the equations for the NS-NS fluxes, as they will be important for
later parts of this work. Writing down the Bianchi identity for the H-flux in a
non-holonomic basis with structure constants f , we get:
∂[aHbcd] + f
n
[abHncd] = 0 . (4.3.39)
Noting that we only have constant (integrated) fluxes for the coefficients in the su-
perpotential (4.3.38), the first term drops out and we get the relation fn[abH¯ncd] =
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0. Now taking successively the respective fluxes in table 4.3 with one of the indices
not summed over and in upper position, we get four additional constraints as is
described in detail in [67]:
H¯n[abf
n
cd] = 0 ,
fan[bf
n
cd] + H¯n[bcQd]
an = 0 ,
Qn
[ab]fn[cd] − 4f [an[cQd]b]n + H¯n[cd]R[ab]n = 0 ,
Qn
[abQd
c]n + f [andR
bc]n = 0 ,
Qn
[abRcd]n = 0 .
(4.3.40)
This means that we cannot turn on every flux in a specific direction at the same
time. We will come back to a generalization of these equations in a completely
different context by mathematical considerations in the next chapter on Bianchi
identities and Courant algebroids.
To sum up, by physical arguments we have shown in a somewhat heuristic
way that it is reasonable to include the non-geometric R-flux into the T-duality
chain which starts from a torus background with H-flux. The mathematical ap-
pearance of such an object was motivated in the previous sections and from a
four-dimensional effective perspective, the above considerations suggest that we
should also include this flux into string physics. However, as was argued in the
previous section, there is no clear target space interpretation of a background car-
rying R-flux, because we would have to perform a T-duality in a non-isometric
direction. There are indirect arguments [72, 44] that this target space may be
rather exotic: Assume we can localize points in such a space, which would corres-
pond to D0-branes. T-dualizing back to the H-flux case would lead to D3-branes
wrapping a three-dimensional orientable submanifold of the internal space. It is a
well-known mathematical fact that every orientable manifold of dimension smaller
or equal to four is Spinc and therefore has vanishing third Stiefel-Whitney class.
But this violates the Freed-Witten anomaly cancellation condition if H is topo-
logically non-trivial. From this problem, one expects that on a space with R-flux,
one cannot localize points and therefore a description by differentiable manifolds
seems not to be appropriate. Indeed, as we see in the next chapter by conformal
field theory arguments, such target spaces may be described by considering non-
associative structures or even n-ary products on the algebra of functions on the
space.
Chapter 5
Results
5.1 Conformal field theory with H-flux and T-
duality
As was pointed out in the last chapter, the nature of non-geometric fluxes is not
completely clear yet. Especially in the case of the R-flux, which would be the
third T-duality in the chain (4.3.31), the Buscher rules are not applicable due
to the missing of an isometry in the Q-flux configuration. As a consequence,
the geometry of R-flux configurations is not accessible at the target space level.
Topological arguments [72, 73] show that the resulting geometries might be very
exotic, like non-associative spaces. On the contrary, at the level of the world sheet,
T-duality can be implemented as a reflection of right-moving sectors of the closed
string. Such an operation is not possible for point particles and thus the target
space interpretation of such left-right asymmetric theories is not clear and may
also go beyond standard differential geometry. But as we reviewed in section 3,
by computing correlation functions one can in some cases extract target space
information like non-commutativity of coordinates (3.1.8).
5.1.1 Motivation: Non-associative structures
In section 3 we reviewed the derivation of non-commutativity of spacetime by
computing open string correlation functions. A crucial point was the dependence
of the propagator of the theory on the ordering of two points on the real line
(3.1.11). This was the source of non-commutativity as a spacetime-property seen
in the commutator (3.1.8) of two target space coordinate fields.
In the case of closed string theory, the first hint that a non-vanishing com-
mutator should be replaced by a structure involving three spacetime coordinate
fields, was given in [74, 40] by computing the equal-time cyclic double-commutator
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of three local coordinate fields Xa(z1, z¯1), X
b(z2, z¯2), X
c(z3, z¯3) in the case of an
SU(2)k Wess-Zumino-Witten model with H-flux. The result for the double com-
mutator was determined by the background-flux and was given by[
Xa, Xb, Xc
]
= lim
zi→z
[
Xa(z1, z¯1), [X
b(z2, z¯2), X
c(z3, z¯3)]
]
+ cycl.
=  θabc ,
(5.1.1)
where  = 0 for the original case of the H-flux, but  = 1 after performing T-
dualities in an odd number of directions. In addition, it was argued that θabc ∝
Habc.
This remarkable result obtained from the world-sheet perspective is a powerful
hint that the target space geometries obtained by an odd number of T-dualities
from a standard H-flux background may carry 3-structures and may be non-
associative1 . We take this as a motivation to study closed string conformal field
theory in the presence of H-flux and T-dual configurations thereof. It will turn
out in the following sections that this is possible up to linear order in the flux. By
computing correlation functions of coordinates and tachyon vertex operators we
will get more information about the structure of the algebra of functions on the
target space.
5.1.2 Conformal field theory with H-flux
Instead of the exactly solvable WZW-model used in [74] we consider a simpler
example of flat space with constant H-flux (see also section 4.3.3). Let us again
recall the metric and flux to set our conventions
ds2 =
N∑
a=1
(
dXa
)2
, H =
2
α′2
abc dX
a ∧ dXb ∧ dXc . (5.1.2)
Note that this ansatz does not solve the string equations of motion. Looking for
example at the renormalization group equation for the graviton,
0 = α′Rab − α
′
4
Ha
cdHbcd + 2α
′∇a∇bΦ +O(α′2) , (5.1.3)
we see that the ansatz (5.1.2) is only a solution up to first order in the H-flux. It
turns out that this is true also for the other equations of motion and therefore we
expect to get a proper conformal field theory description for this background up
to first order in the flux. In the following we are going to formulate this theory in
order to implement T-duality by a simple reflection of the right moving part of the
closed string. Starting out by the geometric model (5.1.2), we can then compute
correlation functions of coordinate fields and vertex operators in T-dual situations
and try to extract information on their target space interpretation.
1For a phase-space realization of this type of algebra, see [40].
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Sigma model and classical solution
Let us start by the closed string sigma model
S = 1
2piα′
∫
Σ
d2z
(
gab +Bab
)
∂Xa ∂Xb , (5.1.4)
and take an the following background fields to implement the ansatz (5.1.2):
gab = δab , Bab =
1
3
HabcX
c . (5.1.5)
The classical equations of motion for the fields Xa are given by
∂∂¯Xa =
1
2
Habc∂X
b∂¯Xc , (5.1.6)
where we raise and lower indices with the metric gab = δab. Thus, at zeroth order
in the H-flux, the B-field vanishes and we get the free theory of a closed string on
the sphere. Its solution can be split into left- and right-moving parts
Xa0(z, z) = X
a
L(z) + X
a
R(z) . (5.1.7)
This is not possible at linear order in the flux, for which a solution to the equations
of motion is readily calculated to be
Xa1(z, z) = X
a
0(z, z) +
1
2
Habc X
b
L(z)X
c
R(z) . (5.1.8)
This is already a hint that for a conformal field theory also at linear order in the
flux, we have to redefine the coordinate fields in an appropriate way. We will see
this in the definition of currents in the following subsections.
Perturbation theory
Let us shortly recall our way to compute correlation functions. The sigma model
action can be split into a free and an interaction part if we use the ansatz (5.1.5):
S = 1
2piα′
∫
Σ
d2z
(
δab∂X
a∂¯Xb +
1
3
HabcX
a∂Xb∂¯Xc
)
=: S0 + S1 , (5.1.9)
where the first part S0 determines the (free) propagator, which we recall to be
〈
Xa(z1, z1)X
b(z2, z2)
〉
0
= −α
′
2
log |z1 − z2|2 δab , (5.1.10)
60 5. Results
and the second part S1 is treated as a perturbation for small flux, as it is for
example the case in the large volume or dilute flux limit. Correlation functions
can then be computed in the standard way by path integration:
〈O1 . . .ON〉 = 1Z
∫
[dX]O1 . . .ON e−S[X] , (5.1.11)
where we denote the vacuum functional by Z = ∫ [dX] e−S[X]. Expanding the
expression (5.1.11) into a power series in the perturbation and denoting the ex-
pectation value with respect to the free action by 〈. . . 〉0 gives, up to first order in
the flux,
〈O1 . . .On〉 = 〈O1 . . .On〉0 −
(
〈O1 . . .OnS1〉0 − 〈O1 . . .On〉0〈S1〉0
)
+
1
2
(
〈O1 . . .OnS21〉0 − 〈O1 . . .On〉0〈S21〉0
)
−
(
〈O1 . . .OnS1〉0 − 〈O1 . . .On〉0〈S1〉0
)
〈S1〉0 + . . .
= 〈O1 . . .On〉0 − 〈O1 . . .OnS1〉0 +O(H2) ,
(5.1.12)
where in the second step we used the fact that 〈S1〉0 = 0 because S1 is a product
of an odd number of fields. We will use this formula in the following to compute
two- and three-point correlation functions of various fields.
Currents and correlation functions
The standard currents of the free theory Ja = i∂Xa and J¯a = i∂¯Xa are not holo-
morphic and anti-holomorphic objects any more. Even at linear order in the flux,
the classical equations of motion (5.1.6) show, that the H-flux mixes holomorphic
and anti-holomorphic parts.
To get proper holomorphic and anti-holomorphic currents we have to add ad-
ditional terms to Ja, J¯a that compensate the mixed terms in (5.1.8) at least up to
linear order in the flux. We therefore propose the following currents:
J a(z, z¯) = i∂Xa(z, z¯)− i
2
Habc ∂X
b(z, z¯)Xc(z, z¯) ,
J¯ a(z, z¯) = i∂¯Xa(z, z¯)− i
2
HabcX
b(z, z¯) ∂¯Xc(z, z¯) .
(5.1.13)
By using (5.1.8), it is easy to see that they are holomorphic and anti-holomorphic
fields up to linear order in the flux. We therefore introduce the notation J a(z)
and J¯ a(z¯) meaning (anti-)holomorphicity up to linear order, i.e.
∂¯J a(z) = 0 +O(H2) , ∂J¯ (z¯) = 0 +O(H2) . (5.1.14)
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Let us now compute two-point functions of the currents J and J¯ . The interaction
Lagrangian S1 in (5.1.9) has an odd number of fields and therefore, up to linear
order in the flux, only the first term in (5.1.12) is relevant:〈J a(z1)J b(z2)〉 = 〈i∂Xa(z1, z1) i∂Xb(z2, z2)〉0 = α′2 1(z1 − z2)2 δab ,〈J a(z1)J b(z2)〉 = 〈i∂Xa(z1, z1) i∂Xb(z2, z2)〉0 = α′2 1(z1 − z2)2 δab ,〈J a(z1)J b(z2)〉 = 〈i∂Xa(z1, z1) i∂Xb(z2, z2)〉0 = 0 .
(5.1.15)
We observe that up to linear order in the flux, the two-point functions of the new
currents are the same as for the free theory. Let us therefore move on to the
three-point functions. Now, the interaction Lagrangian in (5.1.12) contributes to
the result. As an example, for three holomorphic currents, we have to compute:〈J a(z1)J b(z2)J c(z3)〉
= i
〈
∂Xa(z1, z¯1) ∂X
b(z2, z¯2) ∂X
c(z3, z¯3)S1
〉
0
=
iHpqr
6piα′
∫
Σ
d2z
〈
∂Xa(z1, z¯1) ∂X
b(z2, z¯2) ∂X
c(z3, z¯3)×
× Xp(z, z) ∂Xq(z, z) ∂Xr(z, z)〉
0
.
(5.1.16)
The last expression can now be evaluated by using Wick’s theorem and the free
propagator (5.1.10). The computation is straightforward and we only want to men-
tion the mixed holomorphic and anti-holomorphic derivatives of the propagator,
as it involves the two-dimensional delta function:
∂z1∂z2 log |z1 − z2|2 = −2pi δ(2)(z1 − z2) . (5.1.17)
In contrast to the free theory, there are now non-vanishing three-point functions
of purely holomorphic and purely anti-holomorphic currents. Taking the anti-
symmetry of the H-flux into account, the result of applying Wick’s theorem is
given by: 〈J a(z1)J b(z2)J c(z3)〉 = −i α′2
8
Habc
1
z12 z23 z13
,
〈J a(z1)J b(z2)J c(z3)〉 = +i α′2
8
Habc
1
z12 z23 z13
,
(5.1.18)
and all the mixed holomorphic and anti-holomorphic currents vanish. We use the
standard notation zij = zi−zj. Note again that for the non-vanishing of the above
three-point correlators already at first order in the flux, the interaction term S1
was crucial.
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Basic three-coordinate correlator
We take the holomorphicity and anti-holomorphicity of the currents J a and J¯ a re-
spectively as a motivation to introduce new coordinates X a, which are the integrals
of the currents, i.e. we define them by the following relation:
J a(z) = i∂X a(z, z) , J a(z) = i∂X a(z, z) . (5.1.19)
As we will see later, the currents J a are the proper conformal fields in our theory
and therefore we propose the coordinates defined by (5.1.19) to be the right ob-
jects to get information about the target space geometry. Whereas the two-point
function does not change in comparison to the uncorrected fields Xa at linear order
in the flux, the tree-point function can be determined by integrating e.g. the first
correlator in (5.1.18). To state the result, we use the Rogers dilogarithm function
of a complex variable L(z), defined by:
L(z) = Li2(z) +
1
2
log(z) log(1− z) , (5.1.20)
where Li2(z) is the standard dilogarithm function
2. The three-point correlator of
the fields X a is now given by:〈X a(z1, z1)X b(z2, z2)X c(z3, z3)〉
=
α′2
12
Habc
[
L
(z12
z13
)
+ L
(z23
z21
)
+ L
(z13
z23
)
− c.c.
]
+ F .
(5.1.21)
Here, we included the integration constants in a single function F . It is determined
by the condition ∂i∂j∂kF = 0, where i ∈ {z1, z¯1}, j ∈ {z2, z¯2}, k ∈ {z3, z¯3}. This
is similar to the propagator for standard coordinate fields Xa(z, z¯). It is only
determined up to integration constants:
〈
Xa(z1, z1)X
b(z2, z2)
〉
0
= −α
′
2
(
log |z1 − z2|2 + f(z1, z1) + f(z2, z2)
)
δab.
(5.1.22)
But in the two-point case, one can show that physical amplitudes do not depend
on the integration constants and therefore they can be set to zero. At the moment
a similar statement for the three-point function is not possible but we still set
F = 0 in the following.
2We refer the reader to the appendix for a short introduction and properties of the Rogers-
and standard dilogarithm functions.
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To further simplify the result (5.1.21), we introduce the flux parameter θabc =
(α′)2
12
Habc and use the following function which is composed of Rogers dilogarithms
with characteristic arguments:
L(z) = L(z) + L
(
1− 1
z
)
+ L
(
1
1− z
)
. (5.1.23)
Taking this into account, we can rewrite the three-point correlator in the following
compact form:〈X a(z1, z1)X b(z2, z2)X c(z3, z3)〉 = θabc[L( z12z13 )− L( z12z13 )] . (5.1.24)
This remarkable result will be the main source of a deformed product on the
target space as we will see later by computing scattering amplitudes of tachyon
vertex operators. But before moving on in this direction, we will first show how
a conformal field theory can be constructed up to linear order in the H-flux and
how T-duality is realized.
Conformal field theory linear in H
To first order in the flux, we were able to define holomorphic and anti-holomorphic
currents J a(z) and J¯ a(z¯). The goal of this section is to give the main arguments
that, up to linear order in H, it is possible to construct a conformal field theory.
We will analyse the operator product expansions of the currents and then define an
energy momentum operator for which the currents are primary fields of dimension
one, which is known as the Sugawara construction. Finally, in the next subsection,
we will introduce tachyon vertex operators.
The operator product expansion3 (OPE) of two currents J a(z1), J b(z2) and
their anti-holomorphic counterparts can be derived by computing correlation func-
tions with other fields. The singular part of the OPE can be fixed by looking at
the two- and three-point functions (5.1.15) and (5.1.18) of the currents:
J a(z1) J b(z2) = α
′
2
δab
(z1 − z2)2 −
α′
4
iHabc
z1 − z2 J
c(z2) + reg. ,
J a(z1) J b(z2) = α
′
2
δab
(z1 − z2)2 +
α′
4
iHabc
z1 − z2 J
c(z2) + reg. .
(5.1.25)
We denoted the regular part by “reg.” and the OPE of a holomorphic and anti-
holomorphic current is purely regular. As a next step, let us construct the energy
3For standard techniques in conformal field theory we refer the reader to the literature, e.g.
[75, 76, 77].
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momentum tensor in a way that the J a are the right currents of the theory:
T (z) = 1
α′
δab :J aJ b : (z) , T (z) = 1
α′
δab :J aJ b : (z) . (5.1.26)
As we are working only up to first order in the flux, we have to check whether all
the axioms of an energy momentum tensor are really obeyed up to this order. At
first, the OPEs for two energy momentum tensors have the right form, as we can
check using the anti-symmetry of H:
T (z1) T (z2) = c/2
(z1 − z2)4 +
2 T (z2)
(z1 − z2)2 +
∂ T (z2)
z1 − z2 + reg. ,
T (z1) T (z2) = c/2
(z1 − z2)4 +
2 T (z2)
(z1 − z2)2 +
∂ T (z2)
z1 − z2 + reg. ,
(5.1.27)
whereas the OPE of a holomorphic and an anti-holomorphic energy-momentum
tensor is purely regular. This result has the canonical form and thus, as in the
standard case, we get two copies of the Virasoro algebra with the same central
charge as for the free theory (for the case of the three-dimensional background
we have c = 3). For the second step, we have to check whether the currents
are conformal primary of dimension one. Calculating the OPE with the energy-
momentum tensor (5.1.26), we get
T (z1)J a(z2) = J
a(z2)
(z1 − z2)2 +
∂J a(z2)
z1 − z2 + reg. ,
T (z1)J a(z2) = reg. .
(5.1.28)
Similar OPEs can be computed for the anti-holomorphic parts. To put it in a
nutshell, up to linear order in the flux, we are able to define an energy-momentum
operator (5.1.26) with respect to which the currents J a(z) and J¯ a(z¯) are conformal
primary fields of dimension (1, 0) and (0, 1), respectively. Furthermore, their OPEs
(5.1.25) have the form of a non-Abelian current algebra with structure constants
Habc. Up to linear order in the flux, we therefore made the first steps to construct
a conformal field theory framework. In the following we want to denote this theory
by CFTH .
5.1.3 Tachyon vertex operators
In the last subsection we defined a conformal field theory framework CFTH . We
are now going to introduce a new set of primary fields with respect to the energy
momentum tensor (5.1.26), which will allow us to extract information about the
product of functions on the target space. The tachyon vertex operator is the
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simplest operator with non-trivial functional dependence on the coordinates. In
analogy to free closed string theory with momentum pa and winding w
b, we define
the right- and left moving momenta in the standard way
kaL = p
a +
wa
α′
, kaR = p
a − w
a
α′
. (5.1.29)
With this definition, we propose the following tachyon vertex operator by using
the redefined spacetime coordinates X i:
V(z, z) = :exp(ikL · XL + ikR · XR) : , (5.1.30)
where the left- and right-moving coordinates X aL/R are given by integration of
the currents J and J¯ , respectively. In addition, we denoted the contraction by
k · X = kaX a. Furthermore, by integration of (5.1.25), we can write down the
OPE of a current J a and a coordinate X bL and its anti-holomorphic counterpart:
J a(z1)X bL(z2) = − i
α′
2
δab
z1 − z2 +
α′
4
Habc J c(z2) log(z1 − z2) + reg. ,
J a(z1)X bR(z2) = − i
α′
2
δab
z1 − z2 −
α′
4
Habc J c(z2) log(z1 − z2) + reg. .
(5.1.31)
Now let us come back to the tachyon vertex operator (5.1.30). We have to show
that it is a primary field in CFTH and we want to compute its conformal dimension.
Note, that this is not clear a priori since we have to use the singular parts in (5.1.31)
which contain a logarithmic part. But using the anti-symmetry of the flux, the
unwanted terms cancel and we get:
T (z1)V(z2, z2) = 1
(z1 − z2)2
α′kL · kL
4
V(z2, z2) + 1
z1 − z2 ∂V(z2, z2) + reg. ,
T (z1)V(z2, z2) = 1
(z1 − z2)2
α′kR · kR
4
V(z2, z2) + 1
z1 − z2 ∂V(z2, z2) + reg. .
(5.1.32)
This shows that the vertex operator defined in (5.1.30) indeed is a conformal
primary field of dimension (h, h¯) = (α
′
4
k2L,
α′
4
k2R) and therefore corresponds to a
physical quantum state of the conformal field theory CFTH .
Up to now, the discussion was quite similar to the free theory, so there is
the question about the difference of the physics caused by the linear perturbation
in the flux. To see one of the differences, let us compute the operator product
expansion of a current J a and the vertex operator V :
J a(z1)V(z2, z2) = 1
z1 − z2
α′kaL
2
V(z2, z2)
+ i
α′
4
log(z1 − z2)Habc kbL :J c V : (z2, z2) + reg. .
(5.1.33)
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One way to see this is to expand the exponential in the vertex operator V and
then use the OPE of a current and a coordinate (5.1.31) in every term. A similar
statement holds for the anti-holomorphic part. Again, as in (5.1.31), the flux-
dependent term contains a logarithmic part in contrast to the free theory. It
would be possible to eliminate the term by simply demanding Habck
b
L = 0, which
means that the momenta are transversal to the flux. But this would eliminate a
lot of interesting phenomena so we keep these terms. We interpret them as a hint
that the CFTH is a logarithmic conformal field theory.
Let us continue and use the result (5.1.33) to determine the center of mass
momentum and winding in analogy to the free case. Denote the zero mode of the
current J a by PaL. It is given via Cauchy’s theorem by a contour integral over
the current. We want to determine the PaL-eigenvalue of the vertex operator V .
This can be done by the definition of PaL and the result (5.1.33) by acting on the
vacuum state |0〉 as we now show:
lim
z2,z2→0
PaL V(z2, z2)
∣∣0〉 = lim
z2,z2→0
∮
dz1
2pii
J a(z1)V(z2, z2)
∣∣0〉
=
α′kaL
2
lim
z2,z2→0
V(z2, z2)
∣∣0〉 . (5.1.34)
The logarithmic part drops out because we could add and subtract the following
term:
i
α′
4
log(z¯1 − z¯2)Habc kbL :J c V : (z2, z2) , (5.1.35)
which is regular in the holomorphic variables. But this changes the logarithmic
part in the OPE (5.1.33) into a single valued real function and the contour integral
of the second term in (5.1.34) vanishes.
By looking at the action (5.1.9), we see that in this case the canonical momen-
tum does not coincide with the physical momentum. Whereas the former is related
to the currents J a, the latter is simply the unperturbed current Ja = ∂Xa(z, z¯).
Thus the zero mode PaL corresponds to the canonical momentum. To determine
the physical momentum, we have to do the same calculation but with the current
i∂Xa(z, z¯) whose zero mode is denoted by P aL:
lim
z2,z2→0
P aL V(z2, z2)
∣∣0〉
= lim
z2,z2→0
∮
dz1
2pii
Ja(z1)V(z2, z2)
∣∣0〉
= lim
z2,z2→0
∮
dz1
2pii
[
J a(z1)V(z2, z2) + 1
2
Habc J
b(z1)X
c
R(z1)V (z2, z2)
]∣∣0〉 .
(5.1.36)
In the last expression, the first term was computed in (5.1.34). The second term is
linear in the flux and therefore we can use the standard OPEs of the free theory to
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evaluate the integral. But both, the OPE of a coordinate Xa(z, z¯) and a current
i∂aX(z) with the standard tachyon vertex operator (which we denote by V instead
of V in the perturbed case) gives the momentum kL/R times a singular part. Thus
the second term in (5.1.36) is proportional to Habck
b
Lk
c
R. If the vertex operator
V(z, z¯) should carry physical momentum (kL, kR), we consequently have to propose
the following condition:
0 = Habc k
b
L k
c
R ' Habc pbwc '
[
~p× ~w ]a , (5.1.37)
where we used that the H-flux is a function times the epsilon-tensor in three
dimensions. The last condition can also be seen in a different way: We take the
classical part of the free solution to be:
Xa0(σ, τ) = x
a
0 + α
′paτ + waσ . (5.1.38)
Using this in the definition (5.1.13) of the currents (restricting every field to the
classical part) and requiring the following center of mass momentum and winding:
1
2pi
∫ 2pi
0
dσ ∂τX a = α′ pa , 1
2pi
∫ 2pi
0
dσ ∂σX a = wa , (5.1.39)
we again arrive at the condition (5.1.37) for the left- and right-moving momenta4 or
equivalently for the center of mass momentum pa and winding wa. This derivation
can be seen as the classical analogue of the quantum derivation.
In a summary, if the condition (5.1.37) is obeyed, the tachyon vertex operator
(5.1.30) has physical momentum (kL, kR) and is a well-defined quantum state in
CFTH . The consequences of the condition (5.1.37) will play an important role in
the analysis of T-duality in the next section.
5.1.4 T-duality in CFTH
Having established some of the key features of a conformal field theory with cur-
rents J a, J¯ b, we are now able to give the action of T-duality on the coordinate
fields X aL ,X bR, which were defined by (5.1.19). It is given in the standard way by
reflecting the right-moving sector of the theory:
X aL(z)
X aR(z)
T-duality−−−−−−→ +X
a
L(z) ,
−X aR(z) .
(5.1.40)
4We neglected terms of the form Habcx
b
0k
c
L/R because they correspond to a constant B-field
and can be locally gauged away.
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Because of the definition (5.1.19) of the target space coordinates by their relation
to the (anti-)holomorphic currents, for the latter T-duality is realized by
J a(z)
J a(z)
T-duality−−−−−−→ +J
a(z) ,
−J a(z) . (5.1.41)
The goal of the following sections is to compute correlation functions of tachyon
vertex operators in different T-duality frames. We recall that T-duality exchanges
momentum and winding quantum numbers and therefore one expects that scat-
tering three pure momentum states in the H-flux background results in the same
amplitude as scattering two momentum states and one winding state in the f -flux
background, where the T-duality is done in the same direction where we exchange
momentum and winding quantum numbers. The same statement holds for T-
dualities in more than one direction5. Conversely, scattering two momentum states
and one winding state in the H-flux background should correspond to scattering
of three momentum states in the f -flux background. This is reflected in table 5.1,
where we also indicated the sign between the holomorphic- and anti-holomorphic
parts of the three-X -correlator and whether or not the momentum-winding condi-
tion (5.1.37) is satisfied in the H-flux background. Only in this case it is ensured
that momentum and winding quantum numbers of the tachyon state are not cor-
rected by H-dependent terms as was shown in (5.1.36). Having this condition,
we expect that any effect linear in H is not caused by the linear redefinition of
the classical solution of the tachyon but is determined by the properties of the
uncorrected solution.
H-flux f -flux Q-flux R-flux
〈p1, p2, p3〉− X 〈p1, p2, w3〉− X 〈p1, w2, w3〉− X 〈w1, w2, w3〉− X
〈p1, p2, w3〉+ × 〈p1, p2, p3〉+ × 〈p1, w2, p3〉+ × 〈w1, w2, p3〉+ ×
〈p1, w2, w3〉− × 〈p1, w2, p3〉− × 〈p1, p2, p3〉− × 〈w1, p2, p3〉− ×
〈w1, w2, w3〉+ X 〈w1, w2, p3〉+ X 〈w1, p2, p3〉+ X 〈p1, p2, p3〉+ X
Table 5.1: Scattering of momentum and winding states in different T-dual backgrounds.
Momentum states are indicated by pi and winding states by wi. Correlation functions
in the same row should give the same information as in the direction of the T-duality
action momentum and winding states were exchanged. The superscript indicates the
sign between the holomorphic- and anti-holomorphic part in the correlator (5.1.21) and
the symbols X/× denote the validity of condition (5.1.37).
5Note that on the level of the world sheet, we can do an arbitrary number of T-dualities
because of (5.1.40). We refer to the background with every direction being T-dualized as the
R-flux background, even if its target space interpretation is not clear.
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Remarks. To extract information about the geometry which determines the
effective field theory, we are interested in scattering amplitudes of pure momentum
states in the various backgrounds. The relevant tachyon correlation functions in
table 5.1 would be the first one in the column for the H-flux, the second in the
column for the f -flux, the third one in the column for the Q-flux and finally the last
one in the column for the R-flux. From the table, we infer that the momentum-
winding condition (5.1.37) is only true in the H-flux and in the R-flux background.
The latter corresponds to scattering pure winding states in the H-flux background.
The corresponding basic three-point correlation functions of the coordinates are
given in these two cases by:〈X a(z1, z1)X b(z2, z2)X c(z3, z3)〉− = θabc[L( z12z13 )− L( z12z13 )] ,〈X a(z1, z1)X b(z2, z2)X c(z3, z3)〉+ = θabc[L( z12z13 )+ L( z12z13 )] . (5.1.42)
The sign change between the holomorphic and anti-holomorphic part in the last
expression is caused by the reflection of the right-moving part of the coordinates.
We will use these results in the following section to calculate n-point tachyon
correlation functions. Due to the validity of the momentum-winding condition
(5.1.37) we will be able to get information about the product of functions on the
target space in the presence of H-flux and in its complete T-dual case, the R-flux.
5.1.5 Tachyon correlation functions
We now have all the ingredients to compute n-point tachyon correlation functions
in the CFTH-framework and analyse the effect of T-duality. In particular we want
to infer the product structure of functions on the target space and compare the
case of the original H-flux with its complete T-dual version, where the R-flux is
present.
Three tachyon correlator
Let us start by scattering three tachyons. To have winding, let us assume the
tree-dimensional target space to be compact, e.g. a three-torus. We are going to
compare the following two cases: First we want to analyse the standard case of
pure momentum states in the presence of H-flux, where we label the momenta
by 3-vectors pi. The corresponding tachyon vertex operator was discussed in the
previous two subsections and is given by
V−i def= Vpi(zi, z¯i) = : exp (i pi · X (zi, z¯i)) : . (5.1.43)
Secondly, we are interested in pure momentum state scattering in the presence ofR-
flux, which corresponds to pure winding state scattering in the H-flux background,
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as can be seen in table 5.1. We denote the winding by three-vectors wi and the
corresponding tachyon vertex operator is given by
V+i def= Vwi(zi, z¯i) = : exp
(
i wi · X˜ (zi, z¯i)
)
: , (5.1.44)
where the T-dual coordinate is denoted by X˜ = XL −XR. To proceed, let us note
the following: As we are interested in scattering momentum states in an R-flux
background, we set wi → pi in the vertex operator (5.1.44). The superscript 〈. . . 〉∓
on correlators indicates that we are in the H-flux case for the minus sign and in the
R-flux case for the plus sign. The result for the three-tachyon correlation function
(for details of the calculation we refer the reader to the appendix) is then given by
〈V1 V2 V3 〉∓ = δ(p1 + p2 + p3)|z12 z13 z23|2
[
1− iθabc p1,ap2,bp3,c
[L( z12
z13
)∓ L( z12
z13
)]]
. (5.1.45)
As we only calculated up to first order in the flux (i.e. the parameter θabc), we
cannot make a definite statement about the full result of the correlator. But the
form of (5.1.45) suggests, that it is the beginning of a power series expansion of
the exponential function. To indicate that this may be possible we introduce the
notation [. . . ]θ, meaning that the result is only valid up to linear order in θ
abc:〈V1 V2 V3 〉∓ = δ(p1 + p2 + p3)|z12 z13 z23|2 exp
[
−iθabc p1,ap2,bp3,c
[L( z12
z13
)∓ L( z12
z13
)]]
θ
.
(5.1.46)
Let us now investigate these results. Clearly the delta-function indicates usual
momentum conservation. We first analyse the amplitude without this constraint,
i.e. the off-shell correlator. Let σ ∈ S3 be a permutation of three elements. Then
the tachyon correlator with permuted vertex operators is given by:〈Vσ(1)Vσ(2)Vσ(3)〉∓ = exp[ i (1+2 ) ησ pi2 θabc p1,a p2,b p3,c]〈V1 V2 V3〉∓ , (5.1.47)
where ησ = 1 for an odd permutation and vanishes for an even one. In addition,
the parameter  indicates the background: We have  = −1 for the original H-flux,
i.e. the phase vanishes in this case, as it is expected. In the case of the 3-times T-
dual background, corresponding the R-flux,  = 1 and there is a non-trivial phase
factor. To derive this result, we used the following properties of the function L(z),
introduced in (5.1.23) as sum of Rogers dilogarithms:
L(z) = L(1− 1
z
)
= L( 1
1− z
)
, (5.1.48)
L(z) + L(1− z) = 3L(1) = pi
2
2
. (5.1.49)
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These formulas follow easily from the corresponding properties of the Rogers dilog-
arithm introduced in the appendix. As an example, consider exchanging z2 and z3
in the R-flux case:〈V1V3V2〉+ = exp[−iθabc p1,ap3,bp2,c[L( z13z12 )+ L( z13z12 )]]θ
= exp
[
iθabc p1,ap2,bp3,c
[
pi2 − L( z12
z13
)− L( z12
z13
)]]
θ
= exp
[
ipi2θabc p1,ap2,bp3,c
] 〈V1V3V2〉+ .
(5.1.50)
Similar calculations hold for the other permutations. Thus, off-shell (without
momentum conservation), we get a non-trivial phase by performing an odd per-
mutation of the vertex operators. Note that this is similar to the open string case,
where off-shell permutations of tachyon vertex operators resulted in a phase which
was then seen as a sign for the Moyal-Weyl star product, as was shown in chapter
3, especially in the expressions (3.1.13). In the closed string case, the correspond-
ing phase is governed by the three-index object θabc (5.1.47), and we will interpret
this phenomenon as a hint for a three-product.
Note, that on-shell, the phase vanishes due to momentum conservation:
p1,a p2,b p3,c θ
abc = 0 for p3 = −p1 − p2 . (5.1.51)
This was expected, since in scattering amplitudes a product of field operators is
radially ordered and therefore changing the order of the operators will not affect
the amplitude. Even in the R-flux background this should hold, as it is one of the
defining properties of conformal field theory amplitudes.
N-tachyon correlator
We are now going to generalize the results of the last subsection to the case of
scattering N tachyons. It turns out that this can be done inductively by applying
the formulas presented in the appendix. Before stating the general result, we want
to demonstrate the logic at the four point result. The correlation function of four
tachyon vertex operators is given by〈V1 V2 V3 V4〉∓ = 〈V1 V2 V3 V4〉∓0 ×
exp
[
−iθabc
∑
1≤i<j<k≤4
pi,a pj,b pk,c
[
L( zij
zik
)∓ L( zij
zik
)]]
θ
.
(5.1.52)
Although the phase becomes more complicated, it turns out that permuting the
vertex operators by σ ∈ S4 in the R-flux case results in similar phases as the ones
encountered in the previous subsection, whereas they vanish in the case of the
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H-flux. We again have to use the fundamental relations of the Rogers dilogarithm
(5.1.48) to extract a phase independent of the world-sheet coordinates. Only such
properties are of interest for us as they reflect true target space facts.
To illustrate this statement, let us write out explicitly the holomorphic part of
the phase appearing in (5.1.52) in terms of Rogers dilogarithm functions:
−iθabc
[
p1,ap2,bp3,c L
(
z12
z13
)
+ p1,ap2,bp4,c L
(
z12
z14
)
+ p1,ap3,bp4,c L
(
z13
z14
)
+ p2,ap3,bp4,c L
(
z23
z24
)]
.
(5.1.53)
Exchanging for example V3 and V4, in the R-flux background, we get a relative
phase of
ipi2θabc (p1,ap3,bp4,c + p2,ap3,bp4,c) , (5.1.54)
and similar for other permutations. Note that the phase vanishes on-shell due to
p4 = −p1 − p2 − p3 and the anti-symmetry of θabc so that the whole amplitude is
invariant under permutations of the vertex operators.
The four tachyon amplitude played an important role in the history of string
theory. Many important properties of the theory were found by analyzing for
example the pole structure of the Virasoro-Shapiro amplitude. In our case it is
also important to do the same steps in CFTH . It turns out that this can be done
[78] and it is intriguingly connected to the properties of the so-called extended-
or Neumann-Rogers dilogarithm, which we briefly mention in the appendix for
completeness. This analysis goes beyond the scope of this work and therefore we
want to refer the reader to the original paper [78] for more details in this direction.
Finally we can give the general N -point tachyon amplitude. It is a straightfor-
ward generalization of the previous cases:〈V1 V2 . . . VN〉∓ = 〈V1 V2 . . . VN〉∓0 ×
exp
[
−iθabc
∑
1≤i<j<k≤N
pi,a pj,b pk,c
[
L( zij
zik
)∓ L( zij
zik
)]]
θ
.
(5.1.55)
In addition, one can extract relative phases in the case of the R-flux by doing a
permutation σ ∈ SN of the vertex operators which are similar to the cases before
and will not be calculated explicitly. They do not depend on the coordinates on
the world sheet and vanish on-shell. We will use these properties of the N -point
correlator to speculate about the existence of an N -product on the algebra of
functions on the target space in case of the R-flux background in the next section.
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5.1.6 N-product structures
Comparing the previous analysis to the case of the detection of open string non-
commutativity as described in chapter 3, we want to emphasize the following
similarities:
• The permutation of tachyon vertex operators in correlation functions leads to
characteristic momentum- and background-dependent phases. In the open
string case this can be seen in the expression (3.1.13), whereas we calculated
the phase for the case of closed string theory in the R-flux background in
(5.1.47) for three tachyons and illustrated the general case in (5.1.55).
• In both cases, the phases are independent of the world sheet coordinates, i.e.
they can be interpreted as pure target space effects. In the open string this
was a consequence of the step function  and in the closed string case it was
derived from the properties of the Rogers dilogarithm.
We note also the following difference: Whereas in the open string case, momen-
tum conservation leads to vanishing phases for cyclic permutations of the vertex
operators, in the closed string case it ensures vanishing of all the phases. How-
ever, off-shell the phases in the open string case already show the structure of the
Moyal-Weyl product. We take this as a motivation to follow the analogy between
the open and closed case one step further and try to guess the structure of the
product of functions on the target space in the case of closed strings in the R-flux
background. Looking at the phases detected in the open string case, one infers that
they can be reproduced if we multiply exponential functions eipn·X by using the
Moyal-Weyl star product (3.1.1). In the same way it is easy to see that in the case
of three insertion points, the phase of (5.1.47) can be reproduced by introducing
a new product for three factors:
f1(x) M f2(x) M f3(x) def= exp
(
pi2
2
θabc ∂x1a ∂
x2
b ∂
x3
c
)
f1(x1) f2(x2) f3(x3)
∣∣∣
x
, (5.1.56)
where we use the notation (. . . )|x = (. . . )x1=x2=x3=x. Indeed, if we choose the
exponential function fn(x) = e
i pn·x, we get
ei p1·x M ei p2·x M ei p3·x = exp
(−ipi2
2
θabc p1,ap2,bp3,c
)
ei (p1+p2+p3)·x . (5.1.57)
Performing an odd permutation σ ∈ S3 of the factors in the M-product, we readily
get the following phase for fk = e
i pk·x:
fσ(1) M fσ(2) M fσ(3) = ei pi
2 θabc p1,ap2,bp3,c f1 M f2 M f3 , (5.1.58)
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but this is exactly the phase observed in the 3-point correlator (5.1.47). We there-
fore propose that the algebra of functions on the target space in this case has a
3-product structure given by (5.1.56).
Let us once more go back to the open string case. The Moyal-Weyl product
applied to coordinate functions xa, xb resulted in the non-commutativity of space-
time as we deduced in chapter 3, see especially (3.1.8). What is the analogue for
the closed string case? The appropriate object is not given by the commutator but
by the completely anti-symmetrized sum over 3-products as was already pointed
out in [74]. The result for coordinate functions xa, xb, xc is given by:[
xa, xb, xc
] def
=
∑
σ∈S3
sign(σ) xσ(a) M xσ(b) M xσ(c) = 3pi2 θabc , (5.1.59)
where we introduced the three-bracket [·, ·, ·]. This result coincides with [74], where
the three-bracket was defined as the Jacobi-identity of the coordinates. The latter
being non-zero is only possible if the underlying spacetime is non-commutative
and non-associative. In our case, the result is not a standard two-product which is
not associative (note that we did not define a two-product), but a three-product
structure from the beginning. Such three-algebras were described in the literature
for example in [79, 80].
Let us generalize this to the case of the N -point correlator (5.1.55). Similar
to the three-point case, the phases which appear if the vertex operators are per-
muted can be reproduced if we introduce an N-product structure on the algebra
of functions, defined as follows:
f1(x) MN f2(x) MN . . .MN fN(x) def=
exp
[
pi2
2
θabc
∑
1≤i<j<k≤N
∂xia ∂
xj
b ∂
xk
c
]
f1(x1) f2(x2) . . . fN(xN)
∣∣∣
x
.
(5.1.60)
Therefore as a main result of this section, considering correlation functions of
tachyon vertex operators in the closed string CFTH-framework suggests a hierarchy
of N -productsMN on the target space. We conclude this section by giving the most
immediate properties of this collection of products. Firstly, we can relate an N -
product to an (N − 1)-product by taking the last factor to be the identity:
f1 MN f2 MN . . . MN fN−1 MN 1 = f1 MN−1 . . . MN−1 fN−1 . (5.1.61)
This also enables us to conclude how to multiply two functions by considering
the case N = 3: Because there are always three derivatives in the three-product,
inserting a constant collapses the exponential to the identity:
f1 M2 f2 = f1 M3 f2 M3 1 = f1 · f2 , (5.1.62)
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i.e. we arrive at the standard commutative and associative product6. Secondly we
want to mention one essential difference to the open string case and the Moyal-Weyl
product. Whereas in the latter case, the product of N functions can be calculated
by successive application of the product of two factors, this is not possible for the
N -product. As an example, the product of five functions cannot be computed by
first multiplying three functions with a three-product and then multiplying the
result again by a three-product with the remaining two functions:
f1 M5 f2 M5 f3 M5 f4 M5 f5 6= (f1 M3 f2 M3 f3) M3 f4 M3 f5 . (5.1.63)
It would be intriguing to get more information about the structure of the collection
of N -products. The complete mathematical description and also the right abstract
definition of algebras carrying a hierarchy of N -product structures goes beyond the
scope of the present work. In the next section we only want to give some possible
connections to other structures which might play a role in this respect.
5.1.7 Concluding remarks and outlook
Starting with a sigma model with flat, three-dimensional target space together
with a B-field linear in the spacetime coordinates (i.e. constant H-flux), we were
able to define a conformal field theory framework up to linear order in the H-flux.
An important ingredient was to define new (anti-)holomorphic currents J a, J¯ b
and spacetime coordinates X a, both fields having non-vanishing three-point func-
tions. T-duality was implemented as a reflection of the right-moving part of the
coordinates X a. Furthermore it was possible to define tachyon vertex operators
as conformal primary fields of CFTH and to investigate their N -point correlation
functions in the case of the H-flux background and its three-fold T-dual version.
In the latter case, we were able to extract momentum-dependent phase factors by
permuting the vertex operators in the correlation functions. These phases were
independent of the world-sheet coordinates and vanished after imposing momen-
tum conservation. By comparison to open string non-commutativity, we were able
to propose the structure of N -products on the algebra of functions on the target
space.
There are many important questions for future work. On the physics side,
it would be interesting to extend the CFTH-framework to the supersymmetric
case and investigate T-duality and vertex operators. But even in the bosonic
theory it would be important to investigate more complicated vertex operators
like the graviton. This was partially done in [78], which could be extended to
calculate graviton scattering amplitudes in the case of the R-flux background.
On the mathematics side, clearly it is important to understand N -algebras and
6There are results which show also a non-commutative 2-product, e.g. [40, 60, 81].
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quantum spaces underlying such algebras. We only were able to give a guess how
such an algebra could be realized in the case of 3-fold T-duals to constant H-flux
backgrounds (see also [40]). Furthermore the phenomenon of a complete hierarchy
of products for every number of factors could have connections to the notion of
L∞-structures (see for example [33] as an introduction).
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5.2 Courant algebroids and flux Bianchi identi-
ties
As detailed in section 4.3, the application of T-duality to configurations with non-
vanishing H-flux on the one hand leads to the well-understood geometric flux but
on the other hand also to non-geometric Q- and R-fluxes, whose mathematical
properties still have to be described precisely. One of the most immediate proper-
ties of the standard H-flux and geometric f -flux are their Bianchi-identities. These
are identities for the fluxes which are trivial if one considers their local structure:
On a sufficiently small neighborhood of a point, the H-flux always can be writ-
ten as H = dB and therefore it is closed. As a consequence we get the Bianchi
identity7:
dH = 0 , ∂[aHbcd] = 0 , (5.2.1)
where the coordinate expression holds for a commuting set of basis sections. Si-
milarly, the geometric f -flux can be realized by the structure constants of a non-
holonomic frame of the tangent bundle for the internal manifold and therefore the
Jacobi-identity of the Lie bracket gives a Bianchi-identity for this flux. For a basis
{ea} of the tangent bundle we get
0 = [ea, [eb, ec]L]L + cycl.
=
(
e[a(f
n
bc]) + f
n
[akf
k
bc]
)
en .
(5.2.2)
To get similar relations for the non-geometric fluxes and possibly additional con-
tributions to the previous identities, one clearly needs an extension of the tangent
bundle to include vector- and form-indices on equal footing. In section 2.2 we pre-
sented the mathematical framework which we are going to use in order to realize all
fluxes as structure constants of a Courant algebroid [82]. We proceed in two steps:
First, to get an idea we present the corresponding algebra purely on the tangent
bundle. This enables us to derive Bianchi identities from the Jacobi identity of
the Lie bracket8. Secondly we will introduce the concept of quasi-Lie algebroids
(which is well known in mathematics, e.g. [33, 66, 84, 85] ) and their corresponding
Courant algebroid structure to construct a commutator-algebra on the generalized
tangent bundle which contains all of the different fluxes as structure functions.
5.2.1 Realization on the tangent bundle
As we have already seen in section 4.3, one of the basic structures of the non-
geometric regime is a bi-vector β, which is interpreted in the following as the
7In the following we always set the dilaton to be constant.
8Similar Bianchi-identities were already motivated in [83].
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structure tensor of a (quasi-)Poisson manifold M . It is used to define the Poisson
bracket of functions by:
{f, g} = βij ∂if ∂jg . (5.2.3)
This bracket satisfies the Jacobi identity in the standard case, but in the following
we want to relax this condition to treat the more general case of a quasi-Poisson
manifold (for more mathematical details we refer the reader to [86]). The Jacobi
identity is now altered to a non-trivial expression:
{f, {g, h}}+ cycl. = (β[in∂nβjk]) ∂if ∂jg ∂kh . (5.2.4)
Note that the expression in brackets has the same (local) structure as the non-
geometric R-flux (4.3.10).
Even though having a quasi-Poisson manifold, it is still possible to use the bi-
vector as a map from the cotangent to the tangent bundle (similar to the anchor
of a Lie algebroid), which we denote by β]:
β] : T ∗M → TM , β](ξ)(η) = β(ξ, η) . (5.2.5)
Example for vanishing H- and f-flux
Denoting the basis and dual basis of the tangent bundle TM by ei and e
i, re-
spectively (i.e. ej(ei) = δ
j
i ), by using the map β
] we obtain in addition to the
standard differential operators ei (which are given in a holonomic basis by ei = ∂i)
the following operators:
ei] := β
](ei) = βij∂j . (5.2.6)
It is now easy to check that both types of differential operators form the following
commutator algebra:
[ei, ej]L = 0 ,
[ei, e
j
] ]L = Qi
jk ek ,
[ei], e
j
] ]L = R
ijk ek +Qk
ij ek] ,
(5.2.7)
where we again use the definitions (4.3.7) for the Q-flux and (4.3.10) for the R-
flux. Note that a similar type of algebraic structure was already given in [20]. It
is now easy to get Bianchi-type relations from the above commutator algebra if
we interpret it as the Lie brackets of vector fields. The latter satisfy the Jacobi
identity and evaluating the Jacobiators gives
0 = 3β[am∂mQd
bc] − ∂dRabc + 3Qd[amQmbc] ,
0 = 2β[am ∂mR
bcd] − 3R[abmQmcd] ,
(5.2.8)
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where for the first one we evaluated the Jacobiator of one basis vector and two
vectors defined in (5.2.6) and for the second one we computed the Jacobiator of
three vectors of type (5.2.6). It is interesting to note that the second identity
already appeared in the context of double field theory [49] and both identities
were also derived in [83] in the context of Schouten-Nijenhuis brackets. We take
this as a motivation to generalize the strategy to include also geometric flux and
H-flux.
The general case on the tangent bundle
The implementation of geometric f -flux can be achieved by introducing a general
(non-holonomic) basis {ea} of the tangent bundle TM . There are two equivalent
characterizations thereof, the first given by the commutators of the basis vectors
and the second given by the exterior differential of the dual basis ea:
[ea, eb]L = f
c
abec , de
a = −1
2
fabc e
b ∧ ec . (5.2.9)
Exterior derivatives like in the case of local H-flux H ∈ Γ(∧3T ∗M) then get
additional contributions, e.g.
H =
(
∂[aBbc] − fd[abBdc]
)
ea ∧ eb ∧ ec . (5.2.10)
In terms of this basis, the differential operators ea] are defined with the bi-vector
β expressed in terms of the non-holonomic basis: ea] = β
abeb. Note that in case of
a Riemannian manifold, a non-holonomic basis can be expressed by choosing a set
of vielbeins that diagonalize the metric: ea = ea
i∂i =: ∂a. The structure constants
can then be expressed in terms of derivatives of the vielbeins:
f cab = e
c
j
(
ea
i∂ieb
j − ebi∂ieaj
)
, (5.2.11)
where the ecj are defined by the dual basis e
c = ecjdx
j. The bi-vector β can be
expressed in terms of the latter by βab = eaie
b
jβ
ij. But the following discussion
will be independent of the choice of a Riemannian structure on the manifold M
and can therefore be applied to general (quasi-) Poisson manifolds.
The last two commutation relations of (5.2.7) can now be generalized to
[ea, e
b
]] = Qa
bcec − f bacec] , [ea] , eb]] = Rabcec +Qcabec] , (5.2.12)
where we enhanced the fluxes to the case of the non-holonomic frame. Explicitly
they are given by
Qa
bc = ∂aβ
bc + f bam β
mc − f cam βmb ,
Rabc = 3
(
β[am ∂mβ
bc] + f [amn β
bmβc]n
)
.
(5.2.13)
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Finally, to include the three-form flux H into the algebra of commutators, we have
to perform a redefinition of the previous fluxes. The reason for this way of including
the H-flux is the fact that it cannot be reproduced directly as commutator of
differential operators. A similar way of including the H-flux into the commutator
algebra can be found in [84]. The field redefinition is given by
Habc = Habc ,
F cab = f cab −Habm βmc ,
Qabc = Qabc +Hamn βmb βnc ,
Rabc = Rabc −Hmnp βma βnb βpc ,
(5.2.14)
i.e. the bi-vector β is used to transform the index-structure of the H-flux in
the right way to include it in the corresponding flux. With the help of the field
redefinition we can finally rewrite equations (5.2.9) and (5.2.12) to get the complete
commutator algebra:
[ea, eb]L = F cab ec +Habc ec] ,
[ea, e
b
]]L = Qabc ec −F bac ec] ,
[ea] , e
b
]]L = Rabc ec +Qcab ec] .
(5.2.15)
An algebra of a similar form was first derived by Roytenberg in [33, 87]. However
note that the algebra (5.2.15) is realized completely on the tangent bundle. We
therefore refer to it as pre-Roytenberg algebra. We will come back to a realization
of the algebra on the generalized tangent bundle by using Courant algebroids in
the next section. But before moving to this technically more sophisticated case,
we want to use one advantage of (5.2.15): Due to the Jacobi identity of the Lie
bracket we can derive Bianchi identities for the fluxes introduced in (5.2.14).
Bianchi identities
Before using the Jacobi identity for the Lie bracket, let us state the Bianchi identity
for the H-flux in terms of the redefined geometric flux:
I : 0 = ∂[aHbcd] − 32 Fm[abHmcd] . (5.2.16)
The Jacobi identities including both, ea] and ea result in four different Bianchi
identities. The different independent combinations are
II : 0 =
[
[ea, eb]L, ec
]
L
+ cycl. , III : 0 =
[
[ea, eb]L, e
c
]
]
L
+ cycl. ,
IV : 0 =
[
[ea, e
b
]]L, e
c
]
]
L
+ cycl. , V : 0 =
[
[ea] , e
b
]]L, e
c
]
]
L
+ cycl. ,
(5.2.17)
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and using the algebra (5.2.15) they result in the Bianchi identities
II : 0 =
(
∂[cFdab] + Fm[abFdc]m +H[abmQc]md
)
+
(
∂[cHab]n − 2Fm[abHcn]m
)
βnd ,
(5.2.18)
III : 0 =
(
βcm∂mFdab + 2∂[aQb]cd −HmabRmcd −FmabQmcd + 4Q[a[cmFd]mb]
)
+
(
βcm∂mHabn − 2∂[aF cb]n − 3Hm[abQn]mc
+ 3Fm[abF cmn]
)
βnd ,
(5.2.19)
IV : 0 =
(
−∂aRbcd − 2β[cm∂mQab]d + 3Qa[bmQmcd] − 3F [bamRcd]m
)
+
(
2β[cm∂mF b]an − ∂aQnbc +QmbcFman
+RbcmHman − 4Q[a[bmF c]mn]
)
βnd ,
(5.2.20)
V : 0 =
(
β[cm ∂mRab]d − 2R[abmQmcd]
)
+
(
β[cm ∂mQnab] +R[abmF c]mn +Qm[abQnc]m
)
βnd .
(5.2.21)
To conclude this section let us make two remarks. First, the identities (5.2.16)
and (5.2.18)-(5.2.21) are constructed out of Jacobi identities but they can also be
checked directly by expressing the fluxes in terms of their potentials. Second, let us
look at two special cases of the identities. On the one hand, choosing a holonomic
basis and having vanishing H-flux, the last two identities reduce again to (5.2.8).
On the other hand, keeping the basis non-holonomic but choosing all the fluxes to
be constant results in the following set of equations
0 = Hk[abFkcd] ,
0 = Hk[abQc]kj −F jk[aFkbc] ,
0 = HkabRkcd + FkabQkcd − 4F [ck[aQb]d]k ,
0 = F [akiRbc]k −Qik[aQkbc] ,
0 = Qk [abRcd]k .
(5.2.22)
We observe that they have the same structure as the Bianchi identities derived
earlier in the literature [43, 88], which we also presented in (4.3.40).
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5.2.2 Realization on TM ⊕ T ∗M
In the previous section, we were able to realize the algebra (5.2.15) containing the
fluxes (5.2.14) completely on the tangent bundle by using the interpretation of the
bi-vector as a map from the cotangent bundle to the tangent bundle. However,
looking at the literature on flux compactifications, e.g. [45, 20], especially in the
context of Hitchin’s generalized geometry [89, 18, 20] it is more appropriate to
consider the full generalized tangent bundle TM ⊕ T ∗M in order to describe all
fluxes in terms of structure functions of a commutator algebra. We thus seek for
a bracket dealing with vector fields and one forms on an equal footing. In section
2.2.2 we presented the basics of a well-known mathematical structure which is
appropriate to handle this case. It turns out that including all fluxes needs for a
certain twisting of this structure which we describe below. Physically, by counting
degrees of freedom, it is not possible to have all fluxes turned on without further
restrictions. But in the last section, we derived relations among the various types
of fluxes which restrict their number of directions being turned on at the same
time. Mathematically this is reflected in the fact that the resulting structure
which is suitable to include all fluxes is only a Courant algebroid if the Bianchi
identities (5.2.16) - (5.2.21) are obeyed, as we will see later in the proof of the
main proposition of this section.
Quasi-Lie algebroids
As detailed in section 2.2, one way to construct a Courant algebroid structure is
to first consider a Lie bi-algebroid. It turns out that this remains valid also for
the weaker structure of a quasi-Lie bialgebroid. We use it in the following to deal
with the most general case where all fluxes are included. A detailed treatment of
twisted- and quasi- structures in this context is given in [85].
Let us start with the trivial Lie algebroid (TM, [·, ·]L, id). As stated in the
last subsection, the Lie bracket is characterized by the geometric flux f cab. The
inclusion of the H-flux was done by a field redefinition. We now realize the latter
mathematically by a twist, meaning that we extend the Lie-bracket by an H-
dependent term. The resulting bracket for vector fields X, Y is called H-twisted
Lie bracket:
[X, Y ]HL = [X, Y ]L − β] (ιY ιXH) . (5.2.23)
Taking the tangent bundle TM together with this bracket and the identity map,
we get an example of a quasi -Lie algebroid. This means that the Leibniz rule
is still valid but the anchor (which is the identity in this case) is not an algebra
homomorphism any more (obvious in the above case). The defect is given by the
H-dependent term. Moreover, the bracket (5.2.23) does not satisfy the Jacobi
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identity. The failure is again given by an H-dependent term. Thus, in the limit
H → 0 the structure reduces to a standard Lie algebroid. Let us now evaluate
(5.2.23) on basis vector fields ea:
[ea, eb]
H
L = f
p
ab ep −Habm βmp ep = F cab ec . (5.2.24)
We see that the right structure functions F cab are produced by this kind of twisted
bracket.
Next, let us consider the Lie algebroid (T ∗M, [·, ·]KS(β), β]) introduced in chap-
ter 2. The twisting by the H-flux in this case leads to the so-called H-twisted
Koszul-Schouten bracket defined by:
[ξ, η]HKS(β) = [ξ, η]KS(β) + ιβ](η)ιβ](ξ)H . (5.2.25)
Again this bracket has the Leibniz rule but does not obey the Jacobi identity
and the anchor is not an algebra homomorphism. The corresponding flux which
measures these defects is given by the R-flux introduced in (5.2.14). Its vanishing
completely restores the Lie algebroid properties (see also [86]). Again, evaluating
on basis one-forms gives:
[ea, eb]HKS(β) = ∂pβ
ab ep + 2f [apmβ
mb] ep + βamβbnHmnpe
p = Qcab ec . (5.2.26)
To sum up, the fluxes defined in (5.2.14) have a definite geometric meaning:
Whereas the F - and Q-fluxes can be interpreted as the structure functions of
the H-twisted Lie bracket and H-twisted Koszul-Schouten bracket, respectively,
the H- and R-fluxes measure the failures of the corresponding quasi-Lie algebroids
to be proper Lie algebroids.
The Courant algebroid
Let us now see how we can construct a Courant algebroid out of the quasi-Lie
algebroids described previously and which conditions on the fluxes (5.2.14) are
needed. The notion of Courant algebroids and its connection to standard Lie bi-
algebroids was pointed out in section 2.2. According to the definitions given there,
to define a Courant algebroid, we have to specify a total space, bilinear form,
bracket and an anchor. We present them in turn:
• For the total space we choose the generalized tangent bundle TM ⊕ T ∗M .
• For sections X + ξ, Y + η ∈ Γ(TM ⊕ T ∗M) we define a symmetric and
antisymmetric9 bilinear form by
〈X + ξ, Y + η〉± = ξ(Y )± η(X) . (5.2.27)
9Only the symmetric bilinear form is needed for the definition of a Courant algebroid. We
introduce also the antisymmetric bilinear form to write later formulas in a convenient way.
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• The bracket J·, ·K on the generalized tangent bundle is determined by the
following definitions for X, Y ∈ Γ(TM) and ξ, η ∈ Γ(T ∗M):
JX, Y K = [X, Y ]HL + ιY ιXH ,JX, ξK = [ιX , dH ]+ ξ − [ιξ, dHβ ]+X + 12(dH − dHβ ) 〈X, ξ〉− ,Jξ,XK = [ιξ, dHβ ]+X − [ιX , dH ]+ ξ + 12(dH − dHβ ) 〈ξ,X〉− ,Jξ, ηK = [ξ, η]HKS(β) + ιηιξR ,
(5.2.28)
where we introduced the differentials dH and dHβ corresponding to the H-
twisted Lie bracket and H-twisted Koszul-Schouten bracket. Their action
can be computed using the definitions (5.2.23) and (5.2.25) and the general
definition of the corresponding differential, given in the mathematical intro-
duction, equation (2.1.6). The symbol [·, ·]+ denotes the anti-commutator of
operators.
• The anchor α is given in terms of the identity map and the bi-vector by
α : TM ⊕ T ∗M → TM , α(X + ξ) = X + β](ξ) . (5.2.29)
With these definitions we are now able to state the following proposition:
Proposition 5.2.1. (TM⊕T ∗M, J·, ·K, 〈·, ·〉+, α) is a Courant algebroid. Moreover,
its bracket J·, ·K has the following algebra on basis sections:
Jea, ebK = F cab ec +Habc ec ,Jea, ebK = Qabc ec −F bac ec ,Jea, ebK = Qcab ec +Rabc ec . (5.2.30)
Proof. We have to check the defining properties of a Courant algebroid as they
were presented in definition 2.2.2. The homomorphism property of the anchor can
be calculated directly. The Leibniz rule can be checked separately for every case
in (5.2.28): The first and the last ones are trivial because of the corresponding
properties of the Lie- and Koszul-Schouten bracket. Let us be more explicit for
the second case (the third case is done in the same way). For f ∈ C∞(M) we have
JX, fξK = ιXdH(fξ) + dHιX(fξ)− ιfξdHβ X
− dHβ ιfξX + 12
(
dH − dHβ
)
(f〈X, ξ〉−)
= fJX, ξK + (ιXdf) ξ − dβf ιξX − 12df ιXξ + 12dβf ιXξ
= fJX, ξK +X(f)ξ − 1
2
Df ιXξ ,
(5.2.31)
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where D was defined in 2.2.2. The third property of 2.2.2 is easy in our case and the
fourth property is a straightforward computation. The property for the Jacobiator
is slightly more subtle so we explain it in detail. There are four independent types
of Jacobiators which we calculate explicitly10:
J(ea, eb, ec) =− 3
(
∂[cFdab] + Fm[abFdc]m +H[abmQc]md
)
ed
− 3
(
∂[cHab]d − 2Fm[abHcd]m
)
ed + 3
2
DHabc ,
(5.2.32)
J(ea, eb, e
c) =−
(
βcm∂mFdab + 2∂[aQb]cd −HmabRmcd −FmabQmcd
+ 4Q[a[cmFd]mb]
)
ed −
(
βcm∂mHabd − 2∂[aF cb]d
− 3Hm[abQd]mc + 3Fm[abF cmd]
)
ed + 3
2
DF cab ,
(5.2.33)
J(ea, e
b, ec) = +
(
−∂aRbcd − 2β[cm∂mQab]d + 3Qa[bmQmcd]
− 3F [bamRcd]m
)
ed +
(
2β[cm∂mF b]ad − ∂aQdbc
+QmbcFmad +RbcmHmad − 4Q[a[bmF c]md]
)
ed + 3
2
DQabc ,
(5.2.34)
J(ea, eb, ec) =− 3
(
β[cm ∂mRab]d − 2R[abmQmcd]
)
ed − 3
(
β[cm ∂mQdab]
+R[abmF c]md +Qm[abQdc]m
)
ed + 3
2
DRabc .
(5.2.35)
To show that the Jacobiator (5.2.32) takes the desired form, as a first step we
apply the second Bianchi identity (5.2.18) to rewrite it in the form:
J(ea, eb, ec) = 3
(
∂[cHab]n − 2Fm[abHcn]m
)(
βnded − en
)
+ 3
2
DHabc . (5.2.36)
As a second step we now use the first Bianchi identity (5.2.16), which can be
expanded in the follwing form:
3
4
∂[aHbc]d − 14∂dHabc − 32Fm[abHmcd] = 0 . (5.2.37)
Using this in equation (5.2.36), we reduce the Jacobiator to the final form
J(ea, eb, ec) =
1
2
DHabc . (5.2.38)
10Note, that applying the map β] to these Jacobiators again results in the expressions for the
Bianchi identities (5.2.18)-(5.2.21).
86 5. Results
In the same way we are able to reduce the remaining Jacobiators (5.2.33)-(5.2.35)
to the desired form by applying successively the corresponding Bianchi identities.
We summarize the result:
Jac(ea, eb, ec) = D T (ea, eb, ec) = 12 DHabc ,
Jac(ea, eb, e
c) = D T (ea, eb, ec) = 12 DF cab ,
Jac(ea, e
b, ec) = D T (ea, eb, ec) = 12 DQabc ,
Jac(ea, eb, ec) = D T (ea, eb, ec) = 1
2
DRabc .
(5.2.39)
Thus, all the axioms of a Courant algebroid are verified and we proved the first
claim of the proposition. The second claim, i.e. the commutation relations (5.2.30)
can be computed directly.
Summarizing remarks
In the last two sections we were able to show a mathematical structure, which
allows to describe the nature of the fluxes (H,F ,Q,R). It is given by the Courant
algebroid of proposition 5.2.1 and the fluxes turn out to be its structure functions
if we evaluate it on a general (non-holonomic) basis of the generalized tangent
bundle. A commutator algebra of this structure is called Roytenberg algebra in
the mathematical literature. To prove these statements it was indispensable to
use the Bianchi identities (5.2.16)-(5.2.21). The derivation of the latter used the
realization of the Roytenberg algebra on the tangent bundle. Physically, this
restriction on the fluxes is expected due to their nature as T-duals of each other.
Let us summarize the logic in the following diagram:
geometric data
(M,β,H)
{ea,eb#}
//

pre-Roytenberg alg.
on TM
Bianchi
id’s

quasi-Lie
algebroids
{ea,eb}
//
Courant
algebroid
//
Roytenberg alg.
on TM ⊕ T ?M
β#
jjUUUUUUUUUUUUUUUU
The use of Lie algebroids and Courant algebroids as a structure to describe the
mathematical properties of geometric and non-geometric fluxes and their poten-
tials turns out to be very deep and still not completely uncovered. As a further
application, in the next section we will investigate a special Lie algebroid structure
on the cotangent bundle appropriate to describe the dynamics of a quasi-Poisson
structure. This Lie algebroid turns out to be a Dirac structure (definition 2.2.4)
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of the Courant algebroid used above. We will then use the differential geometry of
Lie algebroids presented in chapter 2 to formulate a covariant derivative, torsion-
and Riemann tensor in this framework. As a consequence, we are able to write
down an action similar to the standard bosonic low energy string effective action
but with a metric on the cotangent bundle, the bi-vector β and the dilaton as basic
dynamical variables.
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5.3 Bi-invariant symplectic gravity
In the chapter on non-geometric fluxes we described the emergence of a bi-vector
β in the description of Q- and R-flux backgrounds. It is an important problem
to formulate a dynamical theory which has a metric11 gˆij and this antisymmetric
bi-vector βij as basic field variables. The low energy effective action of the bosonic
string,
S =
1
2κ2
∫
dnx
√
−|G|e−2φ
(
R− 1
12
HabcH
abc + 4∂aφ ∂
aφ
)
, (5.3.1)
contains the metric in form of standard Einstein-Hilbert gravity and in addition
the dilaton and the kinetic term for the NS-NS B-field. The latter is determined
by gauge invariance of the field strength H, but its influence on the geometry of
the underlying space is only given by the energy-momentum part of the equations
of motion. It is not included in the geometry a priori. T-duality changes this sepa-
ration of geometry and gauge transformations dramatically by mixing metric and
B-field components, as we have seen in (4.1.10). We therefore expect a non-trivial
mix between geometry and gauge theory in the description of T-dual situations
where the bi-vector β is involved: On the one hand, the gauge transformations of
the original NS-NS B-field will be translated into a new transformation behavior
of the bi-vector and also to quantities containing it. On the other hand, geometry
itself will be modified to include the metric and bi-vector on a similar footing, as
it is suggested already by the T-duality Buscher rules. In our chapter 2 about
the mathematical background on Lie algebroids we encountered a possible way
to achieve such a modified geometry. The detailed development of a democratic
theory involving gˆij and βij, its implications to the theory of non-geometric fluxes
and its relations to standard bosonic string theory and superstring theory is the
topic of the following sections [90, 91].
5.3.1 Gauge transformations and quasi-Lie derivatives
As we have seen in the examples of section 2.1.1, we can interpret the bi-vector
β = 1
2
βij ∂i ∧ ∂j in terms of Poisson-geometry. As was detailed there, we can for-
mulate a differential operator dβ = [β, ·]SN on the space of multi-vectorfields on
a manifold M . Taking the derivative of β results in an important antisymmetric
3-vector:
Θ := 1
2
dββ =
(
β[im∂mβ
jk]
)
∂i ∧ ∂j ∧ ∂k . (5.3.2)
11In the following, we will interprete gˆij as a metric on the cotangent bundle in contrast to
the standard metric Gij on the tangent bundle.
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The last expression was also considered in [20, 46] as a coordinate expression for the
non-geometric R-flux (here, we denote it by Θ to not confuse it with various types
of Ricci scalars to be introduced later in this section). Therefore it is natural to
construct a differential calculus with dβ replacing the standard exterior differential,
i.e. we have to replace the tangent bundle by the cotangent bundle equipped with
an appropriate Lie algebroid structure.
Taking the description (5.3.2) of the R-flux, we see that its vanishing is equi-
valent to M being a Poisson manifold. To also treat the case of non-vanishing
flux, we have to deal with so-called quasi -Poisson structures. Independent of these
properties, we can still take β as an anchor-type map by defining:
β] : T ∗M → TM, β](dxi) = βij∂j , (5.3.3)
and map tensor fields from T ∗M to TM . Transporting in this way the metric to
the tangent bundle leads to:
⊗2β](Gij dxi ⊗ dxj) = βinβjmGij ∂n ⊗ ∂m , (5.3.4)
where ⊗2β] means acting on every tensor factor. In addition, recalling the in-
terpretation of the NS-NS B-field as a quasi-symplectic structure, we identify its
inverse with the bi-vector β (this is also known in non-commutative geometry, see
for example [15]). To sum up, we get the following relation between the two sets
of variables (Gij, Bij) and (gˆ
ij, βij):
Bij → βij = (B−1)ij ,
Gij → gˆij = βim βjnGmn .
(5.3.5)
It is now possible to convert gauge transformations of the B-field into correspon-
ding transformations of β and also gˆ (because β is included in the second line of
(5.3.5)). Denoting in general variations under gauge transformations by δgauge, we
get:
δgaugeξ Bij = ∂iξj − ∂j ξi ,
δgaugeξ β
ab = βamβbn
(
∂mξn − ∂nξm
)
,
δgaugeξ gˆ
ab = 2 gˆ(amβb)n
(
∂mξn − ∂nξm
)
.
(5.3.6)
To illustrate the concept, let us prove the last equality:
δgaugeξ gˆ
ij =
(
δgaugeξ β
in
)
βjmGnm + β
in
(
δgaugeξ β
jm
)
Gnm
= βirβns (∂rξs − ∂sξr) βjmGnm
+ βinβjrβms (∂rξs − ∂sξr)
= 2 gˆ(amβb)n
(
∂mξn − ∂nξm
)
,
(5.3.7)
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where in the first line we used the fact that the original metric Gij does not trans-
form under gauge transformations of the B-field and in the last line we employed
(5.3.5) to write everything in terms of the transformed fields.
As a result of the redefinition (5.3.5), we see that the metric also transforms
non-trivially under a redefined gauge transformation. From general relativity it is
well known how the metric tensor transforms under diffeomorphisms of spacetime:
Given a vector field v = vm∂m ∈ Γ(TM), the infinitesimal variation of the (inverse)
metric under the flow parametrized by v is given by the Lie derivative:
δvgˆ = Lv
(
gˆij ∂i ⊗ ∂j
)
=
(
vm∂mgˆ
ij − gˆik∂kvj − gˆjk∂kvi
)
∂i ⊗ ∂j .
(5.3.8)
In the following it is our goal to find a geometric interpretation of the trans-
formation (5.3.6) of the metric. As a first step, we can construct a vector field
parametrized by the gauge parameter ξ by taking the anchor of ξ. Assuming that
the metric transforms under the flow parametrized by this vector in the standard
way described above, we can separate the diffeomorphism part from (5.3.6):
(Lβ]ξ gˆ)
ij − δgaugeξ gˆij =: (Lˆξ gˆ)ij
= ξnβ
nm∂mgˆ
ij − gˆik∂k(ξnβnj)− gˆik∂k(ξnβni)
− (gˆimβjn + gˆjmβin) (∂mξn − ∂nξm)
= ξnβ
nm∂mgˆ
ij + gjm
(
βin∂nξm − ξn∂mβni
)
+ gˆim
(
βjn∂nξm − ξn∂mβnj
)
.
(5.3.9)
We now show, that the last expression can be interpreted as a quasi-Lie derivative
with respect to the one-form gauge parameter ξ. We have to take the cotangent
bundle T ∗M together with the Koszul-Schouten bracket, which was already des-
cribed in the examples of 2.1.1. Let us define the following differential operator
Lˆξ by its action on functions f , one-forms η and vector fields X by
Lˆξ(f) = β](ξ)(f) , Lˆξη =
[
ξ, η
]
KS(β)
,
LˆξX = ιξ ◦ dβX + dβ ◦ ιξX ,
(5.3.10)
which in local coordinates gives
Lˆξf = ξmβmn∂nf =: ξmDmf ,
Lˆξη = (ξmDmηa − ηmDmξa + ξmηnQamn) dxa ,
LˆξX = (ξmDmXa +XmDaξm −XmξnQmna) ∂a ,
(5.3.11)
where we have introduced the Q-flux, given by Qk
ij := ∂kβ
ij and we use the
derivative Da := βan∂n.
5.3 Bi-invariant symplectic gravity 91
From the definition (5.3.10), we see that Lˆ is a derivation on the spaces of
vector fields and one-forms since it is linear and satisfies the Leibniz rule, e.g. for
one-forms:
Lˆξfη = [ξ, fη]KS(β) = β](ξ)(f) η + f [ξ, η]KS(β)
= Lˆξ(f) η + f Lˆξη .
(5.3.12)
However, for non-vanishing Θ-flux (5.3.2) the Koszul-Schouten bracket [·, ·]KS(β)
does not satisfy the Jacobi-identity any more and therefore, the last property in
proposition 2.1.24 acquires additional terms dependent on Θ. More precisely, we
have
J(η, χ, ζ) =
[
η, [χ, ζ]KS(β)
]
KS(β)
+
[
ζ, [η, χ]KS(β)
]
KS(β)
+
[
χ, [ζ, η]KS(β)
]
KS(β)
=
[Lη,Lχ]ζ − L[η,χ]KS(β)ζ
= d
(
Θ(η, χ, ζ)
)
+ ι(ιζιχΘ)dη + ι(ιηιζΘ)dχ+ ι(ιχιηΘ)dζ .
(5.3.13)
In addition to that, the operator Lˆξ does only commute with the corresponding
differential dβ up to Θ-flux terms (for the case of a Poisson manifold, see (2.1.24)).
Here we get: [Lˆξ, dβ]f = −Θijkξj∂kf∂i . (5.3.14)
To sum up, Lˆξ has the same properties as an ordinary Lie derivative only up to
terms depending on Θ. Sending the Θ-flux to zero (which is equivalent to having
a Poisson manifold, as was described at the beginning), we arrive at the example
of a Lie algebroid (T ∗M, [·, ·]KS(β), β]) (described in section 2.1.1). We therefore
use the term quasi-Lie derivative for such a differential operator.
We are now able to give the geometric interpretation of the result in equation
(5.3.9). With the mathematical structure introduced so far, the proof is now very
easy.
Proposition 5.3.1. The transformation δgaugeξ of the metric gˆ can be separated
into a diffeomorphism and an additional part described by the quasi-Lie derivative
Lˆξ:
δgaugeξ gˆ = Lβ](ξ) gˆ − Lˆξ gˆ . (5.3.15)
Proof. We only have to compute Lˆξ gˆ. Using the derivation property and the
action on vector fields given in (5.3.11), we get
(Lˆξgˆ)ij = ξnDngˆij + gkj
(
Diξk − ξnQkni
)
+ gˆik
(
Djξk − ξnQknj
)
,
(5.3.16)
which coincides with the last expression in (5.3.9).
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According to this separation, in the next section we are going to introduce
the concept of β-diffeomorphisms and β-tensors in addition to ordinary diffeomor-
phisms and tensors. We could also take the name quasi-diffeomorphism but the
appearance of β which in our case is a quasi-Poisson structure already indicates
the special quality of these kind of transformations.
5.3.2 β-diffeomorphisms and -tensors
In the last section we used the anchor map induced by the bi-vector β to transform
objects like one-forms ξ or the metric G from the cotangent to the tangent bundle.
Together with the identification β = B−1 suggested by [15] we were able to write
down the transformation behavior of the new quantities under gauge transforma-
tions of the B-field. It turned out that the transformation rule for the new metric
consists of two parts: An infinitesimal diffeomorphism and an additional transfor-
mation which we will call β-diffeomorphism, because it is possible to write them
in terms of a quasi-Lie derivative Lˆξ. We now generalize this observation to de-
fine β-tensors as sections in the tangent/cotangent bundles transforming with Lˆξ
under an infinitesimal variation in the direction of a one-form ξ. To give a precise
statement, we have to define the latter. We first have to specify the infinitesimal
transformation of scalars with respect to a one-form ξ. There is only one natural
way, namely to use the anchor map:
δˆξf := ξmβ
mk∂kf = ξmD
mf . (5.3.17)
In addition we assume that the infinitesimal variation commutes with partial
differentiation, which is the same as in ordinary differential geometry. Having
these two properties, it is now possible to calculate the variation δˆξ of arbitrary
combinations of fields and their derivatives. In standard differential geometry,
there is a distinguished set of fields, called tensor fields , whose infinitesimal
transformation under standard diffeomeomorphisms is given by the Lie deriva-
tive: (δXT )
m1...mr
n1...ns = (LXT )
m1...mr
n1...ns . In complete analogy we now want to
distinguish β-tensors by demanding them to transform with the quasi-Lie deriva-
tive Lˆξ. As an example, β-one-forms and β-vectors are defined to transform as
(
δˆξη
)
a
= ξmD
mηa − ηmDmξa + ξmηnQamn ,(
δˆξX
)a
= ξmD
mXa +XmDaξm −XmξnQmna .
(5.3.18)
This can be further generalized to fields of arbitrary index structure. As we are
only interested in proper sections of the tangent- and cotangent bundles, we use
these objects to distinguish the subclass of β-tensors:
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Definition 5.3.2. A tensorfield T ∈ Γ((⊗rTM)⊗ (⊗sT ∗M)) is called a β-tensor
if it transforms infinitesimally in the direction of ξ ∈ Γ(T ∗M) as
δˆξT
a1...ar
b1...bs =
(LˆξT)a1...ar b1...bs , (5.3.19)
where Lˆξ acts on general tensor fields by(LˆξT)a1...ar b1...bs = ξmDmT a1...ar b1...bs
−
s∑
i=1
(
Dmξbi + ξnQbi
mn
)
T a1...ar b1...bi−1mbi+1...bs
+
r∑
i=1
(
Daiξm + ξnQm
ain
)
T a1...ai−1mai+1...ar b1...bs .
(5.3.20)
To conclude this section, we want to use once more the analogy with standard
differential geometry to determine the transformation behavior of the anchor β
under infinitesimal variations δˆξ. As is well known, the total differential of a
function should belong to the set of one-forms: df = ∂mf dx
m. In the same way,
we demand that the differential dβ of a scalar function f should be a β-tensor:
δˆξD
af =
(
δˆξβ
ak
)
∂kf + β
ak∂k(δˆξf)
!
= Lˆξ(Daf)
= ξmΘ
map∂pf + ξmD
aDmf +DmfDaξm .
(5.3.21)
And therefore we infer the infinitesimal transformation behavior of the anchor β:
δˆξβ
ij = ξmΘ
mij
= Lˆξβij + βimβjn (∂mξn − ∂nξm) .
(5.3.22)
Thus, the anchor does not transform as a proper β-tensor, but has an additional
term showing that one should consider it as a gauge field. As a non-trivial consis-
tency check, we want to show that the field strength of β, which is given by the
Θ-flux, is again a proper β-tensor:
δˆξΘ = δˆξ
1
2
[
β, β
]
SN
=
1
2
([
δˆξβ, β
]
SN
+
[
β, δˆξβ
]
SN
)
=
1
2
([
ιξΘ, β
]
SN
+
[
β, ιξΘ
]
SN
)
= dβιξΘ
= LˆξΘ ,
(5.3.23)
where in the last line, we have used the Bianchi identity dβ Θ = 0. Thus we can
use the Θ-flux to construct actions invariant under both, diffeomorphisms and
β-diffeomorphisms.
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5.3.3 Algebra of β-diffeomorphisms
Already the violation (5.3.13) of the Jacobi-identity for the quasi-Lie derivative
Lˆ by Θ-flux terms suggests to look more closely at successive application of two
β-transformations. It will turn out that the infinitesimal β-transformation of a β-
tensor is not a β-tensor any more (the defect given, as expected, by terms involving
Θ), but the commutator of two β-diffeomorphisms is again a β-diffeomorphism plus
an ordinary diffeomorphism. In other words, only the commutator is again a mean-
ingful object and in addition, we observe the relation to standard diffeomorphisms:
Commuting a β-diffeomorphism with a standard diffeomorphism results in a stan-
dard diffeomorphism. As a consequence, to have a closed algebra of infinitesimal
transformations, we have to include both, standard- and β-diffeomorphims. In-
tuitively, this means that we have the direct sum of these two transformations
on the “Lie algebra”-level and as a consequence, in the large we expect to have
a symmetry group generated by both, diffeomorphisms and the large analogue of
β-diffeomorphisms.
At the infinitesimal level, let us now state the precise result on the algebra of
both kinds of transformations:
Proposition 5.3.3. Let δX1 , δX2 be two infinitesimal diffeomorphisms parame-
trized by vector fields X1, X2 and δˆξ1 , δˆξ2 be two infinitesimal β-diffeomorphims
parametrized by one-forms ξ1, ξ2 respectively, then we have the following algebra of
commutators: [
δX1 , δX2
]
= δ[X1,X2]L ,[
δˆξ1 , δX1
]
= δLˆξ1X1 ,[
δˆξ1 , δˆξ2
]
= δˆ[ξ1,ξ2]KS(β) + διξ2 ιξ1Θ .
(5.3.24)
Proof. The first one is trivial and the second and third one are proved along the
same lines. We prove the third commutator. First, one has to evaluate both
sides of the relation on functions, vector fields and forms. We only check it for
scalars and one-forms because the calculation is similar for vector fields and the
generalization to forms and vector fields of higher degree is straight forward. Let
us begin with scalars φ. Using the condition (5.3.21), the left hand side of the
third relation gives[
δˆξ1 , δˆξ2
]
f = Lˆξ1
(
Lˆξ2φ
)
− Lˆξ2
(
Lˆξ1φ
)
= Lˆ[ξ1,ξ2]KS(β)φ+ (ξ1)m(ξ2)nΘmnk∂kφ .
(5.3.25)
The evaluation on forms is more complicated, because there are no simple condi-
tions as for scalars and one has to calculate directly. Let γ, ξ, η be one forms, then
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we have:[
δˆγ
(
δˆξη
)
− Lˆγ
(
Lˆξη
)]
a
= (γrD
rξm − ξrDrγm + γrξwQmrw)Dmηa
+ ξmγwΘ
wmk∂kηa + ξmD
m (γrD
rηa − ηrDrγa + γrηwQarw)
− (γrDrηm − ηrDrγm + γrηwQmrw)Dmξa − ηmγwΘwmk∂kξa
− ηmDm (γrDrξa − ξrDrγa + γrξwQarw)
+ (γrD
rξm − ξrDrγm + γrξwQmrw) ηnQamn
+ ξmQa
mn (γrD
rηn − ηrDrγn + γrηwQnrw) + ξmηn∂a (γwΘwmn)
− γmDm
(
ξkD
kηa − ηkDkξa + ξkηnQakn
)
+
(
ξkD
kηm − ηkDkξm + ξkηnQmkn
)
Dmγa
− γm
(
ξkD
kηn − ηkDkξn + ξkηwQnkw
)
Qa
mn
= ξmηnΘ
mnk (∂aγk − ∂kγa) ,
(5.3.26)
where in the last line we used the Bianchi-identity (5.2.20), and the different anti-
symmetrizations were written out to see that the following part in the first step of
the calculation above vanishes:
0 = ∂aΘ
kmn +DmQa
kn −DnQakm
−DkQamn −QanpQpkm +QampQpkn −QakpQpmn .
(5.3.27)
In addition, we used the commutator algebra [Di, Dj] = Θijk∂k + Qk
ijDk to ex-
change derivatives. Thus, we get the following result on the commutator of two
infinitesimal β-diffeomorphisms evaluated at a one-form η:([
δˆγ, δˆξ
]
η
)
a
=
([
Lˆγ, Lˆξ
]
η
)
a
+ ξmηnΘ
mnk (∂aγk − ∂kγa)
− γmηnΘmnk (∂aξk − ∂kξa) .
(5.3.28)
Finally, taking also relation (5.3.13) for the Jacobiator of the Koszul-Schouten
bracket into account, the above can be rewritten to[
δˆγ, δˆξ
]
η = Lˆ[γ,ξ]KS(β)η + d (Θ(γ, ξ, η)) + ιιηιξΘdγ
+ ιιγιηΘdξ + ιιξιγΘdη − ιιηιξΘdγ + ιιηιγΘdξ
= Lˆ[γ,ξ]KS(β)η +
(
d ◦ ιιξιγΘ + ιιξιγΘ ◦ d
)
η ,
(5.3.29)
and therefore the desired result.
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5.3.4 Geometry with H- and Θ-flux
Having established the notion of β-diffeomorphisms / tensors and their relations
to gauge transformations of the NS-NS B-field, we are now ready to turn to our
original question of constructing a gravity theory having the new fields gˆij, βij, φ as
dynamical degrees of freedom. In the original bosonic low energy effective action
of string theory (5.3.1), besides the Ricci-scalar and the dilaton we also have the
H-flux term. Therefore we expect to get a corresponding Θ-flux term. The original
action was invariant under diffeomorphisms and gauge transformations of the B-
field and consequently we are going to establish a differential geometric framework
which is invariant under both, standard- and β-diffeomorphisms.
The appropriate Lie algebroid
As we have seen in chapter 2, to get a coordinate-independent differential geometry
calculus (e.g. defining covariant differentiation, torsion and curvature), we have
to define an underlying Lie algebroid structure. In addition to diffeomorphism
invariance the resulting theory should also be invariant under β-diffeomorphisms.
The first naive guess for the new framework would be the triple already dis-
cussed: (T ∗M, [·, ·]KS(β), β]). But this is only a proper Lie algebroid for vanishing
Θ-flux. Indeed, evaluating for example the homomorphism property of the anchor
in proposition 2.1.2 on basis one-forms dxi results in:
[β](dxi), β](dxj)]L − β]([dxi, dxj]KS(β)) = Θijk∂k . (5.3.30)
But instead of giving up this guess, let us try to see the restrictions on the bracket
by demanding the homomorphism property. Define the following bracket (the
terminology will become clear later in this section)[
dxi, dxj
]H
KS(β)
= (Qk
ij +Kk
ij)dxk
=: Qkij ,
(5.3.31)
and extended for general one-forms ξ, η by the Leibniz rule
[dxi, fdxj]HKS(β) = β
](dxi)(f) dxj + f [dxi, dxj]HKS(β) . (5.3.32)
From the homomorphism property, we can determine the field Kk
ij:
0
!
=
[
β](dxi), β](dxj)
]
L
− β] ([dxi, dxj]HKS(β))
=
(
Qk
ijβkn + Θijn −Qkijβkn −Kkijβkn
)
∂n .
(5.3.33)
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We now assume the invertibility of βij and its relation to the NS-NS B-field,
suggested by [15]
βij = (1/B)ij . (5.3.34)
This will be enough to prove the Lie algebroid properties and the relation of Θ-
and H-fluxes. From equation (5.3.33) we get Kk
ij = Θijn(β−1)nk, and from the
Leibniz property, we get the form of the bracket for general one-forms:
[ξ, η]HKS(β) = [ξ, η]KS(β) + (β
−1)] (ιηιξΘ) . (5.3.35)
The Jacobi-identity of this bracket also follows from the invertibility of the anchor
and the homomorphism property:
β]
([
ξ, [η, ζ]HKS(β)
]H
KS(β)
+ cycl
)
=
([
β](ξ), [β](η), β](ζ)]L
]
L
+ cycl
)
= 0 ,
(5.3.36)
because after applying the anchor we deal with vector fields and the standard Lie
bracket where the Jacobi identity is valid. Thus, under these conditions, the triple
(T ∗M, [·, ·]HKS(β), β]) is a Lie algebroid. Using proposition 2.1.5, we are able to
relate the de Rham differential d to the associated differential dHβ on TM (defined
by (2.1.6)), and therefore the H to the Θ-flux:
∧3β](H) = ∧3 β](dB)
= dHβ ∧2 β](B) = −dHβ (β)
= −Θ ,
(5.3.37)
which means in components:
Θijk = βimβjnβkpHmnp . (5.3.38)
Conversely, this relation is also sufficient for (T ∗M, [·, ·]HKS(β), β]) being a Lie alge-
broid, because we can write the Jacobiator for the bracket also as follows:[
ξ, [η, ζ]HKS(β)
]H
KS(β)
+ cycl.
= d
(R(ξ, η, ζ))+ ι(ιζιηR)dξ + ι(ιξιζR)dη + ι(ιηιξR)dζ , (5.3.39)
where Rabc = Θabc − βam βbn βckHmnk and therefore vanishes if condition (5.3.38)
holds.
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[·, ·]HKS(β) and β-diffeomorphisms
Let us finally investigate the transformation behavior of the bracket [·, ·]HKS(β) under
infinitesimal β-diffeomorphisms. It is important to note that, in order to get a β-
diffeomorphism invariant differential geometry calculus, we have to start with a
bracket which maps β-tensors into β-tensors. This is a non-trivial requirement
which is not valid for the standard Koszul-Schouten bracket where we have
δˆξ
(
[η, ζ]KS(β)
)
a
=
(Lˆξ[η, ζ]KS(β))a + ηm ζn Θmnk(dξ)ak . (5.3.40)
But fortunately, the H-twisted Koszul-Schouten bracket has the required property
as the following calculation shows
δˆξ
(
[η, ζ]HKS(β)
)
a
= δˆξ
(
[η, ζ]KS(β)
)
a
+ δˆξ
(
Θmnk(β−1)ka ηm ξn
)
=
(Lˆξ[η, ζ]HKS(β))a + ηmζnΘmnk(dξ)ak
+ Θmnk
(
(δˆξ − Lˆξ)(β−1)ka
)
ηm ζn
=
(Lˆξ[η, ζ]HKS(β))a ,
(5.3.41)
where in the last line, we used the transformation behavior (5.3.22), which can
be transformed to its inverse (β−1)ij in the standard way. To sum up, the Lie
algebroid (T ∗M, [·, ·]HKS(β), β]) with β being the inverse of the NS-NS B-field (or
equivalently R = 0) is a Lie algebroid and [·, ·]HKS(β) maps β-tensors to β-tensors.
This Lie algebroid will therefore be used in the next section to set up a differential
geometry invariant under both, standard- and β-diffeomorphisms.
5.3.5 Differential geometry on (T ∗M, [·, ·]HKS(β), β])
Having identified a proper Lie algebroid setting in the last section, we are now
ready to apply the general theory of chapter 2. We will provide explicit formulas for
the Christoffel connection coefficients, torsion and curvature. By construction, the
bi-vector β will enter in these expressions non-trivially to ensure diffeomorphism-
and β-diffeomorphism invariance. To distinguish the new quantities from the ones
of standard Riemannian geometry, we will denote them by an additional hat-
symbol.
Covariant derivative
As stated for general Lie algebroids in definition 2.1.9, let us define a connection
on (T ∗M, [·, ·]HKS(β), β]) by its action on basis one-forms dxi:
∇ˆdxa dxb ≡ ∇ˆa dxb = Γˆcab dxc . (5.3.42)
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Note, that by replacing the tangent bundle by the cotangent bundle as total space
of our Lie algebroid, the connection coefficients of ∇ˆ now have the opposite index
structure as the original ones. Using the Leibniz rule, definition (5.3.42) means
for general one-forms η:
∇ˆaηb = Daηb + Γˆbam ηm . (5.3.43)
Compatibility of the connection with the insertion map ι, that is Da(ιXη) =
ιX(∇ˆaη) + ιη(∇ˆaX) results in the corresponding covariant derivative of vector
fields X:
∇ˆaXb = DaXb − ΓˆmabXm . (5.3.44)
Together with the product rule, we obtain the following formula for applying the
covariant derivative to an (r, s)-tensor:
∇ˆc Ta1...ar b1...bs = Dc Ta1...ar b1...bs +
r∑
i=1
Γˆai
cm Ta1...ai−1mai+1...ar
b1...bs
−
s∑
i=1
Γˆm
cbi Ta1...ar
b1...bi−1mbi+1...bs .
(5.3.45)
In addition to the general tensor properties of the covariant derivative stated in
chapter 2, we want to have β-diffeomorphism invariance, i.e. the covariant deriva-
tive of a β-tensor should be again a β-tensor. Similar to standard differential
geometry, the derivative of a one-form or vector component is not a proper tensor
(for this reason one has to introduce the covariant derivative). Indeed, in our case
e.g. for the derivative of a one-form ηa we compute:
δˆξ (D
aηb) = Lˆξ (Daηb)−Da
(
Dmξb − ξkQbkm
)
ηm , (5.3.46)
and therefore to cancel the anomalous second term, we have to propose the fol-
lowing transformation behavior for the connection coefficients:
δˆξ Γˆc
ab = LˆξΓˆcab +Da(Dbξc − ξmQcmb) . (5.3.47)
We will see in the next section that this condition is compatible with the definition
of torsion, and finally it can be shown that the Levi-Civita connection satisfies this
condition.
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Torsion
Following definition 2.1.10 of chapter 2, we are able to define the torsion tensor in
(T ∗M, [·, ·]HKS(β), β]) by using the corresponding bracket:
Tˆ (ξ, η) = ∇ˆξ η − ∇ˆη ξ − [ξ, η]HKS(β) . (5.3.48)
As was proven in chapter 2, it is C∞(M)-linear in its arguments and as shown
in the last two subsections, it maps two β-tensors into a β tensor. The explicit
coordinate expression reads
Tˆc
ab = ι∂cTˆ (dx
a, dxb) = Γˆc
ab − Γˆcba −Qcab . (5.3.49)
Finally, let us check that the anomalous transformation behavior (5.3.47) is com-
patible with the definition of torsion. From (5.3.49), we have to show (∆ˆξ :=
δξ − Lˆξ)
2 ∆ˆξΓa
[bc] = ∆ˆξQabc . (5.3.50)
The right hand side can be computed directly using the anomalous transformation
behavior of β, given in (5.3.22). The result is
∆ˆξQcab = QmabDmξc + 2Qcm[aDb]ξm − 2 ξmD[aQcmb] , (5.3.51)
but this is exactly two times the anti-symmetrization of the second term in (5.3.47).
Levi-Civita connection
As seen in chapter 2, for general Lie algebroids, it is possible to distinguish a
unique connection having vanishing torsion and being compatible with the metric.
In our case, we use the torsion defined in the last section, and the metric will be
on the total space T ∗M , i.e. compatibility with the connection means:
(β]ξ) (gˆ(η, ζ)) = gˆ
(∇ˆξη, ζ)+ gˆ(η, ∇ˆξζ) . (5.3.52)
Combining this with vanishing of the torsion results in the Koszul formula, as
given in (2.1.32). In our case it is given in terms of basis one-forms dxi by:
2 gˆ
(∇ˆdxidxj, dxk) = Di gˆik +Dj gˆkj −Dk gˆij − gˆ (dxi, [dxj, dxk]HKS(β))
+ gˆ
(
dxj, [dxk, dxi]HKS(β)
)
+ gˆ
(
dxk, [dxi, dxj]HKS(β)
)
.
(5.3.53)
This enables us to compute the Christoffel connection coefficients explicitly. They
are given by:
Γˆc
ab =
1
2
gˆcm
(
Dagˆbm +Dbgˆam −Dmgˆab)− gˆcm gˆ(anQnb)m + 1
2
Qcab . (5.3.54)
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We will again denote the Christoffel connection and its coefficients by the same
symbols, because there is no danger of confusion. Furthermore, it can be checked
by a straightforward computation using the tensor transformation behavior of gˆij
and the anomalous behavior (5.3.21), that the Christoffel symbols have the right
anomalous behavior (5.3.47) to ensure β-tensoriality of the covariant derivative.
Relation to standard geometry
Having established essential parts of differential geometry on our Lie algebroid,
we want to give important relations to standard geometry on the tangent bundle.
Using the anchor map β] : T ∗M → TM , we can relate the metric gˆ to a metric G
on the tangent bundle:
⊗2β] (Gmn dxm ⊗ dxn) = gˆij ∂i ⊗ ∂j . (5.3.55)
For the components of the two metrics we get:
gˆij = βimβjnGmn . (5.3.56)
Using this redefinition in the Christoffel symbols for the metric G,
Γijk =
1
2
Gim (∂jGkm + ∂kGjm − ∂mGjk) , (5.3.57)
we are able to relate these to the Christoffel symbols (5.3.54) of the metric gˆ:
Γijk = −βˆip βˆjm βˆkn Γˆpmn − βˆnk ∂jβˆin . (5.3.58)
This relation enables us to relate standard covariant derivatives of standard tensors
to Lie algebroid-covariant derivatives of β-tensors. As an example, let Tˆi be a β-
tensor. Then we can relate it to a standard tensor on the tangent bundle by:
T k = βkn Tˆn . (5.3.59)
Now let us prove the following relation between the standard and β-covariant
derivatives:
βmiβnj∇iT j = ∇ˆmTˆn . (5.3.60)
Proof.
βmiβnj
(∇iT j) = βmiβnj (∂iT j + Γj ikT k)
= βmiβnj
(
∂iT
j − βjj′βii′βkk′T k Γˆj′ i′k′ − T k βk′k∂iβjk′
)
=Dm
(
βnjT
j
)
+ Γˆn
mk′βk′kT
k
= ∇ˆmTˆn ,
(5.3.61)
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where in the second step we employed the transformation (5.3.58) of the Christoffel
symbols.
Similarly we can relate the two covariant derivatives of tensors and their anchors
of arbitrary index structure. As this result will be used frequently in the following,
let us formulate it separately as a proposition:
Proposition 5.3.4. Let Tˆ a1...ar b1...bs be a β-tensor with anchor given by:
Ta1...ar
b1...bs = βa1a′1 · · · βara′rβb1b
′
1 · · · βbsb′s Tˆ a′1...a′r b′1...b′s , (5.3.62)
then the covariant derivatives ∇ˆ and ∇ are related by:
∇ˆmTˆ a1...ar b1...bs = βmnβa1a
′
1 · · · βara′rβb1b′1 · · · βbsb′s ∇nTa′1...a′r b
′
1...b
′
s . (5.3.63)
The proof is similar to the above example by using the product rule for covariant
derivatives and the general definition of the covariant derivative, given in (5.3.45).
Curvature
Again, following the general construction of chapter 2, especially definition 2.1.10,
we write down the Riemann curvature tensor for our Lie algebroid. It is given by:
Rˆ(ξ, η)ζ =
[∇ˆξ, ∇ˆη]ζ − ∇ˆ[ξ,η]H
KS(β)
ζ , (5.3.64)
which in components reads:
Rˆa
bcd ≡ ι∂a
(
Rˆ(dxc, dxd)dxb
)
= 2
(
D[cΓˆa
d]b + Γˆa
[cm Γˆm
d]b
)− ΓˆambQmcd . (5.3.65)
Since the covariant derivative and the bracket give β-tensors, also Rˆ is a β-tensor.
Note that the first two terms are similar to the standard Riemann tensor (with
partial derivatives replaced by Da), but there is an additional term involving the
Q-flux, i.e. the structure functions of the [·, ·]HKS(β)-bracket.
To derive the symmetries and Bianchi identities of the curvature tensor, let us note
the following: By using the transformation (5.3.58) in the expression (5.3.65), a
straightforward calculation results in:
Rdcab = −βˆdq βˆcp βˆam βˆbn Rˆqpmn . (5.3.66)
Together with proposition 5.3.4 about the different covariant derivatives, it is easy
to derive the symmetries and Bianchi identities of the new curvature tensor Rˆi
jkl
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from the corresponding identities of the standard Riemann tensor. Raising indices
with the metric gˆab, the new Riemann tensor inherits the symmetries:
Rˆabcd = −Rˆbacd , Rˆabcd = −Rˆabdc , Rˆabcd = Rˆcdab , (5.3.67)
as well as the Bianchi identities:
Rˆabcd + Rˆadbc + Rˆacdb = 0 ,
∇ˆmRˆabcd + ∇ˆdRˆabmc + ∇ˆcRˆabdm = 0 . (5.3.68)
The Ricci tensor is defined by Rˆab = Rˆm
amb, which is symmetric in its indices
due to (5.3.67). In terms of the connection, it can be written as
Rˆab = DmΓˆm
ba −DbΓˆmma + Γˆnba Γˆmmn − Γˆnma Γˆmnb . (5.3.69)
Finally the Ricci scalar Rˆ = gˆabRˆ
ab can be expanded in terms of the metric and
the derivative Da in the following way
Rˆ = −
[
DaDbgˆab −Da
(
gˆab gˆ
mnDbgˆmn
)
− 1
4
gˆab
(
DagˆmnD
bgˆmn − 2DagˆmnDmgˆnb − gˆmn gˆpqDagˆmnDbgˆpq
)
+
1
4
gˆab gˆmn gˆ
pqQpmaQqnb + 1
2
gˆabQmnbQnma + gˆabQmmaQnnb
+ 2Da
(
gˆabQmmb
)− gˆab gˆmnDagˆpnQpbm + gˆab gˆmnDagˆmnQpbp ] .
(5.3.70)
We now have the basic geometric building blocks to formulate a gravity theory
(or more generally a low energy effective action for the bosonic string) on the Lie
algebroid (T ∗M, [·, ·]HKS(β), β]). Quantities like the Ricci scalar are now invariant
under both, diffeomorphisms and β-diffeomorphisms by construction.
5.3.6 Bi-invariant theory of gravity
In this section, we construct an Einstein-Hilbert action invariant under standard
as well as β-diffeomorphisms, which we call bi-invariant for short. This action
contains the metric gˆab and the bi-vector βab as dynamical fields. In addition, it
will be coupled to the dilaton φ and the Θ-flux.
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Invariant action
As we have illustrated in the last section, it is possible to construct a Ricci scalar Rˆ
which behaves as a scalar with respect to both types of diffeomorphisms. Further-
more, by construction, the derivative of the dilaton Daφ is a β-tensor and therefore
the corresponding kinetic term gˆabD
aφDbφ behaves as a β-scalar. Also, the R-flux
Θabc is a tensor with respect to β-diffeomorphisms as was shown in (5.3.23), and it
behaves as a standard tensor due to its definition (5.3.2) in terms of the Schouten-
Nijenhuis bracket of β with itself. Therefore, the following Lagrangian is a scalar
with respect to both types of diffeomorphisms:
Lˆ = e−2φ
(
Rˆ− 1
12
Θabc Θabc + 4gˆabD
aφDbφ
)
. (5.3.71)
This Lagrangian has been constructed in a way to resemble the bosonic low-energy
effective action (5.3.1). Analogous to the geometric case, Θ can also be included
as (con-)torsion of the connection.
To obtain a bi-invariant action, we have to find an appropriate measure µ.
More precisely, the variation of
Sˆ =
1
2κ2
∫
dnxµ(gˆ, β) Lˆ , (5.3.72)
under standard and β-diffeomorphisms, has to vanish. As it turns out, the direct
analogue to Riemannian geometry, namely the measure µ =
√−|gˆ| with |gˆ| =
det gˆab, does not lead to the desired result. This can be seen from
δX
(√−|gˆ| Lˆ) = ∂m(Xm√−|gˆ| Lˆ)− 2√−|gˆ| (∂mXm) Lˆ ,
δˆξ
(√−|gˆ| Lˆ) = ∂m(√−|gˆ| Lˆ ξn )βnm −√−|gˆ| Lˆ ξm(∂nβmn) . (5.3.73)
Obviously, the right-hand sides in (5.3.73) are not total derivatives which would
be required for the action to be invariant. However, taking as an additional factor
the determinant of β−1 into account, that means
µ =
√
−|gˆ| ∣∣β−1∣∣ , (5.3.74)
we obtain the correct behavior under both types of diffeomorphisms. This can be
seen by considering the variation of the determinant of the bi-vector:
δX
∣∣β−1∣∣ = Xm∂m∣∣β−1∣∣+ 2∣∣β−1∣∣∂mXm ,
δˆξ
∣∣β−1∣∣ = 2∣∣β−1∣∣ ξm ∂nβmn + ξmβmk∂k∣∣β−1∣∣ , (5.3.75)
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so that the combination of (5.3.73) and (5.3.75) results in a total derivative. We
therefore propose the following bi-invariant Einstein-Hilbert action coupled to a
dilaton φ and R-flux Θabc:
Sˆ =
1
2κ2
∫
dnx
√
−|gˆ| ∣∣β−1∣∣ e−2φ(Rˆ− 1
12
Θabc Θabc + 4 gˆabD
aφDbφ
)
. (5.3.76)
Due to the appearance of the (quasi-)symplectic structure βab, we will call the
theory defined by the action (5.3.76) symplectic gravity.
Remarks
Let us close this section with two remarks about the measure (5.3.74).
• In general, the determinant of an anti-symmetric matrix vanishes in odd di-
mensions. Thus, our measure (5.3.74) only makes sense for even dimensions,
e.g. for symplectic manifolds. Denoting the components of β−1 by βab12, for
the latter case one has:
det βab =
(
Pfaff βab
)2
, (5.3.77)
so that the determinant |β−1| is always non-negative.
• In the Lie-algebroid construction of section 5.3.4, we have effectively replaced
the tangent bundle of a manifold by the co-tangent bundle. Performing the
same procedure for an integral, we would formally obtain:∫ √
−|G| dx1 ∧ . . . ∧ dxn →
∫ √
−|gˆ| ∂1 ∧ . . . ∧ ∂n . (5.3.78)
Employing then the inverse of the anchor, we can relate the right-hand side to
a standard integral by using ∂a = βab dx
b which results in the same measure
as in (5.3.74)∫ √
−|gˆ| ∂1 ∧ · · · ∧ ∂n =
∫ √
−|gˆ|∣∣β−1∣∣ dx1 ∧ . . . ∧ dxn . (5.3.79)
However, let us note again that this replacement is only possible in an even
number of dimensions, otherwise the determinant of β would vanish and the
anchor would not be invertible.
12This is only a convenient notation and does not mean that the indices are lowered by the
metric.
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5.3.7 Equations of motion
The first immediate physical question related to the symplectic gravity action
(5.3.76) is about the equations of motion for its dynamical fields, the metric gˆab,
the bi-vector βab and the dilaton φ. The variation with respect to the different
fields is done in the standard way and we only want to mention the main steps
in the calculation and the final result. We will use two relations known from
standard geometry, which also hold in the Lie algebroid case. The first one concerns
integration by parts of a divergence:∫
dnx
√
−|gˆ| ∣∣β−1∣∣ ∇ˆaηa = −∫ dnx ∂a(√−|gˆ| ∣∣β−1∣∣ βam ηm) = 0 , (5.3.80)
where we assume vanishing of the fields and their derivatives at infinity (or having
a manifold without boundary). The second one is the analogue of the Palatini-
identity for the variation of the Ricci tensor, which can be transformed straight-
forwardly to our setup:
δΓˆRˆ
ab = ∇ˆmδΓˆmab − ∇ˆaδΓˆmmb + Γˆnmb
(
δΓˆm
na − δΓˆman
)
. (5.3.81)
Now using the first identity, the variation of the action (5.3.76) with respect to
the dilaton φ can be done to give:
0 = Rˆ− 1
12
Θabc Θabc − 4gˆab∇ˆaφ∇ˆbφ+ 4gˆab∇ˆa∇ˆbφ . (5.3.82)
Next, the variation with respect to the metric gˆab is done with the help of the
Palatini identity. The result is:
0 = Rˆab + 2∇ˆa∇ˆbφ− 1
4
ΘamnΘbmn − 1
2
gˆab
[
φ eom
]
. (5.3.83)
Here the terms are ordered in a way that the last term collects all the contributions
which vanish due to the first equation of motion (5.3.82). Finally, varying with
respect to the bi-vector βij results in:
0 =
1
2
∇ˆmΘmab − (∇ˆmφ)Θmab + 2 gˆapβbq
[
gˆ eom
]pq
+ βab
[
φ eom
]
,
(5.3.84)
where we can again drop all the terms which vanish due to the equations of motion
derived before. Let us also write down the contraction of (5.3.83) with the metric:
0 = Rˆ + 2gˆab∇ˆa∇ˆbφ− 1
4
ΘabcΘabc . (5.3.85)
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Using this equation to eliminate the Ricci-scalar term in (5.3.82), we arrive at the
following set of three independent equations of motion for the dynamical fields:
0 = −1
2
gˆab∇ˆa∇ˆbφ+ gˆab∇ˆaφ∇ˆbφ− 1
24
Θabc Θabc ,
0 = Rˆab + 2∇ˆa∇ˆbφ− 1
4
ΘamnΘbmn ,
0 =
1
2
∇ˆmΘmab − (∇ˆmφ)Θmab .
(5.3.86)
We observe that they are formally the same as the standard equations for the
bosonic string (by replacing gˆab → Gab, ∇ˆa → ∇a, Θ → H and Rˆab → Rab.
However note, that due to the appearance of β for example in the derivative Da
and the additional Q-flux terms (as for example in the Christoffel symbols (5.3.54)
and in the Riemann curvature tensor (5.3.65)), the dynamics described by this set
of equations is very different.
5.3.8 Relations to string theory
We are now going to compare the low energy effective action of the bosonic string
with the symplectic gravity action (5.3.76). It will turn out that they are related
by a field redefinition similar to changes of fields encountered in double field theory
but followed by a Seiberg-Witten limit described in chapter 3. Even though open
strings were considered there, we will formally take the same scalings.
Field redefinitions
Either from double field theory [48] or from open string theory [15], let us recall
an important field redefinition13, relating the standard metric to one with upper
indices and the B-field to a bi-vector:
g˜ij =
(
1
G+B
G
1
G−B
)ij
,
β˜ij = −
(
1
G+B
B
1
G−B
)ij
.
(5.3.87)
As was shown in [48], starting with the standard bosonic low energy effective string
action:
S =
1
2κ2
∫
dnx
√
−|G|e−2φ
(
R− 1
12
HabcH
abc + 4Gab ∂aφ∂bφ
)
, (5.3.88)
13See also the sigma model considerations of section 4.3.2, especially (4.3.15). To focus on
geometrical aspects, we set 2piα′ = 1.
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and changing fields by the full redefinition (5.3.87) does not lead to the symplectic
gravity action (5.3.76). However, looking at the Seiberg-Witten scaling limit,
introduced in chapter 3, equation (3.1.9), we observe that the field redefinition
changes as follows:
gˆ = −B−1GB−1 = −β Gβ ,
β = B−1 ,
(5.3.89)
which means in components:
βij = (B−1)ij , gˆij = βimβjnGmn . (5.3.90)
Recall, that we already encountered these expressions by relating the metric and
bi-vector from the Lie algebroid (T ∗M, [·, ·]HKS(β), β]) to the tangent bundle, e.g.
(5.3.56). Therefore, we are able to use the results derived there to perform the
field redefinition (5.3.89). First of all, the measure transforms as:√
−|G| =
√
−|gˆ| ∣∣β−1∣∣ . (5.3.91)
This is the measure encountered in (5.3.76). Furthermore we can use the results
of section 5.3.5, especially (5.3.58), to transform the Riemann curvature tensor as
given there:
Rdcab = −βdq βcp βam βbn Rˆqpmn . (5.3.92)
But this means for the Ricci tensor and Ricci scalar:
Rab = βam βbn Rˆ
mn , R = Rˆ . (5.3.93)
The transformation of the H-flux can be computed to give the important relation
(5.3.38), which was proven to be equivalent to (T ∗M, [·, ·]HKS(β), β]) being a Lie
algebroid. Contracting two fluxes completely gives:
HabcH
abc = ΘabcΘabc . (5.3.94)
Finally we transform the kinetic term for the dilaton. Since the field redefinition
was chosen in such a way that the dilaton does not change, we can simply rewrite
∂aφ = βamD
mφ . (5.3.95)
To sum up, we see that the field redefinition (5.3.89) relates the standard string
action to the action in the symplectic frame with variables (gˆ, β, φ), i.e.
S
(
G(gˆ, β), B(gˆ, β), φ
)
= Sˆ
(
gˆ, β, φ
)
, (5.3.96)
where we denote the symplectic gravity action by Sˆ.
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Higher order corrections
The effective action (5.3.88) for the massless string modes is known to receive
higher-order α′-corrections. Due to the freedom of performing field redefinitions
these are not unique. However, choosing a specific set of field variables, all the
terms appearing at next to leading order [92, 93, 94] can be expressed in terms
of covariant derivatives of the curvature tensor Rabcd, the three-form Habc and the
dilaton φ. Since we have determined how each of these building blocks transforms
under β-diffeomorphisms, it is possible to transform every term in the action se-
parately. As a consequence, we have a well-motivated guess for the form of the
higher-order corrections in the symplectic gravity frame. For instance, the next
to leading order corrections to the bosonic string effective action are expected to
take the form:
Sˆ(1) =
1
2κ2
α′
4
∫
dnx
√
−|gˆ| ∣∣β−1∣∣ e−2φ(Rˆabcd Rˆabcd − 12Rˆabcd ΘabmΘcdm
+ 1
24
Θabc Θ
a
mn Θ
bm
p Θ
cnp − 1
8
(Θ2)ab (Θ
2)ab
)
,
(5.3.97)
where we have abbreviated (Θ2)ab = Θamn Θb
mn. At the moment, it is not clear
if such a Lagrangian can also be understood from first principles, i.e. without
referring to the standard bosonic string action.
5.3.9 Extension to the superstring
Having reformulated successfully the bosonic low energy effective action of string
theory in a frame with dynamical variables (gˆ, β, φ), the question arises if this is
extendable also to the type II superstring actions. As spinors are independent
of gauge transformations of the B-field and are not affected by the Lie algebroid
constructions so far, we do not expect a nontrivial transformation behavior of them
under the field redefinitions (5.3.89). In contrast to this, the spin connection uses
the tangent bundle and should therefore be generalized to Lie algebroids. Let us
discuss the different sectors in turn.
The R-R sector
In the R-R sector we first consider the p-form fields Ca1...ap . They are tensorial in
the standard sense and they remain invariant under gauge transformations of the
B-field. As discussed in section 5.3.5, especially equation (5.3.62) we can convert
the p-form fields by use of the anchor form the (G,B, φ)-frame to the (gˆ, β, φ)-
frame
Cˆa1...ap = βa1b1 · · · βapbb Cb1...bp . (5.3.98)
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From the theory established in section 5.3.5, we know that the totally antisym-
metric p-vectors Cˆa1...ap are standard- and β-tensors. In addition we know that the
β-covariant derivative ∇ˆ of these multi-vectors again gives a bi-covariant tensor:
Fˆ a1...ap+1 = ∇ˆ[a1Cˆa2...ap+1] . (5.3.99)
However, to interpret them as proper physical field strengths, we have to show that
they are invariant under the corresponding gauge transformations of the p-form
fields Cˆa1...ap :
δΛCˆ
a1...ap = ∇ˆ[a1Λa2...ap] . (5.3.100)
Let us show the invariance explicitly:
δΛFˆ
a1...ap+1 = ∇ˆ[a1∇ˆa2Λa3...ap+1]
= Rˆk
[a3a1a2Λa4...ap+1]k = 0 ,
(5.3.101)
where in the last line we first used vanishing torsion for the Levi-Civita connection
and then the Bianchi identity (5.3.68) for the Riemann curvature tensor in (gˆ, β, φ)-
frame. Therefore, identifying Ca and Ca1a2a3 with the one- and three-form gauge
potentials of type IIA supergravity, we have found corresponding expressions in
the symplectic frame.
In analogy to the standard formulation, we then introduce generalized field
strengths of the form:
Fˆ2 = Fˆ2 , Fˆ4 = Fˆ4 −Θ ∧ Cˆ1 , (5.3.102)
and for the corresponding action we consider:
SˆR-RIIA =
1
2κ210
∫
d10x
√
−|gˆ|∣∣β−1∣∣ (−1
2
|Fˆ2|2 − 12 |Fˆ4|2
)
, (5.3.103)
where we employ:
|Fˆp|2 = 1
p!
Fˆa1...ap Fˆa1...ap . (5.3.104)
As was explained in detail, these expressions are bi-invariant scalars and combined
with the corresponding measure in (5.3.103), we get a bi-invariant action for the
R-R field strengths. It remains to reformulate the Chern-Simons part of the R-R
sector of type IIA supergravity which is given by:
SCSIIA =
1
4κ210
∫
H ∧ F4 ∧ C3
=
1
4κ210
1
3! 4! 3!
∫
d10x a1...a10 Ha1a2a3F(4)a4a5a6a7C(3)a8a9a10 .
(5.3.105)
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Here, we denote by a1...a10 = ±1 the epsilon-tensor density. Noting the fact that
a1...a10/
√−|G| transforms as a standard tensor field and is invariant under B-field
gauge transformations, one can show in a straightforward way that b1...b10/
√−|gˆ|
is a β-tensor. Thus, we are able to write down the Chern-Simons part of the type
IIA action in the symplectic frame:
SˆCSIIA =
1
4κ210
1
3! 4! 3!
∫
d10x
∣∣β−1∣∣ b1...b10 Θb1b2b3 Fˆ b4b5b6b7(4) Cˆb8b9b10(3) . (5.3.106)
Let us conclude our exposition of the R-R part by the following remark. Having
already seen the invariance of the field strengths Fˆ under gauge transformations
of the multi-vectors Cˆ, by using also the Bianchi identity of Θ, rewritten in the
form
∇ˆ[aΘbcd] = 0 , (5.3.107)
it is possible to show the invariance of the complete transformed type IIA action
under the following set of gauge transformations:
δΛ(0)Cˆ
a = ∇ˆaΛ(0) , δΛ(2)Cˆa1a2a3 = ∇ˆ[a1Λ
a2a3]
(2) ,
δΛ(0)Cˆ
a1a2a3 = −Λ(0) Θa1a2a3 .
(5.3.108)
The NS-R and R-NS sectors
As was mentioned in the introduction to this section, the spin connection uses the
tangent bundle and therefore should be transformed carefully to the Lie algebroid
setting. Due to its structure, involving Christoffel symbols and derivatives of
vielbein matrices, it is not clear a priori, if the transformation works. But it
turns out, due to the inhomogeneous transformation behavior of the Christoffel
symbols (5.3.58), that we get a spin connection in the (gˆ, β, φ)-frame having the
same structure as the standard one with partial derivatives replaced by the Da-
derivative and standard Christoffel symbols replaced by the ones in the symplectic
frame.
Let us first establish our notation and state that
α, β, γ, . . . denote Lorentz-frame indices,
a, b, c, . . . denote space-time indices.
The vielbein matrices eα
a relating these two frames via ea = ea
α eα and e
a = eα
a eα
are defined in the usual way by requiring that:
eα
a eβ
bGab = ηαβ , (5.3.109)
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with ηαβ = diag (−1,+1, . . . ,+1). In these conventions the spin connection can
be expressed in terms of the Christoffel symbols Γcab as follows
ωc
α
β = ea
α eβ
b Γacb + ea
α ∂ceβ
a . (5.3.110)
Introducing spacetime-dependent gamma matrices by contracting with the vielbein
γa = γαeα
a and using standard notation γa1...ap = γ[a1γa2 · · · γap], we write the
kinetic term for the dilatino λ as:
LλIIA = λγa
(
∂a − i4 ωaαβ γαβ
)
λ . (5.3.111)
Let us now transform this expression into the symplectic frame. By applying the
anchor map to a basis in the Lorentz frame, we get:
eα = eαa dx
a → eαaβab ∂b =: ηαγ eˆmγ ∂m . (5.3.112)
Note, that this is compatible with the expected definition of the vielbein matrices
in the symplectic frame:
eˆαa eˆ
β
b gˆ
ab = ηαβ . (5.3.113)
We thus take the following definition for the new vielbein matrices in terms of the
standard ones:
eˆαa = η
αβ eβ
b βba . (5.3.114)
To finally state the result for the dilatino kinetic term and the corresponding
form of the new spin connection let us recall that spinors are not affected by
transformation to a Lie algebroid. Thus, λˆ = λ and let us in addition define the
new gamma matrices by:
γˆa = γαeˆ
α
a = γ
βeβ
bβba . (5.3.115)
Due to its importance let us state the result in a separate proposition and give a
detailed proof of the transformation.
Proposition 5.3.5. With the definitions given above, the kinetic term for the
dilatino in the symplectic frame is given by:
LˆλIIA = λˆ γˆa
(
Da − i
4
ωˆaβδγˆ
βδ
)
λˆ , (5.3.116)
where the transformed spin connection takes the form:
ωˆaα
β = eˆbα eˆ
β
c Γˆb
ac + eˆbαD
aeˆβb . (5.3.117)
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Proof. Writing out the definition and employing the relation (5.3.58) together with
the transformation behavior (5.3.114) gives
LIIA = λ¯γa
[
∂a − i4
(
ek
α′eβ
bΓkab + ek
α′∂aeβ
k
)
ηαα′γ
αβ
]
λ
= λ¯γˆa′β
a′a
[
∂a − i4(ekα
′
eβ
b(−βkk′βaa′′βbb′Γˆk′a′′b′ − βb′b∂aβkb′)
+ βkk′η
α′α′′ eˆk
′
α′′ ∂a(β
k′′kηββ′ eˆ
β′
k′′))ηαα′γ
αβ
]
λ
=
¯ˆ
λγˆa′
[
Da
′ − i
4
(eˆk
′
αeˆ
β′
bΓˆk′
a′b′ + eˆk
′
α∂aeˆ
β′
k′)η
αα′γα′β′
]
λˆ ,
(5.3.118)
where we also used the transformation behavior of the inverse vielbein in the
symplectic frame eˆaα = ηαββ
abeb
β, which gives again the right sign in the second
term.
The remaining part in this sector is the kinetic term for the gravitino Ψa, which
also has a spacetime-vector index. It is given by the Rarita-Schwinger Lagrangian:
LΨIIA = Ψaγabc
(∇b − i4 ωb αβ γαβ)Ψc . (5.3.119)
In this form, the connection coefficients of the covariant derivative drop out due to
the totally anti-symmetrized gamma matrices. Note that this is a special property
of the Levi-Civita connection of Riemannian geometry and is different e.g. in
theories with torsion. In the case of a general Lie algebroid, even the Levi-Civita
connection can have an antisymmetric part and therefore we keep the general form
(5.3.119). To transform the above expression into the symplectic frame, we first
note the transformation of the vector index of the gravitino:
Ψˆa = βabΨb . (5.3.120)
Performing an analogous transformation as done for the dilatino kinetic term, we
observe that this factor of βab is crucial: It is needed to transform the covariant
derivative in the right way to the symplectic frame. The result is then given by:
LˆΨIIA = Ψˆa γˆabc
(
∇ˆb − i
4
ωˆbαβ γ
αβ
)
Ψˆc . (5.3.121)
Note, that now the antisymmetric part of the symplectic Christoffel symbols enter
in the new kinetic term: Γˆc
[ab] = 1
2
Qcab.
This completes our exposition of the fermionic terms in type IIA supergravity,
since all the terms can be transformed to the symplectic frame in the ways des-
cribed above. We therefore constructed a complete type IIA supergravity theory
in the symplectic frame. A natural question to ask is, whether this theory can
be obtained from first principles, i.e. by supersymmetrizing β-diffeomorphims and
then writing down an invariant theory. We will comment about this question in
chapter 6 on future directions.
114 5. Results
5.3.10 First solutions in the symplectic frame
Having established a complete differential geometry framework on the Lie algebroid
(T ∗M, [·, ·]HKS(β), β]) together with the corresponding supergravity Lagrangians, it
is natural to ask for solutions to the equations of motion given in section 5.3.7
and their relation to solutions in the standard geometric frame and to frames
explored in double field theory [48]. Whereas the standard frame and the above
Lie algebroid allow for differential geometric descriptions, the frame used in [48] is
more appropriate to describe the prime examples of non-geometric fluxes. Finding
the appropriate fluxes which are well described in our Lie algebroid setting will
be one of the tasks of this chapter. On the other hand giving an appropriate Lie
algebroid setting for the frame discovered in [48] will be sketched briefly in chapter
6.
Calabi-Yau manifolds in the symplectic frame
In this and the next section we are going to discuss first attempts to find solutions
to the equations of motion given in section 5.3.7. This can only be the start of
the enterprise to find and classify solutions which could include the analogue of
fundamental string- and brane solutions. Whereas the latter go beyond the scope
of this work, we are able to give at least one class of solutions in the symplectic
frame, which are directly related to the standard geometric frame. These are the
well-known Calabi-Yau geometries, which are given by the following conditions:
Rab = 0 , dω = 0 ,
Habc = 0 , φ = const. ,
(5.3.122)
where ω denotes the Ka¨hler form ω = i
2
Gab dz
a ∧ dzb and we are using complex
coordinates. Looking at the expression for the Christoffel symbols (5.3.54) we
observe that the additional Q-flux terms vanish for a constant bi-vector and the
resulting formula has the same pattern as in standard differential geometry. In
addition, the Θ-flux also vanishes, i.e. dHβ β = dββ = 0. Thus we make the ansatz:
β =

0 +1 0 0 0 0
−1 0 0 0 0 0
0 0 0 +1 0 0
0 0 −1 0 0 0
0 0 0 0 0 +1
0 0 0 0 −1 0
 . (5.3.123)
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Using the field redefinition (5.3.89), we obtain a smooth solution to the string
equations of motion in the non-geometric frame characterized by:
Rˆab = 0 , Θabc = 0 , φ = const. (5.3.124)
Applying the anchor map to the Ka¨hler form ω we observe that we get as compo-
nents the corresponding metric in the symplectic frame, i.e.
W =
i
2
gˆab¯ ∂za ∧ ∂z¯b . (5.3.125)
Since we assumed the anchor to be bijective, the non-degeneracy of W is inherited
from the original Ka¨hler form ω. Finally, we want to find the condition on W
corresponding to the closedness of the Ka¨hler form. As detailed in section 5.3.4,
we identified (T ∗M, [·, ·]HKS(β), β]) to be a proper Lie algebroid, meaning that we
have the following properties:
• The anchor β : T ∗M → TM is an algebra homomorphism, i.e.
β]([ξ, η]HKS(β)) =
[
β](ξ), β](η)
]
L
(5.3.126)
• Using proposition 2.1.3 of chapter 2 we can define the corresponding differ-
ential dHβ which is by construction nilpotent:
(dHβ )
2 = 0 . (5.3.127)
• There is the corresponding Poisson-cohomology theory for multi- vectorfields,
as was described generally in (2.1.16).
By observing that the anchor in addition is a Lie algebroid homomorphism from
(T ∗M, [·, ·]HKS(β), β]) to the trivial Lie algebroid (TM, [·, ·]L, id) we can use propo-
sition 2.1.5 of chapter 2 to conclude the following equivalence from the relation
between ω and W :
dω = 0 ⇐⇒ dHβ W = 0 . (5.3.128)
Thus we identified the latter property of W to be the analogue of the necessary
Calabi-Yau condition dω = 0, and we see that transforming standard Calabi-Yau
solutions lead to manifolds bearing similar properties, where the old conditions
get replaced by the corresponding objects in the new Lie algebroid frame. Note,
that this construction is valid in a general Lie algebroid. Thus, as long as such a
framework is identified, we can always transport the Calabi-Yau condition to it.
Because of the similarity of the new conditions to the old ones, we finally want to
give the following definition:
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Definition 5.3.6. A co-Calabi-Yau manifold is a complex manifold together with
a non-degenerate dHβ -closed two-vector field W and associated Ricci-flat (Rˆab = 0)
Hermitean metric gˆ. The corresponding Ka¨hler form is given by
W =
i
2
gˆab¯ ∂za ∧ ∂z¯b . (5.3.129)
5.3.11 An approximate solution with constant Θ-flux
We now want to take the example of the constant H-flux background described in
section 4.3.3 and construct in a similar way a solution to the equations of motion
with constant Θ-flux. Although this is only an approximate solution, it contains
important strategies to think about finding solutions.
As a concrete example, let us choose a flat four-dimensional metric gˆab =
δab, together with a constant dilaton and a specific ansatz for the bi-vector. We
assume the latter to be invertible and therefore we are bound to even-dimensional
spacetime. Note that even for a flat metric the Ricci tensor in the symplectic frame
does not vanish for general Q-flux. Intuitively, the presence of a non-trivial β-field
influences the geometry (e.g. producing non-vanishing curvature) even in the case
of a flat metric. Let  and θ be constant parameters, then for the bi-vector in a
four dimensional flat space we choose the ansatz:
β =

0 +−1 (1 + x4) 0 0
−−1 (1 + x4) 0 0 0
0 0 0 +θ
0 0 −θ 0
 for x4 > 0 , (5.3.130)
and
β =

0 +−1 (1− x4) 0 0
−−1 (1− x4) 0 0 0
0 0 0 −θ
0 0 +θ 0
 for x4 < 0 . (5.3.131)
Because the Q-flux contains inverse β-fields, we want to avoid zeros of the latter
and thus we are forced to take the above two patches. With this ansatz, the Θ-flux
is constant whereas the Q-flux is a continuous function of x4. In components the
result is:
Θ123 = θ , (5.3.132)
Q131 = −Q113 = Q232 = −Q223 = θ
1 + |x4| , (5.3.133)
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with all other components vanishing. The corresponding non-vanishing Christoffel-
symbols are then given by:
Γˆ3
11 = Γˆ3
22 = −Γˆ113 = −Γˆ223 = θ
1 + |x4| , (5.3.134)
and therefore the non-vanishing part of the Ricci tensor in the symplectic frame
is given by:
Rˆ11 = Rˆ22 =
3
4
Rˆ33 = −3 (θ)
2
(1 + |x4|)2 . (5.3.135)
In the following we assume weak Θ-flux and thus only linear terms in the flux
contribute to the equations of motion. In this limit, the first and last equation in
the set (5.3.86) are satisfied. For the second, we have to take the limit  → 0 in
which (independent of the coordinate x4) the Q-flux and therefore the Ricci tensor
Rˆab vanish with the Θ-flux staying constant.
Let us close this section with two remarks:
• In the above limit, the Q-flux is well defined, but the Q-flux component
Q4
12 = ∂4β
12 (5.3.136)
gets infinite. This shows that the appropriate fluxes in the symplectic frame
are the Θ- and Q-flux.
• Using the field redefinition (5.3.89), we can transform the above ansatz for
a solution from the (gˆ, β, φ)-frame into the original (G,B, φ)-frame. The
non-vanishing components of the metric and B- field are given by:
B12 = − 
1 + x4
, B34 = − 1
θ
,
G11 = G22 =
2
(1 + x4)2
, G33 = G44 =
1
(θ)2
.
(5.3.137)
Thus, in the limit  → 0, the original H-flux is well-defined, whereas the
original metric is ill-defined: Even locally, it is not invertible and therefore
not a proper metric. We interpret this as a hint that there exist well-defined
solutions in the symplectic frame which cannot be described by the original
Riemannian geometry setup.
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5.3.12 Summary
In the last section we employed the differential geometry of Lie algebroids, a well
known construction in the mathematics literature, to reformulate the standard
bosonic low energy effective string action in a frame containing a metric gˆab on
the cotangent-bundle, a (quasi-)symplectic bi-vector βab and a dilaton φ as dy-
namical fields. By transforming the gauge-transformations of the original B-field
to this frame, we were led to a new symmetry, called β-diffeomorphisms. Using
a specific Lie algebroid, we were able to construct a covariant derivative, torsion
and curvature being tensorial under both, standard and β-diffeomorphisms. As a
consequence it was possible to write down a Lagrangian containing the new Ricci-
scalar Rˆ, dilaton and the field strength Θ. The resulting action, which we called
symplectic gravity due to the non-trivial dependence on the bi-vector β is given
by:
Sˆ =
1
2κ2
∫
dnx
√
−|gˆ| ∣∣β−1∣∣ e−2φ(Rˆ− 1
12
Θabc Θabc + 4 gˆabD
aφDbφ
)
. (5.3.138)
This action can be related to the original bosonic string action via a field redefi-
nition involving the anchor map of the Lie algebroid. Due to its simple structure,
a generalization to higher order corrections in α′ and to type II supergravity was
possible. Finally we constructed simple solutions to the resulting equations of
motion in the bosonic case.
Chapter 6
Outlook and future directions
6.1 Remarks on non-geometric frames and su-
persymmetry
In this section we comment on two further directions which are interesting appli-
cations of the results presented in the last chapter. We will be very brief and refer
the reader for the first part to the corresponding publications [95, 96]. The aim
of the second part only is to give ideas and therefore will not be as precise as the
sections before.
6.1.1 Relation to non-geometric frames
In the last chapter, we constructed a differential geometry framework which al-
lowed us to write down an action determining the dynamics of the field variables
(gˆij, βij, φ). These fields, and as a consequence the whole symplectic gravity ac-
tion, are related to the standard bosonic low energy effective supergravity action
for the standard metric Gij and B-field Bij via the following field redefinition:
gˆij = −βimGmnβnj , βij =
(
B−1
)ij
. (6.1.1)
We want to argue, that this is a way to describe the standard (G,B, φ) background
in a special frame, and that in general the geometry of different frames can be
described by Lie algebroids with different anchors. As this is an outlook, we only
describe the idea. The detailed connection of geometric/non-geometric frames
and Lie algebroids is given in the original paper [95] and will be contained in a
forthcoming PhD-thesis [96].
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Field redefinitions and O(d, d)-transformations
The basic object of generalized geometry is the so-called generalized tangent bundle
E. For a d-dimensional manifold M , it is given by the direct sum of the tangent-
and cotangent bundle: E = TM ⊕ T ∗M . This direct sum is equipped with the
following natural bilinear pairing: For sections X, Y ∈ Γ(TM) and ξ, η ∈ Γ(T ∗M)
we have:
〈X + ξ, Y + η〉 = ξ(Y ) + η(X) . (6.1.2)
In coordinates, the bilinear form is represented by the 2d × 2d-matrix η which is
explicitly given by: (
0 1
1 0
)
, (6.1.3)
where 1 is the d-dimensional identity matrix. The transformations which leave the
bilinear form (6.1.2) invariant are given by 2d × 2d-matrices M, which have the
property:
Mt ηM = η . (6.1.4)
This is the definition of the group O(d, d). Writing the matrices M in terms of
d× d- blocks M =
(
a b
c d
)
, the condition (6.1.4) can be rewritten in the form:
atc+ cta = 0 ,
btd+ dtb = 0 ,
btc+ dta = 1 .
(6.1.5)
Having the standard metric G on M and B-field B as basic fields, it is common
in generalized geometry to combine them into the generalized metric H on the
bundle E in the following way:
H(G,B) =
(
G−BG−1B BG−1
−G−1B G−1
)
. (6.1.6)
The group of O(d, d)-transformations acts by conjugation on the generalized met-
ric:
Ĥ(G,B) = MtH(G,B)M . (6.1.7)
To write the new metric Ĥ again into the standard form (6.1.6), we have to redefine
the metric and B-field:
H(G,B) MtHM−−−−→ Ĥ(G,B) Ĝ(G,B),B̂(G,B)−−−−−−−−−→ H(Ĝ, B̂) (6.1.8)
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This determines new field variables (Ĝ, B̂, φ), which describe the old background
(G,B, φ) in a new frame. Note that we did not change the dilaton up to now,
because the generalized metric (6.1.6) only contains the metric and B-field1. It
turns out that for every such frame, it is possible to construct a Lie algebroid and
its corresponding differential geometry which in turn enables us to write down the
low energy effective string action in these frames in a manifest invariant way.
Field redefinitions and the anchor
As stated in the last subsection, the choice of a frame can be geometrized by
selecting an appropriate Lie algebroid. Let us sketch briefly how one can determine
the anchor map in terms of the field redefinition (6.1.8). The construction of
the complete Lie algebroid corresponding to a chosen frame together with the
differential geometry and action functional is detailed in [95].
Comparing the transformed generalized metric Ĥ(G,B) to the standard one in
terms of the new field variables H(Ĝ, B̂), it is possible to infer the corresponding
field redefinition in terms of the matrix entries a, b, c, d of the O(d, d)-matrixM:
Ĝ(G,B) = γ−1(G,B)G
(
γ−1
)t
(G,B) ,
B̂(G,B) = γ−1(G,B)
[
γ(G,B)δt(G,B)−G] (γ−1(G,B))t , (6.1.9)
where we introduced the parameters γ(G,B), δ(G,B), which contain the matrix
blocks a, b, c, d in the following combination:
γ(G,B) = d+ (G−B)b , δ(G,B) = c+ (G−B)a . (6.1.10)
Having a general Lie algebroid (E, [·, ·]E, ρ) as described in the mathematical in-
troduction of chapter 2, it is possible to define a metric Ĝ ∈ Γ(E∗ ⊗sym E∗) on it
via (2.1.31). The anchor map ρ enables us to relate it to the standard metric G
on the base manifold by the dual anchor:
G =
(⊗2ρ∗) (Ĝ) , ρ∗ = (ρt)−1 : Γ(E∗)→ Γ(T ∗M) . (6.1.11)
The dual anchor is represented in coordinates by a d× d-matrix, which we denote
by2 (ρ∗)mα. In this notation the relation between the metric Ĝαβ on the Lie
algebroid and the standard metric Gmn is given by:
Gmn = (ρ
∗)m
α (ρ∗)n
β Ĝαβ . (6.1.12)
1To compare this to the action of T-duality, also the dilaton has to transform, as we observed
in the Buscher rules. The transformation of the dilaton manifests itself in the choice of the
appropriate integration measures if we write down actions in different frames.
2For distinction, we denote coordinate indices of sections in E∗ by Greek letters and sections
in T ∗M by Latin letters, i.e. s = sαeα ∈ Γ(E∗) and ξ = ξk dxk ∈ Γ(T ∗M).
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If we compare this general relation to the redefined metric Ĝ in (6.1.9), we can
read off the anchor corresponding to the field redefinition: ρ = (γ−1)t. Thus to
every field redefinition, there exists a corresponding anchor and as a consequence
it is possible to construct a Lie algebroid, which is proven in [95].
Two examples
To conclude this section, we want to mention two major examples of O(d, d)-
induced field redefinitions and give the corresponding anchors. The first one is
used in [48] for the double field theory description of non-geometric backgrounds.
The field redefinition is given explicitly by:
Ĝ(G,B) =
(
1 +BG−1
)
G
(
1−G−1B) ,
B̂(G,B) = − (1 +BG−1) B (1−G−1B) . (6.1.13)
It turned out in [48] and becomes also clear from the preceding chapters that it
is convenient to describe the geometry in terms of a bi-vector which we denote
in this special example also by a hat: βˆ ∈ Γ(∧2TM). With the definition of the
bi-vector given in (4.3.16), motivated by Poisson sigma models, we have:
βˆ = −Ĝ−1B̂Ĝ−1 . (6.1.14)
We can now express the old variables (G,B) in terms of the hatted ones conve-
niently in terms of the bi-vector:
G(Ĝ, B̂) =
(
Ĝ−1 + βˆ
)−1
Ĝ−1
(
Ĝ−1 − βˆ
)−1
,
B(Ĝ, B̂) =
(
Ĝ−1 + βˆ
)−1
βˆ
(
Ĝ−1 − βˆ
)−1
.
(6.1.15)
In this form it is now easy to determine the anchor by comparing with the ex-
pression for G with the corresponding one in (6.1.9). It is shown in [95] that also
the transformation of the B-field is consistent with the corresponding formula in
(6.1.9). The anchor is finally determined by the relation (6.1.12) to be:
ρt = Ĝ+ βˆ . (6.1.16)
As a second example, let us see how the frame described by the Lie algebroid of the
previous chapter, for which we explicitly formulated a symplectic gravity action
can be obtained from the preceding example. In the relation (6.1.13) we want to
perform formally a Seiberg-Witten limit as described in chapter 3 in the sense that
we scale the metric and B-field as given in (3.1.9). Note that we did not introduce
factors of α′ in this chapter, so the scaling in our case will be:
Gmn ∝  , Bmn ∝
√
 , (6.1.17)
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and we only keep the leading order terms in quantities depending on G and B in
the limit → 0. The results for the redefined fields Ĝ and B̂ are:
Ĝ = −BG−1B , B̂ = BG−1BG−1B ⇒ βˆ = B−1 . (6.1.18)
We thus recover the field redefinitions (5.3.89), relating the standard (G,B)-frame
to the (Ĝ, βˆ) = (gˆ, β)-frame of the previous chapter. Consequently the anchor
is given by the bi-vector βˆ, because this dominates Ĝ−1 in the limit  → 0. We
conclude that the Lie algebroid geometry described in the previous chapter can be
seen as a Seiberg-Witten type limit of the preceding example. The corresponding
field-dependent O(d, d)-transformation together with further details is computed
in the original paper [95].
6.1.2 Speculations about supersymmetry
As an application of the formalism of Lie algebroids, we showed in section 5.3.9 how
to transform type IIA supergravity into the frame with basic variables (gˆij, βij, φ).
It turned out, that this is easily possible by transforming the vielbein and spin
connection by the anchor map. As an example, we repeat the expressions derived
for the spin connection:
ωˆaα
β = eˆbα eˆ
β
c Γˆb
ac + eˆbαD
aeˆβb . (6.1.19)
With the help of this result it was possible to write down the Rarita-Schwinger
Lagrangian for the gravitino and the kinetic term for the dilatino in the new frame.
For example, the latter was given by:
LˆλIIA = λˆ γˆa
(
Da − i
4
ωˆaβδγ
βδ
)
λˆ . (6.1.20)
For more details of the construction we refer the reader to section 5.3.9. All of
these results were constructed out of the standard type IIA expressions by applying
the anchor map (which was given by the bi-vector β) in an appropriate way.
Because these constructions worked out without problems (note, that this is
not obvious as shown in section 5.3.9), one might ask if there is a possibility
to construct the transformed type IIA supergravity theory independent of the
transformation by the anchor map. One possible way (which is still to be ana-
lyzed and therefore we want to stress that it is not clear if this is possible at all)
would be to begin with the supersymmetry algebra itself. As an example, in four
dimensions, denoting by3 Qα, Q¯β˙ the supersymmetry generators and their Her-
mitean conjugates (we suppress further indices labeling the supercharges), their
3We use indices α for the two dimensional ( 12 , 0)-representation of SL(2,C) and indices β˙ for
its complex conjugate representation (0, 12 ). For further details on this notation we refer the
reader to [97].
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anti-commutator gives the generator of spacetime-translations Pµ. With the Pauli-
matrices denoted by4 σµαβ˙, the anti-commutator is:
[Qα, Q¯β˙]+ = σ
µ
αβ˙ Pµ . (6.1.21)
We observe, that the spacetime-indices of Pµ can be related by the anchor map to
the “symplectic” frame by Pˆ µ = βµνPν , whereas spin-
1
2
- indices remain the same.
Denoting in addition the Pauli-matrices (which also do not change) for convenience
by σˆµ
αβ˙, we are able to write down the anti-commutator of two supercharges in
the symplectic frame:
[Qˆα,
¯ˆ
Qβ˙]+ = σˆµ
αβ˙ Pˆ µ . (6.1.22)
It would be interesting to study the consequences of this algebra in representation
theory and in the construction of supersymmetric gauge theories and supergravity.
If this is possible, there are immediate questions in physics and mathematics:
What is the connection to symplectic and Poisson geometry (because the Poisson
tensor β enters non-trivially already into the algebra (6.1.22))? Can we recover the
transformed type IIA theory, e.g. (6.1.20)? Is there a counterpart of the type IIB
theory or eleven dimensional supergravity? We observe that the transformation
with the help of the anchor was only possible in even dimensions, but the algebra
(6.1.22) is possible a priori in arbitrary dimensions. These are all open questions
to be studied in the future.
6.2 Nambu-structures and Lie 3-algebroids
The generalization of Poisson brackets to multilinear maps with more than two
entries was first introduced by Nambu in [98] to describe phase spaces of odd di-
mensions and mechanical systems with multiple Hamiltonians. A Nambu-Poisson
n-bracket is given by a bracket {·, . . . , ·} with n entries, which is characterized by
the following two properties. For functions f1, . . . fn−1, g, h we have a generalized
Leibniz rule:
{f1, . . . , fn−1, g h} = {f1, . . . , fn−1, g}h+ {f1, . . . , fn−1, h}g . (6.2.1)
In addition, for f1, . . . , fn−1, g1, . . . gn we have the so-called fundamental identity,
which is the n-ary generalization of the Jacobi identity:
{f1, . . . , fn−1, {g1, . . . gn}} =
n∑
i=1
{g1, . . . gi−1, {f1, . . . , fn−1, gi}, gi+1, . . . , gn} .
(6.2.2)
4We refer the reader to the appendix for their definition.
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The quantization of phase spaces equipped with these structures is not completely
understood up to now [99, 100], but might have applications to the dynamics of
M-theory branes. As an example, Basu and Harvey [101] suggested a general-
ization of Nahm’s equations [102] by analyzing M2-branes ending on a stack of
M5-branes. The fluctuations Xµ of the M5-brane world-volume coordinates in one
of the directions of the M2-brane can be described by:
d
ds
Xµ = µνλρ
[
Xν , Xλ, Xρ
]
, (6.2.3)
where the right hand side is given by a three-bracket [·, ·, ·] (we will give more
details on n-brackets in the next sections). Finally, in [74], a similar type of
3-algebra was realized in the context of WZW models. Further applications of 3-
algebras in string- and M-theory can be found in [103]. An interesting connection
of non-geometric fluxes and M(atrix) theory was established in [104].
6.2.1 3- Koszul brackets
In the introductory remarks we observed that a generalization of Poisson struc-
tures and their quantization to the case of more than two entries is an important
mathematical structure in string theory with non-vanishing background fluxes as
well as M-theory. We therefore want to describe in more detail the mathematical
properties of such three- or n-ary algebras and give the first steps to generalize the
construction of section 5.3 to the case of an underlying 3-algebroid.
As we described in section 2, the Koszul bracket is intimately connected to
Poisson structures and thus it is a natural question if there is a generalization to
a Koszul bracket with more than two arguments. It is well known that this is
possible (e.g. [105, 106] and the first part of [107]) and we review the case of three
entries in more detail. First, let us introduce a unifying concept which allows to
express the standard Koszul bracket in a form which is easily generalized to the
case of three or more arguments.
Let M be a Poisson manifold. We will use the generalization of the standard
Lie derivative in the direction of a multi-vectorfield X ∈ Γ(∧kTM). This is defined
by its action on multi-vectorfields Y ∈ Γ(∧•TM) and forms α ∈ Γ(∧•T ∗M) by
using the Schouten-Nijenhuis bracket [·, ·]SN in the following way
LXY = [X, Y ]SN ,
LXα =
(
ιX ◦ d− (−1)kd ◦ ιX
)
α ,
(6.2.4)
where we use the insertion ιX of a multi-vectorfield which can be traced back to
the insertion of a vector field by:
ιfX = fιX , ιX∧Y = ιX ◦ ιY , (6.2.5)
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and is simply zero if the degree of the multi-vectorfield X is greater than the argu-
ment of the insertion. Furthermore, let F,G be differential operators on Γ(∧•T ∗M)
of degree |F | and |G| respectively, i.e.
F : Γ(∧kT ∗M)→ Γ(∧k+|F |T ∗M) ,
G : Γ(∧kT ∗M)→ Γ(∧k+|G|T ∗M) . (6.2.6)
The graded commutator of two such operators is then defined by:
[F,G] := F ◦G− (−1)|F ||G|G ◦ F . (6.2.7)
Let us consider examples of operators on Γ(∧•T ∗M) which are important in the
following. Clearly, the exterior differential d is an operator of degree one and the
insertion of a multi-vectorfield X ∈ Γ(∧kTM) has degree −k. From its definition
(6.2.4) it is clear that LX is an operator of degree (1−k). Another operator which
is important for the following is the wedge-multiplication by a k-form α defined
by
µα : Γ(∧mT ∗M)→ Γ(∧m+kT ∗M)
µα(ξ) := α ∧ ξ .
(6.2.8)
It is clearly of the same degree as the form α. We are now ready to prove the
following form of the Koszul bracket which was also given by Koszul [105]:
Proposition 6.2.1. Let M be a Poisson manifold with bi-vector β = 1
2
βij ∂i ∧ ∂j.
Then the Koszul-bracket for one-forms ξ, η has the following form
[ξ, η]KS(β) = [ [Lβ, µξ], µη] (1) . (6.2.9)
Proof. Using the definition of the graded commutator, by a straight forward com-
putation we get
[ [Lβ, µξ], µη] (1) = Lβ(ξ ∧ η)− η ∧ Lβξ + ξ ∧ Lβη . (6.2.10)
Now we use the following relation for two-forms ω and one-forms α:
ιβ(ω ∧ α) = (ιβω) ∧ α− ιβ](α)ω . (6.2.11)
With the help of this relation we get to the result:
[ [Lβ, ξ], η] (1) = d (β(ξ, η))− ιβ](η)dξ + ιβ](ξ)dη , (6.2.12)
which is just a rewritten form of the Koszul bracket.
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In the following, we are going to generalize the form of the bracket given in the
preceding proposition. Let M now be a manifold equipped with a 3-vectorfield
γ ∈ Γ(∧3TM). The latter defines a map γ] relating two-forms with vectorfields:
γ] : Γ(∧2T ∗M)→ TM
γ](ξ ∧ η) = ιη∧ξγ .
(6.2.13)
In addition we have the degree (−2) operator Lγ which is the defining operator
for the following 3-Koszul bracket of one-forms η, ξ, ω:
[η, ξ, ω] := [ [ [Lγ, µη], µξ], µω] (1) . (6.2.14)
Evaluating the last expression in the same way as done in the previous proposition
for the bi-vector case, we get the following expression for the 3-Koszul bracket:
[η, ξ, ω] = ιγ](η∧ξ)dω + ιγ](ξ∧ω)dη + ιγ](ω∧η)dξ + d (γ(η, ξ, ω)) . (6.2.15)
This means in local coordinates η = ηi dx
i, ξ = ξi dx
i, ω = ωi dx
i:
[η, ξ, ω] =
(
γmnkωn(ξm∂kηi − ηm∂kξi) + γmnkηmξn∂kωi
+ ηmξnωkQi
mnk
)
dxi ,
(6.2.16)
where we introduced the field Qi
mnk = ∂iγ
mnk which appears similarly to the
Q-flux in case of the standard Koszul-bracket.
Having defined a generalization of the Koszul-bracket to the case of three entries
(similar constructions can be done with an arbitrary number of entries, if the
manifold has the corresponding multi-vectorfield to define the appropriate Lie
derivative), the next step is to ask if there is a structure on the cotangent bundle
of the manifold which is similar to that of the Lie algebroid (T ∗M, [·, ·]KS(β), β])
given in detail in section 2. This is known to be true and we will review the
corresponding notion in the next subsection and extend it by proposing expressions
for torsion and curvature operators.
6.2.2 Differential geometry of Filippov 3-algebroids
In section 2 we used the notion of Lie algebroids to generalize the structures of
the tangent bundle (like vectorfields and Lie bracket) to arbitrary vector bundles.
It turns out that we can do a similar generalization to vector bundles having a
three-bracket instead of a two-bracket (and similarly for the general case of an
n-bracket). The construction is very close to that of a Lie algebroid and was done
by Filippov [108]: With the help of an anchor map, which is a vector bundle
homomorphism relating three- and two brackets, the action of a general section
on functions can be defined. More precisely5:
5For a review, see also the first part of [107].
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Definition 6.2.2. Let F →M be a vector bundle over a manifold M together with
an n-linear, skew symmetric bracket [·, . . . , ·] : Γ(F ) × · · · × Γ(F ) → Γ(F ) and a
bundle morphism a : Γ(∧n−1F )→ TM (called anchor). The triple (F, [·, . . . , ·], a)
is called a Filippov n-algebroid if the following homomorphism property, Leibniz
rule and fundamental identity hold:
• For sections u1, . . . , un−1, v1, . . . vn−1 ∈ Γ(F ):
[a(u1 ∧ · · · ∧ un−1), a(v1, . . . , vn−1)]L
=
n−1∑
i=1
a (v1 ∧ · · · ∧ [u1, . . . , un−1, vi] ∧ · · · ∧ vn−1) . (6.2.17)
• For sections v1, . . . , vn−1, u ∈ Γ(F ) and functions f ∈ C∞(M):
[v1, . . . , vn−1, fu]
= f [v1, . . . , vn−1, u] + a(v1 ∧ · · · ∧ vn−1)(f)u . (6.2.18)
• For sections u1, . . . , un−1, v1, . . . vn ∈ Γ(F ):
[u1, . . . , un−1, [v1, . . . , vn] ]
=
n∑
i=1
[v1, . . . , vi−1, [u1, . . . , un−1, vi], vi+1, . . . , vn] . (6.2.19)
We easily see, that in the case of n = 2, the structure reduces to that of an
ordinary Lie algebroid as introduced in chapter 2. In the following we are mainly
focused on the case of a Filippov 3-algebroid (which is often also called Lie 3-
algebroid). As was reviewed in detail in section 2, all the standard differential
geometry constructions like Lie- and covariant derivatives, torsion and curvature
can be generalized to the Lie algebroid case. In the following we will give the fist
steps of the same program for Filippov 3-algebroids.
Let (F, [·, ·, ·], a) be a Filippov 3-algebroid over a manifold M . The Lie deriva-
tive with respect to a wedge product of sections s1 ∧ s2 ∈ Γ(∧2F ) is defined by its
action on functions and sections by
Ls1∧s2(f) := a(s1 ∧ s2)(f) , Ls1∧s2 s3 := [s1, s2, s3] . (6.2.20)
By using a generalization of the Lie algebroid differential (2.1.6) of section 2 it
is also possible to get the action of the Lie derivative on dual sections. We call
the Lie derivative of (6.2.20) the Lie 3-derivative. It has the following property
6.2 Nambu-structures and Lie 3-algebroids 129
for sections s, si, ei ∈ Γ(F ), which has the same pattern as for the standard Lie
derivative with respect to vector fields:
[Ls1∧s2 ,Le1∧e2 ]s = L[s1,s2,e1]∧e2s+ Le1∧[s1,s2,e2]s . (6.2.21)
As a next step let us introduce the notion of covariant derivative in the setting
of Filippov 3-algebroids. It should be an operator acting into the direction of a
wedge product of sections:
∇ : Γ(F ∧ F )× Γ(F )→ Γ(F ) , (6.2.22)
and in analogy to the standard or Lie algebroid case it should have the following
properties for sections si, ei and functions f ∈ C∞(M):
• ∇s1∧s2+e1∧e2 = ∇s1∧s2 +∇e1∧e2 .
• ∇s1∧s2(e1 + e2) = ∇s1∧s2e1 +∇s1∧s2e2.
• ∇f s1∧s2 = f ∇s1∧s2 .
• ∇s1∧s2(f s3) = a(s1 ∧ s2)(f) s3 + f ∇s1∧s2s3.
Having this definition, it is also possible to define torsion and curvature operators.
As mentioned in chapter 2, one has to check the tensoriality of the operators,
meaning C∞(M)-linearity in every argument. In the case of Filippov 3-algebroids
and the covariant derivative (6.2.22) one has to find the appropriate combinations
of derivatives to get the tensoriality properties by using the Leibniz rule and anchor
property of definition 6.2.2. First, let us define torsion T ∈ Γ(∧3F ∗ ⊗ F ). For
sections s1, s2, s3 ∈ Γ(F ) we set:
T (s1, s2, s3) := ∇s1∧s2s3 +∇s2∧s3s1 +∇s3∧s1s2 − [s1, s2, s3] . (6.2.23)
The last expression clearly is tensorial in each of its entries because of the properties
of the covariant derivative and the Leibniz rule (6.2.2). Furthermore it is totally
antisymmetric in its arguments and therefore it has analogous properties to the
standard torsion.
For the curvature operator, we have to find the right combinations of covariant
derivatives to cancel terms coming from the commutator of two such derivatives.
As we will show, the following operator R ∈ Γ(⊗4F ∗ ⊗ F ∗ ⊗ F ) has the right
tensoriality properties for sections si ∈ Γ(F ):
R(s1, s2, s3, s4) = [∇s1∧s2 ,∇s3∧s4 ]−∇[s1,s2,s3]∧s4 −∇s3∧[s1,s2,s4]
− [∇s1∧s4 ,∇s2∧s3 ] +∇[s1,s4,s2]∧s3 +∇s2∧[s1,s4,s3]
+ [∇s2∧s4 ,∇s3∧s1 ]−∇[s2,s4,s3]∧s1 −∇s3∧[s2,s4,s1] .
(6.2.24)
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To be a proper curvature operator, the right hand side of this expression should
be a section in the endomorphism bundle of F or in other words it should map
sections of F into sections of F . For this it suffices to prove C∞(M)-linearity, i.e.
for a section e ∈ Γ(F ) we should have R(s1, s2, s3, s4)(f e) = f R(s1, s2, s3, s4)(e).
However, this is easy to show by noting for sections si, e and functions f :
[∇s1∧s2 ,∇s3∧s4 ] (f e) = [a(s1 ∧ s2), a(s3 ∧ s4)] (f) e+ f [∇s1∧s2 ,∇s3∧s4 ] . (6.2.25)
The first summand on the right can be rewritten by using the defining property
(6.2.2). We get the following form :
[a(s1 ∧ s2), a(s3 ∧ s4)] (f) e = a ([s1, s2, s3] ∧ s4 + s3 ∧ [s1, s2, s4]) (f) e . (6.2.26)
But this shows that every line in (6.2.24) separately is an endomorphism and we
proved the first property which one demands on a curvature operator.
In addition to that, a curvature operator should be C∞(M)-linear in each
of its entries, e.g. for the first entry one has to demand R(fs1, s2, s3, s4) =
f R(s1, s2, s3, s4). The proof is a lengthy but straightforward calculation using
the fourth property of the covariant derivative introduced above and the Leibniz
rule of the 3-bracket (6.2.2).
To sum up, we see that the notion of Filippov 3-algebroid allows to generalize
the most important constructions of differential geometry to the case of a vector
bundle with 3-bracket. The next step would be the introduction of a metric on
F , metric compatible connections and the notion of Levi-Civita connection which
finally would make it possible to formulate the analogue of an Einstein-Hilbert
action for Filippov 3-algebroids. Similar to earlier chapters, it would be interesting
to generalize also gauge transformations, e.g. of the NS-NS B-field and formulate
corresponding string actions.
6.2.3 Future directions and concluding remarks
As sketched in the last subsection, the notion of Filippov 3-algebroid allows to set
up the main constructions of differential geometry and is therefore well-suited to
generalize gravity and (low energy) bosonic string theory to the case of manifolds
with 3-brackets. In addition, the description of M-branes suggests that this struc-
ture could be important in a formulation of M-theory suitable for quantization
questions.
However, to realize a concrete calculus, one has to choose a definite 3-algebroid
or in other words one has to choose a three-bracket. The first guess would be the
generalization of the Koszul bracket to three entries given in (6.2.14). But it is
possible to show that a manifold equipped with a three-vector γ ∈ Γ(∧3TM) and
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the latter generalization of the Koszul bracket is hard to find because the defining
properties 6.2.2 impose very strong algebraic and differential conditions on γ. As
an example [109], demanding γ only to be a Nambu-Poisson three-tensor is not
sufficient. Thus it may be possible that the choice of the Koszul 3-bracket (or even
a twisted version of it) does not lead to non-trivial geometries.
Clearly there are at least two possible ways to avoid the latter problem. The
first would be to choose another three-bracket than (6.2.14). The notion of a
Filippov 3-algebroid is completely general and thus the total space of the bundle
on which the 3-bracket (and the differential calculus) is defined needs not to be
the cotangent bundle or the tangent bundle of the manifold. The correct choice
of the total space and thus the three bracket is still ongoing work. Secondly
we remark that the choice of the fundamental identity (6.2.2) is connected to the
notion of three-associativity if one is interested in quantization questions [100]. The
correct definition of the generalization of associativity to three-structures is to our
knowledge an open problem. Choosing another type of fundamental identity could
allow for non-trivial geometries even by using the simple generalization (6.2.14) of
the Koszul bracket.
Once having found the correct Filippov 3-algebroid and the corresponding dif-
ferential calculus (which then directly follows as discussed in the previous sub-
section), the next question would be about the quantization of such a structure.
Setting up star-products, analyzing the corresponding associativity requirements
or even trying to find a covariant star-product calculus using the differential geome-
try of the previous subsection are only the first ideas in this interesting direction.
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Appendix A
The Rogers dilogarithm
In this appendix, we collect some of the definitions and important properties of
the Rogers dilogarithm function. This beautiful object has lots of applications in
mathematics and string theory, reaching from scattering amplitudes to invariants
of 3-geometries. For a more detailed analysis of the mathematical aspects of the
Rogers dilogarithm function we would like to refer the reader to [110, 111], whereas
its generalization is described in detail in [112, 113].
A.1 Definition and fundamental properties
The Rogers dilogarithm function L(x) for real arguments x is defined in the fol-
lowing way:
L(x) := Li2(x) +
1
2
log(x) log(1− x) , 0 < x < 1 , (A.1.1)
where Li2(x) denotes the Euler dilogarithm function, given by:
Li2(x) :=
∞∑
n=1
xn
n2
= −
∫ x
0
log(1− y)
y
, 0 ≤ x ≤ 1 . (A.1.2)
With the help of (A.1.2), the integral representation of the Rogers dilogarithm can
be deduced as:
L(x) = −1
2
∫ x
0
(
log(1− y)
y
+
log(y)
1− y
)
dy . (A.1.3)
Furthermore, from these definitions one can derive two functional relations, which
in turn uniquely characterize the Rogers dilogarithm function:
L(x) + L(1− x) = L(1) ,
L(x)− L(y) + L( y
x
)− L(1−x−1
1−y−1
)
+ L
(
1−x
1−y
)
= 0 .
(A.1.4)
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Employing the integral representation (A.1.3), one can analytically continue
L(x) to the domain C \ {0, 1}. However, the resulting function L(z) is not single
valued any more and one should use the universal cover of C\{0, 1} as the domain
of definition. For the complex Rogers dilogarithm the relation
L(z) + L(1− z) = L(1) (A.1.5)
still holds, but the five-term relation in (A.1.4) receives logarithmic corrections.
The systematics of those corrections can be described by the following generaliza-
tion which is due to Neumann [112]:
R(z ; p, q) := L(z)− pi
2
6
+
pii
2
(
p log(z − 1) + q log z
)
. (A.1.6)
Here, p, q are integer numbers and the constant is just a convenient normalization.
In the main text, we will not need the complicated properties of this function. How-
ever, in the investigation of Virasoro-Shapiro amplitudes in the CFTH-framework,
as performed in [78], its properties play an important role.
Appendix B
Tachyon correlation functions
In this appendix we review standard results on scattering theory of tachyon vertex
operators which are used in the main text. For a detailed introduction into basic
concepts of quantum field theory, conformal field theory and further information
on tachyon vertex operators we refer the reader to the standard literature (e.g.
[114, 76] and references therein). We first consider the case of the free theory and
give the results which are important for detection of open string non-commutativity
in chapter 3. In a second section we focus on a special interacting case which was
used in chapter 5.1.
B.1 The free case
Consider the theory of n free bosonic fields X i(z, z¯), interpreted as the embedding
of a 2-dimensional world sheet into flat target space. The action is given by:
S = 1
2piα′
∫
Σ
d2z δij ∂X
i∂¯Xj . (B.1.1)
If we specialize to the sphere Σ = P1, the propagator of the theory is given by:
〈X i(z1, z¯1)Xj(z2, z¯2)〉 = −α
′
2
δij ln |z1 − z2|2 . (B.1.2)
The energy-momentum tensor can be constructed by using the (anti-)holomorphic
currents J i(z) = i∂X i(z) and J¯ i(z¯) = i∂¯X i(z¯). We denote the normal ordering of
field operators by : · · · :. The holomorphic component of the energy momentum
tensor is:
T (z) =
1
α′
δij :J
iJ j : (z) , (B.1.3)
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and similar for the anti-holomorphic component. Finally, by using the contraction
of a momentum vector pi with the coordinates X
i which we denote by p ·X, the
definition a tachyon vertex operator carrying momentum p is as follows:
Vp(z, z¯)
def
= :ei p·X(z,z¯) : . (B.1.4)
To begin with, we want to show that tachyon vertex operators are conformal
fields and determine their conformal dimension by calculating the operator product
expansion with the energy momentum tensor (B.1.3). Only the singular parts are
important and we write ' if an equation holds up to regular terms.
T (z1)Vp(z2) =
1
α′
∞∑
n=0
1
n!
:∂X i(z1)∂X
j(z1) : δij : [i p ·X(z2, z¯2)]n :
' α
′
4
∞∑
n=2
1
(n− 2)!
1
(z1 − z2)2p
2 : [i p ·X(z2, z¯2)]n−2 :
+
∞∑
n=1
1
(n− 1)!
1
z1 − z2 i pi :∂X
i(z2) [i p ·X(z2, z¯2)]n−1 :
' α
′
4
p2
Vp(z2, z¯2)
(z1 − z2)2 +
∂z2Vp(z2, z¯2)
z1 − z2 .
(B.1.5)
In the second step, the first summand is the result of taking two Wick-contractions
with : [i p ·X(z2, z¯2)]n : and the second summand results by taking one contraction.
Thus the vertex operator is primary with conformal dimension h = α′ p2/4. Simi-
lar results hold for the OPE with the anti-holomophic component of the energy
momentum tensor.
Let us now compute the OPE of two vertex operators with momenta p1 and
p2. To simplify the calculation, we first note useful identities for the calculation.
First, let A(z1), B(z2) be field operators depending on the world sheet coordinates.
Then we have the following result for the contraction with exponentials:
A(z1) :e
B(z2) : = A(z1)B(z2) :e
B(z2) : , (B.1.6)
which is proven by expanding the second exponential. Using this, we can compute
the OPE between two normal ordered exponentials:
:eA(z1) : :eB(z2) : =
∞∑
n=0
1
n!
:A(z1)
n : : eB(z2) :
'
∞∑
n=0
1
n!
n∑
k=0
(
n
k
)[
A(z1)B(z2)
]k
:A(z2)
n−keB(z2) :
' eA(z1)B(z2) :eA(z2)eB(z2) : .
(B.1.7)
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This result is general and independent of the specific propagator of the theory.
Thus, it can be applied also in the special limits which were encountered in chapter
3. Specializing to the propagator (B.1.2), this leads to the following OPE of two
vertex operators of the type (B.1.4) with momenta p1 and p2:
Vp1(z1)Vp2(z2) ' |z1 − z2|−α
′ p1·p2 Vp1+p2 . (B.1.8)
With this expansion, the n-point tachyon correlator on the sphere can now be
readily calculated by iterated application of the previous formulas:
〈 n∏
i=1
:ei pi·X(zi,z¯i) :
〉
=
∏
1≤i<j≤n
|zi − zj|α′pi·pj δ(
n∑
i=1
pi) . (B.1.9)
The delta function ensures momentum conservation: The action (B.1.1) is invari-
ant under the shift symmetry X 7→ X + a and therefore correlation functions
should also be invariant under this symmetry. However, the correlator (B.1.9) ob-
tains a phase ei (
∑n
i=1 pi)·a, which has to vanish. But the latter is equivalent to the
momentum conservation condition because the field a can take arbitrary values.
B.2 Interacting case
Let us now treat one special case of an interacting theory, which we used in the
main text. We consider an action S = S0+S1, where we treat S1 as a perturbation:
S0 = 1
2piα′
∫
Σ
d2z δij ∂X
i∂¯Xj , S1 = 1
2piα′
Habc
3
∫
Σ
d2z Xa∂Xb∂¯Xc . (B.2.1)
As detailed in the main text (see for example (5.1.12)), if we are interested in
correlation functions up to linear order in the H-flux, we only have to consider the
following two contributions:
〈O1 · · · On〉 = 〈O1 · · · On〉0 − 〈O1 · · · OnS1〉0 , (B.2.2)
where 〈· · · 〉0 denotes the correlator with respect to the free theory. Let us now
consider tachyon vertex operators in the CFTH-context, introduced in section
5.1.3:
Vi def= Vpi(zi, z¯i) def= :ei pi·X (zi,z¯i) : , (B.2.3)
where the X -fields were defined by (5.1.19). We are interested in the correlation
function of N such operators. This will be denoted by 〈V1 · · · VN〉∓, where the
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superscript “∓” is to indicate whether we are in the H-flux background or its
complete T-dual R-flux background, as was explained in the main text. According
to (B.2.2), we have to consider two contributions. Let us begin with the second
contribution, which is already linear in the flux and therefore we can replace the
fields X (z, z¯) by their free analogues X(z, z¯) and as a consequence we only have
to consider the free vertex operators :ei pi·X(zi,z¯i) :, which we want to denote by Vi
in the following. Using contraction techniques of the previous section, we get:
〈V1 . . .VN (−S1)〉∓0 = 〈V1 . . . VN〉∓0 ×( ∑
1≤i<j<k≤N
(−i) pi,a pj,b pk,c
〈
Xa(zi, zi)X
b(zj, zj)X
c(zk, zk)
〉∓)
,
(B.2.4)
where we used contractions of the type (B.1.6), which give the same result as
calculating the perturbed three-X correlator linear in the H-flux, to get the second
factor. Now, let us turn to the first part in (B.2.2), which is the free correlator of
the vertex operators Vi. We recall, that the fields X are given by
X i(z, z¯) = X i(z, z¯) + 1
2
H ijkX
j
L(z)X
k
R(z¯) , (B.2.5)
where the free field was decomposed into X i(z, z¯) = X iL(z) + X
i
R(z¯). Expanding
now the exponentials Vi up to linear order in the H-flux and collecting only terms
linear in the flux, we get:
〈V1 · · · VN〉∓0 = 〈V1 · · ·VN〉∓0
+
1
2
ip1,i1H
i1
j1k1〈:ei p1·X(z1,z¯1)Xj1L (z1)Xk1R (z¯1) : ×
× :ei p2·X(z2,z¯2) : · · · :ei pN ·X(zN ,z¯N ) :〉∓0 + . . .
+
1
2
i pN,iNH
iN
jNkN 〈:ei p1·X(z1,z¯1) : × . . .
× :ei pN−1·X(zN−1,z¯N−1) ::ei pN ·X(zN ,z¯N )XjNL (zN)XkNR (z¯N) :〉∓0 .
(B.2.6)
Combining these terms with the result (B.2.4), we observe, that the same terms
appear as if one expands the perturbed correlator 〈X a(z1, z¯1)X b(z2, z¯2)X c(z3, z¯3)〉∓
up to linear order in the H-flux and takes the product with the appropriate mo-
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menta. As a consequence, we can write the N -point tachyon correlator as
〈V1 . . .VN〉∓ = 〈V1 . . . VN〉∓0 [1 + ∑
1≤i<j<k≤N
(−i) pi,a pj,b pk,c×〈X a(zi, zi)X b(zj, zj)X c(zk, zk)〉∓]
=
〈
V1 . . . VN
〉∓
0
[
1− iθabc
∑
1≤i<j<k≤N
pi,a pj,b pk,c
[
L( zij
zik
)− L( zij
zik
)]]
,
(B.2.7)
where in the last step we inserted the basic three-point correlator (5.1.24) from
the main text.
The same calculation can be done for the case of the R-flux background with
the only difference that there is the sum of the Rogers dilogarithm terms instead of
the difference in (B.2.7). We only kept linear terms in the H-flux (or equivalently
in the parameter θ) and the results suggest that they could be seen as the beginning
of the Taylor series expansion of the exponential function. We therefore rewrite
the last expression as follows, the [. . . ]θ indicating that we only mean up to linear
order in the θ-parameter:
〈V1 . . .VN〉∓ = 〈V1 . . . VN〉∓0 exp[−iθabc ∑
1≤i<j<k≤N
pi,a pj,b pk,c
[
L( zij
zik
)∓ L( zij
zik
)]]
θ
.
(B.2.8)
These results will be used in the main text to investigate the possibility of a three-
or even N -product structure for functions on the target space in the case of the
R-flux. Note that for this task, the exponential structure of the tachyon vertex
operators is particular useful because one can evaluate easily star products on
exponential functions. Although being not physical, tachyons are therefore ideal
probes for the algebra of functions on the target space.
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Appendix C
Notation conventions
β] anchor map
β] : T ∗M → TM , β](ξ)(η) = β(ξ, η)
γ] 3-anchor map
γ] : ∧2T ∗M → TM, γ](ξ ∧ η)(ζ) = γ(ξ, η, ζ)
[·, ·]+ anti-commutator of operators
[·, ·] commutator of operators
〈·, ·〉± bilinear forms on TM ⊕ T ∗M
〈X + ξ, Y + η〉± = ξ(Y )± η(X)
[·, ·, ·] 3-Koszul bracket, e.g. (6.2.14)
ιX , ιξ insertion map, ι∂i dx
j = δji , ιdxi∂j = δ
i
j
Li2(x) Euler dilogarithm function
d exterior differential
dβ exterior differential on vector fields
J(·, ·, ·) Jacobiator
[·, ·]KS(β) Koszul-Schouten bracket
[ξ, η]KS(β) =
(
ξmD
mηn − ηmDmξn − ξmηkQnmk
)
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[·, ·]HKS(β) H-twisted Koszul-Schouten bracket
[ξ, η]HKS(β) = [ξ, η]KS(β) + ιβ](η)ιβ](ξ)H
Lˆξ Koszul-(quasi) Lie derivative
[·, ·]L Lie bracket
[X, Y ]L = (X
m∂mY
n − Y m∂mXn) ∂n
[·, ·]HL H-twisted Lie bracket
[X, Y ]HL = [X, Y ]L − β](ιY ιXH)
LX Lie derivative
g metric on tangent bundle
gˆ metric on cotangent bundle
: · · · : normal ordering
Da partial derivative on T ∗M , Daf = βam∂m
σµ Pauli matrices,
σ0 =
(−1 0
0 −1
)
, σ1 =
(
0 1
1 0
)
,
σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
{·, ·} Poisson bracket
J·, ·K Roytenberg bracket, e.g. (5.2.28)
L(x) Rogers dilogarithm function
[·, ·]SN Schouten-Nijenhuis bracket
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