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W 1,pX INTERIOR ESTIMATES FOR
VARIATIONAL HYPOELLIPTIC OPERATOR
WITH VMOX COEFFICIENTS
A.O.CARUSO
Abstract. We consider a divergence form hypoelliptic operator consisting of a
system of real smooth vector fields X1, . . . , Xq satisfying Ho¨rmander condition
in some domain Ω ⊆ Rn. Interior Lp estimates, 2 ≤ p < ∞, can be obtained
for weak solutions of the equation XTj (a
ijXiu) = X
T
j F
j , by assuming that
the coefficients aij belong locally to the space VMOX with respect to the
Carnot–Caratheodory metric induced by the vector fields.
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1. Introduction and main result
In the present paper we obtain interior Lp estimates for weak solutions of the
equation XTj (a
ijXiu) = X
T
j F
j , where X1, . . . , Xq is a family of real vector fields
satisfying Ho¨rmander’s condition in some domain Ω ⊆ Rn, and the coefficients
aij belong locally to the space VMOX , with respect to the Carnot–Caratheodory
metric induced by the vector fields. Our result generalizes, to the setting of hypoel-
liptic variational operators of Ho¨rmander type, the Lp regularity results previously
obtained in [CFL1, DF]. Indeed, in [CFL1, DF] local estimates of this kind for
weak solutions of elliptic equation, both in divergence and non divergence form,
are obtained by assuming that the coefficients of the operators belong to the space
VMO with respect to the Euclidean setting. More precisely our theorem is the
following:
Theorem 1. Let X1, . . . , Xq Ho¨rmander vector fields of step r at each point of a
given domain Ω ⊆ Rn, q ≤ n (we can assume n ≥ 3); moreover let 2 ≤ p <∞. Let
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us consider the following variational equality of divergence form:
(1.1) XTj (a
ijXiu) = divXF
where, as usual, divXF ≡ X
T
j F
j and moreover, u ∈ W 1,ploc,X(Ω) is a weak solution
of (1.1) if
(1.2)
∫
Ω
aij(x)Xiu(x)Xjφ(x)dx =
∫
Ω
F j(x)Xjφ(x)dx for any φ test in Ω.
Let us suppose that
i) {aij}i,j=1,...,q is a symmetric measurable matrix defined in Ω such that a
ij ∈
VMOX(B) ∩ L
∞(B) for any open Euclidean ball B ⋐ Ω;
ii) there exists ν > 0 such that 1
ν
|w|2 ≤ aij(x)wiwj ≤ ν|w|
2 for any w ∈ Rq
and a.e. x ∈ Ω;
iii) F ∈ Lploc(Ω,R
q).
Then, for any Ω′ ⋐ Ω there exists a constant c = c(Ω′, Ω, X1, . . . , Xq, p, a
ij , ν)
and there exists an open set Ω′′, Ω′ ⋐ Ω′′ ⋐ Ω, such that
(1.3) ‖u‖
W
1,p
X
(Ω′) ≤ c
(
‖u‖Lp(Ω′′) + ‖F‖Lp(Ω′′,Rq)
)
.
Note that letter c denotes a generic constant that can be different also in the
same line.
VMO functions, studied by Sarason in [Sa], do appear first in [CFL1, CFL2],
in order to obtain Lp estimates for the solutions of uniformly elliptic equations in
non divergence form, and later in [DF], in non divergence form. In both two cases
techniques rely on suitable representation formulas, on singular integrals depending
on a parameter, and on their commutators with BMO fuctions. VMO condition
is a type of discontinuity which implies some kind of average continuity: in such
a sense, VMO hypothesis extends classical theory of Agmon–Douglis–Nirenberg in
[ADN1, ADN2]. Indeed uniformly continuous bounded functions, as well the ones
in W 1,n and W 1,
n
θ , θ ∈]0, 1[, belong to VMO.
The introduction of such a family of vector fields goes back to the paper of
Ho¨rmander [Ho] where the author shows that hypoellipticity of the solution of a
differential equation related to a sum of squares of vector fields follows from a geo-
metric condition on the vector fields and their commutators. Later, Rothschild
e Stein in [RS], deal with the problem of a natural setting in which such a sum
of square operators can be cast. The algebraic structures that do appear in this
new setting are nowadays known as Carno´t groups; in particular, Euclidean spaces
are a very particular cases. These are particular simply connected nilpotents Lie
groups whose finite dimensional Lie algebra admits a graduated stratification in
vector subspaces. It follows that this algebraic structure is naturally equipped with
a family of automorphisms which generalize the standard product with scalars in
Rn. Finally, a well known theorem of Rothschild e Stein shows how it is possible
to approximate a class of differential operators consisting of a system of Ho¨rman-
der vector fields, through invariant differential operators defined in suitable Carno´t
groups. From the metric viewpoint, we can naturally settle these spaces in a gen-
eral class of metric spaces nowadays known as Carno´t–Caratheodory Metric Spaces,
where metric is introduced through suitable finite families of Lipschitz vector fields.
Such metric spaces has been intensively studied in the last thirty years in several
setting of pure and applied mathematics such as degenerate elliptic differential
equations, hypoelliptic differential operators, sub–Riemannian manifolds, control
theory, mathematical models of human vision, robotics, geometric measure the-
ory. In particular, when the vector fields inducing the metric satisfy Ho¨rmander
W
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condition, the associate metric dX enjoys many good properties: for instance, the
induced topology is actually the Euclidean one; all necessary properties for our
purpose can be found in [CarFan]. It should be clear that, in this paper, such a
metric will play a role becouse the coefficients aij of the operator belong to the
space VMOX defined through the Carnot–Caratheodory metric induced by the
vector fields associated to the hypoelliptic variational operator.
Coming back to hypoelliptic operators consisting of a family of Ho¨rmander vec-
tor fields, VMOX functions do appear in the papers of Bramanti and Brandolini
[Brm-Brn1, Brm-Brn2]. Indeed, the coefficients aij are assumed to belong to the
VMOX space with respect to the metric induced from the vector fields: clearly
in general the space VMOX is different from the “Euclidean”VMO, so particular
metric proofs must be adapted in this new setting. Moreover, the proofs of the
results in the Euclidean setting (see [CFL1, DF]) need several notions: the exis-
tence of a translation invariant fundamental solutions smooth away from the origin,
convolution operators, representation formulas, parametrized singular integrals and
Riesz potential, commutators with BMO functions, analysis on spaces of homoge-
neous type, properties of VMO functions. In the new setting, and in particular
in our case, these notions and proofs can be adapted by employing the technics
introduced by Rothschild e Stein, see [Brm-Brn2]) so that, all in all, the properties
of the solution of the given equation can be recovered from the properties of the
solution of a new equation associated to a new operator defined locally on a suitable
Carnot group, pulling back local estimates in this last setting to a local estimate
for the solution of the given operator. In particular, arguing as in [Brm-Brn2], the
use of a parametrix implies that coefficients aij be smooth, that is every function in
VMOX should be approximated by a sequence of smooth functions: this is actually
possible: in [CarFan], in the setting of a general space of homogeneous type, the
space VMO is defined both through balls and “cubes”, and the density property
with smooth functions with respect to the BMO norm is proved, in the particular
case of a Carno´t–Caratheodory spaces whose metric is associated to a finite family
of Ho¨rmander vector fields.
The regularity result and significative properties of the space VMOX are con-
tained in the doctoral thesis discussed on December 2002. The regularity result has
been announced at the XVII Congresso U.M.I. hold in Milan (Italy) on Septem-
ber 8–13, 2003, at the conference “Aspetti Teorici ed Applicativi di Equazioni alle
derivate parziali ” hold in Maiori (Italy) on April 21–24, 2004, and at a talk given
in Bologna (Italy) in summer 2004. The density results employed in this paper has
been published later in 2007, see [CarFan], and so mentioned in the following.
2. Preliminaries
2.1. Carno´t groups and Carno´t–Caratheodory metric spaces. We refer to
Section 3 of [CarFan] for basic definition on Carno´t groups and Carno´t–Caratheodory
metric spaces, associated in particular to a family of Ho¨rmander vector fields; in
the same section can be found the statement of the Ball–Box theorem, useful for
our purpose.
2.2. Ho¨rmander vector fields: theorem of Rothschild e Stein. LetX1, . . . , Xq
smooth real vector fields defined on a smooth manifold. For s ∈ N, i1, i2, . . . , is−1, is
∈ {1, 2, . . . , q} let I = (i1, i2, . . . , is−1, is) and
(2.1) XI =
[
Xi1 ,
[
Xi2 , . . . [Xis−1 , Xis ]
]
. . .
]
.
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We say that I has length s and we call commutator of length s any vector field
such that X ∈ Span{XI}length I=s; commutators of length 1 are just the elements
of the span of the vector fields X1, . . . , Xq. Suppose that for every x ∈ M there
exists s(x) ∈ N such that Span{XI(x)} length I≤ s(x) = Tx(M); then we say that the
vector fields X1, . . . , Xq satisfy Ho¨rmander condition of step r ∈ N if s(x) ≤ r for
any x ∈ M. We finally recall that the vector fields X1, . . . , Xq are free up to the
step r at the point x ∈ M if the vectors XI(x) length I≤ r are linearly independent,
except for Jacobi’s and anticommutativity relations.
Let now g q, r = V1 ⊕ · · · ⊕ Vr be the nilpotent free Lie algebra of step r with
q = dimR(V1) generators, and let G q, r be the corresponding free Carno´t group
(recall that, from a set–theoretical viewpoint, it is possible to assume that G q, r
is some RN endowed with a suitable product of Lie group and with a suitable
family of dilations {γs}s>0). We can denote by {Yjkj} 1≤j≤r
1≤kj≤nj
a base of Vj , where
j ∈ {1, . . . , r} and kj ∈ {1, . . . , nj} (n
j is a positive integer depending on Vj); for
the sake of simplicity we shall denote by Y1, . . . , Yq the generators of the first layer
of g q, r; we can denote by (yjkj ) the exponential coordinates of the first kind of
y = exp1(Y ) in G q, r, where Y =
∑r
j=1
∑nj
kj=1 yjkj Yjkj ∈ g q, r denotes an element
of the algebra. Finally let {δs}s>0 be the family of automorphims of g q, r.
Then, the vector fields X1, . . . , Xq are free up to the step r at the point x ∈ M
if and only if dimR(Span {XI(x)}length I≤ r) = dim(G q, r), where the last number
denotes the dimension of G q, r as a smooth manifold.
Let us suppose now that the vector fields do satisfy Ho¨rmander condition of step
r at x0 ∈ M ; let n = dim(M), N = dim(G q, r), k = N − n, M˜ = M × R
k and let
π : M˜ →M the canonical projection.
Then we have the following “lifting theorem”of Rothschild–Stein.
Theorem 2. Let X1, . . . , Xq smooth vector fields defined on M satisfying Ho¨rman-
der condition of step r at the point x0 ∈ M. Then there exist {λjl(x, t)} 1≤j≤q
n+1≤l≤N
smooth functions of the new variables tn+1, . . . ,tN , defined in a neighborhood of
ξ0 = (x0, 0) ∈ U˜ = U × U
′ ⊂ M˜, where U is a neighborhood of x0 in M and U
′ a
neighborhood of 0 in Rk, such that the vector fields
X˜j = Xj +
N∑
l=n+1
λjl(x, t) ∂tl , j = 1, . . . , q,
are free up to the step r at each point of U˜ . 
Remark 1. It is easy to verify that also the vector fields X˜j satisfy Ho¨rmander
condition of step r at each point ξ ∈ U˜ and that it results
X˜j(f ◦ π) = Xjf ◦ π
for any f ∈ C∞(U) and for any j = 1, . . . , q.
Notation 1. For any f defined in some subset S ⊆ Ω, we shall denote by either
f ◦ π or f˜ the function defined in S × Rk that maps ξ = (x, t) ∈ S × Rk to f(x).
Let λ ∈ R, λ > 0. A measurable function f : G q, r → R is said to be homogeneous
of degree λ if f ◦ γs = s
λf for any s > 0; a differential operator D on G q, r is said
to be homogeneous of degree λ if D(f ◦ γs) = s
λ(Df) ◦ γs, for any s > 0 and for
any f ∈ C∞(G q, r). Then it immediately follows that if D and f are a differential
operator and a function, respectively homogeneous of degrees λ1 e λ2, then Df e
W
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fD are a function and an operator homogeneous respectively of degrees λ2 − λ1
and λ1 − λ2.
Let us recall now the notion of local degree at the origin (see [RS] pag.272
and [Brm-Brn2] pag.789). Let D be a differential operator. We say that D is
homogeneous of local degree ≤ λ if all Taylor polynomials of the coefficients of the
operator give rise, up to a rearrangements, to a sum of differential operators of
degree at most λ in G q, r.
Let us suppose now X˜1, . . . , X˜q be free vector fields up to the step r at a point ξ0
of a smooth manifold M˜. Then dimR(Span{X˜I(ξ0)}length I≤ r) = dim(G q, r). Now,
if all X˜j were invariant on G q, r, it would be possible to identify them with the
elements of (the first layer of) g q, r and, consequently, recover the elements of G q, r
through the before mentioned exponential coordinates; this is not possible in general
because the vector fields are not invariant in general; nevertheless, if we choose
{X˜jkj} such that Span{X˜I(ξ0)}length I≤ r = Tξ0(M˜), we can consider the mapping
that, for any N–tuple of real numbers y = (yjkj ) in a fixed closed ball B around 0
sufficiently small, maps any ξ in a compact neighborhood U˜ ′ of ξ0 to the element
η = exp
X˜
(1), X˜ =
∑r
j=1
∑nj
kj=1 yjkj X˜jkj : indeed, under these conditions, we
have the existence, unicity and C∞ dependence from ξ ed y of the Cauchy problem
φ′(t) = X˜(φ(t)) and φ(0) = ξ, for t in a sufficiently small neighborhood of 0, and for
any fixed ξ ∈ U˜ ′, y ∈ B. Then we have φ(t) = exp
(
t
(∑r
j=1
∑nj
kj=1 yjkj X˜jkj
))
ξ;
in particular η = φ(1) = exp
(∑r
j=1
∑nj
kj=1 yjkj X˜jkj
)
ξ and
y = Θξ(η) e η = Θ
−1
ξ (y), for any ξ, η ∈ U˜
′, y ∈ B.
The mapping Θξ then behaves like a coordinate map; indeed through Θξ we can
think of X˜j as defined on G q, r and consequently to approximate them with the left
invariant vector fields Yj on G q, r (which, in their turn, can be chosen so that they
agree with the j–th partial derivatives at the origin (see [RS] pag. 272; see also
[SC] for the following formulation); we can also think of the y = (yjkj ) as a system
of canonical coordinates, depending only on the vector fields {X˜jkj} 1≤j≤r
1≤kj≤nj
.
Then we have the following approximation theorem of Rothschild and Stein.
Theorem 3. Let X˜1, . . . , X˜q real smooth vector fields defined on a smooth manifold
M˜ and let ξ0 ∈ M˜. Let us suppose that the vector fields X˜1, . . . , X˜q do satisfy the
Ho¨rmander hypothesis of step r; moreover we assume that the vector fields are free
of step r at the same point ξ0. Let us choose the vector fields {X˜jkj} 1≤j≤r
1≤kj≤nj
as
before and let us denote by (yjkj ) the associated system of canonical coordinates.
Let g q, r and G q, r respectively the free Lie algebra with q generators of step r and
the associated free Carno´t group.
Then it is possible to choose a base {Yjkj } 1≤j≤r
1≤kj≤nj
of g q, r such that Yj(0) =
∂
∂yj
, j = 1, . . . , q, a neighborhood U of 0 in G q, r, two open neighborhood W,V of
ξ0 in M˜, W ⋐ V, such that the following facts hold:
i) Θξ | V is a diffeomorphism between V and Θξ(V ) for any ξ ∈ V ;
ii) Θξ(V ) ⊇ U for any ξ ∈W ;
iii) the mapping Θ : V × V → G q, r defined by the position Θ(ξ, η) = Θξ(η)
belongs to C∞ (V × V ) ;
iv) for any fixed ξ ∈ W the mapping η → Θξ(η) = Θ(ξ, η) = (yjkj ), η ∈ W,
is a coordinate map for W and (Θξ)∗X˜i = Yi +R
ξ
i in U, dove R
ξ
i is a real
6 A.O.CARUSO
smooth vector fields of local degree ≤ 0, with C∞ dependence on ξ ∈ W ;
more precisely it means that for any ξ ∈ W and for any f ∈ C∞(G q, r) it
results
(2.2) X˜i ◦ (f ◦Θξ) = (Yi ◦ f) ◦Θξ + (R
ξ
i ◦ f) ◦Θξ.
In general, for any couple of indexes j e kj and,
(Θξ)∗X˜jkj = Yjkj +R
ξ
jkj
where Rξ
jkj
is a real smooth vector field of local degree ≤ j− 1 with C∞ dependence
on ξ ∈W. 
Recall that (Θξ)∗ is the mapping induced by Θξ on the fiber bundle and defined
by the position ((Θξ)∗X˜)f = (X˜ ◦ (f ◦Θξ)) ◦Θ
−1
ξ , for any vector field and for any
f ∈ C∞(V ).
2.3. Introduction of a quasi-metric equivalent to C–C metric. In what
follows we set M = Ω and M˜ = Ω × Rk ⊆ RN , then our neighborhoods are C–C
balls which are open sets in any one of the topologies τEuclidean and τC–C . We shall
denote by Q the homogeneous dimension as a doubling spaces in G q, r. It will be
more useful to introduce a quasi-metric ρ in V, equivalent to d
X˜
. Indeed, referring
the reader to [SC] and [Brm-Brn2], let us recall main definitions.
Theorem 4. Let V and W neighborhood of ξ0 as in Theorem (3). If we set
ρ (ξ, η) = ‖Θ(ξ, η)‖
G q, r
for any ξ, η ∈ V
then the following properties hold
i) Θ(ξ, η) = Θ(η, ξ)−1 = −Θ(η, ξ);
ii) ρ (ζ, η) ≤ c
(
ρ (ξ, ζ) + ρ (η, ξ)
)
for any ξ, η ∈ V such that ρ(ξ, η) ≤ 1 and
ρ(ξ, ζ) ≤ 1;
iii) there exist four positive smooth functions V ∋ ξ → ζ(ξ), ω(ξ), V ∋ η →
h(η), U ∋ y → j(y) and a positive constant c such that 1/c ≤ ζ, ω, h, j ≤ c
respectively on V the first three ones, on U the last one, and Jξ(η) =
ζ(ξ)h(η) e J−1ξ (y) = ω(ξ)j(y), where Jξ(η) and J
−1
ξ (y) are respectively the
jacobians of the mappings y = Θξ(η) and η = Θ
−1
ξ (y). 
Let now x0 ∈ Ω, and ξ0 = (x0, 0) ∈ Ω˜; we can assume that V = B ×R where B
is an open Euclidean ball around x0 and I is an open rectangle in R
k; consequently
we can consider the following three quasi–metric spaces with respective Lebesgue
measures
(2.3) (B, dX , dx), (V, dX˜ , dξ), (V, ρ, dξ).
Then from Theorem (4) we have the following proposition.
Proposition 1. According to above notation, for any ξ0 = (x0, 0) ∈ Ω˜, there exists
an Euclidean neighborhood V of the type B × I, where B is an Euclidean open
ball around x0 and I is an open rectangle in R
k around 0, such that (V, ρ, dξ) is
a bounded doubling space. In particular, Lebesgue measure dξ ≡ mN is a doubling
measure and, for any open ball Bρ ⊂ V related to the metric ρ we have mN (Bρ) ≈
rQ. 
Finally, as in Lemma 7 of [SC] we have the following proposition (see [NaStWa2]
for the proof).
Proposition 2. According to above notation, there exists c > 0 such that
1
c
ρ(η, ξ) ≤ d
X˜
(η, ξ) ≤ cρ(η, ξ) per ogni η, ξ ∈ V. 
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So from the metric viewpoint, the metric spaces (V, d
X˜
, dξ) and (V, ρ, dξ) are
equivalent. Let us now compare the spaces BMOX(B) (resp. VMOX(B)) de-
fined in B with respect to the metric induced from the vector fields X1, . . . , Xq,
endowed with the corresponding Lebesgue measure, with the spaces BMO
X˜
(V )
(resp. VMO
X˜
(V )) of functions defined on B with respect to the metric induced by
the vector fields X˜1, . . . , X˜q, and endowed with the correpsonding Lebesgue mea-
sure. The arguments are taken from pagg. 793–794 of [Brm-Brn2], then we just
recall the following propositions.
Proposition 3. According to above notation, for any x ∈ Ω and r > 0 such that
BdX (x, r) ⊂ B and BdX˜ (ξ, r) ⊂ V, if π : Ω˜ → Ω and πk : Ω˜ → R
k are the
canonical projections, denoting by mn, mk, mN respective Lebesgue measures, and
setting Ck = mk(πk(Bd
X˜
(ξ, r))), it results
• π(Bd
X˜
(ξ, r)) = BdX (x, r);
• d
X˜
(ξ, ξ′) ≥ dX(x, x
′) ∀x, x′ ∈ Ω;
• there exists C > 0 such that, for r small enough, 1
CCk
mN (Bd
X˜
(ξ, r)) ≤
mn(BdX (x, r)) ≤
C
Ck
mN (Bd
X˜
(ξ, r)). 
Proposition 4. According to above notation, if f : Ω → R is a measurable func-
tion, then f ∈ BMOX(B) (resp. f ∈ VMOX(B)) with respect to metric dX and
Lebesgue measure mn if and only if f ◦ π ∈ BMOX˜(V ) (resp. f ◦ π ∈ VMOX˜(V ))
with respect to metric ρ Lebesgue measure mN . 
2.4. Differential operators, fundamental solutions and parametrices. In
this section our space of homogeneous type will be (V, d
X˜
, dξ) ≡ (V, ρ, dξ), ac-
cording to notations of Section (2.3). We recall results of Sections 2.1. e 3.2. in
[Brm-Brn2]. Let L a given differential operator consisting of a familyX0, X1, . . . , Xq
of Ho¨rmander vector fields defined on a given open set Ω ⊂ Rn. For instance let
either L =
∑n
i=1X
2
i +X0, or L = a
ijXiXj , where the coefficients belong to C
∞(Ω).
Arguing as in [RS] we will recover properties of the operator L from the properties
of a new operator L˜, consisting of the X˜0, X˜1, . . . , X˜q; this last operator, in its turn,
has much more properties useful for our purpose becouse it can be written as a sum
of two more operators: the first one consists of left invariant vector fields defined
on a suitable nilpotent group G, the second one, defined in G, is a smooth operator
of local degree equal to zero so that results of Folland (see Teorema 2.1, Section 2
in [Fo1]) can be applied, for the existence of a fundamental solution. Finally, quot-
ing Christ (see [Chr2], Example 8, Pag.96) we need some more analysis to obtain
our estimates; more precisely we need to construct, through a suitable coordinate
map (see Theorem (3)), two parametrices (see §15. in [RS]) that behave, in our
case, as left and right partial inverse of the operator L˜, up to a finite number of
operators (depending only on L˜) which, in their turn, are the analogous of classi-
cal integral with either singular kernel, or fractional or Riesz potential. So, given
the estimates with new vector fields X˜0, X˜1, . . . , X˜q, we can recover the original
estimate (see Remark (1)). In our case, the operator is L = XTj (a
ijXi) where, as
before, X1, . . . , Xq is a family of Ho¨rmander vector fields defined on a given open
set Ω ⊂ Rn, whose coefficients belong locally to the class VMOX with respect to
C–C metric induced from the vector fields X1, . . . , Xq; we consider weak solutions
for the equation. Then, through vector fields X˜1, . . . , X˜q, we pass from the equa-
tion associated to the operator XTj (a
ijXi) to the one associated to the divergence
form operator X˜j
T
(a˜ijX˜i) consisting of the vector fields X˜1, . . . , X˜q (note that, in
this case, thanks to Proposition (4), coefficients a˜ij belong locally to VMO
X˜
with
respect to C–C metric induced by vector fields X˜1, . . . , X˜q; if we are able to obtain
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local estimate for the solution of the new equation, we can obtain the requested
estimates. So we need estimates for the solutions of the equation associated to the
operator L˜ = X˜j
T
(a˜ijX˜i) with coefficients locally in VMOX˜ with respect to C–C
metric associated to vector fields X˜1, . . . , X˜q. Now, thanks to results of Section
(2.6), it is possible to approximate locallly coefficients a˜ij with smooth functions;
then the divergence form operator agrees, up to some low order terms which belong
to the span of the vector fields X˜1, . . . , X˜q, with the non divergence form hypoellip-
tic one (see Teorema 1.11 in [Brm-Brn1]). For the main part of this operator we can
consider the parametrix adapted by the authors in [Brm-Brn2] from the original
one of Rothschild–Stein in [RS], pag. 296. Then, by assuming that coefficients a˜ij
are smooth, we can obtain a first estimate for a test solution u : this is the argument
of Step 2 of pag. 11.
Let us now recall the results in the form useful for this purpose.
Theorem 5. Let X1, . . . , Xq be Ho¨rmander vector fields, let X˜1, . . . , X˜q be the free
vector fields associated and let Y1, . . . , Yq ∈ g q, r the approximating left invariant
vector fields, according to Theorem (3). Then, for any fixed ξ0 ∈ G q, r, the operator
a˜ji(ξ0)YjYi is hypoelliptic jointly with its transposed. Under this conditions there
exists Γ0 ≡ Γξ0 ∈ C
∞(G q, r \ {0}), homogeneous in G q, r of degree 2−Q and such
that for any test funciotn φ in G q, r and any ξ ∈ G q, r it results
φ(ξ) =
∫
G q, r
Γ0(η
−1ξ)(a˜ji(ξ0)YjYiφ)(η)dη.
Moreover, for any i, j = 1, . . . , q there exists constants αij(ξ0) such that for any
ξ ∈ G q, r we have
YjYiφ(ξ) = P.V.
∫
G q, r
YjYiΓ0(η
−1ξ)(a˜ji(ξ0)YjYiφ)(η)dη +αji(ξ0)(a˜ji(ξ0)YjYiφ)(ξ),
YjYiΓ0 ∈ C
∞(G q, r \ {0}), where YjYiΓ0 is homogeneous in G q, r of degree −Q.
Moreover supξ∈RN |αji| <∞. 
According to notations in previous sections let us recall definitions and main
properties of “operators of type 0, 1, 2”.
Definition 1 (Kernel and operators of type 0, 1, 2). Let ξ0 ∈ V be fixed. We say
that K0,0(ξ, η) ≡ Kξ0,0(ξ, η) (resp. K0,1(ξ, η) ≡ Kξ0,1(ξ, η), K0,2(ξ, η) ≡ Kξ0,2(ξ, η))
is a frozen kernel at ξ0 of Type 0 (resp. 1, 2) if, according to notations of Theorem
(5), for any m ∈ N, it can be written as a finite sum of the kind[
a0(ξ)(D0Γ0)(Θ(ξ, η))b0(η)
]
+
+
[
a1(ξ)(D1Γ0)(Θ(η, ξ))b1(η)
]
+ · · ·+
[
as(ξ)(DsΓ0)(Θ(η, ξ))bs(η)
]
with s = s(m) ∈ N, ai, bi test functions in V for any i = 0, 1, . . . , s, D1, · · · , Ds
differential operators homogeneous of degree less or equal than 2 (resp. 1,0), and
D0 is differential operator such that D0Γ0 ∈ C
m(V ).
Let now φ ∈ C∞c (V ).
We say that T0,0 ≡ Tξ0,0 is a frozen operator at ξ0 of Type 0 if there exists a
bounded measurable function α0 ≡ αξ0 such that, for any ξ ∈ V,
(T0,0φ)(ξ) = P.V.
∫
V
K0,0(ξ, η)φ(η)dη + α0(ξ)φ(ξ);
W
1,p
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We say then that T0,1 ≡ Tξ0,1 (resp. T0,2 ≡ Tξ0,2) is a frozen operator at ξ0 of
Type 1 (resp. 2) if
(T0,1φ)(ξ) =
∫
V
K0,1(ξ, η)φ(η)dη
(
resp. (T0,2φ)(ξ) =
∫
V
K0,2(ξ, η)φ(η)dη
)
.
If, for any k = 0, 1, 2, K0,k(ξ, η) ≡ Kξ0,k(ξ, η) is a frozen kernel at ξ0 of type k,
then we say that Kk(ξ, η) ≡ Kξ,k(ξ, η) is a Kernel of Type k.
Finally we say that T0 ≡ Tξ,0 is an Operator of Type 0 if there exists a bounded
measurable function α0(ξ) ≡ αξ0(ξ) such that, setting α(ξ) ≡ αξ(ξ), it results
(T0φ)(ξ) = P.V.
∫
V
K0(ξ, η)φ(η)dη + α(ξ)φ(ξ);
analogously we say that T1 ≡ Tξ,1 (resp. T2 ≡ Tξ,2) is an Operator of Type 1 (risp.
2) if
(T1φ)(ξ) =
∫
V
K1(ξ, η)φ(η)dη
(
resp. (T2φ)(ξ) =
∫
V
K2(ξ, η)φ(η)dη
)
.
According with above notations, the following facts hold.
Lemma 1. If, for any k = 1, 2, K0,k(ξ, η) is a frozen kernel at ξ0 of type k, then
(X˜iK0,k(·, η))(ξ) ia a frozen kernel at ξ0 of type k − 1.
If, for any k = 1, 2, T0,k is a frozen kernel at ξ0 of type k, then X˜iT0,k is a frozen
operator at ξ0 of type k − 1. 
Example 1. We recall that, for instance, fixed ξ0 ∈ V, if i, j = 1, . . . , q, then
– a(ξ)Γ0(Θ(η, ξ))b(η),
– a(ξ)(Rηi Γ0)(Θ(η, ξ))b(η),
are frozen kernel at ξ0 of type 2; while,
– a(ξ)(YiΓ0)(Θ(η, ξ))b(η),
– a(ξ)(YiR
η
jΓ0)(Θ(η, ξ))b(η),
– a(ξ)(RηiR
η
jΓ0)(Θ(η, ξ))b(η),
are frozen kernel at ξ0 of type 1.
Let us conclude the present section with the following theorems whose proofs is
either taken or adapted from the ones in [Brm-Brn2]).
Theorem 6. Let T0,k be a frozen operator at ξ0 ∈ V of type k = 0, 1, 2. Then, for
any vector field X˜i there exist q+1 operators T
0
0,k, T
1
0,k, . . . , T
q
0,k frozen at ξ0, of the
same type k of T0,k such that
X˜iT0,k =
q∑
h=1
T h0,kX˜h + T
0
0,k
Theorem 7. Let T0 an operator of type 0 and 1 < p < ∞. Then there exists a
constant c ≡ c(T0, p) such that for any u ∈ L
p(V ) and for any a ∈ BMO
X˜
(V ) it
results
(1) ‖T0u‖Lp(V ) ≤ c‖u‖Lp(V );
(2) ‖[T0, a](u)‖Lp(V ) ≤ c‖a‖BMO
X˜
(V )‖u‖Lp(V );
(3) if moreover a ∈ VMO
X˜
(V ) and ǫ > 0, then there exists r > 0 depending
on p, T0, ǫ and a such that, for any ball B˜ associated to the metric induced
from the vector fields X˜1, . . . , X˜q, if supp u ⊂ B˜ then
‖[T0, a](u)‖Lp(V ) ≤ ǫ‖u‖Lp(V ),
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where BMO
X˜
(V ) and VMO
X˜
(V ) denote function spaces as in Section (2.6), with
respect to C–C metric induced from vector fields X˜1, . . . , X˜q, and [T0, a] denotes
the commutator which maps u ∈ Lp(V ) into T (au)− aT (u). 
Theorem 8. Let Tk be an operator of type k = 1, 2 and 1 < p <
Q
k
. Then there
exixts a constant c ≡ c(Tk, p) such that, if
1
q
= 1
p
+ k
Q
, then, for any u ∈ Lp(V ) it
results
‖Tku‖Lp(V ) ≤ c‖u‖Lq(V ). 
Notation 2. Set 1
p∗
= 1
p
+ 1
Q
and, for p < Q, 1
p∗
= 1
p
− 1
Q
(see Step 4 pag. (3)).
It is easy verified that p∗ < p < p
∗, (p∗)
∗ = (p∗)∗ = p and, moreover, the mapping
that associate to p any one of the corresponding “star p”is order preserving in the
real numbers; for instance, from p∗ < p < p
∗ it follows that p < p∗ < p∗∗ then
p∗ < p∗∗ < p∗∗∗, and so on
Corollary 1. Let Tk un operator of type k = 1, 2 and 1 < p <
Q
2 . Then there exists
a constant c ≡ c(T1, T2, p) and V such that for any u ∈ L
p(V ) it results
‖T1u‖Lp(V ) ≤ c‖u‖Lp∗ (V )
‖T2u‖Lp(V ) ≤ c‖u‖Lp∗ (V ). 
2.5. Sobolev spaces associated to a family of Lipschitz vector fields. Let
Ω ⊂ Rn an open set and Y : Ω→ Rn a Lipschitz vector field
Y (x) =
n∑
i=1
bi(x)∂i ≡ (b1(x), . . . , bn(x)) ∀x ∈ Ω.
Assuming, for instance, Lipschitz regularity for ∂Ω, if f, bi ∈ C
1(Ω) , i = 1, . . . , n,
and φ ∈ C∞c (Ω) then∫
Ω
Y fφ dx =
n∑
i=1
[∫
Ω
∂i(bifφ)dx−
∫
Ω
f∂i(biφ)dx
]
=
∫
Ω
f
(
−
n∑
i=1
∂i(biφ)
)
dx.
If we set Y T = −
∑n
i=1 ∂i(bi ·) then we can write∫
Ω
Y fφ dx =
∫
Ω
fY Tφdx
so it suffices to request for any bi to be locally Lipschitz. If Y =
∑n
i=1 bi∂i is a
locally Lipschits vector fields on Ω and f, g ∈ L1loc(Ω), we say that g is the partial
derivative along Y, and we write Y f = g, if∫
Ω
gφ dx =
∫
Ω
fY Tφdx
for any φ ∈ C∞c (Ω). Let X = (X1, . . . , Xq) a family of locally Lipschitz vector
fields on Ω. if f ∈ L1loc(Ω) has partial derivatives along Xj ∀j = 1, . . . , q, let
us denote by Xf = (X1f, . . . , Xqf) the weak gradient of f . Moreover we set
|Xf | =
(
|X1f |
2 + · · ·+ |Xqf |
2
) 1
2 .
Let 1 ≤ p < ∞, and let {X1, . . . , Xq} be a family of locally Lipschitz vector
fields on Ω.
Definition 2. The Sobolev space W 1,pX (Ω) is the space of all function f : Ω → R
such that f ∈ Lp(Ω) and, for any j = 1, . . . , q, Xjf do exists in the weak sense and
belong to Lp(Ω).
W 1,pX (Ω) is a Banach space with the norm
‖f‖
W
1,p
X
(Ω) =
(
‖f‖p
Lp(Ω) +
q∑
j=1
‖Xjf‖
p
Lp(Ω)
) 1
p
,
W
1,p
X
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for any 1 ≤ p < ∞, or equivalently with the norm ‖f‖Lp(Ω)+
∑q
j=1 ‖Xjf‖Lp(Ω).
Analogous definitions hold for the local Sobolev spaces W 1,ploc,X(Ω), and for the
subspace of all functions zero on ∂Ω. Let us denote by
◦
W
1,p
X (Ω) the closure of
C∞c (Ω) in W
1,p
X (Ω). The following proposition recall basic properties of Sobolev
spaces.
Proposition 5. Let f, g ∈W 1,pX (Ω). Then
(i) for any λ e µ ∈ R, λf+µg ∈ W 1,pX (Ω) e Xj(λf+µg) = λXjf+µXjg ∀j =
1, . . . , q ;
(ii) If U is an open subset of Ω then f ∈W 1,pX (U) ;
(iii) If ζ ∈ C∞c (Ω) then ζf ∈
◦
W
1,p
X (Ω) e Xj(ζf) = ζXjf+fXjζ ∀j = 1, . . . , q .
Let us conclude this section recalling that for p = 2, W 1,2X (Ω) ≡ H
1
X(Ω) and
◦
W
1,2
X (Ω) ≡
◦
H
1
X(Ω) have a natural structure of Hilbert space. In this setting, the
weak formulation of Dirichlet problemX
T
j (a
ijXi) = f
u ∈
◦
H
1
X(Ω)
with f ∈ H1X(Ω), a
ij are bounded and measurable functions, and by assuming
uniform ellipticity, has an unique solution: the proof follows standard Lax–Milgram
lemma; analogously, classic L2 regularity theory holds.
2.6. Space of homogeneous type: the space BMOX and VMOX . For these
definitions and results we refer the reader to the whole paper [CarFan].
3. Regularity Result
In this section we give a detailed sketch of the proof of Theorem (1) of pag. 1,
postponing at the end main calculations.
Sketch of the proof. According to notation of Theorem (2), let W = B × I where
B = B(x, r) is an Euclidean open ball, x ∈ Ω′, I is an open rectangle in Rk centered
in zero, and r > 0 is sufficiently small. It suffices to verify that for any ξ ∈ W there
exist two open C–C balls B′
X˜
⋐ B′′
X˜
⋐W around ξ such that
(3.1) ‖u˜‖W 1,p
X˜
(B′
X˜
) ≤ c
(
‖u˜‖Lp(B′′
X˜
) + ‖F˜‖Lp(B′′
X˜
,Rq)
)
.
(Step 1 ) Let p ≥ 2 fixed. The function u ∈ W 1,pX (Ω) is a weak solution in Ω of the
equation (1.1); then u˜ ∈W 1,p
X˜
(W ) is a weak solution in W of the equation
(3.2) X˜j
T
(a˜ijX˜iu˜) = X˜j
T
F˜ j + f,
where X˜1, . . . , X˜q are the free vector fields as in Theorem (2),
(3.3) f = (aijX˜iu˜− F˜
j)gj ,
and gj are smooth functions in W, defined through the positions
(3.4)
gj = −
(
∂jλjn+1 + · · ·+ ∂jλjN
)
= − divEuclidean(λjn+1, . . . , λjN ), j = 1, . . . , q.
(Step 2 ) First we suppose that u˜ ∈ C∞c (W ) is a weak solution of the equation
(3.5) X˜j
T
(a˜ijX˜iu˜) = X˜j
T
F˜ j + g,
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where g ∈ C∞c (W ) is fixed, F˜ ∈ C
∞
c (W,R
q), a˜ij ∈ C∞(W ) ∩ VMO
X˜
(W );
we prove that if suppu ⊂ B
X˜
, with B
X˜
open C–C ball with radius σ < σ,
σ sufficiently small, than hypothesys a˜ij ∈ VMO
X˜
(W ) yields
(3.6) ‖X˜u˜‖Lp(B
X˜
) ≤ c
(
‖u˜‖Lp(B
X˜
)+ ‖F˜‖Lp(B
X˜
,Rq)+ ‖X˜u˜‖Lp∗(B
X˜
)+ ‖g‖Lp∗(B
X˜
)
)
,
where p∗ is as in Notation (2), Section (2.4).
This step requires more care then the following ones; indeed we have
to prove the existence of a parametrix, more precisely of an operator that,
up to a finite sum of operators of type 0, 1 and 2, behaves like a right
inverse and, actually, also as a left inverse because of the simmetry of
the matrix with entries aij . The costruction of this parametrix, as shown
in Section (2.4), makes use of results in Section “Part III. Operators
corresponding to free vector fields” in [RS], and Section “2. Dif-
ferential operators and fundamental solutions” in [Brm-Brn2];
in particular the estimate is obtained through results of Section (2.4).
(Step 3 ) Now we suppose that u˜ ∈ C∞(W ), F˜ ∈ C∞(W,Rq), a˜ij ∈ C∞(W ), g ∈
C∞(W ) is fixed and u˜ is a solution of (3.5). Fix ξ ∈ W, 0 < γ < 1 and
0 < σ < σ. Arguing as in Lemma 3.3 in [Brm-Brn2] we choose θ ∈ C∞c (W )
such that B′
X˜
≺ θ ≺ B′′
X˜
, where B′
X˜
⋐ B′′
X˜
⋐W are concentric balls around
ξ, with respective radii γσ < σ, and such that |X˜θ| ≤ c(1−γ)σ . Then the
function θu ∈ C∞c (W ) ia a weak solution of
(3.7) X˜j
T
(a˜ijX˜i(θu˜)) = X˜j
T
(a˜ij(u˜X˜iθ + θF˜ j)) +
(
gθ − a˜ij(X˜iu˜)(X˜jθ)
)
and, by applying previous Step 2, the following estimate holds
(3.8) ‖X˜u˜‖Lp(B′
X˜
) ≤ c
(
‖u˜‖Lp(B′′
X˜
)+ ‖F˜‖Lp(B′′
X˜
,Rq)+ ‖X˜u˜‖Lp∗(B′′
X˜
)+ ‖g‖Lp∗(B′′
X˜
)
)
.
(Step 4 ) Fixed 2 < p ≤ 2∗, let us suppose that u˜ ∈ W 1,p
X˜
(W ) is a solution of
(3.2). Let a˜ijh ∈ C
∞(W )∩V MO
X˜
(W ) q2 function’s sequences converging
respectively to a˜ij , let F˜h ∈ C
∞(W ) ∩ Lp(W,Rq) a function’s sequence
converging in Lp(W,Rq) to F˜ , and let fh ∈ C
∞(W ) ∩ Lp(W ) a function’s
sequence converging in Lp(W ) to f. Let us consider the sequence of Dirichlet
problems
(3.9) (Dh)
X˜j
T
(a˜ijh(X˜iu˜h)) = X˜j
T
F˜ jh + fh
u˜h − u˜ ∈
◦
H
1
X˜(W )
.
For any h = 1, 2, . . . , let u˜h ∈ H
1
X˜
(W ) the unique weak solution of (Dh).
Then, for any h = 1, 2, . . . , the function vh = u˜h − u˜ is solution of the
problem
(3.10)
(D′h)
X˜j
T
(a˜ijh(X˜ivh)) = X˜j
T
(F˜ jh − F˜ ) + (fh − f)− X˜j
T
((a˜ijh − a˜ij)X˜iu˜)
vh ∈
◦
H
1
X˜(W )
.
So, for any h = 1, 2, . . . , we have
(3.11)
‖vh‖H1
X˜
(W ) ≤ c
(
‖F˜h − F˜‖L2(W,Rq) + ‖fh − f‖L2(W ) + ‖(a˜ijh − a˜ij)X˜iu˜‖L2(W )
)
,
from which it follows that u˜h → u˜ in H
1
X˜
(W ). Let us observe now that
u˜h ∈ C
∞(W ). Indeed the operators X˜j(a˜ijhX˜i) have smooth coefficients in
W
1,p
X
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W, then can be equivalently be written as a sum of an operator in non di-
vergence form and one term of less degree, that is of the kind −a˜ijhX˜jX˜i+
bihX˜i, with b
i ∈ C∞(W ). From the properties of convolution, and arguing
as in Teorema 1.11 di [Brm-Brn1], we obtain that any X˜j(a˜ijhX˜i) is hypoel-
liptic. It follows that u˜h ∈ W
1,p
X˜
(W ) for any 1 ≤ p ≤ ∞. So we can apply
to each function u˜h local De Giorgi–Stampacchia–Moser estimates; more
precisely, when p ≥ 2, because u˜h ∈ H
1
X˜
(W ) is solution of the equation in
(Dh), it follows that, up to a shrinking of W, there exists 0 < σ˜ < σ, such
that, for any ξ ∈ W, we can find two C–C open balls, say B
′
X˜ e B
′′
X˜ , of
suitable radii 0 < ρ′ < ρ′′ < σ˜, not depending on the given point, and a con-
stant c = c(p, ρ′, ρ′′, ν, Q) such that ‖u˜h‖L∞(B′
X˜
) ≤ c
(
‖u˜h‖L2(B′′
X˜
)+1
)
: last
formula implies that u˜h are uniformly bounded in L
p(B
′
X˜). Applying now
Step 3, for any point ξ ∈ W we find two C–C open balls, say B′
X˜
⋐ B′′
X˜
,
with radii 0 < γσ < σ < σ˜ such that
(3.12)
‖X˜u˜h‖Lp(B′
X˜
) ≤ c
(
‖u˜h‖Lp(B′′
X˜
) + ‖F˜h‖Lp(B′′
X˜
,Rq) + ‖X˜u˜h‖Lp∗ (B′′
X˜
) + ‖fh‖Lp∗ (B′′
X˜
)
)
and, moreover, uh are uniformly bounded in the biggest ball. This fact,
considering that p∗ < 2 and that {u˜h} is bounded in H
1
X˜
(W ) implies
‖u˜h‖W 1,p
X˜
(B′
X˜
) ≤ constant for any h = 1, 2, . . . . So there exists a subse-
quence, that we keep calling {u˜h}, which weakly converges inW
1,p
X˜
(B′
X˜
) to a
given u ∈W 1,p
X˜
(B′
X˜
). But from u˜h
W
1,2
X˜
(B′
X˜
)
⇀ u˜ it follows that u˜h
W
1,p
X˜
(B′
X˜
)
⇀ u˜,
so u˜ = u in B′
X˜
. By the uniform boundedness principle finally it follows
that, for any 2 < p ≤ 2∗,
‖X˜u˜‖Lp(B′
X˜
) ≤ c
(
‖u˜‖Lp(B′′
X˜
) + ‖F˜‖Lp(B′′
X˜
,Rq) + ‖X˜u˜‖Lp∗(B′′
X˜
) + ‖f‖Lp∗(B′′
X˜
)
)
≤ c
(
‖u˜‖Lp(B′′
X˜
) + ‖F˜‖Lp(B′′
X˜
,Rq) + ‖X˜u˜‖Lp∗(B′′
X˜
)
)
≤ c
(
‖u˜‖Lp(B′′
X˜
) + ‖F˜‖Lp(B′′
X˜
,Rq) + ‖X˜u˜‖L2(B′′
X˜
)
)
.
(3.13)
(Step 5 ) Here we employ the recursive tecnique as in [DF]. More precisely, by ap-
plying repetitively Step 3 and Step 4, we will show the existence of Lp
estimate when the number Q “grows up”with p. More precisely we have
]2,∞[=]2, 2∗]∪]2∗, 2∗∗] ∪ . . . where, for 2 ≤ q < Q, q∗ is defined as in No-
tation (2). In particolar, for q = 2, q∗∗ is defined only when Q > 4, and so
on. Let us suppose that u˜ ∈ W 1,p
X˜
(W ) is a solution of (3.2). Then Step 4
implies that if 2 < p ≤ 2∗ and 0 < σ < σ is sufficiently small, for any ξ ∈ W,
and relatively to balls B′
X˜
⋐ B′′
X˜
around ξ ∈ W with radii 0 < γσ < σ,
(3.13) holds. Fixed now 2∗ < p ≤ 2∗∗ and repeat again arguments in Step 3
and Step 4. Choose a function θ ∈ C∞c (B
′
X˜
), where B′
X˜
is, for any fixed ξ,
the open C–C ball around ξ with radius γσ; more precisely we choose this
ball such that B
X˜
≺ θ ≺ B′
X˜
, where B
X˜
⋐ B′
X˜
are two open C–C concen-
tric balls around ξ, with radii 0 < γ2σ < γσ, and such that |X˜θ| ≤ c(1−γ)γσ .
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Then
‖X˜u˜‖Lp(B
X˜
) ≤ c
(
‖u˜‖Lp(B′
X˜
) + ‖F˜‖Lp(B′
X˜
,Rq) + ‖X˜u˜‖Lp∗(B′
X˜
)
)
≤ c
(
‖u˜‖Lp(B′
X˜
) + ‖F˜‖Lp(B′
X˜
,Rq) + ‖X˜u˜‖L2∗(B′
X˜
)
)
,
≤ c
(
‖u˜‖Lp(B′′
X˜
) + ‖F˜‖Lp(B′′
X˜
,Rq) + ‖u˜‖L2∗ (B′′
X˜
) + ‖F˜‖L2∗(B′′
X˜
,Rq) + ‖X˜u˜‖L2(B′′
X˜
)
)
≤ c
(
‖u˜‖Lp(B′′
X˜
) + ‖F˜‖Lp(B′′
X˜
,Rq) + ‖X˜u˜‖L2(B′′
X˜
)
)
.
(3.14)
So, if p > 2 let h ∈ N be such that 2
h−1︷ ︸︸ ︷
∗ ∗ . . . ∗ < p ≤ 2
h︷ ︸︸ ︷
∗ ∗ . . . ∗. If γ = (12 )
1
h ,
by reitering the argument we obtain
(3.15) ‖X˜u˜‖Lp(B′
X˜
) ≤ c
(
‖u˜‖Lp(B′′
X˜
) + ‖F˜‖Lp(B′′
X˜
,Rq) + ‖X˜u˜‖L2(B′′
X˜
)
)
where B′
X˜
⋐ B′′
X˜
are two open C–C balls of radii 0 < σ2 < σ, for any
0 < σ < σ˜.
(Step 6 ) So far we have obtained that if 2 ≤ p <∞ and u˜ ∈ W 1,p
X˜
(W ) is a solution
of (3.2), then the estimate (3.15) holds. Observe now that in particular
u˜ ∈ W 1,2
X˜
(W ) is a solution of (3.2): then classical L2 theory yields the
existence of 0 < ρ < σ˜ such that for any 2σ < ρ, if B′′′
X˜
is the open ball of
radius 2σ concentric with B′′
X˜
, it results
‖X˜u˜‖L2(B′′
X˜
) ≤ c
(
‖u˜‖L2(B′′′
X˜
) + ‖F˜‖L2(B′′′
X˜
,Rq)
)
≤ c
(
‖u˜‖Lp(B′′′
X˜
) + ‖F˜‖Lp(B′′′
X˜
,Rq)
)
because 2 < p. This last estimate, jointly with (3.15) implies (3.1).
(Step 7 ) Noting now that σ is as small as we need, in (3.1), taking into account the
local equivalence of d
X˜
and the Euclidean metric we can assume that (3.1)
holds with two Euclidean balls; then the estimate clearly holds between due
open sets of the kind B × I, B′ × I, with B ⋐ B′ ⊆ Ω open Euclidean balls
small enough and I open rectangle in Rk, previously fixed small enogh.
Then through Proposition 1.4 of [FSSC] (applied with the weight function
w ≡ 1) and Remark (1), we obtain the existence of an absolute costant such
that, for any u ∈W 1,pX (W ) solution of (1.1), the following estimate holds
‖u‖
W
1,p
X
(B) ≤ c
(
‖u‖Lp(B′) + ‖F‖Lp(B′,Rq)
)
,(3.16)
and so the thesis.
Finally let us sketch some of the proofs.
(Step 1 - Some Remarks) If u ∈ S1,pX (Ω), then u˜ ∈ W
1,p
X˜
(W ). Indeed, by Proposition 1.4 in [FSSC], we
can assume that u˜ ∈ C∞(W ). Then D(B)⊗D(I) is dense into D(W ) and,
in particular, we can consider test functions of the kind Φ(ξ) ≡ φ(x)ψ(t)
for any ξ = (x, t) ∈ B × I, with arbitrary φ e ψ in D(B) and D(I). So, in
(1.2), it suffices to multiply by ψ(t) and integrate over I, in order to apply
Remark (1). In particular X˜j(u ◦ π) = Xju ◦ π holds for any u ∈ S
1,p
X (Ω).
Analogous arguments hold for (3.2).
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(Step 2 - Proof ) We refer to notations and results in Section (2.4). Fix ξ0 ∈ W and let us
consider the operator L˜0 ≡ L˜ξ0 = X˜j
T
(a˜ij(ξo)X˜i). We have to construct
two partial inverse D0 and S0 of L˜0 of type 2, frozen at ξ0. We have L˜ =
L˜0+(L˜− L˜0); then we can apply to both member of the equation a suitable
operator of type 1 and, finally, after some calculations, we can free ξ0 having
so a representation of X˜iu, so to apply Theorems (7) and (1) to obtain (3.6).
Precisely, let us fix a ∈ C∞c (W ) and ξ0 ∈ W. We are going to prove that
there exist two frozen operators at ξ0, D0,2 and S0,2 of type 2, and a finite
number of operators frozen at ξ0 (depending only on X
T
j (a
ijXi) ) D
ij, h
0,1
e Dij, k0,2 , h ∈ I, k ∈ J with |I|, |J | ≤ absolute constant, which are Riesz
potential of type 1 and 2, such that, for any test u˜ in W it results
(3.17) L˜0D0,2u˜ = −au+
∑
h∈I
q∑
i,j=1
a˜ij(ξ0)D
ij, h
0,1 u˜+
∑
k∈K
q∑
i,j=1
a˜ij(ξ0)D
ij, k
0,2 u˜,
(3.18) S0,2L˜0u˜ = −au+
∑
h∈I
q∑
i,j=1
a˜ij(ξ0)S
ij, h
0,1 u˜+
∑
k∈K
q∑
i,j=1
a˜ij(ξ0)S
ij, k
0,2 u˜.
To this aim, let us consider the fundamental solution Γ0 ensured by Fol-
land’s theorem, of the invariant operator a˜ji(ξ0)YjYi associated to the non
divergence form operator a˜ji(ξ0)X˜jX˜i (see Theorem (5)). Let us consider
now the operator that in [Brm-Brn2] is adapted to the one of [RS]; more
precisely, fixed a test b in W such that supp a ⊂ {b = 1}, according to
notations of Theorem (4), we set, for any u˜ test in W, and for any ξ ∈W,
(3.19) D0,2u˜(ξ) =
a(ξ)
ω(ξ)
∫
W
Γ(Θ(η, ξ))b(η)u˜(η)dη.
Applying Theorem (3), for any i = 1, . . . , q we have
X˜iD0,2u˜(ξ) = X˜i
(
a(ξ)
ω(ξ)
)∫
W
Γ(Θ(η, ξ))b(η)u˜(η)dη
+
a(ξ)
ω(ξ)
∫
W
[
YiΓ0(Θ(η, ξ)) +R
ξ
iΓ0(Θ(η, ξ))
]
b(η)u˜(η)dη.(3.20)
Now, according to Theorem (2), if cj = (aj 1, . . . , aj n, λj n+1, . . . , λj N ) de-
note entries of the vector field X˜j , it is X˜j
T
= −X˜j +mj where mj(ξ) =
(diveuclidea cj)(ξ), for any ξ ∈ W. So, arguing as in [Brm-Brn2], we have
L˜0D0,2u˜(ξ) = −X˜j
[
a˜ji(ξ0)X˜i
(
a(ξ)
ω(ξ)
)∫
W
Γ0(Θ(η, ξ))b(η)u˜(η)dη
+ a˜ji(ξ0)
a(ξ)
ω(ξ)
∫
W
[
YiΓ0(Θ(η, ξ)) +R
ξ
iΓ0(Θ(η, ξ))
]
b(η)u˜(η)dη
]
+mj(ξ)
[
a˜ji(ξ0)X˜i
(
a(ξ)
ω(ξ)
)∫
W
Γ0(Θ(η, ξ))b(η)u˜(η)dη
+ a˜ji(ξ0)
a(ξ)
ω(ξ)
∫
W
[
YiΓ0(Θ(η, ξ)) +R
ξ
iΓ0(Θ(η, ξ))
]
b(η)u˜(η)dη
]
=
16 A.O.CARUSO
= a˜ji(ξ0)
[
X˜jX˜i
(
a(ξ)
ω(ξ)
)∫
W
Γ0(Θ(η, ξ))b(η)u˜(η)dη
+ X˜i
(
a(ξ)
ω(ξ)
)∫
W
[
YjΓ0(Θ(η, ξ)) +R
ξ
jΓ0(Θ(η, ξ))
]
b(η)u˜(η)dη
+ X˜j
(
a(ξ)
ω(ξ)
)∫
W
[
YiΓ0(Θ(η, ξ)) +R
ξ
iΓ0(Θ(η, ξ))
]
b(η)u˜(η)dη
+
a(ξ)
ω(ξ)
P.V.
∫
W
[
YjYiΓ0(Θ(η, ξ)) + YjR
ξ
iΓ0(Θ(η, ξ))+
+RξjYiΓ0(Θ(η, ξ)) +R
ξ
jR
ξ
iΓ0(Θ(η, ξ))
]
b(η)u˜(η)dη
]
+mj(ξ)
[
a˜ji(ξ0)X˜i
(
a(ξ)
ω(ξ)
)∫
W
Γ0(Θ(η, ξ))b(η)u˜(η)dη
+ a˜ji(ξ0)
a(ξ)
ω(ξ)
∫
W
[
YiΓ0(Θ(η, ξ)) +R
ξ
iΓ0(Θ(η, ξ))
]
b(η)u˜(η)dη
]
= −au+
∑
h∈I
q∑
i,j=1
a˜ij(ξ0)D
ij, h
0,1 u˜+
∑
k∈K
q∑
i,j=1
a˜ij(ξ0)D
ij, k
0,2 u˜.
(3.21)
Finally, by transposition of the matrix (a˜ij)i,j=1,...,q we obtain the desired
formula. In particular, fixed any test u˜, for any test function a such that
supp u˜ ⊂ {a = −1}, we can write X˜mu˜. More precisely, by applying X˜m to
both member of (3.18), by Theorem (6), for any m = 1, . . . , q it is
X˜mS0,2L˜0u = X˜mu+
∑
h∈I
q∑
i,j=1
a˜ij(ξ0)
[
q∑
l=1
T ij, hl0,1 X˜l + T
ij, h
0,1
]
u˜
+
∑
k∈K
q∑
i,j=1
a˜ij(ξ0)
[
q∑
l=1
T ij, kl0,2 X˜l + T
ij, k
0,2
]
u˜.(3.22)
It follows that, thanks to Lemma (1), T0,1 ≡ X˜mS0,2, is an operator of
type 1 frozen at ξ0. So, let u˜ be a solution of (3.5). By applying T0,1 to
L˜0u˜ = L˜u˜+ (L˜0 − L˜)u˜
= X˜j
T
F˜ j + g + X˜j
T
((a˜ij(ξ0)− a˜ij)X˜iu˜)(3.23)
it is
T0,1L˜0u˜ = T0,1X˜j
T
F˜ j + T0,1g + T0,1
[
X˜j
T
((a˜ij(ξ0)− a˜ij)X˜iu˜)
]
.(3.24)
Then, putting (3.24) into (3.22) and getting X˜mu˜, we have
X˜mu˜ = T0,1X˜j
T
F˜ j + T0,1g
+ T0,1
[
X˜j
T
((a˜ij(ξ0)− a˜ij)X˜iu˜)
]
−
∑
h∈I
q∑
i,j=1
a˜ij(ξ0)
[
q∑
l=1
T ij, hl0,1 X˜l + T
ij, l
0,1
]
u˜
−
∑
k∈K
q∑
i,j=1
a˜ij(ξ0)
[
q∑
l=1
T ij, kl0,2 X˜l + T
ij, k
0,2
]
u˜.(3.25)
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Finally, through the definition of transposed operator and Lemma (1), it
follows that for q suitable operators T j0,0 frozen at ξ0 of type 0, (3.25)
becomes
X˜imu˜ =
q∑
j=1
T j0,0F˜
j + T0,1g
+
q∑
j=1
T j0,0((a˜
ij(ξ0)− a˜ij)X˜iu˜)
−
∑
h∈I
q∑
i,j=1
a˜ij(ξ0)
[
q∑
l=1
T ij, hl0,1 X˜l + T
ij, l
0,1
]
u˜
−
∑
k∈K
q∑
i,j=1
a˜ij(ξ0)
[
q∑
l=1
T ij, kl0,2 X˜l + T
ij, k
0,2
]
u˜.(3.26)
From this representation and the arbitrariness of ξ0 ∈ W, (3.6) follows
immediately by applyng Theorem (7) and Corollary (1).
This concludes the sketch of the proof of Theorem (1). 
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