2.Preliminaries
For the inspection stated in the previous section, we need the following notation . To begin with, we demonstrate a formula which is often utilized later .
Let A and c be a nonsingular real matrix of order n and scalar respectively. Then ,
where adj(A•Rij(c)) denotes the adjugate matrix of A• Rij(c) and det A signifies the determinant of A.
In view of (1), we see that where (A-1)v is the v-th row of A-1.
This equation, coupled with (1) and Cramer's rule, yields Next, we define an M-matrix.
Definition:
A real square matrix A is said to be an M-matrix, if it is a matrix with offdiagonal elements nonpositive and its all principal minors are positive.
3.Analysis
Preliminary matters out of way. We can now state and prove our theorem. This completes the proof.
Remark Replacing equation (2) and that A' is also an M-matrix, the theorem just verified is valid for the comparison of two columns of the inverse of an M-matrix, where the prime"' "denotes the transposition of a matrix and/or vector. A(kk) that is equivalent to inequality (11). Contrary to this, the quoted part requires the indecomposability of all principal submatrices of order (n -1) as a sufficient condition for (11) to hold. However, unfortunately the remaining part of his third assertion is kept to be verified.
Assertions (ii-1) and (ii-2) are completely same as the second assertion of Atsumi's theorem.
Assertion (i-3) is parallel to the first assertion of Arsumi's theorem, though the former seem ingly looks slightly stronger than the latter. Nevertheless, this difference is more apparent than real, because we has made use of a positive vector x such that Ax>0 but Atsumi supposed loose inequal-2 The k-th column of (I-ƒ¿)-1 . 
