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要旨 
 本論文では，今後導入されることが期待される自動運転車を取り巻く交通環境での安全
性を確保するため，自動運転車および周辺システムの全体を「自動運転車を取り巻く
System of Systems (SoS)」とみなした上でその検証と妥当性確認の方法を論じる．また，
自動運転車が交通参加者に対して設定する優先度に関する抽象的な約定が、ある状況下で
の安全の確保のために重要であることを示す．そして，SoS を構成するシステムが抽象的な
約定にしたがって振る舞うことが SoS の安全性確保に重要であることを，SoS アーキテク
チャに基づいて導く．さらに SoS アーキテクチャが正しく定義されているか否かを早期の
段階で検証するため，形式手法を用いた方法を提案するとともに，検証結果の SoS アーキ
テクチャへの反映について述べる．以下，各章の要旨を述べる． 
 第 1 章では，研究の背景として現在の自動運転車の導入に向けた開発の動向および関連
技術について詳述する．また，自動運転車およびその周辺のシステムを SoS とみなすこと
について述べるとともに，本研究の目的および論文の構成を示す． 
 第 2 章では，法律と倫理的観点にもとづく交通参加者の優先度に関する抽象的な約定の
設定を提案する．異なる抽象的な約定に基づく複数の自動運転車にコンフリクトが生じる
場合に交通環境の安全が確保できなくなることを示唆し，抽象的な約定にしたがい，自動運
転車が交通参加者に対して一貫性のある振る舞いを実現することの重要性を述べる． 
 第 3 章では，自動運転車を取り巻く SoS に対し，自動運転車の導入により交通環境の安
全性の向上を実現するため，安全の観点から SoS アーキテクチャの妥当性確認を行い，か
つ安全性要求を定義する．妥当性が認められた主張の集まりによって全体の主張の妥当性
を示すアシュアランスケースを用い，さらに構成システムをノード「アクター」として主張
との依存関係を論じることにより，構成システムが関係する安全性要求を示す．また，コン
テキスト分析より得られる構成システム間の関係を保ちながらユースケース分析を行い，
安全を実現するためのドライバの機能を導く． 
 第 4 章では，SoS の構成システムは独立して運用され，並行して振る舞うことに着目し，
形式手法の 1 つである Communicating Sequential Processes (CSP)を用いて，SoS のシス
テムモデルを検証する方法を示す．まず，システムモデルが定義するドライバと自動運転シ
ステムの相互作用を CSP モデルで表し，相互作用が滞りなく行われるか否かを検証する．
この際，ドライバの認知，判断，操作，およびそれらの遅れを CSP モデルとして表現する
ことを提案する．次に，第 3 章で明らかにした安全性要求を LTL(Linear Temporal Logic)
で表し，CSP モデルの検査式とすることによって，システムモデルが安全性要求を満たす
か否かを検証する． 
第 5 章では，本論文全体のまとめを述べるとともに，今後，自動運転車が交通システムに
導入される中で，解決するべき課題を社会的な観点を含めて述べる．   
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Abstract 
This thesis discusses a methodology of verification and validation for “System of 
Systems (SoS) involving Automated Vehicles,” which consists of automated vehicles and 
its surrounding systems, in order to ensure the safety on traffic environments after 
introducing automated vehicles. Moreover, the importance of abstract contracts for 
priorities is discussed to ensure the safety in traffic environments. The architecture of 
the SoS reveals that it is key to keep the safety that constituent systems in the SoS 
behave following them. Then, the methodology with formal methods is introduced to 
verify whether the definition of the SoS architecture is right on the early stage of the 
design. Furthermore, the SoS architecture gets feedback from the results of the 
verification. The abstract in each chapter is described below. 
Chapter 1 introduces trends in development of automated vehicles in Japan, Europe, 
and the U.S as a background of this thesis. In addition, it shows the definition of the SoS 
involving Automated Vehicles to design automated vehicles which ensures the safety on 
traffic environments. There are descriptions about purposes and structure of this thesis. 
Chapter 2 suggests to define the abstract contract for priorities from the laws and 
viewpoints of ethics. If there are some automated vehicles which follow different abstract 
contracts, there might be conflicts and they might cause the accidents. Thus, the 
importance to achieve consistent behavior of automated vehicles against other road users 
is discussed.  
Chapter 3 defines the safety requirements for the SoS involving Automated Vehicles. 
Furthermore, it shows a methodology to validate the SoS architecture from the safety 
viewpoint. Assurance cases, which guarantee the validity of the whole claim supported 
by the set of claims validated, are used to validate the system model describing the SoS 
architecture and define safety requirements. Moreover, the node “actor” describes 
constituent systems of the SoS to define dependency relationships between safety 
requirements and constituent systems to deal with some characteristics of the SoS. Then, 
use cases derive driver’s functions following relationships among constituent systems 
defined context analysis on the SoS architecture. 
Chapter 4 introduces a methodology to verify the system model describing the SoS 
architecture. CSP (Communicating Sequential Processes) is used to describe interactions 
among constituent systems which are independently operated and concurrently behave. 
The CSP model, which expresses the interactions between a driver and automated 
driving system defined in the system model, is used to verify whether the interactions 
do not reach deadlocks. The CSP model includes the expressions of the perception, 
decision making, and action of a driver, and their delays. Then, it is verified if the system 
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model can satisfy the safety requirements, which are defined in Chapter 3 and described 
with LTL (Linear Temporal Logic) in the CSP model. 
Chapter 5 shows the conclusions of this thesis. Then, it shows future challenges, which 
should be addressed to introduce automated vehicles, from the society viewpoint. 
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1. 序論 
1.1. 研究の背景 
 2020 年に向け，自動運転車を社会に導入する検討が進んでいる[1]．自動運転システムは，
人のドライバが担う運転操作である認知，判断，操作を代わりに行うシステムである．自動
運転システムが人の運転に関する誤りを訂正する，またはドライバの代わりに運転責任を
負うことにより，ドライバが原因で起こる事故が減少することが期待されている[2]．アメ
リカ合衆国の NHTSA（National Highway Traffic Safety Administration）によると，自
動車事故の 94%はドライバが原因となり引き起こされている[3]．文献[3]が示すドライバの
引き起こす交通事故の主要な原因は，認知のエラー，意思決定のエラー，操作のエラー，お
よび操作をしないことによるエラーに大別される．認知のエラーは，ドライバの不注意や注
意散漫により引き起こされる．意思決定のエラーは，交通環境に対して速度が速すぎる，ま
たは他の交通参加者の振る舞いを誤判断することが原因となる．交通事故の主要な原因の
中で，認知のエラーによる交通事故の発生数が最多であり，ドライバによる交通事故の 41%
を占める．2016 年に日本で発生した交通事故のデータ[4]によると，安全不確認が原因であ
る事故の発生数が最も多い．次に，脇見運転，動静不注視が事故原因として続き，ドライバ
の認知のエラーが引き起こす事故が多くみられることを示唆している．自動運転システム
を搭載する車両の導入により，このようなヒューマンエラーに起因する交通事故が減るこ
とが期待されるため，交通環境の安全につながる可能性がある[5]． 
しかし，自動運転車が導入される交通環境では，自動運転車のみならず，人のドライバが
運転する車両，自転車や歩行者が共に道路を利用する．このため，自動運転車はそれ自身の
操作の安全性を高めるのみならず，道路の他の利用者との相互作用の結果，安全な交通環境
の実現に寄与すべきである．すなわち，自動運転システムはその他の自動車，自転車や歩行
者と協調して振る舞うことが要求される．また，自動運転システムは渋滞情報や天候情報，
道路工事の情報およびセンシングの結果得られる交通環境の情報等を利用することにより，
交通環境に適した判断が求められる．交通環境の安全性を向上させる自動運転車の実現の
ためには，自動運転システムのみを設計の対象とするのではなく，安全を実現するための 1
つのシステムとして自動運転車が導入される交通環境全体を設計の対象とすべきである． 
 本節では，1.1.1 項に自動運転システムの定義を紹介する．1.1.2 項に，自動運転車の実現
に向けた取り組みに関する現在の動向を述べる．1.1.3 項に自動運転システムに搭載される
人工知能に関して論じる．1.1.4 項に，自動運転車およびそれを取り巻くシステムを複数の
独立したシステムが 1 つの目標の実現に向け，共に関連付けられている System of Systems
（SoS）[6]として定義することを示す．1.1.5 項では，1.1.4 項で定義する SoS のアーキテ
クチャを定義するための階層的アプローチについて述べる． 
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表 1-1 自動運転のレベルの定義 
レ
ベ
ル 
カテゴリ 詳細 車 両 の
操作 
交 通 環
境 の 監
視 と そ
の 結 果
に 対 す
る応答 
最 小 リ
ス ク 状
態 に 到
達 す る
た め の
応答 
自動運転
機能の条
件 
0 自動運転
なし 
常にドライバが運転を
する 
D D D 無 
1 ドライバ
補助 
1 個の運転操作の補助を
ドライバ補助システム
が実行する．その他の操
作はドライバが担う 
D&A D D 制限あり 
2 部分的な
自動運転 
1 個，または複数の運転
操作の補助をドライバ
補助システムが実行す
る．その他の操作はドラ
イバが担う． 
A D D 制限あり 
3 条件付き
自動運転 
ある運転モードに限定
した運転操作をすべて
自動運転システムが担
う．ドライバは，手動運
転への切り替えの要求
に適切に応える． 
A A 緊 急 時
の 対 応
に 備 え
た ド ラ
イバ 
制限あり 
4 高度な自
動運転 
ある運転モードに限定
した運転操作をすべて
自動運転システムが担
う．ドライバが手動運転
への切り替えの要求に
適切に応えなくとも，シ
ステムが運転操作を担
う． 
A A A 制限あり 
5 完全自動
運転 
ドライバが運転できる
すべての交通環境で，す
べての運転操作を自動
運転システムが担う． 
A A A 制限なし 
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1.1.1. 自動運転のレベル 
自動運転の機能の実現度に応じ，NHTSA および SAE International (Society of 
Automotive Engineers International)がそれぞれ自動運転のレベルを定義している[7][8]．
本論文では，SAE International の定める自動運転のレベルにしたがう（表 1-1）．この自
動運転のレベルにしたがい設計されるシステムは，操作の設計のドメイン(Operational 
Design Domain, ODD)の範囲で，自動運転を実行することを前提とする． 
表 1-1 に示される D と A は，それぞれ自動運転車を利用するドライバ(Driver)と自動運
転システム(Automated Driving System, ADS)を意味する．表 1-1 の第 1 列「レベル」は，
自動運転のレベルを指す．第 2 列「カテゴリ」は，自動運転のレベルのカテゴリを示す．た
とえば，レベル 0 の自動運転は，カテゴリ「自動運転なし」に分類される．第 3 列「詳細」
は，自動運転の各レベルの定義を説明する．第 4 列「車両の操作」は，自動運転車を操作す
る主体を示す． 
第 5 列の項目「交通環境の監視とその結果に対する応答」は，文献[8]で Object and Event 
Detection and Response (OEDR)として定義される項目である．OEDR は，自動運転シス
テムが道路交通の中で，車両を操作するために要求されるリアルタイムの操作および方策
のタスクを意味する DDT (Dynamic Driving Task)のサブタスクとなる．OEDR は，DDT
の中の交通環境の監視およびその結果に対して適切な応答をするためのタスクを担う．表 
1-1 の第 5 列は，OEDR を担う主体を示す．第 6 列「最小リスク状態に到達するための応
答」は，最小リスク状態(Minimal Risk Condition)に移行するための操作を担う主体を表す．
この最小リスク状態とは，ドライバまたは自動運転システムが衝突のリスクを低減するた
めに到達すべき状態である．第 7 列「自動運転機能の条件」は，自動運転システムの機能に
対する制限の有無を表す．たとえば，条件「自動運転システムがある一定の速度以下で利用
されなければならない」が自動運転システムの機能に対する制限に該当する． 
次に，レベルごとの自動運転について説明する．表 1-1 のレベル 0 の自動運転は，車両
にドライバ補助システムが全く導入されていない状態を指す．レベル 0 の自動運転の車両
に対しては，ドライバがすべての運転操作を行う．レベル 1 とレベル 2 の自動運転は，ド
ライバ補助システムが車両に導入されている状態である．レベル 1 の自動運転の車両に対
して，ドライバ補助システムが 1 個の運転操作の補助を実行できる．このとき，ドライバと
自動運転システムが共に車両を操作する．レベル 2 の自動運転の車両に対しては，1 個また
は複数の運転操作の補助をドライバ補助システムが実行可能となる．車両の操作は，自動運
転システムが担う．第 5 列に示すように，レベル 0 からレベル 2 までは，OEDR をドライ
バが担うという点に特徴がある．換言すると，自動運転の機能を実行している間であっても，
ドライバは交通環境を監視し，それに対し適切な対応が求められる． 
レベル 3 の自動運転は，ある運転モードに限り，自動運転システムがドライバに代わり
運転をすることが可能である．しかし，自動運転システムからの手動運転への切り替えの要
求に応じて，ドライバが運転の切り替えを行うことが要求される．すなわち，レベル 3 の自
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動運転システムは，自動運転システムとドライバの相互作用の下で運用されるシステムと
いえる．レベル 3 の自動運転システムを利用するドライバは，緊急時に対応することに備
えるユーザとして，DDT Fallback-Ready user として定義される[8]．このドライバは，自
動運転システムの稼働中に，常に交通環境や自動運転システムを監視する必要はない．しか
し，ドライバは，自動運転システムからの運転への介入の要求(オーバーライドの要求)に応
え，かつリアルタイムの運転操作の失敗について直ちに理解できるよう備えることが求め
られる． 
レベル 4 以上の自動運転では，自動運転システムが運転操作を担う．そして，いかなる状
況でも自動運転システムがリスクを最小に抑える操作を実行することが可能となる．レベ
ル 4 の自動運転システムを利用するドライバは，Dispatcher (指令係)と呼ばれる．指令係
は，自動運転車両と自動運転システムの操作の準備を点検し，自動運転システムの稼働また
は停止を指示する[8]．レベル 5 の自動運転システムを利用するドライバは，レベル 4 のド
ライバとは異なり，自動運転システムへの関与は求められない．したがって，レベル 5 の自
動運転システムは，完全自動運転と呼ばれる． 
レベル 3 の自動運転システムの問題の 1 つは，自動運転から手動運転への切り替えであ
る[9]．自動運転システムの機能が向上するにつれ，ドライバは自動運転システムを過剰に
頼る可能性がある．その結果，ドライバが緊急時に対応することに備えるユーザとしての役
割を怠り，自動運転システムからの運転権限の移譲の要求に適切に応えられない場合が考
えられる．航空機の自動操縦では，パイロットがシステムからの警告に対応するまで数分の
時間があるが，自動車ではドライバが反応するまで数秒しかない場合がある[10]．緊急時に
より短い時間でドライバの対応が求められるため，ドライバの Situation Awareness (状況
認識)が不足している場合，判断や操作の失敗が増加する．レベル 3 の自動運転の実行中は，
ドライバに周辺環境の監視の責任は課されていない（表 1-1）．このため，自動運転システ
ムからオーバーライドの要求があるとき，ドライバが即座に状況認識を正しく行い，操作を
切り替えることが可能か否かは定かではない．文献[11]は，自動化されたシステムが認知，
判断，操作を誤らないことを前提とする場合，緊急時にドライバに警告を与えるだけではな
く，システムが事故を防ぐための操作をすることが有効であることを示している．このよう
に，システムとドライバの協調関係を明確にしなければ，自動化により従来にはない事故を
増やすことになりかねない．したがって，システムとドライバの関係を検討することは，自
動運転車を導入する交通環境の安全を確保するために大変重要である． 
レベル 4 以上の自動運転システムは，ドライバに対して手動運転への切り替えの責任を
課すことはなく，自動運転システムが動的な運転操作の責任を負う．すなわち，自動運転シ
ステムが操作をしている間はドライバに一切の運転の責任が生じない．この観点では，レベ
ル 3 と比べ，レベル 4 以上の自動運転システムの方が，自動運転システムとドライバの責
任の境界が明確であるといえる．しかし，道路交通に関するウィーン協定[12]のように，い
かなる状況下であってもドライバが必要な操作をする義務を課すなど，ドライバに最終的
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な運転の責任があることを明確に示す合意が存在する．このような規制に対し，レベル 4 以
上の自動運転システムに対する運転の責任範囲は矛盾する．レベル 4 以上の自動運転シス
テムに対するドライバの責任や役割を検討する余地があるといえる． 
文献[13]が実施したアンケートでは，完全自動運転のソフトウェアがハッキングにより第
3 者から操作される，または悪用されることが自動運転システムに対するユーザの最大の懸
念であることが示されている．次いで，法律の問題，および自動運転システムがもたらす安
全に関し，懸念がある．自動運転システムを導入するためには，自動運転システムの実現に
よりこれらの懸念事項に対応できるか否かを示す必要がある．このためには，自動運転シス
テムのみですべての関心事に対処するのか，またはドライバおよびその他のシステムと相
互作用することにより関心事に対処するのかを検討すべきである．特に，レベル 4 以上の
自動運転システムがドライバに運転責任を求めないとしても，自動運転システムを利用す
るドライバとシステムの関係をより精緻に定義することが重要である．このため，本論文で
は，ドライバが自動運転システムと深く関係するレベル 3 の自動運転システムを搭載する
自動運転車を検討の対象とする． 
 
1.1.2. 自動運転車の実現に向けた取り組み 
 本項では，現在の自動運転システムの開発状況について述べる．まず，日本では内閣府が
自動運転システム実現のためのロードマップを示している[14]．文献[14]では，情報通信技
術を用い交通環境の安全性や利便性を向上させるための道路交通システムである高度道路
交通システム（ITS，Intelligent Transportation Systems）の一環として，自動運転システ
ム開発が位置付けられている．2020 年までに交通事故の件数を削減することを目標とし，
高速道路での自動運転システム利用の実現を目指す．さらに，2030 年までに自動運転シス
テムを普及すると述べられている． 
日本の自動運転システムの開発状況を本田技研工業株式会社，トヨタ自動車株式会社，日
産自動車株式会社を例に紹介する．本田技研工業株式会社は，“Safety for Everyone”を目
指し，安全運転支援システム開発，およびその発展である自動運転システムの開発を行って
いる[15]．2014年には，ACC(Adaptive Cruise Control)やCMB(Collision Mitigation Brake)
などの車両の縦方向の運転支援システムおよび LKAS(Lane Keep Assist System)などの車
両の横方向の運転支援システムを発展させた安全運転支援システムである“Honda Sensing”
を実装している[16]．さらに，2017 年 6 月には，2025 年までにレベル 4 の自動運転システ
ムを搭載した個人使用の車両を開発することを発表した[17]．トヨタ自動車株式会社は，自
動運転システムとドライバが同じ目的を持ち，仲間のような関係を築く“Mobility 
Teammate Concept”を掲げ，自動運転システムの開発を行っている[18]．自動運転システ
ムとドライバが仲間のような協調関係を築くためには，HMI(Human Machine Interface)
が重要であることを主張している[19]． 
日産自動車株式会社は，コンセプト“セーフティ・シールド”の下で，安全運転支援シス
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テムの開発を行っており，これをもとに自動運転システムを開発する[20][21]．“セーフテ
ィ・シールド”とは，自動車の衝突が起こるまでの危険な状況を 6 段階に分類し，各段階の
危険要因に対して適切な安全対策を行うことによってドライバを守るためのコンセプトで
ある．日産自動車株式会社は，自動運転システム開発のロードマップとして，「一車線のみ
からなる高速道路の走行」，「複数車線からなる高速道路の走行」，「市街地の走行」，「完全自
動運転としての走行」を順に実現することを示している[22]．ここに挙げたいずれの企業も，
安全を第一に考えたコンセプトを掲げ，自動運転システムの実現を目指している．中でも，
トヨタ自動車株式会社がドライバとシステムとの関係をコンセプトとして明確に打ち出し
ていることは興味深い． 
日本の自動運転システム開発状況と比較をするため，ヨーロッパおよびアメリカ合衆国
の状況を述べる．まず，ヨーロッパでの自動運転システム検討の事例として，2008 年から
2011 年 に か け て 行 わ れ た HAVEit (Highly Automated Vehicles for Intelligent 
Transport)[23]プロジェクトがある．HAVEit は，Driver Assisted(ドライバ補助)，Semi 
Automated(半自動運転)，Highly Automated(高度自動運転)の自動運転システムを対象と
して研究を行っている．ここで，HAVEit が対象とする Highly Automated は，表 1-1 のレ
ベル 3 に準じた自動運転システムを指す．すなわち，Highly Automated の自動運転システ
ムは，システムが車両の運転操作を担うが，必要に応じてドライバが運転操作を担うことが
できる状態でなければならないと定義されている． 
HAVEit は，交通の安全を実現するため，ドライバと自動運転システムの間の相互作用に
着目し，自動運転システムのアーキテクチャを記述した．その中で，交通の安全を実現する
ための要はドライバであり，ドライバのパフォーマンスを最適化するために自動運転シス
テムが設計されるべきであることを主張している．このため，自動運転システムが運転操作
を担う状態のみならず，HAVEit はドライバが運転をする手動運転から高度自動運転までを
検討の範囲として設定し，運転のタスクをドライバと自動運転システムの間で分担する方
法を検討している．特に，高度自動運転システムが稼働中であっても，ドライバは運転のル
ープに参加しなければならないことを明確に述べている(Driver in the loop)．換言すれば，
ドライバは SAE International の自動運転のレベルの定義が示す DDT Fallback-Ready 
user であることが要求される．また，HAVEit は，レベル 3 の自動運転システムに対して，
ドライバが適切にオーバーライドに応じられない場合，リスクを最小に抑えるために自動
運転システムが最小リスク状態(Minimum Risk State)に到達すべきことを提案している
[24]． 
アメリカ合衆国では，2011 年にネバダ州が自動運転車の走行を認めて以来，20 州が自動
運転車に関する規制を発行し，公道走行実験を行うための基盤が整備されている[25]．カリ
フォルニア州では，BMW，Bosh，Waymo 社など 11 社が自動運転車の公道実験を行って
いる[26]．公道実験は，訓練されたドライバが必要に応じて手動運転をすることが求められ
ているため，レベル 3 の自動走行の実験である．カリフォルニア州では自動運転車の走行
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データにもとづき，自動運転から手動運転への切り替えを行った頻度に関する報告
（Disengagement Report）を義務付けている．Disengagement Report は，報告に関する
フォーマットが統一されておらず，各報告書に記載されている情報に偏りがある．しかし，
自動運転車が公道を走行した貴重なデータである．公開された報告書[26]より，手動運転へ
の切り替え理由が明確に示されているDelphi Corporation，Nissan North America, INC.，
Waymo のデータを順に Figure 1-1，Figure 1-2，Figure 1-3 に示す． 
これらのデータは，2015 年 12 月 1 日から 2016 年 11 月 30 日にかけて得られたデータ
である．いずれのデータも自動運転車の走行距離，および手動運転への切り替えの回数が異
なるため，切り替えの発生の割合を用いて円グラフに示す．Figure 1-1 の結果は割合が大き
い順に「車線変更を完了させるための切り替え (Disengage for completing lane change)」
「信号の検出が原因である切り替え (Disengage for traffic light detection)」「歩行者の交
通量が多いことが原因である切り替え (Disengage for heavy pedestrian traffic)」「工事現
場のための切り替え (Disengage for construction zones)」「他のドライバの予期せぬ振る舞
いのための切り替え (Disengage for other drivers’ unexpected behavior)」「自転車のため
の切り替え(Disengage for a cyclist)」「不鮮明な車線が原因である切り替え (Disengage for 
poor lane markings)」「緊急車両のための切り替え (Disengage for emergency vehicles)」
となる． 
次に，Figure 1-2 にある AV とは，Automated Vehicle（自動運転車）を意味する．Figure 
1-2 のデータは，手動運転切り替えの状況の報告をもとに，著者がカテゴリを作成し，それ
 
Figure 1-1 Reasons of Authority Transitions from ADS to a Driver in Delphi Corporation 
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にもとづき円グラフを作成した．この結果は割合が大きい順に「ドライバが AV の振る舞い
を不快に感じるための切り替え (Disengage for driver’s uncomfortable feeling against 
AVs behavior)」「ソフトウェアの不具合のための切り替え (Disengage for a software 
discrepancy)」「AV の不適切な振る舞いのための切り替え (Disengage for an inappropriate 
Figure 1-2 Reasons of Authority Transitions from ADS to a Driver in Nissan North 
America, INC. 
Figure 1-3 Reasons of Authority Transitions from ADS to a Driver in Waymo 
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performance of AV)」「認知の不一致のための切り替え  (Disengage for a perception 
discrepancy)」「ハードウェアの故障のための切り替え (Disengage for a hardware failure)」
「複雑な交通環境のための切り替え (Disengage for a complex traffic environment)」「交
通参加者の無謀な振る舞いのための切り替え (Disengage for a recklessly behaving road 
user)」となる． 
Figure 1-3 の結果を割合の大きい順に示すと，「ソフトウェアの不具合のための切り替え 
(Disengage for a software discrepancy)」「車両の不要な操作のための切り替え (Disengage 
for unwanted maneuver of the vehicle)」「認知の不一致のための切り替え (Disengage for 
a perception discrepancy)」「交通参加者の無謀な振る舞いのための切り替え (Disengage 
for a recklessly behaving road user)」「他の交通参加者の誤った振る舞いの予測のための
切り替え (Disengage for incorrect behavior prediction of other traffic participants)」とな
る．その他の項目(Others)は，割合が小さい項目をまとめており，「工事現場のための切り
替え」「緊急車両のための切り替え」「車道上の瓦礫のための切り替え」「天候条件のための
切り替え」からなる．  
Figure 1-1 から Figure 1-3 を俯瞰すると，ドライバが自動運転車の振る舞いを不適切な
振る舞いであると判断すること(Figure 1-1: Disengage for completing lane change, Figure 
1-2: Disengage for an inappropriate performance of AV, Figure 1-3: Disengage for 
unwanted maneuver of the vehicle)および，ドライバが不安を感じること(Figure 1-2: 
Disengage for driver’s uncomfortable feeling against AVs behavior)，システムとドライバ
の間に認知の差が生じること(Figure 1-2 および Figure 1-3: Disengage for a perception 
discrepancy)により，手動運転に切り替えるケースある．これより，自動運転車特有の問題
として，自動運転車の振る舞いとドライバが期待する振る舞いの間に差が生じることが考
えられる．このような自動運転システムとドライバ間の差異が大きくなれば，ドライバは自
動運転システムを信頼できなくなる可能性がある．結果として，自動運転システムがドライ
バに利用されなくなる恐れがある．ドライバと自動運転システムの相互作用により，この差
異を解消することが可能か否かを検討すべきである．一方，ドライバの期待する振る舞いが
必ずしも交通環境に適した振る舞いであるとは限らない．すなわち，たとえドライバがシス
テムに代わり運転をしても，交通環境の安全を保つことができる保証はない．よって，自動
運転システムとドライバ間の操作権限の移譲の範囲や方法を検討することが，交通環境の
安全を保つために重要である． 
割合としては多くはないが，自動運転システムが他の交通参加者の振る舞いの予測を誤
ったために，手動運転への切り替えをしたケースが存在する(Figure 1-3: Disengage for 
incorrect behavior prediction of other traffic participants)．さらに，他車両のドライバの
予想外の振る舞いや無謀な交通参加者の振る舞いのため，手動運転への切り替えが発生し
ている(Figure 1-1: Disengage for other driver unexpected behavior, Figure 1-2 および
Figure 1-3: Disengage for a recklessly behaving road user)．このように，現在の交通環境
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には，他の交通参加者の振る舞いの予測や対処が自動運転システムにとって困難である状
況が存在している．自動運転車両の公道走行によって道路走行に関係するデータを収集す
るとしても，人に関する交通参加者の振る舞いすべてを想定することは難しい．交通環境の
安全を実現するために，動的な交通環境の変化に応えられるよう，自動運転システムおよび
その他の交通参加者の役割を明確にする必要がある． 
Figure 1-1 から Figure 1-3 では，自動運転車のソフトウェア，ハードウェアおよび交通
環境の検出に問題があるケースが報告されている．また，通常の交通環境のみならず，工事
現場や交通事故への対処が問題となる場合がある．これらの問題に関しては，公道走行実験
により自動運転システムの精度を高めることが有効であると考えられる．これに加え，自動
運転システムと交通に関するシステムの相互作用を検討し，自動運転車が走行する交通環
境の機能を検討すべきである． 
 
1.1.3. 自動運転システムのための人工知能 
 交通渋滞，安全，交通の効率性，および環境保護などの交通問題を解決するために，1930
年代頃より，主にヨーロッパ，アメリカ合衆国，日本を中心として，高度道路交通システム
(ITS, Intelligent Transport Systems)の検討が進められている[27]．ITS が目指す知能化さ
れた道路と車両システムがドライバを補助することにより，これらのシステムが一体とな
り交通問題を解決する[28]．ITS の検討の中で安全を実現するための 1 つの項目として，自
動運転システムを実現することが含まれている[29]．1970 年代には，道路のインフラスト
ラクチャの改善を必要としない自動運転システムの開発が始まった[29]．自動運転システム
の実現のためには，システムの知能化をさらに進める必要がある．文献[30]では，レベル 3
以上の自動運転システムに求められる技術として，認知・判断の高度化のために，人工知能
(Artificial Intelligence, AI)が必要となることを示唆している．さらに，文献[30]が提案する
自動運転のシステムアーキテクチャでは，人工知能が環境を理解し，判断をする役割を担う
ことが示されている． 
 実際に，人工知能を自動運転システムに適用するための検討が行われている．たとえば，
Google（現 Waymo）社が開発している自動運転車には，周辺環境を認識するためのシステ
ムが機械学習による人工知能で実現されている[31]．さらに，自動運転システムの判断に機
械学習の一種である強化学習を用いる研究がある[32][33]．drive.ai は，深層学習による人
工知能を用いて，自動運転車の認知・判断を実現し，公道走行実験を行っている[34]．自動
運転システムの実現のためには，交通環境の情報を収集するために必要なセンサの開発や
地図データの整備など人工知能以外の技術が必要になる．しかし，人工知能が収集した情報
を統合し判断をするため，人工知能が自動運転システムの認知および判断の機能の実現の
ために中心的な技術であるといえる．このような取り組みの中で，自動運転車を構成するシ
ステムは，より高度化・複雑化している[35]． 
一方，人工知能を搭載する自動運転システムが，交通環境上で他の交通参加者と協調した
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判断をすることは，自動運転車の導入により安全性を向上させるために重要である．たとえ
ば，交通流の多い道路に進入を試みる車両に対し，倫理的観点から，人のドライバであれば
一時停止または徐行して道を譲る可能性がある．一方，自動運転システムは設計されたアル
ゴリズムにもとづき判断をする．このため，状況に応じて人のドライバであれば容易に実現
可能な振る舞いであっても，自動運転システムにとっては困難である可能性がある．また，
自動運転システムが危険な状況を回避できない場合，倫理的観点にしたがい判断をすべき
状況が想定される．運転に関する倫理的判断の調査のため，マサチューセッツ工科大学は，
Moral Machine[36]を Web 上に公開している．様々な交通状況の想定の下で，Moral 
Machine のユーザが交通事故の被害者となり得る 2 種類の対象のどちらを優先させるかを
調査している．Moral Machine は，倫理的なジレンマに自動運転システムが陥るとき，ど
のようにシステムが判断を下すべきかについて大勢の人の意見を収集することを目的とし
ている．このような調査は，自動運転システムの倫理的な判断を設計するために重要な試み
であるが，設計時にすべての交通状況を想定し，解決策を決めることは難しい．したがって，
自動運転システムの認知および判断の方法を検討する際に，具体的な方策のみならず，他の
交通参加者との抽象的な関係を検討すべきである．  
 
1.1.4. 自動運転車を取り巻く System of Systems 
1.1.2 節で示すように，自動運転車の導入に向けた技術開発は着実に進展している．しか
し，自動運転車を社会に導入するためには，自動運転車に対する社会受容性を高める必要が
ある．このためには，自動運転システム単体に着目するのみならず，交通環境上の他のシス
テムと自動運転システムの相互作用を明らかにすることによって，自動運転システムのア
ーキテクチャを定義すべきである．たとえば，自動運転システムの振る舞いを歩行者が理解
できなければ，歩行者にとって自動運転車を導入した後の環境は危険となり得る．この危険
な状況を回避するためには，歩行者などの交通参加者と自動運転システムの相互作用の影
響の検討が求められる．また，自動運転システムが交通環境を認知し，適切な振る舞いを判
断するためには，自動運転車両がセンサで収集する情報に加え，他の情報システムから得ら
れる渋滞情報や道路工事の情報を活用する必要がある．このとき，自動運転システムが必要
とする情報を定義するためには，自動運転システムと他のシステムの間の相互作用を明ら
かにしなければならない． 
一方，他のシステムとの相互作用を含めた自動運転システムのアーキテクチャを定義す
ることにより，自動運転車の導入のための法規制や運転免許制度の変更など周辺システム
に関係する要求が導出されることが期待される．これを実現するためには，システムアーキ
テクチャにもとづき，利害関係者が自動運転システムの機能を理解することができるよう
アーキテクチャを記述する必要がある．以上より，自動運転システムと他のシステムを総合
して検討をした結果として得られるシステムアーキテクチャは，自動運転システムの導入
によって安全を実現するための基盤となり得る． 
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自動運転車を導入する交通環境には，自動運転車に地図情報，天候や渋滞の情報を提供す
る情報システム，信号機や踏切などの交通環境を制御するための交通システム，自動車，自
転車や歩行者などの交通環境を利用するシステムが含まれる．文献[37]は，国家の交通シス
テムを SoS とみなすことを提案している．SoS とは，運用上独立して動作可能なシステム
が共通の目的に向かい，共に関連付けられている大規模な統合されたシステムである[6]．
自動運転車を導入する交通環境では，先に述べたように多様なシステムが並行して動作し
ている．さらに，これらのシステムは運用上独立した個別のシステムである．また，SoS で
は，独立したシステムが並行して動作することによって創発的な振る舞い（Emergent 
Behavior） [38][39]が起こることが想定される．たとえば，ある場所での交通事故が，他の
道路での渋滞を招くかもしれない．このように交通環境を成立させるシステム全体を SoS
とみなすとき，自動運転車はこの SoS の新たな構成システムとなると考えられる．したが
って，自動運転車とそれを取り巻くシステム全体を SoS とみなし，この SoS を「自動運転
車を取り巻く SoS」と定義する． 
自動運転車を取り巻く SoS の System of Interest(対象となるシステム)は，自動運転シス
テムである．自動運転システムと交通システムを含むその他のシステムを SoS の構成シス
テム（Constituent System，CS）と呼ぶ．著書らは，自動運転車を取り巻く SoS のアーキ
テクチャの記述を IPA/SEC の「2014 年度 ソフトウェア工学分野の先導的研究支援事業
(RISE)」のプロジェクト[40]で行った．文献[40]の研究成果として，自動運転車を取り巻く
SoS の構成システムの定義，および構成システムと自動運転システムの相互作用の定義が
行われた．また，構成システム間の相互作用の検討から安全性要求を導き，それに対する検
証を行った．  
RISE の研究成果である自動運転車を取り巻く SoS の相互作用を Figure 1-4 に示す．
Figure 1-4 の四角い矩形は，SoS の構成システムを表す．自動運転車を表す矩形は，ADS
（Automated Driving System，自動運転システム）およびドライバを含む．本論文ではレ
ベル 3 の自動運転システムを想定するため，ADS とドライバの相互作用の検討が重要であ
るとみなし，自動運転車とともに，ADS とドライバを SoS の構成システムとして明示して
いる．交通システム(Traffic System)は，道路，信号機や道路標識などの道路を構成するシ
ステムを表す．交通情報システム(Traffic Information System)は，渋滞や天候，事故の情
報を提供するシステムを表す．その他車両(Other Vehicles)は，対象とする自動運転車以外
の自動車や緊急車両を指す．その他の自動車が自動運転システムを利用しているのか，また
は手動運転中であるかは，対象とするコンテキストに依存する．物理環境 (Physical 
Environment)は，道路上の障害物を表す．最後に，交通参加者として歩行者(Pedestrian)を
SoS の構成システムとしてみなす．Figure 1-4 の矢印は，矢印の元の矩形が矢印の先の矩
形に及ぼす作用を示す．矢印の元の矩形がその作用の主語を表し，矢印の先の矩形が目的語
あるいは補語を表す．たとえば，自動運転車は交通情報システムに対し，走行情報を提供す
ることを表している．以下，本論文で参照するシステムモデルは，文献[40]で定義されたシ
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ステムモデルとする． 
 
1.1.5. SoS アーキテクチャ定義のための階層的アプローチ 
文献[40]において著者らは，自動運転車を取り巻く SoS に対し，自動運転車の社会受容性
を高めるために，SoS のアーキテクチャ定義のための階層的アプローチを提案した．このと
き，HAVEit[23]とよばれるヨーロッパのプロジェクトを参考にしている．HAVEit は，高
度な運転支援の長期的なビジョンを確立するため，2008 年から 2011 年にかけてヨーロッ
パで行われたプロジェクトである．HAVEit は，システムからドライバへの権限移譲が失敗
する場合に備え，リスクを最小限に抑えるための状態を最小リスク状態として定義した上
で，自動運転システムのアーキテクチャを示している．文献[40]の研究では，特に HAVEit
が提唱するアーキテクチャを参考に，自動運転車を取り巻く SoS のアーキテクチャを定義
している． 
また，アーキテクチャ定義のための階層的アプローチは，IIRA（Industrial Internet 
Reference Architecture）[41][42]を参考にし，検討を行った．Industrial Internet (工業の
インターネット)とは，変化するビジネスの成果に対する進化したデータ分析を用いて，イ
ンテリジェントな生産工程を可能とする「モノ，機械，コンピュータおよび人々のインター
ネット」である．工業のインターネットは，人々，エンタープライズシステム，ビジネスプ
ロセスおよび分析結果を統合し，end-to-end システムを実現する．この end-to-end システ
ムのことを IISs (Industrial Internet Systems)と呼ぶ．IISs は，様々なシステムと人々の
相互作用を組織から得られる情報を結び付けることにより，最適化された意思決定やコラ
Figure 1-4 Interactions on the SoS Involving Automated Vehicles 
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ボレーションを可能とする．また，参照アーキテクチャ(Reference Architecture)は，シス
テム，解決策，およびアプリケーションのアーキテクチャの開発に対して，手引きを示す．
参照アーキテクチャにより示される手引きは抽象度が高いため，参照アーキテクチャを利
用する対象ごとに，設計者が最も重要な問題を特定し，理解することが可能となる．特に，
IISs のために検討された参照アーキテクチャが IIRA である． 
自動運転車を取り巻く SoS のアーキテクチャの主要な役割として，利害関係者が自動運
転車に関する問題点を認識し，それぞれの課題を解決する基盤となることがあげられる．ま
た，利害関係者の関心事は多岐にわたる．これらの関心事に適切に対応するためには，関心
事を適したカテゴリに分類する必要がある．このため，文献[41]は工業のインターネットの
関心事を分類する 4 つのビューポイント（Business，Usage，Functional，Implementation）
を階層とするアーキテクチャフレームワークを提案している．本論文は，このフレームワー
クにならい，自動運転車を取り巻く SoS のアーキテクチャを検討する． 
一方，自動運転システムを取り巻く SoS は，自動運転の技術的な実現により，SoS に関
わるシステムによって人々が相互にコミュニケーションをする観点より，Sociotechnical 
system(社会技術システム)であると考えられる．社会技術システムは，技術によって仲介さ
れた相互作用を通して人々がコミュニケーションをするシステムである[43]．計算機科学の
分野では，計算機がハードウェアとして実現され，その後ソフトウェアが出現し，技術シス
テム(ハードウェアとソフトウェア)と人の相互作用(Human Computer Interaction)の必要
性が認識された．そして，「個人と技術システムとの相互作用」から「社会と技術システム
の相互作用」まで検討が及ぶようになり，社会技術システムが認知されるに至った[43]．自
動運転車を検討する際には，技術システム(Technical system)の検討および技術システムと
個人の相互作用のみを検討するのではなく，社会とシステムの相互作用を検討する必要が
ある． 
また，従来の階層的組織が行ってきた「事前の分析により危害を明確にし，対処方法を検
討する方法」では，社会技術システムに関わるすべての危害に対応することは困難であると
いわれている．このため，社会技術システムの問題に対応するためには，Mindfulness のア
プローチが有効であると考えられている[44]．Mindfulness とは，微かに変化していく状況
に対して注意を払い，かつ継続的に疑問を投げかける認知の状態である．自動運転車を取り
巻く SoS の中で，自動運転車に搭乗するドライバや交通参加者が自動運転システムやその
他のシステムに依存することなく状況に適切に応じられなければ，交通環境の安全を確保
できるかは定かではない．すなわち，SoS の構成システムが常に状況の変化を認知できるよ
うに Mindfulness であることが求められる． 
このような社会技術システムである自動運転システムを検討するため，自動運転車を取
り巻く SoS の関心事を分類するビューポイントとして，IIRA の Business ビューポイント
の代わりに社会（Social）ビューポイントを設定する．社会ビューポイントに立ち，自動運
転車およびその他のシステムの価値や目的を明確にする．特に，自動運転車を導入すること
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による交通環境の安全性の向上に関する関心事を特定する．そして，これらの関心事を SoS
の構成システムに割り当て，関心事に対処する方法を検討する．その他のビューポイントは，
自動運転車を取り巻く SoS がどのように利用され（Usage），機能し（Functional），実装さ
れる（Implementation）べきかを明らかにする．これらを検討することは対象の SoS のア
ーキテクチャを定義するために重要であるため，IIRA に倣いビューポイントとして設定す
る．なお，本論文はこれら 4 個のビューポイントから検討をする各階層をそれぞれ社会レ
イヤー，利用レイヤー，機能レイヤー，実装レイヤーと呼ぶ． 
Figure 1-5 に自動運転車を取り巻く SoS アーキテクチャを定義するための階層構造と各
階層に関わる利害関係者を示す．図中の CS とは，SoS の構成システム（Constituent System）
の略である．社会レイヤーは，社会ビューポイントから自動運転車を取り巻く SoS の価値
や目的，構成システム間の抽象的な相互関係を決定する．社会レイヤーから構成システム間
の関係が次の階層である利用レイヤーに継承される．利用レイヤーでは，構成システム間の
相互作用の分析を行う．文献[40]では現在の交通環境で起こる事故のユースケースを用いて，
構成システム間の相互作用により求められる自動運転システムの機能の分析を行っている．
このように，利用レイヤーでは，利用ビューポイントから自動運転車を利用する状況を想定
し，構成システム間の相互作用を明らかにする．この利用レイヤーでの相互作用の検討が上
位レイヤーである社会レイヤーに反映され，社会レイヤーで再検討を行うイテレーション
が発生する．社会レイヤーと利用レイヤーに関わる利害関係者として，政府関係者，法律関
係者，ユーザがいる．これらのレイヤーは，自動運転車を取り巻く SoS の社会への影響を
検討するレイヤーであるため，自動運転車を交通環境に導入するための関心事を持つ利害
関係者が関係付けられている． 
次に，機能レイヤーでは，利用レイヤーで明らかにされる構成システムへの要求を継承し，
各構成システムのコンポーネントに着目し，機能や構造の検討を行う．実装レイヤーでは，
機能レイヤーで明らかにされる各構成システムの実装に必要な物理設計を行う．利用レイ
ヤーと実装レイヤーは，より具体的に自動運転車を取り巻く SoS の構成システムに対して
システム設計を行う階層である．したがって，機能レイヤーと実装レイヤーに関わる利害関
係者として，関連企業（技術，保険，ビジネス）が示される．関連企業（技術）とは，自動
車メーカーや IT 企業など自動運転車の開発に関わる企業を意味する．関連企業（保険）と
は，自動運転車導入のための法整備に対応し，保険制度を見直す企業を指す．関連企業（ビ
ジネス）とは，自動運転車を活用して新たな事業を検討する企業のことである． 
各レイヤーで定義されるアーキテクチャに対し検証を行い，その結果を用いてアーキテ
クチャの質を高めるためのイテレーションを行うことが重要である．これは，文献[45]で述
べられているシステムズエンジニアリングのプロセスに準じたプロセスである．さらに，階
層間で分析と設計の結果を共有し，それぞれの成果に反映するイテレーションを行う．これ
により，上位レイヤーで設定する抽象度の高い構成システム間の関係が常に保たれること
を保証すると同時に，具体的な設計から導出される課題を抽象度の高いレイヤーで再度検
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討することが可能となる． 
本論文は，自動運転車を取り巻く SoS に対して，社会レイヤーと利用レイヤーを中心に
議論を行う．まず，第 2 章では社会ビューポイントから交通参加者の判断のコンフリクト
を防ぐことを検討する．次に，第 3 章で社会ビューポイントから安全性要求を導出する．ま
た，第 3 章では，文献[40]の中で，利用ビューポイントから定義された自動運転車を取り巻
く SoS アーキテクチャを表すシステムモデルを対象にして，妥当性確認および安全性要求
の定義を行う．なお，このシステムモデルは，SysML(Systems Modelling Language)[46]
により記述される．最後に第 4 章で，利用ビューポイントから定義された自動運転車を取
り巻くSoSアーキテクチャを表すシステムモデルに対し，CSP(Communicating Sequential 
Processes)[47]を用いて，安全性要求にしたがい定義されているか否かを検証する．  
 
1.2. 自動運転車を取り巻く SoS の課題と研究目的 
 前節で述べたように，自動運転システムの検討のためには，交通環境上の他のシステムと
自動運転システムの相互作用を考慮に入れるべきである．このため，本論文では，自動運転
車を取り巻く SoS を検討の対象とする．この自動運転車を取り巻く SoS アーキテクチャの
定義は，RISE プロジェクト[40]で行った．アーキテクチャは，利害関係者の関心事を特定
する．さらに，アーキテクチャは，この利害関係者の関心事に対処するビューを含む．自動
運転車の実現に関する利害関係者の関心事は，「自動運転車を高齢者の移動を補助するため
に利用する」「エネルギー効率のよい運転を可能とする」など多岐にわたる．この関心事の
1 つとして，「自動運転車の導入により交通環境の安全性を向上する」がある．RISE プロジ
ェクトの SoS アーキテクチャは，この安全に関する関心事を検討の対象とする．本論文で
は，まず交通参加者の振る舞いのコンフリクトが交通環境の安全を脅かす可能性があると
考え，コンフリクトを解消することを目指す．次に，自動運転車を取り巻く SoS アーキテ
クチャの記述に対し，抽象度の高い早期の設計の段階で，検証および妥当性確認をすること
により，利害関係者の関心事である「自動運転車の導入により交通環境の安全性を向上する」
の達成を保証することを目的とする．  
これまでに述べた自動運転車の開発の現状や自動運転車の特性を考慮すると，自動運転
車を取り巻く SoS の検討に際し，下記の課題があげられる： 
 
・ 課題 1：社会の中で自動運転車が受容されるために，自動運転システムが交通環境に応
じて，他の交通参加者と協調した判断を下す必要がある．このとき，自動運転車を取り
巻く SoS の構成システムの振る舞いに関して取り決めがない場合，自動運転システム
の判断の設計は，設計者に依存する．このため，自動運転システムごとに判断の基準が
異なり，振る舞いがコンフリクトを起こすことによって，交通環境を停滞させる可能性
がある．  
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・ 課題 2：自動運転車を取り巻く SoS のアーキテクチャの定義は，利害関係者の関心事を
とらえる多様なビューポイントから行われる．このため，アーキテクチャの定義が安全
ビューポイントから妥当であるか否かを確認する必要がある．また，SoS の構成システ
ムは独立して運用され，それが SoS に常に同じように参加するとは限らない．このた
め，自動運転車を取り巻く SoS への安全性要求に対して，関係する構成システムを明示
し，構成システムの変更の影響を把握できるようにする必要がある． 
 
・ 課題 3：自動運転車を取り巻く SoS のシステムモデルは SysML で記述される．しかし，
SysML は，厳密な意味論に基づき記述することが困難である．また，SysML は相互作
用を記述することが可能である．しかし，その相互作用の結果，システムが危険な状態
になるか否かを検証することは難しい．このため，構成システムの相互作用を検証する
ために，形式的な記述にもとづく検証が必要となる．さらに，自動運転車を取り巻く SoS
の相互作用は，人とシステムとの相互作用であるため，人の特性を考慮できる検証方法
の確立が求められる． 
 
課題 1 に関して，先に紹介した MIT の Moral Machine [31]や自動運転車の公道走行を
通して，交通環境ごとに適した自動運転システムの判断に関して，検討が進められている．
しかし，これらの取り組みは，すべての交通環境を想定することは困難であるという問題が
ある．自動運転システムに特化した研究ではないが，文献[41]は，実装の複雑さの詳細の理
解を必要とせず，IISs が到達すべきサービスや機能，条件などをもたらすために，システム
の能力(capabilities)をポリシーの形式で記述する Abstract Contract(抽象的な約定)を導入
している．これに倣い，自動運転システムが実現すべき判断を法律および倫理的観点にもと
づき，抽象的な約定として示すことを本論文は目指す．抽象的な約定にしたがい，自動運転
車が互いに協調して振る舞い，かつ他の交通参加者を法律および倫理的観点にもとづき優
先することにより，自動運転車による交通環境の停滞を防ぐ．  
課題 2 に関して，安全を実現することが自動運転車を取り巻く SoS の目的であるため，
SoS アーキテクチャの妥当性確認が重要となる．SysML を用いてシステムモデルを記述す
る際，安全性のみならず，機能や構造など様々なビューポイントからシステム全体を俯瞰し
てモデルを構築する．自動運転車を社会に導入させるためには，関心事の 1 つである交通
環境の安全性の向上を保証しなければならない．いくつか提案されるアーキテクチャのう
ち，この関心事に対処するために最適なアーキテクチャを選択するためには，安全ビューポ
イントから，自動運転システム導入後の交通環境上の安全が保たれる，または安全性が向上
することを明確に保証すべきである．このため，自動運転車を取り巻く SoS がアーキテク
チャを表すシステムモデルに従うことにより安全が保障されることを，システムモデルの
記述とは別に体系的に表し，議論すべきである． 
安全に関する議論を体系的に行う方法として，アシュアランスケースを記述する方法が
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知られている[48]．さらに，d*framework は，アシュアランスケースの記述に際し，アクタ
ーという要素を用いて主張に関係するシステムやコンポーネントを示すことを可能とした
[49][50]．SoS は，独立して運用されるシステムが共通の目的の達成のために相互作用する
結果として成立するシステムである．構成システムの変更や SoS からの離脱に対する影響
を把握することは，SoS 全体の主張の達成を保証するために重要となる．このため，本論文
では，SoS の構成システムを d*framework で定義されるノード「アクター」により表現し，
構成システムが関係するゴールを示す．d*framework を用いたアシュアランスケースの記
述を行い，自動運転車を取り巻く SoS の妥当性確認および安全性要求の定義を行う． 
 課題 3 に関して，自動運転車を取り巻く SoS のアーキテクチャ定義のための階層構造に
対し，具体的な設計に至るまでの社会レイヤーおよび利用レイヤーの検証は，実設計の段階
での手戻りを防ぎ，かつ自動運転車を取り巻く SoS の価値を実現するために重要である．
自動運転車を取り巻く SoS のシステムモデルは，SysML を用いて記述する[40]．SysML
は，システムの振る舞いや構造を視覚化して表すため，設計者以外の利害関係者が比較的容
易に設計内容を理解できる利点がある．一方，文献[51]では，SysML などの半形式的な記
述では，厳密な意味論が定義されていないことが指摘されている．したがって，早期検証の
段階で，システムモデルを形式手法による厳格な意味論をもつ表現に変換し，要求に対して
正しいシステムモデルが定義されているか否かを検証することにより，システム設計を向
上することが必要である．これに対し，本論文では，並行するシステムの振る舞いを形式的
にモデル検査するための記述である CSP を用いる． 
ヨーロッパでは，COMPASS(Comprehensive Modelling for Advanced Systems of 
Systems)と呼ばれるプロジェクトが実施され，SysML による SoS アーキテクチャ記述の
検証に形式手法を用いている[52]．これにより，COMPASS は，SoS の構成システムの自律
性および異なる性質のために引き起こされる創発的な問題を検証する方法を提案した．
COMPASS は， CML（COMPASS Modelling Language）を定義し，形式検証を行ってい
る[53]．CML は，形式仕様記述言語の VDM（Vienna Development Method）[54]と CSP
をもとに作られた．本論文では，レベル 3 の自動運転システム(ADS, Automated Driving 
System)とドライバの並行した振る舞いが互いに与える影響を中心に SoS のシステムモデ
ルの検証を行う．特に，ドライバの認知や判断の遅延を CSP の“遅れ”の記述を用いて表
現をすることで，ドライバの特性を表し，ドライバと ADS の間の相互作用が滞りなく行わ
れるか否か検証する．したがって，本論文では CML ではなく，並行プロセスの形式的なモ
デル記述に広く用いられている CSP を用いる．また，安全性要求を LTL 式で表し，システ
ムモデルが安全性要求を満たすか否かを検証する． 
 
1.3. 本論文の構成 
 第 2 章では，自動運転の設計が設計者に依存するために，自動運転車の振る舞いが他の
交通参加者が期待する振る舞いとならずに，振る舞いのコンフリクトが起こる可能性があ
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ることに着目する．自動運転車の振る舞いが社会に受容されるためには，法律および倫理的
観点から振る舞いを定める取り決めが必要であることを述べる．この取り決めとして，抽象
的な約定(Abstract Contract)を優先度に関して設定する方法を提案する．次に，自動運転車
を取り巻く SoS の安全性要求を明確にするために，SoS アーキテクチャの妥当性確認およ
び安全性要求の定義を第 3 章で行う．このとき，SoS の性質である Autonomy(自律性)，
Belonging(関連性)，Connectivity(接続性)のために引き起こされる変化に対応することを目
指す．第 4 章では，対象とする SoS のアーキテクチャに対して，文献[40]で定義された SoS
のシステムアーキテクチャが安全性に関して矛盾を持たないか否かを検証する方法を示す．
検証の際に，SoS の構成システムは並行して動作すること，かつ自動運転システムが人の要
素と相互作用を持つことを考慮した検証の方法を提案する．最後に第 5 章にて，抽象的な
約定および SoS アーキテクチャの検証と妥当性確認に対する考察と解決するべき課題を社
会的な観点を含めて述べる．表 1-2 に各章に関連する研究成果の論文の一覧をまとめる． 
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表 1-2 章立てと関連する成果の一覧 
# タイトル 関連する研究成果 
1 序論  
2 自動運転車の優先
度に関する抽象的
な約定 
木下 聡子，西村 秀和，自動運転車周辺の交通安全を確保す
るための抽象的約定，安全工学，vol. 57, no. 3, pp. 216-227, 
2018. 
3 自動運転車を取り
巻く SoS の妥当性
確認および安全性
要求の定義 
木下 聡子, 西村 秀和, ユン ソンギル,北村 憲康, 山本 修
一郎. 社会受容性に向けた自動運転車に対するセーフティ
ケースによる妥当性確認, 日本機械学会 2016年度年次大会.
Satoko Kinoshita, Sunkil Yun, Noriyasu Kitamura, and 
Hidekazu Nishimura. Driver’s Functions Definition in 
System of Systems Surrounding Automated Vehicles, 
Journal of the Korea Society of Systems Engineering, 
2015, vol. 11, issue 2, pp. 137-146. 
木下 聡子, ユン ソンギル, 北村 憲康, 河井 研介, 原山 元
希, 西村 秀和. 自動車の自動運転システムに対する安全性
要求のアシュアランスケースによる分析, 日本機械学会
2015 年度年次大会. 
4 自動運転車を取り
巻く SoS アーキテ
クチャに対する形
式手法を用いた検
証 
木下 聡子, 西村 秀和, ユン ソンギル,北村 憲康. 自動運転
車を取り巻く System of Systems の安全性要求の妥当性確
認と検証, SEC Journal, vol. 12, no. 4, pp. 10-17, 2017. 
Satoko Kinoshita, Sunkil Yun, Noriyasu Kitamura, and 
Hidekazu Nishimura. Introduction of Driver’s Delay into 
“Model Checking” for Verification of Safe Interactions 
Between a Driver and an Automated Driving System, 
Proceeding of IEEE International Symposium of Systems 
Engineering (ISSE), 2016. 
Satoko Kinoshita, Sunkil Yun, Noriyasu Kitamura, and 
Hidekazu Nishimura. Analysis of a Driver and Automated 
Driving System Interaction Using a Communicating 
Sequential Process, Proceeding of IEEE International 
Symposium of Systems Engineering (ISSE), 2015. 
5 結論  
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2. 交通参加者の優先度に関する抽象的な約定 
2.1. SoS アーキテクチャの抽象的な約定 
 自動運転車は，交通環境の安全を実現するために，他の交通参加者に受け入れられる振る
舞いをする必要がある．現在，交通参加者に対して道路の使用方法を規定する道路交通法
(以下，道交法，Road Traffic Law)[55]が定められている．一方，状況にしたがった法的に
正しい振る舞いであっても，倫理的には受容されない可能性がある．自動運転車に対する利
害関係者を含めた社会からの受容性を確保するために，倫理的な問題の検討が提起されて
いる[56][57]．文献[56]では，自動運転車にドライバのみが乗っていることを想定する場合
は，自動運転車がより多くの犠牲者が出る選択を避けることに多くの賛同が得られたこと
が示されている．しかし，自動運転車に家族が同乗している場合は，たとえ多くの犠牲者が
出るとしても，自動運転車の同乗者を守ることを優先すべきであるという矛盾した意見が
現れる．このような倫理的な矛盾が生じる状況で，社会がより正しいと判断をする方針にし
たがい自動運転システムは判断をしなければならない．したがって，自動運転車の社会受容
性を高めるためには，法律に従うのみならず，法律および倫理的観点に即した判断にもとづ
き，自動運転システムが振る舞いを実現する必要がある．しかし，自動運転システムの判断
に関する共通の取り決めは存在しない． 
 自動運転システムの実装方法は様々であるが，ここでは機械学習により実現される自動
運転システムについて論じる．自動運転システムの認知および判断を実現する機械学習の
アルゴリズムは，センサなどから得られたデータセットを対象として，予め用意されたモデ
ルを用いて学習を繰り返すことにより，新たなデータを識別するための推論モデルを生成
する．そして，自動運転システムは，この推論モデルを用いて交通環境に応じた振る舞いを
推定する．しかし，自動運転システムの認知や判断に対して，社会受容性を高められるよう
な取り決めがないため，設計者が独自の検討にもとづき，自動運転システムを設計する．推
論モデルが自動運転システムごとに異なる場合，推論した結果の振る舞いが周囲の交通参
加者や他の自動運転車の振る舞いと相反を起こす可能性がある．さらに，機械学習に同じア
ルゴリズムを用い，自動運転システムが同じデータを取得すると仮定しても，推論モデルに
用いられるパラメータの重み付けの設定は設計者に依存する．このため，自動運転システム
ごとに導かれる判断が異なる可能性があることが知られている[58]． 
自動運転システムの判断が設計ごとに異なる場合，自動運転車の振る舞いが他の交通参
加者が期待する振る舞いとならないことが原因となり，交通環境の安全が確保できない可
能性がある．このような状況として，高速道路での進入路から本線への合流が考えられる
[59]．すなわち，自動運転車が進入路の速度制限である 60 km/h に従う場合，制限速度が
100 km/h である本線への合流時に必要な速度に達せず，自動運転車が進入路で立ち往生し，
後続車に追突される恐れがある．このように，交通参加者の判断が異なり，交通環境を停滞
させることが交通事故を引き起こす危険源となり得る．このため，自動運転車が交通の停滞
を引き起こさず，スムーズに走行するための方法を検討する必要がある．本論文では，交通
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の停滞が起こる状態をデッドロックと呼ぶ．ソフトウェア工学が定義するデッドロックと
は，各システムが自身のプロセスの実行のために必要な資源を獲得するために，他のシステ
ムのプロセスの完了を待ち，自身のプロセスを実行できない状態を意味する[60]．交通参加
者が資源である交通環境を利用する状況を想定することにより，交通事故の危険源の 1 つ
である交通環境上のデッドロックを例にして論じる． 
自動運転システムの判断に関する取り決めがない場合，自動運転システムが学習に用い
たデータセットが不適切であったために，必要な情報を処理できず，交通事故を起こす可能
性がある．この一例として，Tesla Model S の交通事故の事例を紹介する．Tesla Model S
の自動運転システムである Autopilot は，前方にいる自動車を検出するために，自動車の背
面の画像を用いて機械学習の学習を行った．このため，2016 年に発生した Tesla Model S
とトラクタの衝突事故[61]の際に，Tesla Model S がトラクタの側面を認識することができ
なかったために，Autopilot によりブレーキ操作がされることはなかった．Autopilot は，自
動車の側面を検出するための機能ではないため，システムの境界の範囲内で目的に即した
学習データが用いられたといえる．しかし，レベル 3 以上の自動運転システムが一連の運
転操作を担うことを可能にするならば，より多様な車両のデータが必要となる．ただし，す
べての状況を想定したデータの学習は困難である．したがって，レベル 3 以上の自動運転
システムに対し，社会に受容される形で，何を検出し，どのような判断をすべきかを示す抽
象的な取り決めを定めるべきである． 
 SoS に対する抽象的な取り決めに関して，文献[41]が言及している．文献[41]は，実装の
複雑さの詳細の理解を必要とせず，IISs(Industrial Internet Systems)が到達すべきサービ
スや機能，条件などをもたらすために，システムの能力(capabilities)をポリシーの形式で記
述する Abstract Contract(抽象的な約定)を導入している．これは，Dynamic API(動的に変
化する API)のために用いられる約定(Contract)の概念を参考にしている．Dynamic API に
対してシステム間で約定を設定する意義は，システムの間の合意や共有される理解を定義
することにあるとされている[62]．なお，ある環境下にあるシステムのコンポーネントによ
って提供されるサービスまたは性質を対象のコンポーネントとその環境間の約定という
[63]．または，ある環境におけるシステムのコンポーネントの仮定およびこの仮定の下でコ
ンポーネントが保障することを定める記述を約定と定める定義がある[64]．これにならい，
本論文では実装の詳細に言及することなく，自動運転車を取り巻く SoS の構成システムお
よびその環境の間の社会に受容される安全に関する取り決めのことを抽象的な約定と定義
する． 
自動運転車を取り巻く SoS の構成システムが相互作用により関連付けられることによっ
て，SoS 全体の振る舞いが決定する．抽象的な約定で定義されたある環境の下での構成シス
テムに対する取り決めにしたがい，各構成システムが交通環境に応じて動的に適切な判断
をすることによって，逐次状況が変化する交通環境に適した振る舞いを実現することが可
能となる．たとえば，現在の交通環境でドライバが運転の判断に迷う場合，道交法や倫理的
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観点にしたがい，人のドライバは自然に「他の交通参加者が交通環境の中で優先される度合
い(優先度)」を判断し，運転操作を実行する．このような他の交通参加者との協調性のある
優先度の判断は，人にとっては実現可能なものであるとしても，自動運転システムにとって
実現可能であるとは限らない．さらに，優先度の判断が必要な状況を設計時にすべて想定し，
自動運転システムを設計することは不可能である．このため，自動運転システムが他の交通
参加者と協調するためには，優先度に関する抽象的な約定を設定する必要がある．なお，本
論文で定義する抽象的な約定は，交通環境上のコンフリクトを防ぐことを目的とし，他の要
因に関して約定が最適であることは保証しない． 
以上より，本章では交通環境の安全を確保するため，自動運転車，および相互に関連する
交通環境上の交通参加者に対し，法律および倫理的観点にもとづく優先度に関する抽象的
な約定の設定を提案する．設定した優先度にしたがい，自動運転車が交通参加者に対して一
貫性のある振る舞いをすることにより，交通環境上のコンフリクトの発生を回避すること
が，自動運転車導入後の交通環境の安全性の向上につながる．抽象的な約定の設定のために，
法律の規制および倫理的観点から，構成システムのペアに対し優先度の高低を関係づける
優先関係を設定する方法を定める． 
 
2.2. ペアワイズ手法を用いた SoS 構成システムの優先度のランキング 
 文献[40]で，著者らは自動運転車を取り巻く交通環境を SoS として定義した．そのアーキ
テクチャの定義に際して，文献[41]で提案されている参照アーキテクチャに基づき，4 階層
（社会レイヤー，利用レイヤー，機能レイヤー，実装レイヤー）にわけて，SoS アーキテク
チャを記述することを提案している．特に，これらのレイヤーの中で，社会レイヤーと利用
Figure 2-1 Relationships between Abstract Contracts and a System Model 
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レイヤーを対象として SoS アーキテクチャの記述を試みた．さらに下位のレイヤーである
機能レイヤー，実装レイヤーでは，たとえば，自動運転システムが具備している組込みシス
テムに対して，上位レイヤーで定義された抽象的な約定を与えることにより，SoS の動的な
変化に応じた実装のための仕様が得られる．Figure 2-1 に優先度に関する抽象的な約定と
利用レイヤーのシステムモデルの関係を示す．SoS の構成システム間の相互作用は，Figure 
1-4 を参照する．自動運転システムの優先度の判断および他の交通参加者の判断のコンフリ
クトを防ぐことを検討するため，Figure 1-4 の歩行者(Pedestrian)，その他車両(Other 
Vehicles)と自動運転車(Automated Vehicles)の相互作用に対して検討を行う．その他車両は，
人が運転をする自動車および緊急車両を意味する．なお，交通システム(Traffic System)は，
信号システムおよび交通の資源である道路を含む． 
歩行者および車両は，以下のように振る舞うと仮定する．1) ある車両または歩行車が道
路の特定の領域にいる場合は，他の歩行者および車両はその領域を利用しない．2) 車両ま
たは歩行者が次の行動をするために，現状確保している領域を保ちながら，新たな道路の領
域を要求して待機する．3) 車両または歩行者が道路のある領域を利用している際には，他
の交通参加者は強制的にその領域を横取りすることはできない．これらの 1)から 3)の仮定
は，Coffman の 4 つの条件のうち，順に相互排除条件，待機条件，横取り不能条件に該当
する．Coffman の 4 つの条件は，デッドロックが発生する必要条件を定めている．4 つの条
件とは，「各資源は 1 つのプロセスのみが利用可能である（相互排除条件）」，「プロセスの実
行に必要な資源が獲得できるまで待機する（待機条件）」，「あるシステムに確保された資源
を他のシステムが強制的に利用することはできない（横取り不能条件）」，「各システムが資
源を確保し，その資源を他のシステムが要求する（循環待機条件）」である[65]．交通環境
でデッドロックが発生する場合は，先に挙げた 3 つの条件をすべて満たすことに加え循環
待機条件が同時に成立することを意味する． 
デッドロック発生に関する Coffman の条件は，必要条件である．このため，4 つの条件
のうち，少なくとも 1 つの条件を交通環境が満たさなければ，デッドロックは発生しない．
特に，交通環境上に複数の自動運転車が存在し，かつこれらの自動運転車が優先度に関して
同様の判断をする場合，デッドロックは発生しない．デッドロックが発生すると仮定すると，
Coffman の 4 つの条件が成立するはずであり，循環待機条件が発生する．つまり，自動運
転車がそれぞれの振る舞いを待つプロセスの循環が発生する．このプロセスの循環を
𝑃ଵ, 𝑃ଶ, … , 𝑃௜, 𝑃ଵと表す．このとき，プロセス𝑃ଵはプロセス𝑃௜を優先して待ち，かつプロセス𝑃௜
はプロセス𝑃ଵを優先して待つこととなり，プロセス𝑃ଵと𝑃௜の間で優先度に関する判断が異な
る．これは，仮定「自動運転車が優先度に関して同様の判断をする」に反する.したがって，
自動運転車が同様の判断をする場合は，交通環境上でデッドロックが発生しない． 
SoS の構成システムの優先度に関するランキングを行うために，2 つの観点から優先関係
を設定する．第一に自動運転車が道交法[55]および交通に関連する規制にしたがうことが要
求されるため，法律の規制で定義される優先関係を比較する．さらに，自動運転車が走行す
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る地域によって規制が異なることによる影響を考察するために，日本とカリフォルニア州
の規制をもとに優先度を算出する．第二に自動運転車への社会受容性を高めるためには，倫
理的により正しいとされる判断が求められることが想定される．よって，倫理的観点から構
成システムを比較する．ただし，倫理的観点の比較は，年齢，性別や職業などの人の属性を
もとに行うべきではないといわれている[57]．また，倫理的観点の検討では，結果として利
益を得る，または損失を避けられる人数の多少を議論する傾向がみられる．したがって，本
論文は対象となる人数のみを考慮し，優先関係を比較する． 
法律の規制にもとづき構成システムの優先関係を比較する際に，2 つのケースが想定でき
る．1 つ目は，構成システムの特性から優先関係を設定するケースである．たとえば，救急
車，消防車などの緊急車両は，緊急を要する業務を遂行する特性から，道交法 40 条により
他の車両より通行を優先される．2 つ目は，構成システムの特性に加え，構成システム間の
位置関係により優先関係を設定するケースである．たとえば，交差している 2 つの道路の
いずれも優先道路ではない交差点では，左方から来る車を優先することが道交法 36 条に規
定されている．この場合は，自動運転車とその他の構成システムの位置を考慮し，優先関係
を設定する必要がある． 
 
2.2.1. ペアワイズ手法の適用 
 道交法では，ある対象に対して他の対象の関係を規定している．したがって，道交法や他
の法律の規制は一対比較により優先関係を設定できると仮定する．一方，倫理的観点の比較
をする際に， 複数の構成システムを一度に比較するよりも，2 項間の比較をすることで，
比較を単純にできる．よって，本論文では，法律の規制および倫理的観点から優先関係を設
定するために，構成システムのペアを作り，ランキングを算出するペアワイズ手法を適用す
る．本論文では，AHP (Analytic Hierarchy Process)[66], Colley Method, および Massey 
Method[67]を用いる．交通環境にいる自動運転システムが優先度に関し異なる判断をする
可能性を考慮し，これらの 3 つの手法を用いることで，異なる判断が起こる状況を模倣す
る．最初に，法律の規制で定義される特性から優先度のランキングを導出し，判断の相違か
らコンフリクトが発生する例を示す．次に，構成システム間の位置関係を考慮し，さらに倫
理的観点を考慮することによる影響を特定のユースケースで検討する．また，地域ごとに異
なる規制により，優先度のランキングの算出結果に差が現れることに加え，倫理的観点の重
み付けによる影響を示す． 
 
2.2.1.1. AHP の適用 
 ペアワイズ手法の内，広く用いられている手法である AHP は，数値データに基づく比較
および主観的な比較の双方が可能である．AHP を適用する際には，各ペアの比較を行うた
めに集まった参加者が議論をして対象のペアの関係の強弱を決める．社会レイヤーで抽象
的な約定を定義する際に多様な利害関係者の意向を反映させるために，AHP は構成システ
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ム間の優先度の高低を柔軟に決めることができる利点をもつ．ただし，AHP では，一対比
較の対象は最大で 9 個以下を推奨している[68]．対象が増えると一対比較の一貫性が保たれ
なくなるため，整合性のとれた結果が得られなくなる可能性がある[69]．AHP の適用方法
を説明する．まず，構成システムのすべてのペアに対して，1 から 9 の値を持つスケールで
優先度を設定する．そして，対象となる𝑛個の構成システムをラベルとして持つ𝑛行𝑛列の行
列𝐴の各成分へ，優先度の値を設定する．たとえば，自動運転車と歩行者のペアに対し，歩
行者が 7 の値で優先される場合は，行列𝐴の成分（自動運転車，歩行者）に 7 の逆数，およ
び𝐴の成分（歩行者，自動運転車）に 7 を設定する．この行列を正規化し，最大固有値に対
する固有ベクトル（主固有ベクトル）を求めることで，各構成システムの優先度の重みが得
られる．また，構成システムの各ペアに適用される規制および倫理的観点の比較の総数は，
ペアごとに異なる．このため，主観的に決めた優先度の根拠に一貫性があるか否かを確認す
る必要がある．整合度（CI）と整合比（CR）の値がそれぞれ 0.1 以下である場合は，一対
比較の結果に一貫性があることを保証できる（式(2-1)，式(2-2)）． 
 
CI ൌ 𝜆௠ െ 𝑛𝑛 െ 1  (2-1) 
CR ൌ 𝐶𝐼𝑅𝐼 (2-2) 
 
ここで，式(2-1)の𝜆௠は，一対比較の結果得られる行列に対する最大固有値であり，𝑛は比較
した対象の個数である．式(2-2)の RI はランダム整合度とよばれる Saaty が定めた値を用
いる[66]． 
 
2.2.1.2. Colley Method の適用 
Colley Method は，次に起こる事象の確率がラプラスの継起の法則にしたがうことを前提
とし，現状の事象からランキングを算出する．ラプラスの継起の法則が成立するためには，
優先関係を設定する事象が互いに独立であることが前提となる．法律の規制および倫理的
観点から優先関係を設定する事象は，対象のペアに対してそれぞれ独立して行われる．また，
優先関係の設定の結果は，他のペアの優先関係の設定に依存しない．したがって，優先関係
の設定は独立した事象である．将来的な規制の追加や倫理的観点の比較から新たな優先関
係が設定される場合，それぞれの事象は独立であるから，ある構成システム𝑖が比較対象よ
りも優先される確率は，ラプラスの継起の法則より，下記の式(2-3)に従う． 
 
1 ൅ 𝑝௜
2 ൅ 𝑡௜  (2-3) 
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ここで，𝑝௜は構成システム𝑖が一対比較の対象より優先度が高いとされる合計回数であり，𝑡௜
は構成システム𝑖が含まれる一対比較の合計回数である．ただし，𝑡௜は優先度が同等となる一
対比較は考慮しない．この仮定にもとづき，𝐶𝐫 ൌ 𝐛の等式から導かれるベクトル𝐫が優先度
のランキングを示す．ここで𝐶は，対角成分に2 ൅ 𝑡௜，非対角成分ሺi, jሻに構成システム𝑖と構
成システム𝑗の比較回数の負値をもつ𝑛行𝑛列の行列である（𝑛は比較対象の構成システムの
個数）．比較回数とは，法律の 1 つの条文を用いる比較，または 1 つの倫理的観点からの比
較をそれぞれ 1 回とカウントして算出する．たとえば，ある構成システム𝑖と𝑗に対して，道
交法の 2 つの条文による比較および 1 つの倫理的観点からの比較を行う場合，比較回数は
3 となる．また，ベクトル𝐛は，式(2-4)に示す成分をもつ𝑛次の列ベクトルである． 
 
 
ここで，𝑝௜は構成システム𝑖が比較対象に対して優先度が高いと判断された回数の合計であ
る．𝑠௜は，構成システム𝑖が比較対象に対して優先度が低いと判断された回数の合計である．
Colley Method は，法律の規制および倫理的観点から明確に設定される優先関係をもとに
ランキングを算出する．そのため，優先関係を明確に設定できないペア，すなわち優先度が
ほぼ同等であるとみなされるペアが多く含まれる場合は，優先関係を予測する範囲が大き
くなり優先度のランキングに誤差が生じる可能性が高まる．Colley Method は，比較回数と
比較の結果にもとづきランキングを算出するため，AHP とは異なりスケールを決定する必
要はない． 
 
2.2.1.3. Massey Method の適用 
 Massey Method の前提として，法律や倫理的観点から決定される優先関係には推移律が
成立すると仮定する．すなわち，たとえば，歩行者が救急車より優先度が高い，かつ救急車
が自動運転車より優先度が高いならば，関係「歩行者は自動運転車より優先度が高い」が成
り立つ．ランキングを算出するための計算式は，𝑀𝐫 ൌ 𝐛を変形した等式となる．ここで，𝑀
は𝑛行𝑛列（𝑛は比較対象の構成システムの個数）の行列である．行列𝑀の対角成分ሺi, iሻは構
成システム𝑖が一対比較を行う構成システムの総数となる．また，非対角成分ሺi, jሻは構成シ
ステム𝑖と構成システム𝑗のペアが一対比較を行う場合は-1，それ以外は 0 となる．次に，𝑛
次の列ベクトル𝐛の各成分𝑏௜を求めるために，まず構成システム𝑖に対し，ペアとなる構成シ
ステム𝑗との比較で，優先度が高い構成システムに 1 点を与える．このペアሺi, jሻのすべての
比較で得られた点数を構成システム𝑖, 𝑗それぞれに対し合計し，その差を求める．つまり，構
成システム𝑖, 𝑗が得た点数の合計をそれぞれ𝑙௜，𝑙௝とすると，構成システム𝑖に対する合計点の
差は，𝑙௜ െ 𝑙௝となる．構成システム𝑖のすべての合計点の差を足した値が𝑏௜となる．たとえば，
自動運転車と歩行者の比較で歩行者が 2 点差で優先され，かつ自動運転車と救急車の比較
𝑏௜  ൌ 1 ൅ 12 ሺ𝑝௜ െ 𝑠௜ሻ (2-4) 
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で救急車が 3 点差で優先されるとする．このとき自動運転車に対応するベクトル𝐛の成分𝑏௜
は，-5 となる．また，ベクトル𝐫は各構成システムの優先度を表す変数からなる𝑛次の列ベ
クトルである． 
一方，行列𝑀の各行，各列に対し，それぞれの成分を足すと 0 になるため，行列𝑀は線形
従属である．つまり，𝑀𝐫 ൌ 𝐛は複数の解をもつ．解が一意に定まらない問題を解消するた
め，Massey Method では行列 M の最終行の成分をすべて 1 とし，ベクトル𝐛の最終成分を
0 とした等式を解くことでランキングを得る．Massey Method は，Colley Method では対
象としない同等の優先度を持つペアを考慮できる利点がある．すなわち，同等の優先度を持
つペアは，先ほどの行列 𝑀の対象の非対角成分に-1 を設定し，その点差を 0 とすることで
表現できる．また，この手法は Colley Method と同様に，AHP とは異なりスケールを設定
する必要がない． 
 
2.3. 法律の規制にもとづく優先度のランキングの算出 
 論文[70]は，自動運転車が高速道路で使われるユースケースや駐車を行うユースケースを
示している．この論文で提示されている自動運転車のユースケースを参照すると，自動運転
車と関係する構成システムとして，自動運転車，自動運転車ではない自動車，警察車両や救
急車などの緊急自動車，道路工事の事業者などを想定している．これにならい，本論文では，
特に自動運転車が路上で対処する必要がある動的な要素として，Figure 1-4 に含まれる自
動運転車，歩行者，緊急自動車(警察車両，救急車，消防車)を想定する．本節では，自動運
転車を取り巻く SoS の構成システムについて，法律の規制で定義される特性から優先度の
ランキングを導出する．比較に用いた法律の規制の概要を表 2-1 にまとめる．ここで，法
律とは道交法および消防法[71]を指す．たとえば，表 2-1 の自動運転車と歩行者の比較で，
道交法第 10 条および第 38 条から歩行者は優先して車道を通行可能と判断し，歩行者は自
動運転車よりも優先度が高いと判断する． 
 第 1 に AHP を用いて対象の構成システムをランキングする．比較を行った結果得られる
行列𝑨を式(2-5)に示す． 
 
 
この行列𝑨の 1 行（1 列）から 5 行（5 列）までのラベルは，1 行目（1 列目）から順に自動
運転車，歩行者，警察車両，救急車，消防車とする．以降，Colley Method および Massey 
Method で用いる行列も AHP の行列と同じ順序のラベルを用いる．一対比較の結果得られ
𝑨 ൌ  
⎝
⎜⎜
⎛
1 1 9ൗ 1 5ൗ 1 9ൗ 1 9ൗ
9 1 1 3ൗ 2 1 3ൗ
5 3 1 1 1
9 1 2ൗ 1 1 19 3 1 1 1 ⎠
⎟⎟
⎞
 (2-5) 
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る行列では，j 行 i 列の成分ሺj, iሻは，i 行 j 列の成分ሺi, jሻの逆数をとる（i ് j）．たとえば，
自動運転車と歩行者の比較を行うと，表 2-1 に示す法律の規制により，歩行者の優先度は
自動運転車に比べ，非常に高いと判断する．そこで，歩行者が自動運転車に比べ，9 の値で
優先されるべきであるとする．このとき，行列𝑨に示す 1 行 2 列の成分は，自動運転車が歩
行者よりも 9 のレベルで優先度が低いため，1/9 となる．一方，行列𝑨に示す 2 行 1 列の成
表 2-1 構成システムの優先度の決定のために参照する法規制 
自動運転車と歩行者の比較に用いる規制 
道交法 第 10 条 歩行者は道路工事などで歩道を通行できない場合は車道を
通行可能となる 
道交法 第 38 条 横断歩道やそれ以外の場所で車両は歩行者を優先する 
自動運転車と警察車両の比較に用いる規制 
道交法 第 61 条，67 条 警察は危険がある場合は，当該車両を停止させられる 
自動運転車と救急車の比較に用いる規制 
道交法 第 40 条 車両は緊急自動車を避け，徐行または一時停止する 
自動運転車と消防車の比較に用いる規制 
道交法 第 41 条 消防車両が接近してきたときは，車両等は交差点を避けて一
時停止する，または消防車両の通行を妨げてはならない 
歩行者と警察車両の比較に用いる規制 
道交法 第 15 条 警察官等は，歩行者に通行方法によるべきことを指示できる
歩行者と救急車の比較に用いる規制 
道交法 第 38 条 上項を参照
歩行者と消防車の比較に用いる規制 
消防法 第 26 条 歩行者は消防車に道路を譲らなければならない 
 
表 2-2 法規制にもとづき算出される構成システムの優先度のランキング 
# AHP # Colley Method # Massey Method 
1 警察車両 0.292 1 警察車両 0.680 1 警察車両 0.6 
1 消防車 0.292 2 消防車 0.678 2 消防車 0.4 
3 救急車 0.205 3 歩行者 0.524 3 歩行者 0.2 
4 歩行者 0.188 4 救急車 0.428 4 救急車 0.00 
5 自動運転車 0.025 5 自動運転車 0.189 5 自動運転車 -1.2 
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分はその逆数の 9 となる．また，警察車両，救急車，消防車の優先関係は明確ではないた
め，これらの優先度は同等であるとみなす．よって，行列𝑨 では対象の成分に 1 を設定し
ている．行列𝑨を正規化し，主固有ベクトルを求めることにより各構成システムの優先度を
算出する．結果は，表 2-2 の AHP 列に示すとおりである．表 2-2 の各列は優先度のラン
キングにしたがい構成システムを並べている． 
AHP では，構成システムの一対比較を行う際に 9 個のスケールの値のいずれを選ぶかは，
明確な規定がないかぎり議論や AHP を行う人の主観に依存する．ここでは，比較に用いた
法律の規制の個数を考慮に入れ比較を行っている．これらの一対比較が妥当であるか否か
を調べるため，整合度および整合比を求めると，それぞれ 0.099，および 0.088 となる．
AHPでは，整合度と整合比がいずれも0.1以下であれば整合性がとれていると判断できる．
したがって，表 2-2 に示された結果は一対比較の整合性がとれている． 
 第 2 に Colley Method を用いて AHP と同様の構成システムに対してランキングを行う．
Colley Method の計算を行うため，各構成システムに対して行う一対比較の回数を用いた
行列𝐶を式(2-6)に示す． 
 
 
ここで，優先関係の比較の回数を構成システムの比較に関連する規制の数とみなす．すなわ
ち，自動運転車と歩行者のペアの比較には表 2-1 に示す道交法第 10 条と第 38 条を用いる
ため，比較回数は 2 となる．行列𝐶のሺ1, 2ሻ成分に，その負値である-2 を設定する．なお，
警察車両，救急車および消防車の優先関係は道交法上で明確に判断できないとして，優先関
係の設定を行わないとみなす．つまり，たとえば行列𝐶のሺ3, 4ሻ成分は，警察車両と救急車
の比較であり，比較回数の 0 を値として持つ．また，数式(2-4)に示したベクトル𝐛を計算す
る．これらを用いてランキングを行うための等式 𝐶𝐫 ൌ 𝐛を式(2-7)に示す．ベクトル𝐫の各成
分は，𝑟ଵから順に自動運転車，歩行者，警察車両，救急車，消防車の優先度を表す変数であ
る．式(2-7)の計算の結果得られるベクトル𝐫の値は優先度の順に表 2-2 の Colley Method 列
に示す． 
 
⎝
⎜
⎛
8 െ2 െ2 െ1 െ1
െ2 7 െ1 െ1 െ1
െ2 െ1 5 0 0
െ1 െ1 0 4 0
െ1 െ1 0 0 4 ⎠
⎟
⎞
⎝
⎜
⎛
𝑟ଵ𝑟ଶ𝑟ଷ𝑟ସ𝑟ହ⎠
⎟
⎞ ൌ
⎝
⎜
⎛
െ2
1.5
2.5
1
2 ⎠
⎟
⎞ (2-7) 
 
𝐶 ൌ  
⎝
⎜
⎛
8 െ2 െ2 െ1 െ1
െ2 7 െ1 െ1 െ1
െ2 െ1 5 0 0
െ1 െ1 0 4 0
െ1 െ1 0 0 4 ⎠
⎟
⎞ (2-6) 
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第 3 に Massey Method により各構成システムのランキングを計算する．この手法のため
の計算式を式(2-8)と式(2-9)に示す．式(2-9)は，式(2-8)の左辺の行列が線形従属になること
への対応として最終行の成分をすべて 1 にした行列を示している．また，式(2-8)と式(2-9)
の左辺のベクトル𝐫は，式(2-7)と同様に各構成システムの優先度を表す変数である． 
 
 
Massey Method を適用するにあたり，各構成システムの比較に用いた規制の数と優先関
係の比較の結果得られる点差を計算する．たとえば，自動運転車と歩行者の比較では，表 
2-1 で示される 2 つの法律の規制で比較を行い，2 点差で歩行者が優先される．すなわち，
自動運転車に対し，歩行者との比較の結果の点差は，-2 となる．自動運転車に対して，警察
車両との点差は-2，消防車との点差は-1，救急車との点差は-1 となる．したがって，式(2-8)
の右辺のベクトルの第一成分は，これらの点差の合計である-6 となる．また，警察車両，消
防車，救急車間のそれぞれの一対比較は，優先関係としては同等となる．すなわち，これら
の一対比較の結果として，2 つの構成システム間の点差は 0 となる．しかし，Massey Method
では同等の優先関係も比較を行うとみなす．そのため，式(2-8)の左辺の行列は，これらの構
成システムに対応する成分に-1 の値を持つ．最終的に線形独立に変形した式(2-9)を用いて
変数𝑟ଵから𝑟ହを計算する．優先度の順位にしたがい，結果を表 2-2 の Massey Method 列に
示す． 
 各手法を用いて算出した優先度のランキングを俯瞰すると，表 2-2 が示すように，Colley 
Method および Massey Method の結果と異なり，AHP では，歩行者の順位が救急車よりも
下となる．式(2-5)に示す行列 A に対する AHP の一対比較の結果からは，歩行者は警察車
両および消防車よりも優先度が低いが，救急車よりも優先度が高いことがわかる．しかし，
救急車，警察車両，および消防車間の一対比較でそれぞれの優先度は同等であるとしたため，
全体のランキングとしては救急車の優先度が歩行者よりも高くなったものと考えられる．
このように一対比較の結果を総合することで，全体としてみた優先度が変わることがある．
一方，Colley Method と Massey Method では歩行者と救急車の優先順位の逆転は起こって
いない．AHP では，各ペアの比較を行うために集まった参加者が優先度を主観的に変更で
きる．しかし，後者 2 つの手法では点数付けの方法を定義することにより客観的にランキ
⎝
⎜
⎛
4 െ1 െ1 െ1 െ1
െ1 4 െ1 െ1 െ1
െ1 െ1 4 െ1 െ1
െ1 െ1 െ1 4 െ1
െ1 െ1 െ1 െ1 4 ⎠
⎟
⎞
⎝
⎜
⎛
𝑟ଵ𝑟ଶ𝑟ଷ𝑟ସ𝑟ହ⎠
⎟
⎞ ൌ
⎝
⎜
⎛
െ6
1
3
0
0 ⎠
⎟
⎞ (2-8) 
⎝
⎜
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ングが行われるため，主観的な優先度の決定の結果によって異なるランキング結果となる
ことを防ぐことができる．主観性をできるだけ排除するためには，後者 2 つの手法の方が
好ましい． 
優先関係に関する抽象的な約定が定義されない場合，自動運転車は各々に設計された基
準にしたがい判断を行う．本節で得られたランキング手法によって優先度の順位が異なる
結果は，自動運転システムの実装方法に依存し自動運転車の判断が各々に異なる可能性が
あることを示している．ここで，本節での結果をもとにユースケースを想定して，各自動運
転車の優先度の判断が異なることによる交通環境への影響を検討する．ユースケースの例
を Figure 2-2 に示す．Figure 2-2 は，AHP のランキングにしたがう自動運転車の前方に横
断歩道を渡ろうとしている歩行者，後方に救急車が接近している状況を示している．また，
対向車線から Colley Method にしたがう自動運転車が接近することを想定する．Figure 2-2
の右端には工事中の場所があるとする． 
Figure 2-2 では，表 2-1 に示す構成システムの特性に関係する法律にもとづき，構成シ
ステムの優先関係が定義できる． AHP による優先度のランキングの結果から，前者の自動
運転車は歩行者より救急車を優先するため，歩行者に警告をしつつ安全を確保し，左側に幅
寄せするために横断歩道を横切る．一方，後者の自動運転車は Colley Method のランキン
グにしたがい，歩行者の通過を待ってから横断歩道を越え左側に幅寄せしようとする．その
結果，双方の自動運転車が横断歩道後の車道で停止し救急車が通過するための車幅を確保
できない状況となる．さらに，AHP にしたがう自動運転車が Colley Method にしたがう自
動運転車の場所を要求し，救急車が AHP にしたがう自動運転車の場所を要求する．また，
歩行者は，救急車の場所を要求し，Colley Method にしたがう自動運転車は歩行者の場所を
要求する．したがって，Coffman の第 1 から第 3 の条件に加え，第 4 の条件である循環待
機条件が発生し，一時的にデッドロックが起こることを示している．自動運転車の構成シス
テムに関する優先度の判断が統一されていれば，最初に優先して資源を使う構成システム
を決定できる．そして，優先度は法律にもとづいて決定するため，人が操作する車両および
歩行者も同様の判断をすることが期待される．したがって，優先度の統一により，循環待機
条件の発生を回避しデッドロックを防ぐことができる． 
Figure 2-2 のユースケースは，デッドロックを引き起こすことのみが問題ではない．たと
Figure 2-2 An Example of Conflicts among Road Users Caused by Different Rankings
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えば，救急車が AHP にしたがう自動運転車と同様の判断基準にしたがうとする．また，歩
行者は Colley Method にしたがうとする．この仮定にしたがうと，歩行者は自分が優先さ
れると思い，横断歩道を渡ろうとする．一方，AHP にしたがう自動運転車が救急車に場所
を譲るために動いた後，救急車は歩行者が止まることを期待して進行する．このとき，救急
車と歩行者の衝突事故が起こる可能性が考えられる．この考察より，優先度に関する抽象的
な約定は，自動運転システムのみならず，他の交通参加者にも共有される必要があることが
わかる．自動運転車の社会への導入に先立ち抽象的な約定を設定する際に，自動運転車を含
む交通参加者の理想的な振る舞いについて検討すべきである．また，自動運転車の各設計会
社の優先度の定義に ADS がしたがう場合はコンフリクトが発生する恐れがあるため，ある
交通環境で共有されるべき一意の抽象的な約定を決めなければならない． 
 
2.4. 位置関係および倫理的観点の導入による優先度のランキングの算出 
 前節では，構成システム間の位置関係を陽に考慮することなく，法律の規制に基づく特性
から優先関係のランキングを行った．本章では，さらに構成システム間の位置関係を考慮す
る．そこで，位置に関係する法律の規制から優先関係を設定するため，構成システムを交通
環境上に配置して，その状況をユースケースとして設定する．設定したユースケースに対し
て法律の規制および倫理的観点から優先関係を設定し，ランキングを算出する．Figure 2-3
に本章で検討するユースケースを示す．Figure 2-3 では，自動運転車が非優先の道路を通行
Figure 2-3 A Use Case used to Introduce Positions of Constituent Systems 
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中で，交差する道路の左方から救急車 1，自動運転車の後方から救急車 2 が迫っている．ま
た，救急車 1 の前方の横断歩道では歩行者が横断している．救急車 2 が進行するためには，
自動運転車が交差点に出て直進または右左折のいずれかをし，救急車 2 に進路を譲る必要
がある．Figure 2-3 に含まれる構成システムのランキングに用いた日本の道交法を表 2-3
に示す．また，倫理的観点からの比較のために，救急車 2 の搬送している急患人の数は救急
車 1 より多いと仮定する．自動運転車には，ドライバのみが乗っている．したがって，想定
表 2-3 構成システムの比較に用いる法規制および倫理的観点 
自動運転車と救急車 1 の比較に用いる規制 
道交法 第 36 条 左方から進行してくる車両の進行妨害をしてはならない 
道交法 第 40 条 表 2-1 を参照のこと
倫理的観点 救急車 1 は自動運転車より乗車している人数が多い 
自動運転車と救急車 2 の比較に用いる規制 
道交法 第 40 条 表 2-1 を参照のこと
倫理的観点 救急車 2 は自動運転車より乗車している人数が多い 
自動運転車と歩行者の比較に用いる規制 
道交法 第 38 条 表 2-1 を参照のこと
救急車 1 と救急車 2 の比較に用いる規制 
道交法 第 36 条 上項を参照のこと
倫理的観点 救急車 2 の方が救急車 1 より搬送している人数が多い 
救急車 1（救急車 2）と歩行者の比較に用いる規制 
道交法 第 38 条 表 2-1 を参照のこと
表 2-4 位置関係を考慮したランキングの結果 
# 日本 AHP Colley Massey Massey
2 
カ リ フ
ォ ル ニ
ア 
AHP Colley Massey Massey
2 
1 歩行者 0.48 0.75 0.75 0.75 救急車1 0.40 0.68 1 １ 
(*2) 
2 救急車
1 
0.24 0.54 0.5 0.5 
(*1) 
救急車2 0.36 0.68 0.75 1.25 
(*2) 
3 救急車
2 
0.20 0.53 0.25 0.75
(*1) 
歩行者 0.16 0.42 -0.2 -0.2 
4 自動運
転車 
0.09 0.18 -1.5 -2 自 動 運
転車 
0.08 0.23 -1.5 -2 
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した状況に関連する人数が多い順に救急車 2，救急車 1，歩行者，自動運転車（歩行者と自
動運転車は同じ）となる．これらの倫理的な比較を表 2-3 に示す．Figure 2-3 が示すユー
スケースの場合，自動運転車は救急車 1 が交差点を通過することを待つべきか，または救
急車 1 が歩行者の横断を待つ間に交差点を横断し救急車 2 を通過させることを優先すべき
かの判断が必要となる． 
第 1 に，Figure 2-3 のユースケースに対し日本の法律の規制と倫理的観点から優先関係
を設定し，3 つの手法を用いランキングを行う．まず，AHP の一対比較の結果，式(2-10)に
示す行列𝑨𝒋を得る． 
 
 
この行列のラベルは，自動運転車，救急車 1，救急車 2，歩行者の順である．他の手法を適
用する際も，同様に行列のラベルを設定する．たとえば，自動運転車と救急車 1，救急車 2
の比較で，比較に用いた項目数の違いから，自動運転車は救急車 1 を救急車 2 より優先す
べきであるとしてスケールの値を設定する（行列𝑨𝒋の成分ሺ1, 2ሻ，および成分ሺ1, 3ሻ）．この
AHPの一対比較の妥当性を確認するため，整合度，および整合比を求めると，それぞれ0.088，
0.098 である．いずれも 0.1 以下の値となるため，一対比較の結果は妥当であるといえる．
以下，ランキングの計算より求められる結果は，表 2-4 の Japan-AHP，Colley，Massey
列に示す．表 2-4 の Ped, Amb 1, Amb 2, AV は順に歩行者, 救急車 1, 救急車 2, 自動運転
車を表す． 
次に，Colley Method を適用した等式を式(2-11)に示す． 
 
 
式(2-11)のベクトル𝐫は，第一成分から順に自動運転車，救急車 1，救急車 2，歩行者の優先
度を表す変数からなる．たとえば，左辺の行列を求める際に，自動運転車と救急車 1 の一対
比較では 2 つの規制と 1 つの倫理的観点の比較を行う．よって，3 回の比較を行ったとし
て，成分ሺ1, 2ሻの値は-3 となる．また，自動運転車が救急車 1 との比較で 3 回，救急車 2 と
の比較で 2 回，歩行者との比較で 1 回，優先度が低いと判断されるため，式(2-9)の右辺の
ベクトルの第一成分は式(2-4)より-2 となる． 
Massey Method を用いた比較を行うための等式を式(2-12)に示す．ただし，式(2-12)はす
𝑨𝒋 ൌ
⎝
⎜
⎛
1 1 5ൗ 1 3ൗ 1 3ൗ
5 1 1 1 3ൗ
3 1 1 1 3ൗ
3 3 3 1 ⎠
⎟
⎞ (2-10)
൮
8 െ3 െ2 െ1
െ3 8 െ2 െ1
െ2 െ2 7 െ1
െ1 െ1 െ1 5
൲ ൮
𝑟ଵ𝑟ଶ𝑟ଷ𝑟ସ
൲ ൌ ൮
െ2
2
1.5
2.5
൲ (2-11)
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べての比較結果を表示するため，行列を線形独立にする前の形式で表す． 
 
  
たとえば，式(2-12)の右辺のベクトルの第一成分は，自動運転車が救急車 1 との比較で 3
点差で優先度が低い，救急車 2 との比較で 2 点差で優先度が低い，そして歩行者との比較
で 1 点差で優先度が低いとなるため，合計 6 点を失点したことを示している． 
表 2-4 の Japan-AHP，Colley，Massey 列の結果を比較すると，2.3 節の結果とは異な
り，Figure 2-3 のユースケースの場合， 3 つのペアワイズ手法により算出されたランキン
グの順位は同じとなる．倫理的観点での比較では，救急車 2 が救急車 1 よりも乗車してい
る人数が多いため優先度が高いことがわかる．しかし，法律の規制および倫理的観点の双方
から設定された優先関係にもとづくランキングでは，救急車 1 が救急車 2 よりも優先度が
高いことが示されている．表 2-3 に示すように倫理的観点を追加した結果は，倫理的観点
からの優先関係の設定がランキング結果に影響を与えるまでは至っていない． 
 これより，規制の違いのランキングへの影響を検討するため，カリフォルニア州の規制を
適用する場合のランキングを表 2-4 の右側に示す．カリフォルニア州の規制は，日本の規
制とは異なる個所がある．たとえば，日本の道交法上では緊急車両と歩行者の優先関係が曖
昧である．しかし，カリフォルニア州では緊急車両が通過するまで歩行者は安全な場所に退
避することが求められる[72]．したがって，救急車 1，2 に対して，歩行者は通行を妨げて
はならない．また，車両は，右側通行となるため，日本の道交法では左方優先となるところ
が右方優先となる点が異なる．そのため，Figure 2-3 に示すユースケースは，左右反転した
状態であると仮定して比較を行う．ADS，Colley Method，および Massey Method の比較
に用いた式を式(2-13)から式(2-15)に示す． 
 
൮
3 െ1 െ1 െ1
െ1 3 െ1 െ1
െ1 െ1 3 െ1
െ1 െ1 െ1 3
൲ ൮
𝑟ଵ𝑟ଶ𝑟ଷ𝑟ସ
൲ ൌ ൮
െ6
2
1
3
൲ (2-12)
𝑨𝒄 ൌ
⎝
⎜
⎛
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5 1 1 3
3 1 1 3
3 1 3ൗ 1 3ൗ 1 ⎠
⎟
⎞ (2-13)
൮
8 െ3 െ2 െ1
െ3 8 െ2 െ1
െ2 െ2 7 െ1
െ1 െ1 െ1 5
൲ ൮
𝑟ଵ𝑟ଶ𝑟ଷ𝑟ସ
൲ ൌ ൮
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3
2.5
0.5
൲ (2-14)
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൲ ൮
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െ6
4
3
െ1
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ただし，式(2-15)の左辺の行列は線形従属のままである．カリフォルニア州の規制から優先
関係を設定した場合，歩行者の優先度が救急車 1，2 に比べ低くなることが表 2-4 に示され
ている．日本とカリフォルニアの規制の差がランキング結果に明確に現れる． 
法律は人のドライバが規制を理解し，交通環境の状況に応じて適宜判断することを前提
に規定されている．人のドライバの場合，地域による規制の差に迅速に対応可能かもしれな
い．しかし，自動運転車は規制の差がどの地域から生じるのか，または規制の違いにどのよ
うに対応すべきか予め設計されていなければ対応できない．このため，抽象的な約定で構成
システム間の関係を定義する際に，対象の地域を規定する必要がある．また，人の交通参加
者は，法律の規制のみならず，その交通環境やその他の交通参加者に応じて，その振る舞い
を適応させる．したがって，交通参加者の振る舞いの文化的なコンテキストなどを考慮して
抽象的な約定を設定すべきかもしれない．抽象的な約定を設定する際に検討すべきコンテ
キストを明確にする必要がある． 
自動運転車が倫理的観点をどの程度考慮し判断をするかは，交通環境により異なる．そこ
で，交通環境に応じて，倫理的観点の重さを調整できるようMassey Methodの適用に際し，
倫理的観点の比較に重み付けを導入する．倫理的観点を法律の規制の 2 倍重視すると仮定
する．すなわち，法律の規制にもとづく比較より優先関係を設定する際に，優先度が高いと
判断された構成システムに 1 点を与える．次に，倫理的観点にもとづく比較より優先関係
を設定する際に，優先度が高いと判断された構成システムに 2 点を与える．日本とカリフ
ォルニア州の規制下でそれぞれ Massey Method を用いてランキングを行う（式(2-16)，式
(2-17)）． 
 
 
その結果を表 2-4 の Massey2 の列に示す．この列に示されている*1，*2 は重みを付け
たことにより，構成システムの順位が入れ替わっていることを示している．つまり，表 2-4
に示す日本-Massey2 の列では，救急車 1 と救急車 2 の順位が逆転している．式(2-16)およ
び式(2-17)の右辺に着目すると，重みづけの影響が各構成システムの得点差の合計に現れて
いる． 
 
2.5. 交通参加者の優先度に関する抽象的な約定の設定の成果のまとめ 
 自動運転車の判断や振る舞いの取り決めが，法律による規制および倫理的観点から定義
൮
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されていない場合，自動運転車の振る舞いが交通環境上でその他のシステムの振る舞いと
相反を起こし，交通環境が不安全となる可能性がある．たとえば，振る舞いの相反によるデ
ッドロックの発生は，車両や歩行者が無理に進行することにより事故を起こす危険源とな
り得る．交通環境上の構成システムに対し，これらの危険源が引き起こし得る危害の波及を
防ぐためには，交通参加者の振る舞いのコンフリクトを回避する対策が有効である．このた
めには，SoS の構成システムと自動運転車間の関係を早期の設計の段階で取り決める必要
がある．本論文では，社会に受容される安全に関する取り決めである抽象的な約定を定める
方法を提案した．特に，各構成システムの優先される度合いを優先度として定義し，優先度
に関する抽象的な約定の設定について論じた． 
 優先度に関する抽象的な約定を設定するために，AHP，Colley Method，および Massey 
Method を適用した．法律の観点から算出した優先度の結果から，異なる優先度のランキン
グを判断に用いる自動運転車が交通環境上に存在する場合，交通環境上で緊急車両の通行
を妨げ，デッドロックを引き起こす例を示した．さらに，デッドロックの問題のみならず，
交通参加者それぞれが一意の抽象的な約定に従わなければならないことを考察した．すな
わち，自動運転システム導入後，交通環境の安全を実現するためには，個々の自動運転シス
テムおよび交通参加者の判断が，一意の抽象的な約定で定義される構成システム間の優先
度にしたがう必要があることを示した．本論文では，異なる抽象的な約定にもとづく判断に
よるコンフリクトを示すために，3 個の手法を用いているが，最終的には社会に受容される
一意の抽象的な約定を決めなければならない． 
また，日本とカリフォルニア州を例に，規制の違いが優先度のランキングに表れることを
示した．早期の設計の段階で抽象的な約定を定義する際に，抽象的な約定が対象とする範囲
の境界を明確にすべきである．規制の差のみならず，地域による交通に関する文化の差など，
抽象的約定を設定する際に，考慮すべきコンテキストを検討する必要がある．さらに，倫理
的観点を導入しランキングを行い，Massey Method を用いて倫理的観点の重要度を設定し
ランキングを算出する方法を提示した．重み付けにより総合的な優先度のランキングを変
化させながら自動運転車と構成システム間の優先度の検討が可能となる．自動運転車の社
会受容性を高めるためには，倫理的観点からの判断をどの程度重視すべきかを考慮しなけ
ればならない．また，本論文では乗車している人の人数のみを考慮したが，人数の大小以外
に考慮すべき倫理的観点がある．このため，他の倫理的観点の抽象的な約定への導入方法の
検討を進める必要がある． 
交通環境の安全を確保するために，優先度に関する抽象的な約定を設定し，各交通参加者
がそれに従う必要がある．本章では優先度に関してのみ議論を行った．しかし，自動運転車
が社会に受容され，かつ安全を実現するために，交通参加者がしたがうべき優先度以外の抽
象的な約定が必要か否かを検討する必要がある．また，抽象的な約定が交通環境の安全を確
保するために有効である範囲を定めなければならない．たとえば，自動運転システムの優先
度に関する判断が早すぎる場合，次の交通環境に対してその優先度の判断が不適切である
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可能性がある．抽象的な約定を設定する際には，利害関係者を巻き込み，対象の範囲に対し
て適切な抽象的な約定となっているか否かに関し合意を得る必要がある．合意の上で設定
された抽象的な約定は，自動運転システムの設計の基礎となり，かつ自動運転システムが実
用化される際の性能を試験する基礎となると考える． 
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3. 自動運転車を取り巻く SoS アーキテクチャに対する妥当性確認および安全
性要求の定義 
3.1. アシュアランスケースについて 
1.1.5 項で示した SoS アーキテクチャを定義するための階層的アプローチの中で，自動運
転車を取り巻く SoS のアーキテクチャが妥当であるか否かを確認する必要がある．SysML
を用いてシステムモデルを構築する場合，安全性のみならず，機能や構造などシステム全体
を俯瞰してモデルを構築する．また，アーキテクチャ定義のプロセスの中で，利害関係者の
関心事をとらえるいくつかのアーキテクチャが提案される[73]．自動運転車を社会に導入さ
せるためには，関心事の 1 つである交通環境の安全性の確保が保証されなければならない．
いくつか提案されるアーキテクチャのうち，この関心事に対処するために最適なアーキテ
クチャを選択するには，安全ビューポイントから，自動運転システム導入後の交通環境上の
安全が確保されることを明確に保証すべきである．このため，システムモデル構築と並行し
て，安全性に関する妥当性確認を行うことが必要となる．本論文では，自動運転システムが
実現すべき安全性に関する主張が，システムモデルにしたがうことにより満たされること
を確認するために，アシュアランスケースを適用する．アシュアランスケースを用いて，安
全ビューポイントから自動運転車を取り巻く SoS が安全を実現するために必要なゴールを
議論するため，ここで導かれるゴールは対象の SoS への安全性要求を表すとみなす． 
アシュアランスケースは，システムが定義された環境下で定められた用途を実現するた
めに，設計の意図した通りに動作することを保証する合理的な議論である．この議論は，ア
シュアランスケースに示される証拠により保障される[48]．特に，アシュアランスケースの
記述で安全性(Safety)に特化したケースをセーフティケースとよぶ．アシュアランスケース
を記述することにより，安全性以外に，セキュリティや信頼性を論じる場合がある．システ
ムにとって重要な性質に関して，十分な検討および検証が行われていることを示すために，
アシュアランスケースを記述することは重要である．アシュアランスケースの記述の中で，
システム設計で定められる主張に対して，証拠に支えられる客観的な議論をすることによ
り，対象のシステムの妥当性確認が可能となる[74]．また，環境の変化や SoS の構成システ
ムの変化に応じて，アシュアランスケースの記述に新たなゴールを設定し，容易に議論を追
加および修正することが可能であるという利点がある． 
さらに，文献[49]および文献[50]は，アクター(Actor)を導入したアシュアランスケースの
作成手法である d*framework を導入し，主張に関係するシステムやコンポーネントを示す
ことを可能とした．SoS は，独立したシステムが共通の目的の達成のために相互作用する結
果として成立するシステムである．特に，SoS は，Autonomy(自律性)，Belonging(関連性)，
Connectivity(接続性)という性質を持つ[39]．SoS の自律性は，構成システムが独立して運
用され，その構成システム自身の目的を達成する性質である．関連性は，構成システムが
SoS に参加して SoS のゴールを達成することに貢献する性質である．ただし，構成システ
ムが必要に応じて，SoS に参加するか否かを決める．接続性は，構成システムが自身の利益
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に応じて，他の構成システムと接続を形成することができる性質である[75]．すなわち，SoS
の構成システムは自身の目的達成ために，必要に応じて他の構成システムと関係を作った
り，関係を解消したりする．このため，構成システムの変更や SoS からの離脱に対する影
響を把握することは，SoS 全体の主張の達成を保証するために重要となる．本論文では，
SoS の構成システムを d*framework で定義されるノード「アクター」により表現し，構成
システムが関係する安全性要求を示す． 
アシュアランスケースの議論は，妥当性が認められた主張(Claim)の集まりによって，全
体の主張の妥当性を示す．アシュアランスケースの記述の方法として，GSN(Goal 
Structuring Notation)が知られている[48][74]．GSN で用いるノードを表 3-1 に示す．
d*framework は，GSN を拡張したアシュアランスケースの記述の方法であり，表 3-1 に示
されるノードおよびアクターを用いる．GSN では，主張をゴール(Goal)として表し，ゴー
ルを分割して議論を展開することによって，最上位のゴールが成立することを保証する．安
全ビューポイントから議論をすることにより記述をするアシュアランスケースのゴールは，
自動運転車を取り巻く SoS への安全性要求を表す．ゴールとそのサブゴールの間には，サ
ブゴールがすべて達成されることにより，その上位のゴールが成立することを保証する関
係(supported by)が成立する．ゴールの達成をサブゴールが保証する理由を明示するために
戦略(Strategy)のノードを用いる．また，ゴールおよび戦略の必要性を説明するためにコン
テキスト(Context)のノードを用いる．ゴールが達成されることを示す証拠はソリューショ
ン(Solution)として対象のゴールに関係付けて示す．なお，ゴールや戦略の議論の展開が未
達である場合は，未定義要素(Undeveloped)のノードを関係付ける．一方，アクターは，フ
表 3-1 GSN で用いるノードの一覧 
ゴール (主張，Goal) 
 
議論の対象となる主張を示す．システムが
達成すべき安全性，セキュリティ，信頼性
などの性質を示す．サブゴールも同様の矩
形を用いる． 
戦略 (Strategy) 
 
主張の達成を支える説明を示す．上位のゴ
ールとその達成を支えるサブゴールの間
に存在する推論の本質を示す． 
コンテキスト (Context) 
 
ゴールおよび戦略が必要となる理由を示
す． 
未定義要素 
 (Undeveloped) 
 
ゴールや戦略の議論が未達であることを
示す． 
ソリューション (Solution) 
 
ゴールが達成できることを示す証拠を提
示する． 
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ォルダの矩形で表される．  
表 3-1 に示されるノードの間には，2 つの関係“supported by”または“in context of”
が定義される．関係“supported by”は，対象となる 2 つのノード間に，“推論の関係
(inferential relationship)”または“evidential relationship(証拠の関係)”が成立すること
を示す[48]．推論の関係は，アシュアランスケースの議論の中で，あるゴール間に推論が存
在することを示すために用いられる．一方，証拠の関係は，ゴールとこのゴールが成立する
ことを立証するための証拠の間につながりがあることを示す．関係“supported by”は，「ゴ
ールとゴール」「ゴールと戦略」「ゴールとソリューション」「戦略とゴール」の間に成立す
る．関係“in context of”は，対応するノードが必要となるコンテキストを関係付ける．こ
の関係は，「ゴールとコンテキスト」「戦略とコンテキスト」の間に成立する．最後に，アク
ターは“depend on”の関係を表す二重の矢印によってゴールと関係付けられる．GSN お
よび d*framework を用いてアシュアランスケースを記述するために，D-Case エディタを
用いる[76]． 
 
3.2. 自動運転車を取り巻く SoS アーキテクチャ定義のためのユースケース分析 
 自動運転車を取り巻く SoS アーキテクチャを定義する中で，安全性要求を明らかにする
ためには，自動運転システムと SoS の構成システムの相互作用を明らかにすべきである．
後述するアシュアランスケースを用いた議論の結果，自動運転車の振る舞いが他の構成シ
ステムに正しく伝わることが重要であることがわかる．このため，自動運転車，自動運転シ
ステム，およびドライバの相互作用をより深く分析する．また，レベル 3 の自動運転システ
ムは，ドライバに対して必要に応じて自動運転システムから運転操作への介入を求める．す
なわち，ドライバは，緊急時に対応することに備える DDT Fallback-Ready user であるこ
とが求められる．この際，文献[77]は自動運転システムが操作を担う場合，人のドライバが
常に運転に参加すべきか否かを明確にする必要があることを指摘している．よって，自動運
転車の振る舞いを正しく他の構成システムに伝えるために，ドライバが担う機能を分析す
ることが有用である．このため，システムモデルの構築に用いられるダイアグラムのうちの
1 つであるユースケースを用いて SoS の構成システム間の相互作用を検討する． 
ユースケースとは，あるシステムを利用して目的を達成するユーザとそのシステムの間
の相互作用について説明をするために用いられる[78]．Lane ら[79]は，Department of 
Defense（DoD，アメリカ合衆国国防総省）が提案する SoS エンジニアリングのプロセス
[80]に SysML を適用することを提案している．同論文の中で，SoS のコンテキストを明ら
かにした後，システムが提供する最上位のサービスを明らかにするためにユースケース分
析を行う方法が示されている．本論文では，DoD が提唱する SoS エンジニアリングのステ
ップ「SoS の構成システムとそれらの関係を理解する」に着目し，コンテキスト図から構成
システム間の関係を定義し，その関係を保ちながらユースケース分析を行うことにより，自
動運転車のドライバの機能を導出する． 
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3.3. アシュアランスケースを用いた SoS アーキテクチャに対する妥当性確認と安全性要
求の定義 
第 2 章より，交通環境の安全を保つためには，自動運転車を取り巻く SoS の構成システ
ムおよびその環境の間で，社会に受容される安全に関する取り決めである抽象的な約定を
設定することが重要であることを示した．第 2 章では，優先度に関する抽象的な約定の設
定を提案したが，本章では優先度のみならず，自動運転車の社会受容性を高め，かつ交通環
境の安全を実現するための抽象的な約定を対象とする．アシュアランスケースを用いて抽
象的な約定に関して議論をすることにより，社会ビューポイントからみた安全性要求を定
義する．ここで，SoS の構成システムの各ゴールへの関係を表すために，構成システムを
d*framework が提案するアクターとみなす． 
まず，レベル 3 の自動運転システムを検討する際に，自動運転システムとドライバの相
互作用を明確にすることが重要であるため，対象の構成システムとしてこれら 2 つの構成
システムを扱う．ただし，他の構成システムとこれら 2 つの構成システムの関係を明らか
にしなければ，交通環境全体を考慮できない．また，構成システム間の関係を簡潔に表すこ
とにより，SoS 全体が安全を達成するための要求を明らかにしたい．これらの理由より，そ
の他の構成システムを 1 つにまとめて「その他構成システム」として表し，自動運転システ
Figure 3-1 Assurance Case Describing the Arguments about Safety Considering of 
Relationships for Constituent Systems and Abstract Contracts from the Society 
Viewpoint 
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ムおよびドライバとの関係を表現する． 
第 2 章では，交通環境上のコンフリクトを防ぐために，優先度に関する抽象的な約定の
設定の提案を行った．本論文は，自動運転車を取り巻く SoS の構成システムおよびその環
境の間の社会に受容される安全に関する取り決めのことを抽象的な約定と定義することを
述べた．本章では優先度のみに限定せず，抽象的な約定の定義に基づき，自動運転車を取り
巻く SoS に対して定義される他の抽象的な約定があると仮定して安全に関する議論を行う． 
前章の考察で，構成システムが抽象的な約定に従わない場合，異なる判断の結果として引
き起こされる振る舞いにより，交通環境上に構成システム間の振る舞いの相反が生じるこ
とを示した．したがって，交通環境の安全を実現するためには，自動運転システム，ドライ
バ，およびその他構成システムがそれぞれ抽象的な約定に従う必要がある．すなわち，抽象
的な約定は，安全性要求を実現するためのしたがうべき規範であるといえる．構成システム
が抽象的な約定に従う前提の上で，利害関係者に対して自動運転車を導入する社会の安全
性について説明をすることが可能となる．この結果，利害関係者の理解を得られ，自動運転
車に対する社会受容性を高めることができる．これらの関係を議論したアシュアランスケ
ースを Figure 3-1 に示す． 
Figure 3-1 の ADS，EVD，CSs はそれぞれ自動運転システム，ドライバ，その他の構成
システムを表す．これらは，アクターを表すフォルダの矩形を用いて表現される．それぞれ
の構成システムが抽象的な約定にしたがうことをアクターとゴールを関係付ける depend 
on の矢印で結んでいる．たとえば，ADS や CSs が抽象的な約定に従うためには，ADS お
よび CSs の各設計に依存するため，depend on の関係がアクターとゴールの双方向に結ば
れている．EVD の場合は，抽象的な約定に従うか否かは，EVD 自身の判断に依存する．こ
のため，アクターEVD とゴールの間に双方向に結ばれる depend on の関係が成り立つ． 
Figure 3-1 からは，構成システムと抽象的な約定の関係は示されるが，構成システム間に
どのような関係があるべきかを明らかにすることはできない．このため，利用ビューポイン
トからの自動運転車を取り巻く SoS アーキテクチャの妥当性確認および安全性要求の定義
を行う．本節では，文献[40]で示される自動運転車を取り巻く SoS に対するコンテキスト分
析の結果を用いてアシュアランスケースを記述し，その過程で妥当性確認と安全性要求の
定義を行う．まず，システムモデルの図の 1 つであるシーケンス図が示す相互作用に着目
し，安全性要求と SoS の構成システム間の関係をアシュアランスケースに記述する．また，
シーケンス図の結果を受け，構成システム間の情報の授受を示すことにより構成システム
の相互接続を表す内部ブロック図が作成される．この内部ブロック図に対してアシュアラ
ンスケースを記述する．この際，シーケンス図から内部ブロック図を作成する際のコンテキ
ストをアシュアランスケース上に記述する．さらに，アシュアランスケース記述の結果を総
合することにより，自動運転車を取り巻く SoS に求められる安全性要求と構成システム間
の関係を示す．このようにシステムモデルを中心として，構成システムの相互作用が安全の
確保を保障することに対する妥当性確認を行うことが重要である． 
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 まず，文献[40]で行われたシステムモデルの作成の概要を説明する．まず，自動運転シス
テムのユースケースとして，HAVEit[23]が提示する高度運転支援システムのユースケース
を参考にする．ここで，SoS の構成システムをユースケースのアクターとみなすことによ
り，シーケンス図を用いてユースケース分析を行う．Figure 3-2 にユースケース「レベル 3
の自動運転システムである Automated Driving System (ADS)を搭載する自車両(Ego 
Vehicle)の進路上に障害物があるとき」を分析し，SoS の構成システムの相互作用を検討し
たシーケンス図を示す．シーケンス図に含まれる四角い矩形には，ユースケースのアクター
である Driver (ドライバ)，Automated Driving System (自動運転システム)，Ego Vehicle  
Figure 3-2 A Sequence Diagram to Analyze the Use Case Regarding to "There Is an 
Obstacle on the Course of the Ego Vehicle" 
Optimize D&AD_Driving and Detected Obstacle_Braking_HA[Interaction] sd [  ] 
 : Highway-type Road : Automated 
Driving System
 : Surrounding 
Mobility
 : Ego Vehicle : Driver
Estimate external system
ref
[ ]
[ ]
par
D - Driver
AD - Automated Driving 
assess driver state
calculate feasible trajectory for lane change
define automation level
communicate via visual, acoustic, haptic channel
communicate via visual, acoustic, haptic channel
enable the driver to know the current level and action of the automation
enable the driver to know possibility for levels of automation
measure driver related data
measure driving related data
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(自車両)，Surrounding Mobility (周辺車両)，Highway-type Road (高速道路)が示されてい
る．たとえば，Figure 3-2 の複合フラグメント par の中で，Driver は ADS に対して，メッ
セージ“measure driver related data”を送ることにより，ADS のドライバに関連したデ
ータを計測する機能を呼び出す．次の自己メッセージ“assess driver state”で，ドライバ
に関連したデータ計測の結果を用いて ADS がドライバの状態を評価する機能を呼び出す．
なお，複合フラグメント par は，その中に含まれる相互作用が並行して処理されることを
示す．つまり，ADS がドライバに関連するデータを計測することと並行して，車線変更が
可能な軌跡を計算する機能“calculate feasible trajectory for lane change”が処理される．
シーケンス図を用いてユースケース分析を行うことにより，SoS の各構成システム間の相
互作用を明示的に検討することが可能となる． 
 次に，シーケンス図を用いた相互作用の検討結果を受け，自動運転車を取り巻く SoS の
コンテキストの検討を行う．内部ブロック図を用いて構成システム間の情報の授受により
構成システム間の相互接続を示すコンテキスト図を Figure 3-3 に示す．内部ブロック図の
四角い矩形は，SoS の構成システムを表す．また，SoS の構成システムを矢印で関係付け，
情報(アイテム)の授受を表す．たとえば，Figure 3-2 のシーケンス図より，Driver から ADS
にドライバに関連する情報が送信されることから，Figure 3-3 で Driver から ADS へ，2 種
類の情報“Direct driver monitoring data”および“Driver automated driving command”
がアイテムとして受け渡される．自動運転車を取り巻く SoS 全体が成立するためには，
Figure 3-3 で構成システム間に定義されているアイテムが正常に授受されることが要求さ
れる． 
 SoS のアーキテクチャの成果として得られる SysML で記述されたシステムモデルに含
まれるそれぞれの図に対して安全性を議論するために，アシュアランスケースを記述する．
アシュアランスケースを用いることにより，自動運転車を取り巻く SoS の安全性に集中し
た議論をし，SoS アーキテクチャが安全性を保障する論拠を示すことが可能となる．さら
に，妥当性確認のための論理展開および議論のコンテキストを記述として残すことができ
る．また，SoS の構成システムを d*framework のアクターとして定義することにより，達
成すべきゴールに関係する SoS の構成システムの依存関係を明らかにする．SoS の構成シ
ステムはそれぞれ独立に運用され，SoS に参加するか否かは構成システムが必要に応じて
決める特性を持つ[81]．すなわち，SoS の構成システムは自由に変更および SoS からの離
脱ができる．したがって，SoS の構成システムの変化が SoS の安全に与える影響を確認し
対応を検討するために，構成システムをアクターとしてゴールに関係付けて記述を残すこ
とは有意義である． 
Figure 3-4 は，Figure 3-2 に示したシーケンス図を対象に作成したアシュアランスケー
スを示す．ゴール GU_S1_1「シーケンス図に示される相互作用が成立することにより安全
性が成立する」を最上位のゴールとして設定する．最上位のゴールを分解する戦略 SU_S1_1
として，ドライバが車線変更の意図を持つ通常のケースと車線変更の意図がないケースに
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分けて議論をする戦略を立てる．この戦略から導かれるゴールとして，GU_S1_2 およびそ
のサブゴール GU_S1_8 を例として説明する．ゴール GU_S1_2「(ドライバが車線変更の意
図を持つ場合に)相互作用が成功する」を達成するためには，ADS がドライバの状態を評価
できる必要がある(GU_S1_8)．さらに，Figure 3-2 の複合フラグメント par 内のメッセー
ジの記述から，ADS がドライバの状態を評価するためには，ドライバおよびその運転に関
係するデータを ADS が計測可能であることが要求される．ADS は，ゴール GU_S1_8「ADS
はドライバの状態を評価できる」に関して Driver に依存すると考えられる．したがって，
アシュアランスケースの記述でアクター“Driver”と“Automated Driving System”を定
義し，“depend on”の関係を用いてこれらのアクターと対象のゴール GU_S1_8 を結ぶ．ア
クターはフォルダの矩形で表す．一方，ゴール GU_S1_8 は，Figure 3-2 が示すように ADS
が“ドライバに関するデータを計測する”および“運転に関するデータを計測する”ことの
結果を用いて実行される．したがって，これらの項目をそれぞれサブゴール GU_S1_9，
GU_S1_10 として定義し，関係“supported by”でゴール GU_S1_8 と関係付ける． 
シーケンス図に対するアシュアランスケースを記述したのち，コンテキストを示す内部
ブロック図(Figure 3-3)で記述される構成システム間の情報の授受をもとにアシュアランス
ケースを記述した結果を Figure 3-5 に示す．Figure 3-5 の説明のため，Figure 3-6 は，
Driver と ADS の相互関係を示す部分のみを抜粋して示す．Figure 3-6 は，Figure 3-5 の
左下の部分を示している． 
これより，Figure 3-6 に示されるゴールとアクターについて説明する．Figure 3-3 の内
部ブロック図は，Driver から ADS へは 2 種類の情報“Direct driver monitoring data”(直
接ドライバを観測したデータ)および“Driver automated driving command”(ドライバの
ADS への指示)が受け渡されることを定義している．このため，2 つのアクターDriver と
ADS がこれらの情報の授受を成功させるためのゴール(GU_I1_3，GU_I1_4)を介して依存
関係にある．ここでは，GU_I1_3「ADS は直接ドライバを観測した情報を正しく得ること
ができる」および GU_I1_4「ADS はドライバからの命令を正しく得ることができる」に対
して直接アクターDriver と ADS を関係付ける代わりに，上位のゴール GU_I1_2「ADS は
ドライバに関する情報を正しく得ることができる」を設けることにより，構成要素間の関係
をより簡潔に示す．そして，戦略 SU_I1_1「ADS が得るべき情報ごとに議論する」を設定
した上で，Driver から ADS に受け渡される 2 種類の情報が受け渡し可能であることをゴ
ール GU_I1_2 のサブゴールとして示す． 
なお， Figure 3-6 に示されるコンテキスト(CU_I1_1，CU_I1_2)に含まれる list 1 とは，
内部ブロック図内のアイテムの授受を検討する際に参照したシーケンス図の一覧である．
このシーケンス図の名前の一覧を表 3-2 に示す．アシュアランスケース中に SysML の関
係するダイアグラム名をコンテキストとして示すことによって，アシュアランスケースの
議論をシステムモデルに反映できるようにする狙いがある．表 3-2 に示すシーケンス図に
対して行ったアシュアランスケース記述の結果を安全性要求の一覧の表として Appendix 1
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に示す． 
内部ブロック図からのアシュアランスケースの記述に伴い，内部ブロック図上で定義さ
れる関係の妥当性の確認をすることによって，ゴール「周辺車両および歩行者に自車両の情
報が正しく伝わる」を設定すべきことに気が付く．内部ブロック図上でこの関係は定義され
Figure 3-6 The part of Assurance Case Describing the Arguments about Safety with 
Actors in Reference to the Internal Block Diagram from the Usage Viewpoint 
 
表 3-2 内部ブロック図の相互関係の定義に用いられたシーケンス図 
# シーケンス図 
1 Optimize D&AD_Driving andDetected Obstacle_Braking_HA (高度自動運転シス
テムの稼働中に障害物を検出し，停車) 
2 Optomize D&AD_Driving and Detected Obstacle_Emergency Braking_DA (運転
補助システムの稼働中に障害物を検出し，緊急停止ブレーキが作動) 
3 Optimize system joining and interaction between D&AD_Lane Change_HA (高
度自動運転システム稼働中の車線変更時のドライバと ADS の相互作用) 
4 Optimize system joining and interaction between D&AD_Driving and Activation 
Not Possible_DA (運転補助システムの稼働中に ADS が作動不可能) 
5 Optimize system joining and interaction between D&AD_Driving and 
Deactivation Necessary_HA (高度自動運転システム稼働中にドライバが運転権限
を移譲される) 
6 Optimize system joining and interaction between D&AD_Driving and Right 
Obertaking_HA (高度運転システム稼働中にドライバが運転権限を取得する) 
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ていない．すなわち，SysML とは異なるアシュアランスケースの記述を用いることにより，
システムモデルの記述の不足に気付くことができる．Figure 3-5 のゴール GU_I1_27「歩行
者は自車両の振る舞いを認知することができる」および GU_I1_28「周辺車両は自車両の振
る舞いを認知することができる」として先述したゴール「周辺車両および歩行者に自車両の
情報が正しく伝わる」を追加する． 
Figure 3-5 の中で，アクターを関係付ける“depend on”の矢印を用いて，内部ブロック
図が定義する情報の授受に関して「他の SoS の構成システム(CS，Constituent System)へ
の依存」および「他の SoS の構成システムへの貢献」を分析する．Figure 3-7 は，SoS の
ある構成システムから他の構成システムに対して，“depend on”の関係がいくつ成立して
いるかを数え上げた結果を示す．たとえば，Ego Vehicle Driver は Figure 3-5 のゴール
GU_I1_1「ドライバが ADS から正しく情報を得ることができる」を達成するために
Automated Driving System に依存する．このため，Figure 3-7 の(*1)に“1”が示される．
また，Automated Driving System は，Figure 3-5 のゴール GU_I1_2「ADS がドライバに
関する情報を正しく得ることができる」を達成するために Ego Vehicle Driver に依存する．
加えて，Figure 3-5 で GU_I1_2 は 2 つのサブゴール GU_I1_3 および GU_I1_4 に分解さ
れる．これより，Figure 3-7 の(*2)に“2”が示される．行ごとに示される数値を可算した
結果は，左端に示される構成システムが他の構成システムに依存する関係の数を示すため，
「他の SoS の構成システムへの依存 (Dependency on the other CSs)」を意味する．一方，
列ごとに示される数値を加算した結果は，上端に示される構成システムが他の構成システ
ムに対して依存される関係の数を示すため，「他の SoS の構成システムへの貢献
(Contribution to the other CSs)」を意味する． 
これらの結果を俯瞰すると，自車両が他の構成システムに対し最も多くの情報を提供す
ることがわかる(Figure 3-7 の(*3))．これより，自車両の振る舞いが他の構成システムに伝
Ego Vehicle
Driver Ego Vehicle
Automated
Driving
System
ICT System
Transport
Infrastructure
System
Surrounding
Mobility Pedestrian
Dependency
on the other
CSs
Ego Vehicle
Driver 1 1 0 1 1 1 5
Ego Vehicle 3 1 1 1 0 0 6
Automated
Driving System 2 2 1 1 1 1 8
ICT System 0 1 0 1 1 0 3
Transport
Infrastructure
System
0 1 0 0 0 0 1
Surrounding
Mobility 0 1 0 0 0 0 1
Pedestrian 0 1 0 0 0 0 1
Contribution to
the other CSs 5 7 2 2 4 3 2
Figure 3-7 Analysis of Interactions on the Information in Reference to the Assurance 
Case of the Internal Block Diagram 
(*1) 
(*2) 
(*3) 
(*4) 
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わることが自動運転車を取り巻く SoS の安全を実現するために重要であると考えられる．
また，自動運転システムが他の構成システムからの情報を最も必要とすることがわかる
(Figure 3-7 の(*4))．よって，自動運転システムへの情報の伝達を保証することが，自動運
転システムを取り巻く SoS の安全につながると考えられる． 
行列を用いたシステムの要素の関係の構造化や分析のために用いる方法として，
ISM(Interpretive Structural Modeling)[82]および DSM(Design Structure Matrix)[83]が
知られている．ISM は，システムの要素の構造を分析するために用いられる．まず，シス
テムの要素間の関係を定義し，その関係を表す有向グラフを作成する．この有向グラフから
隣接行列を定義し，可到達行列を求めることにより，システムの要素の構造を明らかにする．
一方，DSM は，システムの要素とそれらの相互作用を表現するために用いられるモデリン
グのためのツールである．DSM の分析は，クラスタリング(Clustering)やパーティショニ
ング(Partitioning)と呼ばれる方法で行われる．ISM と DSM の違いは，ISM は間接的な関
係を分析することに対し，DSM は間接的な関係を除くよう分析が行われる点である[84]．
文献[84]は，QFD(Quality Function Deployment, 品質機能展開)に多空間デザインモデル
の視点を導入した M-QFD(Multispace-Quality Function Deployment)[85]の相関行列から
導かれる Direct Affective Matrix に対して，ISM と DSM をともに用いることを提案して
いる．ISM や DSM を用いたゴール間の関係の詳細な検討は，今後の課題とする． 
最後に，シーケンス図と内部ブロック図から作成したアシュアランスケースである
Figure 3-4，Figure 3-5，および Appendix 1 に示すゴールを総合して，ゴール GU_ALL1_1
「自動運転車を取り巻く SoS が安全である」を最上位のゴールとするアシュアランスケー
スを記述し，その結果を Figure 3-8 に示す．このアシュアランスケースの記述では，引き
続き安全性の観点で必要とされるゴールと SoS の構成システムの関係を d*framework の
アクターを用いて明記する．ここでは，ADS およびドライバに関係するゴールに着目して
アシュアランスケースを用いて議論をする．まず，ゴール GU_ALL1_1 を分解する戦略と
して，SU_ALL1_1「シーケンス図と内部ブロック図から得られるアシュアランスケースを
統合するという観点で議論をする」を設ける．Figure 3-4 および Figure 3-5 から，構成シ
ステムとゴールの依存関係が明らかとなっているため，戦略 SU_ALL1_1 にしたがい，ゴ
Figure 3-9 Decompositions to Sub Goals of "Goal: GU_ALL1_4" in Figure 3-8 
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ール GU_ALL1_2「ADS に依存する振る舞いが安全である」とゴール GU_ALL1_3「ドラ
イバに依存する振る舞いが安全である」を導出する．次に，GU_ALL1_2 および GU_ALL1_3
を Figure 3-4 と Figure 3-5 の結果から，それぞれゴール GU_ALL1_4 から GU_ALL1_8， 
GU_ALL1_9 から GU_ALL1_12 に分解する． 
Figure 3-8 は，一部のゴールのみを示しているが，ゴール G_4 から G_10 はさらにサブ
ゴールに分解される．Figure 3-9 から Figure 3-15 に，各ゴールからサブゴールを導くアシ
ュアランスケースを示す．まず，ゴール GU_ALL1_4「ドライバは ADS とチャネルを通じ
てコミュニケーションできる」のサブゴールを Figure 3-9 に示す．Figure 3-9 には，ドラ
イバが ADS とコミュニケーションするために必要となるゴールが示されている．Figure 
3-9 が示すサブゴールを順に述べる：GU_ALL1_4_1「ADS は，ドライバに警告を与えるこ
とができる」，GU_ALL1_4_2「ADS は，ドライバに可能な自動運転のレベルを知らせるこ
とができる」，GU_ALL1_4_3「ADS は，現在の自動運転のレベルとアクションをドライバ
に知らせることができる」，GU_ALL1_4_4「ADS は，次の自動運転のレベルとアクション
をドライバに知らせることができる」．これらのゴールは， ADS よりドライバへの警告，
現在および次の自動運転システムの行動および自動運転のレベルの掲示が含まれる． 
次に，Figure 3-8 のゴール GU_ALL1_5「危険な状況になった際に，ADS が緊急のブレ
ーキをかける」を分解して得られるサブゴールを Figure 3-10 に示す．ドライバが ADS か
らの情報に気が付かない場合，ゴール GU_ALL1_5_1「ドライバが ADS の提案を無視し，
状況が悪化する場合，ADS が緊急のブレーキを作動できる」が必要となる．また，ドライ
バがADSからの情報に気付いたものの，それには従わず，かつ適切な対応を取らない場合，
ゴール GU_ALL1_5_2「ドライバが ADS の提案を選択せず，かつドライバが必要な操作を
しない場合，ADS が緊急のブレーキを作動できる」が導かれる． 
Figure 3-10 Decompositions to Sub Goals of "Goal: GU_ALL1_5" in Figure 3-8 
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Figure 3-11 は，Figure 3-8 のゴール GU_ALL1_6「ADS が変更した現在の自動運転のレ
ベルとアクションを知らせることができる」のサブゴールへの分解を示す．車線変更が必要
なときに，ドライバが車線変更を ADS に指示することがない場合，ADS はドライバに情報
を共有した上で振る舞う．このため，ゴール GU_ALL1_6_1「車線変更が必要な際にドライ
バが車線変更を指示しない場合，ADS が自動運転の現在のレベルとアクションを知らせる
ことができる」を導く．ドライバが ADS からの提案に従わず，適切な振る舞いを取らない
場合は，ゴール GU_ALL1_6_2「ドライバが ADS の提案を選択せず，かつドライバが車線
変更を行わない場合，ADS がドライバに警告を行う」が達成されることが必要となる． 
Figure 3-12 に Figure 3-8 のゴール GU_ALL1_7「自動運転のモードを変更できない場
合，ADS が必要な情報を提示する」をサブゴールに分解したアシュアランスケースの記述
を示す．ADS が自動運転モードを変更できないとき，ドライバにその事実を伝えなければ，
ドライバは ADS に起こっていることを把握できない．このため，ドライバへの情報の提示
Figure 3-11 Decompositions to Sub Goals of "Goal: GU_ALL1_6" in Figure 3-8 
 
Figure 3-12 Decompositions to Sub Goals of "Goal: GU_ALL1_7" in Figure 3-8 
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が必要となる．このとき，ADS が自動運転モードを変更できない事実およびその理由など
の事実に付随する情報をドライバに伝える．このため，次の 2 つのサブゴールが導かれる：
GU_ALL1_7_1「事前条件を満たしていないため，Highly Automated のモードに移行でき
ない場合，モード変更ができなかった結果を提示する」，GU_ALL1_7_2「事前条件を満た
していないため，Highly Automated のモードに移行できない場合，モードに移行しないこ
とに関する情報を表示する」．  
Figure 3-13 に Figure 3-8 のゴール GU_ALL1_8「Highly Automated のモードがこれ以
上継続できない場合，ADS が必要な情報を提示する」のサブゴールを示す．ADS が
GU_ALL1_8 の示す必要な情報をドライバに提供する際に，ドライバと ADS がコミュニケ
ーションをする必要があるため，GU_ALL1_8_1「Highly Automated のモードをこれ以上
実行できない場合，ドライバが ADS と必要なコミュニケーションをとることができる」が
導かれる．GU_ALL1_8 の示す必要な情報とは，システムモデルでは，自動運転モードが
“Driver Assisted”に変更されたことを示す情報であることが定義されている．これより，
ドライバの応答の有無を明示するため，GU_ALL1_8_2「Highly Automated のモードがこ
れ以上実行できず，ドライバが応答しない場合，Driver Assisted のモードに移行したこと
をドライバが認知できるようにする」，および GU_ALL1_8_3「Highly Automated のモー
ドをこれ以上実行できない場合，ADS が Driver Assisted のモードに移行したことをドラ
イバが認知できるようにする」にゴールを分解する． 
Figure 3-14にFigure 3-8のゴールGU_ALL1_9「ドライバの状態をADSが評価できる」
のサブゴールへの分解を示す．GU_ALL1_9 でドライバの状態を ADS が評価するために計
測すべきデータとして，GU_ALL1_9_1「ドライバに関係するデータを計測できる」および
GU_ALL1_9_2「ドライバの運転に関するデータを計測できる」を導く． 
最後に Figure 3-15 に Figure 3-8 のゴール GU_ALL1_10「ドライバの選択が ADS に伝
達される」をサブゴールに分解したアシュアランスケースの記述を示す．シーケンス図をも
Figure 3-13 Decompositions to Sub Goals of "Goal: GU_ALL1_8" in Figure 3-8 
 
 
 
59 
 
とにしたアシュアランスケースの議論から，ドライバから ADS に伝わるべきドライバの選
択として，「モードの変更」，「ADS の提案に従うか否かの意思表示」，および「必要に応じ
たドライバによる運転操作」が導かれる．このため，GU_ALL1_10 のサブゴールとして，
次の 4 個のサブゴールを導出する：GU_ALL1_10_1「ドライバの選択にしたがい，自動運
転のレベルを Driver Assisted に変更する」，GU_ALL1_10_2「車線変更をしないという
ADS の提案にしたがう場合，ドライバの選択が ADS に伝わる」，GU_ALL1_10_3「車線変
更をするという ADS の提案にしたがう場合，ドライバの選択が ADS に伝わる」，
GU_ALL1_10_4「Highly Automated のモードがこれ以上実行できないときに，ADS がド
ライバの操作を受け入れることができる」． 
Figure 3-8 およびそのサブゴールを表す Figure 3-9 から Figure 3-15 までのアシュアラ
ンスケースに示すゴールは，自動運転車を取り巻く SoS が安全であることを実現するため
のゴールである．これらのゴールを表 3-3 に一覧としてまとめる．表 3-3 に含まれる G_x
という項目は，対応するゴールの識別番号を示す． 
Figure 3-4 から Figure 3-15 に示したアシュアランスケースの記述は，システムモデルか
ら導かれる安全性要求を示している．さらに，d*framework のアクターとして SoS の各構
Figure 3-14 Decompositions to Sub Goals of "Goal: GU_ALL1_9" in Figure 3-8 
 
Figure 3-15 Decompositions to Sub Goals of "Goal: GU_ALL1_10" in Figure 3-8 
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成システムを表すことにより，各要求を達成するために関係する SoS の構成システムを明
示することができる．このため，構成システムの責任範囲および要求の実現のために検討す
べき対象を容易に理解できる．また，SoS の構成システムが SoS より離脱する，または変
更される際に影響がある安全性要求をアクターとゴールの関係から確認をすることが可能
となる． 
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表 3-3 自動運転車を取り巻く SoS の安全性要求の一覧 
GU_ALL1_1:自動運転車を取り巻く SoS が安全である 
GU_ALL1_2:ADS に依存する振る舞いが安全である 
GU_ALL1_4 ドライバは ADS とチャネルを通じてコミュニケーションできる 
 GU_ALL1_4_1 ADS は，ドライバに警告を与えることができる 
 GU_ALL1_4_2 ADS は，ドライバに可能な自動運転のレベルを知ら
せることができる 
 GU_ALL1_4_3 ADS は，現在の自動運転のレベルとアクションをド
ライバに知らせることができる 
 GU_ALL1_4_4 ADS は，次の自動運転のレベルとアクションをドラ
イバに知らせることができる 
GU_ALL1_5 危険な状況になった際に，ADS が緊急のブレーキをかける 
 GU_ALL1_5_1 ドライバが ADS の提案を無視し，状況が悪化する場
合，ADS が緊急のブレーキを作動できる 
 GU_ALL1_5_2 ドライバが ADS の提案を選択せず，かつドライバが
必要な操作をしない場合，ADS が緊急のブレーキを
作動できる 
GU_ALL1_6 ADS が変更した現在の自動運転のレベルとアクションを知らせること
ができる 
 GU_ALL1_6_1 車線変更が必要な際にドライバが車線変更を指示し
ない場合，ADS が自動運転の現在のレベルとアクシ
ョンを知らせることができる 
 GU_ALL1_6_2 ドライバが ADS の提案を選択せず，かつドライバが
車線変更を行わない場合，ADS がドライバに警告を
行う 
GU_ALL1_7 自動運転のモードを変更できない場合，ADS が必要な情報を提示する 
 GU_ALL1_7_1 事前条件を満たしていないため，Highly Automated
のモードに移行できない場合，モード変更ができなか
った結果を提示する 
 GU_ALL1_7_2 事前条件を満たしていないため，Highly Automated
のモードに移行できない場合，モードに移行しないこ
とに関する情報を表示する 
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表 3-3 自動運転車を取り巻く SoS の安全性要求の一覧(続き) 
GU_ALL1_8 Highly Automated のモードがこれ以上継続できない場合，ADS が必要
な情報を提示する 
 GU_ALL1_8_1 Highly Automated のモードをこれ以上実行できない
場合，ドライバが ADS と必要なコミュニケーション
をとることができる 
 GU_ALL1_8_2 Highly Automated のモードがこれ以上実行できず，
ドライバが応答しない場合，Driver Assisted のモー
ドに移行したことをドライバが認知できるようにす
る 
 GU_ALL1_8_3 Highly Automated のモードをこれ以上実行できない
場合，ADS が Driver Assisted のモードに移行したこ
とをドライバが認知できるようにする 
GU_ALL1_3:ドライバに依存する振る舞いが安全である 
GU_ALL1_9 ドライバの状態を ADS が評価できる 
 GU_ALL1_9_1 ドライバに関係するデータを計測できる 
 GU_ALL1_9_2 ドライバの運転に関するデータを計測できる 
GU_ALL1_10 ドライバの選択が ADS に伝達される 
 GU_ALL1_10_1 ドライバの選択にしたがい，自動運転のレベルを
Driver Assisted に変更する 
 GU_ALL1_10_2 車線変更をしないという ADS の提案にしたがう場
合，ドライバの選択が ADS に伝わる 
 GU_ALL1_10_3 車線変更をするという ADS の提案にしたがう場合，
ドライバの選択が ADS に伝わる 
 GU_ALL1_10_4 Highly Automated のモードがこれ以上実行できない
ときに，ADS がドライバの操作を受け入れることが
できる 
GU_ALL1_11 ADS がドライバの選択にしたがい運転を行う 
GU_ALL1_12 自車両はドライバの操作にしたがい運転を行う 
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3.4. 構成システム間の相互作用に対するユースケース分析 
 本節では，SAE International の定める自動運転のレベル 3 に該当する自動運転システム
[8]を対象にユースケースを用いて，SoS の構成システム間の相互作用の分析を行う．まず， 
3.3 節で示した自動運転車を取り巻く SoS の構成システム間の相互接続を示す内部ブロッ
ク図(Figure 3-3)をもとに，構成システム間の関係の強さを分析する．次に，分析結果にも
とづき，関係のある構成システムごとにユースケース分析を行うことによってドライバと
構成システムの相互作用を分析する． 
 Figure 3-3 に示す内部ブロック図は，自動運転車を取り巻く SoS の構成システムである
Ego Vehicle (検討の対象である自動運転車両，自車両)，Ego Vehicle Driver (自動運転車の
ドライバ )，ADS (自動運転システム )， ICT System (情報システム )，Transport 
Infrastructure System (交通システム )，Surrounding Mobility (周辺車両 )，Natural 
Environment (自然環境)，Pedestrians (歩行者)，Physical Environment (物理環境)の相互
接続を表す．内部ブロック図に含まれる矢印は，構成システムがそれぞれ他の構成システム
に提供する情報の流れを表す．すなわち，内部ブロック図は，ある構成システムが他の構成
システムから特定の情報を受け取る必要があることを示す．このため，内部ブロック図の矢
印が示す関係より，情報の授受に関する依存関係を導く． 
ここで，依存関係を「ある構成システム𝑆ଵが他の構成システム𝑆ଶから情報を受け取る場合，
𝑆ଵは𝑆ଶに依存する」と定義する．たとえば，自動運転車のドライバは自車両から“Navigation 
Information”(走行に関する情報)を受け取る．このとき，この情報を受け取るという意味
で，自動運転車のドライバは自車両に依存する関係が成立する．この依存関係を Figure 3-16
に示す行列で表す．この行列は，行と列にそれぞれ SoS の構成システムをラベルとして持
つ．すなわち，𝑛行の構成システムが𝑚列の構成システムから𝑘種の情報を受け取る依存関係
を持つ場合，ሺ𝑛, 𝑚ሻ成分の値は𝑘となる．たとえば，ADS はドライバから“Driver Monitoring 
ego Vehicle
Driver ego Vehicle
automated
Driving
System
ICT System
transport
Infrastructure
System
surrounding
Mobility
Natural
Environment pedestrian
physical
Environment
ego Vehicle
Driver 1 1 0 1 1 1 1 1
ego Vehicle 3 1 1 1 0 0 0 0
automated
Driving
System
2 2 1 1 1 1 1 1
ICT System 0 1 0 1 1 0 0 0
transport
Infrastructure
System
0 1 0 0 0 0 0 0
surrounding
Mobility 0 0 0 0 0 0 0 0
Natural
Environment 0 0 0 0 0 0 0 0
pedestrian 0 0 0 0 0 0 0 0
physical
Environment 0 0 0 0 0 0 0 0
Figure 3-16 Analysis of Interactions on the Information in Reference to the Internal 
Block Diagram Systems 
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Data”(ドライバに関する観測値)と“Driver Automated Driving Command”(自動運転に
関する運転のコマンド)を受け取る．これより，ADS はドライバから 2 種類の情報を受け取
るため，Figure 3-16 の行列のሺ3, 1ሻ成分の値は 2 となる． 
Figure 3-16 に示す行列の各行の値の総和は，構成システムが他の構成システムに依存を
する度合いを表す．一方，各列の値の総和は，他の構成システムへの貢献の度合いを表すと
いえる．表 3-4 に各構成システムが他の構成システムに依存する度合い，および他の構成
システムへの貢献の度合いをまとめる．他の構成システムへの貢献の度合いの結果は，自動
運転車のドライバと自動運転車の値が最大であることを示す．これより，ドライバと自動運
転車の情報が他の構成システムに正しく提供されることが，安全を実現するために重要で
あることがわかる．また，他の構成システムの情報を最も利用するシステムは，ADS であ
ることが示されている．ADS が自動運転車を操縦する際には，他の構成システムからの情
報が十分に得られる必要があるといえる．自動運転車のドライバの他の構成システムに依
存する度合いは ADS より低い．ADS がドライバの状態と自車両の状態に関する情報に関
してより多くの情報を必要とするため，このような差が現れる．このドライバと ADS の間
の情報の差が ADS の運用に問題を起こさないか否かを検討する必要がある． 
 コンテキスト分析より得られる構成システム間の関係を用いて，自動運転車のドライバ
の機能を検討する．この際，コンテキスト分析より得られるドライバと関係を持つ構成シス
テムをまとめて検討する．SoS がより多くの構成システムを含む場合，一度にすべての構成
システムを考慮してユースケースを検討することは難しい．このため，ある関係を持つ構成
システムのみを対象とすることで，検討の対象を絞り込み複雑さを軽減することが可能と
なる． 
まず，表 3-4 の「他の構成システムに貢献する度合い (各列の値の総和)」の列を確認す
表 3-4 依存関係を表す行列の各行，各列の総和 
構成システム 他の構成システムに依存す
る度合い (各行の値の総和) 
他の構成システムに貢献す
る度合い (各列の値の総和) 
自動運転車のドライバ 7 5 
自動運転車 6 5 
ADS 10 2 
情報システム 3 2 
交通システム 1 4 
周辺車両 0 3 
自然環境 0 2 
歩行者 0 2 
物理環境 0 2 
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ると，自動運転車とドライバが他の構成システムに与える情報の種類が最も多い．また，自
動運転車はドライバと異なり，ドライバと自動運転システム以外に情報を与えることが
Figure 3-16 からわかる．このため，自動運転車が提供する情報の種類を Figure 3-3 を用い
て確認する．自動運転車は，ADS に対し“Indirect Driver Monitoring Data”を提供する．
これは，カメラを用いて視線の動きを観測するなど，機器を用いて直接ドライバを観測して
得られるデータではなく，ドライバのハンドル操作やブレーキ，アクセルペダルの操作の履
歴などから推測されるドライバの振る舞いに関するデータである．さらに，自動運転車はド
ライバに対して情報システムや ADS の情報より走行情報を提供する．自動運転車は，ドラ
イバとその他の構成システムをつなぐインタフェースとして働くといえる．また，自動運転
車は，情報システムに対して，自動運転車のナビゲーションに関するデータを送付する．こ
れに加え，自動運転車の駆動力が交通システムに情報として伝わる．これより，自動運転車
が他の交通参加者に車両の振る舞いを伝えていることがわかる．ADS はドライバの情報お
よび周辺システムの情報に依存して自動運転車を操作する．また，ADS の情報はドライバ
や自動運転車に伝わり，自動運転車が他の構成システムに情報を伝える．したがって，ドラ
イバ，自動運転車，および ADS が共に働くことが前提となる． 
さらに，ドライバの機能を導出するためにはドライバの判断に影響する他の構成システ
表 3-5 ドライバの機能を導出するための構成システムの組み合わせ 
 構成システムの組み合わせ 
1 driver, ego vehicle, ADS, transport infrastructure system 
2 driver, ego vehicle, ADS, surrounding mobility 
3 driver, ego vehicle, ADS, natural environment 
4 driver, ego vehicle, ADS, pedestrian 
5 driver, ego vehicle, ADS, physical environment 
Figure 3-17 Analysis Subjects Utilizing Use Cases 
Ego Vehicle (EV)
Automated Driving 
System (ADS)
Ego Vehicle Driver 
(EVD)
Other Constituent 
Systems
offer information to
offer information to
offer information to
offer information to
offer information to
EV, EVD, ADS 
work together
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ムとの相互作用を検討することが必要である．このため， Figure 3-3 でドライバと相互作
用を持つと定義される構成システムを組み合わせてユースケース分析を行う．表 3-5 に構
成システムの組み合わせを一覧で示す．Figure 3-17 は，本節のユースケース分析の対象を
表す図である．Figure 3-17 の実践の矢印は，コンテキスト分析により定義される関係を簡
易的に示す．また，破線はユースケース分析により明らかにしたい構成システムの相互作用
を示す．この図で，EV，ADS，および EVD が共に振る舞うことを明示している．  
本論文では，表 3-5 に示す 4 つ目の構成システムの組み合わせ(ドライバ，自動運転車，
ADS，歩行者)についてユースケース分析の結果を示す．この構成システムの組み合わせに
対し，ユースケース「自動運転車が導入される環境で，歩行者の安全を守る」を検討する．
このユースケースでは，自動運転車がある場所を通過しようとする際に，歩行者が自動運転
車を横切り横断することを想定する． 
 ユースケース分析のために，SysML のシーケンス図を用いる．Figure 3-18 に，ユースケ
ース「自動運転車が導入される環境で，歩行者の安全を守る」に対する分析結果を示す．こ
のユースケースに関係する構成システムをシーケンス図のライフラインとして配置する．
これにより，構成システム間の相互作用を明確に記述することが可能となる．シーケンス図
のライフライン間の矢印は，矢印が刺さるライフラインの機能を呼び出すことを意味する．
このユースケース分析では，ADS が作動中に，歩行者に対してドライバがどのように反応
をすべきかを検討する．まず，alt(Alternative)フラグメントを用いて，ドライバが歩行者を
認知する方法を 2 つのケースに分けて処理を分岐する．1 つ目は，ドライバが ADS から情
報を得る前に歩行者を認知するケースである．2 つ目は，ドライバが ADS からの情報で歩
行者を認知するケースである． 
1 つ目のケースでは，ADS が自車両を操作中であるため，ドライバが発見した歩行者に
対する ADS の対処をドライバが知る必要がある．Figure 3-3 が示す ADS とドライバの間
のアイテムの授受の定義から，ADS の運転操作の意図を知るために，ドライバは
“Automated Driving Information”を受け取る必要がある．このため，Figure 3-18 でド
ライバは ADS に対して“Automated Driving Information”を表示する機能を呼び出すメ
ッセージを送る．そして，その返答メッセージとして対象の情報をドライバが受け取る．そ
の後，自己メッセージとして，ドライバの機能「ADS の意図を理解する」を呼び出す．そ
の結果を alt フラグメントで「ADS が歩行者を通行させるために停車する場合」とそれ以
外に分岐する．ADS が停車する場合，ドライバは歩行者に対して道路を横断するようにメ
ッセージを送り，それを受け歩行者が横断をする．ADS が停車しない場合は，ドライバは
停車するように自動運転車にメッセージを送り，それを受け ADS が自動運転車を停車させ
る．その後，ドライバが歩行者に横断するようにメッセージを送る． 
2 つ目のケースである ADS がドライバより前に歩行者を認知する場合，ADS は歩行者を
優先して横断させることをドライバに理解させる．その後，ADS は自動運転車に停止する
ようにメッセージを送る．そして，ドライバに自動運転に関する情報を確認するように促す
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と同時に，歩行者に横断するようにメッセージを送る．この振る舞いは並行して起こるため，
par フラグメントを用いてメッセージの送受信を表す． 
いずれの条件下でもドライバは歩行者に関する ADS の意図を理解する必要がある．ドラ
イバが ADS の意図を理解しなければ，ADS の現在または次の振る舞いにより何がもたら
されるかをドライバが正確に理解できない．ドライバが ADS の意図を理解していない状況
で ADS がドライバに運転権限を移譲すると，ドライバが適切な判断や操作をできない可能
性があり危険である．したがって，ドライバは機能「ADS の意図を理解する」を要求され
る．一方，ADS が運転操作を担う場合，ドライバが必ず運転に参加している状態であると
Figure 3-18 Use Case Analysis for "Keep a Pedestrian in Safe on the Traffic 
Environments Including Automated Driving Vehicles" 
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はいえない．このため，ドライバの機能「ADS の意図を理解する」を補助するために，ADS
は交通環境をドライバに明確に提示する必要がある．また，ドライバは ADS からの情報を
的確に受け取らなければならない．ドライバが ADS より先に歩行者を認知する場合，まず
ドライバは ADS の意図を理解する．その後，ADS が歩行者に意図を伝える機能を持たない
場合は，ドライバが歩行者に対し横断するように促す．すなわち，ADS が運転操作をして
おり，次の振る舞いを外部のシステムに伝える機能を持たない場合，ドライバが外部のシス
テムと ADS をつなぐインタフェースとして振る舞わなければならないときがある．この機
能をドライバが発揮するためには，ADS の操作中であっても，ドライバは第 2 の脳として
リスクを減らすために振る舞う必要がある．さらに，人の振る舞いは予測が難しいため，
ADS が理解できない可能性がある人の振る舞いをドライバが理解すべきである． 
Figure 3-3 が示す構成システム間のアイテムの授受を考察すると，ドライバの機能とし
て，「歩行者の状態を受け取る」および「運転に関する情報を受け取る」を導くことができ
る．ユースケース分析の結果より，機能「歩行者の状態を受け取る」から，ADS が歩行者
に関する適切な判断をしていないとドライバが考える場合に，機能「ADS に歩行者の意図
を伝える」が必要であることがわかる．さらに，ADS の具備する機能によっては，機能「ADS
の意図を歩行者に伝える」がドライバに要求される．また，機能「運転に関する情報を受け
取る」は，「ADS の意図を理解する」および「ADS からの周辺環境に関する情報を受け取
る」に分解することができる．このように，コンテキスト分析の結果から構成システム間の
関係を導き，その関係にもとづいてユースケース分析を行うことにより，関係を保ったまま
より詳細な機能を検討することが可能となる． 
 
3.5. Tesla Model S の事故事例からのアシュアランスケースによる安全性分析 
3.5.1. Tesla Model S の事故の詳細 
アメリカ合衆国では，特定の州に限るが，公道での自動運転システムの走行実験が認めら
れている．また，同国において一般のドライバが利用可能な自動車にレベル 2 までの運転
支援システムが搭載されるケースがみられる．2016 年 5 月に Tesla 社の Model S の車両が
フロリダ州の高速道路でトラクタと衝突事故を起こした[61]．Tesla Model S には，先進自
動運転支援システム(Advanced Driver Assistance System, ADAS)である Autopilot が搭載
されている．Autopilot は利用形態により，レベル 1 またはレベル 2 の運転支援機能を提供
する．この衝突事故の発生状況を Figure 3-19 に示す．Tesla Model S は，高速道路 27A 号
線(US-27A)の東向き方向の車線を走行し，トラクタは西向き方向の車線を走行していた．
高速道路の対向車線は，芝生の中央分離帯で区切られているものの，完全には区切られてお
らず，事故現場のように対向車線が交差する箇所がある．トラクタが左折し Tesla Model S
の前方を通過しようとした際に事故が発生した． 
事故当時ドライバが利用していた Autopilot の詳細を表 3-6 に示す．Autopilot は，先進
自動運転支援システムであり，自動的にブレーキ操作，ハンドル操作およびトルクを制御す
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ることによって車両の速度や進路を操作する[86]．Autopilot を構成する主要なサブシステ
ムは，Traffic-Aware Cruise Control(TACC)および Autosteer である．Tesla Model S のド
ライバ用のマニュアル[87]には，TACC を利用している間であっても，ドライバが交通環境
に注意を払い，危険に対応する必要があることが明記されている．また，TACC を利用可能
表 3-6 Tesla Model S の Autopilot 機能 
Autopilot (先進運転支援システムの一種) 
サ
ブ
シ
ス
テ
ム 
Traffic-Aware 
Cruise 
Control(TACC) 
自車両と同じレーンの前方に車両があるか否かを判断するた
め，前方を向いているカメラと車両の進行方向面(フロントグ
リル)に設置されたレーダから得られる情報を用いる．前方に
車両がいないと判断された場合，Tesla の車両はドライバが
選択した運転速度に従い走行する．前方に当該車両よりも遅
い速度で走行している車両がいると判断された場合，ドライ
バが決めた速度にもとづき，前方車両との適切な距離を保つ
ようにトルクの制御をする．  
Autosteer ドライバに指定された速度で走行中に車両が走行車線内を走
るように操作する．自動的に車線の中央に車両を位置させる
ために車線とその他車両や障害物の確認をすることを目的と
し，カメラ，レーダ，超音波センサの情報を用いる．Autosteer
は，車線の情報と車両の前方にいる自動車の情報をもとに，
ハンドルを操作する． 
Figure 3-19 The Situation of the Accident caused by Tesla Model S and a Tractor-
trailer 
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な環境は，高速道路のような乾いた直線道路を前提としている．Autosteer に対して，TACC
と同様に使用中は常にマインドフルに交通環境に注意を払い，運転に参加する必要がある
ことがマニュアルに明記されている． 
Autopilot とは別に，Tesla Model S には Automated Emergency Braking (AEB) システ
ムが搭載されている．この車両の AEB システムは，車両の前方が他車両の後方に衝突する
事故(Front-to-rear Collision)の影響を減少させる，または避けるために設計されている．周
辺環境の検出には，レーダとカメラを用いる．カメラシステムは，衝突の対象車両の分類を
決定するために，車両の後方の画像の大量のデータセットを用いる Mobileye 社[88]の
EyeQ3 チップを搭載している．事故当時，AEB システムはドライバに対し一切の警告を発
せず，また衝突に備えてブレーキを自動的に操作することもなかった．しかし，AEB シス
テムは直線方向の警告にのみ用いられるように設計されていることから，今回の事故はシ
ステムの境界の外の事例であり，AEB システムとしては正常に動作したとみなされる．該
当の衝突事故では，Tesla Model S のドライバが Autopilot 機能に依存しすぎていた，かつ
システムの限界を理解していなかった可能性が指摘されている[61]． 
Tesla Model S は，ハンドルの操作，指示方向器の操作，TACC の速度設定を通して，ド
ライバの運転への関与の程度を観察する．しかし，ドライバがハンドルを握っていたとして
も，ドライバが運転に関与していない可能性があり，システムの見直しが推奨されている
[61]．一方，Autopilot が Tesla Model S のドライバが運転に関与していないと判断する場
合，画面に警告を表示し，それでも応答がない場合は音で警告をする．最終的にドライバが
適切に対処しない場合は，減速し，これ以降同一の運転の中では Autopilot を利用できなく
なる(Strike Out Strategy) [86]．この事例を分析することにより，将来的に自動運転システ
ムが交通環境に導入される際に起こり得る事故を防ぐための安全性要求を検討すべきであ
る． 
 
3.5.2. Tesla Model S の事故に関するアシュアランスケースの適用 
 Tesla Model S の事故を例として，「安全な自動運転を実現する」ことを最上位のゴール
GU_Te1_1 としたアシュアランスケースを Figure 3-20 に作成し，SoS の観点から今後の自
動運転システムに求められる安全性要求を考察する．まず，Figure 3-20 に示すアシュアラ
ンスケースにて，最上位のゴールを達成するため必要なサブゴールを戦略 SU_Te1_1「事故
の要因にしたがい議論」にもとづき，検討する．その結果，ゴール GU_Te1_1 を達成する
ためには，3 個のゴール「ドライバが正しくシステムを利用する」「システムの境界の範囲
で，安全に関する十分な機能を提供する」「交通環境のその他の交通参加者が適切な振る舞
いをする」が満たされる必要があることを示している．これらのゴールは，Figure 3-20 の
中で，ノード「モジュール」を用いて表現されている．モジュールは，サブゴールの分解が
続くにつれ，アシュアランスケースが複雑になることを想定し，サブゴールごとに議論をま
とめるためのノードである[89]．このノードは，アクターと同じくフォルダの形の矩形で表
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される．本論文では，フォルダの矩形の背景に色があるものをモジュールとし，それ以外を
アクターとすることで，区別をする． 
事故の原因調査の報告書[61]および[86]から，事故を引き起こした要因として，ドライバ
が Autopilot を誤用し運転に参加をしていなかった可能性，およびトラクタのドライバが
Tesla 車に対して必要な回避行動を取らなかった可能性が考えられる．また，Tesla Model 
S の自動運転を提供するシステムおよび安全に関する機能が正常に働いていたことを保証
する必要がある．したがって，Figure 3-20 の上述した 3 個のゴールを設定する． 
次に，モジュール「Analysis on Driver」に含まれるアシュアランスケース記述を Figure 
3-21 に示す．このアシュアランスケース記述において，ゴール GU_Te1M1_1「ドライバが
正しく自動運転システムを利用する」に関して，戦略 SU_Te1M1_1「事故の資料からドラ
イバが自動運転システムを正しく利用するために必要な条件ごとに議論する」にしたがい
議論を展開する．ドライバが自動運転システムを正しく利用するためには，自動運転システ
ムの使用条件やその運用状態をドライバが理解することが前提となる(Figure 3-21 の
GU_Te1M1_2)．一方，正しい自動運転システムの理解に基づいて，ドライバが自動運転シ
ステムを正しく使用するように導くことが必要である(Figure 3-21 の GU_Te1M1_3)．これ
らのゴールごとに戦略 SU_Te1M1_2 と SU_Te1M1_3 にしたがい，さらに必要なサブゴー
ルを検討していく． 
まず，ゴール GU_Te1M1_2 に対し，戦略 SU_Te1M1_2「ドライバが自動運転システム
と接するタイミングの観点で議論する」を設定する．この戦略をもとに導かれるサブゴール
が，ゴール GU_Te1M1_4「ドライバが自動運転機能を有する自動車を取得するタイミング
で，自動運転機能について十分な情報を得ることができる」である．このゴールに対し，
Figure 3-20 The Top Layer of the Assurance Case in Reference to the Accident of Tesla 
Model S and a Tractor-trailer 
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Tesla Model S のマニュアルには自動運転システムの使用方法や警告の方法などが明記され
ている[87]．さらに，Tesla 車の所有者を対象にドイツで 2016 年 11 月に行われたアンケー
ト調査[90]では，98%の所有者が Autopilot 使用中にドライバがいかなるときも操作をする
ことを求められていることを理解していると回答している．したがって，十分な対応があっ
たとみなし，証拠 EU_Te1M1_1「テスラ社の所有者マニュアルと Autopilot 使用に関する
アンケート」がゴール GU_Te1M1_5 に“supported by”の関係を用いて関係付けられてい
る．また，ゴール GU_Te1M1_5「ドライバが自動運転システムを使用するタイミングで，
それを正しく使用するためにドライバが必要な情報を受け取ることができる」が導かれる．
このゴールに関しては，NHTSA の事故のレポート[86]より，ディスプレイおよび警告音に
よりドライバに情報が提供されていたと考えられる．このため，ゴール GU_Te1M1_5 に証
拠 EU_Te1M1_2 が関係付けられる．最後にゴール GU_Te1M1_6「自動運転システムを信
頼するタイミングで，ドライバはまだその制限に従う」を設定する．このゴールは，文献[61]
のドライバが自動運転システムに対し過度に信頼をし，その結果ドライバが交通環境に十
分に注意を払わなかったという報告に基づき，導出される．すなわち，ドライバが自動運転
システムを信頼する段階であっても，引き続きドライバが要求される適切な振る舞いをし
なければ安全を保つことができないことから，ゴール GU_Te1M1_6 が導かれる．このゴー
ルは当該事故の一因であるため，未定義要素 UU_Te1M1_1 が関係付けられている． 
 戦略 SU_Te1M1_3「自動運転システムの機能に関して議論する」にしたがい得られるゴ
ール GU_Te1M1_7，GU_Te1M1_8，GU_Te1M1_9，GU_Te1M1_10 について説明する．ゴ
ール GU_Te1M1_7「ドライバが運転に参加していない場合，自動運転システムはドライバ
に警告をする」に関しては，所有者マニュアル[87]に適宜システムからドライバへの警告す
る機能があることが明記されている．さらに，NHTSA のレポート[86]にはそれらの警告が
設計通りに動作することが示されている．これより，証拠 EU_Te1M1_3 にゴール
GU_Te1M1_7 を達成するために必要な機能があることを示すため，所有者マニュアルを記
載する．ゴール GU_Te1M1_8「ドライバが警告に対応しない場合，自動運転システムはそ
のドライバに対処することができる」に関して，NHTSA のレポート[86]に Strike out の機
能が自動運転システムに備わっていたことが述べられている．Strike out の機能は，一定回
数の警告をした上でドライバが警告に対応しない場合は，自動運転システムを停止し，同一
の運転内ではそれを起動できないようにする．これより，証拠 EU_Te1M1_4 として Strike 
out をゴール GU_Te1M1_8 に関係付ける．Strike out の機能は，ドライバが常に運転に参
加する必要があることをドライバに再認識させるために有効であると考える．しかし，交通
の安全のためには自動運転システムを停止するタイミングが適切か，また自動運転システ
ムを停止する場所が適切であるか等，より検討が必要である． 
ゴール GU_Te1M1_9「ドライバが運転に参加していないことを自動運転システムが検知
できる」に関しては，前述のようにハンドルの操作，指示方向器の操作，TACC の速度設定
を通して，ドライバの運転への関与の程度を観察する機能がある．これより，所有者マニュ
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アルがゴール GU_Te1M1_9 に必要な機能を示しているとして，証拠 EU_Te1M1_5 として
関係付けられている．ゴール GU_Te1M1_10「ドライバが誤った方法で自動運転システムを
使用する場合，自動運転システムはドライバに警告をする，または使用を停止することがで
きる」に関して，所有者マニュアルに Autopilot を利用する環境についての記載がある．し
かし，自動運転システムが設計された条件にしたがって操作を制限しない場合，ドライバが
不適切に Autopilot を使用することが可能であることが指摘されている[61]．ドライバが
Autopilot を開始する際に，その使用が適切であるか否かを判定する機能は，Tesla Model S
には備わっていない．このため，ゴール GU_Te1M1_10 に未定義要素 UU_Te1M1_2 が関
係付けられている．ゴール GU_Te1M1_7 から GU_Te1M1_10 は，自動運転システムがド
ライバを正しく理解することの必要性を示している．したがって，ドライバと自動運転シス
テムの間に相互理解が成立して初めて安全を実現できるといえる． 
 モジュール「Analysis on System」に含まれるアシュアランスケースを Figure 3-22 に示
す．最上位のゴールとして，GU_Te1M2_1「自動運転システムの境界の範囲で，安全に関す
る十分な機能を提供する」を設定する．Tesla Model S が提供する Autopilot および AEB
は，車両の前方向にいる車両を検出し，ドライバの速度設定に従い車両を動かす機能と危険
を検知した場合にブレーキを操作する機能である．そのため，これらの自動運転を提供する
システムを利用する環境として，高速道路などの閉じた環境を仮定している．NHTSA の事
故調査のレポート[86]から，自動運転システムの境界の範囲では，これらの機能は正常に動
Figure 3-22 Assurance Case Included in "Module: Analysis on System" 
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作することが確認されている．これより，Figure 3-22 のゴール GU_Te1M2_2「AEB は車
両の前方で起こる事故を防ぐことができる」，GU_Te1M2_3「TACC は，必要な情報を収集
することができ，かつ前方車両と適切な距離を保ちながら車両を運転することができる」，
GU_Te1M2_4「Autosteer は，必要な情報を用いて車線の中に車両を保つことができる」を
設定する．次に，これらのゴールに対して，自動運転システムの機能はすべて正常に働いて
いたという証拠 EU_Te1M2_1 から EU_Te1M2_3 を関係付ける． 
ただし，Figure 3-21 に示すように，ドライバが自動運転システムを使用する環境を自動
運転システムが検証し，かつ想定された環境のみで使用されるか否かを確認する機能はな
い．結果として，不適切な交通環境でドライバが自動運転システムを使用したため，Tesla 
Model S が提供する機能は正常に動作していたが，左折をしたトラックの検出には至らず
に事故が発生した．自動運転の機能がドライバに安全な運転を提供するためには，自動運転
システムの境界をドライバが理解するとともに，その範囲内での使用に制限する方法を模
索する必要がある．すなわち，ドライバおよび自動運転システム双方からの協力が必要であ
るといえる． 
 最後にモジュール「Analysis on Environments」に含まれるアシュアランスケースを
Figure 3-23 に示す．ゴール GU_Te1M3_1「交通環境のその他の交通参加者が適切な振る
舞いをする」を最上位に設定する．このゴールが示すその他の交通参加者とは，自動運転車
を取り巻く SoS の自動運転システムとドライバ以外の交通環境上の構成システムを指す．
戦略 SU_Te1M3_1「SoS の構成システムごとに議論する」にしたがい，最上位のゴール
GU_Te1M3_1 をサブゴールに分解する．事故当時の交通環境では，周辺の自動車として事
故の相手車両であるトラックが該当する．ゴール GU_Te1M3_2「トラックのドライバは，
Figure 3-23 Assurance Case Included in "Module: Analysis on Environments" 
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運転をするために適した状態である」を設定し，トラックのドライバが危険な運転をする可
能性があったか否かを検討する．文献[61]によると，トラックのドライバは事故後のテスト
で事故前に薬物を使用した反応を示している．しかし，トラックのドライバの機能障害のレ
ベルが事故の原因になったという証拠はないことが報告されている．また，同文献で，トラ
ックのドライバが疲弊していたという証拠はないことが示されている．このため，トラック
のドライバは運転に適した状態であったと判断する(証拠 EU_Te1M3_1)．ただし，Tesla 車
のドライバとトラックのドライバ双方が十分に互いの車両を認識することができる距離が
あったにもかかわらず，どちらも事故を避けるための行動をとっていない． 
次に，「（交通システムの一部として）高速道路が適切に設計されている」ことをゴール
GU_Te1M3_3 として設定する．文献[61]では，事故現場の高速道路に事故を引き起こす原
因となる問題は見つけられなかったと報告されている(証拠 EU_Te1M3_2)．また，SoS の
構成システムの 1 つである物理環境として障害物が高速道路上にないことをゴール
GU_Te1M3_4 として設定する．文献[61]では，事故の原因となり得る障害物があったこと
は報告されていない(証拠 EU_Te1M3_3)．最後に，トラックと Tesla 車以外の車両や歩行
者が双方の動作に影響を与えないことをゴール GU_Te1M3_5 として設定する．事故当時，
他の車両がいたという報告はなく，また高速道路に歩行者は原則として進入できないため，
これらが事故を引き起こしたとは考え難い(証拠 EU_Te1M3_4)． 
 以上より，Tesla Model S が関与した事故は，自動運転システムの境界を逸脱した利用が
一因であったと考えられる．今後，自動運転に関する技術の発達により，各自動車が搭載す
る自動運転システムがさらに複雑になると推測される．このため，自身の自動車が搭載する
自動運転システムの機能やその限界をドライバがすべて把握することは困難となる可能性
がある．一方，設計者は自動運転システムの限界を予め想定することができる．したがって，
ドライバが自動運転システムの限界を超えて利用することを制限する機能を自動運転シス
テムが提供すべきである．ただし，自動運転システムへの対応に加え，ドライバが過度に自
動運転システムに頼らないように啓発する仕組みが必要である．文献[9]では，信頼度の高
いシステムは危険事象が起こることがほぼなく，そのシステムの下で状況を監視すること
は単調で退屈なことであると指摘している．Autopilot を利用するとき，ドライバは実際の
運転操作を担うのではなく，周辺の交通環境および Autopilot の作動状況を監視する役割を
担う．文献[9]が指摘するように，監視を続けることは，難しいタスクであることを認識し，
ドライバの自動運転システムへの依存を回避するための機能を検討すべきである． 
また，車両ごとに利用できる自動運転システムの機能が異なるため，ドライバが自動運転
システムの提供する機能を十分に理解しているか否かを確認する方法が必要である．1 つの
方法として，ディーラーやレンタカー会社などの車両をドライバに提供するシステムがド
ライバの理解を確認する機能を持つことが考えられる．いずれにしても，自動運転システム
のみに着目し解決策を検討するのではなく，自動運転車を取り巻く SoS として検討するこ
とが重要である．  
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3.6. 社会に受容されるための自動運転車を取り巻く SoS に対する安全性要求 
 本節では，3.2 節から 3.5 節に示した利用ビューポイントからのアシュアランスケース記
述およびユースケース分析の結果より，社会ビューポイントから自動運転システム
(Automated Driving System)とドライバ(Ego Vehicle Driver)，その他の構成システム
(Other Constituent Systems)の関係を含むアシュアランスケースを記述する．このアシュ
アランスケースの記述のために，Figure 3-1 に示す構成システムと抽象的な約定の安全を
保つための議論を拡張する．Figure 3-1 に対し，利用ビューポイントからの検討結果を抽象
化し，反映したアシュアランスケースの記述を Figure 3-24 に示す．Figure 3-24 のゴール
GS_1「ADS は抽象的な約定にしたがい振る舞うことができる」，GS_2「EVD は抽象的な
約定にしたがい振る舞うことができる」，GS_3「他の構成システムは抽象的な約定にしたが
い振る舞うことができる」は，Figure 3-1 に示すアシュアランスケースの記述と同様の関係
を保つ． 
 利用ビューポイントの検討結果からの考察として，第 1 に ADS とドライバの関係につい
て述べる．まず，コンテキスト分析の結果に対する利用レイヤーでのアシュアランスケース
記述(3.3 節)の結果より，ドライバは ADS の情報を適宜得ることが要求される．さらに，ド
ライバは ADS の情報から ADS が次に行う振る舞いの意図を理解しなければならないケー
スがある(3.4 節)．すなわち，ドライバは ADS の情報や意図を理解し，ADS を操作するこ
とが要求される．一方，Tesla Model S の事故に関するアシュアランスケース記述(3.5.2 項)
より，ドライバが ADS を信頼した上でシステムの制限にしたがい ADS を正しく利用する
必要があることがわかる．そして，ドライバが ADS の情報を取得し，ADS を正しく運用す
ることは，ADS が制御するのみならず，ドライバの振る舞いに依存する．したがって，ADS
を安全に社会に導入するために，ADS はゴール GS_4「ドライバ(EVD)が正しく ADS を使
用する」に関してドライバに依存するといえる． 
次に，コンテキスト分析の結果のアシュアランスケース記述より，ADS はドライバの情
報やドライバからの操作の指令を適宜取得する必要がある．このとき，ADS が交通環境と
ドライバに関する情報からドライバが期待する振る舞いを実現できない場合，ドライバは
ADS の振る舞いを理解できずに，運転権限を切り替える可能性がある．このとき，ドライ
バが交通環境に適した運転をすれば問題はないが，運転をしていない状態で交通環境を常
に監視することは困難であることから，交通環境に適さない運転となるかもしれない．した
がって，ADS はドライバの意図を理解し動作をすべきである．一方，ドライバからの情報
や指令を受け取り，振る舞いを判断し実行するのは ADS である．すなわち，ADS がドライ
バの意図を理解して振る舞うか否かは ADS に依存をする．以上より，ドライバは，ゴール
GS_5「ADS がドライバの意図と状態を正しく理解し稼働する」に関して，ADS に依存す
る． 
第 2 に ADS と他の構成システムの関係を述べる．コンテキスト分析の結果のアシュアラ
ンスケース記述より，他の構成システムは ADS から情報を得て自動運転車の振る舞いを理
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解した上で，それら自身が振る舞うことが求められる．ADS からの情報をもとに，他の構
成システムが適切な振る舞いをするか否かはその構成システムに依存する．したがって，
ADS は，ゴール GS_7「他の構成システムは正しく ADS の意図を理解した上で振る舞うこ
とができる」に関して，他の構成システムに依存する．次に，コンテキスト分析の結果のア
シュアランスケース記述より，ADS は他の構成システムより情報を得る必要がある．ADS
は得られた情報をもとに，他の構成システムと協調して振る舞うことにより，交通環境の安
全を実現する．ただし，ADS が適した振る舞いを実現するか否かは，ADS に依存する．こ
れより，他の構成システムは，ゴール GS_6「ADS は他の構成システムと協調することがで
きる」に関して，ADS に依存するといえる． 
第 3 にドライバと他の構成システムの関係を述べる．他の構成システムは，ユースケー
ス分析の結果より，ドライバを通じて ADS の振る舞いを理解することがある．ドライバと
他の構成システムの相互作用を通じて，他の構成システムが ADS と協調して動作するか否
かは，他の構成システムに依存する．これより，Figure 3-24 でドライバは，ゴール GS_8
「他の構成システムはドライバからの情報を得て ADS と協調する」に関して，他の構成シ
ステムに依存するという関係を示す．一方，レベル 3 の自動運転システムは，ドライバに対
して緊急時に対応することに備えるユーザである DDT Fallback-Ready user となることを
要求する．これに備え，ドライバは他の構成システムの情報を収集し，交通環境を理解する
必要があることがコンテキスト分析の結果のアシュアランスケース記述に示される．また，
Tesla Model S のアシュアランスケース記述に用いた資料より，ドライバはシステムに依存
し交通環境に適した対応をしなかったことがわかる．さらに，ドライバがトラクタに気付き
対応するために十分な時間があったことが報告されている[61]．ユースケース分析からは，
ドライバがADSと他の構成システムをつなぐインタフェースとなる必要がある状況が示さ
れる．これらの結果より，ドライバは他の構成システムからの情報を適宜収集し，その意図
を理解した上で，交通環境に適した振る舞いをするべきである．しかし，他の構成システム
がドライバに必要な情報を提供したとしても，その対応はドライバに依存する．これより，
他の構成システムは，ゴール GS_9「構成システムの意図を正しく理解し，必要な応答をす
る」に関してドライバに依存する． 
 以上より，Figure 3-24 に示す社会ビューポイントからのアシュアランスケース記述を俯
瞰すると，ADS，ドライバ，および他の構成システムが互いに協調する振る舞いが必要であ
ることがわかる．すなわち，自動運転車を取り巻く SoS の安全は，構成システムの協調の
上に成立する．このような構成システム間の関係は，文献[91]が提唱する状況的行為
(Situated Actions)を示すと考えられる．同文献の中で，人の行為は，予め決められたプラ
ンによって行われるのではなく，状況に応じて生み出される状況的行為であると説明され
る．ただし，自動運転車を取り巻く SoS では，1 対の構成システムの状況的行為を考慮する
のみならず，各構成システムが決定する状況的行為が相互に関連し合い，1 つのシステムと
しての安全を達成する．したがって，自動運転システムの設計のみならず，他の構成システ
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ムが守るべきルールの設定や交通利用者への教育等を通して，構成システムの状況的行為
が安全を保つことができるよう検討をすべきである． 
一方，プラン(Plan)は，先行する条件および行為の結果を形式化して表す[91]．抽象的な
約定は，交通参加者に対し，社会に受容される安全に関する取り決めを示す．これより，抽
象的な約定は自動運転システムを含む交通参加者のプランであると考えられる．すなわち，
自動運転車を取り巻く SoS の安全を実現するための基盤として，抽象的な約定の設定が必
要となる．自動運転システムのみに着目すると，抽象的な約定は，自動運転システムが定め
られた判断を実装しているか否かを検証する，または新たな自動運転システムを開発する
際に他の交通参加者の期待される振る舞いを理解するために利用されることが可能である． 
 
3.7. 妥当性確認および安全性要求の定義の成果のまとめ 
 本章では，アシュアランスケースを用いて安全に関する議論をすることにより，SoS アー
キテクチャを表すシステムモデルの妥当性確認を行い，安全性要求を定義した．アシュアラ
ンスケースの議論の結果より，自動運転車の振る舞いが他の構成システムに正しく伝わる
ことが重要であることから，レベル 3 の自動運転システムのドライバが持つ機能を明らか
にする必要があるとし，コンテキストで定義される関係を保つユースケース分析の方法を
示した．また，現在路上走行で用いられている先進運転支援システムの例として，Tesla 
Model S を取り上げ，その事故事例をアシュアランスケースにより分析した．これにより，
自動運転システムが関与する交通事故が発生した場合に，自動運転車を取り巻く SoS のア
ーキテクチャの定義で想定できなかった安全性要求を定義する方法を提案した．  
 アシュアランスケースを用いたシステムモデルの妥当性確認によって，システムモデル
では示されなかったゴール「自動運転車の車両の情報が他の構成システムに正しく伝わる」
を加えるべきであることが明らかとなる．また，ドライバの機能に関するユースケース分析
の結果より，ドライバが外部のシステムと ADS をつなぐインタフェースとして振る舞わな
ければならない場合が考えられる．レベル 3 の自動運転システムに対しては，DDT 
Fallback-Ready user であるドライバが最終的に運転の責任を負う可能性がある．しかし，
運転をしていない状態から，ドライバが急に運転を代わることは困難である．したがって，
常に ADS とドライバが互いの状態を正しく理解するために，ドライバと ADS の協調関係
を築く必要があるといえる．この協調関係の例として，Tesla Model S の事故事例の分析よ
り，ドライバにとって監視を続けることは難しいタスクであることを認識し，ドライバのシ
ステムへの依存を回避するための機能の実現を検討すべきであることを論じた．また，シス
テムがいかなる状況下であっても自動運転を行うことが可能になるまで，ドライバが ADS
の境界を逸脱して ADS を利用することを許容しない機能を備える必要がある．  
最後に，利用ビューポイントからのアシュアランスケース記述およびユースケース分析
を総合して，社会ビューポイントからのアシュアランスケースを記述した．このアシュアラ
ンスケース記述の中で，自動運転車を取り巻く SoS では，1 対の構成システムの状況的行
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為を考慮するのみならず，各構成システムが決定する状況的行為が相互に関連し合い，1 つ
のシステムとしての安全を達成することを示した．これより，自動運転システムの設計のみ
ならず，他の構成システムが守るべきルールの設定や交通利用者への教育等を通して，構成
システムの状況的行為が安全を保つことができるよう検討すべきである．また，抽象的な約
定は，交通参加者に対し，社会に受容される安全に関する取り決めを示す．これより，抽象
的な約定は自動運転システムを含む交通参加者のプランであると考えられる．自動運転車
を取り巻く SoS の安全を実現するための基盤として，抽象的な約定の設定が必要となる． 
本節では，文献[40]が定義した自動運転車を取り巻く SoS を表すシステムモデルに対し
て，安全性要求を定義した．しかし，安全を保障する対象やそのコンテキストが異なれば，
今回導かれた安全性要求以外の要求が導出される可能性がある．すなわち，安全性要求が一
意に定まらない課題がある．このため，自動運転車を取り巻く SoS の安全を確実にするた
めに，どの程度まで安全性要求を導出する必要があるかを定義することは困難である．この
課題に対処するためには，自動運転車を取り巻く SoS の階層的アプローチで示すように，
各ビューポイントに関係する利害関係者から，安全に関する合意を得る方法を検討する必
要がある．このとき，システムズエンジニアリングの手法に倣い，安全性要求を定義したコ
ンテキストを明確に示すことが重要であると考える．これにより，合意形成の対象範囲を明
確に示す狙いがある． 
また，異なる安全性要求を取りまとめ，自動運転車を取り巻く SoS の安全性要求の集合
を定義する場合，安全性要求の間にコンフリクトが起こる可能性がある．このコンフリクト
を解消するために，抽象的な約定により交通参加者の優先度をはじめとする取り決めを行
う必要がある．すなわち，抽象的な約定にしたがって安全性要求のコンフリクトを議論する
ことにより，安全性要求間の順序付けができるようになることが期待される． 
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4. 形式手法を用いた自動運転車を取り巻く SoS アーキテクチャの検証 
4.1. SoS アーキテクチャに対する早期検証の重要性 
 SoS は，独立したシステムが相互に作用しあうことによって，共通の目的を達成するシス
テムである．SoS の構成システムは異なる運用者を持ち，かつ構成システムにはそれぞれの
ライフサイクルが存在する．このような SoS の構成システムが相互作用することによって，
予期せぬ創発的な問題が発生する可能性がある．この予期せぬ創発的な問題に対処するこ
とが SoS 固有の課題である[92]．システムに対して，システムのライフサイクルの早期の
段階でしっかりとした情報および分析にもとづき意思決定を行うべきであることが知られ
ている[73]．さらに，継続してシステムの妥当性確認およびリスクの評価を行うことが重要
である．SoS はシステムであるため，文献[73]が示すように，SoS に対しても早期検証が重
要であると考えられる．このとき，SoS の創発性を考慮すると，構成システム間の相互作用
の結果，SoS が要求を満たすように振る舞うことを早期に検証すべきである．特に，自動運
転車を取り巻く SoS に対して，自動運転車の社会受容性を高めるために，絶え間なく SoS
の価値を向上させることが重要となることが推測される．このためにも，SoS のアーキテク
チャが 1.1.5 項の Figure 1-5 が示す各ビューポイントから導出される要求を満たすか否か
を早期に検証する方法が必要となる．早期検証は，要求や仮定の見落とし，およびゴールの
不正確な詳細化を検出することに貢献する[51]．Figure 1-5 の自動運転車を取り巻く SoS
のアーキテクチャを定義するための階層構造に対し，具体的な設計に至るまでの社会レイ
ヤーおよび利用レイヤーの検証は，実設計の段階での手戻りを防ぎ，かつ自動運転車を取り
巻く SoS の価値を実現するために重要である．  
自動運転車を取り巻く SoS のアーキテクチャを表すシステムモデルは，SysML を用いて
文献[40]の成果として構築された．本論文はこのシステムモデルを対象として，安全に関す
る検証を行う．SysML は，システムの振る舞いや構造を視覚化して表し，設計者以外の利
害関係者が比較的容易に設計内容を理解できる利点がある．一方，文献[51]では，SysML な
どの半形式的な記述では，厳密な意味論が定義されていないことが指摘されている．したが
って，早期検証の段階で，システムモデルを形式手法による厳密な意味論をもつ表現に変換
し，要求に対して問題なくシステムモデルが定義されているか否かを検証することにより，
システム設計の結果を向上することが可能となる．  
 
4.2. SoS アーキテクチャの早期検証方法の検討 
 SoS の特徴として，独立して運用されるシステムが相互に作用をする．すなわち，SoS の
構成システムは，互いにインタフェースを介して情報を交換することによって，並行して動
作する．このため，システム設計より明らかにされる構成システムの相互作用の結果，SoS
の振る舞いが安全性要求に反する状態とならないことを早期の設計の段階で検証し，保証
すべきである．また，前節で述べたように，検証に際しては SysML の厳密な意味論の不在
を補完すべきである．したがって，本論文では，並行して動作するシステムのプロセスを形
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式的に表し検証するための形式手法の 1 つである CSP(Communicating Sequential 
Processes)[47][93]を用いる．この検証は，CSP モデルに対し，そのモデルのもつ状態を網
羅的に探索することにより，モデルが満たすべき性質が成立するか否かを調べる検査手法
であるモデル検査[47]により行う．CSP モデルをモデル検査するためのツールとしては，
FDR(Failures Divergences Refinement)[94]および PAT(Process Analysis Toolkit)[95]が
公開されている． 
 文献[96]は FDR と PAT の性能比較を行っている．その結果，FDR が備える圧縮技術を
用いて CSP モデルを表現可能である場合は，FDR は高い処理能力を示す．また，PAT は
様々なプロセスに共有される変数がある場合に有効であることが示されている．CSP の実
用例として，文献[97]では航空機の組込みシステムや認証プロトコルへの検証が挙げられて
いる．CSP は並行プロセスを表現するため，プロセスの組み合わせによる状態数が指数関
数的に増える．このため，状態爆発を抑えつつ，多様なシステム設計に対し CSP を適用す
るためには，さらなる検討が必要である． 
ヨーロッパでは，COMPASS(Comprehensive Modelling for Advanced Systems of 
Systems)と呼ばれるプロジェクトが実施され，SysML による SoS アーキテクチャ記述の
検証に形式手法を用いている[52]．COMPASS は，SoS の構成システムの自律性および互
いの異なる性質のために引き起こされる創発的な問題を検証する方法を提案した．同プロ
ジェクトの成果として，SoS の振る舞いのセマンティクスを表す形式仕様記述言語である
CML（COMPASS Modelling Language）が考案された[53]．CML は，データと機能性を
表すモデルと構成システムのインタフェースを介したコミュニケーションのモデルを記述
することができる．なお，CML は形式仕様記述言語の VDM（Vienna Development Method）
[54]と CSP をもとに作られた．本論文では，レベル 3 の自動運転システム(ADS, Automated 
Driving System)とドライバの並行した振る舞いが互いに与える影響を中心に SoS のシス
テムモデルの検証を行う．このとき，ドライバの情報処理のプロセスや処理の遅延を表現し，
相互作用の検証を行うことを検討する．このため，CML ではなく並行プロセスの形式的な
モデル記述に広く用いられている CSP を用いる． 
 表 1-1 が示すように，レベル 3 の ADS では，ADS が運転操作を担っている際，ドライ
バが必要に応じて ADS に代わり運転をしなければならない場合がある．このとき，ドライ
バが ADS からの要求を認知，判断し，可能であれば運転操作を代わる．一方，ADS は周辺
環境を観察し，ADS では対応が困難であると判断する場合，ドライバの状態を確認した上
で，運転権限の移譲をドライバに知らせる．このようなドライバの振る舞いと ADS の振る
舞いが並行して動作することで，権限移譲が実現する．レベル 3 の ADS が安全な振る舞い
を実現するためには，少なくとも権限移譲が問題なく行われる必要がある．したがって，
ADS とドライバの相互作用に関して，SysML で記述されたシステムモデルで問題が生じな
いか否かについて早期の設計の段階で検証すべきである．本論文での検証対象は，Figure 
1-5 で示した階層構造の利用レイヤーで得られるシステムモデルを対象に行う． 
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4.3. CSP モデルによる SoS アーキテクチャが示すドライバと ADS の相互作用の検証 
 本節では，レベル 3 の ADS とドライバの相互作用を CSP モデルとして記述し，相互作
用が途中で停止することなく継続できるか否かを検証する．すなわち，相互作用の結果，い
ずれかのプロセスが他のプロセスの完了を待ち動作できなくなるデッドロックの状態が起
こるか否かをモデル検査により検証する．本節で検証の対象とする自動運転車を取り巻く
SoS のアーキテクチャを表すシステムモデルは，1.1.2 節で紹介した HAVEit[23]のアーキ
テクチャを参考にしている．HAVEit は，自動運転システムの安全性を高めるためにアーキ
テクチャを記述し，常にドライバを一連の運転操作に関与させる(Driver in the loop)ための
機能を提案している．また，自動運転車の安全性を高めるため，ADS が運転を継続できず
ドライバに運転を代わるよう要求する際，ドライバが適切に応答しない場合，ADS は
Minimum Risk Maneuver (リスクを最小限に抑えるための操作，MRM)を実行し，
Minimum Risk State (最小リスク状態，MRS)に移行する機能を HAVEit は提案している． 
たとえば，MRM を実行することにより，ADS は事故を避けるために安全な場所に自動
運転車を停止させる．MRM によって ADS の状態が MRS に移行することにより，ドライ
バが適切に権限移譲に応答できず，交通環境を危険な状態にすることを避けることを目指
す．本論文では最小リスク状態が危険を回避できると仮定し，MRS が真に安全を保障する
ことができるか否かについては論じない．一方，ADS のソフトウェアまたはハードウェア
の致命的な故障が発生する場合，ADS の状態は失敗状態(Failure State)に移行する．ADS
の状態が失敗状態に到達することは，ADS がこれ以上運転操作を続けられない状態にある
ことを示す．ADS が失敗状態にあるとき，ドライバが自動運転車を ADS に代わり操作しな
ければならない． 
 自動運転車のドライバの振る舞いをモデル化するために，運転操作の基本的なステップ
は認知，判断，操作の三段階からなると考えられる．文献[98]では，人の情報処理のモデル
を情報の受容，記憶を利用した認知，判断，および操作の 4 段階で示している．この情報処
理のプロセスモデルを Figure 4-1 に示す．意図的に情報を認知する前に情報を得る段階(情
報の受容)を含み，認知の段階を 2 段階に分けている．本論文では，文献[98]で提案されて
いる情報処理のモデルを適用する．一方，これらの一連の振る舞いに割り当てることができ
Figure 4-1 The Information Processing Model with 4 Steps 
Sensory 
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る人の脳の資源は限られており，ドライバはこの限定された資源を必要に応じて各ステッ
プに割り当てる[99]．たとえば，ドライバが運転に関係しない携帯電話の操作やオーディオ
の操作などの二次的なタスクに集中する場合，運転操作に割り当てられるべき資源が不足
し，緊急事態に対応できないことが推測される．しかし，本論文では，運転操作の 4 つのス
テップのみに適宜ドライバの資源が割り当てられると仮定する．ドライバの運転のための
資源が限られていることを安全性向上のために検討することは今後の課題とする． 
 これより，SysML で記述された自動運転車を取り巻く SoS のアーキテクチャを表すシス
テムモデルを対象とし，CSP モデルを作成する．ADS が運転操作を担う間，ADS はドライ
バの状態を観察する．特に，ADS が対応できない緊急事態に際し，ドライバへ運転操作の
権限移譲ができるか否かを判断するために，ドライバの状態をADSが観察する必要がある．
ドライバの状態が運転権限の移譲に適さない場合，ADS からドライバへの権限移譲が失敗
する可能性がある．また，ドライバの状態は，ADS とドライバの相互作用によって変わる
と考えられる．たとえば，ドライバが運転に集中していない状態にあると ADS が判断し，
ドライバに警告を与えることにより，ドライバは運転に集中していない状態から復帰する
かもしれない．このため， ADS が自動運転車を操作中であり，ドライバと相互作用をする
間を CSP モデルの対象の範囲とする． 
まず，ドライバと ADS の間の相互接続を理解するために Figure 3-3「構成システム間の
相互接続を示す内部ブロック図」を参照する．ここでは，ドライバと ADS の間の相互接続
および自動運転車と双方のシステムの相互接続のみを対象とする．すなわち，ADS からド
ライバへは自動運転中の運転情報が提供され，ADS からドライバへはドライバの状態を観
察した結果得られるデータが送られる．また，ドライバから自動運転車へは操作量が送られ，
ADS から自動運転車には操作命令が送られる． 
次に，Figure 4-2 に示す状態機械図をもとにドライバと ADS の状態の遷移を参照し CSP
モデルを作成する．この状態機械図の上段はドライバの状態遷移を表し，下段は ADS の状
態遷移を表す．ドライバの状態遷移は，Figure 4-1 に示す 4 段階の情報処理のステップに
沿って状態が変化するようすを表す．4 段階の各ステップに対して，ドライバが正しくその
ステップを行う状態と失敗する状態が存在する．たとえば，ドライバが情報を受容する状態
(Sensory Processing)に対して，情報を正しく受容する状態(Normal Perceiving)と情報を正
しく受容しない状態(No Perceiving)が定義される． 
また，ドライバの状態遷移の表現の中で，ドライバが情報を受容するか否かを ADS が観
察する様子を条件分岐(Figure 4-2 のひし形の矩形，SP-1，SP-2)で表す．分岐 SP-1 でドラ
イバが情報を正しく受容していないと ADS が判断する場合，ADS はドライバに対して情
報を受容するように求める．次に，分岐 SP-2 で最終的にドライバが情報を受容しているか
否かを再度判断する．もし，ドライバが情報を正しく受容しない場合は，ドライバの状態は
No Perceiving に移り，かつ ADS の状態は自動運転をしている状態(Automated Driving)
から最小リスク状態(Minimum Risk State，MRS)に遷移する．さらに，ドライバの状態が
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Sensory Processing から次の段階である Perception(情報を認知している状態)に遷移する
際に，ドライバが正しく情報を認知するか否かを ADS が観察する(条件分岐 P-1，P-2)．ド
ライバが正しく情報を認知しないと ADS が判断する場合は，ADS がドライバに情報を認
知するように促し，その結果を受けドライバと ADS の状態が決まる． 
一方，ADS の状態としては，Automated Driving，Minimum Risk State (MRS)，およ
び ADS のソフトウェアまたはハードウェアに重大な失陥がある失敗状態(Failure)が定義
される．ADS が Automated Driving の状態である場合，ADS は常にドライバの状態が運
転に参加している状態にあるか否かを確認する．ドライバが情報を認知しない，または必
要時間内に適切な操作を実行しないときは，ADS は MRS に移行し，SoS が危険な状態に
なることを避ける．なお，ドライバの状態が判断をしている状態(Decision Making)から操
作を実行している状態(Response Selection)に遷移する際に，条件分岐 RS-1 によってドラ
イバの応答時間を確認する．また，ADS が MRS に移行したのち MRM を正常に実行でき
ないならば，“mrs fail”の遷移により，ADS の状態が失敗状態に遷移する．これらの状態
遷移に加え，ADS がソフトウェアまたはハードウェアの故障のために自動運転を継続でき
ない場合は，“automated driving fail”の遷移により，ADS の状態は失敗状態となる． 
 上述したように，ADS が自動運転をしている間，ドライバは ADS または交通環境から情
報を受け取り，必要に応じて適切な振る舞いをすることが期待される．一方，ADS は自動
Figure 4-2 A State Machine Diagram for a Driver And an ADS 
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運転をしている間に，ドライバの状態を逐次確認し，必要に応じてドライバに運転に参加す
るよう促し，かつリスクを避けるための操作をする．これらの並行する振る舞いを合成し，
CSP モデルを作成するため，この 2 つの構成システムの相互作用に必要なインタフェース
をチャネルとして定義する．CSP モデル上のドライバのプロセスの流れ，およびチャネル
を Figure 4-3 に表す． 
まず，Figure 4-3 の Driver’s Behavior のラベルが付いた四角い矩形に囲まれている
SProcessing(情報の受容のプロセス)，Perception(認知のプロセス)，DMaking(判断のプロ
セス)，RSelection(操作のプロセス)は，CSP モデルのドライバのプロセスを示す．このド
ライバのプロセスと並行して，ドライバに情報を提供する環境のプロセス(Environment)お
よび ADS のプロセス(Automated Driving System)が実施される．また，ドライバの 4 段階
のプロセスとは別にドライバの状態の変化が認知に影響を与えることを表現するために，
ドライバの状態が変化することを表すプロセス(DrivingState)を設定する．このドライバの
状態とは，運転操作に参加することに影響をするドライバの状態，すなわち健康的な状態，
眠い状態，運転に集中していない状態を表現する． 
Figure 4-3 の矢印は，各プロセス間で受け渡される情報の流れを表し，情報を受け渡すた
めのチャネルの名前を矢印に沿って示す．たとえば，Environment プロセスから
SProcessing プロセスへは，チャネル env を通して情報が送られる．また，Driver’s Behavior
プロセスから Automated Driving System プロセスへ， 3 個のチャネル sens，perc，res
からそれぞれ，ドライバが情報を受容するか否か，ドライバが情報を認知するか否か，ドラ
イバが必要時間内に操作をするか否かが情報として渡される． 
 Figure 4-4 として，ドライバの情報の受容のプロセスを表す CSP モデルを示す．Figure 
4-4の (1)列では，チャネルenvを通してEnvironmentプロセスから情報(info)を受け取る．
Figure 4-3 A Structural Description of Driver's Processes and Flows of Information 
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これは，“env?info”により示される．そののち，com1 チャネルを通して次のプロセスであ
る Perception プロセスに移行することを伝える．この情報の送信は，“com!ok”により示
される．(2)列では，Environment プロセスより情報を受け取ったが，ドライバが情報を正
しく受容していないことをチャネル sens を通して，ADS のプロセスに伝える．さらに，(3)
列では，(2)列のドライバが情報の受容に失敗をしたイベントの後，ドライバが正しく情報
を受容したことをチャネル sens から ADS に伝える．(4)および(5)列は，ドライバが
Environment プロセスからの情報を全く受容しないことを示している．なお，Environment
プロセスは，チャネル env より info を送信するイベントを実行したのち，Environment プ
ロセスに戻る． 
Figure 4-5 に ADS の自動運転システムのプロセスを表す CSP モデルを示す．(1)列で表
される SensAuto は，Figure 4-4 で表されるドライバのプロセス(SProcessing)を通して，
ドライバが Environment プロセスからの情報を受容したか否かを確認し，ADS が自動運
転を継続するか MRS に移行するかを決定する．(2)，(3)列で表されるプロセス(PercAuto，
Figure 4-4 CSP Model Describing Driver’s Processes in Sensory Processing as 
"SProcessing" 
Figure 4-5 CSP Model Describing ADS's Processes in Automated Driving as 
"Automated Driving System" 
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ResAuto)は，ドライバの認知(Perception)および操作(RSelection)プロセスからチャネル
perc および res を通して，ドライバのそれぞれのプロセスが正しく行われたかを ADS が確
認するプロセスを表す．これらのプロセスも SensAuto のプロセスと同様に，ドライバが必
要なプロセスに失敗する場合，MRS に移行する．(5)列は，MRS に移行するプロセスを表
す．この CSP モデルおよび Figure 4-2 では，MRS から Automated Driving 状態に戻るこ
とは想定しない．すなわち，MRS からは，失敗状態(Failure)に移る，または MRS にとど
まる状態遷移のみを想定する． 
Figure 4-5 の(4)列は，ADS の Failure のプロセスを表す．Failure のプロセスが実行さ
れると，ソフトウェアまたはハードウェアの失陥が回復し，Automated Driving プロセス
に戻る，または失陥が回復せずに失敗状態にとどまる．ADS が失敗状態にとどまる場合は，
自動運転を継続することは不可能であるとみなし，予期せぬ停止(STOP)として表現する．
最後に，ドライバ，ADS，Environment のプロセスを並行合成することによって，自動運
転車を取り巻く SoS のプロセスとみなす． 
 CSP モデルに対して，モデル検査器である FDR3 を用いてモデル検査を行う．ADS とド
ライバ間で情報が相互に交換され，ドライバが運転に参加するには適さない状態にある場
合は，MRS に移行することが重要である．モデル検査器には，各プロセスが他のプロセス
の実行を待ち，それ以上プロセスを進めることができないデッドロックの状態が発生する
か否かを検証する機能が備わっている．ADS とドライバの相互作用によって，いずれのプ
ロセスもデッドロックとならないことを保証することにより，ADS とドライバに関するシ
ステムモデルの安全性を保障する．FDR3 によるデッドロックのモデル検査をするため，
CSP モデルに，検査式“assert SoS :[ deadlock free [F]]”を追加する．これは，各プロセ
スを並行合成した自動運転車を取り巻く SoS のプロセス(SoS)に対し，デッドロックが発生
するか否かを検証すること意味する．モデル検査の結果，この検査式に反する状態の遷移が
確認される場合は，その状態遷移の例が反例として示される．作成した CSP モデルに対し
てモデル検査を実行すると，Failure 状態から ADS が復帰しない場合のみ，ADS のプロセ
スがそれ以降継続できないため，デッドロックが発生することが確認できる． 
 SysML の状態機械図は，状態の遷移に加え，状態が遷移する条件や状態が遷移する際に
発生するイベント，状態遷移後のアクションを記述することができる．しかし，いくつかの
システムが並行して動作するとき，各システムの状態遷移が合わさることよる影響を
SysML の記述のみから理解することは困難である．一方，システムモデルから CSP モデル
を記述してモデル検査することにより，相互作用の結果もたらされる各システムの状態の
組み合わせすべてを検証することが可能となる．レベル 3 の自動運転システムとドライバ
の関係から，ドライバは緊急事態に備えて，HAVEit が提唱するように常に運転に参加でき
る状態にあることが重要である．特に，ADS が運転を継続できない失敗状態にあるとき，
ドライバが交通環境に適した運転をする必要がある．したがって，ADS が失敗状態になる，
すなわち Failure プロセスを実行するまでに並行して起こるドライバの状態の遷移を確認
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することによって，危険なドライバの状態遷移が存在するか否かを確認する． 
 FDR3 は，イベントの実行の流れをグラフとして表示する機能を持つ．この機能を用い
て，ADS が Failure プロセスを実行するまでの ADS とドライバのイベントの実行の流れ
をグラフとして表示した結果を Figure 4-6 に示す．まず，Figure 4-6 よりドライバの状態
についての情報をチャネル(sens，perc，res)を通して，ADS が受け取り，必要に応じて MRS
に移行する様子がわかる．たとえば，“sens.noperc”は，ドライバが環境からの情報を受容
することに失敗することを ADS に伝えるイベントである．このイベントの発生は，Figure 
4-6 の“(1) Failure of sensory processing”が示す遷移が表している．その後，“sens.nores”
イベントが発生すると，“(2) Failure of sensory processing second time”の遷移が発生す
る．これは，ADS がドライバの状態を戻そうとするにも関わらず，ドライバが情報の受容
に再度失敗したことが ADS に伝わることを意味する．このイベントの発生の結果，ADS の
状態は MRS に遷移する． 
一方，ADS の状態が MRS であるとき，MRM の実行に失敗をすると，ADS は Failure
状態に遷移する(“(3) Failure of MRM”）．また，ADS がドライバと相互作用する中で，ADS
が自動運転を正常に実行できない場合も Failure 状態に遷移する(“(4) Failure of ADS”)．
Failure 状態から ADS が復帰する場合(“(5) Recovery of ADS”)は，自動運転をする
Automated Driving State に戻る．しかし，ADS が Failure 状態から復帰できない場合は，
エラーとなり ADS が完全に停止する(“(6) Fatal error”)．Figure 4-6 の Automated Driving 
Figure 4-6 Description of State Transitions Caused by Events Relating to ADS's State 
"Failure" 
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State に着目をすると，情報の受容，認知，操作のプロセスで，ドライバの問題のある状態
と正常な状態が繰り返される．たとえば，ドライバが情報の受容に失敗したのち運転に再び
参加するようになったとしても，操作の遅れのために ADS が MRS に移行する場合が考え
られる．この例は，ドライバの状態が一時的に運転に適した状態に回復したとしても，その
後再び，問題のある状態に陥る可能性を示している．すなわち，ドライバが正常な状態と問
題のある状態を繰り返す状態は，ドライバの問題のある状態と同様に交通環境にリスクを
引き起こすと考えられる．このため，ドライバの状態の遷移を ADS が把握し，状態の悪化
が繰り返されるようであれば MRS に移行するなど，あらかじめリスクを避ける対策が必要
であると考えられる． 
 
4.4. CSP モデルによるドライバの遅れを考慮したドライバと ADS の相互作用の検証 
 本節では，前節に引き続き ADS とドライバの相互作用に着目をし，MRS への移行およ
び ADS の失敗状態を考慮して検証を行う．文献[100]では，自動運転のレベルが高いほど，
ドライバがADSの失敗状態に対応できない傾向になることを実験により示している．また，
ADS が運転操作を担う間は，ドライバは ADS からの権限移譲の要請に備える必要がある
が，実際には運転操作をしない．このため，ドライバ自身が運転する場合とは異なり，ドラ
イバは受動的に振る舞うようになる．その結果，ドライバが Situation Awareness(状況認
識)の問題を持つことを指摘している．同文献の実験では，ADS が失敗状態にあるとき，3
分の 1 の被験者が反応の遅れや反応がないことを示す結果を得ている．現在の交通事故の
統計より，ドライバが運転を担う場合であっても，交通事故の最大の原因は，ドライバの認
知および判断の失敗であることが知られている[101]．したがって，ADS が運転操作を行い，
ドライバが ADS に頼るならば，ドライバにとって ADS からの運転権限の移譲に応じるこ
とは困難であることが推測される．ドライバが運転のループから外れており，ドライバの認
知，判断，操作のいずれかに遅れが発生する場合，ADS とドライバの相互作用の結果、こ
の遅れが交通環境の安全に影響を及ぼさないことを保証すべきである． 
以上より，ドライバの遅れの影響を考慮することが SoS の安全を実現するために重要で
あると考え，本節ではドライバの遅れを CSP モデルの Wait 関数を用いて表現する．また，
ドライバと ADS の状態を変数として表し，それぞれの状態の影響を考慮に入れられるよう
前節で設計した CSP モデルを改良する．本節では，この CSP モデルに対して，検査式を
LTL(Linear Temporal Logic，線形時相論理)[60]を用いて表現し，ドライバと ADS の状態
の危険な組み合わせが発生しないことを検証する．線形時相論理とは，離散時間を対象とし
て次の時刻で命題の真偽が決定する線形時間をもとに，時間に関する性質を記述するため
の論理体系である．LTL 式での検証を行うため，モデル検査器は FDR3 ではなく PAT を用
いる． 
 文献[102]は，人のタスクをモデル化する際に Hollnagel[103]が提唱した外部から観測が
できる人のエラーに関する行動(phenotypes of erroneous human action)を含めてモデル化
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し，検証をする方法を提案している．このエラーに関する行動とは，本来よりも早いタイミ
ングでの行動，行動の完了の遅れ，行動の省略，および行動の順序の入れ替えなどを指す．
文献[102]では，時間に関係しない行動の省略，繰り返し，順序の入れ替えなどを対象にし
ている．同文献は，あるゴールを達成するための通常の人のタスクの流れを表現するモデル
において，最初のタスク実行の選択肢の中にエラーに関する行動を加え，通常のタスク実行
またはエラーが発生するようにモデルを記述する．タスク実行を繰り返すことにより，エラ
ー行動の流れを表現できるようになり，複雑なエラーの実行を考慮できる．すなわち，ある
タスクの実行を省略したのち，同じタスクを繰り返すなど，単体のエラーに関する行動から
より現実的なエラー発生の状況を再現できるようになる．一方，本論文では，ドライバが受
動的な観察を担う役割の中で重要な交通環境やADSの状態の変化に気付くことが遅れるこ
とを検証することが重要であると仮定し，ドライバと ADS の相互作用の中に遅れを表現す
る． 
 これより，本節で用いる CSP モデルについて説明をする．自動運転車を取り巻く SoS の
アーキテクチャを表すシステムモデルで導出されるADSとドライバの状態遷移を表す状態
機械図を Figure 4-7 に示す．ドライバの状態には，運転に適した通常の状態(Normal)，お
よび運転に適さない状態として注意散漫な状態(Distracted)と眠い状態(Drowsy)がある．通
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Figure 4-7 A State Machine Diagram for a Driver and an ADS When ADS's Working 
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常の状態から視線の動きが散漫している場合は，注意散漫な状態に遷移する．また，瞬きの
回数が少ない場合は，通常の状態から眠い状態に遷移する．ドライバが運転に適さない状態
にあるとき，ADS がドライバの状態を通常に戻すように働きかける．この ADS の試行が失
敗する場合は，ADS は MRS に遷移する．なお，これらの状態遷移の判断に必要なドライ
バの状態の取得は，適切な機器により可能であると仮定し，具体的な方法については論じな
い． 
ADS の状態には，自動運転をしている状態(Automated Driving)，ドライバが運転をして
いる状態(Manual Driving)，最小リスク状態(MRS)がある．ADS が自動運転をしている状
態で，ADS が対応できない状況に面するとき(ADS Functional Limit)，ADS はドライバに
運転権限を移譲しようとする．このとき，ADS はドライバの状態が運転に適した状態か否
かを確認し，運転に適した状態であれば運転権限の移譲を試行する．ただし，ドライバの状
態が運転に適さない状態である場合は，ドライバの状態を運転に適した状態に戻すように
働きかける．この結果，ドライバの状態が運転に適した状態に戻る場合のみ，ドライバへ運
転権限を移譲する．ドライバの状態が運転に適した状態に戻らなければ，ADS の状態は
MRS に遷移する．さらに，ADS が自動運転をしている状態であるとき，ADS はドライバ
の状態を観測し，その結果にもとづきドライバの状態を運転に適した状態に戻すように働
きかける．なお，ドライバの状態が運転に適さない状態から回復しない場合は，ADS は MRS
に移行する．ADS が MRS に移行するならば，リスクを最小に抑えることができると仮定
し，MRS が有効であるか否かは本論文では検討しない． 
 Figure 4-7 で定義されるドライバと ADS の状態を CSP モデルでは，表 4-1 に示す変数
を用いて表現する．まず，ドライバの状態として，Figure 4-7 では 3 個の状態が定義され
ているが，ADS とドライバの相互作用に関して，運転に適さない状態を指す注意散漫な状
態および眠い状態の違いは具体的に定義されていないため，CSP モデルでは運転に適さな
い状態(変数値：abnormal)としてまとめて定義する．なお，ドライバが運転に適した状態に
ある場合は，変数 Evdstate に normal の値を持つ．一方，ADS は自動運転を継続できる状
態(automated)とソフトウェアやハードウェアの故障により自動運転を継続できない状態
(limited)があるとし，変数 Adsstate を用いて定義する．これに加えて，ADS の状態遷移お
よび ADS とドライバの指示の結果，自動運転車の運転に関する状態が，ADS が運転をする
状態(adsdriving)，ドライバが運転をする状態(evddriving)，または最小リスク状態(evmrs)
表 4-1 CSP モデルで用いるドライバと ADS の状態を表す変数 
 変数 値 
ドライバの状態 Evdstate normal, abnormal 
ADS の状態 Adsstate automated, limited 
運転モード Evmode adsdriving, evddriving, evmrs 
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となることを変数 Evmode により定義する．CSP モデルの中で，これらの変数を用いて評
価すべき検査式を LTL を用いて表す． 
 CSP モデルのプロセス間のチャネルによるつながりを Figure 4-8 に示す．CSP モデルで
は，自動運転車を取り巻く SoS に含まれる自動運転車，ADS，およびドライバ以外の構成
システムのプロセスをまとめて，プロセス“CS Processes”として表す(Figure 4-8)．この
CSP モデルでは，CS Processes からドライバのプロセス(Driver Processes)と ADS のプロ
セス(ADS Processes)に運転の判断に関係する情報が伝わることのみを表現する．すなわち，
具体的に伝わる情報については言及しない．ADS のプロセスでは，ADS は他の構成システ
ムからの情報を認知し，運転操作に関する判断，または権限移譲をすべきか否かを判断する．
次に，運転操作を継続する，ドライバの状態を回復する，またはドライバの状態を確認する
プロセスのいずれかを行う．ドライバの状態が運転に適さない場合，または権限移譲に失敗
する場合は，MRS に移行するために MRM プロセスに移る． 
ドライバのプロセスは，他の構成システムから情報を認知し，それにしたがい判断，振る
舞いを実行する．また，交通環境に応じてドライバの状態が変化する．これらの 3 個のプロ
セスは，互いに並行して行われ，チャネルを通じて必要な情報を交換することによって相互
作用を表す．たとえば，Figure 4-8 の ADS Processes に含まれる“(a) Driver’s State Check”
プロセスで ADS がドライバの状態を確認し，ドライバの状態が危険であれば“(b) 
Recovering Driver”プロセスに移る．このときチャネル“(c) adstoevdawake”を通して ADS
CS Processes CS1
CS2
ADS Perception
State 
Change
Override 
Judge
ADS Decision
cstoads
(b) Recovering 
Driver
(a) Driver’s 
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Delegate
Authority MRM
ADS 
Control
Driver  environment 
Perception State 
Change
(f) Perception 
& Decision
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Figure 4-8 Structural Description of Processes in a CSP Model and Channels 
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からドライバに通常の状態に戻るように指示を送る．そして，チャネル“(d) evdack”を通
して，ドライバの反応が ADS に伝わる．このとき，ADS からの働きかけにより，ドライバ
の状態が元に戻る場合は，チャネル evdack より値 1 が送られ，ドライバの状態が運転に適
さない状態のままである場合は，チャネル evdack より値 0 が送られる．もし，ドライバが
運転に適さない状態のままであれば，ADS はリスクを避けるために MRS に移行する．一
方，ドライバは ADS の運転モードや状態を“(e) adstoevd”チャネルを通して，“(f) 
Perception & Decision”プロセスの中で受け取る．ドライバがこの情報を認知したのち，
ADS の運転操作にしたがうか否かを判断する．ドライバが ADS に代わり運転操作を行う
と判断する場合，“(g) evdtoadsoverride”チャネルを通して，ドライバの判断の結果を ADS
に伝える．CSP モデルを PAT を用いて記述する際には，PAT の機能である状態遷移をシミ
ュレーションする機能を用いて，システムモデルの定義にしたがっているか否かを確認し
た． 
 表 4-1 に示す運転モードの変数(Evmode)の値は，ADS およびドライバのプロセスによ
って変わる．たとえば，ADS が現在の交通環境に対応できないと判断すると，ADS の
“Delegation Authority”プロセス(権限移譲のプロセス)の中で，ADS がドライバに運転を
代わるように尋ねる．そして，ドライバの状態を確認した上で，運転モードを“automated 
driving (adsdriving)”から“manual driving (evddriving)”に変更する．しかし，このとき
ドライバが運転権限の移譲に同意したとしても，ドライバの状態が運転に適さないと ADS
が判断する場合，ADS は運転モードを“MRS (evmrs)”に変更する． 
 CSP モデルの中で，ADS とドライバの相互作用によって，それぞれの状態を表す変数(表 
4-1)が予期せぬ状態に達しないことを検証するために，LTL により検査式を記述する．表 
4-2 は，運転モードに対してドライバと ADS の状態の組み合わせの一覧を示している．自
車両が走行を続けるために適した状態の組み合わせに対しては，該当するセルに“OK”を
示し，自車両の走行に適さない状態の組み合わせに対しては“NG”を示す．ドライバの状
態と ADS の状態の組み合わせは，表 4-1 より 4 通り(normal, automated)，(abnormal, 
automated)，(abnormal, limited)，(normal, limited)がある．たとえば，ドライバの状態が
運転に適した状態(normal)であり，かつ ADS の状態が運転を継続できない状態(limited)で
ある組み合わせは(normal, limited)と表す．この状態の組み合わせに対し，自動運転が運転
表 4-2 ドライバと ADS の状態の組み合わせ 
 状態の組み合わせ(“ドライバの状態”, “ADS の状態”) 
運転モード (normal, automated) (abnormal, automated) (abnormal, limited) (normal, limited) 
adsdriving OK OK NG NG 
evddriving OK NG NG OK 
evmrs OK OK OK OK 
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をする Adsdriving の運転モードは不安全であるため，該当するセルに NG が示されてい
る．また，ドライバおよび ADS が共に運転に適した状態ではない場合，すなわち状態の組
み合わせが(abnormal, limited)であるとき，MRS 以外の運転モードは不安全である． 
表 4-2 をもとに作成をした LTL による検査式を Figure 4-9 に示す．表 4-2 の状態の組
み合わせのうち，ある運転モードに対して不安全となる組み合わせを Figure 4-9 の(1)から
(3)の式に定義する．すなわち，表 4-2 の状態の組み合わせのうち，(abnormal, limited)，
(normal, limited)，(abnormal, automated)を定義する．また，運転モードを(4)から(6)の式
に定義する．これらの定義をもとに LTL にもとづく検査式を(7)から(11)に記述する．命題
F に対し，表現“[ ]F”は，命題 F に表現される性質が常に真になることを意味する．命題
F がどこかの時点で偽になる場合，[ ]F は偽となる．表現“< >F”は，命題 F に表現される
性質がいつかどこかの時点で成立することを意味する．また，!F は命題 F の否定を表す． 
 ドライバと ADS の状態の組み合わせが(abnormal, limited)であるとき，運転モードが
MRS 以外である場合，自動運転車を正常に操作できない状態であるといえる．この状態か
ら脱することができることを検証する式は，Figure 4-9 の(7)および(8)である．まず，(7)と
(8)に含まれる変数“EVDADSState1”は，式(1)で定義される“ドライバと ADS の状態の
組み合わせが(abnormal, limited)である”性質を持つ．(7)の変数“Drivingmode1”は式(4)
で定義される“運転モードが adsdriving(ADS が運転操作を担う状態)である”性質を持つ．
最初に，(7)は命題「“EVDADSState1”と“Drivingmode1”が同時に成立する」を否定す
る．この命題を便宜的に𝐹଻と表現する．次に，命題𝐹଻に< >演算子を付加して，命題𝐹଻ᇱ“い
つか𝐹଻が成立する”を作る．最後に，命題𝐹଻ᇱに[ ]演算子を付加して，命題「常に𝐹଻ᇱが成立す
る」を記述した式が(7)の式となる． 
(8)の命題は，(7)の命題の“Drivingmode1”を式(5)で定義される“Drivingmode2”に変
更した式である．(7)は，常にいつかはドライバとADSの状態が(abnormal, limited)であり，
かつ ADS が運転を担う状態ではない状態となることを示す．すなわち，ドライバと ADS
#define EVDADSState1 (evdstate==abnormal && adsstate==limited); (1)
#define EVDADSState2 (evdstate==normal && adsstate==limited); (2)
#define EVDADSState3 (evdstate==abnormal && adsstate==automated); (3)
#define Drivingmode1 (evmode == adsdriving); (4)
#define Drivingmode2 (evmode == evddriving); (5)
#define Drivingmode3 (evmode == evmrs); (6)
#assert SoS |= []<>!(EVDADSState1 && Drivingmode1); (7)
#assert SoS |= []<>!(EVDADSState1 && Drivingmode2); (8)
#assert SoS |= []<>!(EVDADSState2 && Drivingmode1); (9)
#assert SoS |= []<>!(EVDADSState3 && Drivingmode2); (10)
#assert SoS |= !<>(EVDADSState3 && Drivingmode2); (11)
Figure 4-9 Assertions for Formal Verification Described with LTL in a CSP Model 
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の状態が共に危険であるときに，ADS が運転を担う状態から，頻繁に脱することができる
ことを(7)で述べている．(7)と(8)がどちらも成立すれば，運転に適さない状態から脱するよ
うにドライバと ADS が相互に働くことが可能であることを確認できる．Figure 4-9 の(9)
は，ドライバは運転に適した状態であるが ADS が運転を継続できない状態であるとき，
ADS が運転を担う状態から頻繁に脱することができることを意味する．また，(10)はドラ
イバが運転に適さない状態かつ ADS が運転を継続できる状態であるとき，ドライバが運転
を担う状態から脱することができることを表している．ただし，ドライバが運転に適さない
状態であるとき ADS が運転を担えるのであれば，ドライバは運転をすべきではない．その
ため，(11)でこの状態が発生しないことを検査式として記述する． 
 これより，CSP モデルのドライバのプロセスに遅れを挿入する．Figure 4-10 にドライバ
のプロセスの一部を示す．この図の(1)から(4)のプロセスで，ドライバが ADS よりチャネ
ル“adstoevd”を通して情報を受け取り，ADS の振る舞いにしたがうか否かの判断をする
様子を表す．たとえば(1)のプロセスで，ADS の運転中にドライバが運転をすることを決め
る場合，チャネル“evdtoadsoverride”を通してドライバは ADS に意思を伝える．これに
対し，ADS はドライバの状態を確認した上で，チャネル“adstoevdjudge”を通し運転権限
を移譲できるか否かをドライバに伝える．この結果を受け，(5)に表されるプロセス
DriverAction1 で ADS の運転を継続するか，実際にドライバが運転を開始するため運転モ
ードを evddriving に変更する． 
Figure 4-10 の*1 から*4 に CSP の Wait 関数を挿入することにより，ドライバのプロセ
スの遅れを表現する．同じ番号が振られている個所には，同時に Wait 関数を挿入する．ま
ず，*1 および*3 に Wait 関数を挿入し，ADS から送られる情報をドライバが認知するプロ
セスが遅れることを表現する．次に，*2 に遅れを加えることによって，ドライバが ADS か
ら運転権限を取り戻すか否かを判断するプロセスに遅れが生じることを表現する．また，*4
に遅れを挿入することで，ドライバの操作に遅れが生じることを表す．Figure 4-10 でドラ
Driver = atomic{“*1”adstoevd?y -> “*2”([evmode==adsdriving] (evdtoadsoverride!1 -> (1)
“*3”adstoevdjudge?z ->DriverAction1(z))[][evmode!=adsdriving]DriverDriving)}
[] “*1”([evmode==adsdriving](atomic{adstoevd?y -> followads01 -> (2)
Skip};Driver)[][evmode!=adsdriving]DriverDriving)
[] ([evmode==adsdriving](atomic{followads02 -> Wait[1];Skip};Driver) (3)
[][evmode!=adsdriving]DriverDriving)
[] “*2”atomic{([evmode==adsdriving](evdtoadsoverride!1 -> “*3”adstoevdjudge?x -> (4)
DriverAction2(x))[][evmode!=adsdriving]DriverDriving)};
DriverAction1(z) = “*4” ([z==0](overriderefused -> Driver) (5)
[][z==1] (driverctr1{evmode=evddriving;} -> DriverDriving));
DriverAction2(x) = “*4” ([x==0](refusecmd -> Driver) (6)
[] [x==1](driverctr2{evmode=evddriving;}->DriverDriving));
Figure 4-10 Introduction of Driver's Delay in the Processes 
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イバのプロセスに含まれる atomic プロセスは，その中に含まれるプロセスを優先して実行
することを意味する．これにより，ドライバの認知，判断，操作の一連の流れを介入なしに
進めることを表現する． 
 遅れを挿入しない CSP モデル，および Figure 4-10 の*1 から*4 に順に遅れを挿入した
CSPモデルに対し，モデル検査器PATを用いてモデル検査を行う．遅れを挿入しない場合，
Figure 4-9 に示す検査式はすべて成立する．すなわち，ドライバの認知，判断，操作に遅れ
がなければ，表 4-2 で表される危険な状態から ADS とドライバの相互作用により脱するこ
とができる．ここで，atomic プロセスの表現を削除し検証を行うと，Figure 4-9 の(11)の式
で検査式が満たされないことが示される．PAT で表示された反例を解析すると，ドライバ
が ADS より運転権限を取り戻す際に正常であったドライバの状態が，権限移譲後に運転に
適さない状態となることが示されている．一方，(10)の検査式は成立する．したがって，い
ずれはドライバが運転に適さない状態で運転をする状況から，MRS に移行する，またはド
ライバの状態が正常に回復する．ただし，ドライバが運転を再開すれば，注意散漫または眠
い状態になることは起こりにくいと判断し，以降の遅れを挿入した検証では atomic プロセ
スを適用したまま検証を行う．*1 から*4 に順に遅れを挿入して検証を行った結果，*1，*2，
および*3 に遅れを挿入する場合は，Figure 4-9 の検査式はすべて満たされることが示され
る．*4 に遅れを挿入すると検査式(11)に対して反例が提示される．反例を解析すると，ドラ
イバが ADS から権限を取り戻す操作に対して時間が掛かるため，その間に環境が変化し，
それに応じてドライバの状態が正常な状態から運転に適さない状態となる．その後，ドライ
バが運転に適さない状態で，運転を再開する．先ほどの atomic プロセスを削除した例と同
様に検査式(10)は成立するため，いずれはドライバが運転に適さない状態で運転をする状況
から MRS に移行する，またはドライバの状態が正常に回復する． 
以上より，ドライバのプロセスに遅れが生じる場合であっても，権限移譲の判断後ドライ
バの操作が必要時間内に行われれば，危険な状態とはならないことがわかる．したがって，
ドライバに運転を代わることを許可してから，ドライバが実際に操作を行うまでに制限時
間を設けるなど，ドライバが運転に適さない状態で運転をすることを防ぐ方法を検討する
必要がある．SysML を用いたシステムモデルの記述のみでは，ドライバの遅れを考慮する
ことは困難である．しかし，システムモデルの記述と同時に CSP モデルでモデル検査を行
うことによって，自動運転車を取り巻く SoS のアーキテクチャを向上させるためのフィー
ドバックを行うことが可能となる． 
 
4.5. アシュアランスケース記述から定義される安全性要求に対する CSP モデルを用いた
システムモデルの検証 
 本節では，アシュアランスケースより導かれる安全性要求をシステムモデルが満たすか
否かをモデル検査により検証する．まず，本節で対象とするアシュアランスケースについて
説明をする．Figure 4-11 に示すアシュアランスケースは，最上位のゴールとして GU_C1_1
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「自動運転システムがドライバと共に安全な運転を実現する」を設定し，ドライバの認知，
判断，操作に起因するリスクを減少させることを戦略 SU_C1_1 として議論をする．このア
シュアランスケースは，自動運転車を取り巻く SoS の構成システム間の相互作用をもとに
検討された．ドライバの認知，判断，操作に関して論じることによって，ヒューマンファク
ターに起因する事故を減少するためのゴールを導く．たとえば，Figure 4-11 に示すアシュ
アランスケースで自動運転システムへの要求として，ドライバが運転に適さない状態であ
ることを検知することが求められる（ゴール：GU_C1_7）．さらに，ドライバの状態が運転
に適さない場合，ドライバの状態を回復することが要求される（ゴール：GU_C1_8）．自動
運転システムの働きかけによってもドライバの状態が回復しないならば，自動運転システ
ムが交通事故を起こす危険を回避する必要がある（ゴール：GU_C1_9）．これより，自動運
転車の導入により安全性を実現するためには，自動運転システムがドライバの状態を正確
に把握する必要があり，かつ必要に応じて交通事故を起こす危険を回避することを要求さ
れることが明らかとなった．特に，レベル 3 の自動運転システムの定義で最終的な責任を
負うドライバを運転に適した状態に回復させる機能は SoS 全体の安全性を実現するために
重要な要求である． 
次に，Figure 4-12 に示す ADS の機能のフローを定義するアクティビティ図に対して記
述したアシュアランスケースを Figure 4-13 に示す．Figure 4-12 のアクティビティ図は，
ADS が交通環境を認知(identify traffic environment)し，その結果をもとに自動運転を継続
する，またはドライバと相互作用を行うことを示している．“identify traffic environment”
のアクションで検知すべき交通環境には，ドライバ(Ego Vehicle Driver, EVD)の状態(EVD 
state)が含まれる．また，ADS が対応できない交通環境である場合，“override request”に
よって運転権限の移譲を行う際に，ドライバの状態が運転に適した状態であるか否かを確
認する．ドライバの状態が運転に適していれば，アクション“delegate driving authority to 
EVD”により，ドライバへの運転権限の移譲が行われる．一方，ドライバの状態が運転に適
さない場合は，アクション“communicate with driver”の中でドライバと相互作用し，ド
ライバの状態を回復しようとする．ドライバの運転に適さない状態が続く場合は，MRM を
実行し，MRS に移行する． 
このアクティビティ図に対して，ADS に求められる安全性要求をアシュアランスケース
により記述した結果を Figure 4-13 に示す．ここでは，3.3 節のように自動運転車を取り巻
く SoS の構成システムを d*framework のアクターとして表現する．最上位のゴールとし
て，ゴール GU_A1_1「自動運転システムがドライバと共に安全な運転を実現する」を設定
する．次に，このゴールを詳細に議論するための戦略として，アクティビティ図より，戦略
SU_A1_1「自動運転システムのアクションから導かれる安全性要求を論じる」を設定する．
この戦略は，Figure 4-12 のアクティビティ図を参照するため，コンテキスト(CU_A1_1)と
して対象のアクティビティ図名を明記することで妥当性を確認する対象のシステムモデル
を関係付ける． 
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 戦略 SU_A1_1 に基づき，ゴール GU_A1_2 から G U_A1_6 を設定する．たとえば，ゴー
ル GU_A1_2「ADS は交通状況を特定できる」の達成に関して，ADS はある構成システム
群(CSs_01)に依存することを示している．ここで，CSs_01 は，自車両(Ego Vehicle)，自車
両のドライバ(Ego Vehicle Driver)，交通インフラシステム，歩行者，周辺モビリティ，お
よび情報システムを表す．これらは，Figure 4-12 のアクティビティ図上で示されている情
報の流れをもとにして設定する．このアクター間の依存関係は，ADS にとって必要な情報
がアクターCSs_01 から得られる必要があることを示している．自動運転車を取り巻く SoS
のアーキテクチャの記述が進むことにより ADS のサブ機能が詳細に定義されるにつれ，こ
の構成システム群（CSs_01）は単体のアクターとして示される予定である．なお，ゴール
GU_A1_2 は Figure 4-11 のアシュアランスケースに示されるゴール GU_C1_5，GU_C1_6，
GU_C1_7 を実現する機能であることをコンテキストのノードで示している．コンテキスト
のノードにある AC1 とは，Figure 4-11 のアシュアランスケースを指す． 
ゴール GU_A1_4「ADS はドライバに運転権限を移譲することができる」に関して，自動
運転システムがドライバに権限を移譲するためには，ADS の機能のみならず，ドライバが
運転を代わることができる状態にあるのか，またドライバが適切な操作を判断できるかな
ど，ドライバの状態に依存することがアクターを関係付けることで示されている．すなわち，
ゴール GU_A1_4 を実現するために ADS が EVD から必要な情報を得られる必要があるこ
とをアクターによって示している．このようにアクターを示すことにより，単体のシステム
の機能だけではなく，独立して運用される他のシステムと相互に補完し合いながら動作す
ることを検討できる．また，ゴール GU_A1_4 は Figure 4-11 のゴール GU_C1_11 を実現
する機能であることをコンテキストのノードで示している．Figure 4-13 の安全性要求は，
コンテキストのノード(CU_A1_2，CU_A1_3，CU_A1_4，CU_A1_5)に示すように，Figure 
4-11 で検討した SoS 全体の相互作用を考慮した安全性要求を引き継いでいる．したがって，
自動運転車を取り巻く SoS のミッション達成のために実現すべき振る舞いが相互作用を踏
まえた上で，妥当に検討できていると言える．また，アクターを用いることにより，ゴール
の実現に必要な構成システムを確認することが可能となる．SoS は，構成システムが常に一
定であるとは限らない特徴を持つ．SoS の構成システム，すなわちアクターに変化がある場
合にこのアシュアランスケースに立ち戻ることにより，再検討すべきゴールを見つけるこ
とができる． 
 アシュアランスケースを用いた妥当性確認および安全性要求の定義の結果を受け，シス
テムモデルで定義される ADS とドライバの相互作用の中で，安全性要求が保たれるか否か
を CSP モデルにより検証する．CSP モデルは，Figure 4-12 のアクティビティ図および
Figure 4-14 の状態機械図をもとに作成する．Figure 4-14 は，自動運転車が走行中のドラ
イバおよび ADS の状態遷移を示している．ここに示す状態は，状態機械図である Figure 
4-7 と同様である．ただし，Figure 4-14 の①の状態遷移“[Drowsy or Distracted within 
AT]/BBDNS”はのちに示すモデル検査の結果を反映したものである．レベル 3 の自動運転
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システムでは自動運転システムとドライバとの相互作用が安全性に影響する観点から，そ
れらの相互作用に関して安全性の検証を実施する． 
 CSP モデルの構造図を Figure 4-15 に示す．この CSP モデルは構成システム（CS），ADS
の振る舞い（ADSProc），ドライバの振る舞い（DriverProc）の大きな 3 つのプロセス群か
ら構成されている．これらのプロセス群は CSP の並行合成を用いて SoS 全体のプロセスを
構成する．四角い矩形は，サブプロセスを表し，破線は各プロセスの情報交換による相互作
用を表すためのチャネルを表す．また，実線の矢印は，プロセスの流れを表す．まず，自動
運転システムとドライバが構成システムからの情報をチャネル“cstoads”，“cstoevd”を通
して認知し，その結果を受けそれぞれの状態が変化する (ADSPerceiveInfo ，
DriverPerceiveInfo)．ここでは，自動運転システムとドライバの状態の変化が安全性要求を
常に満たすことを確認するために，それぞれの状態を変数として取り扱う．ドライバの状態
の変数（evdstate）は，Figure 4-14 の状態の定義より，通常の運転ができる状態（normal）
と運転するには危険な眠い・注意散漫である状態（abnormal）を値として持つ．また，ADS
の状態（adsstate）は，状態遷移の条件より，自動運転が可能な状態（automated）と自動
Figure 4-14 State Machine Diagram for a Driver and an ADS during ADS's Working 
Changed by Results of Model Checking 
Description of Ego Vehicle Driver and Automated Driving System state[State Machine] stm [   ]
Estimated Ego Vehicle Driver state Normal
DrowsyDistracted
Automated Driving System state
Automated Driving
Minimum Risk StateManual Driving
Estimated Ego Vehicle Driver (EVD) state & Automated Driving System (ADS) state
 [Distracted within AT] / BBDNS
 [Distracted within AT] / BBDNS  [Drowsy within AT] / BBDNS
 [Drowsy within AT] / BBDNS
 [Gaze direction == dispersed]
 [Blink rate == low]
 [distracted 
over AT] / MRM
 [Drowsy 
over AT] / MRM [else] / CWD
 [No response in AT] / MRM
deactivate ADS
 [Drowsy or Distracted within AT] / BBDNS 
 [else] / CWD
 [drowsy or distracted 
within AT] / BBDNS
 [else] / SDA
 [no response 
over AT] / MRM
 [no response 
over AT] / MRM
 [drowsy/distracted 
within AT] / BBDNS
ADS functional limit/failure or
SoS communication failure/error
ADS on
BBDNS : Bring Back Driver in Normal State, MRM : execute Minimum Risk Maneuver
CWD : Communicate With Driver, SDA : Support evd to Delegate driving Authority
AT : Allowed Time before a traffic accident occurs
①
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運転が困難な状態（limited）を値として持つ．Figure 4-14 上で定義される自動運転システ
ムの状態である自動運転システムが運転をする状態（Automated Driving, adsdriving），ド
ライバが運転をする状態（Manual Driving, evddriving），および最小リスク状態（Minimum 
Risk State）を自車両（EV）の運転の状態（evmode）として定義する．なお，最小リスク
状態は自動運転システムが致命的な危険を避けるための状態である． 
 Figure 4-15 で ADS は情報を認知(ADSPerceiveInfo)したのち，次に取るべき振る舞いを
判断 (ADSDecision) した上で，ドライバが通常の状態にあるか否かを確認する
(DriverCheck)．ただし，ADSDecision のプロセスでドライバが運転に適さない状態にある
と判断する場合，DriverCheck を経ずに，状態を回復するようドライバに働きかける
(RestoreEVD)．または，ADS は必要に応じて MRS に移行する(MRM)．DriverCheck で，
ドライバが運転に適した状態にあることを ADS が確認できる場合は，ADS は判断に基づ
き操作を実行する(ADSControl)．レベル 3 の自動運転システムに対しては，安全性を高め
るために，権限移譲に関する相互作用が重要である．このため，権限移譲のプロセスを
ADSControl とは別に DelegateAuthority を定める．一方，ドライバは構成システムからの
情報の認知により状態が変わるプロセス(DriverPerceiveInfo)と並行して，ADS からの情報
をチャネル“adstoevd”を通して受け取り，取るべき振る舞いを判断するプロセス(Driver)
を実行する．ドライバが自身で運転をすると判断する場合は，DriverDriving プロセスに移
行し，運転モードを変更し，運転操作を行う．ADS にしたがう場合のプロセスは Driver プ
ロセス中に記述する．DriverDecision プロセスは Driver プロセスと並行して起こり，ADS
からの権限移譲の要求を認知し，ADS にドライバの意志を示す．また，DriverRecover プ
ロセスは ADS からの要求に応じて，ドライバが状態を回復できるか否かを表すプロセスで
ある．このように，ここで対象とする CSP モデルは，アクティビティ図で定義される ADS 
 
CS1 CS2
ADSPerceiveInfo ADSDecision
DriverCheck
ADSControl
RestoreEVD
MRM
DelegateAuthority
DriverPerceiveInfo Driver
DriverDecisionDriverDriving DriverRecover
cstoads
cstoevd
evdtoadsoverride
evdtoadsoverride
adstoevdjudge
adstoevdjudge
adstoevddel
adstoevdawake
evdack
Delegate
Authority
Awake
adstoevdmode
ADSProc
DriverProc
CS
adstoevd
Figure 4-15 Structural Description of Processes of a Driver, ADS, and Other 
Constituent Systems in a CSP Model 
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の振る舞いに対応し，ドライバと ADS の相互作用を Figure 4-8 に示す CSP モデルより具
体的に表現している． 
次に，Figure 4-15 の ADSDecision に該当する CSP モデルの ADS のプロセスを表す部
分を Figure 4-16 に示す．ADS は，先に示した 3 種類の状態(adsstate，evdstate，evmode)
をもとに次のプロセスを選択する．これらの判断の条件文は，Figure 4-12 および Figure 
4-14 より導く．たとえば，ADS が運転権限を持ち(evmode=adsdriving)，かつ ADS の機能
では運転が困難である場合(adsstate=limited)は，ドライバの状態を確認しドライバを通常
の状態に戻すプロセス，または MRM に移行する．ドライバが運転権限を持つ場合
(evmode=evddriving)は，ドライバの状態を確認し，ドライバが運転に適さない状態にある
場合にドライバを通常の状態に戻すプロセスに遷移する．すでに最小リスク状態に遷移し
ている場合は，この CSP モデルでは危険を回避する ADS のプロセスが続く． 
また，ドライバのプロセスを表す CSP モデルの記述の一部を Figure 4-17 に示す．この
プロセスは，ドライバが ADS の振る舞いを認知することをチャネル“adstoevd”を介して
情報を受け取る形で表現している．“adstoevd”を介して情報をドライバが認知したのち，
ドライバ自身が運転操作をする，または自動運転システムに従うことを選択し，実行する．
また，このドライバのプロセスの中で，ADS からの情報からではなくドライバが自発的に，
ドライバ自身が ADS に運転を任せる，またはドライバが運転をすると判断する場合も想定
する． 
 システムモデルの状態機械図とアクティビティ図から作成した CSP モデルに対し，検証
すべき安全性要求をLTL式を用いて表現する．まず，安全性要求の妥当性を確認したFigure 
4-13 から，検証すべき安全性要求を明確にする．Figure 4-13 のゴール GU_A1_4 および
GU_A1_8 から求められる安全性要求をまとめると，要求「自動運転システムが運転の継続
Figure 4-16 CSP Model Describing the Process "ADSDecision" 
 
Figure 4-17 CSP Model Describing a Part of Driver's Processes 
 
ADSDecision = [evmode==evddriving && evdstate==normal && adsstate==automated] (adsdecision01 -> ADSPerceiveInfo)
[] [evmode==evddriving && evdstate==normal && adsstate==limited] (adsdecision02 -> ADSPerceiveInfo)
[] [evmode==evddriving && evdstate==abnormal && adsstate==automated] (adsdecision03 -> RestoreEVD)
[] [evmode==evddriving && evdstate==abnormal && adsstate==limited] (adsdecision04 -> MRM)
[] [evmode==adsdriving && evdstate==normal && adsstate==automated] (adsdecision05 -> DriverCheck) 
[] [evmode==adsdriving && evdstate==normal && adsstate==limited] (adsdecision06 -> DriverCheck)
[] [evmode==adsdriving && evdstate==abnormal && adsstate==automated] (adsdecision07 -> DriverCheck)
[] [evmode==adsdriving && evdstate==abnormal && adsstate==limited] (atomic{adsdecision08 ->MRM})
[] [evmode==evmrs] (adsdecision09 -> MRM);
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をできない場合は，通常の状態のドライバが運転をする，または最小リスク状態に移行する」
が導かれる．一方，Figure 4-13 のゴール GU_A1_3 と GU_A1_7 より，自動運転システム
が運転をしており，かつドライバの状態が運転に適さない状態の場合は，ADS がドライバ
を正常な状態に戻そうとしたのち，ドライバの状態が戻らないときに最小リスク状態に移
行する．すなわち，ドライバが運転に適さない状態であれば，いつかは最小リスク状態に移
行しなければならない．これより，命題「ドライバが運転に適さない状態であれば，常にい
つかは運転モードが MRS または ADS の運転になる」を表現する LTL 式を Figure 4-18 に
示す．命題「ドライバが運転に適さない状態である」を示す変数“dangerous3”を定義す
る．そして，命題「運転モードが MRS または ADS の運転である」を示す変数を
“ExceptForDriver”として定義する．これらの命題を示す変数を用いて，自動運転車を取
り巻く SoS を表すシステムモデルを対象に記述した CSP のプロセス“SoS”が，先に示し
た安全性要求を満たすことを Figure 4-18 の最終行にある LTL 式で示す．なお，プロセス
“SoS”は，構成システム，ADS およびドライバのプロセスを並行合成した自動運転車を取
り巻く SoS 全体のプロセスを意味する． 
 これより，作成した CSP モデルに対するモデル検査について述べる．最初に CSP モデ
ルに対して，自動運転システムとドライバのプロセスがそれ以上進まなくなるデッドロッ
クが起こらないことを検証し，それぞれのプロセスが予期せず停止することがないことを
確認した．次に，LTL 式を満たさないプロセスの遷移があるか否かを検証した．その結果，
自動運転システムが運転を継続することが困難な状態で，かつドライバが運転に適さない
状態の下で，ドライバの手動運転モードが続くパターンが反例として示された．PAT 上で
示された反例を解析すると，まず自動運転システムの機能が他の構成システムの変化を受
け，制限された状態となる．そして，ドライバに運転権限のオーバーライドを要求し，正常
な状態のドライバが要求に応答して運転権限を得る．これは，システムモデルで想定されて
いる通り，安全な権限移譲と言える．ところが，その他の構成システムの影響で，ドライバ
の手動運転下でドライバの状態が運転に適さない状態となる．そして，ドライバの状態が一
度は回復するが，その後も運転に適さない状態でドライバが手動運転を続けている．この結
果から，自動運転システムが運転を続けることが困難となり，ドライバが運転を代わったの
ちに運転に適さない状態となる可能性があることがわかる． 
これより，ドライバと自動運転システムが協調する観点からは，自動運転システムがドラ
#define dangerous3 (evdstate == abnormal);
#define ExceptForDriver (evmode == evmrs || evmode == adsdriving);
#assert SoS |= [](dangerous3 -> <> ExceptForDriver);
Figure 4-18 Assertions for Formal Verification to a Safety Requirement "A Driver does 
not Continue Driving under the Unsafe State" 
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イバの手動運転時まで自動運転システムが介入する必要性を検討すべきである．ただし，反
例は自動運転システムが運転を継続することが困難な状態であることを示しており，自動
運転状態に戻ったのちに，すぐに MRS に移行することが想定される．他の安全性要求に関
しては，その要求に反するプロセスは示されなかった．なお，このモデル検査の結果を受け
て，ドライバの状態が不安全な場合に「Manual Driving」の状態から「Automated Driving」
の状態に戻るための状態遷移が Figure 4-14 の状態機械図に反映されている．すなわち，
Figure 4-14 が示す「①[Drowsy or Distracted within A]/BBDNS」の状態遷移が追加され
た．この状態遷移は，ドライバが運転をしているとき，ドライバの状態が眠いまたは注意散
漫であるような運転に適さない状態である場合，自動運転システムがドライバの状態を運
転に適した状態に戻す，または最小リスク状態に移ることを示す．このように，モデル検査
の検証結果をシステムモデルに反映し，システムモデルを向上させるプロセスが重要であ
る． 
第 2 章で提案をした抽象的な約定に対し，構成システムがしたがい，その結果として構
成システムの相互作用が定義されるべきである．たとえば，Figure 4-3 の Environment プ
ロセス，Figure 4-8 の CSProcesses および Figure 4-15 の CS プロセスが抽象的な約定に
従い，ドライバと ADS と相互作用を持つように詳細化されるはずである．このとき，構成
システムの相互作用が抽象的な約定にしたがうか否かを形式的に検証する必要がある．し
かし，現段階で定義されている構成システムが抽象的な約定にしたがうか否か，また構成シ
ステムの相互作用が抽象的な約定を満たすか否かは検証はしていない．この検証は，今後の
課題とする．本章で使用した CSP モデルは，Appendix 2 に掲載する． 
 
4.6. CSP モデルによる検証の成果のまとめ 
 本章では，自動運転車を取り巻く SoS のシステムモデルを CSP モデルで表現し，ドライ
バと ADS の振る舞いが並行して起こるために SoS が安全ではない状態になるか否かを検
証する方法を示した．SysML を用いて SoS アーキテクチャの記述を行うと共に，それから
得られるシステムモデルが安全性要求を満たすことを検証することは，早期の設計の段階
で設計に矛盾がないことを保証するために重要である．特に，SoS を対象とする場合は，構
成システム間の相互作用が SoS 全体の振る舞いに影響を与えることを考慮する必要がある．
このため，構成システムが独立して，相互に通信し合いながら振る舞う様子を表現すること
を可能とする CSP モデルは，SoS アーキテクチャの早期検証に適した手法であるといえる．
本論文の結果から， CSP モデルの検証結果を反映することによって，安全性要求を満たす
ようにシステムモデルを向上させることが可能となることがわかる． 
さらに，レベル 3 の自動運転システムは，ドライバに権限移譲を行う可能性があること
から，人であるドライバのヒューマンファクターを踏まえた検証をする必要がある．CSP モ
デルは，遅れを表現する方法が備わっており，ドライバの認知，判断，操作が遅延すること
を想定してモデルを表現できる点が自動運転車を取り巻く SoS の検討のために優れている．
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また，アシュアランスケースより導かれる安全性要求を LTL で表現することによって，シ
ステムモデルが構成システムの相互作用の結果，安全性要求を満たすか否かを厳密に検証
できる．アシュアランスケースから LTL の検査式を導く方法を形式化することは今後の課
題である．しかし，SysML，アシュアランスケース，および CSP を用いることによって，
視覚的かつ形式的に SoS アーキテクチャの記述を行い，抽象的な設計の段階から安全性要
求が明確に定義され，かつそれをシステムモデルが満たすことを保証することが可能とな
る．CSP モデルは一見するとプログラムのようであり直感的な表現ではない．このため，
CSP モデルを示すのみでは，SoS アーキテクチャを利害関係者に理解させることは困難で
ある．この問題に対応するため，SysML でシステムモデリングを視覚的に行うことにより，
利害関係者を巻き込むことが可能となる．したがって，SoS の設計では，SysML および CSP
モデルを共に用いることが重要である． 
今後の課題として，第 2 章で提案をした抽象的な約定にしたがう構成システムの相互作
用が安全性要求を満たすか否かを CSP により検証することがあげられる．この検証の結果，
相互作用が安全性要求を満たさないならば，抽象的な約定と安全性要求の間にコンフリク
トがある可能性がある．3.7 節で述べたように，安全性要求は一意には定まらない．CSP に
よる検証を行うことにより，抽象的な約定に反する安全性要求を検出することができれば，
抽象的な約定を前提とした安全性要求を検討できるようになると考える．また，文献[63]に
よると，優先関係を決定することにより，システムの振る舞いの非決定性を制限することが
できるようになる．換言すると，優先度に関する抽象的な約定を設定することにより，現状
の内部選択を含む CSP モデルを詳細化(Refinement)することができるといえる．抽象的な
約定と CSP モデルを用いた検証の関係を提示することは，今後の課題とする． 
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5. 結論と今後の課題 
5.1. 結論 
 本論文では，自動運転車およびそれに関わる周辺システムを「自動運転車を取り巻く SoS」
と定義し，自動運転車が導入された交通環境の安全の実現を SoS の目的とした．レベル 3
の自動運転システム(ADS)に対して，ドライバは ADS からの手動運転への切り替えの要求
に応えなければならない．レベル 3 の ADS を利用する際，ドライバは実際の運転をせずに
交通環境や ADS を必要に応じて監視する新たな役割を担う．しかし，監視の役割をドライ
バが担うとき，ドライバを運転のループに常に保つことは困難である．ADS がドライバに
運転権限の移譲を試みる際，ドライバが運転のループにいなければ，ドライバが適切な時間
内に権限移譲に応えられない．すなわち，自動運転から手動運転への切り替えに失敗する可
能性がある．この権限移譲の失敗は，自動運転車を導入したことによる新たな交通事故の原
因となりかねない．自動運転システムの導入により交通環境の安全を実現するためには，ド
ライバと ADS の相互作用を検討し，権限移譲の失敗を防ぐ必要がある． 
一方，交通参加者が法律の規制および倫理的観点にもとづき協調することにより，現在の
交通環境が成立している．しかし，人が自然に判断可能な状況であっても，自動運転システ
ムには判断が困難な状況である可能性がある．自動運転システムが状況に適した判断がで
きなければ，他の交通参加者と協調して振る舞うことができず，交通参加者に危害が及ぶか
もしれない．自動運転車導入後の交通環境の安全を高めるために，自動運転車が他の交通参
加者やシステムと協調して振る舞うことが重要である．このように人が技術によって仲介
される相互作用を通してコミュニケーションをする自動運転車を取り巻く SoS は社会技術
システムであると考えられる．人とシステムの相互作用を成立させるために，社会受容性の
高い自動運転システムが設計される必要がある． 
まず，本論文では交通環境上の交通参加者の優先度の判断に着目をし，優先度に関する抽
象的な約定を設定する方法を提案した．これにより，自動運転システムが統一された判断を
行うことができ，交通環境上のコンフリクトを防ぐことが可能となる．次いで，RISE プロ
ジェクト[40]の成果である自動運転車を取り巻く SoS のシステムアーキテクチャが交通環
境の安全の実現を可能とするか否かを検証および妥当性確認する方法を示した．この検証
されたシステムアーキテクチャにしたがい SoS が設計されることにより，自動運転車が導
入される交通環境の安全を高めることができる．これより，本論である第 2 章から第 4 章
の各章に対する結論を述べる． 
第 2 章では，交通環境の安全を実現するために自動運転車が他の交通参加者として協調
すべきことから，自動運転システムの優先度の判断を抽象的な約定により統一することに
より，交通環境上のコンフリクトの発生を防ぐ方法を提案した．特に，コンフリクトを引き
起こす例として，交通の停滞（デッドロック）を防ぐことを対象に検討を行った．ADS が
社会レイヤーで抽象的な約定によって統一された優先度にしたがうならば，Coffman のデ
ッドロック発生の必要条件が否定できるため，交通環境上のデッドロックを防ぐことが可
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能となる．現在の交通環境で行われている法規制にしたがう振る舞いおよび倫理的な振る
舞いは，人にとっては容易なことであっても，自動運転システムには困難である．さらに，
すべての状況を想定して，状況ごとに自動運転システムの設計をすることは難しい．このた
め，法律および倫理的観点から，各構成システムが優先される度合い（優先度）に関して抽
象的なレベルで取り決めを行う．優先度の算出方法は，異なる 3 個のペアワイズ手法を用
いて定義した．この手法で算出した優先度のランキングを比較した結果を用いて，優先度の
判断が異なる場合，デッドロックを起こす例を示した．さらに，交通参加者の優先度の判断
が異なりコンフリクトが発生する結果，事故が起こる例を示した．この結果より，自動運転
車を導入した交通環境の安全を実現するために，優先度に関する抽象的な約定の必要性を
示した．  
第 3章では，自動運転車を取り巻くSoSのアーキテクチャを表すシステムモデルに対し，
アシュアランスケースを用いて，妥当性確認および安全性要求の定義を行う方法を示した．
SoS は，Autonomy(自律性)，Belonging(関連性)，Connectivity(接続性)という性質を持つ．
この性質のため，SoS の構成システムは独立して変更される，または SoS から離脱するこ
とが考えられる．これに対応するために，アシュアランスケースの記述方法の 1 つである
d*framework が提案するアクターを用いて構成システムを表すことにより，構成システム
が関係する安全性要求を示すことを提案した． 
まず，社会ビューポイントから，交通環境の安全を実現するための構成システムと抽象的
な約定の関係を議論した．次に，安全ビューポイントから構成システム間の相互作用を論じ
るため，利用ビューポイントから記述された自動運転車を取り巻く SoS アーキテクチャを
表すシステムモデルに対して妥当性確認および安全性要求の定義を行った．利用ビューポ
イントからのアシュアランスケースの議論の結果，自動運転車両の振る舞いが周辺のシス
テムに伝わることが交通環境の安全の実現に重要であることが導かれた．このため，ユース
ケース分析により自動運転車両，自動運転システム（ADS），ドライバ，および歩行者との
相互作用の検討を行った．その結果，ドライバは自動運転システムと歩行者の間でインタフ
ェースとして振る舞う機能を有するべきであることを導いた．また，SoS の創発性のため
に，自動運転車を取り巻く SoS は想定外の振る舞いをもたらす可能性がある．したがって，
安全性要求を完全に定義することは難しい．この課題に対処する方法として，自動運転シス
テムが関係する実際の事故事例から安全性要求を定義することを提案した．本論文は，Tesla 
Model S の交通事故を例として，実際の事故事例をアシュアランスケースで議論し，自動運
転システムに対する安全性要求の定義を行った．  
利用ビューポイントから行われた妥当性確認および安全性要求の定義の結果を考察し，
社会ビューポイントからのアシュアランスケースを用いた議論に構成システムの相互作用
に関する安全の議論を追加した．社会ビューポイントからのアシュアランスケース記述の
中で，抽象的な約定が構成システムに対してプランを示すこと，および構成システムの状況
的行為が成立することが，安全のために重要であることを示した．特に，自動運転車を取り
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巻く SoS は，1 対の構成システムの状況的行為を考慮するのみならず，各構成システムが
決定する状況的行為が相互に関連し合い，1 つのシステムとしての安全を実現する．このた
め，自動運転システムの設計のみならず，他の構成システムが守るべきルールの設定や交通
利用者への教育等を通して，構成システムの状況的行為が安全を保つことができるよう検
討することが望まれる． 
第 4 章では，SoS の構成システムが独立して運用され，かつ並行して振る舞うことを表
現するために，自動運転車を取り巻く SoS のアーキテクチャを表すシステムモデルを CSP
により記述し，モデル検査により検証する方法を示した．まず，SysML で記述されたシス
テムモデルが定義する ADS とドライバの間の相互作用を CSP を用いてモデル化した．こ
の CSP モデルは，ドライバの情報の受容，認知，判断，操作のプロセスが並行して動作す
ることを表現した．また，ドライバと ADS の間のコミュニケーションをチャネルによる情
報交換として表現した．モデル検査の結果，相互作用の結果として安全を保つためには，
ADS はドライバの運転に適した状態と運転に適さない状態を繰り返す状態遷移を確認する
必要があると結論付けた．ドライバの状態が推移する中で，ドライバが運転に適さない状態
と通常の状態を繰り返す場合は，危険を引き起こす前に，MRS（最小リスク状態）に移行
するなど，リスクをあらかじめ避けるための検討が安全性の確保のために必要であること
を示した． 
次に，ADS とドライバの相互作用に対して，ドライバのプロセスの遅れを導入して，モ
デル検査を行った．モデル検査の結果，認知および判断の遅れは相互作用に影響を与えない
が，ドライバの操作に遅れが生じる場合，ドライバが運転に適さない状態でオーバーライド
をする可能性があることを示した．ドライバがオーバーライドをするときに，再度 ADS が
ドライバの状態を確認する必要があるといえる．最後に，アシュアランスケースで導いた安
全性要求を LTL（線形時相論理）で検査式として表現し，ADS とドライバの相互作用が安
全性要求を満たすか否かの検証を行った．結果として，ドライバが手動運転に切り替えたの
ちに，運転に適さない状態で運転を継続する可能性が示された．このため， ADS がドライ
バを補助する範囲を検討する必要であると結論付けた．このように，ドライバと ADS の相
互作用を検討することによって，システムアーキテクチャの定義のアクティビティの中で
見落とされていた安全に関する脆弱性を発見することが可能となる． 
 
5.2. 今後の課題 
 本論文では，交通参加者の優先度に着目をして抽象的な約定の設定を行った．しかし，自
動運転車を取り巻く SoS に対して，優先度以外の様々な関心事がある．このため，これら
の関心事を取りまとめる抽象的な約定の設定を検討する必要がある．このとき，自動運転車
を取り巻く SoS の利害関係者を巻き込み，法律，倫理，文化など多様な観点から検討をし
ながら抽象的な約定の設定を行うべきである．また，抽象的な約定が交通環境の安全を確保
するために有効である範囲を定めなければならない．たとえば，自動運転システムの優先度
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に関する判断が早すぎる場合，次の交通環境に対してその優先度の判断が不適切である可
能性がある． 
 また，アシュアランスケースの記述により，自動運転車を取り巻く SoS アーキテクチャ
を表すシステムモデルに対して，妥当性確認および安全性要求の定義を行ったが，対象とし
たシステムモデルは抽象的な表現にとどまっている．したがって，実際の交通環境や自動運
転システム(ADS)の具体的な設計に関する妥当性確認および安全性要求の定義は今後の課
題とする．また，安全性要求を定義する課題として，安全性要求を一意に定めることが困難
であることが挙げられる．さらに，異なる安全性要求を総合して全体の安全性要求とみなす
とき，異なる安全性要求間でコンフリクトが起こる可能性がある．この課題を解消するため
に，定義された安全性要求に対して，利害関係者を巻き込んだ合意形成が必要となる．また，
利害関係者の合意形成をする際には，対象のコンテキストを明確にすることによって，合意
形成の対象範囲を示すことが重要であると考える．現段階で研究および開発されている自
動運転システムは，各組織が定める安全の定義にしたがい設計されている．すなわち，現状
のまま自動運転車が社会に導入される場合，交通環境に対する安全性要求は，異なる安全性
要求からなる和集合となる．このとき，安全性要求のコンフリクトが発生すれば，交通環境
が危険な状態になりかねない．自動運転車を取り巻く SoS として，利害関係者の合意を得
られた安全性要求を示すことが求められる． 
次に，自動運転車を取り巻く SoS のアーキテクチャを検証する際に，SysML で記述され
るアーキテクチャを参照し CSP モデルを記述した．しかし，SysML から CSP モデルへの
変換ルールを明確に定義していない．厳密に SoS アーキテクチャを CSP モデルで表現して
いることを保証するためには，SysML から CSP モデルへの変換ルールを決めたうえで，変
換が正しく行われたことを証明する必要がある．また，SysML と CSP モデルの間に厳密な
関係が定義できれば，自動的に両者のモデルを変換するツールを設計することが可能とな
る．このような自動化ツールは，SoS のアーキテクチャ記述のために SysML と CSP を組
み合わせて用いることを実用化するために重要であると考える．一方，CSP モデルでは，
並行した振る舞いの組み合わせが莫大となり，状態爆発が起こる可能性がある．本論文で実
施した抽象度が高いモデルの検証は状態数があまり多くはならないため，CSP モデルの検
証は有効であった．しかし，実際の自動運転システムの開発に CSP モデルを用いるために
は，抽象化の方法や状態数を削減する方法を適用するなど，CSP モデルの記述に工夫が必
要となる．また，SoS のアーキテクチャ定義のための階層的アプローチのいずれの階層であ
っても，CSP モデルを用いた検証が適切であるか否かを検討する必要がある． 
実施したシステムモデルの検証は，最小リスク状態が確実にリスクを回避できることを
仮定している．実際には，自動運転システムが取るべきリスクの検討および最小リスク状態
の具体的な定義をしなければ安全を保障できない．安全性要求を一意に定めることが困難
であることと同様に，最小リスク状態を一意に定めることは困難である．なぜならば，自動
運転システムが取るべきリスクは，交通環境やドライバなどの状況に依存すると考えられ
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るからである．よって，最小リスク状態を定める際には，安全性要求を定めることと同じく，
利害関係者の合意形成と異なる最小リスク状態のコンフリクトの排除が必要となる． 
社会ビューポイントから抽象的な約定を定義し，かつ安全な自動運転車を取り巻く SoS
を実現するための安全性要求を定義した際には，SoS の構成システムが抽象的な約定に従
うべきであることを，SoS アーキテクチャを定義するための階層構造のトップのレイヤー
である社会レイヤーから下位のレイヤーに結果を反映するトップダウンのアプローチを用
いて導いている．このとき，社会ビューポイントからの検討のみにより，自動運転車が導入
された交通環境で起こるすべての事象を想定し，抽象的な約定や安全性要求を定義するこ
とは困難である．社会レイヤーで定められる抽象的な約定および安全性要求に対し，ボトム
アップのアプローチにより，自動運転車が関与する実際の事故事例から得られるデータの
分析結果を社会レイヤーにフィードバックすることが，想定外の範囲を狭めるために必要
である．たとえば，カリフォルニア州で行われている人工知能を搭載した自動運転車の公道
走行実験から得られるデータは，自動運転システムの運転からドライバの運転への切り替
えに関する報告が義務付けられている[26]．このように，自動運転車を導入した社会では，
自動運転車に関する情報を保持する組織に対して，どの程度まで情報の透過性を求めるべ
きかを検討する必要がある． 
自動運転車を取り巻く SoS は，時間の経過に伴い，構成システムが SoS から離脱をする，
構成システムの振る舞いやインタフェースが変化する，および新しい構成システムが加わ
る，などの変化が起こることが考えられる．このとき，離脱または変化した構成システムが
明らかであれば，第 3 章で示したアシュアランスケース記述のアクターをたどることによ
って，影響を受ける安全性要求を明らかにすることができる．しかし，自動運転車を取り巻
く SoS が構成システムの変化，離脱，および新規参入を許容できるか否かをアシュアラン
スケースのみから判断することは困難である．この課題に対して，抽象的な約定および安全
性要求を代数的な記述を用いて表すことができれば，構成システムの変化，離脱，および新
規参入が適切であるか否かを自動で判断できるシステムを構築することが可能になると考
える．抽象的な約定および安全性要求の代数的な表現方法の定義は，今後の課題である．  
自動運転車を取り巻く SoS のアーキテクチャの定義を社会ビューポイント，利用ビュー
ポイント，機能ビューポイント，および実装ビューポイントから行うことを述べた．
JST(Japan Science and Technology Agency)が手掛ける未来社会創造事業の「超スマート
社会の実現」領域で，SoS アーキテクチャを定義する際に，社会ビューポイントの次にビジ
ネスビューポイントを加えることが提案されている[104]．SoS アーキテクチャの定義に必
要なビューポイントの議論とともに，SoS アーキテクチャを中心とした設計および合意形
成の仕組みが構築されることを期待する． 
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Appendix 1: アシュアランスケースの記述から得られる安全性要求一覧 
 Appendix 1 では，3.3 節で述べたアシュアランスケースの記述から得られる安全性要求
を表にまとめる．各表は，対象の安全性要求が導かれるアシュアランスケース記述の階層を
「#」列で表現する．たとえば，付録_表 2 の#1-1 は，最上位のゴール(#1)に続く 1 個目の
サブゴールを指す．表の番号付けの例を図 1 に示す．図 1 で，各ゴールに示される“(# X)”
が各表の#列の値を意味する．すなわち，先ほどの付録_表 2 の#1-1 のゴールは，図 1 のゴ
ール 2 となる．ただし，付録_表 1 は，この番号付けには従わず，論文の本文中に示す Figure 
3-5 のゴールの番号を#列に示す． 
「安全性要求」列は，安全ビューポイントから自動運転車を取り巻く SoS のアーキテク
チャを表すシステムモデルに対し議論をした結果，導出されたゴールを安全性要求として
示す．また，アシュアランスケース記述のゴールは，必要に応じて構成システム（CS, 
Constituent System）と depend on の関係を持つ．表の「関係の元の CS」「関係の先の CS」
の列は，それぞれ depend on の矢印の元にある CS と矢印の先にある CS を表す．「関係の
元の CS」「関係の先の CS」列に含まれる略号は，以下の構成システムを表現する：ADS(自
動運転システム，Automated Driving System)，ICT（情報システム，Information and 
Communication Technology System），TIS（交通システム，Transport Infrastructure 
System），SM（周辺車両，Surrounding Mobility），PD（歩行者，Pedestrian）．「関係の
元の CS」「関係の先の CS」列が空白の場合は，対象の安全性要求に対して，アシュアラン
スケース記述で依存関係により結ばれる構成システムがないことを意味する．なお，表が 1
ページに収まらない場合は，いくつかの表に分けて記載する．このとき同じ表は，同じ表番
号を持つ． 
 
 
  
ゴール1
(#1)
ゴール2
(#1‐1)
ゴール3
(#1‐2)
ゴール4
(#1‐1‐1)
ゴール5
(#1‐1‐2)
ゴール6
(#1‐2‐1)
図 1 Appendix 1 の表の#列の番号付けの例：アシュアランスケース記述（左）と対応する
表（右） 
#   安全性要求 関係の元
の CS 
関係の先
の CS 
1   ゴール 1 
 1  ゴール 2 
  1 ゴール 4 ドライバ ADS 
  2 ゴール 5 ADS ドライバ 
 2  ゴール 3 ADS ドライバ 
  1 ゴール 6 
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付録_表 1: 内部ブロック図に対するアシュアランスケース記述(Figure 3-5)から導かれる
安全性要求 
# 安全性要求 関係の元の CS 関係の先の CS 
GU_I1_1 自動運転の情報が自動運転シス
テムからドライバに正しく伝わ
る 
ドライバ ADS 
GU_I1_2 ドライバの情報がドライバから
自動運転システムに正しく伝わ
る 
ADS ドライバ 
GU_I1_3 ドライバを直接観察したデータ
が正しく自動運転システムに伝
わる 
ADS ドライバ 
GU_I1_4 ドライバの自動運転システムへ
の命令が正しく自動運転システ
ムに伝わる 
ADS ドライバ 
GU_I1_5 ドライバからの命令がドライバ
から自車両に正しく伝わる 
自車両 ドライバ 
GU_I1_6 ドライバの操作の命令が自車両
に正しく伝わる 
自車両 ドライバ 
GU_I1_7 ドライバの車載システムの使用
状況が正しく自車両に伝わる 
自車両 ドライバ 
GU_I1_8  ドライバのナビゲーションシス
テムの使用が正しく自車両に伝
わる 
自車両 ドライバ 
GU_I1_9 ナビゲーションシステムの情報
が自車両よりドライバに正しく
伝わる 
ドライバ 自車両 
GU_I1_10 自動運転システムの操作命令が
正しく自車両に伝わる 
自車両 ADS 
GU_I1_11 自車両の情報が自動運転システ
ムに正しく伝わる 
ADS 自車両 
GU_I1_12 ドライバの間接的な観測による
データが正しく伝わる（ペダル
の操作やステアリング、自車の
振舞いなどから、ドライバを観
測した結果） 
ADS 自車両 
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付録_表 1: 内部ブロック図に対するアシュアランスケース記述(Figure 3-5)から導かれる
安全性要求（続き） 
# 安全性要求 関係の元の
CS 
関係の先の CS
GU_I1_13 自車両の運転の状態が自動運転システム
に正しく伝わる 
ADS 自車両 
GU_I1_14 自車両のナビゲーションに関連したデー
タが正しく自車両から ICT に伝わる 
ICT 自車両 
GU_I1_15 ナビゲーションの情報が正しく ICT シ
ステムから自車両に伝わる 
自車両 ICT 
GU_I1_16 ナビゲーションの情報が ICT システム
から自動運転システムに正しく伝わる 
ADS ICT 
GU_I1_17 自車両の駆動力が自車両から TIS に正し
く伝わる 
TIS 自車両 
GU_I1_18 静止摩擦力が TIS から自車両に正しく伝
わる 
自車両 TIS 
GU_I1_19 交通インフラの情報が TIS から ICT シ
ステムに正しく伝わる 
ICT TIS 
GU_I1_20 交通インフラの状態が TIS からドライバ
に正しく伝わる 
ドライバ TIS 
GU_I1_21 交通インフラの状態が TIS から自動運転
システムに正しく伝わる 
ADS TIS 
GU_I1_22 周辺モビリティの状態が周辺モビリティ
からドライバに正しく伝わる 
ドライバ SM 
GU_I1_23 周辺モビリティのナビゲーションに関連
する情報が周辺モビリティから ICT シ
ステムに正しく伝わる 
ICT SM 
GU_I1_24 周辺モビリティの状態が周辺モビリティ
から自動運転システムに正しく伝わる 
ADS SM 
GU_I1_25 歩行者の状態がドライバに正しく伝わる ドライバ PD 
GU_I1_26 歩行者の状態が自動運転システムに正し
く伝わる 
ADS PD 
GU_I1_27 歩行者は自車両の振る舞いを認知できる PD 自車両 
GU_I1_28 周辺車両は，自車両の振る舞いを認知で
きる 
SM 自車両 
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付録_表 2: 表 3-2 の#1 のシーケンス図に対するアシュアランスケース記述から導かれる
安全性要求 
#       安全性要求 関係の元の CS 関係の先の CS 
1       シーケンス図で定義された相互作
用が成立することで自動運転車を
取り巻く SoS が安全となる 
    
  1     Nominal なケースで SoS の構成要
素の相互作用が成立する 
    
    1   ドライバは、ADS とチャネルを通
じてコミュニケーションできる 
ドライバ ADS 
      1 ADS は、自動運転の現在のレベル
とアクションをドライバに知らせ
ることができる。 
ADS ドライバ 
      2 ADS は、ドライバに選択可能な自
動運転のレベルを知らせることが
できる。 
ADS ドライバ 
      3 ADS は、次の自動運転のレベルと
アクションをドライバに知らせる
ことができる。 
ADS ドライバ 
    2   ADS は、ドライバの状態を評価で
きる。 
ADS ドライバ 
      1 ADS は、ドライバに関係するデー
タを計測できる。 
ADS ドライバ 
      2 ADS は、ドライバの運転に関する
データを計測できる。 
ADS ドライバ 
  2     ドライバが車線変更を指示しない
場合でも、SoS の構成要素の相互
作用が成立する。 
    
    1   （Off-Nominal なケースで）ドラ
イバは、ADS とチャネルを通じて
コミュニケーションできる。 
ドライバ ADS 
      1 ADS が自動運転の現在のレベルと
アクションをドライバに知らせる
ことができる。 
ADS ドライバ 
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付録_表 3: 表 3-2 の#2 のシーケンス図に対するアシュアランスケース記述から導かれる
安全性要求 
#     安全性要求 関係の元の
CS 
関係の先の
CS 
1         シーケンス図で定義された相互作用が
成立することで自動運転車を取り巻く
SoS が安全となる 
    
  1       Nominal なケースで SoS の構成要素
の相互作用が成立する 
    
    1     ドライバは、ADS とチャネルを通じて
コミュニケーションできる。 
ドライバ ADS 
      1   ADS は、ドライバに警告を与えること
ができる。 
ADS ドライバ 
    2     ADS は、ドライバの状態を評価でき
る。 
ADS ドライバ 
      1   ADS は、ドライバに関係するデータを
計測できる。 
ADS ドライバ 
      2   ADS は、ドライバの運転に関するデー
タを計測できる。 
ADS ドライバ 
  2       Off-Nominal なケースで SoS の構成要
素の相互作用が成立する 
    
    1     ドライバが ADS の警告を無視し、状
況が悪化したケースにおいても、SoS
の構成要素の相互作用が成立する。 
    
      1   ドライバは、ADS とチャネルを通じて
コミュニケーションできる。 
ドライバ ADS 
        1 ADS が緊急の自動ブレーキを作動でき
る。 
ADS 自車両 
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付録_表 4: 表 3-2 の#3 のシーケンス図に対するアシュアランスケース記述から導かれる
安全性要求 
#    安全性要求 関係の元
の CS 
関係の先
の CS 
1       シーケンス図で定義された相互作用が成立
することで自動運転車を取り巻く SoS が安
全となる 
    
  1     Nominal なケースで SoS の構成要素の相互
作用が成立する。 
    
    1   ドライバは、ADS とチャネルを通じてコミ
ュニケーションできる 
ドライバ ADS 
      1 ADS は、ドライバに可能な自動運転のレベ
ルを知らせることができる。 
ADS ドライバ 
      2 ADS は、自動運転の現在のレベルとアクシ
ョンをドライバに知らせることができる。 
ADS ドライバ 
      3 ADS は、次の自動運転のレベルとアクショ
ンをドライバに知らせることができる。 
ADS ドライバ 
    2   ADS は、ドライバの状態を評価できる。 ADS ドライバ 
      1 ADS は、ドライバに関係するデータを計測
できる。 
ADS ドライバ 
      2 ADS は、ドライバの運転に関するデータを
計測できる。 
ADS ドライバ 
    3   ADS は、ドライバが選択した ADS の提案
に従った運転を行う。 
ADS ドライバ 
    4   自車両は、ドライバの操作に従い車線変更
を行う。 
自車両 ドライバ 
  2     Off-Nominal なケースで SoS の構成要素の
相互作用が成立する。 
    
    1   ドライバが自動運転システムからの提案を
選択せず、かつ、ドライバが車線変更を行
わない場合に、ドライバが ADS とチャネル
を通じてコミュニケーションできる。 
ドライバ ADS 
      1 ADS がドライバに警告を行う。 ADS ドライバ 
      2 ADS が緊急ブレーキを掛ける。 ADS 自車両 
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付録_表 5: 表 3-2 の#4 のシーケンス図に対するアシュアランスケース記述から導かれる
安全性要求 
#    安全性要求 関係の元の
CS 
関係の先の
CS 
1       シーケンス図で定義された相互作用が成
立することで自動運転車を取り巻く SoS
が安全となる 
    
  1     Nominal なケースで SoS の構成要素の相
互作用が成立する。 
    
    1   ドライバが ADS とチャネルを通じてコミ
ュニケーションできる。 
ドライバ ADS 
      1 ADS は、ドライバに可能な自動運転のレ
ベルを知らせることができる。 
ADS ドライバ 
      2 ADS は、自動運転の現在のレベルとアク
ションをドライバに知らせることができ
る。 
ADS ドライバ 
      3 ADS は、次の自動運転のレベルとアクシ
ョンをドライバに知らせることができ
る。 
ADS ドライバ 
    2   ADS は、自動運転レベルを Driver 
Assisted に変更する。 
ADS ドライバ 
    3   ADS は、ドライバの状態を評価できる。 ADS ドライバ 
      1 ADS は、ドライバに関係するデータを計
測できる。 
ADS ドライバ 
      2 ADS は、ドライバの運転に関するデータ
を計測できる。 
ADS ドライバ 
  2     Off-Nominal なケースで SoS の構成要素
の相互作用が成立する。 
    
    1   事前条件を満たしていないため、Highly 
Automated のモードに移行できない場合
に、ADS はドライバにモード変更ができ
なかった結果を提示する。 
ADS ドライバ 
    2   事前条件を満たしていないため、Highly 
Automated のモードに移行できない場合
に、ADS はドライバにモード移行しない
ことに関する追加情報を表示する。 
ADS ドライバ 
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付録_表 6: 表 3-2 の#5 のシーケンス図に対するアシュアランスケース記述から導かれる
安全性要求 
#    安全性要求 関係の元の
CS 
関係の先の
CS 
1       シーケンス図で定義された相互作用が成
立することで自動運転車を取り巻く SoS
が安全となる 
    
  1     Nominal なケースで SoS の構成要素の相
互作用が成立する。 
    
    1   ドライバは、ADS とチャネルを通じてコ
ミュニケーションできる。 
ドライバ ADS 
      1 ADS は、ドライバに可能な自動運転のレ
ベルを知らせることができる。 
ADS ドライバ 
      2 ADS は、自動運転の現在のレベルとアク
ションをドライバに知らせることができ
る。 
ADS ドライバ 
      3 ADS は、次の自動運転のレベルとアクシ
ョンをドライバに知らせることができ
る。 
ADS ドライバ 
    2   ADS は、ドライバの状態を評価できる。 ADS ドライバ 
      1 ADS は、ドライバに関係するデータを計
測できる。 
ADS ドライバ 
      2 ADS は、ドライバの運転に関するデータ
を計測できる。 
ADS ドライバ 
    3   車線変更をしないという ADS の提案にド
ライバが従う場合に、ドライバの選択が
ADS に伝わる。 
ADS ドライバ 
    4   車線変更をするという ADS の提案にドラ
イバが従う場合に、ドライバの選択が
ADS に伝わる。 
ADS ドライバ 
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付録_表 7: 表 3-2 の#6 のシーケンス図に対するアシュアランスケース記述から導かれる
安全性要求 
#    安全性要求 関係の元の
CS 
関係の先の
CS 
1       シーケンス図で定義された相互作用が成
立することで自動運転車を取り巻く SoS
が安全となる 
    
  1     Nominal なケースで SoS の構成要素の相
互作用が成立する。 
    
    1   ドライバは、ADS とチャネルを通じてコ
ミュニケーションできる。 
ドライバ ADS 
      1 ADS は、ドライバに可能な自動運転のレ
ベルを知らせることができる。 
ADS ドライバ 
      2 ADS は、自動運転の現在のレベルとアク
ションをドライバに知らせることができ
る。 
ADS ドライバ 
      3 ADS は、次の自動運転のレベルとアクシ
ョンをドライバに知らせることができ
る。 
ADS ドライバ 
    2   ADS は、ドライバの状態を評価できる。 ADS ドライバ 
      1 ADS は、ドライバに関係するデータを計
測できる。 
ADS ドライバ 
      2 ADS は、ドライバの運転に関するデータ
を計測できる。 
ADS ドライバ 
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付録_表 7: 表 3-2 の#6 のシーケンス図に対するアシュアランスケース記述から導かれる
安全性要求（続き） 
#    安全性要求 関係の元の
CS 
関係の先の
CS 
1       シーケンス図で定義された相互作用が成
立することで自動運転車を取り巻く SoS
が安全となる 
    
  2     Off-Nominal なケースで SoS の構成要素
の相互作用が成立する。 
    
    1   Highly Automated のモードがこれ以上
実行できない時に、ドライバが ADS とコ
ミュニケーションできる。 
ドライバ ADS 
    2   Highly Automated のモードがこれ以上
実行できない時に、ドライバが応答しな
い場合は、Driver Assisted のモードに移
行したことをドライバが知ることができ
るようにする。 
ドライバ ADS 
    3   Highly Automated のモードがこれ以上実
行できない時に、ADS がドライバの操作
を受けることができる。 
ADS ドライバ 
    4   Highly Automated のモードがこれ以上実
行できない時に、ADS が Driver Assisted
のモードに移行したことをドライバが知
ることができるようにする。 
ADS ドライバ 
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Appendix 2: CSP モデル 
 Appendix 2 は，第 4 章で作成した CSP モデルを紹介する． 
 
CSP モデル 1: ドライバと ADS の相互作用の検証のための CSP モデル（4.3 節） 
-- A Model Between Driver's behavior and Automated Driving System 
 
-- Datatype definition 
datatype Environment = info 
datatype Communication = ok | no 
-- datatype DriverCond = healthy | drowsy | distracted | attentive 
datatype ErrorInfoP = noperc | reperc | nores 
datatype ErrorInfoR = healthy | drowsy | distracted | attentive | noresR 
datatype ErrorInfoO = timedelay 
 
-- Channel definition 
channel env: Environment 
channel com1, com2, com3, com4: Communication 
channel sens: ErrorInfoP 
channel perc: ErrorInfoR 
channel res: ErrorInfoO 
 
channel riskyDet,riskyOpe 
channel adfail, failurerecovery, mrmfail, mrs, err 
 
-- channel healthy, drowsy, distracted, attentive 
channel dst: {healthy, drowsy, distracted} 
 
-- Environment 
EnvironmentProc = env!info -> EnvironmentProc 
 
-- Driver's Behavior 
SProcessing = (env?info -> com1!ok -> SProcessing) 
     [] (env?info -> sens!noperc ->  
     ((sens!reperc -> com1!ok -> SProcessing) [] (NoPerceiving))) 
NoPerceiving = sens!nores -> NoPerceiving 
 
DriverState = []x:{healthy,drowsy,distracted}@(dst!x -> DriverState) 
 
Perception = com1?ok -> dst?x ->  
     (if x==healthy then com2!ok -> Perception else 
     perc!x -> ((perc!attentive -> com2!ok -> Perception)[]WrongPerception))
      
WrongPerception = perc!noresR -> com2!no -> Perception 
 
DMaking = com2?x -> if x==ok then com3!ok -> DMaking else RiskyDMaking 
RiskyDMaking =  riskyDet -> com3!no -> DMaking 
 
RSelection = com3?x -> if x==ok then ((com4!ok -> RSelection) [] (res!timedelay -> 
RiskyRSelection)) 
     else RiskyRSelection 
RiskyRSelection = riskyOpe -> com4!no -> RSelection 
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DriverBehaviorPR = SProcessing [|{|com1|}|] Perception 
DriverBehaviorDsR = DriverState [|{|dst|}|] Perception 
DriverBehaviorRD = (Perception[]WrongPerception) [|{|com2|}|] DMaking 
DriverBehaviorDO = (DMaking[]RiskyDMaking) [|{|com3|}|] RSelection 
DriverBehaviorOP = (RSelection[]RiskyRSelection)[|{|com4|}|] SProcessing 
DriverBehavior = DriverBehaviorPR [] DriverBehaviorDsR [] DriverBehaviorRD [] 
DriverBehaviorDO [] DriverBehaviorOP 
 
DriverandEnv = DriverBehavior [|{|env|}|] EnvironmentProc 
 
-- Automated Driving System 
SensAuto = sens?noperc -> ((sens?reperc -> AutomatedDriving)[](sens?nores -> 
MinimumRiskState)) 
PercAuto = perc?drowsy -> ((perc?attentive -> AutomatedDriving)[](perc?noresR -> 
MinimumRiskState)) 
   [] perc?distracted -> ((perc?attentive -> AutomatedDriving)[](perc?noresR 
-> MinimumRiskState)) 
ResAuto = res?timedelay -> MinimumRiskState 
FailureAD = adfail -> Failure 
Failure = (failurerecovery -> AutomatedDriving)[] (err -> STOP) 
MinimumRiskState = (mrmfail -> Failure) [] (mrs -> MinimumRiskState) 
 
AutomatedDriving = SensAuto [] PercAuto [] ResAuto [] FailureAD 
 
SoS = DriverBehavior [|{|sens, perc, res|}|] AutomatedDriving 
 
 
assert SoS :[ deadlock free [F]] 
assert SoS :[ livelock free [FD]] 
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CSP モデル 2: ドライバの遅れを考慮したドライバと ADS の相互作用の検証（4.4 節） 
/*driver's state*/ 
enum {normal, abnormal}; 
var evdstate = normal; 
 
/*ADS's state*/ 
enum {automated, limited}; 
var adsstate = automated; 
 
/*EV mode*/ 
enum {adsdriving, evddriving, evmrs}; 
var evmode = adsdriving; 
 
#define con 0; //ADS's control 
#define awake 1; //ADS attempts to wake the evd up. 
 
/*channel*/ 
channel cstoads 0; 
channel cstoevd 0; 
 
channel adstoevd 0;  
channel adstoevdrec 0; 
channel adstoevddel 0; 
channel adstoevdawake 0; 
channel adstoevdmode 0; 
channel adstoevdmode2 0; 
channel adstoev 0; 
channel evdack 0; 
channel evdtoads 0; 
channel evdtoadsctr 0; 
channel evdtoadsoverride 0; 
channel adstoevdjudge 0; 
 
/*constituent systems processes*/ 
CS1 = (cstoads!0 -> CS1) [] (cstoads!1 -> CS1); 
CS2 = (cstoevd!0 -> CS2) [] (cstoevd!1 -> CS2); 
CS = CS1 ||| CS2; 
 
/*ADS processes*/ 
ADSPerceiveInfo = (atomic{cstoads?x ->  
       ([x==0] 
(adsstatechangeOK{adsstate=automated;} -> ADSDecision)  
       [] [x!=0] 
(adsstatechangeNG{adsstate=limited;} -> ADSDecision))}) 
      [] (atomic{evdtoadsoverride?x ->  
        
([evdstate==abnormal&&evmode==adsdriving](adstoevdjudge!0 -> RestoreEVD) 
         [] 
[evdstate==normal&&evmode==adsdriving](adstoevdjudge!1 -> ADSPerceiveInfo) 
         [] [evmode!=adsdriving](ADSDecision))}); 
 
ADSDecision = [evmode==evddriving && evdstate==normal && adsstate==automated] 
(adsdecision01 -> ADSPerceiveInfo) 
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     [] [evmode==evddriving && evdstate==normal && 
adsstate==limited] (adsdecision02 -> ADSPerceiveInfo) 
     [] [evmode==evddriving && evdstate==abnormal && 
adsstate==automated] (adsdecision03 -> RestoreEVD) 
     [] [evmode==evddriving && evdstate==abnormal && 
adsstate==limited] (adsdecision04 -> MRM) 
     [] [evmode==adsdriving && evdstate==normal && 
adsstate==automated] (adsdecision05 -> DriverCheck)  
     [] [evmode==adsdriving && evdstate==normal && 
adsstate==limited] (adsdecision06 -> DriverCheck) 
     [] [evmode==adsdriving && evdstate==abnormal && 
adsstate==automated] (adsdecision07 -> DriverCheck) 
     [] [evmode==adsdriving && evdstate==abnormal && 
adsstate==limited] (atomic{adsdecision08 ->MRM}) 
     [] [evmode==evmrs] (adsdecision09 -> MRM); 
 
DriverCheck = [evdstate==normal && adsstate==automated](ADSControl)  
     [] [evdstate==abnormal](RestoreEVD) 
     [] [evdstate==normal && 
adsstate==limited](adstoevddel!1 -> DelegateAuthority); 
 
ADSControl = [evmode==adsdriving] (adstoevd!con ->  
    ((ADSPerceiveInfo) [] (evdtoadsoverride?x -> 
([evdstate==abnormal](ggg->adstoevdjudge!0 -> RestoreEVD) 
         [] [evdstate==normal](adstoevdjudge!1 -> 
ADSPerceiveInfo))))) 
    [] [evmode==evddriving && evdstate==normal] 
(ADSPerceiveInfo) 
    [] [evmode==evddriving && evdstate==abnormal] 
(RestoreEVD) 
    [] [evmode==evmrs] (MRM); 
 
 
RestoreEVD = (adstoevdawake!awake -> evdack?x ->> ([x==0](MRM) [] 
[x==1](ADSControl))) 
             [](adstoevdawake!awake -> evdack?x ->([evdstate==normal]([x==0](MRM) 
[] [x==1](ADSControl)) 
              [][evdstate==abnormal] (MRM))); 
 
 
DelegateAuthority = atomic{evdtoads?x ->  
     if(x==1) 
{[evdstate==normal](atomic{modechevd{evmode=evddriving;} -> 
Skip};ADSPerceiveInfo)[][evdstate==abnormal](MRM)} else {MRM}}; 
 
DelegateAuthorityAwake = atomic{adstoevdmode!0 -> adstoevdmode2?x -> 
Skip};ADSControl; 
MRM = mrs{evmode=evmrs;} -> MRM; 
 
ADSProc = ADSPerceiveInfo; 
/*END: ADS processes */ 
 
/*Driver's processes*/ 
DriverPerceiveInfo = cstoevd?x ->  
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      ([x==0] (evdstatechangeOK{evdstate=normal;} -> 
DriverPerceiveInfo) 
      [] [x!=0] (evdstatechangeNG{evdstate=abnormal;} 
-> DriverPerceiveInfo)); 
 
/*Before override from evd, ADS checks EVD's state.*/ 
Driver = atomic{adstoevd?y -> ([evmode==adsdriving] (evdtoadsoverride!1 -> 
adstoevdjudge?z ->DriverAction1(z))[][evmode!=adsdriving]DriverDriving)} 
   [] ([evmode==adsdriving](atomic{adstoevd?y -> followads01 -> 
Skip};Driver)[][evmode!=adsdriving]DriverDriving) 
   [] ([evmode==adsdriving](atomic{followads02 -> 
Wait[1];Skip};Driver)[][evmode!=adsdriving]DriverDriving) 
   [] atomic{([evmode==adsdriving](evdtoadsoverride!1 -> 
adstoevdjudge?x -> DriverAction2(x))[][evmode!=adsdriving]DriverDriving)}; 
 
DriverAction1(z) = Wait[5];([z==0](overriderefused -> Driver) [][z==1] 
(assert(evdstate==normal);driverctr1{evmode=evddriving;} -> DriverDriving)); 
DriverAction2(x) = ([x==0](refusecmd -> Driver)[] 
[x==1](driverctr2{evmode=evddriving;}->DriverDriving)); 
 
DriverDecision = atomic{adstoevddel?x -> ((evdtoads!1 -> DriverDecision) [] 
(ignore -> evdtoads!0 -> DriverDecision))}; 
DriverRecover = adstoevdawake?x -> ((evdack!0 -> DriverRecover) 
                [] (atomic{evdstatenormal2{evdstate=normal;} -> evdack!1 -> 
Skip};DriverRecover)); 
 
DriverDriving= (adstoevd?y -> ((driverdrive -> Wait[1];DriverDriving) [] 
([adsstate==automated]adsdrive03{evmode=adsdriving;} -> Driver))) 
    []((driverdrive -> Wait[1];DriverDriving) [] 
([adsstate==automated]adsdrive03{evmode=adsdriving;} -> Driver)); 
     
DriverProc = DriverPerceiveInfo ||| Driver ||| DriverDecision ||| DriverRecover; 
/*END: Driver's processes*/ 
 
SoS = CS || ADSProc || DriverProc; 
 
 
#define dangerous (adsstate==limited && evdstate==abnormal && evmode!=evmrs); 
#define dangerousEVDDriving (evdstate==abnormal && evmode==evddriving); 
#define dangerousEVDDriving2 (evdstate==abnormal && evmode==evddriving && 
adsstate==automated); 
#define MinimumRiskState00 (evmode == evmrs); 
#define MinimumRiskState01 (evmode == evmrs && evdstate==normal); 
#define dangerous2 (adsstate==limited); 
#define dangerous3 (evdstate == abnormal); 
#define ExceptForDriver (evmode == evmrs || evmode == adsdriving); 
#define DriverDriveMRS ((evmode==evddriving&&evdstate==normal) || evmode == 
evmrs); 
#define SafeEVDDriving (evdstate==normal && evmode==evddriving); 
#define LimitedDrivers (adsstate==limited && evdstate==abnormal); 
#define ExceptForDriver2 ((evmode == evmrs || evmode == adsdriving) || evdstate == 
normal); 
 
#assert SoS |= []<>(!dangerous); 
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#assert SoS |= []<>(!dangerous3); 
#assert SoS |= []!dangerousEVDDriving; 
#assert SoS |= []!dangerousEVDDriving2; 
#assert SoS |= []<>!dangerousEVDDriving; 
#assert SoS |= []!MinimumRiskState01; 
#assert SoS |= [](dangerous2 -> <>DriverDriveMRS); 
#assert SoS |= [](dangerous3 -> <> ExceptForDriver); 
#assert SoS |= [](dangerous3 -> <> MinimumRiskState00); 
#assert SoS |= [](LimitedDrivers -> <> MinimumRiskState00);  
#assert SoS deadlockfree; 
 
#assert SoS |= [](MinimumRiskState00 -> !dangerousEVDDriving); 
#assert SoS |= [](MinimumRiskState00 -> !SafeEVDDriving); 
#assert SoS |= !(<>(dangerous3 && driverctr2)); 
#assert SoS |= !(<>driverctr1); 
#assert SoS |= <>MinimumRiskState00; 
 
/**/ 
#define EVDADSState1 (evdstate==abnormal && adsstate==limited); 
#define EVDADSState2 (evdstate==normal && adsstate==limited); 
#define EVDADSState3 (evdstate==abnormal && adsstate==automated); 
#define Drivingmode1 (evmode == adsdriving); 
#define Drivingmode2 (evmode == evddriving); 
 
#define DangerousDrv1 (evmode == adsdriving); 
#define DangerousDrv2 (evmode == evddriving); 
#define IdealDrv (evmode == evmrs); 
#define TEST20160507 (evmode == evddriving && evdstate==abnormal); 
 
/*No.1*/ 
#assert SoS |= []<>!(EVDADSState1 && Drivingmode1); 
/*No.2*/ 
#assert SoS |= []<>!(EVDADSState2 && Drivingmode1); 
/*No.3*/ 
#assert SoS |= []<>!(EVDADSState3 && Drivingmode2); 
#assert SoS |= !<>(EVDADSState3 && Drivingmode2); 
/*No.4*/ 
#assert SoS |= []<>!(EVDADSState1 && Drivingmode2); 
 
/*add on 20160819*/ 
#assert SoS |= []<>!(EVDADSState3 && Drivingmode1); 
/*No.5 check again*/ 
#assert SoS |= [](EVDADSState3 -> <>(EVDADSState3&&IdealDrv)); 
/*No.6*/ 
#assert SoS |= [](EVDADSState1 -> []<>IdealDrv); 
/*No.7*/ 
#assert SoS |= [](EVDADSState2 -> <>!DangerousDrv1); 
#assert SoS |= [](EVDADSState2 -> <>[]!DangerousDrv1); 
 
#define ReallyDangerousDriver (evmode == evddriving && evdstate == abnormal);  
#assert SoS |= !(<>ReallyDangerousDriver); 
#define EVDDrivePossibility (evmode==evddriving); 
#assert SoS |= <>EVDDrivePossibility; 
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#assert SoS |= ![](<>(EVDADSState3 && DangerousDrv2) -> []ExceptForDriver2); 
#assert SoS |= ![](<>(EVDADSState3 && DangerousDrv2) -> <>!(EVDADSState3 && 
DangerousDrv2)); 
#assert SoS |= ![]<>(dangerous3 -> <>driverctr2);  
 
#assert SoS |= !<>(followads02); 
 
#assert SoS |= [](ReallyDangerousDriver -> []<>!ReallyDangerousDriver); 
 
#assert SoS |= []<>!(EVDADSState3&&DangerousDrv1); 
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CSP モデル 3: 安全性要求に対するシステムモデルの検証（4.5 節） 
/*driver's state*/ 
enum {normal, abnormal}; 
var evdstate = normal; 
 
/*ADS's state*/ 
enum {automated, limited}; 
var adsstate = automated; 
 
/*EV mode*/ 
enum {adsdriving, evddriving, evmrs}; 
var evmode = adsdriving; 
 
#define con 0; //ADS's control 
#define awake 1; //ADS attempts to wake the evd up. 
 
/*channel*/ 
channel cstoads 0; 
channel cstoevd 0; 
 
channel adstoevd 0;  
channel adstoevdrec 0; 
channel adstoevddel 0; 
channel adstoevdawake 0; 
channel adstoevdmode 0; 
channel adstoev 0; 
channel evdack 0; 
channel evdtoads 0; 
channel evdtoadsctr 0; 
channel evdtoadsoverride 0; 
channel adstoevdjudge 0; 
 
/*constituent systems processes*/ 
CS1 = (cstoads!0 -> CS1) [] (cstoads!1 -> CS1); 
CS2 = (cstoevd!0 -> CS2) [] (cstoevd!1 -> CS2); 
CS = CS1 ||| CS2; 
 
/*ADS processes*/ 
ADSPerceiveInfo = (cstoads?x ->  
       ([x==0] 
(adsstatechangeOK{adsstate=automated;} -> ADSDecision)  
       [] [x!=0] 
(adsstatechangeNG{adsstate=limited;} -> ADSDecision))) 
      [] (evdtoadsoverride?x ->  
        ([evdstate==abnormal](adstoevdjudge!0 -> 
RestoreEVD) 
         [] [evdstate==normal](adstoevdjudge!1 -> 
ADSPerceiveInfo))); 
 
ADSDecision = [evmode==evddriving && evdstate==normal && adsstate==automated] 
(adsdecision01 -> ADSPerceiveInfo) 
     [] [evmode==evddriving && evdstate==normal && 
adsstate==limited] (adsdecision02 -> ADSPerceiveInfo) 
 
 
143 
 
     [] [evmode==evddriving && evdstate==abnormal && 
adsstate==automated] (adsdecision03 -> RestoreEVD) 
     [] [evmode==evddriving && evdstate==abnormal && 
adsstate==limited] (adsdecision04 -> MRM) 
     [] [evmode==adsdriving && evdstate==normal && 
adsstate==automated] (adsdecision05 -> DriverCheck)  
     [] [evmode==adsdriving && evdstate==normal && 
adsstate==limited] (adsdecision06 -> DriverCheck) 
     [] [evmode==adsdriving && evdstate==abnormal && 
adsstate==automated] (adsdecision07 -> DriverCheck) 
     [] [evmode==adsdriving && evdstate==abnormal && 
adsstate==limited] (atomic{adsdecision08 ->MRM}) 
     [] [evmode==evmrs] (adsdecision09 -> MRM); 
 
DriverCheck = [evdstate==normal && adsstate==automated](ADSControl)  
     [] [evdstate==abnormal](RestoreEVD) 
     [] [evdstate==normal && 
adsstate==limited](adstoevddel!1 -> DelegateAuthority); 
 
ADSControl = [evmode==adsdriving] (adstoevd!con ->  
    ((adstoev!con -> ADSPerceiveInfo) [] 
(evdtoadsoverride?x -> ([evdstate==abnormal](adstoevdjudge!0 -> RestoreEVD) 
         [] [evdstate==normal](adstoevdjudge!1 -> 
ADSPerceiveInfo))))) 
    [] [evmode==evddriving && evdstate==normal] 
(ADSPerceiveInfo) 
    [] [evmode==evddriving && evdstate==abnormal] 
(RestoreEVD) 
    [] [evmode==evmrs] (MRM); 
     
RestoreEVD = (adstoevdawake!awake -> evdack?x -> ([x==0](MRM) [] 
[x==1](DelegateAuthorityAwake))) 
             [](adstoevdawake!awake -> Wait[3]; ([evdstate==normal](evdack?x -> 
([x==0](MRM) [] [x==1](DelegateAuthorityAwake)) 
              [][evdstate==abnormal] (MRM)))); 
DelegateAuthority = evdtoads?x ->  
     if(x==1) 
{evmodechevd{evmode=evddriving;} -> ADSPerceiveInfo} else {MRM}; 
DelegateAuthorityAwake = adstoevdmode!0 -> adstoevdmode?x -> ADSControl; 
MRM = mrs{evmode=evmrs;} -> MRM; 
 
//ADSProc = ADSPerceiveInfo ||| RestoreEVD; 
ADSProc = ADSPerceiveInfo; 
/*END: ADS processes */ 
 
/*Driver's processes*/ 
DriverPerceiveInfo = cstoevd?x ->  
      ([x==0] (evdstatechangeOK{evdstate=normal;} -> 
Driver)  
      [] [x!=0] (evdstatechangeNG{evdstate=abnormal;} 
-> Driver)); 
 
/*Before override from evd, ADS checks EVD's state.*/ 
Driver = (adstoevd?y -> evdtoadsoverride!1 -> adstoevdjudge?z ->  
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   ([z==0](overriderefused -> DriverPerceiveInfo) [][z==1] 
(driverctr1{evmode=evddriving;} -> DriverDriving))) 
   [] (adstoevd?y -> followads01 -> DriverPerceiveInfo) 
   [] (followads02 -> DriverPerceiveInfo) 
   [] evdtoadsoverride!1 -> adstoevdjudge?x -> ([x==0](refusecmd -> 
DriverPerceiveInfo)[] [x==1](driverctr2{evmode=evddriving;}->DriverDriving)); 
 
DriverDecision = adstoevddel?x -> (evdtoads!1 -> Skip [] ignore -> evdtoads!0 -> 
Skip); 
DriverRecover = adstoevdawake?x -> ((evdack!0 -> Skip) 
                [] (evdstatenormal2{evdstate=normal;} -> evdack!1 -> 
adstoevdmode?x ->  
                   ((adsdrive01{evmode=adsdriving;} -> adstoevdmode!0 -> Skip) [] 
(adsdrive02{evmode=evddriving;} -> adstoevdmode!1 -> Skip)))); 
DriverDriving= (driverdrive -> DriverDriving) [] (adsdrive03{evmode=adsdriving;} -
> DriverPerceiveInfo); 
 
DriverProc = DriverPerceiveInfo ||| DriverDecision ||| DriverRecover; 
/*END: Driver's processes*/ 
 
SoS = CS || ADSProc || DriverProc; 
 
#define dangerous (adsstate==limited && evdstate==abnormal && evmode!=evmrs); 
#define dangerousEVDDriving (evdstate==abnormal && evmode==evddriving); 
#define dangerousEVDDriving2 (evdstate==abnormal && evmode==evddriving && 
adsstate==automated); 
#define MinimumRiskState00 (evmode == evmrs); 
#define MinimumRiskState01 (evmode == evmrs && evdstate==normal); 
#define dangerous2 (adsstate==limited); 
#define dangerous3 (evdstate == abnormal); 
#define ExceptForDriver (evmode == evmrs || evmode == adsdriving); 
#define DriverDriveMRS ((evmode==evddriving&&evdstate==normal) || evmode == 
evmrs); 
#define SafeEVDDriving (evdstate==normal && evmode==evddriving); 
#define LimitedDrivers (adsstate==limited && evdstate==abnormal); 
 
#assert SoS |= []<>(!dangerous); 
#assert SoS |= []<>(dangerous); 
#assert SoS |= []!dangerousEVDDriving; 
#assert SoS |= []!dangerousEVDDriving2; 
#assert SoS |= []<>!dangerousEVDDriving; 
#assert SoS |= []!MinimumRiskState01; 
#assert SoS |= [](dangerous2 -> <>DriverDriveMRS); 
#assert SoS |= [](dangerous3 -> <> ExceptForDriver); 
#assert SoS |= [](dangerous3 -> <> MinimumRiskState00); 
#assert SoS |= [](LimitedDrivers -> <> MinimumRiskState00);  
#assert SoS deadlockfree; 
 
#assert SoS |= [](MinimumRiskState00 -> !dangerousEVDDriving); 
#assert SoS |= [](MinimumRiskState00 -> !SafeEVDDriving); 
#assert SoS |= !(<>driverctr2); 
#assert SoS |= <>MinimumRiskState00; 
 
#assert SoS |= !(<>(driverdrive && dangerous3)); 
