The performance of forecast combination techniques is explored at different time horizons in the context of tourism demand forecasting. Statistical comparisons between the combination and single model forecasts show that the combined forecasts are significantly more accurate than the average single model forecasts across all forecasting horizons and for all combination methods. This provides a strong recommendation for forecast combination in tourism. In addition, the empirical results indicate that forecast accuracy does not improve as the number of models included in the combination forecasts increases. It also appears that combining forecasts may be more beneficial for longer-term forecasting.
Introduction
With the fast growth of the tourism industry in many developed and developing economies, tourism forecasting has attracted much attention from marketers as well as researchers. Accurate forecasts of tourism demand are of great importance not only for the private sector, such as hotels, airlines and tour operators in terms of their business planning and investment, but also for destination governments in terms of tourism policy formulation and implementation. A number of quantitative techniques have been applied to tourism demand forecasting over the last three decades, and these methods include time series analysis, econometric models, and nonlinear modeling approaches (see Li et al. 2005 ).
This study aims to examine whether forecasting performance could be improved by combining tourism forecasts generated by individual forecasting models. Witt and Song (2001) noted that the forecasting accuracy of individual forecasting methods varies across origin-destination pairs and over different forecasting horizons. Since tourism planners and business decision-makers attach high importance to the accuracy of forecasting, it is crucial for researchers to explore what are the best techniques for tourism demand forecasting. This study is a further attempt to look at forecasting accuracy by examining whether forecast combination could improve the overall forecasting accuracy of tourism demand models. The demand for Hong Kong tourism by ten major origin countries/regions is used as the base of the study. Combination forecasting techniques focus on combining the individual forecasts generated by different models through appropriate weighting schemes, which have been developed in the general forecasting literature. Published general forecasting studies show that the combination of individual forecasts can improve forecasting accuracy (Winkler & Makridakis, 1983) , but this conclusion is not supported by some of the more recent studies, such as Hibon and Evgeniou (2005) and Koning et al. (2005) .
Although forecast combination has attracted wide attention in the general forecasting literature, very little research on this topic has appeared in the tourism forecasting literature. This study aims to make a major contribution to the tourism forecasting literature by providing a more comprehensive empirical investigation of combination forecasting in tourism; than has previously been undertaken.
The empirical analysis of this paper follows five steps. Firstly, four modern forecasting methods are employed to generate single model forecasts at different time horizons: one, two, four and eight quarters(s) ahead. Secondly, three combination methods are utilized to obtain combination forecasts at different time horizons. Thirdly, the differences in accuracy between combination forecasts and single forecasts are tested for statistical significance. Fourthly, forecasting accuracy differences are examined in terms of both the combination method used and the length of the forecasting horizon.
Lastly, the expected improvement in forecasting accuracy resulting from including extra models in the forecast combination is investigated for different time horizons. This is the first time that the issues considered in steps three, four and five have been addressed in the tourism forecasting literature.
The rest of the paper is organized as follows. Section 2 reviews the recent developments in the tourism forecasting and combination techniques literature. Section 3 introduces the data, the forecasting models and the combination techniques. Section 4 presents the empirical results and the conclusions are given in Section 5.
Literature Review
During the past two decades, econometric techniques have advanced significantly.
These new developments have also played an important role in the understanding of tourists' behavior and their demand for tourism products/services. Li et al. (2005) reviewed eighty-four studies on tourism demand analysis published since the 1990s and found that a majority of these studies used econometric methods. For example, the general-to-specific approach was used by Song and Witt (2003) to build an ADL (Autoregressive Distributed Lag) model to forecast inbound tourism to South Korea from four major tourism origin countries. A vector autoregressive (VAR) model was applied by Song and Witt (2006) to forecast ex ante tourist flows to Macau from eight major origin countries/regions. Law and Au (1999) used the neural network model to forecast Japanese demand for travel to Hong Kong. Li et al. (2004) used the long-run static and the short-run error correction-almost ideal demand system (EC-LAIDS) models to examine the demand for tourism in five European destinations by UK residents.
There are also a large number of studies focusing on tourism forecasting accuracy comparisons. Kulendran and King (1997) Their results suggest that the ECM outperforms all the competitors. Witt et al. (2003) evaluated the forecasting performance of six econometric models and two univariate time series models using data on international tourism to Denmark. The results show that the time varying parameter (TVP) model performs consistently well in one-year-ahead forecasting, but the best model varies at longer forecast horizons. Smeral and Wüger (2005) showed that complex data adjustment procedures and adequate model structures also affect forecasting accuracy based on Austrian tourism demand data.
Although tourism forecasting has achieved much progress in terms of the use of modern modeling methodologies, one area that has attracted very little attention is forecast combination. The seminal work in the general forecasting literature on combination forecasts is attributed to Bates and Granger (1969) ; they examined the performance of combing two sets of forecasts of airline passenger data in which the weights are calculated based on the historic performance of each individual model. Their major finding is that the combined forecasts yielded much lower mean-square errors than either of the original individual forecasts. Clemen (1989) reviewed the development and applications of combination techniques in the various areas of forecasting before 1989. His key conclusion is that forecasting accuracy could be substantially improved through the combination of individual forecasts. The simple average combination method that attaches the same weight to each of the individual forecasts has been widely applied in the forecasting literature (for example Makridakis and Winkler 1983; Fang 2003; Hibon and Evgeniou 2005) . However, many published studies have also used more advanced combination methods to achieve the optimal weights for combining the individual forecasts. In these procedures the past performance of the single forecast models is the key criterion for deciding the optimal weights for each of the individual models. Winkler and Makridakis (1983) applied several versions of the variance-covariance weighting method to examine the performance of the combined forecasts. The results show that most of the combined forecasts perform better than the individual forecasts. Walz and Walz (1989) examined the performance of a Bayesian method in comparison with an unconstrained regression procedure to combine forecasts through a study of four macroeconomic variables and drew the conclusion that the Bayesian procedure generates more accurate combined forecasts. Diebold and Pauly (1990) applied the shrinkage technique to incorporate prior information into the estimation of the combination weights and the empirical research in their study based on US GNP data found that the estimated combination weights are largely shrunken toward equality.
A number of studies suggest that combination techniques can outperform the best constituent single individual forecast based on empirical studies or simulation. However, Hibon and Evgeniou (2005) concluded that the best individual method and the combination forecasts perform similarly based on an analysis of the 3003 series of the M3-competition. In their study only simple average combination is examined and the conclusion is that the advantage of combination is to decrease the forecasting risk but not significantly outperform the best single forecast. Koning et al. (2005) examined the performance of the combination of forecasts from three univariate forecasting models and concluded that the combined forecasts do not outperform the single forecasts.
The only published empirical study on combination forecasting in tourism since the 1980s is by Wong et al (2007) . These authors examined the relative accuracy of combination and single model forecasts for one quarter ahead, but did not consider statistically significant differences. Wong et al (2007) concluded that combination forecasts are almost certain to outperform the worst single forecasts but only outperform the best single forecasts in less than 50 per cent of cases on average.
Data and Methodology

Data
The data on the demand for Hong Kong tourism by the top ten tourism generating countries/regions are used to estimate the forecasting models and these top ten major origin countries/regions comprise: Mainland China, Taiwan, Japan, USA, Macau, South Korea, Singapore, UK, Australia and Philippines. The demand variable is measured by tourist arrivals in Hong Kong from these origin markets. The price of Hong Kong tourism, tourism prices in substitute destinations and the income level in the tourist origin countries/regions are considered to be the explanatory factors which influence the demand for Hong Kong tourism (see Song et al. 2003) . 
where j denotes the jth substitute destination and n=6. The weights assigned to these six destinations are calculated based on their own inbound tourist arrivals from the studied origin countries/regions, and it can be written as:
where ij TA represents inbound tourist arrivals in substitute destination j from country/region i.
Tourists' income is measured by the GDP index (2000=100) in constant prices in these ten origin countries/regions. Seasonal dummies and one-off event dummies are also included in the modeling process to capture seasonal impacts and effects of some one-off events such as the hand-over of Hong Kong to China in quarter 3 of 1997.
In 
Modeling methods
The seasonal ARIMA method can effectively handle the identification and modeling of seasonal time series. This method is developed from the standard Box-Jenkins model and incorporates both seasonal autoregressive and moving average factors into the modeling process. This method has been widely adopted in forecasting seasonal time series. Since quarterly data are analyzed, the seasonal ARIMA model is appropriate in this study.
The Autoregressive Distributed Lag (ADL) model is also included in this study. The general-to-specific approach suggests that the final forecasting model can be obtained through the simplification of a general ADL model, which can be written as: The VAR model is a system estimation technique, and treats all variables as endogenous except the intercept, determinate time trend and dummies. The optimal lag length for the model is determined according to the Aikake Information Criterion (AIC).
An excessive lag length will reduce the degrees of freedom for model estimation while a shorter than optimal lag length could lead to the misrepresentation of the data generating process.
Combination forecasting methods
In this study three combination methods are adopted to generate combined forecasts and they are the simple average combination, variance-covariance combination and discounted Mean Square Forecast Error (MSFE) combination. The simple average combination is a widely used method in practice because it is easy to comprehend and operate. The variance-covariance method takes the variance and covariance of single model forecast observations into account in order to generate the weights. The discounted MSFE method assigns heavier weights to more recent observations through a discount factor. Whereas the simple average combination method assigns equal weights to each of the individual forecasts, the latter two combination methods assign different weights to the individual forecasts.
The simple average combination: let f and w be the single forecast vector and weights vector respectively. The combined forecast c f is: The variance-covariance combination: this assigns unequal weights to each single model forecast and the weights are determined by the historic performance of the single model forecasts. The specific weight vector is expressed as:
where Σ is the covariance matrix of the single forecasts, u is an ) 1 ( × n vector of ones with constraints. 
Σ = ∑
where it e is the difference between the actual and forecast series of the ith model, it t it e y f = − . A detailed description of this method can be found in Clemen and Winkler (1986) , Diebold and Pauly (1987) , Granger and Newbold (1986), and Wong, et al. (2007) .
The discounted MSFE combination: this method uses the mean square error to calculate the optimal weights and a discounting factor is used give more weight to the more recent forecasts (Diebold and Pauly, 1987 , Bates and Granger, 1969 , and Stock and Watson, 2004 . The weighting scheme can be written as:
where β is the discounting factor with 1 0 ≤ < β , and it e is the difference between the actual series and forecast series of the ith model. In this method, the off-diagonal elements of Σ are set to zero, which means that the effect of the covariance on the weights is ignored. The weight assigned to the ith single forecast can be represented as:
Measures of forecasting accuracy and statistical test of relative accuracy
Li et al. (2005) 
where t y and t ŷ are the actual and forecast values of tourist arrivals, respectively, and n is the length of the forecasting horizon. As expressed in Equation (8), MAPE removes the influence of the magnitudes of the variables; hence it can be used to compare the accuracy among different time series.
This study tests the hypothesis that combination forecasts and single model forecasts have the same accuracy. However, the traditional t test is not appropriate in some cases, as the normality test shows that some of the MAPE series are not normally distributed.
Under this circumstance, a nonparametric technique would be more appropriate. In this study, the Wilcoxon signed rank test is used to test for forecasting accuracy differences between the single model forecasts and the combination forecasts in cases of non-13 normality. The advantage of this method is that it can not only determine the direction of any difference in forecasting accuracy, but also can take account of the magnitude of any difference between the single model and combination forecasts.
For the variance-covariance combination and discounted MSFE combination, the historic performance of each single model forecast decides the weights assigned to the single model forecasts in order to calculate the combination forecasts. As mentioned above, the periods for estimation and forecasting are 1984q1-1994q4 and 1995q1-2003q1, respectively. As a result, 33 one-step-ahead forecasts, 32 two-step-ahead forecasts, 30
four-step-ahead forecasts and 26 eight-step-ahead forecasts are obtained. At every forecasting time horizon, the latest 15 observations are used for accuracy comparison while the rest are used for estimating the weights. Specifically, two methods are employed to assign the optimal weights, which are demonstrated using one-step-ahead forecasting as an example. As far as the first method is concerned (combination (a)), the 33 observations are separated into two parts. The weights are calculated based on the first 18 observations, and then these weights are assigned to the latter 15 observations to obtain the combination forecasts (see, for example, Granger and Ramanathan 1984;
Diebold and Pauly 1990). The second method (combination (b)) calculates the weights recursively. Namely, the weights calculated from the first 18 observations are assigned to the 19th observations. Then the weights generated from the first 19 observations are assigned to the 20th observations. This process continues until all combined forecasts are obtained (see Clemen, 1986) . The two-, four-and eight-steps-ahead combined forecasts can be obtained in a similar manner.
Empirical results
The calculated MAPEs of the individual forecasts and combined forecasts are shown in Furthermore, Table 2 shows the percentage of the combined forecasts which outperform the best individual forecasts. Forecast combination is superior to the best single model forecasts in only about 50% of all the cases. This result contradicts the findings of some previous studies that concluded that combination forecasts tend to outperform the best single model forecasts. It can also been seen that in the eight-stepahead case, a larger proportion of combination forecasts perform better than the best single model forecasts. An explanation for this could be that the combined forecasts are usually more efficient when the single models are misspecified and in the longer term the models are more likely to be misspecified. As the forecasting horizon becomes longer, the additional uncertainty also causes the forecasts to be less accurate. From this viewpoint, forecast combination tends to be more suitable for long-run tourism
forecasting. An empirical study by Lobo (1992) supports the above findings as it indicates that the difference between the average MAPEs of the individual models and the combined models decreases when the forecasting horizon gets shorter, which implies that forecast combination tends to be more useful for longer forecasting horizons.
However, Lawrence, et al (1986) conclude that the greatest improvement in forecasting accuracy is often obtained in the short run rather than in the long run. They attribute this to the unrealistic assumption that the combination model structure remains constant over longer forecasting horizons. Further studies are necessary to confirm the benefits of forecast combination over different forecasting horizons in the tourism context. Table 3 ). This is to say that much worse ex ante forecasts could well be obtained if only one single forecasting method is used to generate tourism forecasts. Forecast combination can therefore reduce the risk of complete forecasting failure.
This study now compares the performance of combination forecasts with single model forecasts from a statistical point of view. As mentioned above, MAPE is a measure which allows the comparison not only among different models but also across countries/regions.
The following explains the procedure of testing the difference between the combination and single model forecasts The normality test shows that these series are not normally distributed and we have to employ the Wilcoxon matched-pairs signed ranks test, a nonparametric approach for which the tested series are not required to be normally distributed. The test results for hypothesis 1 (Table 4) Another question one may ask is whether there is any difference in accuracy among the three combination methods. Statistical tests are carried out to determine whether there is any significant difference between the simple average method, variance-covariance (b) method and discounted MSFE ( β =0.6 (b)) method and the results are given in Table 6 .
In the one-step-ahead forecasting case, the performance of the three combination methods is significantly different. The discounted MSFE method turns out to be the best and the variance-covariance method the worst. In the four-step-ahead case, the same is true. For two-step-ahead forecasting, however, no significant difference was found between the discounted MSFE and simple average methods, whereas the variance-covariance method performed significantly worse than the other two combination methods. For eight-stepahead forecasting, the discounted MSFE method is more accurate than the other two methods which are in turn not significantly different from each other. Overall, the accuracy of the variance-covariance method combination forecasts is the lowest and the accuracy of the discounted MSFE method combination forecasts is the highest.
The forecasting performance of the two, three and four single model combinations is also compared (see Table 7 ). The "Mean difference" columns in Table 7 This study also employs the t test to examine the hypothesis that the means of the combined forecasts of two, three and four single model forecasts are equal. The t test results in Table 7 indicate that this hypothesis cannot be rejected for virtually all combination methods and all forecasting horizons (99% of cases). This implies that, at least in this study, three and four model combinations are not statistically significantly more accurate than two model combinations and four model combinations are not statistically significantly more accurate than three model combinations. Due to the limitation of this study that only four single forecast models are included, this conclusion need to be treated with caution. Whether an "optimal" number of single forecasts to be included in the combinations exists or not is a matter for future research.
Concluding Remarks
The empirical study in this paper demonstrates that forecasting combination does not always improve forecasting performance, as only around 50% of combined forecasts outperform the best single model. This result is in line with Hibon and Evgeniou (2005).
However, this percentage is higher for long-term forecasts (eight quarters ahead),
suggesting that forecast combination may be more beneficial for long-run tourism forecasting. It is also found that almost all the combination forecasts outperform the worst single forecasts over all forecasting horizons, which implies that forecast combination does decrease the risk of complete forecasting failure.
A key contribution of this study is that the forecasting performance of the combination and single model forecasts based on the minimum, maximum and mean values of the MAPEs is compared statistically. The results show that not only are the combined forecasts significantly more accurate than the worst single model forecasts across all forecasting horizons and for all combination methods, but they are also significantly better than the average single model forecasts in all cases.
The implication of the above results for tourism practitioners is to provide a strong recommendation for forecast combination in order to improve forecasting accuracy if the magnitude of the tourism demand forecasting errors is the main concern of the decision makers, especially when the demand forecasts are used to assess the feasibility of longterm investment in tourism related infrastructures.
This study also compares the forecasting performance among the three combination methods in terms of statistically significant differences in forecasting accuracy. The results show that the variance-covariance method exhibits the worst performance and the discounted MSFE method the best. However, although the simple average method is less accurate than the discounted MSFE method, it may still be worthwhile to use the simple average combination sometimes as this combination method is easy to implement and requires fewer observations.
It is also shown that forecast accuracy does appear to increase gradually as the number of models included in the forecast combination increases -for example, three model combinations have lower MAPEs than two model combinations. However, when statistically significant differences are examined combinations with higher numbers of models do not outperform combinations with lower numbers. The implications of these empirical results are that combining forecasts reduces average forecast error, but it is not clear how many models to include in the combination to achieve an optimal result.
One possible area for further research is to include more forecasting models in the forecast combination evaluation. In this paper, only four models (three econometric and one time series) are considered when the accuracy of combination forecasts is examined.
However, according to Granger and Newbold (1986, p. 273) , forecast combination is expected to be most profitable when the individual forecasts are very dissimilar in nature.
Attempts could therefore be made to combine the forecasts generated from, for example, artificial intelligence models and judgmental/expert predictions in addition to the extrapolation and causal models already considered. A second possible area for further research is to examine whether there exists an optimal number of single model forecasts to be included in forecast combinations. A third possible area for further research is to examine the effect of forecasting horizon on the improvement in accuracy resulting from combining forecasts. 2 , E and V denote ADL model, ARIMA model, ECM and VAR model, respectively. 2) * denotes that the combined forecast is at least as good as the corresponding best single forecast. 3) ** denotes that the combination forecast is inferior to the worst single forecast.
4) The details of β =0.6 is not reported in Table 1 2) p values in 1-, 2-, and 4-steps-ahead forecasts are based on 2-tailed t statistics.
In the cases (a) and (b) of the 8-steps-ahead forecasts, the z statistics are Wilcoxon signed rank statistics.
3) * denotes significant at 0.05 level. 
