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1. Introduction and statement of main results
We ﬁrst study a class of Dirichlet problem
(P1)
{−div(a(x,u,∇u))= H(x,u,∇u) in Ω,
u ∈ W 1,p0 (ν,Ω) ∩ L∞(Ω),
where Ω is a bounded open set of RN (N  2), a(x, s, ξ) : Ω × R × RN → RN and H(x, s, ξ) : Ω × R × RN → R are
Carathéodory functions such that
(i) a(x, s, ξ) · ξ  ν(x)|ξ |p , for a.e. x ∈ Ω , ∀(s, ξ) ∈ R × RN , ν(x)  0, ν ∈ Lh(Ω), h  1 and ν−1 ∈ Lt(Ω), 1 + 1t < p <
N(1+ 1t ), t > Np ;
(ii) |a(x, s, ξ)|ν− 1p  c1(k(x)+ν
1
p′ |s|p−1+ν 1p′ |ξ |p−1), for a.e. x ∈ Ω , ∀(s, ξ) ∈R×RN , where c1 > 0, k(x) 0 and k ∈ Lp′(Ω),
p′ = pp−1 ;
(iii) |H(x, s, ξ)|  f (x) + θν qp |ξ |q , for a.e. x ∈ Ω , ∀(s, ξ) ∈ R × RN , where θ > 0, p − 1 < q  p, f (x)  0 and fν ∈ Lr(Ω),
1
r <
p
N − 1t − 1h .
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Ω
a(x,u,∇u) · ∇φ dx =
∫
Ω
H(x,u,∇u)φ dx, ∀φ ∈ W 1,p0 (ν,Ω) ∩ L∞(Ω). (1.1)
Our ﬁrst result is to exhibit a condition to ensure the existence of a spherically symmetric solution to the following
“symmetrized” problem
(P2)
{
−div(ν(CN |x|N)|∇v|p−2∇v)= f (x) + θν qp (CN |x|N)|∇v|q in Ω,
v ∈ W 1,p0
(
ν,Ω
)∩ L∞(Ω),
where ν−
p′
p is a pseudo-rearrangement of ν−
p′
p with respect to u (see Deﬁnition 2.4), Ω is a ball centered at origin with
the same measure as Ω , and f  is the Schwarz symmetrization of f .
Theorem 1.1. Set γ = qp−1 , γ ′ = γγ−1 and
M0 = θβ
γ
pt −1(NC 1NN )−γ |Ω|β(1− γpt )−η∥∥ν−1∥∥ γpLt (Ω),
where η = 1− 1r − 1h , β = γ ( 1N + η − 1)( ptγ )′ + 1. If∥∥∥∥ fν
∥∥∥∥
Lr(Ω)
‖ν‖Lh(Ω) 
1
γ ′
(γ M0)
1
1−γ , (1.2)
then there exists a unique solution to problem (P2) such that v(x) = v(x). Moreover, v ∈ C(Ω) ∩ W 1,˜q0 (ν,Ω), where p − 1 q˜
(t + 1)(p − 1) if 1− η − 1N  0; p − 1 q˜ < (t+1)(p−1)(1−η− 1N )t+1 if 1− η −
1
N < 0, satisfying
‖∇v‖p
Lp(ν,Ω)

(
NC
1
N
N
)−p′
(γ M0)
p′
1−γ
∥∥∥∥ 1ν
∥∥∥∥
1
p−1
Lt (Ω)
(
pt − t − 1
( 1N + η)pt − t − 1
)1− 1t(p−1)
× |Ω|( 1N +η−1)p′+1− 1t(p−1)
and
‖v‖L∞(Ω) 
(
NC
1
N
N
)−p′
(γ M0)
1
(p−1)(1−γ )
∥∥∥∥ 1ν
∥∥∥∥
Lt (Ω)
(
pt − t − 1
(
p
N + η − 1− 1t )t
)1− 1t(p−1)
× |Ω|( pN +η−1− 1t ) 1p−1 .
In the case f (x) = f0ν(x)|x|l with constants l > − Nr , f0 > 0, we have the following nonexistence result for problem (P2).
Theorem 1.2. Let f (x) = f0ν(x)|x|l , where l > − Nr and f0 is a positive constant. Assume
f γ−10 
γ
γ
γ−1 (NC
1
N
N )
γ |Ω|η+γ ‖|x|l‖Lr(Ω)‖ν‖Lh(Ω)
θ(γ − 1)F1(|Ω|) , (1.3)
where F1 : [0, |Ω|] →R is a function deﬁned by
F1(s) =
s∫
0
τ
γ
N ν
− Np (τ )Aγ (τ )dτ and A(s) =
s∫
0
(
ν|x|l)(τ )dτ .
Then problem (P2) has no spherically symmetric solution.
Remark 1.1. By virtue of
F1
(|Ω|) ‖ν‖γ
Lh(Ω)
∥∥|x|l∥∥γLr(Ω)∥∥ν−1∥∥ γpLt (Ω)|Ω|(η+ 1N )γ+1− γpt ,
it follows from (1.3) that
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γ
γ−1
γ − 1
) 1
γ−1 [
θ
(
γ
(
1
N
+ η
)(
pt
γ
)′
+ 1
) γ
pt −1
× (NC 1NN )−γ |Ω|γ ( 1N +η−1)−η+1− γpt ∥∥ν−1∥∥ γpLt (Ω)]
1
1−γ
 1
γ ′
(γ M0)
1
1−γ .
Thus, Theorem 1.2 proposes an example to show that problem (P2) has no spherically symmetric solution without the
assumption (1.2).
Actually, as ν ≡ 1, several results similar to those explained above can be found in the literature. For the case r = ∞,
under a smallness assumption on ‖ f ‖L∞(Ω) , the existence of a spherically symmetric solution to problem (P2) was studied
in [11,20] (for the case q = p), where the smallness assumption on ‖ f ‖L∞(Ω) depends not only on p, q, Ω , but also on the
ﬁrst eigenvalue of a nonlinear Dirichlet problem. However, neither regularity results with a priori estimates of solutions, nor
any nonexistence results were contained in the two papers. Moreover, it seems that their approach cannot be extended to
the case f /∈ L∞(Ω). In [17], the case f (x) = g˜0|x|m with q = p has been investigated for the existence and nonexistence of
solutions, where g˜0 is a positive real number and m > max{−p,−N}. As to nonexistence results, we can also refer to [23]
for the case f (x) ≡ f0 with q = p. To our knowledge, the existence and nonexistence of solutions to degenerate equations
with general f (x) (see (iii)) have been unsolved yet.
Now since the “symmetrized” problem (P2) admits a unique spherically symmetric solution under assumption (1.2), we
have the following comparison results.
Theorem 1.3. Assume that (i)–(iii) hold with f satisfying (1.2). Let u be a solution to problem (P1) and v be the spherically symmetric
solution to problem (P2). Then
u(x) v(x), x ∈ Ω (1.4)
and ∫
Ω
ρ
(
ν(x)|∇u|p)dx ∫
Ω
ρ
(
ν
((
CN |x|N
))|∇v|p)dx, (1.5)
where ρ is a concave and nondecreasing function on [0,+∞).
As ν ≡ 1, such comparison results have been obtained in [1] for the case p = 2, in [22] for the case f (x) ≡ f0 with q = p,
and in [11,20] for the case r = ∞.
Next, we consider the following Neumann problem
(P3)
{−div(a(x,u,∇u))= H(x,u,∇u) in Ω,
a(x,u,∇u)n = 0 on ∂Ω,
where Ω is a bounded and connected open set with Lipschitz boundary, a(x, s, ξ) and H(x, s, ξ) satisfy the conditions (i), (ii)
and
(iii′) − f2(x) − θ2ν
q
p |ξ |q  H(x, s, ξ) f1(x) + θ1ν
q
p |ξ |q , for a.e. x ∈ Ω , ∀ξ ∈RN , where θi > 0, f i(x) 0, f iν ∈ Lr(Ω), i = 1,2,
q and r are the same as in (iii).
Remark 1.2. We assume (iii′) instead of (iii) in order to stress the different role of f1, f2, θ1, θ2 in bounding the positive
and the negative part of the solution to problem (P3).
The function u is said to be a solution to problem (P3), if u ∈ W 1,p(ν,Ω) ∩ L∞(Ω) and∫
Ω
a(x,u,∇u) · ∇φ dx =
∫
Ω
H(x,u,∇u)φ dx, ∀φ ∈ W 1,p(ν,Ω) ∩ L∞(Ω). (1.6)
Theorem 1.4. Assume that (i), (ii) and (iii′) hold. Let u be a solution to problem (P3). Set
e = inf
{
t ∈R: ∣∣{x ∈ Ω: u(x) > t}∣∣ |Ω|
2
}
,
u1 = (u − e)+, u2 = (u − e)−
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M0i = θiβ
γ
pt −1Q γ
( |Ω|
2
)β(1− γpt )−η∥∥ν−1∥∥ γpLt (Ω), i = 1,2,
where Q is the constant of (2.1) and β the constant in Theorem 1.1. If∥∥∥∥ f iν
∥∥∥∥
Lr(Ω)
‖ν‖Lh(Ω) 
1
γ ′
(γ M0i)
1
1−γ , i = 1,2 (1.7)
and vi is the spherically symmetric solution to problem
(P4i)
⎧⎨⎩−div
(
νi
(
CN |x|N
)|∇vi |p−2∇vi)= αp f i (x) + θiαp−qνi qp (CN |x|N)|∇vi |q in B,
vi ∈ W 1,p0 (ν, B) ∩ L∞(B),
where α = Q NC
1
N
N , B is the ball with center in the origin such that |B| = |Ω|2 and νi−
p′
p is a pseudo-rearrangement of ν−
p′
p with
respect to ui , then
ui (x) v

i (x), x ∈ B (1.8)
and ∫
Ω
ρ
(
ν(x)|∇ui |p
)
dx
∫
B
ρ
(
νi
(
CN |x|N
)|∇vi |p)dx, i = 1,2, (1.9)
where ρ is a concave and nondecreasing function on [0,+∞).
As to comparison results for Neumann problems, only linear equations (see [5,10,18]) and the nonlinear case with
H(x,u,∇u) = f (x) (see [19]) were considered. Note that the corresponding “symmetrized” problem, being two Dirichlet
problems composed, is no longer a Neumann problem.
Remark 1.3. Theorems 1.1, 1.3 and 1.4 provide a priori estimates on the solutions to problems (P1) and (P3). Thus, under an
additional assumption
(iv)
[
a(x, s, ξ1) − a(x, s, ξ2)
] · (ξ1 − ξ2) > 0 if ξ1 = ξ2,
one can easily obtain the existence results for the two problems by using the well-known approximation techniques (see
for example [6,7]).
There are three features of our work. First, the equations are degenerate. Second, a general assumption on f ((iii) or (iii′))
is allowed (in the previous results, either f ∈ L∞(Ω) or f has explicit forms). Finally, the Neumann problem with general
growth in the gradient is discussed.
Our results are based on the study of a class of Volterra integral operator, which was ﬁrst introduced by Pašic´ (see [22]).
By proving a unique existence result for a nonlinear integral equation in suitable space, we obtain a unique spherically
symmetric solution to problem (P2). Moreover, the solution possesses explicit integral representation. The comparison results
are established by using a new type of comparison principle for Volterra integral operator (see Lemma 3.1).
This paper is organized as follows: we give some notations and preliminary results in Section 2, and then prove the main
results of the paper in Section 3.
2. Notations and preliminary results
In this section, we recall some deﬁnitions and preliminary results.
Deﬁnition 2.1. (See [9,21].) Let E be a measurable subset of G , the De Giorgi perimeter of E with respect to G is deﬁned as
follows
PG(E) = sup
{∫
E
div
(
ψ(x)
)
dx: ψ = (ψ1, . . . ,ψn) ∈
(
C10(G)
)N
, sup
x∈G
|ψ | 1
}
.
From Fleming–Rishel Formula (see [14]), we have that if u ∈ W 1,10 (G), then
PG
({
x ∈ G: ∣∣u(x)∣∣> τ})= − d
dτ
∫
{x∈G: |u(x)|>τ }
∣∣∇u(x)∣∣dx.
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only on G , such that for every measurable subset E of G ,
min
{|E|1− 1N , |G\E|1− 1N } Q PG(E). (2.1)
For instance, if G is a bounded and connected open set with Lipschitz boundary, then G satisﬁes a relative isoperimetric
inequality.
Especially, as G =RN , the classical isoperimetric inequality (see [9]) holds, i.e.
NC
1
N
N |E|1−
1
N  PRN (E),
where E is a measurable bounded subset of RN and CN is the volume of the unit ball in RN .
Deﬁnition 2.3. Assume that u is a measurable function in Ω . Let
u(s) = inf{τ  0: μ(τ) s}, s ∈ [0, |Ω|]
and
u(s) = u
(|Ω| − s), s ∈ [0, |Ω|]
denote the decreasing rearrangement and the increasing rearrangement of u respectively, where μ(τ) = |{x ∈ Ω: |u| > τ }|
is the distribution function of u.
Let
u(x) = u(CN |x|N), x ∈ Ω
and
u(x) = u
(
CN |x|N
)
, x ∈ Ω
denote the decreasing spherically symmetric rearrangement (Schwarz symmetrization) and the increasing spherically sym-
metric rearrangement of u respectively, where Ω is the ball centered at the original with the same measure as Ω .
For an exhaustive treatment of the properties of rearrangements we refer to [4,8,15,16,21,25]. Here we just quote the
following properties.
(a) If u and v are measurable functions, the Hardy–Littlewood inequality
|Ω|∫
0
u(s)v
(s)ds =
∫
Ω
u(x)v
(x)dx
∫
Ω
∣∣u(x)v(x)∣∣dx

∫
Ω
u(x)v(x)dx =
|Ω|∫
0
u(s)v(s)ds
holds.
(b) The Lp-norm is invariant under Schwarz symmetrization,
‖u‖Lp(Ω) =
∥∥u∥∥Lp(Ω) = ∥∥u∥∥Lp(0,|Ω|), 1 p +∞.
Next, let’s introduce the following notion of pseudo-rearrangement ﬁrst introduced in [2].
Deﬁnition 2.4. Let u : Ω → R be a measurable function, f ∈ L1(Ω), f (x)  0 and Ω = [0, |Ω|]. We say that a function
f (σ ) : Ω →R is a pseudo-rearrangement of f with respect to u if there exists a family {E(σ )}σ∈Ω of measurable subsets
of Ω such that
γn
(
E(σ )
)= σ ,
σ1  σ2 ⇒ E(σ1) ⊆ E(σ2),
E(σ ) = {x ∈ Ω: ∣∣u(x)∣∣> u(σ )}, if σ = μ(τ)
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f (σ ) = d
dσ
∫
E(σ )
f (x)dx, a.e. σ ∈ Ω.
For general results about the properties of pseudo-rearrangement we can refer to [3,12,24]. We just mention that
Proposition 2.1. If f ∈ Lp(Ω) with p  1, then f ∈ Lp(0, |Ω|) and
‖ f ‖Lp(0,|Ω|)  ‖ f ‖Lp(Ω).
3. Proof of the main results
We ﬁrst give some useful lemmas to the proofs of Theorems 1.1–1.4.
Assume that g(s, ξ) : [0, T ] × R→ R is a Carathéodory function. We consider the following Volterra integral operator
(see [17,22,26])
K : D(K ) ⊆ C([0, T ])→ C([0, T ]), Kψ(t) = t∫
0
g
(
τ ,ψ(τ )
)
dτ , ∀ψ ∈ D(K ). (3.1)
The following deﬁnition is some different from that in [17]. Ours is more concise and readily comprehensible.
Deﬁnition 3.1. We say that the operator K has property (m) if for all ψ1,ψ2 ∈ D(K ) and a ∈ [0, T ), there exist three
constants η > 0, b ∈ (a, T ] and m(a,b,ψ1,ψ2) ∈ [0,1) such that for any σ ∈ (a,b],∥∥g(·,ψ1(·))− g(·,ψ2(·))∥∥L1(a,σ )  σηm(a,b,ψ1,ψ2)∥∥∥∥ψ1 − ψ2sη
∥∥∥∥
L∞(a,σ )
. (3.2)
Remark 3.1. If we can obtain (3.2) for all b ∈ (a, T ] and the following property on m(a,b,ψ1,ψ2) is satisﬁed
lim
b→a+
m(a,b,ψ1,ψ2) = 0,
then the operator K has property (m).
The following comparison principle has been obtained in [17]. However, by virtue of the different deﬁnition of prop-
erty (m) here, we give a simple proof.
Lemma 3.1. Let K be a Volterra integral operator given by (3.1) satisfying property (m) and R(K ) ⊆ D(K ), where R(K ) is the range
of K . If g(σ , ·) is nondecreasing for a.e. σ ∈ [0, T ], then for ∀u, v ∈ D(K ) satisfying u  Ku, v  K v, we have
u  v. (3.3)
In particular, the equation z = K z possesses at most one solution in D(K ).
Proof. We argue by contradiction. If (3.3) does not hold, there must exist a ∈ [0, T ] and b1 ∈ (a, T ] such that u(a) = v(a)
and u(σ ) > v(σ ) for all σ ∈ (a,b1]. Set b2 = min{b1,b}, where b is the constant in Deﬁnition 3.1.
Due to property (m), it follows that for ∀σ ∈ (a,b2],
∣∣u(σ ) − v(σ )∣∣= u(σ ) − v(σ ) = σ∫
a
(
g
(
τ ,u(τ )
)− g(τ , v(τ )))dτ

∥∥g(·,u(·))− g(·, v(·))∥∥L1(a,σ )  σηm(a,b,u, v)∥∥∥∥u − vsη
∥∥∥∥
L∞(a,σ )
.
Taking the maximum over σ ∈ (a,b2], we have∥∥∥∥u − vsη
∥∥∥∥
L∞(a,b2)
m(a,b,u, v)
∥∥∥∥u − vsη
∥∥∥∥
L∞(a,b2)
.
Consequently, u = v on (a,b2], which is a contradiction. Thus, (3.3) holds, and then the unique claim easily follows. 
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Kψ(s) =
s∫
0
f (τ ) + θ(NC 1NN τ 1− 1N )−γ ν− γp (τ )ψγ (τ )dτ , s ∈ [0, |Ω|],
D1(K ) =
{
ψ ∈ C([0, |Ω|]): M  0, 0ψ(s) Msη},
D2(K ) =
{
ψ ∈ C([0, |Ω|]): ∃Mψ  0, 0ψ(s) Mψ sη}
and
Ri(K ) is the range of K on Di(K ), i = 1,2,
where M in D1(K ) is independent of ψ while Mψ in D2(K ) may change with the choice of ψ .
Lemma 3.2. Let M = (γM0)
1
1−γ in D1(K ). If (1.2) holds, then there exists w ∈ D1(K ) such that w = Kw. Furthermore, w is unique
in D2(K ).
Proof. Step 1. We ﬁrst claim that R1(K ) ⊆ D1(K ).
In fact, by Hölder inequality and Proposition 2.1, for ∀ψ ∈ D1(K ) and s ∈ [0, |Ω|],
Kψ(s) =
s∫
0
f (τ ) + θ(NC 1NN τ 1− 1N )−γ ν− γp ψγ (τ )dτ

∥∥∥∥ f ν
∥∥∥∥
Lr(Ω)
‖ν‖Lh(Ω)sη + θ
(
NC
1
N
N
)−γ
Mγ
∥∥ν−1∥∥ γpLt (0,|Ω|) ×
( s∫
0
τ
γ ( 1N −1+η)( ptγ )′ dτ
)1− γpt
=
∥∥∥∥ fν
∥∥∥∥
Lr(Ω)
‖ν‖Lh(Ω)sη + θ
(
NC
1
N
N
)−γ
Mγ
∥∥ν−1∥∥ γpLt (0,|Ω|)( sββ
)1− γpt

∥∥∥∥ fν
∥∥∥∥
Lr(Ω)
‖ν‖Lh(Ω)sη + θ
(
NC
1
N
N
)−γ
Mγ
∥∥ν−1∥∥ γpLt (Ω)( sββ
)1− γpt
.
By virtue of 1r <
p
N − 1t − 1h , we have β(1− γpt ) > η. Therefore,
Kψ(s)
(∥∥∥∥ fν
∥∥∥∥
Lr(Ω)
‖ν‖Lh(Ω) + M0Mγ
)
sη, (3.4)
where M0 = θβ
γ
pt −1(NC
1
N
N )
−γ |Ω|β(1− γpt )−η‖ν−1‖
γ
p
Lt (Ω) .
Since M = (γM0)
1
1−γ and (1.2) holds, we obtain∥∥∥∥ fν
∥∥∥∥
Lr(Ω)
‖ν‖Lh(Ω) + M0Mγ  M,
which implies Kψ(s) Mψ(s), s ∈ [0, |Ω|]. Thus R1(K ) ⊆ D1(K ).
Step 2. We prove that the operator K is compact with respect to the uniform topology of C([0, |Ω|]).
Let’s ﬁrst show the equicontinuity of R1(K ) in C([0, |Ω|]). Taking any Kψ ∈ R1(K ), for 0 a < b |Ω|, we have
∣∣Kψ(b) − Kψ(a)∣∣ b∫
a
f (τ ) + θ(NC 1NN τ 1− 1N )−γ ν− γp ψγ (τ )dτ

∥∥∥∥ fν
∥∥∥∥
Lr(Ω)
‖ν‖Lh(Ω)(b − a)η + M0Mγ
(
bβ − aβ) ηβ .
Therefore, |Kψ(b) − Kψ(a)| tends to zero uniformly as b → a, i.e. R1(K ) is equicontinuous.
Also, the family of functions from R1(K ) is uniformly bounded (see (3.4)), i.e.
0 Kψ 
(∥∥∥∥ fν
∥∥∥∥
Lr(Ω)
‖ν‖Lh(Ω) + M0Mγ
)
|Ω|η.
Ascoli–Arzela theorem implies that R1(K ) is relatively compact in C([0, |Ω|]). Hence the operator K is compact.
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er’s ﬁxed point theorem shows that there exists at least one solution w ∈ D1(K ) satisfying w = Kw .
Step 3. We assert that the solution w obtained in Step 2 is unique in D2(K ).
Firstly, K has property (m) in D2(K ).
Indeed, for ∀ψ1,ψ2 ∈ D2(K ), 0 a < b  |Ω| and a < σ  b,∥∥g(·,ψ1(·))− g(·,ψ2(·))∥∥L1(a,σ )
=
σ∫
a
θ
(
NC
1
N
N τ
1− 1N )−γ ν− γp (τ )∣∣ψγ1 (τ ) − ψγ2 (τ )∣∣dτ
 θγ
(
NC
1
N
N
)−γ σ∫
a
τ (
1
N −1)γ ν−
γ
p (τ )max
{
ψ
γ−1
1 (τ ),ψ
γ−1
2 (τ )
}∣∣ψ1(τ ) − ψ2(τ )∣∣dτ
 θγ
(
NC
1
N
N
)−γ
max{Mψ1 ,Mψ2}γ−1
σ∫
a
τ (
1
N −1)γ+(γ−1)ην−
γ
p (τ )
∣∣ψ1(τ ) − ψ2(τ )∣∣dτ
 θγ β
γ
pt −1(NC 1NN )−γ M˜γ−1∥∥ν−1∥∥ γpLt (0,|Ω|)(σβ − aβ)1− γpt ∥∥∥∥ψ1 − ψ2τη
∥∥∥∥
L∞(a,σ )
 θγ β
γ
pt −1(NC 1NN )−γ M˜γ−1∥∥ν−1∥∥ γpLt (Ω) (bβ − aβ)1−
γ
pt
bη
∥∥∥∥ψ1 − ψ2τη
∥∥∥∥
L∞(a,σ )
σ η
=m(a,b,ψ1,ψ2)
∥∥∥∥ψ1 − ψ2τη
∥∥∥∥
L∞(a,σ )
σ η,
where
M˜ = max{Mψ1 ,Mψ2}
and
m(a,b,ψ1,ψ2) = θγ β
γ
pt −1(NC 1NN )−γ M˜γ−1∥∥ν−1∥∥ γpLt (Ω) (bβ − aβ)1−
γ
pt
bη
.
Observing β(1− γpt ) − η > 0, it follows
lim
b→a+
m(a,b,ψ1,ψ2) = 0.
Thus, from Remark 3.1, K satisﬁes property (m).
On the other hand, it is easy to prove that R2(K ) ⊆ D2(K ). Then the uniqueness of w follows from Lemma 3.1. 
The following lemma is also needed.
Lemma 3.3. Let u be a solution to problem (P1) and v be the solution to problem (P2) such that v = v . Then we have
(−u′(s))p−1(NC 1NN s1− 1N )pν(s)
s∫
0
f (τ )exp
[
θ
s∫
τ
(
NC
1
N
N σ
1− 1N )q−pν qp −1(σ )(−u′(σ ))q−p+1dσ]dτ (3.5)
and (−v′(s))p−1(NC 1NN s1− 1N )pν(s)
=
s∫
0
f (τ )exp
[
θ
s∫
τ
(
NC
1
N
N σ
1− 1N )q−pν qp −1(σ )(−v′(σ ))q−p+1dσ]dτ , a.e. in (0, |Ω|). (3.6)
Y. Tian, F. Li / J. Math. Anal. Appl. 378 (2011) 749–763 757A detailed proof of Lemma 3.3 is not supplied here since it follows the same lines as in [11].
Proof of Theorem 1.1. Step 1. Let
v(x) = V (CN |x|N)= |Ω|∫
CN |x|N
(
NC
1
N
N τ
1− 1N )−p′w p′p (τ )ν− p′p (τ )dτ , x ∈ Ω, (3.7)
where w is the unique solution obtained in Lemma 3.2.
Firstly, since w ∈ D1(K ), for q˜ p − 1,∫
Ω
ν
(
CN |x|N
)|∇v |˜q dx = |Ω|∫
0
ν(s)
(
NC
1
N
N
)− q˜p−1 (w(s)s 1N −1ν−1(s)) q˜p−1 ds

(
NC
1
N
N
)− q˜p−1 M q˜p−1 |Ω|∫
0
(
s
1
N −1+η) q˜p−1 (ν−1(s)) q˜p−1−1 ds

(
NC
1
N
N
)− q˜p−1 M q˜p−1 ∥∥∥∥ 1ν
∥∥∥∥
q˜
p−1−1
Lt (0,|Ω|)
( |Ω|∫
0
s(
1
N −1+η) q˜p−1 ( t(p−1)q˜−p+1 )′ ds
)1− q˜−p+1t(p−1)

(
NC
1
N
N
)− q˜p−1 M q˜p−1 ∥∥∥∥ 1ν
∥∥∥∥
q˜
p−1−1
Lt (Ω)
( |Ω|∫
0
s(
1
N −1+η) q˜p−1 ( t(p−1)q˜−p+1 )′ ds
)1− q˜−p+1t(p−1)
.
Thus, as 1N + η − 1 0, v ∈ W 1,˜q0 (ν,Ω) with p − 1 q˜  (t + 1)(p − 1); as 1N + η − 1 < 0, v ∈ W 1,˜q0 (ν,Ω) with p − 1
q˜ < (t+1)(p−1)
(1−η− 1N )t+1
.
In particular, observing that 1r <
p
N − 1t − 1h and 1+ 1t < p < N(1+ 1t ), we have that p < (t+1)(p−1) and as 1N −1+η < 0,
p < (t+1)(p−1)
(1−η− 1N )t+1
. Hence v ∈ W 1,p0 (ν,Ω) and∫
Ω
ν
(
CN |x|N
)|∇v|p dx (NC 1NN )−p′Mp′∥∥∥∥ 1ν
∥∥∥∥
1
p−1
Lt (Ω)
( |Ω|∫
0
s(
1
N +η−1) ptpt−t−1 ds
)1− 1t(p−1)
= (NC 1NN )−p′Mp′∥∥∥∥ 1ν
∥∥∥∥
1
p−1
Lt (Ω)
(
pt − t − 1
( 1N + η)pt − t − 1
)1− 1t(p−1)
× |Ω|( 1N +η−1)p′+1− 1t(p−1) .
Moreover,
‖v‖L∞(Ω) = V (0) =
|Ω|∫
0
(
NC
1
N
N τ
1− 1N )−p′w p′p (τ )ν− p′p (τ )dτ

(
NC
1
N
N
)−p′
M
1
p−1
|Ω|∫
0
τ
( 1N −1)p′+ ηp−1 ν−
p′
p (τ )dτ

(
NC
1
N
N
)−p′
M
1
p−1
∥∥∥∥ 1ν
∥∥∥∥
Lt (Ω)
( |Ω|∫
0
τ
[( 1N −1)p′+ ηp−1 ][(p−1)t]′ dτ
)1− 1t(p−1)

(
NC
1
N
N
)−p′
M
1
p−1
∥∥∥∥ 1ν
∥∥∥∥
Lt (Ω)
( |Ω|∫
0
τ
[( 1N −1)p′+ ηp−1 ][(p−1)t]′ dτ
)1− 1t(p−1)
= (NC 1NN )−p′M 1p−1 ∥∥∥∥ 1ν
∥∥∥∥
Lt (Ω)
(
pt − t − 1
(
p
N + η − 1− 1t )t
)1− 1t(p−1)
× |Ω|( pN +η−1− 1t ) 1p−1 .
Also, (NC
1
N τ 1− 1N )−p′ w
p′
p ν
− p′p ∈ L1(0, |Ω|). In this way, V ∈ C[0, |Ω|] and then v ∈ C(Ω).N
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In fact, by virtue of (3.7) and the fact that w is the unique solution of Kw = w in D1(K ), for ∀ψ ∈ W 1,p0 (ν,Ω) ∩
L∞(Ω),∫
Ω
ν
(
CN |x|N
)|∇v|p−2∇v · ∇ψ dx = −∫
Ω
ν
(
CN |x|N
)(−V ′(CN |x|N))p−1(NCN |x|N−1)p−1 x|x| · ∇ψ dx
= −
∫
Ω
w
(
CN |x|N
)(
NCN |x|N−1
)−1 x
|x| · ∇ψ dx
=
∫
Ω
(NCN)
−1Diw
xi
|x|N ψ + (NCN )
−1wψDi
(
xi
|x|N
)
dx
=
∫
Ω
(
f (x) + θν qp (CN |x|N)|∇v|q)ψ dx.
Step 2. v is the unique spherically symmetric solution to problem (P2).
Indeed, let v˜ ∈ W 1,p0 (ν,Ω) ∩ L∞(Ω) be another spherically symmetric solution to problem (P2) and
w˜(s) =
s∫
0
f (τ )exp
[
θ
s∫
τ
(
NC
1
N
N σ
1− 1N )q−pν qp −1(σ )(−v˜′(σ ))q−p+1dσ]dτ . (3.8)
Thus, we obtain from (3.6) that
−v˜′(s) = (NC 1NN s1− 1N )−p′ w˜ 1p−1 (s)ν− 1p−1 (s), a.e. s ∈ (0, |Ω|). (3.9)
According to (3.8) and (3.9), for a.e. s ∈ (0, |Ω|),
w˜ ′(s) = f (s) + θ(NC 1NN s1− 1N )q−p(−v˜′(s))q−p+1ν qp −1(s)w˜(s)
= f (s) + θ(NC 1NN s1− 1N )−γ ν− γp (s)w˜γ (s).
Noting w˜(0) = 0, we obtain
w˜(s) =
s∫
0
f (τ ) + θ(NC 1NN τ 1− 1N )−γ ν− γp (τ )w˜γ (τ )dτ . (3.10)
Furthermore, by Hölder inequality and the fact t > Np , (3.8) implies
w˜(s)
s∫
0
f (τ )exp
[
θ
(
NC
1
N
N
)q−p( s∫
τ
σ (
1
N −1)(pt)′dσ
)1− 1pt
×
(
−
s∫
τ
v˜
′
(σ )dσ
)q−p+1∥∥∥∥ 1ν
∥∥∥∥
p−q
pt
Lt (0,|Ω|)
]
dτ

s∫
0
f (τ )dτ exp
[
θ
(
pt − N
(pt − 1)N
) 1
pt −1(
NC
1
N
N
)q−p × ‖˜v‖q−p+1
L∞(Ω)|Ω|
1
N − 1pt
∥∥∥∥ 1ν
∥∥∥∥
p−q
pt
Lt (Ω)
]

∥∥∥∥ fν
∥∥∥∥
Lr(Ω)
‖ν‖Lh(Ω) exp
[
θ
(
pt − N
(pt − 1)N
) 1
pt −1(
NC
1
N
N
)q−p × ‖˜v‖q−p+1
L∞(Ω)|Ω|
1
N − 1pt
∥∥∥∥ 1ν
∥∥∥∥
p−q
pt
Lt (Ω)
]
sη,
which shows that w˜ ∈ D2(K ).
Then, we can conclude from (3.10) that w˜ = w . By (3.9) and the fact that v˜(|Ω|) = 0, we get v˜ = v . Thus the uniqueness
is proved. 
Remark 3.2. From the above proof, we see that v and w can be expressed by each other via the following equations:
v(s) =
|Ω|∫ (
NC
1
N
N τ
1− 1N )−p′ν− p′p (τ )w p′p (τ )dτ , (3.11)
s
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w(s) =
s∫
0
f (τ )exp
[
θ
s∫
τ
(
NC
1
N
N σ
1− 1N )−(p−q)ν qp −1(σ ) × (−v′(σ ))q−p+1dσ]dτ , s ∈ [0, |Ω|]. (3.12)
Next, we introduce the following key lemma to prove Theorem 1.2, the proof of which is motivated by [17,23].
Lemma 3.4. If (1.3) holds, then the equation
z = K z (3.13)
has no solution in D1(K ).
Proof. We argue by contradiction. Assume that there exists a solution z ∈ D1(K ) of (3.13).
Step 1. Let z0(s) = f0s and
zm(s) =
s∫
0
θ
(
NC
1
N
N τ
1− 1N )−γ ν− γp (τ )zγm−1(τ )dτ , s ∈ [0, |Ω|]. (3.14)
We claim that
z(s)
k∑
m=0
zm(s), ∀k ∈ N (3.15)
and
zm(s) θ
γm−1
γ−1 (NC 1NN )− γm+1−γγ−1 (γ − 1) γm−1γ−1 γ mγ−1− γ (γm−1)(γ−1)2 × A(|Ω|)− γm−1γ−1 f γm0 s− γm−γγ−1 F γm−1γ−11 (s), m 1. (3.16)
In fact, we prove (3.15) by induction on k. Since z(s) = K z(s) f0s = z0(s), we obtain
z(s) = f0s + θ
s∫
0
(
NC
1
N
N τ
1− 1N )−γ ν− γp zγ (τ )dτ
 z0(s) + z1(s),
which proves the claim for k = 1. Now assume (3.15) holds for some k ∈ N and let us show that it also holds for k + 1.
Indeed,
z(s) z0(s) + θ
s∫
0
(
NC
1
N
N τ
1− 1N )−γ ν− γp ( k∑
m=0
zm(τ )
)γ
dτ
 z0(s) + θ
k∑
m=0
s∫
0
(
NC
1
N
N τ
1− 1N )−γ ν− γp zγm(τ )dτ
= z0(s) +
k∑
m=0
zm+1(s) =
k+1∑
m=0
zm(s).
This proves (3.15).
To show (3.16), we ﬁrst see
zm(s) θ
γm−1
γ−1 (NC 1NN )− γm+1−γγ−1 A(|Ω|)− γm−1γ−1 f γm0 s− γm−γγ−1 Fm(s), m 1, (3.17)
where
Fm+1(s) =
s∫
0
τ
γ
N ν
− γp (τ )Aγ (τ )F γm(τ )dτ . (3.18)
In fact, by virtue of (3.14), we can easily verify the case m = 1 for (3.17). Moreover, if (3.17) holds for some m, then
760 Y. Tian, F. Li / J. Math. Anal. Appl. 378 (2011) 749–763zm+1(s) =
s∫
0
θ
(
NC
1
N
N τ
1− 1N )−γ ν− γp (τ )zγm(τ )dτ
 θ
(
NC
1
N
N s
)−γ s∫
0
τ
γ
N ν
− γp (τ )θ
γm+1−γ
γ−1 (NC 1NN )− γm+2−γ 2γ−1 × A(|Ω|)− γm+1−γ 2γ−1 f γm+10 τ− γm+2−γ 2γ−1 F γm(τ )dτ
= θ γ
m+1−1
γ−1 (NC 1NN )− γm+2−γγ−1 A(|Ω|)− γm+1−1γ−1 f γm+10 s− γm+1−γγ−1 ×
s∫
0
τ
γ
N ν
− γp (τ )Aγ (τ )F γm(τ )dτ .
Consequently, (3.17) holds.
Now we prove
Fm(s)
m∏
δ=1
(
γ − 1
γ δ − 1
)γm−δ
F
γm−1
γ−1
1 (s), m 1. (3.19)
The case m = 1 is obvious. Suppose (3.19) holds for some m. Then
Fm+1(s) =
s∫
0
τ
γ
N ν
− γp (τ )Aγ (τ )F γm(τ )dτ

m∏
δ=1
(
γ − 1
γ δ − 1
)γm+1−δ s∫
0
τ
γ
N ν
− γp (τ )Aγ (τ )F
γm+1−γ
γ−1
1 (τ )dτ
=
m∏
δ=1
(
γ − 1
γ δ − 1
)γm+1−δ s∫
0
F
γm+1−γ
γ−1
1 (τ )dF1(τ )
=
m+1∏
δ=1
(
γ − 1
γ δ − 1
)γm+1−δ
F
γm+1−1
γ−1
1 (s),
which gives (3.19).
Moreover, after some calculations, we ﬁnd
m∏
δ=1
(
γ − 1
γ δ − 1
)γm−δ

m∏
δ=1
(
γ − 1
γ δ
)γm−δ
= (γ − 1)
∑m
δ=1 γm−δ γ −
∑m
δ=1 δγm−δ
= (γ − 1) γ
m−1
γ−1 γ
m
γ−1− γ (γ
m−1)
(γ−1)2 . (3.20)
Then combining (3.17), (3.19) and (3.20), we complete the proof of (3.16).
Step 2. We assert that there exists a constant s∗ ∈ [0, |Ω|] such that ∑∞m=0 zm(s) = ∞, for s ∈ [s∗, |Ω|].
In fact, in view of (3.16), we have
zm(s) E(s)
(
θ
1
γ−1 (NC 1NN )− γγ−1 (γ − 1) 1γ−1 γ − γ(γ−1)2 A(|Ω|)− 1γ−1 f0s− γγ−1 F 1γ−11 (s))γmγ mγ−1 ,
where E(s) = θ 11−γ (NC
1
N
N )
γ
γ−1 (γ − 1) 11−γ γ
γ
(γ−1)2 A(|Ω|) γγ−1 s γγ−1 F
1
1−γ
1 (s).
Take
s∗ = F−11
(
γ
γ
γ−1 (NC
1
N
N )
γ |Ω|η+γ ‖ν‖Lh(Ω)‖|x|l‖Lr(Ω)
θ(γ − 1) f γ−10
)
,
where F−11 is the inverse function of F1. By virtue of (1.3), it is easy to check that s∗  |Ω|. Moreover, since
A
(|Ω|)= ∫ ν|x|l dx ‖ν‖Lh(Ω)∥∥|x|l∥∥Lr(Ω)|Ω|η,Ω
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θ
1
γ−1 (NC 1NN )− γγ−1 (γ − 1) 1γ−1 γ − γ(γ−1)2 A(|Ω|)− 1γ−1 f0s− γγ−1 F 1γ−11 (s) 1.
Then
zm(s) E(s)γ
m
γ−1 , s ∈ [s∗, |Ω|].
Noting γ > 1, it follows limm→∞ γ
m
γ−1 = ∞. Thus, ∑∞m=0 zm(s) = ∞ for s ∈ [s∗, |Ω|].
However, recalling (3.15) and noting that z ∈ D1(K ), we obtain
Ms z(s)
∞∑
m=0
zm(s) = ∞, s ∈
[
s∗, |Ω|],
which is a contradiction. 
Proof of Theorem 1.2. We proceed by contradiction. Assume that there exists a spherically symmetric solution to prob-
lem (P2). From Remark 3.2, we see that w deﬁned by (3.12) is a solution of (3.13) in D1(K ). This contradicts with
Lemma 3.4. 
Proof of Theorem 1.3. Let
ρ(s) =
s∫
0
f (τ )exp
[
θ
s∫
τ
(
NC
1
N
N σ
1− 1N )−(p−q)ν qp −1(σ )(−u′(σ ))q−p+1dσ]dτ .
Then we can get ρ ∈ D2(K ) and ρ(s) Kρ(s) for s ∈ [0, |Ω|] in almost exactly the same way that we estimate w˜ in Step 2
of the proof of Theorem 1.1.
On the other hand, since w ∈ D2(K ) and w(s) = Kw(s) for s ∈ [0, |Ω|], by recalling that K has property (m) in D2(K )
and R2(K ) ⊆ D2(K ), we get from Lemma 3.1 that
ρ(s) w(s), s ∈ [0, |Ω|].
Moreover, (3.5) and (3.6) imply(−u′(s))p−1(NC 1NN s1− 1N )pν  ρ(s), a.e. s ∈ (0, |Ω|)
and (−v′(s))p−1(NC 1NN s1− 1N )pν = w(s), a.e. s ∈ (0, |Ω|).
Thus,
−u′(s)−v′(s), a.e. s ∈ (0, |Ω|).
Observing u(|Ω|) = v(|Ω|) = 0, we have
u(s) v(s), s ∈ [0, |Ω|].
Finally, (1.5) can be proved by proceeding as in [11]. Thus we complete the proof of Theorem 1.3. 
Proof of Theorem 1.4. Let h > 0 and t  0. Taking
ψi(x) =
⎧⎨⎩
1 if ui(x) > t + h,
ui(x)−t
h if t < ui(x) t + h,
0 otherwise
in (1.6), and then letting h → 0, we have
− d
dt
∫
{u1>t}
ν|∇u1|p dx− d
dt
∫
{u1>t}
a(x,u,∇u1) · ∇u1 dx

∫ (
f1 + θ1ν
q
p |∇u1|q
)
dx{u1>t}
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d
dt
∫
{u2>t}
ν|∇u2|p dx− d
dt
∫
{u2>t}
a(x,u,−∇u2) · ∇u2 dx

∫
{u2>t}
(− f2 − θ2ν qp |∇u2|q)dx.
That is
− d
dt
∫
{ui>t}
ν|∇ui |p dx− d
dt
∫
{ui>t}
a(x,u,∇ui) · ∇ui dx

∫
{ui>t}
(
f i + θiν
q
p |∇ui |q
)
dx, i = 1,2.
In view of |ui > 0| |Ω|2 (see [18]), it follows
min 1−
1
N
{∣∣μi(t)∣∣, ∣∣Ω\μi(t)∣∣}= ∣∣μi(t)∣∣1− 1N , i = 1,2.
Thus by the relative isoperimetric inequality (2.1) and Hölder inequality, we have
1 Qμi(t)
1
N −1
(
− d
dt
∫
{ui>t}
ν|∇ui |p dx
) 1
p
νi
− 1p (μi(t))(−μ′i(t))1− 1p , i = 1,2. (3.21)
Now we can proceed by using (3.21), Gronwall inequality and the properties of rearrangement to get(−u′i (s))p−1(Q −1s1− 1N )pνi(s)

s∫
0
f i (τ )exp
[
θi
s∫
τ
(
Q −1σ 1−
1
N
)q−p
νi
q
p −1(σ )
(−u′i (σ ))q−p+1dσ
]
dτ , a.e. s ∈
(
0,
|Ω|
2
)
.
Furthermore, the assumption (1.7) ensures that problem (P4i) admits a unique spherically symmetric solution vi . This
can be done by following the proofs of Theorem 1.1, where the operator K is replaced by
Kiψ(s) =
s∫
0
f i (τ ) + θi
(
Q −1τ 1−
1
N
)−γ
ν
− γp
i (τ )ψ
γ (τ )dτ , s ∈
[
0,
|Ω|
2
]
, i = 1,2.
Then vi satisﬁes(−v′i (s))p−1(Q −1s1− 1N )pνi(s)
=
s∫
0
f i (τ )exp
[
θi
s∫
τ
(
Q −1σ 1−
1
N
)q−p
νi
q
p −1(σ )
(−v′i (σ ))q−p+1dσ
]
dτ , a.e. s ∈
(
0,
|Ω|
2
)
.
Thus, we can follow the proof of Theorem 1.3 to get
−u′i (s)−v
′
i (s), s ∈
(
0,
|Ω|
2
)
, i = 1,2. (3.22)
Since ui ∈ C(0, |Ω|2 ] and |ui > 0| |Ω|2 , we have ui ( |Ω|2 ) = 0. Integrating (3.22) from s to |Ω|2 , we complete the proof of (1.8).
On the other hand, (1.9) can be proved by proceeding as in [11]. 
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