We introduce a new methodology based on the multirevolution idea for constructing integrators for stochastic differential equations in the situation where the fast oscillations themselves are driven by a Stratonovich noise. Applications include in particular highly-oscillatory Kubo oscillators and spatial discretizations of nonlinear Schrödinger equation with fast white noise dispersion. We construct a method of weak order two with computational cost and accuracy both independent of the stiffness of the oscillations. A geometric modification that conserves exactly quadratic invariants is also presented.
Introduction
This article aims at developing invariant-preserving integrators of second weak order that are robust with respect to the stiffness ε both in accuracy and cost for the following class of highly-oscillatory d-dimensional SDEs driven by a one-dimensional Stratonovich noise dXptq " 1 ? ε AXptq˝dW ptq`F pXptqqdt, t ą 0, Xp0q " X 0 , (1.1) where W is a standard one-dimensional Wiener process, the function F : R d Ñ R d is a smooth non-linear map, the stiff parameter ε ą 0 is fixed and assumed small, and A P R dˆd is a given matrix satisfying e A " Id (equivalently A is diagonalizable and has all its eigenvalues in 2iπZ). In the deterministic setting, this last property yields that the solution xptq " exppεAtqx 0 of dx dt " ε´1Ax is ε-periodic. For stochastic oscillations, it means that the solution Xptq " exppε´1 {2 AW ptqqX 0 of dX " ε´1 {2 AX˝dW satisfies XpT q " Xp0q for a random time T " inftt ą 0,ˇˇε´1 {2 W ptqˇˇ" 1u of mean ε. The class of SDEs (1.1) includes in particular highly-oscillatory Kubo oscillators (see [7] ) dX " 2π ? εˆ0´1 1 0˙X˝d W`ˆ0´a a 0˙X dt, a P R, (1.2) or equivalently, dY " 2iπε´1 {2 Y˝dW`iaY dt in the complex setting where Y " X 1`i X 2 .
Applying standard SDE integrators to solve equation (1.1) requires in general a time stepsize h ď ε to be accurate, which makes these methods dramatically expensive when ε is small. Hence it is crucial to create robust numerical methods, i.e. numerical integrators whose cost and accuracy do not deteriorate when ε becomes small. Several classes of methods have already been developed for highly-oscillatory SDEs with a deterministic fast oscillation (see for instance [9, 20] ), but not in the case where the stiff oscillatory part is applied to the noise itself. To numerically face this challenge, we introduce in this paper a new methodology to develop robust methods of any high weak order to approximate the solution of equation (1.1) . In particular, we propose a method of weak order two, and a geometric modification of this algorithm that preserves quadratic invariants.
Stochastic oscillations as defined in (1.1) typically arise in fibre optics models (see [1, 2] ) with spatial discretizations of the highly-oscillatory nonlinear Schrödinger equation with white noise dispersion duptq " i ? ε ∆uptq˝dW ptq`F puptqqdt, upt " 0q " u 0 .
( 1.3)
The non-stiff counterpart of equation (1.3), i.e. for ε " 1, has already been studied theorically in [15, 10, 11] . The highly-oscillatory behaviour (ε ! 1) appears naturally when observing the propagation of a small initial data in an optical fibre with a polynomial nonlinearity. Equation (1. 3) also appears in the recent work [13] . Numerous possibilities exist for numerically integrating equations (1.1) or (1.3). We highlight in particular the exponential integrators [7, 12] for the SDE (1.1), and the exponential integrators [8] , the Fourier split-step method [15] or the Crank-Nicholson scheme [3] for the SPDE (1.3). These methods have the advantage that they preserve the L 2 invariant of the equation (that is }uptq} L 2 " }u 0 } L 2 for all t ě 0) for a class of polynomial nonlinearities. However they face a severe timestep restriction h ď ε when the stiff parameter ε is too small. The methods presented in this paper solve this issue.
The article is organized as follows. Section 2 is devoted to the presentation of the new integrators. In Section 3, we build an asymptotic expansion of the solution of (1.1) and evaluate it at well-chosen random times to derive the new integrators and a limit model for equation (1.1) . Section 4 is devoted to the weak convergence theorems and their proofs. In Section 5, we present numerical experiments to confirm our theoretical error estimates, and we apply the new methods to solve numerically the Schrödinger equation (1.3).
Multirevolution integrators for stochastic oscillators
Initially created in [16, 4] in the context of celestial mechanics and later extended using geometric integration (see for instance [18, 5, 6] ), multirevolution methods represent a class of numerical methods used for solving highly-oscillatory differential equations while reducing the cost of computation. In particular, they can approximate the solution of highly-oscillatory ODEs of the following form at stroboscopic times εN T , where T " 1 is the period of dx dt " Ax, and N is an integer,
The solution x of this equation at times εN T is a perturbation of identity, that is x satifies xpεtq " x 0`O pεtq, thus the solution loses its highly-oscillatory feature when evaluated at Figure 1 : Exact solution evaluated at revolution times for the deterministic oscillator (2.1) with F pyq " iy and ε " 10´1.
stroboscopic times, as shown on Figure 1 for the first component of the solution of equation (2.1) with F pxq " ix (respectively F pyq "ˆ0´1 1 0˙y in the real setting). The idea of multirevolution is to approximate xpεN q with N " Opε´1q with a cost independent of ε. For stochastic oscillations, the solution Xptq " e ε´1 {2 AW ptq X 0 of dX " ε´1 {2 AX˝dW is not periodic, but satisfies XpεT N q " X 0 where the T N are random variable called revolution times and defined by
If X is the solution of (1.1), we show in Section 3.1 that X evaluated at times εT N is a perturbation of identity (in a strong and weak sense). Figure 2 illustrates the definition of revolution times and shows the perturbation of identity property on the first component of a Kubo oscillator (1.2) with a " 1. We show in Section 3.3 that the solution X of (1.1) evaluated at times εT tε´1 (when t{ε P N is an integer) converges weakly when ε Ñ 0 to the solution y t of the deterministic
where g 0 θ pyq " e´A θ F pe Aθ yq and xg 0 y :"
This ODE is exactly the same one as the asymptotic model for deterministic oscillators of the form (2.1). This asymptotic model naturally yields a weak order 1 deterministic integrator. We propose the two following new multirevolution methods of second weak order for integrating equation (1.1) at the revolution times εT N m for m " 0, 1, 2, . . . with cost in H " N ε " Op1q independent of ε. Method B is a geometric modification of Method A to preserve quadratic invariants of the form Qpyq " 
end for
Method B (Geometric integrator of weak order two in H " N ε to approximate the solution of equation (1.1) at times εT N m for m " 0, 1, 2, . . . while preserving quadratic invariants) 
Analysis and asymptotic expansion of the exact solution
In this section, we first obtain a local expansion of the solution of (1.1) and then evaluate it at particular random times to deal with the highly-oscillatory patterns of the exact solution. Finally we derive from this expansion an asymptotic limit for equation (1.1) when ε Ñ 0.
Asymptotic expansion of the exact solution
Instead of studying directly equation (1.1), we apply the change of variable t Ð ε´1t to obtain the following equation, whose solution satisfies Y ptq " Xpεtq with X solution of 
The functions ψ j ε,t satisfy the following straightforward inequalities proved with similar arguments as for Lemma 3.2. The remainder R ε,s satisfies
Lemma 3.4. With the assumptions and notations of Proposition 3.3, the following estimates hold for all y P R d , where C and K are independent of ε and t,ˇψ
Then, using the polynomial growth of F 2 and inequality (3.5), we get 
Remark 3.5. If we replace the Brownian motion W in (3.8) by a piecewise linear function
where W 0 " 0 and 
Properties of the revolution times
In this section, we study some properties linked to the revolution times T N that will be useful for the analysis. 8 . In addition, for x P " 0,
. The variable T 1 has bounded moments and they are given by
(3.10)
In particular, ErT 1 s " 1, ErT 2 1 s " " , for all ε Ps0, ε 0 s and p ě 0, we have the estimate
The law of the first revolution time T 1 has an analytic density but there is no closed formula for it. It can be numerically approximated accurately by inverting the Laplace transform. In Figure 3 , we observe the convergence in law of T N to a Gaussian variable according to the central limit theorem. yields (3.10). The estimate (3.11) is proved as follows
where we used first the Cauchy-Schwarz inequality and then twice the Jensen inequality.8
For developing an algorithm for the weak error, it is useful to know the moments of the random variables appearing in (3.8) , that are costly to simulate numerically, in order to replace them with cheap discrete approximations with the same first and second moments.
Proposition 3.7. The following random variables
Proof. Let k ‰ 0 (the case k " 0 is straightforward using Proposition 3.6), then the Itô formula gives
Then t Þ Ñ ş t 0 e 2iπkW psq dW psq is a martingale, so by the Doob theorem, as t^T N is finite, Er ş t^T N 0 e 2iπkW psq dW psqs " 0 for all t. The dominated convergence theorem for stochastic integrals allows to take the limit t Ñ 8 and yields Erα N k s " 0. For the coefficients β N p,k , let pp, kq ‰ p0, 0q (the case p " k " 0 is obtained straightforwardly using Proposition 3.6), we use the Itô formula on e 2iπpW psq and we integrate from s to T N ,
Then, multiplying by 1 N 2 e 2iπkW psq and integrating from 0 to T N yields 
The case p " 0 is obtained by integrating by parts and using the same arguments. Indeed, we find
and 
Asymptotic expansion at revolution times and limit model
With the results of Subsection 3.2, it is now possible to evaluate the local expansions (3.4) at revolution times. 
Proposition 3.8. We define the following quantity
that is, ψ ε,N pyq is a numerical approximation of ϕ ε,T N pyq of strong/weak local order two.
Proof. Inequality (3.12) is a straightforward consequence of Proposition 3.6 when evaluating the estimates of Proposition 3.3 at time T N . For the weak local estimate (3.13), using inequality (3.12), the mean value inequality, Lemma 3.2 and equations (3.5) and (3.6), we get
Finally we obtain inequality (3.13) by taking H small enough so that we can apply Proposition 3.6.F or a fixed T " N ε, when ε Ñ 0 (or equivalently N Ñ 8), the solution of (3.1) evaluated at stroboscopic times T N " T T ε´1 converges weakly to the solution of a deterministic ODE, that involves only the first mode c 0 0 " xg 0 y "
This asymptotic model is the same one as for the deterministic equation (2.1). The proof is postponed to Subsection 4.3. 
that is, for all test function φ P C 3 P , lim εÑ0ˇE rφpϕ ε,T T ε´1 pX 0 qqs´Erφpy T qsˇˇ" 0.
Remark 3.10. It can be proven using the results of Section 4 that the solution of the asymptotic model (Proposition 3.9) is an order one weak approximation of XpεT N m q for m ě 0 and X solution of equation (1.1). We deduce the following simple one-step explicit deterministic integrator that corresponds to the Euler method applied to equation (3.14),
Its cost is independent of ε and N , and it has weak order one w.r.t. H, that is for all m ě 0, Erφpϕ ε,T Nm pX 0 qqs´Erφpy m qs " OpHq.
Construction of the second order integrators
To obtain an integrator of weak order two with a cost independent of ε and N , we truncate the local expansion of Proposition 3.8. We also replace the involved random variables with cheap discrete random variables with the same first and second moments. To simulate the random variable α N k with discrete random variables p α N k with the same first and second moments, we introduce a set pξ k q kPN of independent random variables, such that Ppξ k " 1q " 1 2 , the covariance matrix pC N α q p,k such that
and Γ N its square root. Then, p α N k is defined for k ě 0 as 
Weak convergence analysis
This section focuses on the proofs of the following two theorems, showing the order two convergence of Methods A and B. The structure of the convergence proof is similar to the one for standard SDE integrators, see e.g. [17, Chap. 2] , but one has to be cautious because our solution is evaluated at stochastic times and the error constants should not depend of ε or N . Proof. We first proveˇˇˇp
Boundedness of the numerical moments

Proposition 4.3 (Bounded moments for the integrator (2.3)). Assume that for y
where ErpM N q 2q s ď C q for all q ą 0. We havěˇˇp
have moments bounded uniformly in N . Then using the Bessel-Parseval theorem, we get
Equation (4.2) and the bounded moments of
We deduce 4) where M N has bounded moments. The remaining of the proof is the same as in the proof of Proposition 4.3.4
.2 Local weak error
Proposition 4.5 (Local error estimate). Assume that for y P R d deterministic, the numerical scheme can be written as
where
the assumptions of Proposition 4.3 (or Proposition 4.4)
, for all test function φ P C 3 P , there exists H 0 ą 0 such that for all H " N ε ď H 0 , the following estimate holds, where C and K are independent of ε and N ,ˇˇE
that is, the numerical scheme has weak local order two.
Proof. Using Proposition 3.8 and its notation ψ ε,N pyq, it is enough to prove thaťˇˇE
A local expansion gives
pyq (see equation (3.4)), using Inequalities (3.6), (3.7) evaluated at T N and Proposition 3.6 yield
We obtain a similar expansion for φp p ψ ε,N pyqq:
where, using Inequality (4.2) (or (4.4)),
Making the difference of both equations gives
where Er|R|s ď Cp1`|y| K qH 3 . For the first term of (4.5), we have
If we denote ∆α k " α N k´p α N k , then we get
We can do the same thing with the term in β N p,k and obtain
Let us now study the second order term Z " φ 2 pyqp p ψ ε,N pyq´yq 2´φ2 pyqpψ ε,N pyq´yq 2 that appears in (4.5). We develop this expression and keep only the order one and two terms to obtain Z " H 2 Y`R where Er|R|s ď Cp1`|y| K qH 3 (by the same arguments as before) and
Then we develop every term as before:
We obtain a similar expansion for φ 2 pyqpc 0
q by replacing p α by α. The conditions on the moments of the p α N k yield ErY s " 0. Putting all these arguments together in (4.5), we finally get thaťˇˇE
We deduce the local order two of the proposed numerical scheme.R For showing that Method B preserves quadratic invariants, it is sufficient to prove that
emark. The constant H 0 in Proposition 4.5 depends of F , but also of the polynomial growth power of φ and its first three derivatives. This dependence is expected when trying to evaluate the solution of SDEs at random times. To make H 0 independent of the test functions, one can consider the following sets of test functions
C 3 P,K " tφ P C 3 , DC ą 0, Dk ď K, @y,ˇˇφ piq pyqˇˇď Cp1`|y| k q, i P t0, 1, 2, 3uu.
Global error
. The preservation of Q by equation (1.1) yields Q 1 pyqpAyq " 0 and Q 1 pyqpF pyqq " 0. We deduce the following two equations, valid for all y P R d ,
where equation (4.7) is obtained by differentiating equation (4.6) in the direction g 0 ν . Using equation (4.6), we have
For the second order term, equation (4.7) and the values of Proposition 3.7 yield
Hence Method B is well-posed, has weak order 2 and preserves the invariant Q.5
Numerical experiments
In this section, we first illustrate numerically the weak order two of Methods A and B with convergence curves. Then, we apply the new algorithms to solve the nonlinear Schrödinger equation with highly-oscillatory white noise dispersion (1.3). 
Weak order of convergence
To confirm the results of Theorems 4.1 and 4.2, we check numerically if Methods A and B have order two of accuracy w.r.t. H uniformly in ε and N , and we compare their performance to the Euler method (3.15). We first apply the algorithms on equation (1.1) with the linear F pyq " iy, A " 2iπ, X 0 " 1 and ε " 10´3. Equivalently we can write it in the real setting as
We plot on a logarithmic scale an estimate of the weak error for approximating X at time T " 10´3T 2 8 where ErT s " 0.256. The exact solution XpT q is approximated by the output of Method B for H " ε. The parameters N and m are varying under the condition that N m " 2 8 . The test function is φpyq " 2y 1`4 y 2 and the average is taken over 10 7 trajectories. We choose the tolerance 10´1 3 for the fixed point. On the right picture of Figure 4 , we use a modification of a Kubo oscillator introduced in [7] with the nonlinearity F pyq " ip1`Repyq 3`I mpyq 5 qy. In the real setting, it yields the following two-dimensional SDE dX " 2π ? εˆ0´1 1 0˙X˝d W`ˆ0´1 1 0˙p 1`X 3 1`X 5 2 qXdt, X 0 "ˆ1 0˙.
We take 8 modes for the Fourier decomposition and the same other parameters as before. The average is taken over 10 6 trajectories. In both cases, we observe the weak order two of Methods A and B. The irregularities of the curve for a small H come from Monte-Carlo errors. We repeated the same experiment on many other examples and we always observe the desired order two as long as H is small enough. 
Numerical experiments on NLS equation with white noise dispersion
We now apply the algorithms to solve on the torus T " r´π, πs the following SPDE of the form (1.3), with a polynomial linearity and the stiffness parameter ε " 10´2,
We consider a spatial discretization of this equation with K x " 2 7 modes. We obtain an equation of the desired form (1.1) with a truncated nonlinearity and the block-diagonal matrix
Beginning with the initial condition u 0 pxq " expp´3x 4`x2 q on T that decreases fast enough, and the parameter σ " 4, we apply Methods A and B with K " 2 6 modes, N " 10 revolutions, m " 150 iterations and a tolerance of 10´1 3 for the fixed point iteration. Figure 5 shows the evolution in time of one trajectory given by Method B (with a 300 points evaluation grid in space). On Figure 6 , we observe the discrete L 2 and H 1 norms behaviour of one trajectory given by our two algorithms and the Euler method (3.15) (the simulated pα k q k are the same for Methods A and B). The Euler method quickly blows up in both norms. The L 2 norm of Method A is not conserved. In contrast, Method B preserves the L 2 norm according to Theorem 4.2. Numerical simulations hint that a blow-up in the H 1 norm always happens for all considered methods at a certain time that increases as ε goes to zero. Also, the larger σ is, the sooner the blow-up happens, which agrees with the blow-up conjecture for σ ě 4 presented in [3] . Then the Gronwall lemma allows to conclude. The proof is similar for the third derivative.2
