We consider distributed optimization problems where forming the Hessian is computationally challenging and communication is a significant bottleneck. We develop unbiased parameter averaging methods for randomized second order optimization that employ sampling and sketching of the Hessian. Existing works do not take the bias of the estimators into consideration, which limits their application to massively parallel computation. We provide closed-form formulas for regularization parameters and step sizes that provably minimize the bias for sketched Newton directions. We also extend the framework of second order averaging methods to introduce an unbiased distributed optimization framework for heterogeneous computing systems with varying worker resources. Additionally, we demonstrate the implications of our theoretical findings via large scale experiments performed on a serverless computing platform.
Introduction
We consider distributed averaging in a variety of randomized second order methods including Newton Sketch, iterative Hessian sketch (IHS), and also in direct (i.e. non-iterative) methods for solving regularized least squares problems. Averaging sketched solutions was proposed in the literature in certain restrictive settings (Wang et al., 2018a) . The presence of a regularization term requires additional caution, as naïve averaging may lead to biased estimators of the solution. Although this is often overlooked in the literature, we show that one can re-calibrate the regularization coefficient to obtain unbiased estimators. We show that having unbiased estimators leads to better performance without imposing any additional computational cost.
Our bias correction results have additional desirable properties for distributed computing systems. For heterogeneous distributed computing environments, where workers have varying computing capabilities, it might be advantageous for each worker to solve a problem of a different size (Reisizadeh et al., 2017) . We provide formulas that specify the regularization parameter as a function of the problem size for each worker to obtain an unbiased estimator of the optimal solution.
Serverless computing is a relatively new technology that offers computing on the cloud without requiring any server management from end users. Workers in serverless computing usually have very limited resources and lifetime, but also are very scalable. The algorithms we study in this paper are particularly suitable for serverless computing platforms, since the algorithms do not require peer-to-peer communication among worker nodes, and have low memory and compute requirements per node. In numerical simulations, we have evaluated our methods on the serverless computing platform AWS Lambda.
Previous Work and Our Contributions
In this work, we study averaging for randomized second order methods for Least Squares problems, as well as a more general class of convex optimization problems.
Random projections are a popular way of performing randomized dimensionality reduction, which are widely used in many computational and learning problems (Vempala, 2005; Mahoney, 2011; Woodruff, 2014; Drineas & Mahoney, 2016) . Many works have studied randomized sketching methods for least squares and optimization problems (Avron et al., 2010; Rokhlin et al., 2009; Drineas et al., 2011; Pilanci & Wainwright, 2015; Wang et al., 2017; 2018b) .
Our results on least squares regression improve on the results in (Wang et al., 2017) for averaging multiple sketched solutions. In particular, in (Wang et al., 2017) , the sketched sub-problems use the same regularization parameter as the original problem, which leads to biased solutions. We analyze the bias of the averaged solution, and provide explicit formulas for selecting the regularization parameter of the sketched sub-problems to achieve unbiasedness. In addition, we analyze the convergence rate of the distributed version of the iterative Hessian sketch algorithm which was introduced in (Pilanci & Wainwright, 2016) .
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One of the main contributions of this work is developing bias correction for averaging sketched solutions. Namely, the setting considered in (Wang et al., 2018b) is based on a distributed second order optimization method that involves averaging approximate update directions. However, in that work, the bias was not taken into account which degrades accuracy and limits applicability to massively parallel computation. We additionally provide results for the unregularized case, which corresponds to the distributed version of the Newton sketch algorithm introduced in (Pilanci & Wainwright, 2017) 
Paper Organization
In Section 2, we describe the problem setup and notation and discuss different types of sketching matrices we consider. Section 3 presents Theorem 1 and Corollary 1 which establish the error decay and convergence properties of the distributed iterative Hessian sketch algorithm given in Algorithm 1. Section 4 presents Theorem 2, which characterizes bias conditions for the averaged ridge regression estimator. Sections 5 and 6 provide an analysis of the bias of estimators for the averaged Newton sketch update directions with no regularization (Theorem 3) and regularization (Theorem 4), respectively. Section 7 discusses two optimization problems where our results can be applied. In Section 8, we present our numerical results.
The proofs of the theorems and lemmas are provided in the supplementary material.
Preliminaries

Problem Setup and Notation
We consider a distributed computing model where we have q worker nodes and a single central node, i.e., master node. The workers may only be allowed to communicate with the master node. The master collects the outputs of the worker nodes and returns the averaged result. For iterative algorithms, this step serves as a synchronization point.
Throughout the text, we provide exact formulas for the bias and variance of sketched solutions. All the expectations in the paper are with respect to the randomness over the sketching matrices, where no randomness assumptions are made for the data.
Throughout the text, we use hats (e.g.x k ) to denote the estimator for the k'th sketch and bars (e.g.x) to denote the averaged estimator. We use f (.) to denote the objective of whichever optimization problem is being considered at that point in the text.
We use S ∈ R m×n to denote random sketching matrices. For non-iterative distributed algorithms, we use S k ∈ R m×n to refer to the sketching matrix used by worker k. For iterative algorithms, S t,k ∈ R m×n is used to denote the sketching matrix used by worker k in iteration t. We assume the sketching matrices are appropriately scaled to satisfy E[S T t,k S t,k ] = I n and are independently drawn by each worker. We omit the subscripts in S k and S t,k for simplicity whenever it does not cause confusion.
For problems involving regularization, we use λ 1 for the regularization coefficient of the original problem, and λ 2 for the regularization coefficient of the sketched sub-problems.
Sketching Matrices
We consider various sketching matrices in this work including Gaussian sketch, uniform sampling, randomized Hadamard based sketch, Sparse Johnson-Lindenstrauss Transform (SJLT), and hybrid sketch. We now briefly describe each of these sketching methods:
1. Gaussian sketch: Entries of S ∈ R m×n are i.i.d. and sampled from the Gaussian distribution. Sketching a matrix A ∈ R n×d using Gaussian sketch requires matrix multiplication SA which has computational complexity equal to O(mnd).
Randomized Hadamard based sketch:
The sketch matrix in this case can be represented as S = P HD where P ∈ R m×n is for uniform sampling of m rows out of n rows, H ∈ R n×n is the Hadamard matrix, and D ∈ R n×n is a diagonal matrix with diagonal entries sampled randomly from the Rademacher distribution. Multiplication by D to obtain DA requires O(nd) scalar multiplications. Hadamard transform can be implemented as a fast transform with complexity O(n log(n)) per column, and a total complexity of O(nd log(n)) to sketch all d columns of DA. We note that because P reduces the row dimension down to m, it might be possible to devise a more efficient way to perform sketching with lower computational complexity.
3. Uniform sampling: Uniform sampling randomly selects m rows out of the n rows of A where the probability of any row being selected is the same.
4. Sparse Johnson-Lindenstrauss Transform (SJLT) (Nelson & Nguyên, 2013) : The sketching matrix for SJLT is a sparse matrix where each column has exactly s nonzero entries and the columns are independently distributed. The nonzero entries are sampled from the Rademacher distribution. It takes O(snd/m) addition operations to sketch a data matrix using SJLT.
Hybrid sketch:
The method that we refer to as hybrid sketch is a sequential application of two different sketching methods. In particular, it might be computationally feasible for worker nodes to sample as much data as possible (m 2 rows) and then reduce the dimension of the available data to the final sketch dimension m using another sketch with better properties than uniform sampling such as Gaussian sketch or SJLT. For instance, hybrid sketch with uniform sampling followed by Gaussian sketch has computational complexity O(mm 2 d).
Distributed Iterative Hessian Sketch
In this section, we consider the well-known problem of unconstrained linear least squares which is stated as
where A ∈ R n×d and b ∈ R n are the problem data. Newton's method terminates in one step when applied to this problem since the Hessian is A T A and
However, the computational cost of this direct solution is often prohibitive for large scale problems. Iterative Hessian sketch introduced in (Pilanci & Wainwright, 2016 ) employs a randomly sketched Hessian A T S T t S T t A as follows
where S t corresponds to the sketching matrix at iteration t. Sketching reduces the row dimension of the data from n to m and hence computing an approximate Hessian A T S T t S t A is computationally cheaper than the exact Hessian A T A. Moreover, for regularized problems one can choose m smaller than d as we investigate in Section 4.
In a distributed computing setting, one can obtain more accurate update directions by averaging multiple trials, where each worker node computes an independent estimate of the update direction. These approximate update directions can be averaged at the master node and the following update takes place
Here S t,k is the sketching matrix for the k'th worker at iteration t. The details of distributed IHS algorithm are given in Algorithm 1. We note note that the above update can be replaced with an approximate solution. It might be computationally more efficient for worker nodes to obtain their approximate update directions using indirect methods such as conjugate gradient.
Note that workers communicate their approximate update directions and not the approximate Hessian matrix, which Algorithm 1 Distributed Iterative Hessian Sketch Input: Number of iterations T , step size µ. for t = 1 to T do for workers k = 1 to q in parallel do
We establish the convergence rate for Gaussian sketches in Theorem 1, which provides an exact result of the expected error.
Definition 3.1. To quantify the approximation quality of the iterate x t ∈ R d with respect to the optimal solution x * ∈ R d , we define the error as
To state our result, we first introduce the following moments of the inverse Wishart distribution (see Appendix).
.
(3)
Theorem 1 (Expected Error Decay for Gaussian Sketches).
In Algorithm 1, the expected squared norm of the error e A t , when we set µ = 1/θ 1 and S t,k 's are i.i.d. Gaussian sketches evolves according to the following relation:
The next corollary characterizes the number of iterations for Algorithm 1 to achieve an error of , and states that the number of iterations required for error scales with log(1/ )/ log(q).
Corollary 1. Let S t,k ∈ R m×n (t = 1, ..., T , k = 1, ..., q) be Gaussian sketching matrices. Then, Algorithm 1 outputs x T that is -accurate with respect to the initial error in expectation, that is,
Ax * 2 2 = where T is given by
where the overall required communication is T qd numbers, and the computational complexity per worker is
Remark: Provided that m is at least 2d, the term log θ2
Averaging for Regularized Least Squares
The method described in this section is based on noniterative averaging for solving the linear least squares problem with 2 regularization, i.e., ridge regression, and is fully asynchronous.
We consider the problem given by
where A ∈ R n×d , b ∈ R n denote input data, and λ 1 > 0 is a regularization parameter. Each worker applies sketching on A and b and obtains the estimatex k given bŷ
for k = 1, ..., q, and the averaged solution is computed by the master node asx
Note that we have λ 1 as the regularization coefficient of the original problem and λ 2 for the sketched sub-problems. If λ 2 is chosen to be equal to λ 1 , then this scheme reduces to the framework given in the work of (Wang et al., 2017) and we show in Theorem 2 that λ 2 = λ 1 leads to a biased estimator, which does not converge to the optimal solution.
We next introduce the following results on traces involving random Gaussian matrices which are instrumental in our result. Lemma 1 ( (Liu & Dobriban, 2019) ). For a Gaussian sketching matrix S, the following holds
Lemma 2. For a Gaussian sketching matrix S, the following holds
where θ 3 (d/m, λ 2 ) is as defined in Lemma 1.
Algorithm 2 Distributed Randomized Ridge Regression Set σ to the mean of singular values of A.
Theorem 2. Given the thin SVD decomposition A = U ΣV T ∈ R n×d and n ≥ d, and assuming A has full rank and has identical singular values (i.e., Σ = σI d ), there is a value of λ 2 that yields a zero bias of the single-sketch
and the value of λ 2 that achieves zero bias is given by
where the
is the Gaussian sketch. Figure 1 illustrates the implications of Theorem 2. If λ 2 is chosen according to the formula in (7), then the averaged solutionx is a better approximation to x * than if we had used λ 2 = λ 1 . The data matrix A in Figure 1 (a) has identical singular values, and 1(b) shows the case where the singular values of A are not identical. When the singular values of A are not all equal to each other, we set σ to the mean of the singular values of A as a heuristic, which works extremely well as shown in the figure. According to the formula (7), the value of λ 2 that we need to use to achieve zero bias is found to be λ * 2 = 0.833 whereas λ 1 = 5. The plot in Figure  1 (b) illustrates that even if the assumption that Σ = σI d in Theorem 2 is violated, the proposed bias corrected averaging method outperforms vanilla averaging (Wang et al., 2017) where λ 2 = λ 1 .
Varying Sketch Sizes
Let us now consider the scenario where we have different sketch sizes in each worker. This situation frequently arises in heterogeneous computing environments. Specifically, let us assume that the sketch size for worker k is m k , k = 1, 2, ..., q. By Theorem 2, by choosing the regularization parameter for worker k as it is possible to obtain unbiased estimatorsx k for k = 1, ..., q and hence an unbiased averaged resultx. Note that here we assume that the sketch size for each worker satisfies the condition in Theorem 2 for zero bias in each estimator x k , that is, either m k > d or m k ≤ d and λ 1 ≥ σ 2 (d/m k − 1).
Distributed Newton Sketch
We have considered the linear least squares problem without and with regularization in Sections 3 and 5, respectively. Next, we consider randomized second order methods for solving a broader range of problems, where we consider the distributed version of the Newton Sketch algorithm described in (Pilanci & Wainwright, 2017) . We consider Hessian matrices of the form H t = (H 1/2
where we assume that H 1/2 t ∈ R n×d is a full rank matrix and n ≥ d. Note that this factorization is already available in terms of scaled data matrices in many problems as we illustrate in the sequel. This enables the fast construction of an approximation of H t by applying
Averaging in the case of Hessian matrices of the form
. regularized) will be considered in the next section.
Let us consider the updates in classical Newton's method:
where H t ∈ R d×d and g t ∈ R d denote the Hessian matrix and the gradient vector at iteration t respectively, and α 1 is the step size. In contrast, Newton Sketch performs the 
where the sketching matrices S t ∈ R m×n are refreshed every iteration. There is a multitude of options for distributing Newton's method and Newton Sketch. Here we consider a scheme that is similar in spirit to the GIANT algorithm (Wang et al., 2018b) where workers communicate approximate length-d update directions to be averaged at the master node. Another alternative scheme would be to communicate the approximate Hessian matrices, which would require an increased communication load of d 2 numbers.
The updates for distributed Newton sketch are given by
Note that the above update requires access to the full gradient g t . If workers do not have access to the entire dataset, then this requires an additional communication round per iteration where workers communicate their local gradients with the master node, which computes the full gradient and broadcasts to workers. The details of the distributed Newton Sketch method is given in Algorithm 3.
Gaussian Sketch
We analyze the bias and the variance of the update directions for distributed Newton sketch, and give exact expressions for Gaussian sketching matrices.
Let ∆ * t denote the exact Newton update direction at iteration t, then
and let∆ k,t denote the approximate update direction outputted by worker k at iteration t, which is given bŷ
Note that the step size for the averaged update direction will be calculated as α 2 = α 1 α s . Theorem 3 characterizes how the update directions needs to be modified to obtain an unbiased update direction, and a minimum variance estimator for the update direction.
Theorem 3. For Gaussian sketches S t,k , assuming H
is zero when α s = 1 θ1 , where θ 1 and θ 2 are as defined in (3). Figure 2 . Cost approximation (f (xt) − f (x * ))/f (x * ) for Algorithm 3 against iteration number t for various step sizes in solving a linear least squares problem on randomly generated data. The cyan colored dotted lines show cost approximation when we make a search for the learning rate αs between 0.05 and 1. The blue line with circles corresponds to αs that leads to the unbiased estimator and the red line with squares corresponds to αs that gives the minimum variance. The step size scaling factors αs were calculated using the formulas in Theorem 3 and are marked on the plots. The parameters used in these experiments are n = 1000, d = 200, m = 400. (a) q = 10 workers, (b) q = 2 workers. Figure 2 demonstrates that choosing α 2 = α 1 α s where α s is calculated using the unbiased estimator formula leads to faster decrease of the objective value when the number of workers is large. If the number of workers is small, one should choose the step size that minimizes variance instead. Figure 2 (a) illustrates that the blue curve with squares is in fact the best one could hope to achieve as it is very close to the best cyan dotted line.
Non-identical sketch sizes: Theorem 3 establishes that whenever the sketch dimension varies among workers, it is possible to obtain an unbiased update direction by computing α s for every worker individually.
Distributed Newton Sketch for Regularized Problems
We now consider problems with 2 regularization. In particular, we study problems whose Hessian matrices are of the form H t = (H 1/2
Sketching can be applied to obtain approximate Hessian matrices
Note that the case λ 2 = λ 1 corresponds to the setting in the GIANT algorithm described in (Wang et al., 2018b) .
Theorem 4 establishes that λ 2 should be chosen according to the formula (13) under the assumption that the singular values of H 1/2 t are identical. We later verify empirically that when the singular values are not identical, plugging the mean of the singular values into the formula still leads to improvements over the case of λ 2 = λ 1 .
Theorem 4. Given the thin SVD decomposition H 1/2 t = U ΣV T ∈ R n×d and n ≥ d where H 1/2 t is assumed to have full rank and satisfy Σ = σI d , the bias of the single-sketch Newton step estimator E[H 1/2 t (∆ t,k − ∆ * )] is equal to zero as n goes to infinity when λ 2 is chosen as
where ∆ * = ((H 1/2
Example Applications
In this section, we describe examples where our methodology can be applied. In particular, the problems in this section are convex problems that are efficiently addressed by our methods in distributed systems. We present numerical results on these problems in the next section.
Logistic Regression
Let us consider the logistic regression problem with 2 penalty given by minimize
and p ∈ R n is defined such that p i = 1/(1 + exp(−ã T i x)). a i represents the i'th row of the data matrix A ∈ R n×d . The output vector is denoted by y ∈ R n .
The gradient and Hessian for f (x) are as follows
D is a diagonal matrix with the entries of the vector p(1 − p) as its diagonal entries. The sketched Hessian matrix in this case can be formed as (SD 1/2 A) T (SD 1/2 A) + λ * 2 I d and λ * 2 can be calculated using (13), setting σ the mean of singular values of D 1/2 A in the formula. Because D changes every iteration, it might be computationally infeasible to re-compute the mean of the singular values. However, we have found through experiments that it is not required to compute the exact value of the mean of the singular values. For instance, setting σ to the mean of the diagonals of D 1/2 as a heuristic works sufficiently well.
Inequality Constrained Optimization
Next, we consider the following inequality constrained optimization problem,
where A ∈ R n×d , and c ∈ R d are the problem data, and λ ∈ R is a positive scalar. Note that this problem is the dual of the Lasso problem given by min x λ x 1 + 1 2 Ax − c 2 2 . The above problem can be tackled by the standard logbarrier method (Boyd & Vandenberghe, 2004) , by solving sequences of unconstrained barrier penalized problems as follows
whereã i represents the i'th row of A. The gradient and Hessian of the objective are given by
Here A c = [A T , −A T ] T and D is a diagonal matrix with the element-wise inverse the vector (A c x − 1 2n×1 ) as its diagonal entries. 1 2n×1 is a length-2n vector of all 1's. The sketched Hessian can be written in the form of (SDA c ) T (SDA c ) + λ 2 I d .
Remark: Since we have the term 2λ 1 I d in H (instead of λ 1 I d ), we need to plug in 2λ 1 instead of λ 1 in the formula for computing λ * 2 .
Numerical Results
Distributed Iterative Hessian Sketch
We have evaluated the distributed IHS algorithm on the serverless computing platform AWS Lambda. In the implementation, each serverless function is responsible for solving one sketched problem per iteration. Workers wait once they finish their computation for that iteration until the next iterate x t+1 becomes available. The master node, which is another AWS Lambda worker, is responsible for collecting and averaging the worker outputs and broadcasting the next iterate x t+1 . Figure 3 shows the scaled difference between the cost for the t'th iterate and the optimal cost (i.e. (f (x t )−f (x * ))/f (x * )) versus iteration number t for the distributed IHS algorithm given in Algorithm 1. Due to the relatively small size of the problem, we have each worker compute the exact gradient without requiring an additional communication round per iteration to form the full gradient. We note that, in problems where it's not feasible for workers to form the full gradient due to limited memory, one can include an additional communication round where each worker sends their local gradient to the master node, and the master node forms the full gradient and distributes it to the worker nodes. Figure 3 . Cost approximation (f (xt) − f (x * ))/f (x * ) vs time for the distributed IHS algorithm running on AWS Lambda for solving the linear least squares problem given in (1) for randomly generated data. Unif is short for uniform sampling and unif&sjlt is short for hybrid sketch where uniform sampling is followed by SJLT. Problem parameters are as follows: n = 250000, d = 500, m = 6000, m2 = 20000, and q as specified in the legend.
Inequality Constrained Optimization
Figure 4 compares various sketches with and without bias correction for the distributed Newton sketch algorithm when it is used to solve the problem given in (16). For each sketch, we have plotted the performance for λ 2 = λ 1 and the bias corrected version λ 2 = λ * 2 . The bias corrected versions are shown as the dotted lines. In these experiments, we have set σ to the minimum of the singular values of DA as we have observed that setting σ to the minimum of the singular values of DA performed better than setting it to their mean.
Even though we have derived the bias correction formula for Gaussian sketch, we observe that it improves the performance of SJLT as well. We see that Gaussian sketch and SJLT perform the best out of the 4 sketches we have experimented with. We note that computational complexity of sketching for SJLT is lower than it is for Gaussian sketch, and hence the natural choice would be to use SJLT in this case. Figure 5 shows the cost against time when we solve the problem given in (16) for large scale data on AWS Lambda using the distributed Newton sketch algorithm. The setting in this experiment is such that each worker has access to a different subset of data, and there is no additional sketching applied. The dataset used is randomly generated and the goal here is to demonstrate the scalability of the algorithm and the serverless implementation. The size of the data matrix A is 44 GB.
Scalability of the Serverless Implementation
In the serverless implementation, we reuse the serverless functions during the course of the algorithm, meaning that the same q = 100 functions are used for every iteration. We note that every iteration requires two rounds of communication with the master node. The first round is for the communication of the local gradients, and the second round is for the approximate update directions. The master node, also a serverless function, is also reused across iterations. Figure 5 illustrates that each iteration takes a different amount of time and iteration times can be as short as 5 seconds. The reason for some iterations taking much longer times is what is referred to as the straggler problem, which is a phenomenon commonly encountered in distributed computing. More precisely, the iteration time is determined by the slowest of the q = 100 nodes and nodes often slow down for a variety of reasons causing stragglers. A possible solution to the issue of straggling nodes is to use error correcting codes to insert redundancy to computation and hence to avoid waiting for the outputs of all of the worker nodes (Lee et al., 2018) . We identify that implementing straggler mitigation for solving large scale problems via approximate second order optimization methods such as distributed Newton sketch is a promising direction. 
Conclusion
In this work, we have studied averaging for a wide class of randomized second order algorithms. Sections 3 and 4 are focused on the problem of linear least squares whereas the results of sections 5 and 6 are applicable to a more general class of problems. We have shown that for problems involving regularization, averaging requires more detailed analysis compared to problems without regularization. When the regularization term is not scaled properly, the resulting estimators are biased, and averaging a large number of independent sketched solutions does not converge to the true solution. We have provided closed-form formulas for scaling the regularization coefficient to obtain unbiased estimators. This method does not demand any additional computational cost, while guaranteeing convergence to the optimum. We also extended our analysis to non-identical sketch dimensions for heterogeneous computing environments.
A future research direction is the analysis of the bias and variance, and unbiased schemes for a broader class of sketching matrices under less restrictive assumptions on the singular values as in Theorems 2 and 4.
Supplementary File
We give the proofs for the all the lemmas and theorems in the supplementary file.
Note: A Jupyter notebook (.ipynb) containing code has been separately uploaded (also as a .py file). The code requires Python 3 to run.
Proofs of Theorems in Section 3
Proof of Theorem 1. The update rule for distributed IHS is given as
Let us decompose b as b = Ax * + b ⊥ and note that A T b ⊥ = 0 which gives us:
Subtracting x * from both sides, we obtain an equation in terms of the error vector e t only:
Let us multiply both sides by A from the left and define Q t,k := A(A T S T t,k S t,k A) −1 A T and we will have the following equation:
We now analyze the expectation of 2 norm of e A t+1 :
The contribution for k = l in the double summation of (19) is equal to zero because for k = l, we have
The term in the last line above is zero for µ = 1 θ1 :
where we used A = U ΣV T . For the rest of the proof, we assume that we set µ = 1/θ 1 . Now that we know the contribution from terms with k = l is zero, the expansion in (19) can be rewritten:
The term E[Q T t,1 Q t,1 ] can be simplified using SVD decomposition A = U ΣV T . This gives us Q t,k = U (U T S T t,k S t,k U ) −1 U T and furthermore we have:
Plugging this in, we obtain:
where we made the variable change U = U DP and note that U has orthonormal columns because DP is an orthogonal transformation. SU P D and SU have the same distribution because P D is an orthogonal transformation and S is a Gaussian matrix. This shows that E[(U T S T SU + λ 2 I) −1 ] is signed permutation invariant.
Now that we established that E[(U T S T SU + λ 2 I) −1 ] is equal to the identity matrix times a scalar, we move on to find the value of the scalar. We use the identity E DP [(DP )Q(DP ) T ] = tr Q d I d for Q ∈ R d×d where the diagonal entries of D are sampled from the Rademacher distribution and P is sampled uniformly from the set of all possible permutation matrices.
We already established that E[(U T S T SU + λ 2 I) −1 ] is equal to (DP )E S [(U T S T SU + λ 2 I) −1 ](DP ) T for any signed permutation matrix of the form DP . It follows that where we define R to be the set of all possible signed permutation matrices DP in going from line 1 to line 2.
By Lemma 1, the trace term is equal to d × θ 3 (d/m, λ 2 ), which concludes the proof.
Proof of Theorem 2. Closed form expressions for the optimal solution and the output of the k'th worker are as follows:
Equivalently, x * can be written as:
This allows us to decompose b 0 d as
The bias ofx k is given by (omitting the subscript k in S k for simplicity)
By the assumption Σ = σI d , the bias becomes
The first expectation term of (20) can be evaluated using Lemma 2 (as n goes to infinity):
and the estimate update direction due to a single sketch is given bŷ
where α s ∈ R is the step size scaling factor to be determined.
Letting S t,k be a Gaussian sketch, the bias can be written as
