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Abstract
Inspired by the interval decomposition of persistence modules and the extended Newick format of
phylogenetic networks, we show that, inside the larger category of ordered Reeb graphs, every Reeb graph
with n leaves and first Betti number s, is equal to a coproduct of at most 2s trees with (n + s) leaves.
Reeb graphs are therefore classified up to isomorphism by their tree decomposition. An implication
of this result, is that the isomorphism problem for Reeb graphs is fixed parameter tractable when the
parameter is the first Betti number. We propose ordered Reeb graphs as a model for time consistent
phylogenetic networks and propose a certain Hausdorff distance as a metric on these structures.
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1 Introduction
Reeb graphs encode the evolution of connected components of a space X along a real valued map f on X [31].
Originated from Morse theory, Reeb graphs have been of particular interest to the fields of computational geometry
[13], [2], [23] ,[18], and computational topology [28], [20], [14], [3], and they have found a plethora of applications in
computer graphics and computer science [21], [24], [12], [22], [17], [35]. See [4] for a survey. One variation of Reeb
graphs that has recently been proposed is Mapper [33] which has been quite successful on big data sets [30], [37].
1.1 Related work
de Silva et al. (2016) showed that any Reeb graph can be identified with a constructible Set-valued cosheaf on R
[16]. Thus, Reeb graphs can be thought of as generalized persistence modules in the setting of Bubenik et al. (2015)
[8]. A generalized persistence module is any functor F : P → C from a poset P to a category C [8]. When P = (R,≤)
the poset of real numbers and C = vectk is the category of finite dimensional k-vector spaces, we obtain the
notion of a pointwise finite dimensional (p.f.d.) persistence module. Crawley-Boevey (2015) has shown that every
p.f.d. persistence module V : (R,≤)→ vectk decomposes into a direct sum of interval persistence modules [15]. The
multiset of intervals B(V) associated to V is called the barcode of V [11]. Because of this decomposition, one can
easily check that the isomorphism complexity of p.f.d. persistence modules is polynomial.
However, this is no longer true for arbitrary generalized persistence modules. Bjerkevik et al. (2018) has shown
that the isomorphism complexity of Reeb graphs is GI-complete [6], namely deciding if two Reeb graphs are isomorphic
it is at least as hard as the graph isomorphism problem. However the graph isomorphism problem has shown to be
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fixed parameter tractable with respect to several parameters, such as: tree-distance width [36], tree-depth [7], and
tree-width [26]. Hence it is natural to wonder whether Reeb graphs, like graphs, are fixed parameter tractable with
respect to some topologically meaningful parameter.
On the other hand, we can think of any Reeb graph as a weighted directed acyclic graph. Weighted directed
acyclic graphs are used as the main method for modelling phylogenetic trees and networks [9], [5], [32], [25]. The
isomorphism classes of phylogenetic trees are in one to one correspondence with nested parentheses, a method known
today as the Newick format, which was already noticed by A. Cayley (1857). For general phylogenetic networks,
Cardona et al. (2008) proposed a variant of the Newick format, called the extended Newick format [10]. The idea is:
given a fixed ordering on the children nodes of a rooted phylogenetic network with n-labelled leaves and s reticulations
(Betti number), we can represent that network as a phylogenetic tree with (n+ s)-labelled leaves where some of the
leaves are allowed to have repeated nodes. A. Dress (2007) proposed a categorical approach to view phylogenetic
networks called X-nets [19].
1.2 Our contribution
Inspired by the decomposition of p.f.d. persistence modules into interval persistence modules, we show that any Reeb
graph decomposes into a coproduct of trees. The construction of each of these trees is an analogue of the extended
Newick format in the setting of arbitrary Reeb graphs (not necessary rooted). First, in Sec. 2 and 3 we mention the
basic definitions and tools from category theory [27], and the setting of Reeb graphs as studied in [16], which we
need in order to formulate properly the tree decomposition of Reeb graphs. In Sec 4 we show that the category of
Reeb graphs with a fixed edge structure forms a thin category inside of which every Reeb graph decomposes into a
coproduct of trees. As an implication of this decomposition, we show that Reeb graph isomorphism is fixed parameter
tractable where the parameter is the first Betti number.
2 Categorical structures
Category theory is fundamentally a language that formalizes mathematical structure having the capability of bridging
together different mathematical constructions or theories. In this section we give the basic definitions and tools from
category theory that we need.
2.1 Basic definitions
Category theory is a general theory of functions. A general notion of a function is called a morphism and the notion
of a set is replaced by an object. An object can be any mathematical construction and its not necessary to be a set. In
contrast with set theory the focus is concentrated in the study of morphisms between objects rather than just study
the objects themselves. In particular, we require that morphisms between objects to have a composition operation
that is associative and unital. The structure we obtain is said to be a category. A good source for an introduction to
category theory is [27].
First we define the notion of a category. Here by a class we mean a collection of sets that is unambiguously
defined by property that all these sets share in common. A class might not be a set and if that is the case is called a
proper class.
Definition 2.1. A category C consists of
• a class ObC whose elements X,Y, . . . are called objects, together with
• for each pair of objects X,Y in C a set MorC(X,Y ), whose elements are called morphisms and denoted by
f : X → Y , and each having a unique source X and a unique target Y ,
• for each object X in C an identity morphism IX : X → X,
• a binary operation ◦ : MorC(X,Y ) ×MorC(Y,Z) →MorC(X,Z), (f, g) 7→ g ◦ f called composition which is
associative and unital, i.e.
h ◦ (g ◦ f) = (h ◦ g) ◦ f
f ◦ IX = IY ◦ f
for any triple of morphisms f : X → Y , g : Y → Z and h : Z →W in C.
Definition 2.2. A morphism f : X → Y is said to be an isomorphism from X to Y if there exists a morphism
g : Y → X (often called the inverse) such that g ◦ f = IX and f ◦ g = IY . Two objects are said to be isomorphic if
there exists an isomorphism from X to Y .
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Example 2.3. Examples of categories include:
• the category Set whose objects are sets and morphisms are functions between sets
• the category Top whose objects are topological spaces and morphisms are continuous maps.
• the category Groups whose objects are groups and morphisms are group homomorphisms
• the category Ab whose objects are abelian groups and morphisms are group homomorphisms
Definition 2.4. A category D whose objects and morphisms are in C and with the same identities and composition
operation as of C is said to be a subcategory of C.
Let C be a category and let S be any subset of ObC. Then we can consider the same sets MorC(X,Y ) of morphisms
between X,Y ∈ S. That way we obtain a category with the same morphisms but fewer objects. We say that S forms
a full subcategory of C. In a full subcategory we only need to specify what are the objects so we often say S is the
full subcategory of C whose objects are in S. For example the category Ab is the full subcategory of Groups whose
objects are abelian groups.
Example 2.5. The type of categories we work on are the following:
• slice categories: given a category C and an object X we consider the slice category C ↓ X whose objects are
tuples (Y, f) where Y ∈ ObC and f ∈MorC(Y,X), and morphisms ϕ : (Y, f)→ (Z, g) are ordinary morphisms
ϕ : Y → Z in C such that g ◦ ϕ = f .
• thin categories: a category C is called thin if for every pair of objects X,Y in C there exists at most one
morphism f : X → Y in C. When a morphism f : X → Y exists we write X ≤ Y . A thin category coincides
with the notion of a preorder.
Now, we define the notion of maps that preserve the structure of a category.
Definition 2.6. A functor F : C → D between categories consists of
• a function F : ObC → ObD, X 7→ F(X), together with
• for each pair of objects X,Y in C, a function
FX,Y :MorC(X,Y )→MorD(F(X),F(Z))
f 7→ F[f ]
such that for any object X and any morphisms f : X → Y , g : Y → Z in C:
F[g ◦ f ] = F[g] ◦ F[f ]
F[IX ] = IF(X).
When C = D, F is called an endofunctor. A special case is the identity endofunctor IC : C → C that sends each object
and morphism to itself.
The collection of all functors from a category C to a category D forms a category on its own called a functor category
and it is denoted by [C,D]: the objects are functors F : C → D and the morphisms are natural transformations
η : F⇒ G.
Definition 2.7. A natural transformation η : F ⇒ G consists of a family of morphisms ηX : F(X) → G(X) in D
one for each object X in C, such that the diagram
F(X) G(X)
F(Y ) G(Y )
ηX
F[f ] G[f ]
ηY
commutes for every morphism f : X → Y in C. In the special case where each ηX is an isomorphism in D, then η is
said to be a natural isomorphism and we write F ∼= G.
Every time we write F ∼= G we mean there exists a natural isomorphism η : F⇒ G.
Definition 2.8. A pair of categories C,D are said to be equivalent if there exist functors F : C → D and G : D → C
such that F ◦G ∼= ID and G ◦F ∼= IC . In the special case where F ◦G = ID and G ◦F = IC , the categories C and D
are said to be isomorphic.
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2.2 Coproducts
We define the notion of a coproduct of objects in a category C. This is the dual notion of a product [27]. However,
here we focus only on the definition of coproducts since this is the only notion we use.
Definition 2.9. Let X1, . . . , Xn be objects in C. An object is called the coproduct of X1, X2, . . . , Xn, written ∐Xi,
if there exist morphisms ιj : Xj →∐Xi, j = 1, 2, . . . , n satisfying the following universal property : for any object Y
and any pair of morphisms fj : Xj → Y , j = 1, 2, . . . , n, there exists a unique morphism f :∐Xi → Y such that the
diagrams
Xj
∐
Xi
Y
ιj
fj
f
commute for j = 1, 2, . . . , n.
Note that by the universal property of coproducts, the morphisms ιj are uniquely defined up to a unique natural
isomorphism. The morphisms ιj : Xj →∐Xi are called coprojections.
Definition 2.10. An object X is said to be decomposable if it is isomorphic to a coproduct of n objects in C where
n ≥ 2. Otherwise X is said to be indecomposable.
Example 2.11. Here we give some basic examples of categorical coproducts.
• If C is the category of all sets Set, then the coproduct is given by the disjoint union ∐ of sets.
• If C is the category of groups Groups then the coproduct is given by the free product ∗ of groups.
• If C is the category of abelian groups Ab then the coproduct is the direct sum ⊕ of abelian groups.
3 Combinatorial structures
In this section we consider the setting of Reeb graphs as developed by V. de Silva et al. (2016) [16]. We define Reeb
graphs and examine how they relate to directed acyclic graphs.
3.1 Reeb graphs
The main tool we use to visualize relationships among objects is a graph. A graph G = (V,E) consists of a collection
V of objects called vertices, e.g. v1, v2, . . . and a set E of connections e1, e2, . . . between vertices called edges.
Generally we can define a Reeb graph as a connected graph X together with a real valued map f : X→ R which
is strictly monotone when restricted to edges. However with this definition we are not making precise the exact way
X can be constructed in conjunction with the map f being monotone restricted to edges. Making this more precise
is what we do in this paragraph.
First we need to talk about the general setting of R-spaces. An R-space (X, f) is a space X together with a real
valued continuous map f : X → R. A morphism of R-spaces (X, f), (Y, g)–also called a function preserving map–is
an ordinary continuous map ϕ : X→ Y such that g ◦ ϕ = f . The collection of these objects forms the slice category
Top ↓ R. Now let us return to Reeb graphs.
Definition 3.1. A connected R-space (X, f) is said to be a Reeb graph if it is constructed by the following procedure,
which we call a structure on (X, f):
Let S = {a1 < . . . < ak} be an ordered subset of R with k ≥ 2.
• For each i = 1, . . . , k we specify a non-empty set Vi of vertices which lie over ai,
• For each i = 1, . . . , k − 1 we specify a non-empty set of edges Ei which lie over [ai, ai+1]
• For i = 1, . . . , k − 1, we specify a ‘down map’ Di : Ei → Vi
• For i = 1, . . . , k − 1, we specify an ‘upper map’ Ui : Ei → Vi+1.
The space X is the quotient U/ ∼ of the disjoint union
U =
( k∐
i=1
(Vi × {ai})
)∐(k−1∐
i=1
(Ei × [ai, ai+1])
)
with respect to the identifications (Di(e), ai) ∼ (e, ai) and (Ui(e), ai+1) ∼ (e, ai+1), for all i = 1, . . . , k − 1, with the
map f being the projection onto the second factor.
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Remark 3.2. Note that to every Reeb graph corresponds a unique minimal set S, known as the critical set of X [16].
We consider a definition for arbitrary set S because this allows for more flexibility: we can describe the morphisms
between Reeb graphs easily if we consider a common set S for both Reeb graphs, e.g. by considering the union of
their two S-sets.
The set V =
∐k
i=1 Vi is said to be a vertex-set for X and the set E =
∐k−1
i=1 Ei is said to be a edge-set for X
2. If
we forget the map f associated to a Reeb graph, then topologically X forms a graph (V,E) on its own. See Fig. 1 for
an example of a Reeb graph.
Definition 3.3. A morphism of Reeb graphs (X, f) and (Y, g) is any morphism ϕ : (X, f) → (Y, g) between these
R-spaces.
Thus, the collection of all Reeb graphs forms a full subcategory Reeb of Top ↓ R. As shown in [16] Reeb graphs
can be identified with constructible Set-valued cosheaves on R. This equivalence of categories allows for one to
consider the following combinatorial description of the morphisms of Reeb graphs.
Proposition 3.4 (Prop 3.12 in [16]). Let (X, f), (Y, g) be a pair of Reeb graphs with a common set S = {a1 <
. . . < ak}, let VX, VY, and EX, EY be their vertex-sets and edge-sets respectively. Any function preserving map
ϕ : (X, f)→ (Y, g) of Reeb graphs is completely determined by
• Functions ϕVi : VXi → VYi
• Functions ϕEi : EXi → EYi , satisfying the
• Consistency conditions: ϕViDXi = DYi ϕEi and ϕVi+1UXi = UYi ϕEi for all 1 ≤ i ≤ k − 1.
Any function preserving map ϕ : (X, f) → (Y, g), since f and g are by definition the projections to the second
coordinate of X and Y respectively, is given by
ϕ : (X, f)→ (Y, g)
[(v, t)] 7→ [(ϕVi (v), t)], for all v ∈ VXi , for all i = 1, . . . , k.
[(e, t)] 7→ [(ϕEi (e), t)], for all e ∈ EXi , for all i = 1 . . . , k − 1.3
3.2 Reeb graphs viewed as directed acyclic graphs
If we allow the edges e of a graph G to have a direction, i.e. x e−→ y then the resulting graph is said to be a digraph
and the edges are called directed edges or arrows. A directed path of length n on a digraph is a sequence of arrows
x0 → x1 → x2 → x3 → . . . → xn−1 → xn in G. A directed path that starts and end at the same vertex is called a
directed cycle. A digraph with no directed cycles is said to be a directed acyclic graph (DAG).
With the map f : X→ R, we give a direction to each edge e connecting x1 and x2 in X, by declaring e : x1 → x2
whenever f(x1) > f(x2). That way, the underlying graph (V,E) of a Reeb graph X obtains the structure of a directed
acyclic graph. Furthermore, each vertex v of X receives a real weight w(v) := f(v) via f . So, every Reeb graph can
be thought of as a vertex-weighted DAG.
Remark 3.5. Note, in particular, for Reeb graphs, because of the vertex-weight w(v) := f(v) each directed edge
e : x1 → x2 receives a strictly positive weight w(e) := f(x1) − f(x2) > 0, where f(x1) = ai+1 and f(x2) = ai, for
some i = 1, . . . , k − 1, are consecutive critical numbers of (X, f).
Let (X, f) be a Reeb graph with critical set S = {a1, . . . , ak}. Let x be a vertex of X with f(x) = ai. Then
an edge e ∈ D−1i (x) (e ∈ U−1i−1) is said to be an edge incident from above (below) of x. Also the number of edges
indeg(x) = |D−1i (x)| that are incident from above of x is called the indegree of x. Similarly, the number of edges
outdeg(x) = |U−1i−1(x)| is called the outdegree of x.
There are three cases that can happen for a node x:
• If indeg(x) ≤ 1, then x is said to be a tree-vertex.
• If indeg(x) ≥ 2 and with x a cycle in the Reeb graph (viewed as a DAG) closes (x is the ‘bottom’ of a cycle),
then x is said to be a reticulation-vertex.
• If indeg(x) ≥ 2 and with x no cycles closes in the Reeb graph, then x again is said to be a tree-vertex.
2the reason we call these sets in this way, e.g. we say ‘a vertex-set’ instead of ‘the vertex-set’, is because they depend on the
choice of S.
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Figure 1: An example of a Reeb graph
A vertex x such that indeg(x) = outdeg(x) = 1 is called regular. We denote by T (X) the set of tree-vertices of X,
and by R(X) the set of all reticulation-vertices of X. If (outdeg(x) = 0) or (outdeg(x) = 1 and indeg(x) = 0), then
x is said to be a leaf. By definition, it may happen that a leaf is also a reticulation-vertex (i.e. outdeg(x) = 0 and
indeg(x) ≥ 2).
Remark 3.6. The reason we consider this definition of leaves is so that the tree decomposition of Reeb graphs to
work for this type of reticulation vertices. This would be more clear in Ex. 4.12.
We denote by L(X) the set of all leaves of X. Then, L(X) ⊂ T (X).
Viewing Reeb graphs as DAGs is also important for computing the Betti number s = B1(X) of a Reeb graph X.
The Betti number counts the minimum number of cycles of a graph that generate all possible cycles in the graph.
By definition, a Reeb graph (X, f) is a tree if and only if it has no reticulation-vertices (and thus, no cycles). Since
X is always connected by definition, the Euler characteristic provides the formula
s = |E| − |V|+ 1,
Furthermore, from the theory of directed graphs we have the degree sum formula∑
x∈V
indeg(x) =
∑
x∈V
outdeg(x) = |E|
By combining these two equations we get
s = 1 +
∑
x∈V
(indeg(x)− 1).
Proposition 3.7. Let r1, . . . , rm be the reticulation-vertices of X with indegrees d1, . . . , dm ≥ 2 respectively. Then
s =
m∑
i=1
(di − 1).
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Proof. Thinking of X as a DAG, then if we remove for each reticulation-vertex ri all of its incident from above
edges except one, from the DAG X, then we get back a directed tree TX = (VTX ,ETX) having the same tree-vertices
and their–incident from above–edges as in X plus another m-additional vertices, r1, . . . , rm, that now are viewed as
tree-vertices, each having indegree 1. This implies that T (VX)∪ {r1, . . . , rm} = VTX and∑mi=1(indegTX(ri)− 1) = 0.
We compute
s = 1 +
∑
x∈V
(indeg(x)− 1)
= 1 +
∑
x∈T (V)
(indeg(x)− 1) +
∑
x∈R(V)
(indeg(x)− 1)
= 1 +
∑
x∈T (V)
(indeg(x)− 1) + 0 +
m∑
i=1
(di − 1)
= 1 +
∑
x∈T (V)
(indeg(x)− 1) +
m∑
i=1
(indegTX(ri)− 1) +
m∑
i=1
(di − 1)
= 1 +
∑
x∈VTX
(indeg(x)− 1) +
m∑
i=1
(di − 1)
= sTX +
m∑
i=1
(di − 1)
= 0 +
m∑
i=1
(di − 1)
=
m∑
i=1
(di − 1).
Finally, note that although any Reeb graph can be thought of as a vertex-weighted DAG, the other direction is
not true: not every vertex-weighted DAG is a Reeb graph.
Example 3.8. Consider the vertex-weighted DAG, G = (V (G), E(G), w), that has edges e1 = (x1, x2), e2 = (x2, x3)
connecting x1 with x2 and x2 with x3 and an edge e3 = (x1, x3) connecting directly x1 with x3 with a single
edge, and such that w(x1) = 2, and w(x2) = w(x3) = 1. Then we claim that there exists no Reeb graph (X, f)
such that V (X) = V (G) and f|V (G) = w. Indeed assume the contrary there is one such f . Then f(x1) = 2 and
f(x2) = f(x3) = 1. By definition of G, there exists an edge e2 : x2 → x3. By Remk. 3.5 we get a strictly positive
edge-weight w(e2) > 0. Howver we compute w(e2) := f(x2) − f(x3) = w(x2) − w(x3) = 1 − 1 = 0, a contradiction.
Hence the weighted DAG G cannot be realized as a Reeb graph. This DAG it is not consistent with ‘time’ in the
sense that the edge e2 = (x2, x3) represents a change in the nodes from x2 to x3 that happen instantaneously. In
other words the edge e2 is a ‘horizontal’ edge. Reeb graphs cannot have horizontal edges, from their construction.
x1
x2 x3
4 Classifying Reeb graphs up to isomorphism
We show that inside a larger category of Reeb graphs, any Reeb graph is a coproduct of trees.
4.1 Ordered Reeb graphs
Definition 4.1. An ordered Reeb graph (X, f,≤X) is an ordinary Reeb graph (X, f) such that its edge sets and its
vertex sets as in Defn. 3.1 are in particular partially ordered sets (posets), i.e. (Ei,≤Ei), i = 1, . . . , k−1, and (Vi,≤Vi),
i = 1, . . . , k, and also the down maps and upper maps preserve the partial orders, i.e. Ui : (Ei,≤Ei)→ (Vi+1,≤Vi+1),
and Di : (Ei,≤Ei)→ (Vi,≤Vi), for i = 1, . . . , k − 1. The partial orders of the edge posets and vertex posets induce a
partial order both on the disjoint union and the quotient space, namely the Reeb graph, denoted by ≤X. Indeed, it
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is known that the category Pos of posets, just like sets, admit coequalizers and therefore quotients (see Joy of Cats,
pg 119, [1]).
Definition 4.2. We define the category Reebord whose
• objects (X, f,≤X) are ordered Reeb graphs.
• morphisms ϕ : (X, f,≤X)→ (Y, g,≤Y) are ordinary morphisms of Reeb graphs ϕ : (X, f)→ (Y, g) that preserve
the partial orders of the edge posets and vertex posets, i.e ϕEi : (EXi ,≤EXi ) → (E
Y
i ,≤EYi ), i = 1, . . . , k − 1, and
ϕVi : (VXi ,≤VXi )→ (V
Y
i ,≤VYi ), i = 1, . . . , k, are order preserving maps.
• composition is defined in the obvious way.
Any finite set A = {x1, . . . , xn} can be trivially thought of as a poset (A,≤) by considering xi ≤ xj ⇔ xi = xj .
Namely, the only inequalities are the identities. Thus, any Reeb graph (X, f) has its edge sets and vertex sets
trivially partially ordered, i.e. the inequalities are only the identities. Hence any Reeb graph (X, f) is an object of
Reebord. That is, Ob(Reeb) ⊂ Ob(Reebord). In particular Reeb is a full subcategory of Reebord. Indeed, let
ϕ : (X, f)→ (Y, g) be a morphism in Reeb. Then, again trivially we can think of ϕ–when restricted to the edge sets
and vertex sets respectively–as an order preserving map between trivially partially ordered sets. Therefore Reeb is
a full subcategory of Reebord.
4.2 Ordered Reeb graphs with a fixed edge structure
Fix an ordered subset S = {a1 < . . . < ak} of R. Consider an ordered Reeb graph (X, f,≤X) with edge posets
(E,≤E) := (E1,≤E1)
∐
. . .
∐
(Ek−1,≤Ek−1), where Ei, i = 1, . . . , k − 1, as in Defn. 3.1. We call E• = (E1, . . . ,Ek−1)
an edge sequence of the ordered Reeb graph (X, f) with respect to S.
Given a common set S = {a1 < . . . < ak} for a pair of Reeb graphs (X, f,≤X) and (Y, g,≤Y), we say that their
edge sequences EX• = (EX1 , . . . ,EXk−1) and EY = (EY1 , . . . ,EYk−1) are equivalent, and denote it by EX• ∼= EY• , if EXi ∼= EYi ,
for all i = 1, . . . , k− 1, as sets. In other words, (X, f,≤X) and (Y, g,≤Y) have equivalent edge sequences if |Ei| = |E′i|
for all i = 1, . . . , k − 1, where | · | denotes the cardinality.
Definition 4.3. Let (X, f) and (Y, g) be two Reeb graphs with common set S. We say (X, f), (Y, g) have the same
edge structure, if their edge sequences are equivalent.
Note that the relation ‘(X, f) ∼ (Y, g)⇔ (X, f), (Y, g) have the same edge structure’ forms an equivalence relation.
This equivalence relation induces a partition on the objects of Reeb, i.e. we get
Ob(Reeb) =
∐
a∈A
[(Xa, fa)],
for some index set A, where [] denotes the ∼-equivalence class. This fact suggests that each of these blocks can be
turned into a category on its own.
Fix an edge-sequence E•.
Definition 4.4. We define Reebord[E•] the category whose
• objects (X, f,≤X, µX) are ordered Reeb graphs (X, f,≤X) together with a family µX = {µXi }k−1i=1 of bijections
µXi : EXi → Ei, for all i = 1, . . . , k − 1, called an E-edge labelling, or simply an edge labelling if E• is given.
• the morphisms are ordinary morphisms ϕ : (X, f,≤X)→ (Y, g,≤Y) in Reebord that preserve the edge-labeling,
namely µY(ϕEj (e)) = µX(e) for all e ∈ EXj and all j = 1, . . . , k − 1.
• composition is defined in the obvious way.
Lemma 4.5. The category Reebord[E•] is thin.
Proof. Let ϕ,ψ : (X, f,≤X, µX) → (Y, g,≤Y, µY) be two morphisms in Reebord[E•]. By Prop. 3.4 we have to show
that the maps agree at the edge posets and vertex posets. By definition ϕ = ψ = (µY)−1 ◦ (µX) when restricted to
edge posets, because the labellings are bijections.
Let v be a node in X, say v ∈ VXi for some i. We claim that ϕVi (v) = ψVi (v). Now, v is either the down image or
the upper image of some edge e ∈ EXi , for some i = 1, . . . , k − 1. So, we have two cases:
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• Case 1: v = DXi (e). By Prop. 3.4 we have that
ϕ(v) = ϕVi (D
X
i (e))
= DYi (ϕ
E
i (e))
= DYi ((µ
Y)−1(µX(e)))
= DYi (ψ
E
i (e))
= ψVi (D
X
i (e))
= ψ(v).
• Case 2: v = UXi (e). The proof of case 2 is similar to that of Case 1 and is omitted.
Remark 4.6. We define the full subcategoryReeb[E•] ofReebord[E•] whose objects are Reeb graphs with the trivial
partial order (i.e. ordinary Reeb graphs) and with the same edge structure as E•. By definition of ∼ we observe that
(X, f) and (Y, g) have the same edge structure if and only if both (X, f) and (Y, g) are objects of Reeb[E•], for some
edge-sequence E•.
4.3 Tree-decomposition
Theorem 4.7. Fix an edge-sequence E•. Let n, s ≥ 0. Inside the larger category Reebord[E•], any Reeb graph
(X, f, µ) in Reeb[E•], with n leaves and Betti number B1(X) = s, is a coproduct of ordered trees with (n+ s)-leaves
and same E-edge labelling, i.e.
(X, f, µ) ∼=
∐
T∈T (X)
(T, fT,≤T, µ),
for some set of ordered trees T (X).
Proof. Let X = (X, f, µ) be a Reeb graph in Reeb[E•] with n-leaves and B1(X) = s. Let ≤X be its trivial partial
order. Let L(X) = {l1, . . . , lt}, R(X) = {r1, . . . , rm} be its sets of leaves, and reticulation-vertices respectively. Let di
be the indegree of the reticulation-vertex ri for all i = 1, . . . ,m. Also for any reticulation-vertex ri, i = 1, . . . ,m, let
us denote by {e(i)1 , . . . , e(i)di } the set of all edges that are incident of ri from above it. The basic idea of the proof is
to construct a collection of ordered trees with (n+ s)-leaves, and same edge labelling as X, out of X,
T (X) = {(T(w1,...,wm), f(w1,...,wm),≤(w1,...,wm), µ) : 1 ≤ wi ≤ di, for all i = 1, . . . ,m}
by breaking up in all possible ways the reticulation-vertices (the bottom of the cycles) of X–without changing the
connectivity of the graph–in order to create a tree out of X, by introducing new leaves. Consider VXj and EXj and
the upper and down maps UXj and DXj , j = 1, . . . , k − 1 as in Defn. 3.1. For simplicity of the proof, we denote any
m-tuple (w1, . . . , wm) by w.
Let w ∈∏mi=1{1, . . . , di}. We construct an ordered tree T = (Tw, fw,≤w, µ) with (n+ s)-leaves, by changing the
structure of X so as to make an odered tree following the steps below:
1. We define
• for any j = 1, . . . , k − 1, the set ETwj := EXj equipped with the trivial partial order ≤EXj . That way, the edge
sequence (and thus the edge structure) remains the same, i.e. ETwj = E
X
j , for all j = 1, . . . , k − 1. Moreover
consider the same E-edge labelling µTw := µ, as for X.
• for any j = 1, . . . , k, the vertex poset (VTwj ,≤VTwj ), where
4
VTwj := V
X
j
∐( ∐
f(ri)=aj
{e(i)t : 1 ≤ t ≤ di and t 6= wi}
)
,
and the partial order ≤VTwj is given by the identities on the elements, and the additional formal inequalities
ri <w e
(i)
t , for all 1 ≤ t ≤ di with t 6= wi.
4if f(ri) 6= aj , for all j, then the right component of the direct sum is the emptyset and we get VTwj = VXj .
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Remark 4.8. These nontrivial innequalities formalize the idea that the vertex ri is isolated from the ‘new
vertices’ (leaf nodes) that are formed after cutting the reticulation vertex ri of X while keeping it connected
from above with the edge e(i)wi . This observation is crucial since, on one hand the trees Tw are distinguised for
all choces of w, and on the other hand this makes the coproduct well defined as we will see, e.g. in Ex. 4.12.
• the function DTwj : E
Tw
j → VTwj given by
DTwj (e) =

DXj (e), if DXj (e) is not a reticulation-vertex
ri, if e = e(i)wi , for some i = 1, . . . ,m,
e, if DXj (e) = ri and e 6= e(i)wi , for all i = 1, . . . ,m.
• the function UTwj : E
Tw
j → VTj+1 given by
UTj (e) = U
X
j (e).
Note that since the edge sets are trivially partially ordered, as such, these functions are trivially order preserving,
i.e. DTwj : (E
Tw
j ,≤ETwj )→ (V
Tw
j ,≤VTwj ) and U
Tw
j : (E
Tw
j ,≤ETwj )→ (V
T
j+1,≤VTwj+1) for all j.
2. Tw is the quotient of the disjoint union( k∐
j=1
VTwj × {aj}
)∐(k−1∐
j=1
(ETwj × [ai, ai+1]
)
with respect to the identifications (UTwj (e), aj+1) ∼ (e, aj+1) and (DTwj (e), aj) ∼ (e, aj). Define fw to be the projection
of Tw to the second coordinate. Both the disjoint union and the resulting quotient space receive a partial order from
the partial orders on VTwj and E
Tw
j . We denote the resulting partial order on Tw by ≤Tw .
Remark 4.9. Note also that, by definition of DTw , the identifications (DTwj (e), aj) ∼ (e, aj) are the trivial ones
(e, aj) ∼ (e, aj) whenever e 6= e(i)wi , for all i = 1, . . . ,m. That formally expresses the fact that the tree Tw is
constructed from X by cutting the bottom of all cycles, keeping, for all 1 ≤ i ≤ m, only the edge e(i)wi connected to
the reticulation-vertex ri and diconnecting the others.
To sum up, Tw forms an an ordered tree (Tw, fw,≤w, µ) in Reebord[E•].
Furthermore, each ordered tree (Tw, fw,≤w, µ) is equipped with the obvious quotient map
qw : (Tw, fw,≤w, µ) (X, f,≤X, µ), where
qEw : ETw → EX
e 7→ e, and
qVw : VTw → VX
v 7→ v, for all v ∈ VX
e
(i)
t 7→ ri, for all 1 ≤ t ≤ di with t 6= wi, for all i = 1, . . . ,m.
By definition, the quotient map qw glues back the new vertices of the tree Tw–yielded by the w-cut–to form the
original Reeb graph X. Note that no matter what the order of the new vertices is, from the cut of ri, via the quotient
map qw they are glued to a single vertex ri, hence qw trivially preserves the partial orders. Namely, qw kills the only
non-trivial innequalities ri ≤ e(i)t , for all t 6= wi, and i = 1, . . . ,m. Moreover, by construction, Tw has the same edge
sets as X, thus making qw to be trivially E-labelling preserving. So indeed qw is a morphism in Reebord[E•].
Now we claim that the coproduct of all the trees (Tw, fw,≤w, µ) in Reebord[E•] is isomorphic to the ordered Reeb
graph (X, f,≤X, µ) (where, again, ≤X is the trivial order of the Reeb graph) with the coprojections morphisms being
the quotient maps qw.
Let ϕw : (Tw, fw,≤w, µ) → (Y, g,≤Y, µY) be any w-indexed family of morphisms in Reebord[E•]. Then, in
particular
ϕw : (Tw, fw,≤w)→ (Y, g,≤Y)
[(v, t)] 7→ [(ϕVw,j(v), t)], for all v ∈ VXj
[(e, t)] 7→ [(ϕEw,j(e), t)], for all e ∈ EXj ,
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for some order preserving maps ϕVw,j and ϕEw,j satisfying the consistency conditions as described in Prop. 3.4. We
claim that there exists a unique morphism ϕ : (X, f,≤X, µ) → (Y, g,≤Y, µY) in Reebord[E] such that each of the
diagrams
(Tw, fw,≤w, µ) (X, f,≤X, µ)
(Y, g,≤Y, µY)
qw
ϕw
ϕ
commutes. Since the category Reebord[E•] is thin, all diagrams commute by default and if ϕ exists then it is unique.
Therefore, we only need to show that there exists a morphism
ϕ : (X, f,≤X, µ)→ (Y, g,≤Y, µY)
[(v, t)] 7→ [(ϕVj (v), t)], for all v ∈ VXj
[(e, t)] 7→ [(ϕEj (e), t)], for all e ∈ EXj ,
for some order preserving maps ϕVj and ϕEj satisfying the consistency conditions as described in Prop. 3.4.
Lets return to ϕw. Each map ϕEw,j is trivially order preserving; the edge posets are just edge sets, and therefore
they have the trivial partial order given only by the identities. Since ϕw is E-edge labelling preserving, we get
ϕEw,j(e) = (µ
Y)−1µ(e), for all e ∈ ETwj . Thus ϕEw,j it is independent of w. So, naturally, we define ϕEj by
ϕEj (e) = ϕ
E
w,j(e) = (µ
Y)−1µ(e), for all e ∈ EXj = ETwj .
Now lets focus on the order preserving maps ϕVw,j : (VTwj ,≤VTwj )→ (V
Y
j ,≤VYj ), for j = 1, . . . , k. We compute
ϕVw,j(ri) = ϕ
V
w,j(D
Tw
j (e
(i)
wi))
= DYj ϕ
E
w,j(e
(i)
wi)
= DYj ϕ
E
j (e
(i)
wi),
and
ϕVw,j(e
(i)
t ) = ϕ
V
w,j(D
Tw
j (e
(i)
t ))
= DYj ϕ
E
w,j(e
(i)
t )
= DYj ϕ
E
j (e
(i)
t ),
for all 1 ≤ t ≤ di with t 6= wi.
On the other hand, the inequalities ri ≤VTwj e
(i)
t yield the innequalities ϕ
V
w,j(ri) ≤VYj ϕ
V
w,j(e
(i)
t ). Therefore
DYj ϕ
E
j (e
(i)
wi) ≤VYj D
Y
j ϕ
E
j (e
(i)
t ).
However note that since wi was chosen in random, we can as well get the inequality
DYj ϕ
E
j (e
(i)
t ) ≤VYj D
Y
j ϕ
E
j (e
(i)
wi),
by formally replacing wi with t. Therefore we obtain the equalities
DYj ϕ
E
j (e
(i)
t ) = D
Y
j ϕ
E
j (e
(i)
s ), for all 1 ≤ t, s ≤ di, for all i = 1, . . . ,m. (1)
Thus we see that
ϕVw,j(ri) = ϕ
V
w,j(e
(i)
t ), for all 1 ≤ t ≤ di with t 6= wi, (2)
and, in particular by Eqn. 1, we see that this is independent of w. So, naturally, setting ϕVj (ri) := ϕVw,j(ri) is well
defined.
Now, for any vertex v ∈ VXj which is not a reticulation-vertex, by construction of Tw, we have v ∈ VTwj . In
particular, v ∈ VTwj is either the down image of some e ∈ ETwj (via the map DTw ) or the upper image of some
e ∈ ETwj−1 (via the map UTw ). Because of that, we can, again show that ϕVw,j(v) is independent of the choice of w. So
we define ϕVj (v) := ϕVw,j(v). To sum up, ϕVj (v) := ϕVw,j(v) is a well defined map, for all v ∈ VXj .
We claim that the maps ϕVj and ϕEj satisfy the consistency conditions as described in Prop. 3.4. We only need to
check the consisteny condition ϕVjDXj = DYj ϕEj . The other one is true since U
Tw
j (e) = U
X
j (e) for all e ∈ Ej−1. If we
show that ϕVjDXj = DYϕEj , then the map ϕ : (X, f)→ (X, g) would be an actual morphism in Reeb.
Indeed, fix any w. Let e ∈ ETwj . We have the following cases:
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• Case 1, DXj (e) is not a reticulation-vertex: We compute
ϕVjD
X
j (e) = ϕ
V
w,jD
Tw
j (e) (by definition of D
Tw
j and because E
X
j = ETwj )
= DYϕEw,j(e) (by consistency of ϕ
E
w,j)
= DYϕEj (e).
• Case 2, DXj (e) = ri and e = e
(i)
wi : We compute
ϕVjD
X
j (e
(i)
wi) = ϕ
V
j (ri)
= ϕVw,j(ri)
= ϕVw,j(D
Tw
j (e
(i)
wi)) (by definition of D
Tw
j )
= DYϕEw,j(e
(i)
wi) (by consistency of ϕ
E
w,j)
= DYϕEj (e
(i)
wi).
• Case 3, DXj (e) = ri and e 6= e(i)wi : We compute
ϕVjD
X
j (e) = ϕ
V
j (ri)
= ϕVw,j(ri)
= ϕVw,j(e) (by Eqn. (2))
= ϕVw,jD
Tw
j (e) (by definition of D
Tw
j )
= DYϕEw,j(e) (by consistency of ϕ
E
w,j)
= DYϕEj (e).
Hence there exists a map ϕ : (X, f) → (X, g) in Reeb. Note that since X = (X, f) is trivially partially ordered,
then ϕw is trivially order preserving. Finally, by definition, we have ϕEj = (µY)−1 ◦ µ. Hence ϕ is E-edge labelling
preserving. Therefore ϕ is a morphism in Reebord[E•].
Remark 4.10. By definition of Tw, each of the leaves of Tw that have been created after the w-cut is identified with
an edge that is incident from above of a reticulation-vertex but is not equal to e(i)wi for all i = 1, . . . ,m. Therefore the
cardinality of the set of the leaves that are additional to the n-leaves of X is exactly
m∑
i=1
(di − 1),
which is equal to the first Betti number B1 = s of X, because of Prop. 3.2. Hence, each tree Tw has (n+ s)-leaves.
Example 4.11. Consider a Reeb graph X = (X, f) with four leaves and one cycle, and edges labelled by e1, e2, . . . , e8,
as shown in Fig. 2. By applying Thm. 4.7 we get two trees with 5-leaves in the tree-decomposition of X. For each of
the trees, the one additional leaf to the four leaves of X corresponds to one of the two edges e5 and e6, respectively.
Thus there are exactly two such trees with 5-leaves.
Example 4.12. Consider a Reeb graph X = (X, f) with a single reticulation-vertex–where in this particular example
we also think of it as a leaf–three edges, and two cycles, and edges labelled by e1, e2, e3, as shown in Fig. 3. By
applying Thm. 4.7 we get three trees with 4-leaves in the tree-decomposition of X. Note that the trees are in one
to one correspondece with all possibilities of isolating an edge (which is identified with the reticulation-vertex) from
the other edges, given that they are incident from above some reticulation vertex. Thus there are exactly three such
trees with 4-leaves.
5 Isomorphism complexity of Reeb graphs
Thm. 4.7 can help improve our understanding of the isomorphism complexity of Reeb graphs under some fixed
parameter. Here we will refer to isomorphism complexity simply by complexity.
12
Figure 2: An example describing the tree-decomposition for n = 4 and s = 1.
Figure 3: An example describing the tree-decomposition for n = 1 and s = 2.
5.1 Upper bound on the complexity
Let X = (X, f) be a Reeb graph with edge-sequence E. Let Y = (Y, g) any Reeb graph. Checking whether Y has
same edge-structure as X is equivalent to checking whether Y has equivalent edge-sequence with E. This takes time
O(|E|), where |E| is the cardinality of E. Now, by Euler’s characteristic formula we have s = |E| − |V| + 1, and so
|E| = |V| + s − 1. By definition, if two Reeb graphs (X, f), (Y, g) are isomorphic, then they have the same edge
structure. Therefore:(
Complexity of Reeb graphs
)
=
(
Complexity of Reeb graphs of same edge structure
)
+O(|V|+ s).
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By Thm. 4.7, two Reeb graphs of same edge structure, with n leaves and Betti number B1(X) = s, are isomorphic if
and only if they have the same tree-decomposition. To check for isomorphism it takes at worst, as many number of
steps as the cardinality of the set T (X) times the complexity of checking whether two ordered trees with (n+s)-leaves
are isomorphic in Reebord[E•], where E• is the edge structure of X. Namely:(
Complexity of Reeb graphs of same edge structure
)
=
(
Complexity of ordered trees
)
·O(|T (X)|).
Now checking if two trees with (n+ s)-leaves are isomorphic takes time O(n+ s).5. By construction, the cardinality
of T (X) of a Reeb graph X is equal to the product of indegrees of the reticulation-vertices, i.e.
|T (X)| =
m∏
i=1
di
Therefore we get (
Complexity of Reeb graphs
)
= O((n+ s)
m∏
i=1
di) +O(|V|+ s).
Now because L(X) ⊂ V and |L(X)| = n, we get n ≤ |V|. Also since s ≥ 0 (s = 0 if X is a tree) and |V| ≥ 2, we have
the obvious bounds n+ s ≤ |V|+ s ≤ |V|(1 + s). Thus:(
Complexity of Reeb graphs
)
= O(|V|(1 + s)
m∏
i=1
di) +O(|V|(1 + s)) = O(|V|(1 + s)
m∏
i=1
di).
5.2 Parametrized complexity
Although this is a good bound, we would like to consider an upper bound on the isomorphism complexity that does
not depend on the indegrees of reticulation-vertices, but only depends on the number of vertices |V| and the Betti
number B1(X) = s. Since each of the indegrees of the reticulation nodes is di > 1 we have the bound di ≤ 2di−1.
Taking the product over all these inequalities and since
m∑
i=1
(di − 1) = s,
we get (
Complexity of Reeb graphs with B1(X) = s
)
= O(|V|(1 + s)2s).
Hence, the Reeb graph isomorphism problem is fixed parameter tractable when the parameter is the first Betti number
of the graph. Finally, note that the bound di ≤ 2di−1 is tight: indeed, if we consider Reeb graphs with n-leaves and
B1(X) = s, such that the indegree of each of its reticulation-vertices is 2, then the product of all the indegrees is
exactly 2s.
6 Phylogenetic networks viewed as ordered Reeb graphs
In computational phylogenetics a phylogenetic network is any rooted DAG, G, that can be used to represent the
evolutionary relationships among biological organisms, e.g. genes, often called taxa. These taxa are represented by
an ordering on the leaves of the rooted DAG.
Remark 6.1. Quite often in practice, the taxa are represented by the totaly ordered set {1 < 2 < . . . < n}. However,
this is very restrictive for general phylogenetic networks. Namely, one can have a phylogenetic network where some
of its leaves are ordered in many different ways, and some of them might not be labelled at all. So it is better to
consider a partial order on the leaves.
Naturally one considers a pair of phylogenetic networks to be isomorphic if there is an isomorphism between their
underlying DAGs that also preserves the order of their corresponding taxa.
5It is known from basic graph theory that checking if two trees with k-leaves are isomorphic takes O(k) steps
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6.1 Time consistent phylogenetic networks
In many applications, phylogenetic networks are equipped with a time assignment on the nodes or vertices, which
we can think of as a height function f : G → R on the graph G. The time assignment map f is often required to
be time consistent which essentially means that the time stamp of any ‘non-root node’ should be strictly larger than
the time stamp of its ‘parent node’. See [25], pg 167. This is exactly what Reeb graphs satisfy as we emphasized in
Ex 3.8. Moreover, if we restrict to ordered Reeb graphs, then these structures can be thought of as vertex weighted
DAGs (see Sec. 3.2) such that their edge sets and vertex sets are partially ordered in a compative way. So we believe
that ordered rooted Reeb graphs whould serve as a natural mathematical model for time consistent phylogenetic
networks. By thinking of a time consistent phylogenetic network as an ordered Reeb graph, we can also consider its
tree decomposition, given by Thm. 4.7. Since the phylogenetic network is rooted and has its leaves partially ordered,
by construction, each of the trees Tw, yielded by the network’s tree decomposition, would have their leaves partially
ordered. Therefore, each tree Tw is a phylogenetic tree.
6.2 Hausdorff distance
Among many distance metrics, we can utilize the `p-cophenetic metrics, dp, for 1 ≤ p ≤ ∞, for comparing a pair
of phylogenetic trees [9, 29]. Lets focus on d∞ (for p = ∞). The idea is that, via the cophenetic map [34], any
phylogenetic tree with n ordered leaves, {1 < . . . < n}, can be identified with a single point in the [n(n + 1)/2]-
dimensional Euclidean space. The (i, j)-th coordinate of the point, where i ≤ j, corresponds to the time-stamp of
the least common ancestor of the leaves i, j in the phylogenetic tree [29]. Then, we simply consider the `∞-norm
for comparing a pair of phylogenetic trees with n ordered leaves. By the tree decompostion of Thm. 4.7, we can
thus identify any time consistent phylogenetic network with n ordered leaves, and first Betti number s, as a finite
subset of the the [(n + s)(n + s + 1)/2]-dimensional Euclidean space. Hence, we can utilize the Hausdorff distance
for comparing a pair of phylogenetic networks.
Definition 6.2. Let (X, dX) be any metric space, and let A,B be any subsets of X. The Hausdorff distance of A,B
is
dH(A,B) = max{max
a∈A
min
b∈B
dX(a, b),max
b∈B
min
a∈A
dX(a, b)}.
Example 6.3. Consider the pair N1, N2 of time consistent phylogenetic networks as in Fig. 4, modelled as ordered
Reeb graphs, and having the non-trivial partial order on their leaves, 1 < 2.
Figure 4: A pair of time consistent phylogenetic networks, each having 2 leaves and 1 cycle.
Also assume 0 < a < b < c < d and c − b < b − a < d − c as in Fig. 4. It is easy to check that, if we forget the
non-trivial order on the leaves of N1, N2, then these networks are isomorphic as ordinary Reeb graphs. However they
are not order-preserving isomorphic. We do this by showing that the Hausdorff distance–with respect to d∞–of the
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Figure 5: The additional leaf in each tree corresponds to an edge incident from above the reticulation vertex.
tree decompositions of N1, N2 is non-zero. Let T (N1) = {T1, T2} and T (N2) = {T3, T4} be the tree decompositions
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of N1 and N2 as in Fig. 5. We have
d∞(T1, T3) =
∣∣∣∣∣∣∣∣
 d b a· c a
· · c
−
 c a b· d a
· · c
∣∣∣∣∣∣∣∣
∞
= d− c,
d∞(T1, T4) =
∣∣∣∣∣∣∣∣
 d b a· c a
· · c
−
 c b a· d a
· · c
∣∣∣∣∣∣∣∣
∞
= d− c,
d∞(T2, T3) =
∣∣∣∣∣∣∣∣
 d a a· c b
· · c
−
 c a b· d a
· · c
∣∣∣∣∣∣∣∣
∞
= d− c,
d∞(T2, T4) =
∣∣∣∣∣∣∣∣
 d a a· c b
· · c
−
 c b a· d a
· · c
∣∣∣∣∣∣∣∣
∞
= d− c,
since c− b < b− a < d− c. Hence, we obtain
dH(T (N1), T (N2)) = max
{
max
1≤i≤2
{
min
3≤j≤4
d∞(Ti, Tj)
}
, max
3≤j≤4
{
min
1≤i≤2
d∞(Ti, Tj)
}}
= d− c > 0.
Remark 6.4. Assume A,B are finite. By definition, the Hausdorff distance between A,B can be computed in at
most |A| · |B|-many steps. That means, in particular, that computing the Hausdorff distance of a pair of phylogenetic
networks with n leaves and first Betti number s, takes O(|V|2(1 + s)24s) time. Namely, computing the Hausdorff
distance is fixed parameter tractable when the parameter is the first Betti number.
7 Concluding remarks
In this manuscript we showed that Reeb graphs are classified up to isomorphism by their tree-decomposition, we
constructed upper bounds for their isomorphism complexity, and showed that the isomorphism problem for Reeb
graphs is fixed parameter tractable when the parameter is the first Betti number. We proposed Reebord as model for
phylogenetic networks. Moreover, we proposed the use of Hausdorff distance as a metric for phylogenetic networks
with n leaves and first Betti number s. We speculate that our results, on one hand would further our understanding
of both the structure and isomorphism complexity of Reeb graphs, and on the other hand they will enhance the
existing methods on phylogenetic networks by providing new insights on how to do statistics and data analysis on
these structures.
Future work: It is in the author’s interests to apply properly the notion of Hausdorff distance to define a
metric on time consistent phylogenetic networks. In order to do that some restrictions on the ordered Reeb graphs
(phylogenetic networks) may need to be considered in addition to requiring a fixed number of leaves and cycles,
e.g. we may need to assume in particular a total order on the leaves and reticulation vertices. Also a natural question
to ask is whether there exist other tree decompositions for general ordered Reeb graphs, perhaps with fewer tree
factors, and how do they look like.
Furthermore, just like Reeb graphs can be identified with nice enough cosheaves on R valued in the category Set
of all sets [16], it seems that ordered Reeb graphs can be identified with constructible cosheaves F : Int → Pos on
R valued in the category Pos of all posets. If this speculation is true then one can define a notion of interleaving
distance for ordered Reeb graphs–in the sense of Bubenik et al. [8]–and thus phylogenetic networks in particular. The
interleaving distance will thus be a metric on the collection of arbitrary phylogenetic networks, i.e. not just the ones
with fixed number of leaves and first Betti number. This would give an advantage for one to use the interleaving
metric over the Hausdorff distance as a metric for phylogenetic networks. By Rem. 6.4, computing the Hausdorff
distance of a pair of phylogenetic networks is fixed paremeter tractable when the parameter is the first Betti number,
but we do not know whether this is the case also for the interleaving distance. In the near future the author wishes to
work towards the sheaf-theoretic aspects of ordered Reeb graphs and their implications to phylogenetics, e.g defining
an intelreaving metric for the comparison of arbitrary time consistent phylogenetic networks.
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