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Abstract 
The aim of this thesis is to investigate how the time-dependent behaviour of flood 
defence properties can be appropriately characterised and incorporated in a reliability- 
based approach. Such an approach is required in a maintenance optimisation 
framework for flood defence management. The first objective shows that existing 
structural reliability methods are suitable for the analysis and incorporation of asset 
time-dependent processes in flood defence (system) reliability. Recent progress on 
quantitative maintenance optimisation frameworks for flood defence management is 
drawn together and complemented by theory from other engineering disciplines. The 
second objective develops three importance measure types to indicate the relevance 
of the time-dependent processes in the context of a rational maintenance optimisation 
approach. These importance measures support practical operational management as 
well as maintenance optimisation model design. The third objective develops a 
modelling methodology to describe asset time-dependent processes of flood defences 
by a statistical model. The first phase in the modelling methodology is problem 
formulation. The second conceptualisation phase is a five-step analysis of the asset 
time-dependent process. Firstly, existing field observations and scientific 
understanding are assembled. Secondly, the excitation, ancillary and affected features 
and uncertainty types of the asset time-dependent process are analysed. The third 
step describes the character of the process conditional on the excitation. The fourth 
step analyses the dependencies between different asset time-dependent processes. 
The fifth step formulates alternative statistical models for the asset time-dependent 
process. The last phase in the modelling methodology is parameter estimation, 
calibration and model corroboration. Historical observations on asset time-dependent 
processes are scarce and can either be used for further extension of this phase or 
Bayesian posterior updating. The fourth objective demonstrates the methods 
developed in this thesis in a (system) reliability model of the Dartford Creek to 
Swanscombe Marshes flood defence system along the Thames Estuary. 
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1. Problem description 
This thesis shows how the time-dependent behaviour of flood defences can be 
modelled and embedded in a reliability-based approach. A methodology is developed 
to capture time-dependent processes involved with flood defences by a statistical 
model. Measures to indicate the importance of those processes in a quantitative 
maintenance optimisation context are proposed. The appropriate reliability theory to 
incorporate the time-dependency in flood defence (system) reliability is brought 
forward. The methods are demonstrated on the Dartford Creek to Swanscombe 
Marshes flood defence system located along the Thames Estuary in the UK. 
A general introduction of the thesis is given in section 1.1. The theoretical context of 
the thesis is formed by the rational flood defence management approach. Section 1.2 
provides an overview of the development of rational flood defence management in the 
past decades. The current standing in risk-based design of flood defences and in the 
development towards a maintenance optimisation framework in flood defence 
management is discussed. Section 1.3 describes the aim and objectives of the thesis. 
Section 1.4 is an introduction into the Dartford Creek to Swanscombe Marshes flood 
defence system in the Thames Estuary. Section 1.5 is an outline of the thesis in the 
form of an overview of the individual chapters. 
1.1. Introduction 
Quantitative risk and reliability methods provide a rational basis to the design and 
operational management of flood defence systems. These methods incorporate the 
physics as well as uncertainties associated with hydraulic boundary conditions, i. e. 
high water levels or wave conditions, the failure processes leading to breach of the 
flood defence and the spatial distribution of economic damages in the floodplain. 
The development of risk and reliability theory in flood defence management and more 
generally in the engineering industry has a long history. The emphasis was initially on 
the definition of the basics of structural reliability theory and finding computationally 
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feasible probabilistic calculation methods. Aspects in risk-based flood defence design 
that received attention early on were the statistical representation of hydraulic 
extremes and the understanding of the physical defence failure processes. The 
increasing computational capacity in the past decades enabled the incorporation of 
economic damages and of a reliability model of the defence failure processes in the 
risk analysis of flood defence systems. Currently, flood risk assessments for large 
scale flood defence systems are piloted and improved. The first initiatives have been 
taken towards a rational maintenance optimisation approach for flood defence 
management. However, a rational maintenance optimisation framework has not been 
fully specified yet for flood defence management. It is expected in this thesis that the 
most convenient model for the rational flood defence management decision-making 
framework is a mixture between a quantitative and qualitative optimisation 
framework. This approach merges the computational feasibility of a qualitative 
decision-making approach with quantitative objective prioritisation. 
The current reliability-based design approach of flood defences does not systematically 
take time-dependent flood defence behaviour into account. Such an approach is 
required in the context of a maintenance optimisation framework for flood defence 
management. This thesis describes how the time-dependent behaviour of flood 
defences can be appropriately characterised with a reliability-based approach. A 
number of levels is covered from the individual time-dependent processes, the 
incorporation in flood defence (system) reliability to the influence of the time- 
dependency in an overarching maintenance optimisation model. More specifically, the 
thesis proposes a modelling methodology to describe time-dependent processes 
associated with flood defences by a statistical model. Measures are developed to 
indicate the importance of the time-dependent processes in the context of a rational 
maintenance optimisation approach. The time-dependent statistical models are 
incorporated in a flood defence (system) reliability model. The development of these 
methods are held in the perspective of the practical flood defence management 
environment. 
The methods are applied to the Dartford Creek to Swanscombe Marshes flood defence 
system in the Thames Estuary. The safety level of the Thames Estuary flood defences 
is currently being reviewed. The next generation of the flood defence system is 
required to accommodate a sufficient safety level until the year 2100. Risk assessment 
methods are piloted to gain insight in the distribution of flood risk along the Thames 
2 
1. Problem description 
Estuary. The methods developed in this thesis are placed within the context of the 
practical flood defence management environment in the Thames Estuary and the UK. 
1.2. Rational flood defence management 
1.2.1. Brief historical overview of risk-based methods for flood 
defences 
Quantitative risk and reliability based methods for flood defences have been 
developing continuously for decades, finding references in this research field as early 
as e. g. Van Dantzig (1956). This development reflects more generally the increasing 
interest in the engineering industry towards risk-based design. 
Much effort was initially invested in the theoretical definition of the reliability of 
structural systems as well as finding computationally feasible probabilistic calculation 
methods, see for example Thoft-Christensen & Baker (1982), Vanmarcke (1983), 
Hasofer & Lind (1974), Hohenbichler & Rackwitz (1983), Hohenbichler & Rackwitz 
(1986) or Ditlevsen & Madsen (1996). Vrijling & Bruinsma (1980) employ a 
probabilistic model for the hydraulic design of the Eastern Scheldt barrier. A more 
general definition for probabilistic flood defence design is given in CUR 141 (1990) or 
e. g. Vrouwenvelder & Struik (1991). The introduction 'of probabilistic design in 
hydraulic engineering is also illustrated by Yen & Tung (1993), or Tung & Mays 
(1980). They cover a variety of topics from culvert design, probabilistic design of flood 
defences, probabilistic inspection modelling, analysis of water level and wave 
extremes to dam overtopping rates. Other examples are probabilistic dike slope 
stability analysis, Calle & Heijnen (1983), and the probabilistic design of dune flood 
defences described in Van de Graaff (1986). Hawkes et al. (2002) provides a 
modelling approach to the joint probability of waves and water levels in the UK, which 
is implemented in HR Wallingford (1998). The joint probability of waves and water 
levels is extended to estimate mean overtopping rates in Hawkes (1999). 
The framework for flood risk assessment is currently defined as described by section 
1.2.2 below. Structural reliability theory is discussed in more detail in chapter 2. The 
incorporation of the time-dependent flood defence behaviour in, a reliability-based 
model is part of an overall life cycle costing optimisation context. The framework for 
3 
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rational maintenance optimisation has not yet been defined for flood defence 
management. Section 1.2.3 provides background information about rational 
maintenance optimisation frameworks in the engineering industry. Chapter 3 describes 
practical flood defence management and theoretical details of maintenance 
optimisation. 
1.2.2. Current standing risk-based design of flood defences 
The fast increasing capacity of computers in recent years enabled the implementation 
of risk and reliability based methods for large scale systems of flood defences. Vrijling 
(2001) provides an outline for quantitative flood risk analysis. Vrouwenvelder et al. 
(1999,2001a & 2001b), Van Gelder (1999), Voortman (2003) and Lassing et al. 
(2003) describe risk and reliability methods for flood defences developed in the 
Netherlands during the last decade. Several pilot applications have been carried out, 
for instance to four dike ring areas in TAW (2000) and a large number of dike ring 
areas in DWW (2006). 
Sayers et al. (2002) and Hall et al. (2003) introduce tiered flood risk assessment 
methods in the UK. They build on Defra (2002), which characterises flood risk by 
means of the source-pathway-receptor-consequences framework shown in figure 1.1. 
The source component introduces the hydraulic loading on the flood defence 
structures in the form of a tide level and wave conditions or a river water level. The 
pathway to damage due to flooding is formed by failure processes leading up to 
breach of the flood defence structure. The consequences of flooding are economically 
Source Pathway Receptor 
(e. g. river or sea) (e. g. defence) (e. g. people in the Iloodplain) 
ezoofm-ý--Z 
A 
gý fý 
Source - river, estuary, Pathway - defence, defence Other sources - raln(alk Receptor - property, 
coast system, flood plain drainage Iswef people envkonn. ent 
Flood 
Load Load depth iota) damage (Ek) 
((load exceeded 
PtaiP(dept exceeded) P(damage exceedp 
Figure 1.1 The source-pathway-receptor-consequences model for flood risk ( Defra, 2002). 
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quantified damages to receptors such as people, residential or industrial properties. 
The improvement of the computational feasibility remains a continued subject of 
research interest due to the complexity of flood risk assessment models, see e. g. 
Dawson et al. (2005) and Dawson (2006). 
The concept of fragility captures the structural response given different loading 
conditions (Casciati & Faravelli, 1991). HR Wallingford (2005) and Dawson & Hall 
(2002) specify fragility for flood risk assessment as the probability of flood defence 
breach (pathway), or a combination of breaches at different locations, given a range 
of hydraulic loading conditions (source), see bottom of figure 1.1 for an illustration. 
Fragility therefore expresses the probability of flood defence failure conditional on the 
source variables. Buijs et al. (2003) presents an application of the software developed 
in the Netherlands (Vrouwenvelder, 1999,2001a & 2001b) to flood defence reliability 
analysis in the UK. 
Figure 1.2 shows how time-dependent processes and operational activities affect the 
source-pathway-receptor-consequences model of flood risk. Several processes 
introduce time-dependency in flood risk such as relative sea level rise (source), 
Optimisation of life cycle cost 
Snapshot flood risk assessment 
Il rrelýlý, r 
Tine-dependent t 
processes 
Flood Flood Flood 
Defence Defence Defenrr 
Section I Section 2 Section n 
Pathway: reliabiliiN Il IhtoLe uu ArýChcthk Hood 
analysis 
I Inod I risk ian land 
Intencntion 
I option 
Intervention I ii, l. 
ontion 
I1nLI\cI1 i1 flood risk reduction 
, t il, n III 
optimisation 
Figure 1.2 The place of time-dependent processes and maintenance intervention options in the source- 
pathway-receptor-consequences model of flood risk. 
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deterioration processes (pathway) or residential developments in the flood plain 
(receptor and consequences). This thesis describes how the time-dependent behaviour 
of the flood defences can be appropriately incorporated in a (system) reliability model. 
If the actual occurring flood risk exceeds the acceptable risk standard at some location 
in the floodplain, the operational manager has a portfolio of intervention options to 
reduce the flood risk to an acceptable level. Design and operational decision-making 
aims to minimise the life-cycle cost of a system of flood defence structures, see figure 
1.3 (according to Van Dantzig, 1956, and from Wiling, 2003). Life-cycle costing 
requires an appropriate characterisation of the behaviour of flood risk in time, and 
hence of the hydraulic loading and fragility in time. 
8 
ýa 
C 
C 0 
Figure 1.3 The economically optimal probability of failure Pf for a structure (from 
Vrijling, 2003). I is the investment in improvement, PV(PJS) the flood 
risk and Q the total cost. 
1.2.3. Maintenance optimisation in flood defence management 
A broad risk-based assessment of the life cycle cost of flood defences in the UK is 
currently available in Defra (2004). However, for flood defence systems a fully 
quantitatively underpinned risk or reliability-based maintenance decision-making 
framework is neither operational nor specifically defined. Below firstly the definitions 
of maintenance, maintenance optimisation models and the main building blocks in 
quantitative maintenance optimisation models are given. Secondly, the relevance of 
the maintenance optimisation context to this thesis is indicated. 
6 
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Main definitions in a maintenance optimisation framework 
Life cycle management for civil structures has been gaining more attention in practice 
in the course of the last ten to twenty years, e. g. in the Rock manual, CIRIA (2007) 
or port structures, PIANC (2007) and PIANC (1998). Vrijling (2003) defines 
maintenance in relation to flood defence systems as: all activities aimed at retaining 
an object's technical state or at reverting it back to this state, which is considered as 
a necessary condition for the object to carry out its function. Dekker (1996) and 
Petterson & Simola (2006) define maintenance in a more general context along the 
same lines as in Vrijling (2003). Dekker (1996) indicates a number of other issues 
besides its main aim that play a role in maintenance, such as: ensuring system 
function (availability, efficiency and product quality), ensuring system life (asset 
management), ensuring safety and ensuring human well-being. 
Maintenance optimisation models underpin quantitative maintenance decision- 
making. Dekker (1996) defines maintenance optimisation models as those 
mathematical models whose aim it is to find the optimum balance between the costs 
and benefits of maintenance, subject to all kinds of constraints. Faber (2000) sets out 
a quantitative risk-based framework for inspection planning in the offshore industry. 
According to Dekker (1996) maintenance optimisation models generally consist of 
four main building blocks. Pierskalla & Voelker (1976) bring forward a maintenance 
model consisting of similar components. Firstly, it contains a description of a technical 
system, its function and its importance. Secondly, it consists of a model of the 
deterioration of the system in time and possible consequences for the system. 
Thirdly, it requires a description of the available information about the system and the 
actions open to management. Finally, an objective function and an optimisation 
technique are included to assist in finding the best balance between maintenance 
costs and benefits. 
Relevance maintenance optimisation to this thesis 
As mentioned above, a quantitative rational maintenance optimisation framework has 
not yet been specified for flood defence management. The specification of such a 
framework requires an overview of current practice in flood defence management as 
well as knowledge about the types of rational decision-making approaches. There are 
three main types of rational maintenance decision-making frameworks: fully 
7 
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quantitative, fully qualitative and mixtures of quantitative and qualitative decision- 
making approaches. A mixture approach combines the computational feasibility of a 
qualitative approach with quantitative objective prioritisation. This mixture approach 
is illustrated in 3.2.3 with an application to design dike monitoring programmes. It is 
expected that the mixture approach is the most convenient model for the rational 
flood defence management decision-making framework. 
An impression of the maintenance optimisation context is relevant to this thesis for 
the following reasons. Firstly, it shows how the reliability-based approach for asset 
time-dependent processes contributes to an overarching rational maintenance 
optimisation model. Secondly, the choice to use a Markovian or Bayesian modelling 
approach for asset time-dependent processes is reviewed in the context of the 
overarching optimisation model. A Markovian or Bayesian approach determines how 
historical and future time series observations are incorporated. The choice therefore 
impinges on e. g. how monitoring events are modelled in the optimisation model and 
on which type of statistical time-dependency models are developed. Thirdly, the 
maintenance operations in flood defence management practice and the Bayesian 
decision-making framework form the context of the importance measures developed 
in chapter 4. 
Chapter 3 provides an overview of current and developments in flood defence 
management practice and goes into the main types of rational maintenance 
optimisation frameworks. 
1.3. Research aim and objectives 
This section firstly defines what is meant by flood defence properties, deterioration or 
damage and makes a distinction between different time-dependent processes. 
Secondly, the aim of the research project is given followed by the objectives. 
Flood defence properties, deterioration and time-dependency 
Flood defence properties are all the characteristics included in the performance model 
of the flood defence structure. These characteristics consist of structural properties, 
such as geometry, soil properties and vegetation, as well as hydraulic boundary 
conditions, such as local water levels and wave conditions. 
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A time-dependent process affecting a flood defence property therefore refers to 
deterioration processes, sea level rise or climate change and processes that cause 
intermittently damage as well as improvement of the structure. This research project 
does not deal with all types of time-dependency. Before moving on to the aim of the 
research project, a definition is given of damage or deterioration. Then a distinction is 
made between asset time-dependent processes and system time-dependent 
processes. 
Damage, deterioration and degradation are important notions in life cycle 
management. According to CIRIA (2007) damage is the result of an on-going 
deterioration or degradation process usually involving a decline in the state of 
structural properties. Deterioration or degradation is used to refer to the process 
causing the damage or to the damage itself. All three notions are therefore associated 
with a negative effect on the overall performance of the structure, and require a 
definition of what the structure entails. Damage, deterioration or degradation is thus 
only related to a specific class of time-dependent processes. CIRIA (1991) for 
instance defines damage as a certain change in the state of the structure, whereby 
the state of the structure is reflected by: the external boundaries or contours of the 
structure, typical cross sections of the structure and their configuration and finally the 
integrity of the constituent elements (e. g. rocks, crown wall). 
Time-dependent processes take place at the flood defence system level and the flood 
defence asset level. Flood defence system time-dependent processes require 
simulation at the system level before they can be incorporated in the flood defence 
performance of individual assets. Climate change is an example of a time-dependent 
process at the system level affecting the local water levels and wave conditions. 
Morphological development of e. g. the river bathymetry, the coastline or the 
alignment of dunes is another example of a time-dependent process at the system 
level. A receding foreshore affects the local hydraulic boundary conditions and is able 
to cause slope or revetment instability. Flood defence asset time-dependent processes 
can be simulated for individual assets. Crest level settlements are an example of a 
time-dependent process at the flood defence asset level. 
Both the flood defence system and asset time-dependent processes can be 
deterioration processes as long as they strictly have a negative effect on the 
structural performance. 
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Research aim 
The research aim is to investigate how the time-dependent behaviour of flood defence 
properties can be appropriately characterised and incorporated in a reliability-based 
approach. As indicated above, the time-dependent behaviour of flood defence 
properties covers a variety of different time-dependent processes and needs to be 
specified for this research project. The investigation in this research project is 
restricted to flood defence asset time-dependent processes. 
Main research objectives 
The-aim is achieved by the following research objectives: 
1. Review existing time-dependent structural reliability methods, maintenance 
optimisation frameworks and statistical models för time-dependent processes in 
the engineering industry. 
2. Develop a sensitivity analysis method to highlight relevant time-dependent 
processes and maintenance operations in the context of a rational maintenance 
framework. 
3. Provide a systematic methodology to develop alternative statistical models for 
time-dependent processes at the flood defence individual asset level. 
4. Incorporate the statistical models for time-dependent processes in the reliability 
analysis of the Dartford Creek to Swanscombe Marshes flood defence line. 
1.4. The Dartford Creek to Swanscombe Marshes flood 
defence system 
The first six chapters of the thesis present and develop the theory set out in the 
objectives above. The methods are then demonstrated in a reliability analysis of the 
Dartford Creek to Swanscombe Marshes flood defence system in chapter 7. This 
section is an introduction to this flood defence system and its setting formed by the 
Thames Estuary. See figure 1.4 for the location of the Dartford Creek to Swanscombe 
flood defence system in the Thames Estuary and for an indication of flood contours in 
the estuary. 
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Figure 1.4 The location of'Dartfnrd Creek and Swanscomhe Marshes in the Thames Estuary (top). An 
indication of flood contours along the Thames Estuary and the location of the Dartford Creek to 
Swanscombe Marshes flood defence system (bottom). 
In the late 1970s and early 1980s the flood defences along the Thames Estuary were 
subject to a major improvement scheme. After 30 years of service it will be 
approximately another 20 years before systematic refurbishment of the current flood 
defence system is required. The next generation of flood defences, ideally in place in 
2030, will be designed to last beyond 2100. The Environment Agency launched the 
Thames Estuary 2100 project (TE2100 project) to initiate the design of these large 
scale refurbishment works. Part of the feasibility stage of the TE2100 project is to 
carry out flood risk assessments to identify the most flood prone areas. The results 
serve to compare the costs and risk reduction of different maintenance intervention or 
improvement options. To enable life-cycle costing, insight is required in the time- 
dependent reliability of the defences. This research project is conducted in that 
context. 
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The flood defence line between Dartford Creek and Swanscombe Marshes has a length 
of 10.6 km. Of the total flood defence line, approximately 63% is made up by earth 
embankments, 17% by reinforced concrete walls and 20% by anchored sheet pile 
walls. 
The frontage also consists of a large variety of composite reinforced concrete and 
anchored sheet pile walls. In addition, there are over 25 floodgates with widths 
varying between 2.5 and 12 meter. However, both the floodgates and the composite 
structures are not considered in the research project. 
Figure 1.5 presents the elevation of the defence line and the division into the main 
defence types. The elevation is compared between those recently surveyed and those 
indicated on as designed / constructed drawings of the improvements in the '70s and 
'80s. These crest levels relate to a floodplain elevation of between OD+Om and 
OD+2m. An indication of the tide levels is given by a highest recorded water level of 
about OD+4.9m downstream near Swanscombe Marshes and of about OD+5. lm 
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Figure 1.5 Elevation of the defence line between Dartford Creek to Gravesend: after '70s / '80s 
improvements (in continuous black) versus the recently surveyed defence line (light and dashed). 
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upstream near Erith. 
Three details are brought to attention in figure 1.5. Area 1 consists of earth 
embankments. The variations in the crest level are attributed to compaction of the 
foundation underneath the earth embankments. The compaction is caused by the 
construction of an embankment behind the original flood defence embankment in the 
'70s and '80s. One explanation for the variations in compaction originates in 
differences in ground level. A relatively low ground level requires a thicker soil layer to 
achieve a design level of OD+7m and hence introduces more compaction load. Other 
explanations are variations in clay properties, the thickness of the alluvium layer or 
the presence of peat lenses. The troughs indicated by 2 and 3 in figure 1.5 are related 
to reinforced concrete walls. The thickness of the concrete wall crest is limited and not 
picked up by the survey. The actual measured level is the ground level just behind or 
in front of the reinforced concrete wall. 
The `70s and `80s improvements to the Thames Estuary flood defences were triggered 
by the storm that took place in January 1953. During this storm earth embankments 
failed due to overtopping of the crest, seepage into fissures and cracks followed by 
slope instability. Another type of failure was brought on by uplifting and piping behind 
the earth embankments of the impermeable clayey and peaty layers. Later slope 
instability occurred during the construction of the earth embankment improvements. 
This failure was mainly caused by applying the weight of the improvement too quickly. 
The inspection and maintenance intervention approach in the Thames Estuary 
corresponds with that recommended by the Environment Agency (1996) in the Flood 
Defence Management Manual (FDMM). 
1.5. Outline 
Below a description is given of the subjects discussed in each chapter. The relations 
between the chapters and the objectives are shown in figure 1.6. Chapter 2 is an 
overview of existing structural reliability theory. Chapter 3 describes current flood 
defence management practice and quantitative, qualitative and mixture rational 
maintenance optimisation frameworks. Chapter 4 develops the importance measures 
for asset time-dependent processes and maintenance operations in the context of the 
overarching maintenance optimisation context. These importance measures 
13 
1. Problem description 
Chapter 2- reliability theory 
Chapter 3- flood defence 
management and maintenance 
optimisation 
Chanter 4- imnortance ýý ý, 
r measures 
Chapter 5- existing statistical 
time-dependency models 
Chapter 6- modelling 
methodology for asset time- 
dependent processes 
Review existing time-dependent 
structural reliability methods. 
maintenance optimisation 
' frameworks and statistical models for 
-- 
Iýý 
time-dependent processes in the 
>f 
f ff I 
"_ 
Objective 2 
Develop measures to indicate the 
influence of time-dependenm 
orottsses and maintenance 
operations in a maintenance 
optimisation context. 
Objective 3 
Develop systematic method to 
`. ` formulate alternative statistical 
%ý models for asset time-dependent 
-'; - \ %\ 
 
Chapter 7- Case study: 
Dartford Creek to Swanscombe ------------------ 
Marshes flood defence system 
Objective 4 
Incorporation of statistical asset time- 
dependent process models in 
reliability model of Dartford Creek to 
Swanscombe Marshes flood defence 
Figure 1.6 The relations between the chapters and the research objectives 
correspond with objective 2 in this thesis. Chapter 5 gives additional theoretical 
background to existing statistical models for time-dependent processes. Chapter 6 
sets out the modelling methodology for statistical models of asset time-dependent 
processes, corresponding with objective 3 in this thesis. Chapter 7 defines the time- 
dependent reliability model for the Dartford Creek to Swanscombe Marshes flood 
defence system. 
Chapter 2- Structural reliability methods 
Chapter 2 presents theoretical background information about risk and reliability-based 
methods in the engineering industry. The types of uncertainty that are encountered in 
engineering problems are categorised. Fault trees, failure mechanisms and limit state 
equations form the basic model in a reliability analysis. The main probabilistic 
calculation methods in a quantitative reliability analysis for single as well as a system 
of flood defences are briefly discussed. The chapter shows how time-dependent 
processes are incorporated in a reliability analysis. The lifetime probability of failure 
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and hazard rate of a flood defence contribute to the rational maintenance decision- 
making framework. 
Chapter 3- Flood defence management and rational decision-making 
A quantitative rational maintenance optimisation framework has not yet been 
specified for flood defence management. The specification of such a framework 
requires an overview of current practice in flood defence management as well as 
knowledge about the types of rational decision-making approaches. It is then possible 
to get an impression of how the research on asset time-dependent processes in this 
thesis contributes to a wider rational maintenance optimisation model. 
Chapter 3 describes the flood defence management environment in practice. This 
overview provides an impression of the current maintenance prioritisation methods 
applied in practice and the maintenance operations open to management. This 
information is required in a rational maintenance decision-making framework such as 
described below. Current flood defence management and the development of current 
practice towards rational maintenance decision-making is discussed. 
Chapter 3 then presents the theoretical background to rational maintenance decision- 
making frameworks applied in the engineering industry. Rational maintenance 
decision-making frameworks are quantitative, qualitative or a mixture of both. Fully 
quantitative maintenance decision-making frameworks are the foundation for whole 
life-cycle costing of a flood defence system. Generally, the main building blocks in a 
quantitative rational maintenance framework are: a functional system model, a risk 
and reliability system model, an operational management model and a calculation 
optimisation model. Existing theory in flood defence management relating to these 
building blocks is summarised and where possible complemented by theory from 
other branches in the engineering industry. Quantitative optimisation of the lifetime 
flood defence system performance is a complex problem and computationally very 
intensive. Qualitative maintenance decision-making frameworks for engineering 
systems set up a qualitative analysis of the failure mechanisms and their mutual 
relations. That analysis is used to structure operational activities. A disadvantage of 
qualitative maintenance decision-making is that prioritisation of activities is not 
quantitatively supported and therefore relatively subjective. It is expected that a 
mixture of a. qualitative and quantitative approach is most suitable for flood defence 
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management. Such a mixture merges the computational feasibility of a qualitative 
approach with the objective prioritisation enabled by a quantitative approach. 
Chapter 4- Importance measures supporting risk-based flood defence 
management 
Chapter 4 reviews and develops reliability-based and risk-based importance measures 
to support the management of flood defence systems without or in advance of a full 
life cycle optimisation. Firstly sensitivity measures are discussed indicating the 
sensitivity of the reliability analysis to different random variables, i. e. flood defence 
properties. This provides insight in the sensitivity of reliability to a change due to 
time-dependency or operational intervention. Secondly, importance measures to 
highlight the relevant time-dependent processes are developed, as a combination of 
increase in flood risk and costs of inspection and damage remediation. Knowledge 
about relevant time-dependent processes focuses research and monitoring efforts in 
advance of the life cycle optimization. It also enables the elimination of irrelevant 
time-dependent processes from the optimisation problem, increasing the 
computational feasibility. Thirdly, importance measures to indicate the impact of 
different operational activities on the flood risk reduction in relation to the cost of the 
activity are developed. These importance measures support an operational manager 
who has to achieve immediate flood risk reduction, but does not have the means or 
justification for a full life cycle optimization. In addition, they support the elimination 
of irrelevant operational activities in advance of the life cycle optimization. 
Chapter 5- Existing statistical models for time-dependent processes 
Chapter 5 provides the theoretical background for statistical models for asset time- 
dependent processes. The definitions of stochastic processes and time series are 
presented. The statistical models for asset time-dependent processes is categorised 
according to three main compositions: a stochastic process for the overall time- 
dependent quantity, a hierarchical process or a parametric process. The suitability of 
existing statistical models for time-dependent processes is investigated in the context 
of flood defence asset time-dependency. Failure rate and time-dependent reliability 
index models are evaluated. Subsequently, the applicability of renewal models, 
continuous stochastic processes and hierarchical stochastic processes to represent 
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time-dependency is reviewed. Some dependency models are introduced to model 
correlated asset time-dependent processes. 
Chapter 6- Statistical models for asset time-dependent processes of flood 
defences 
Chapter 6 develops the modelling process to establish statistical models for asset 
time-dependent processes of flood defences. The main steps in this modelling process 
are: problem formulation, conceptualisation, estimation and calibration and 
corroboration. The problem formulation outlines the task specification of the asset 
time-dependent process model itself and as part of the overarching maintenance 
framework. The conceptualisation issues a systematic methodology to develop 
alternative statistical models for the asset time-dependent process. This systematic 
methodology aims to achieve an appropriate quality of the internal properties of the 
statistical model. Estimation, calibration and corroboration aim to achieve an 
appropriate quality of the external properties of the statistical model. The 
methodology recommends in which cases point estimation, hypothesis testing, expert 
elicitation or Bayesian updating are relevant. It, additionally explores how to evaluate 
the performance of the asset time-dependent process model in the context of the life 
cycle cost optimisation problem. 
Chapter 7- Case study: the Dartford Creek to Swanscombe Marshes flood 
defence system 
The time-dependent reliability methods developed in the previous chapters are 
applied to the Dartford Creek to Swanscombe Marshes flood defence system in the 
Thames Estuary. Chapter 7 sets up the time-dependent reliability analysis of the 
Dartford Creek to Swanscombe Marshes flood defence system. The site description 
contains an evaluation of the information sources for geometry, soil conditions and 
hydraulic boundary conditions. The individual structure types are analysed in more 
detail. The historical failure processes are collected and the reliability analysis is set 
up consisting of fault trees, failure mechanisms and their limit state equations. The 
importance measures are calculated for the structure types on the case study site. 
Subsequently, the asset time-dependent processes of the structure type are analysed 
according to the modelling methodology outlined in chapter 5. Based on that analysis, 
time-dependent fragility and lifetime probability of failure is calculated. Finally, the 
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time-dependent system reliability model for the flood defence system is defined and 
the time-dependent system reliability results are produced. 
Chapter 8- Conclusions and recommendations 
Chapter 8 starts with a brief overview of the main objectives mentioned in section 1.3 
and figure 1.6. The conclusions are then presented according to the objectives. The 
conclusions with regard to objective 1 discuss the suitability and possible limitations 
of existing theory about reliability, quantitative rational maintenance optimisation and 
statistical models for time-dependent processes. The conclusions with regard to 
objective 2 consider the ability of the in chapter 4 developed importance measures to 
represent the sensitivity of reliability to random variables, compare the relevance of 
time-dependent processes and to provide a rational' basis for comparison of 
operational activities such as monitoring and repair. The conclusions with regard to 
the modelling methodology for asset time-dependent processes contributed in chapter 
6, objective 3, discuss the benefits of a structured conceptualisation approach. These 
conclusions also cover the implications of limited data availability for model 
calibration, corroboration and the incorporation of future observations. Finally, the 
possible advantages of a qualitative analysis of the asset time-dependent process for 
the choice of for example a state-or time-dependent maintenance approach are 
discussed. The conclusions with regard to objective 4 consider the results of the 
application of the time-dependent (system) reliability model to the Dartford Creek to 
Swanscombe Marshes flood defence system. The conclusions are subdivided into: the 
information availability; the application of the importance measures developed in 
chapter 4; the asset time-dependent process models developed according to the 
modelling methodology contributed in chapter 6; the time-dependent fragility / 
lifetime probability of failure results; the results of the time-dependent flood defence 
system reliability model. Section 8.3 provides the recommendations structured 
according to the 4 objectives in figure 1.6. 
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This chapter provides background information about risk and reliability-based 
methods in the engineering industry. Statistical models for asset time-dependent 
processes, developed later in this thesis, are eventually embedded within the 
reliability analysis of flood defence systems. The reliability analysis forms part of an 
overarching rational maintenance framework for flood defence management, see 
chapter 3. 
Section 2.1 introduces reliability-based design, failure mechanisms and system 
analysis. The reliability analysis in this thesis aims to capture the uncertainties related 
to flood defence structures. Section 2.2 provides a classification of uncertainties 
related to hydraulic structures. Section 2.3 discusses probabilistic calculation methods 
applied in reliability-based design. Section 2.5 introduces the most important 
concepts in time-dependent reliability. Existing reliability-based methods for flood 
defence design are described in section 2.6. 
2.1. Reliability, failure mechanisms and system analysis 
Engineering systems and its individual elements are built to fulfil one or more 
functions. Failure occurs in the event that a system or an individual element fails to 
fulfil one or more functions. Failure might therefore concern structural collapse as well 
as failure to provide a service for which the structure was designed. A failure 
mechanism is the process resulting in failure. The failure mechanism leads up to the 
limit state, a state in which failure is just occurring. The reliability is the probability 
that this limit state will not be exceeded during a specified reference period (Thoft- 
Christensen & Baker, 1982). A limit state equation quantifies the limit state and is 
generally represented by the following expression: 
Z=R-S=9(X) (2.1) 
In which Z: 5 0 represents failure of the structure, R is the strength of the structure or 
element and S is the loading of the structure or element both expressed in the form of 
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process-based models. The probability of failure is calculated with the following 
probability integral, Thoft-Christensen & Baker (1982), CUR 190 (1997): 
Pf = P(Z 5 0) =f FR(x)fs(x)dx (2.2) 
In which Pf is the probability of failure, FR(x) is the cumulative probability distribution 
of the strength R, fs(x) is the probability density function of the loading S and x is the 
collection of basic random variables xi, .., x0. Each of these basic random variables is 
represented by a specific probabilistic distribution function type and associated 
parameters. 
In an engineering system several different failure mechanisms interact involving a 
number of different individual elements. System analysis supports the calculation of a 
system reliability or risk. Examples of system analysis methods are (Moubray, 1997, 
CUR, 1997): fault tree analysis; Failure Mode, Effects and Criticality Analysis (FMECA); 
cause consequence charts. The most suitable system analysis method depends on the 
type of application. Reliability centred maintenance often uses FMECA to structure the 
analysis of the engineering system. 
Probabilistic calculations of engineering system probability of failure usually benefit 
from a fault tree analysis. A fault tree lists the logical succession of all events that lead 
to one undesired top event. This event is placed in top of the tree. Fault trees are 
especially suitable for displaying cause-consequence chains that lead to an undesired 
top event, when one cause has two distinct consequences, e. g. yes or no, positive or 
negative, good or bad, failing or not failing. Only the negative consequences are listed 
in the fault tree. 
2.2. Uncertainty classification 
Many different kinds of uncertainty are involved with the design and construction of 
engineering structures. The classification of these uncertainty types enables the 
development of appropriate statistical models for the uncertainties in the engineering 
problem. Several sources suggest uncertainty classification in the engineering 
industry. A typical uncertainty classification is e. g. given by Ditlevsen & Madsen 
(1996) into physical uncertainty, statistical uncertainty and model uncertainty. 
Another example is provided by Pate-Cornell (1996) who suggests a main 
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classification into aleatory and epistemic uncertainties. Van Gelder (1999) further 
refines this classification in the context of risk-based design of flood defences. Figure 
2.1 presents this uncertainty classification, in which inherent uncertainty is another 
term for aleatory uncertainty. Van Gelder (1999) and Vrijling & Van Gelder (2005) 
illustrate how such an uncertainty classification guides uncertainty reduction. In flood 
and coastal management in the UK Defra / Environment Agency (2002) recommends 
an uncertainty classification that builds amongst others on Van Gelder (1999). It 
refers to natural variability rather than inherent or aleatory uncertainty and adds 
decision uncertainty to the epistemic uncertainty branch. 
Inherent 
uncertainty 
uncertainty in 
time 
Inherent 
uncertainty in 
space 
Statistical 
uncertainty 
Epistemic uncertainty 
uncertainty Distribution 
type 
uncertainty 
Model 
uncertainty 
Figure 2.1 Uncertainty classification, from Vrijling & Van Gelder (2005) 
Van Gelder (1999) provides a description of the different uncertainty types. Inherent 
uncertainty in time represents the uncertainty about the future realisation of a 
variable. Inherent uncertainty in space is the natural variation present in for instance 
soil properties. Statistical uncertainty is introduced when due to the restricted size of 
the dataset several different statistical distribution functions and parameter values 
may be equally credible. Statistical uncertainty of variations in time concerns the 
limited availability of time records to support the estimation of the probability of 
exceedance in the extreme tail. Statistical uncertainty of variations in space covers the 
limited ability to exactly measure the variations in space across all locations. Another 
type of spatial statistical uncertainty is the limited ability of statistical models to 
exactly represent the measurements, even if they are exactly known across all 
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locations. Model uncertainty refers to the extent of representation of physical reality 
provided by the process model predictions. 
Inherent uncertainties in time and space are considered to be irreducible as they are 
naturally present, Vrijling & Van Gelder (2005). Consider the following idealised 
situation. It is assumed that the crest levels along the flood defence line are exactly 
known at each location. The (in this case exactly known) variations in crest levels 
along the flood defence line represent the inherent uncertainty in space. The flood risk 
assessment is carried out for a grid containing a limited number of flood defence 
sections. The inherent spatial variations of the flood defence properties between two 
flood defence sections within that grid are captured by a statistical distribution 
function and a correlation structure. The result would be equal if the uncertainties are 
taken into account by carrying out the flood risk assessment with an infinitely fine grid 
in which the crest level is deterministic at each location. The inherent spatial 
uncertainties are thus irreducible. Practically, the ability to carry out flood risk 
assessments with an infinitely fine grid is limited. Another practical limitation is the 
inability to measure flood defence properties at each location. As mentioned before, 
this limitation is considered to be statistical rather than inherent uncertainty of spatial 
variations, which is reducible epistemic uncertainty. 
Epistemic uncertainties are caused by lack of knowledge and can generally be reduced 
by gathering data, research or expert elicitation. 
2.3. Probabilistic calculation methods 
Three levels of probabilistic calculation methods are distinguished. Level 3 methods 
approximate the integral in equation (2.2). For instance Riemann integration carries 
out step-by-step integration of (2.2), e. g. Lannoy (2004). Monte Carlo and directional 
sampling methods are described by Ditlevsen & Madsen (1996). Monte Carlo methods 
randomly sample from the (joint) probabilistic distribution functions of the basic 
random variables, Lannoy (2004), CUR 190 (1997). The joint probability distribution 
function FX(X) of the variables X1, ..., X, in the 
limit state function can be written as: 
FF(X) = Fx1 (X, ) . Fx21 xl 
(X2IXi)... Fxl xx2,..., x, _, 
(X., I X1, XZ, ..., Xn-1) (2.3) 
A cumulative distribution function FX maps X1, ..., X onto the interval [0,1]. This 
mapping can be represented by a uniform distribution U(0,1). The Monte Carlo 
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simulations sample m values from U(0,1) and transform them with the inverse 
distribution Fx 1 to Xl,..., X. For each sample the value of g(X), equation (2.1) is 
calculated, and overall: 
m 
mf = 51(9(x)) 
1=1 
In which I(g(X)) is the indicator function: 
(2.4) 
I(g(X)) =1 g(X) 50 (2.5) 
I(g(X))=0 g(X)>0 
The number of times mf that Z: 50 is divided by the total number of simulations m to 
estimate the probability of failure Pf: 
Pf - 
mf (2.6) 
m 
The standard deviation o of the probability of failure Pf in case of m simulations is 
given by: 
6= 
1-Pf (2.7) 
mPf 
Level 2 methods iteratively approximate the probability of failure based on an 
I 
Figure 2.2 Linearization of Z as a function of standard normal variables U, and U2.. The 
reliability index ß is the shortest distance between the origin and the limit state 
function. 
23 
2. Structural reliability methods 
idealization of the failure space and transformation of the basic random variables. See 
for details Thoft-Christensen & Baker (1982), Ditlevsen & Madsen (1996) or Melchers 
(1999). First Order Reliability Method, FORM, is an example of a level 2 method. FORM 
approximates the probability of failure by transformation of the limit state function to 
the standard normal space, followed by linearization and iteration to the design point, 
see figure 2.2. Hasofer & Lind (1974) show that the calculated probability of failure is 
invariant for the formulation of the limit state equation, if the limit state function is 
linearized in the design point. The design point is the realization of Xl,.., X, with the 
highest joint probability density in the normal space, usually found on the boundary 
between failure and non-failure Z=g(X)=O. The design point is characterized by the 
shortest distance between Z=O and the origin in the standard normal space. This 
distance is indicated by QHL, the reliability index, defined by: 
QHL 
- 'gZ - 
az 
(2.8) 
in which iii is the mean value and o is the standard deviation of the limit state 
function Z. The basic variables in equation (2.1) are transformed to standard normal 
variables U1,.., U,,. Equation (2.1) then becomes a function g, of standard normal 
variables Z=g(U,,.., U). Linearization of g in the design point with coordinates 
(ui*,.., u) by means of a Taylor expansion leads to: 
auf 
9u(ui,.. tun. 
)=0 
(2.9) 
(2.10) 
(2.10) is a requirement in the design point. Influence coefficients are defined by: 
agu (Ü. ) 
al=, 
(u") 
a (gi-i 
(2.11) 
The coordinates of the design point (ui*,.., u*) equal (a1, ßHL,.., a, QHL). The coordinates 
of the design point are unknown in advance and are found by iterative calculations of 
(2.10) and (2.11). Starting values are given to al, .., o, and 8HL. The linearized limit 
state function in the standard normal space, ZT; St, can also be written in a 
standardized form once al, .., cr, and 63HL have been established: 
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Z; t= QHL - a1u1 + ... + anus = QHL -a 
TU (2.12) 
(2.12) illustrates that the influence coefficients are in fact direction cosines. They 
indicate the contribution of the uncertainty of individual variables to the overall 
probability of failure. (a)2 is therefore the linear correlation coefficient, p(Z, X, ), 
between the variable X, and function Z in the design point, Hohenbichler & Rackwitz 
(1986). Transformation methods are available to deal with non-normally distributed 
variables and correlated basic random variables, Vrijling & Van Gelder (2000). 
The probability of failure is approximated with: 
Pf = P(Z 5 0) . P(pHL - arU 5 0) = (D(- ßHL 
) (2.13) 
More sophisticated level 2 methods exist such as the Second Order Reliability Method, 
SORM. First a FORM approximation of the design point is carried out to find a design 
point. SORM refines the reliability index by fitting a second order curvature to the 
design point rather than a Taylor expansion, see Breitung (1984) or Ditlevsen & 
Madsen (1996). 
Level 1 methods embed the uncertainty with regard to structural properties in 
reliability estimates by means of safety factors. For example strength properties are 
adjusted to represent a value which is exceeded in 95% of the cases, whilst loading 
properties are adjusted to represent a value which is exceeded in 5% of the cases. 
2.4. Time-dependent reliability analysis 
Structural reliability is a relative measure depending on the specified reference period 
over which it is calculated, see section 2.1.2. As will be seen in section 2.2, the 
reliability or probability of failure during a lifetime interval of a structure is required to 
carry out quantitative life-cycle costing. The hazard rate is closely related to the 
probability distribution function of structural lifetime. These two notions are therefore 
firstly introduced below. Secondly, the correlation between two limit state functions in 
time is presented and its implications for lifetime probability and hazard rate. Finally, 
the two main approaches to derive interval reliability are brought forward: time- 
integrated and time-dependent reliability. 
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2.4.1. Lifetime probability and hazard rate 
The lifetime probability distribution function FL(t) is (with reference to: Melchers, 
1999, CUR 190,1997, Vrouwenvelder, 2005): 
FL (t) = P(L <_t) = PL (t) (2.14) 
in which L is the lifetime and t is the specified period of interest, PL(t) is therefore the 
probability of structural failure in this period. The lifetime probability density function 
is given by fL(t): 
fL(t) =d dtt) 
(2.15) 
The probability of failure in a specified period dt during the lifetime is: 
P(t <L<t+ dt) = FL(t + dt) - FL(t) = fL(t)dt (2.16) 
This can also be formulated as: 
fL(t)dt = P((failure for rE (t, t+ dt)) n (no failure for re (0, t))) (2.17) 
The hazard rate, r(t), is the probability that failure occurs in a specified period given 
that no failure occurred in the preceding period, and is formulated as follows: 
r(t)dt = P((failure for re (t, t+ dt)) 
I (no failure for ze (0, t))) 
lfL(t)dt 
fL(t)dt 
t))) 
(2.18) 
no failure for rE (0, t 1-FL(t) 
The relationship between the hazard rate on the one hand and the lifetime probability 
distribution and density on the other hand is: 
fL(t)dt = r(t)dt(1- FL(t)) (2.19) 
r(t) = 
fi(t ) (2.20) 
1FL (t 
The lifetime probability distribution is found by solving the differential equation below. 
dFL(t) 
= (1 - FL(t))r(t) (2.21) dt 
t 
Fi(t)=1-exp - 
fr(r)dr (2.22) 
0 
In mechanical engineering practice the hazard rate is often associated to the notion of 
the bathtub curve. The hazard rate decreases in the early stages of the object's 
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lifetime, due to infant mortality. Infant mortality is followed by a relatively constant 
hazard rate, finally overtaken by an increasing hazard rate due to aging. Moubray 
(1997) speaks of a `bathtub curve' fallacy based on age-reliability patterns for non- 
structural aircraft equipment. According to this research only 4% of the equipment 
displayed age-reliability behaviour in the form of a bathtub curve. Most of the 
equipment, 82%, had infant mortality followed by a slowly increasing hazard rate, or a 
generally constant failure rate. In terms of maintenance the interesting effect is that 
replacement or repair as-good-as-new of such components does not change the time 
to failure. On the contrary, the new component might show infant mortality and 
therefore increase the probability of failure. 
2.4.2. Time-integrated and time-dependent reliability 
One or more variables can introduce time-dependency in the reliability analysis, in 
both the strength and the loading models. For instance in (2.23) below Xj; t introduces 
time-dependency in Z(t): 
Z(t) = g(xl,... , Xl; t, ... , Xn (2.23) 
Time-integrated reliability analysis captures the time-dependency of X,; t by means of 
one statistical distribution function for a period of interest [0, T]. Subsequently, the 
probability of failure during that period is calculated. The reference period can be any 
convenient duration, e. g. one year or ten years. Such statistical distribution functions 
are for example the annual maximum water levels, the distribution function of the 
significant wave height during a storm or other extreme value distributions of loading 
variables. 
Time-dependent reliability analysis describes X,; t by means of a time-dependent 
process based model or a stochastic process and calculates the reliability per unit time 
(with reference to: Melchers, 1999, CUR 190,1997, Vrouwenvelder, 2005). With 
FL (T)=P(LST)=1-P[Z(X(t), t)>0] vtE[0, T] (2.24) 
Equation (2.24) can generally not be solved analytically, Engelund et al. (1995b). 
FL(T) in equation (2.24), or the probability of failure in specified time interval [0, T] of 
interest can be approximated with the outcrossing approach. The outcrossing 
approach then approximates the lifetime probability FL(T) with a Poisson distribution 
based on the assumption of independent outcrossings, Engelund et al. (1995b): 
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FL(T) -1- exp{- E[N+(T)] (2.25) 
in which E[N+(T)] is the mean number of crossings of X(t) into the failure domain 
during [0, T]. In the stationary case E[N+(T)] = v+T, where v+ is the outcrossing 
intensity. In this paper the lifetime period of interest [0, T] is subdivided into N time 
intervals At. The mean number of crossings in a time interval is approximated by 
P{et, ), the time-dependent probability of failure during a period et,, and relates to 
(2.17). The numerical implementation to calculate P, (t t, ) is described in appendix E. 
2.4.3. Autocorrelation between reliability at two moments in 
time 
Investigation into the autocorrelation between the reliability at two moments in time 
indicates whether this correlation can be attributed to loading uncertainty or strength 
uncertainty. Vrijling & Van Gelder (1998) derive the following expression for the 
correlation between the reliability at t=i and that at tj, p(Z,, Zf): 
Z= PRRl6R, 6Rj + PS,, S1CS, QS, Z ii 6ZI 6Zi 
(2.26) 
In which pRR, is the correlation between the strength R at t=i and tj, QR, is the 
standard deviation of the strength at t=i, 0R, is the standard deviation of the strength 
at tj, psS, is the correlation between the loading S at t=i and at tj, as, is the 
standard deviation of the loading at t=i and asj is the standard deviation of the 
loading at t =j. 
(2.26) corresponds with the autocorrelation coefficient in space between two 
segments of dike ring given by CUR 141 (1990), characterised by Z, and Zj. Equation 
(2.26) can therefore be considered from both a spatial and a temporal autocorrelation 
point of view. From a temporal point of view (2.26) strength variables are assumed to 
be fully correlated in two consecutive time steps / and J. Additionally, loading variables 
are assumed to be uncorrelated if the loading is formed by the hydraulic climate. 
These two assumptions lead to pRRj -1 and psos, - 0, leaving together with (2.26) 
the following expression, see Vrijling & Van Gelder (1998): 
z P(Z ,Z t7k j22+ U2 UR S (2.27) 
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Therefore if 6s» QR then p(Z,, ZZ) 4 0, which implies that consecutive time steps can 
assumed to be independent, then (2.26) approximates aRZ. The coefficient of influence 
or direction cosine aR is defined according to (2.11). So, if the coefficients of influence 
of the strength variables are negligible compared to those of the loading variables, 
then the correlation between the reliability at two consecutive time steps is practically 
zero. Zero correlation between the reliability at two consecutive time steps implies 
independent probabilities of failure at t=i and at t =j. This situation allows a 
simplification of the lifetime probability integral: 
FL(N)=1-(1-py-1-exp(-Np) (2.28) 
in which FL(N) is the probability that the lifetime L is smaller than N years and p is the 
probability of failure during a unit time, e. g. a year. 
Flood defences with a high uncertainty related to loading, as, relative to that related to 
strength, q R, are characterised by a low correlation coefficient (Vrijling & Van Gelder, 
1998). A low correlation coefficient implies a relatively constant hazard rate and 
independent annual probabilities of failure. Conversely, a low uncertainty related to 
loading relative to that related to strength leads to a nearly fully correlated reliability 
in time. A high correlation coefficient implies that the annual probability of failure 
equals the lifetime probability of failure and that the hazard rate decreases to a 
constant probability or even zero. This behaviour relates to the concept of proven 
strength. Proven strength implies that once a flood defence has been able to withstand 
a representation of typical storms, it can be expected to do so in future. Proven 
strength relates to the constant hazard rate to which the 'infant mortality' part of the 
bathtub curve stabilises. 
2.5. Reliability-based flood defence design 
The benefits of probabilistic methods for flood defences were recognised early (Van 
Dantzig, 1956 and the Delta commission, 1960). The Delta commission (1960) made 
recommendations about the required safety levels in the dike ring areas in the 
Netherlands and set out how to achieve and maintain them. It was recognised at the 
time that probabilistic methods provided a rational approach, but were not 
computationally feasible. In the course of the last decades the computational capacity 
of computers developed sufficiently to enable flood defence system reliability models. 
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Probabilistic reliability analysis approaches for flood defences were formulated, e. g. 
CUR 141 (1990), Vrijling (2001), Van Gelder (1999), Vrouwenvelder et al. (2001a & 
2001b), Vrouwenvelder (1999) and piloted, e. g. DWW (2006) and TAW (2000). 
Following and extending these developments are the probabilistic reliability analyses 
for flood defences in Kortenhaus & Oumeraci (2002) and Buijs et al. (2006). The 
improvement of the computational feasibility remains a continued subject of research 
interest due to the complexity of flood risk assessment models, see e. g. Dawson et al. 
(2005) and Dawson (2006) 
Reliability-based methods for flood defences embedded in software developed in the 
Netherlands (Vrouwenvelder (1999,2001a & 2001b) is summarised below. The 
following main parts are discussed: modelling approaches of the flood defence system, 
failure mechanisms statistical models and probabilistic methods. 
Modelling approaches for flood defence systems 
The first step in the modelling approach is a definition of the flood defence system 
and its main structure types. The definition of the system is related to the boundaries 
of the floodplain protected by the flood defence line. The historical failure processes of 
the main structure types are established. Secondly, the failure mechanisms and their 
mutual relations are analysed per structure type and organised in a fault tree. Limit 
state equations are formulated for the failure mechanisms. The fault tree captures the 
logical relations between the failure mechanisms. Thirdly, the flood defence line is 
discretised into flood defence sections. Each section is represented by one cross 
section and its corresponding characteristics. The extracted information from the flood 
defence system serves as a basis for the probabilistic calculations. This model is 
developed in specific for the Dartford Creek to Swanscombe Marshes flood defence 
system in chapter 7. Another illustration of the process to capture a real flood defence 
system in a reliability analysis can be found in Buijs et al. (2003) (after CUR, 1990). 
Failure mechanisms 
Vrouwenvelder et al. (2001a) recasts existing failure mechanism models into limit 
state equations. These failure mechanism models correspond to or are similar to the 
mainly deterministic safety assessment of flood defences in practice, see TAW (1985), 
TAW (1989), TAW (1995), TAW (1997), TAW (1999). These process models provide a 
fairly detailed representation of the main failure mechanisms of dikes. In the mean 
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time they are computationally feasible within a system reliability model which is 
applied in large scale safety evaluations. Floodsite (2007) and Kartenhaus & Oumeraci 
(2002) represent failure mechanisms by process models and limit state functions with 
a similar degree of complexity. Floodsite (2007) is a comprehensive source covering a 
variety of structure types subject to different types of hydraulic loading conditions. 
Process models of varying complexity are available for flood defence failure 
mechanisms, e. g. Finite Element Methods or even one equation models, and are 
applicable within a reliability analysis. The required detail of the reliability analysis, 
and hence the detail of the failure mechanism representation, depends on the 
decision-making context, see Defra / Environment Agency (2002) and table 2.3. 
Statistical models 
In a reliability analysis of a flood defence system statistical models are relevant 
regarding: the individual random variables in the limit state equations, the spatial 
random field involved with material properties and the statistical model of the 
hydraulic boundary conditions. 
Vrouwenvelder et al. (2001b) applies the following spatial autocorrelation function to 
soil properties (figure 2.3): 
z 
p(Ax) =Px (1- Px) exp -Z} (2.29) 
x 
In which px is a constant correlation and dx is the correlation distance. A similar 
function can be found in Baecher & Christian (2003). The correlation distance can 
P(x) 
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Figure 2.3 Left: shape of the correlation 
function, Vrouwenvelder et al., 
2001. 
£ 
t 
Figure 2.4 Representation of the 
Borges Castanheta model, 
Vrouwenvelder et al.. 2001. 
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either be considered in the vertical or horizontal direction. The autocorrelation of a 
soil property between two closely located points along the flood defence line is 
practically one. The autocorrelation of a soil property between two points with a 
distance of more than two times the correlation distance goes to a constant value, px, 
or zero. 
Coastal flood defence systems are loaded by correlated sea water levels, i. e. 
astronomical tide plus wind set up and additional surge due to low barometric 
pressures, and wave conditions. Examples of statistical models for sea water levels 
and wind speeds during storms are Join-Sea, Hawkes et al. (2002) and HR 
Wallingford (1998), or Diermanse et al. (2001). 
Fluvial flood defence systems are loaded by high water events brought on by high 
river discharges. In Vrouwenvelder (1999,2001a & 2001b) the return periods of peak 
discharge values are modelled with a logarithmic function. The peak discharge values 
are related to the period during which a discharge exceeding a defined discharge 
threshold persists, see Diermanse et al. (2001) for a description of the statistical 
model. The high water events are represented by means of the Borges Castanheta 
renewal model, i. e. the high water events are independent and have a constant 
discharge value during a time interval, see figure 2.4. 
The water level and wave conditions at tidal rivers or estuaries are determined by 
river discharges as well as correlated sea water levels and wind speeds. Models such 
as Isis, TUFIow or Sobek serve to predict estuarial and tidal river local water levels. 
Mani Raj Dahal et al. (2005) set up a response database that contains the local water 
level predictions in an estuary as a function of different combinations of discharges, 
local water levels and wind speeds. The advantage is that during the probabilistic 
calculations the local water level corresponding to a combination of a river discharge, 
sea water level and wind speed can be looked up in the database. That saves time in 
running a full numerical model for each FORM iteration or Monte Carlo simulation. 
Vrouwenvelder et al. (2001) apply a similar approach and the same procedure is 
adopted in Buijs et al. (2006). 
Probabilistic calculation methods 
The probabilistic calculation methods to approximate the probability of failure for one 
failure mechanism are discussed in section 2.1.3. FORM, SORM, Monte Carlo 
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simulation, Latin hypercube and directional sampling are often applied in this context. 
The overall probability of failure of a flood defence section consists of an assembly of 
failure mechanisms connected with e. g. logical AND-gates or OR-gates. The overall 
probability of failure can be approximated by means of Monte Carlo or Hohenbichler 
(1983). Vrouwenvelder (1999) employs a procedure based on Hohenbichler & 
Rackwitz (1983) to combine multiple correlated failure mechanisms of flood defences. 
Vrouwenvelder (1999) also deals with flood defence system reliability. The material or 
soil properties in the flood defence line and the foundation thereof form a random 
field. In other words, material properties, geometry, vegetation, hydraulic boundary 
conditions or other characteristics that make up flood defence reliability can have 
dependent statistical properties along the flood defence line. Because of these 
dependencies, it is possible that failure occurs simultaneously over certain defence 
stretches and breach locations tend to be spatially related. Vrouwenvelder (1999) 
considers the flood defence system as consisting of n elements. An element can for 
instance be: a flood defence (cross) section, a tide, a wind direction, a stretch, a 
failure mode. Each element is represented by one limit state function. Two elements 
of the system are chosen and are combined to form one equivalent representative 
element. In other words two limit state functions are combined to one. The total 
amount of elements in the system is then reduced from n to n-1. Repeating this 
procedure over and over again will eventually reduce the amount of elements in the 
system to one. In other words, the system is "wrapped up". The procedure to find one 
equivalent representative limit state function is based on the method according to 
Hohenbichler & Rackwitz (1983). This procedure calculates P(Zl<O AND Z2<0) taking 
the mutual correlation between element 1 and element 2 into account. If this 
probability is known, then P(Zl<O OR Z2<0) follows. 
2.6. Review 
This chapter provides background information about risk and reliability-based methods 
in the engineering industry. The uncertainty classification in reliability-based flood 
defence design is a suitable framework for the analysis of uncertainties associated 
with asset time-dependent processes. The definitions in structural reliability are given 
and probabilistic calculation methods are explained. The most important concepts in 
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time-dependent reliability are introduced. In the last section existing reliability-based 
methods for flood defence design are discussed. 
Statistical models for deterioration processes are eventually embedded within the 
reliability analysis of flood defence systems. The time-dependent reliability approach is 
followed in this thesis rather than the time-integrated reliability approach to derive 
lifetime probability of failure in chapter 7. The reliability analysis forms part of an 
overarching rational maintenance framework for flood defence management. Current 
practice in flood defence management and rational maintenance decision-making 
frameworks are the subject of chapter 3. 
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rational maintenance decision- 
making 
A quantitative rational maintenance optimisation framework has not yet been defined 
specifically for flood defence management. The specification of such a framework 
requires an overview of current practice in flood defence management as well as of 
knowledge about the types of rational decision-making approaches. This overview 
provides insight in the type of maintenance optimisation framework that is expected to 
be suitable for rational flood defence management. 
Such an impression is necessary for this thesis firstly to understand how the reliability- 
based approach for asset time-dependent processes contributes to an overarching 
rational maintenance optimisation model. Secondly, the choice to use a Markovian or 
Bayesian modelling approach for asset time-dependent processes is reviewed in the 
context of the overarching optimisation model. A Markovian or Bayesian approach 
determines how historical and future time series observations are incorporated. The 
choice therefore impinges e. g. on how monitoring events are modelled in the 
optimisation model and on which type of statistical time-dependency models are 
developed. Thirdly, the maintenance operations in flood defence management practice 
and the Bayesian decision-making framework form the context of the importance 
measures developed in chapter 4. 
Section 3.1 describes the flood defence management environment in practice. Flood 
defence management in the Thames Estuary, introduced in 3.1.1, is the main context 
in this thesis. Section 3.1.2 and 3.1.3 discuss current flood defence management and 
developments of current practice towards rational management methods. Rational 
maintenance decision-making methods are outlined in 3.2. These methods can be fully 
quantitative, as in 3.2.1, or fully qualitative, as in 3.2.2. The rationalisation of practical 
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management problems often results in the adoption of a mixture of qualitative and 
quantitative maintenance decision-making methods. 
3.1. Flood defence management in practice 
3.1.1. Introduction 
The flood defence management environment in the UK, more specifically in the 
Thames Estuary, serves as the context for this thesis. The tidal levels in the Thames 
Estuary show an upward trend over the centuries, see figure 3.1. Extrapolation of that 
trend to the present day would entail a water level of around OD+6m. However, this 
trend is not taken into account in the study and is not picked up by the applied 
distribution of hydraulic boundary conditions. The flooding in 1953 was the trigger for 
a major flood defence improvement scheme carried out in the 1970s and 1980s. As 
part of this improvement scheme new earth embankments were designed, concrete 
walls added to raise existing embankments, floodgates put into place to provide flood 
protection and access to the docks, private frontages raised and existing sheet pile 
walls refurbished. The safety level of the Thames Estuary flood defence system is 
currently being reviewed. The flood defence system is required to accommodate a 
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Figure 3.1 High water levels at the London Bridge in the Thames 
Estuary, from Gilbert & Horner (1984). 
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sufficient safety level until the year 2100. Risk assessment methods have been 
piloted to gain insight in the distribution of flood risk along the Thames Estuary. At 
locations where the safety level is deemed to be too low, flood defences will be 
replaced or refurbished to meet the required standard. 
The inspection and maintenance intervention approach in the Thames Estuary 
corresponds with that recommended by the Environment Agency (1996) in the Flood 
Defence Management Manual (FDMM). Several flooding events in the 1990s and 
2000s spurned further development of flood defence management in the UK. 
Examples of research and development in this area are Defra (2002), HR Wallingford 
(2004a), Simm et al. (2005). 
Throughout history, the Netherlands has paid especially much attention to flood 
defence management and is particularly far advanced in this field. The next sections 
will therefore introduce the context in the Netherlands in more detail, in addition to 
the flood defence management context in the UK. 
Flooding is receiving much attention worldwide due to damaging flooding events and 
climate change. Other examples of more advanced flood defence management 
systems than the Netherlands and the UK can be found in Germany and the USA. The 
differences in legislation in countries is a factor defining the flood defence 
management approach besides the physical aspects of the flood defence 
infrastructure, such as flood defence structure, hydraulic loading and type of 
floodplain. The next sections will highlight general aspects of flood defence 
management in other countries in addition to the approaches in the UK and the 
Netherlands. 
3.1.2. Current practice 
Current practice in the UK 
Currently two types of guidance play an important role in flood and coastal defence 
management. The FDMM (Environment Agency, 1996) provides guidance on routine 
asset management, whilst projects requiring larger funding budgets are appraised 
according to the Flood and Coastal Defence Project Appraisal Guidance (FCDPAG). 
The general aim for flood and coastal management in England and Wales is defined 
by FCDPAG 1 (MAFF, 2001). The more specific aim for performance evaluation of 
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flood and coastal defences is given by FCDPAG 6, Defra / Environment Agency 
(2003): "Performance evaluation involves collecting evidence about how a given flood' 
or coastal management process is performing when compared with its objectives... 
The main purpose of flood and coastal defence is to reduce risk to a level compatible 
with the land use and the cost of mitigation works at an acceptable benefit to cost 
ratio... " 
FCDPAG 6 (Defra / Environment Agency, 2003), recommends the following seven 
sequential components in performance evaluation. 
1. The policy starting point or problem identification sets off the performance 
evaluation. 
2. The objective setting spans in addition to flood protection a number of additional 
areas of interest, such as: environment (habitat and environmental effects of 
construction or maintenance), health and safety of construction and assets, 
amenity, public and sociological aspects and finally knowledge and innovation 
whereby reduction in uncertainty due to data acquisition or R&D is achieved. 
3. Condition assessment aims to capture information about the state of the flood 
defence structure. 
4. Performance assessment is the assessment of performance and failure 
probability of critical defences and overall system under current and projected 
conditions. 
5. The need for management intervention is investigated, leading to a decision for 
management intervention or do-nothing. This decision-making is based on the 
consideration of the resulting risk reduction and the improvement in risk or 
reliability due to management intervention. Several priority and management 
options including `whole life' strategies for managing aging assets are tested. 
6. The preferred management intervention option is identified based on re- 
examining risk reduction, and assessing the costs and benefits. 
7. The implementation of the management intervention option (or do-nothing). 
Subsequently, the flood defence performance must be regularly monitored and 
reviewed by iterating the previous six steps. 
In contrast to the objective setting for flood defence performance evaluation in 
FCDPAG 6, the FDMM (Environment Agency, 1996), is not transparent in its objective 
setting specific to flood defence management. Therefore, the condition indicators 
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(condition grading) and performance indicators (Standards of Service) do not clearly 
reflect performance targets. Additionally (perhaps partly consequently), the 
prioritisation procedure is generally perceived to be confusing (see Defra / 
Environment Agency, 2004a). 
As mentioned above, condition assessment acquires information about the state of a 
flood defence structure. Defra / Environment Agency (2004a) breaks inspection 
activities in current practice down into two main categories: routine inspection and 
specific inspection. 
Routine inspections are directed at the external properties of flood defence structures. 
They refer according to Defra / Environment Agency (2004a) either to routine visual 
inspection or to quantitative activities in the form of remote sensing or monitoring. In 
the first place, routine visual inspection is the visual condition assessment of flood 
and coastal defences, which is mainly driven according to the FDMM. The procedure 
breaks the flood or coastal defence down into structural elements. It then requires an 
asset inspector to assign an assessment of condition to each flood or coastal defence 
element on a scale from 1 to 5, corresponding with: very good (1), good (2), fair (3), 
poor (4) and very poor (5). The asset inspectors are supported in their assessment by 
their experience and standard photographic guidelines accompanying the FDMM 
(Environment Agency, 1996). Practically this system leads to problems with 
subjectivity, consistency and comparability. Secondly, quantitative activities in the 
form of remote sensing or monitoring cover for instance specific issues such as: non- 
intrusive measurements, simple intrusive techniques, or strategic issues like 
topography levelling, bathymetry and seabed sediments. 
Specific inspections are directed at the internal properties of the flood defence. They 
refer according to Defra / Environment Agency (2004a) either to non-destructive 
(geo-physical) testing or to intrusive testing. In the first case, non-destructive* (geo- 
physical) testing investigates the internal state of the flood defence from the surface 
of the defence. For instance by use of: electromagnetic cover meter (monitoring steel 
reinforcement in concrete), ultrasonic pulse velocity (for cracking and honeycombing 
in concrete structures), geo-radar (subsurface stratification, voids or differences in 
material in earth embankments). Secondly, intrusive testing investigates the internal 
state of the flood defence by taking samples from the defence. Examples according to 
material: concrete - dynamic response techniques for structural integrity, internal 
fracture to test the strength; metals - liquid dye penetrant for surface defects; soils - 
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window sampling, core cutter method for the density of soil, vane test for the in-situ 
shear strength of soils. 
As mentioned above, performance assessment and management prioritisation is 
currently not underpinned by a transparent process of objective setting, definition of 
performance standards and comparison with performance indicators. At an asset 
level, Defra / Environment Agency (2004a) summarises two types of maintenance 
from the FDMM, Environment Agency (1996): periodic maintenance and routine 
maintenance. 
Periodic maintenance consists typically of structural and embankment repairs. This 
type of maintenance is prioritised on the basis of condition grading, e. g. grade 5 
assets are maintained in preference to grade 3. 
Routine maintenance represents the majority of the maintenance activities and 
consists typically of dredging, weed cutting, grass cutting. For prioritisation, the 
FDMM, Environment Agency (1996), suggests the use of the Standard of Service 
rating (SoS rating). This rating is awarded to a flood defence stretch based on the 
properties that are at risk of flooding due to the state of the flood defence and the 
land use in the floodplain. A SoS rating of 1 is well below target whereas 6 is well 
above target. The FDMM, Environment Agency (1996), does not provide guidance on 
how to incorporate quantitative measurements into the condition grading or 
Standards of Service rating. 
Some regions in England and Wales establish simple risk-based inspection 
frequencies, such as displayed in table 3.1. 
Table 3.1 Risk-based frequency of flood defence asset inspections 
(from Environment Agency work instruction) 
Accost rp-Insnpetlnn frenupnev In mnnthe 
ö II- °i 
Hi h 12 6 6 
Medium 36 12 6 
Low 36 36 12 
Low Medium High 
Likelihood of failure within the reach 
Current practice in the Netherlands 
In the Netherlands, according to Ministerie van Verkeer en Waterstaat (2004), the 
Law on flood defence prescribes a five yearly safety assessment for flood defences. 
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The strength of the flood defence must thereby be sufficient to withstand a design 
water level with a frequency of exceedance that is specified in the law (figure 3.2). 
The frequency of exceedance differs across the regions in the Netherlands. 
Ministerie van Verkeer en Waterstaat (2004) points out that the perspective on safety 
safety assessments depends on the context in which it is carried out. The flood 
defence designer starts from scratch and optimises the costs of construction and 
maintenance given all the functions the flood defence is designed to fulfil during its 
lifetime. The flood defence manager determines the management policy to keep the 
defence in a good condition minimising the costs and assuring a sufficient fulfilment of 
its functions. The five yearly safety assessments are thereby solely focussed on the 
function of water retention. 
The safety assessment of a flood defence consists of a comparison of the strength of 
the defence against the loading introduced by the design water level. The strength of 
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Figure 3.2 Frequency of exceedance for design water levels across the ring dike areas in the Netherlands. 
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the defence is represented by a number of failure mechanisms, which are individually 
tested. It is the responsibility of the local flood defence manager to carry out these 
safety assessments. The assessment results in a score: good, insufficient, sufficient or 
no judgement (in case of e. g. insufficient information). The score 'good' is awarded to 
flood defences that have their original design quality. The score 'insufficient' is 
awarded to a flood defence with insufficient strength that directly needs to be 
improved. The score 'sufficient' represent a broader range of flood defences. This 
score does not require immediate improvement, but close flood defence manager 
involvement is advised in this judgement. 'No judgement' is awarded in case of 
insufficient data on the defence characteristics and hydraulic boundary conditions or if 
there is no assessment method available. 
There are three levels of safety assessment leading up to the aforementioned scores. 
Each level increases in detail and required expertise (Ministerie van Verkeer en 
Waterstaat, 2004). Firstly, simple or geometrical assessment methods assess the 
dimensions of the flood defence based on elementary information such as the defence 
geometry or indicative knowledge of the soil stratification. These assessments require 
elementary knowledge about flood defence and can be carried out by the flood 
defence manager. Secondly, detailed assessment methods assess the safety of the 
flood defence based on design methods and criteria as outlined in the guidelines or 
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Figure 3.3 The time-dependent behaviour of the flood defence quality and the effect of repair and 
inspection hereupon. 
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technical reports according to the Technical Advisory Committee on flood defence 
(TAW). These assessments require knowledge regarding failure mechanisms and 
design methods. They require more technical expertise from flood defence managers 
or flood defence experts. Thirdly, advanced assessment methods are used when the 
generally accepted methods such as the TAW' guidelines or technical reports are 
insufficient. The assessment can then be tailored to the specific flood defence building 
on the state-of-the-art knowledge from experts. 
The actual assessed and the required safety provided by the flood defence system are 
documented and in the care of the flood defence manager. The actions that the flood 
defence manager can take to bring the flood defence up to its required standards are: 
variable maintenance, improvement works, restoration measures or regular 
maintenance. In the first case, variable maintenance restores the original state by 
conservation, renovation or replacement. The flood defence manager can decide to 
carry out this type of maintenance, following a safety assessment. For this action no 
approval at a provincial level is required. Secondly, improvement works are activities 
that put the safety bar higher than the required standards specified in the 
documentation of the flood defence manager. In that case provincial approval is 
required to carry out the works. Thirdly, restoration measures restore other functions 
than flood defence to their desired standards. In the fourth case, regular maintenance 
carries out the maintenance at regular time intervals, e. g. on a yearly basis. 
Figure 3.3 illustrates the effect of repair and inspection on the time-dependent 
behaviour of the flood defence quality. 
Current practice in the USA 
In the USA the US Army Corps of Engineers (USACE) is responsible for the 
management of civil works, including flood defence structures. According to ERDC 
(2000) the responsibility of the USACE is to evaluate, maintain, repair, and 
rehabilitate these (hydraulic) structures. The primary objective of Repair, Evaluation, 
Maintenance, and Rehabilitation (REMR) Management Systems is to help managers 
obtain the best facility condition for a given budget level, ERDC (1996a). 
A central role in condition assessment and prioritisation of operational management is 
the condition index (CI), a numerical indicator of facility condition and function level, 
ERDC (1996b). Table 3.2 relates the condition index to a linguistic condition 
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description and an appropriate level of management action. The combination of the 
condition indices of different components within a structure is underpinned by partly 
physical, partly expert judgement based arguments. ERDC (1996b) points out that the 
condition index should be derived from measurements or observations which can be 
directly related to the physical condition and performance (function) of the facility. It 
must also be aimed to carry out monitoring in such a way that repeatable 
measurements or observations are achieved. It must be possible to make them 
consistent over time and they must be acceptable to those who manage the facility. A 
number of technical reports and notes are tailored to a hydraulic structure or material 
and define the condition measurements / observations required for an algorithm to 
derive the condition index. 
Table 3.2 Zoning of the condition index, condition description and recommended actions, 
from ERDC (1996b) 
Zone Condition Index Condition Description Recommended Action 
1 85 to 100 Excellent: No noticeable defects. Some aging or wear Immediate action is not 
may be visible. required. 
70 to 84 Good: Only minor deterioration or defects are evident. 
2 55 to 69 Fair. Some deterioration or defects are evident, but Economic analysis of repair 
function is not significantly affected. alternatives is recommended 
40 to 54 Marginal: Moderate deterioration. Function is still to 
determine appropriate 
adequate. action. 
3 25 to 39 Poor: Serious deterioration in at least some portions of Detailed evaluation is 
the structure. Function is inadequate. required to determine the 
10 to 24 Very Poor. Extensive deterioration. Barely need for repair, 
functional. rehabilitation, or 
i 
0 to 9 Failed: No longer functions. General failure or Safety 
uct ev. 
Safety evaluation is 
complete failure of a major structural component. recommended. 
Decision support tools building on the condition index enable the comparison of the 
conditions between structures, the possibility to perform life-cycle costing and the 
systematic organisation of data. However, ERDC (2001) points out that two thirds of 
the Corps Districts utilise the condition index in some way, of which only one third 
fully apply the developed procedures. The Districts' main criticism of the condition 
indexing procedures is that it requires too much time, money and personnel to carry 
out. Although the condition index is seen as a useful tool, it is not believed that they 
need the condition index for the prioritisation of management works. Guidance on 
condition index inspection frequencies is currently lacking. 
Besides the inspections in connection to the condition index the following types of 
increasingly detailed inspections are available, ERDC (2001): operational inspection, 
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annual inspection, periodic inspections, " fracture critical members inspection and 
engineering inspection. Firstly, operational inspection aims to detect obvious 
indications of local failures or changes in project performance during the operation of a 
facility. Annual inspection identifies and prioritises maintenance needs for the budget 
cycle, described in a short summary report. These inspections may result in an 
engineering inspection related to particular concerns. Periodic inspections occur on a 
5-yearly periodic cycle and include visits by representatives of all applicable 
engineering disciplines. Usually, the site visits include little investigation beyond an 
informal visual inspection. An important result is the Periodic Inspection Report that 
provides a descriptive and pictorial review of the project's condition. Along with the 
memories of senior personnel, it serves as the primary record of historical condition. 
Fracture critical members inspection is the 5-yearly inspection for fatigue cracks of 
fracture critical hydraulic steel structures. Finally, engineering inspection can occur as 
a result of concerns of project personnel and can be performed to determine if repairs 
are needed. 
ERDC (2001) evaluates the status of the condition indexing system since its 
conception in the REMR programme. One benefit of the condition index is that it 
provides a standard language for the quantification of condition. Another benefit is 
that the condition index assists the operational manager to investigate known 
concerns and to identify specific problems that otherwise stay unknown. The condition 
index additionally encourages the creation of a condition history and the 
documentation of prioritisation of decision-making. Even though the condition index is 
criticised for requiring too many resources, it has a potential as data source for even 
more data hungry quantitative risk assessments and provides a replacement for these 
time intensive, expensive assessments. 
Current practice in other countries 
Current practice in other countries is summarised in Environment Agency (2004b) 
based on COMRISK. In Germany the State Water Act classifies the flood defences into 
two categories: "state dikes" or "other dikes". The "state dikes" protect the interest of 
the public wealth and fall under the responsibility of the state. These flood defences 
are required to protect the lowland against all storm surges and the standards 
associated with this level of protection are strictly defined. The "other dikes" fall 
under the responsibility of the local dike boards, also protect the interest of the public 
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wealth and are required to protect against storm surges in a less strict sense. The 
standards associated with the level of protection of "other dikes" are more flexible 
and set by the local dike boards. According to the State Water Act the flood and 
coastal defences must be inspected at least once a year and once in 10 to 15 years 
detailed safety assessments should be carried out. 
In Belgium currently the focus is purely on the flood and coastal defences itself rather 
than as a system of defences protecting against loss of life and economic 
consequences. The main aims are to make the flood defences broader, stronger and 
wider and to fix the coastline. The safety of the flood defences are assessed according 
to the frequency of exceedance method as employed in The Netherlands. The 
coastline is monitored by yearly topographic surveys. 
In Denmark the Performance of Flood Risk Management is embedded in a contractual 
framework between the Ministry of Transport (MT) and the Danish Coastal Authority 
(DCA), the latter falls under the responsibility of the MT. The framework addresses 
other issues besides those directly involved with flood defence performance such as 
e. g. the representation of the public interest in harbour facilities and coastal 
protection and more practically, for example providing information services for the 
public. The main guidelines with respect to maintaining the performance of flood and 
coastal defences are very focussed on finding the optimal technical solution to protect 
the value of the assets at stake whilst reducing interventions in the natural 
environment. Inspections are required to be carried out two times per year. 
Assessments of the dike profiles, extreme water levels and wave conditions are 
performed every five years. Coastal retreat and changes in dune width are monitored 
once per year and also five yearly evaluations of the hydraulic climate are made. For 
coastal defence a Share Agreement must be made every 4 years containing its 
performance targets and every two years the progress must be reported in an interim 
report. 
3.1.3. Ongoing developments 
Ongoing developments in the UK 
The latest developments in the UK in flood and coastal management show an 
inclination to adopt risk and reliability-based methods. Defra / Environment Agency 
(2002) reviews and recommends suitable risk, performance and uncertainty methods 
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in flood and coastal defence. Sayers et al. (2002) recommend a tiered risk-based 
decision-making methodology, which is further developed by HR Wallingford (2004a). 
This tiered hierarchy aims to accommodate the differences in objective settings 
ranging from strategic to scheme levels, see table 3.3. 
Table 3.3 Tiered hierarchy in objective setting and data supply, from Sayers et al. (2002). 
High National assessment of economic Defence type Generic probabilities of defence 
risk, risk to life or environmental failure based on condition assessment 
risk Condition grades and crest freeboard 
Standard of Service 
Prioritisation of expenditure Assumed dependency between 
Indicative flood plain maps defence sections 
Socio-economic data 
Empirical methods to determine 
Land use mapping likely flood extent 
Intermediate Above plus: Above plus: Probabilities of defence failure from 
Flood defence strategy planning Defence crest level and other reliability analysis 
dimensions where available 
Regulation of development Systems reliability analysis using 
Joint probability load distributions joint loading conditions 
Prioritisation of maintenance 
flood plain topography Modelling of limited number of 
Planning of flood warning 
inundation scenarios 
Detailed socio-economic data 
Detailed Abase plus: Above plus: Simulation based reliability analysis 
Scheme appraisal and All parameters required describing of system 
optimisation defence strength 
Simulation modelling of inundation 
Synthetic time series of loading 
conditions 
The methodology builds on the Source-Pathway-Receptor-Consequences model (SPRC 
model) brought forward by Defra / Environment Agency (2002). A national flood risk 
assessment according to this methodology was carried out in 2002, Environment 
Agency (2002), as well as in the years 2004-2006. Further application is currently 
postponed until more refinement of the underlying methodology is achieved. The 
pathway in the SPRC model is represented by the concept of fragility, which provides 
the probability of flood defence failure given different loading conditions. HR 
Wallingford (2005) recommends probabilistic structural reliability methods to 
underpin the concept of fragility. Reviews of failure processes, available process- 
based models and indicators for flood defence structures in the UK are available in for 
example Environment Agency (2004a), HR Wallingford (2004b & 2004c), Floodsite 
(2007). 
Defra / Environment Agency (2004a, 2004b & 2004c) report the findings of a scoping 
study for a performance-based asset management system (PAMS) for flood and 
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coastal management. This system aims to underpin operational decision-making with 
performance-based prioritisation. An operational framework centrally coordinates the 
links between condition assessment, performance assessment and management 
prioritisation. The next stage is to improve current asset management practice and 
flood risk appraisal by means of a number of Measured Steps Forward, Simm et al. 
(2006). The aim of these steps is to initiate a gradual change in flood defence 
management practice. 
Ongoing developments in the Netherlands 
A project initiated by the Dutch Directorate-General for Public Works and Water 
Management titled FLORIS, Flood Risks and Safety in the Netherlands, piloted 
numerical flood risk methods on a large number of ring dike areas in the Netherlands 
(DWW, 2006). 
One of the main objectives was to determine the probabilities of flooding of the ring 
dike areas. The improvement on current practice is that the uncertainties in all the 
strength and (hydraulic) loading characteristics of the flood defence structure are 
taken into account. The results indicate the areas in the ring dike areas with the 
highest probabilities of flooding. These areas can be targeted in inspection, 
maintenance and improvement activities. Once an area with a high probability of 
flooding is targeted, the most relevant flood defence properties can be identified by 
analysing their uncertainty contribution. 
A second main objective was to make a probabilistic assessment of hydraulic 
structures, taking into account: human error in gate closure procedures, historical 
information on the hydraulic structure, identification of information gaps. 
A third main objective was to economically quantify the consequences of flooding by 
prediction of flood extent and depth etc. The consequences are only determined for a 
limited number of dike failures and storm loadings. This approximation is made based 
on the assumption that the flat nature of the floodplain results in near complete 
inundation regardless of the location of a breach. At present it is also assumed that a 
breach failure implies a full depth wide breach. 
The fourth objective was to investigate methods to cope with the uncertainties 
associated with the results. These methods aim to provide e. g.: insight in the nature 
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and scope of uncertainties, ways to influence the uncertainties, ways to use the 
uncertainty results to inform safety improvement measures. 
The results for the dike ring areas in the Netherlands for which a flood risk 
assessment was completed are published in DWW (2006). Debate is ongoing about 
the flood risk levels and the magnitude of the probabilities of inundation found in the 
assessment. 
Ongoing developments in the USA 
ERDC (2001) recognises that risk analysis allows the use of a logical framework to 
make estimates using time-dependent, distributed probabilities. The condition index is 
merely a condition-based measure of performance based on observations / 
measurements at a specific point in time. Reliability is based on both observable and 
non-observable conditions. The condition index therefore partially relates to reliability, 
but has a complimentary role in terms of summarising visual inspection information. 
Ongoing developments in other countries 
Probabilistic approaches of failure of sea dikes in Germany are discussed in Prodeich 
by Kortenhaus & Oumeraci (2002). Kortenhaus bases his approach on the 
development of reliability analysis for flood defences in the Netherlands. It contains a 
very comprehensive discussion of limit state functions in connection to earth 
embankments (sea dikes). 
In most other countries the existence and increasing feasibility of risk-based methods 
for flood defences is recognised by participation in EU funded projects such as 
Floodsite. However, implementation of risk-based methods for flood defences is not 
yet achieved at a significant scale. 
3.2. Rational maintenance decision-making 
A quantitative rational maintenance optimisation framework has not yet been specified 
for flood defence management. The specification of such a framework requires an 
overview of current practice in flood defence management as well as knowledge about 
the types of rational decision-making approaches. An overview of current practice in 
flood defence management is given in the previous section. The following sections 
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introduce three types of rational maintenance decision-making frameworks: fully 
quantitative, fully qualitative and mixtures of quantitative and qualitative decision- 
making approaches. 
The quantitative maintenance optimisation framework is a convenient overall structure 
for flood defence management. Four main building blocks in a quantitative framework 
are: functional system model, risk and reliability system model, operational 
management model and the calculation optimisation model (table 3.4). This approach 
is illustrated with a framework which has been developed for risk-based inspection 
planning in the offshore industry (Faber, 2000). This illustration shows where a time- 
dependent reliability contribution is required and in which form. In the context of the 
quantitative maintenance optimisation framework the choice for a Markovian or 
Bayesian modelling approach for statistical time-dependent process models is 
reviewed. The Markovian or Bayesian approach determines how historical and future 
time series observations are incorporated in the optimisation model. The choice 
therefore impinges e. g. on how monitoring events are modelled in the optimisation 
model and on which type of statistical time-dependency models are developed. The 
Markovian or Bayesian approach is an example of an assumption that affects the 
overall structure of the maintenance optimisation model. A mixture between a 
quantitative and qualitative maintenance decision-making approach combines the 
computational feasibility of a qualitative approach with quantitative objective 
prioritisation. This mixture approach is demonstrated with an application to design 
dike monitoring programmes. It is expected that the mixture approach is the most 
convenient model for the rational flood defence management decision-making 
framework. 
Section 3.2.1 describes existing approaches and complements the building blocks of a 
quantitative maintenance optimisation model for flood defence systems. Sections 
3.2.2 and 3.2.3 are illustrations of a qualitative and a mixture of a qualitative and 
quantitative rational maintenance decision-making framework. These are alternatives 
if the fully quantitative approach is not feasible due to the constraints in time and 
resources. 
3.2.1. Quantitative maintenance decision-making 
Maintenance optimisation models underpin quantitative maintenance decision-making. 
Dekker (1996) defines maintenance optimisation models as those mathematical 
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models whose aim it is to find the optimum balance between the costs and benefits of 
maintenance, subject to all kinds of constraints. 
Table 3.4 The four main building blocks and an overview of the development in rational flood defence 
management. 
Building blocks Development in flood defence management 
1. Functional system model System function: flood protection, ground retention 
Bayesian decision-making framework 
2. Risk and reliability system model Rational flood risk assessment, section 1.2.2 
Evaluation of Bayesian or Markovian approach to time-dependent 
processes 
3. Operational management model Management operations, section 3.1.2 
Operational management after Vrijling (2003) or Defra / 
Environment Agency (2004c) 
4. Calculation optimisation model Mathematical formulation of the decision-making model and 
calculations. Not specified for flood defence management. 
Example: Faber (2000) risk-based inspection planning offshore 
industry. Shows place of system probability of failure In a time 
interval in the maintenance optimisation context. 
Such optimisation models generally consist of four main building blocks (table 3.4), 
Dekker (1996). Pierskalla & Voelker (1976) describe similar components. The first 
building block is the functional system model and contains a description of a technical 
system, its function and its importance. The second building block is the risk and 
reliability system model. It consists of a model of the deterioration of the system in 
time and possible consequences for the system. The third building block is the 
operational management model and describes the available information about the 
system and the actions open to management. The fourth building block is the 
calculation optimisation model. This model includes an objective function and an 
optimisation technique to assist in finding the best balance between maintenance 
costs and benefits. 
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These four building blocks are shown in table 3.4 with an overview of the available 
information with respect to flood defence management. They are discussed more 
extensively below. 
1st building block: functional system model 
This building block relates to the technical system and the decision problem definition. 
The technical system is formed by the system of flood defences whose primary 
function is to provide flood protection, and secondary functions can consist of e. g. 
ground retention, or a mooring and loading dock facility. 
The most well-known probabilistic decision-making model is the Bayesian decision 
problem in e. g. Raiffa & Schlaifer (1961), Benjamin & Cornell (1970): 
1. Set of possible terminal acts: A= {al, a2, ..., a} 
2. Set of possible "states of the world": S= {s1, S2, ..., s}, whereby s' is the 
unknown true state. 
3. Set of possible experiments: E= {eo, e1, e2, ..., e} in which eo indicates the 
possibility that the decision maker chooses not to experiment. 
4. Set of potential outcomes of all experiments in E: Z= {z1, z2, ..., z}, whereby z' 
is the as-yet-unobserved outcome. 
5. Utility function: u. This function is associated with a choice of experiment e and 
its outcome z. The subsequent choice for an action a combined with a particular 
state s will result in a consequence to which the decision-maker assigns the 
value u(e, z, a, s). 
6. Probability measure: P. It is assumed that the decision-maker can give an 
internally consistent set of probability assessments to events involving the 
`unknown true state', related to S, and the 'as-yet-unobserved-outcome', 
related to Z. 
Bernardo & Smith (2003) suggest a similar structure for sequential decision-making 
problems in case of design of experiments. The Bayesian decision problem is 
visualised by means of a decision tree, whereby square nodes represent a decision 
moment and a decision branch is followed by a possible range of outcomes, indicated 
by a circular node. Figure 3.4 shows an example of a sequential decision-making 
problem in case of design of experiments. The notation of a, s, e, z correspond with 
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those in the decision-making model described above. The upper branch is a situation 
whereby an experiment e delivers an outcome z;, which forms the basis for an action 
a leading to state s,. The lower branch is a situation whereby an action a is directly 
taken without an initial experiment, eo, and leads to state s1. In the flood defence 
management context, inspections are a form of experiments and repairs or 
replacements are a form of actions. 
Figure 3.4 Example of sequential decision-making tree in case of design of experiments, 
following Bernardo & Smith (2003). 
2nd building block: risk and reliability system model 
This building block consists of a model of the deterioration of the system in time and 
possible consequences for the system. An overview of risk-based flood defence design 
is given in section 1.2.2. The place of time-dependent system reliability and 
consequences modelling in the existing rational flood risk assessment approach is 
shown in figure 1.2. The aim of this is thesis to investigate how the time-dependent 
behaviour of flood defences can be appropriately incorporated in a (system) reliability 
model. 
Eventually the time-dependent system reliability model is intended to fit into the 
decision-making framework presented in figure 3.4. Inspections are in that context a 
form of experiments and repairs or replacements are a form of actions. The 
construction of a feasible maintenance optimisation framework according to figure 3.4 
requires modelling assumptions and simplifications. Such assumptions can have a 
large impact on the formulation of the optimisation framework. It is for example 
possible to include the information from all inspections in the distribution function of a 
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flood defence property by posterior analysis, referred to as the Bayesian approach. It 
is also possible to incorporate the last inspection only and discard the rest of the 
historical observations about the flood defence property, referred to as Markovian 
decision processes. The difference between these two approaches is therefore how 
historical or future time series observations are processed in the decision-making. 
This choice has two implications. for decision-making framework. Firstly, it determines 
the type of statistical models for the asset time-dependent processes. It is noted that 
the Bayesian maintenance optimisation framework also allows the incorporation of 
Markovian asset time-dependent process models. Secondly, it determines how the 
information from monitoring (experiments) is taken into account in the maintenance 
optimisation model. Below firstly some more details are given on both the Bayesian 
and the Markovian approach. Secondly, the two approaches are evaluated. 
The Bayesian approach allows the assignment of subjective beliefs to flood defence 
properties and their time-dependent processes, in the form of distribution functions, 
as well as the incorporation of observations therein. Bayesian updating derives a 
posterior distribution function, f", for a variable based on the subjectively estimated 
prior distribution function f' and observations z'. Bayes' Theorem, e. g. Pratt et al. 
(1995), is defined as follows: 
fý (sJZ. ) = 
P(z' = z'Is' = sy' (S) 
1 jP(z' = z'ls' = t)' (t)dt 
(3.1) 
In which s, z, z*, s' are defined as in the Bayesian decision-making framework 
presented above and in figure 3.4. Bayesian updating therefore internalizes the 
observations into the prior judgment to find a revised distribution function, the 
posterior. The Bayesian approach thus allows the full incorporation of knowledge 
about historical time series in the optimization model. The structure provided by the 
Bayesian approach enables: the evaluation of different decision-making scenarios and 
their probabilities, the representation of continuous time-dependent processes and 
the internalization of observations therein. 
Markovian decision processes are based on the Markovian property, with reference to 
e. g. Grimmet & Stirzaker (2001) or Ross (2003). The Markovian property entails that: 
PJý = Pr{Xn+l =1I Xp =101... 1 Xn_1 =1-1, Xn =1}= Pr{Xn+l = jl Xn = 11 (3.2) 
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which implies that the future state of the system only depends on its current state 
and not on its past states. The transition probabilities between all possible condition 
state pairs define the Markov chain X,,. The transition probabilities for one step are 
laid down in a one-step transition matrix: 
P11 Pl2 
""" 
PlN 
P21 P22 ".. P2N 
PN1 PN2 
... 
PNN 
(3.3) 
In the decision-making context (Frangopol et al., 2004), a finite set of actions A and 
Costs (i, a) are defined, which are incurred when the process is in state I and action 
aEA is taken. When the process is currently in state i and an action a is taken, the 
process moves into state j with probability 
Pjj(a)=Pr{Xn+1 =IIxn =I, an =a} (3.4) 
The definition of Markov decision processes involves the definition of stationary 
distributions or mean time to failure for the transition of one state into the other. The 
inspection, repair or improvement actions are related to specific states of the flood 
defence property. Two other applications of the Markovian property are mentioned in 
the context of statistical models for asset time-dependent processes. Firstly, it is 
possible to model discrete state processes. Secondly, stochastic processes such as 
Poisson processes or gamma processes are based on the loss of memory property. 
Advantages and disadvantages of the Bayesian and Markov decision processes are 
considered below. 
Firstly, where Markov decision processes only process the current or contemporary 
state of the system the Bayesian approach incorporates the full historical time series. 
The Bayesian approach therefore contains more information about the actual time- 
dependent process. Secondly, modelling time-dependent processes which display 
dependency on their historical behaviour, with Markov processes is hard to justify. A 
third disadvantage is related to using the Markovian decision process for the overall 
maintenance optimisation framework. Castanier et al. (2003) demonstrate how 
continuous statistical models of degradation processes can be discretised to fit Into a 
Markov decision-making framework. They consider elementary deterioration 
Increments occurring between two successive -maintenance times. A similar approach 
is adopted by Hontelez et al. (1996). The derivation of stationary distributions or 
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mean time to failure is based on the assumption that the continuous distribution 
functions of deterioration are not updated according to new observations. 
A disadvantage of the Bayesian approach is that Bayesian updating of prior 
distribution functions with observations can become computationally very intensive. 
Especially complex systems require updating procedures for several flood defence 
sections and failure mechanisms simultaneously. In the mean time, the gain in 
information in the form of the posterior might not make very much difference in the 
reliability. It can then be desirable to partly discard historical information and apply a 
Markovian process model (section 1.2 Vanmarcke, 1983). 
In this thesis the Bayesian approach for a maintenance optimisation framework is 
preferred over Markovian decision processes. The Bayesian approach enables 
modelling historical dependencies and the incorporation of historical and future time 
series observations. Markovian models for asset time-dependent processes are also 
applicable in the Bayesian approach. For example for discrete processes or when the 
loss of memory property is applicable, e. g. Poisson processes or gamma processes. 
The assumption of the Markov property for the whole overarching maintenance 
optimisation framework would per definition not allow for the incorporation of all the 
historical observations. 
Yd building block: operational management model 
This building block describes the available information about the system and the 
actions open to management. Maintenance operations in the flood defence industry 
are presented in section 3.2.1, based on Defra/Environment Agency (2004a), 
Ministerie van Verkeer en Waterstaat (2004) and ERDC (2001). In e. g. Castanier et 
al. (2003) the main maintenance operations are defined in a more general context. In 
all cited cases, the main categorisation of maintenance operations is: inspection, 
repair, replacement or improvement. Inspection of an object is tiered from superficial 
frequent visual inspections carried out by low-expertise staff to low frequent specific 
measurements carried out by high-expertise staff. Repair of an object can lead to an 
as good as new condition, or partial recovery in case of imperfect maintenance. 
Replacement involves the removal of an object and replacement by a new one. 
Vrijling (2003) discusses several types of triggers that prompt a maintenance 
operation, derived from maintenance approaches in mechanical engineering. A flow 
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Figure 3.5 Selection of maintenance strategy in mechanical engineering, from Vrijling (2003) 
chart is illustrated in figure 3.5. The two main strands are curative maintenance and 
preventive maintenance. Curative or fault-dependent maintenance repairs or replaces 
an object when it can no longer fulfil its function. Such a maintenance strategy is 
sometimes also referred to as Run-To-Failure. It requires the definition of a failure 
norm and the complete lifetime of the object is used. Preventive maintenance aims to 
intervene before the object fails to fulfil its function and is either use-dependent or 
condition-dependent. With use-dependent maintenance the trigger of a maintenance 
operation depends on the number of usage units. The total lifetime of the object is 
therefore not fully utilised. The types of triggers can be further broken down into 
load-dependent and time-dependent maintenance. Load-dependent maintenance 
registers the fluctuations in the loading of the hydraulic structure. Intervention takes 
place after a certain loading norm is exceeded, e. g. a cumulative load or an extreme 
loading condition. Time-dependent maintenance discretizes the lifetime of an object 
into constant time intervals between two subsequent maintenance operations. 
Condition-dependent or state-dependent maintenance carries out inspections at an 
optimal frequency to establish the condition. The decision whether or not to repair 
depends on the observations. Intervention norms can be related to each of the 
maintenance operations, e. g. a condition threshold triggering an increased inspection 
frequency or a repair activity. The lifetime of the object is usually better exploited 
than with a use-dependent maintenance approach. 
The selection of an operational strategy can be made based on an approach such as 
shown in figure 3.5. According to Vrijling (2003) the choice between condition- or 
time-dependent maintenance in hydraulic engineering does not only depend on 
whether a good description of the strength in time is available. Time-dependent 
I 
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maintenance is often chosen when inspection is not possible or expensive relative to 
the repair actions. Condition-dependent maintenance is applied when the prognosis of 
the strength in time is not possible or if the inspection is cheap. 
Alternatively, Defra / Environment Agency (2004c) suggests a number of operational 
flood defence management options. These options organise the maintenance 
operations in section 3.2.1 in a performance-based context. The management options 
do not categorise the operations as being fault-dependent, time-dependent, load- 
dependent or condition-dependent. 
4th building block: definition of the optimisation problem 
The fourth building block includes an objective function and an optimisation technique 
to assist in finding the best balance between maintenance costs and benefits. The 
formulation of this optimisation technique is a function of the risk assessment model 
and the maintenance operations. The. choice for a fully Bayesian or Markovian 
decision-making framework influences the formulation of the optimisation problem. 
The reader is referred to Castanier et al. (2003) for an illustration of a Markovian 
decision process for degradation and maintenance. In this thesis, the fully Bayesian 
approach is preferred over the Markovian decision processes as it allows the 
incorporation of historical dependencies and historical information in the optimisation 
model. 
An illustration of such a maintenance optimisation model in the offshore industry is 
described below. Faber (2000) formulates a theoretical framework for Risk-Based 
Inspection (RBI) planning, see figure 3.6, after Raiffa & Schlaifer (1961) and 
Benjamin & Cornell (1970). This framework is based on the Bayesian decision-making 
Service life costs 
U(i, S, d(S), 0) 
Inspection plan Inspection results Repair actions System performance 
I$ d(s) L9 
Figure 3.6 Bayesian decision-making context from Faber (2000) 
58 
Decisions Random outcome Decisions Random outcome 
3. Flood defence management and rational decision-making 
model introduced above, compare figure 3.4 and figure 3.6. The example shows how 
a risk and reliability system model and an operational plan come together in the 
mathematical formulation of a maintenance optimisation problem. The example 
indicates the role of time-dependent system reliability and the required form of the 
time-dependent reliability calculation results. 
Table 3.5 presents the main components of the inspection plan in the theoretical 
framework proposed by Faber (2000). The theoretical framework means to answer 
the questions: Where to inspect? What to inspect? How to inspect? When to inspect? 
RBI planning is a condition based approach whereby risk is considered for the 
structure or installation as a whole, targeting high risk elements. It is an approach 
that quantifies the effect on risk of different inspection options. The inspections 
encapsulate inspection effort, inspection quality and costs. The inspection option 
associated with the smallest risk is chosen. 
Table 3.5 Components of the inspection plan in the theoretical framework proposed by Faber (2000) 
Expression Description 
= (At, I, r)1 Inspection plan, consisting of: 
At = (Ati,..., AtN )T The intervals between the times of N Inspections t= (ti,..., tN )T 
I= (I(ti),..., l(tN))T The locations to inspect at the inspection times with I(ti) = 
('i, 
""., 
IM(t, ))T 
r= rN)T The reliability (quality) of the planned inspections 
S= (S(ti),..., S(tN))T 
Random vector of the uncertain inspection results, whereby the individual 
components refer to the results obtained from the Inspections at the 
different locations I(t1) 
M(ti) The total number of Inspection locations at time t, 
d(s) Decision rule defining the repair action to take depending on the inspection 
result 
0 Is the realisation of the uncertainties iY Influencing the state of the system 
Figure 3.7 shows a number of possible sequences of events. The life cycle 
optimisation problem is expressed as follows: 
m I, d 
in(C1(i, S, d(s), z9, M(t, )) + CR (i, S, d(s), o, M(t, )) + CF (i, S, d(s), t, M(t, ))) 
/ 
(3.5) 
St. ß(T) Z imin 
in which CI are the expected inspection costs, CR the expected repair costs, CF the 
expected failure costs and the generalised safety index Q, which is defined as: 
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Failure 
No detection 
Failuu Survival 
No detection Detection and Failure 
Survival no repair 
Survival 
Detection and Failure 
repair 
Survival 
Failure 
Failure 
No detection 
Demon and Failure Survival 
Survival °O -pair Detection and Failure 
Survival no ýý 
Survival 
Detection and Fadure 
repair 
Survival 
Failure 
No detection 
and Detection Failure Survival 
rev Detection and Failure 
Survival no reps 
Survival 
Detection and Failure 
repair 
Survival 
Inspection 1 Inspection 2 
Figure 3.7 Analysis of possible sequences of events supporting risk- 
based maintenance from Faber (2000). 
Q(T) = -1(PF(T)) (3.6) 
In which Pf(T) is the probability of system failure in a specified reference period T 
such as one year, the service life or another interval of interest. The probability of 
failure in periods longer than one year can be calculated with expression (2.26). 
The definitions of C1, CR and CF are given by equations (3.7) to (3.9): 
N 
Cr = M(t, )Cr(r, X1- PF(t, )) ( (3.7) 1+ Y' 
In (3.7) it is assumed that at each location and time inspections with the same quality 
are made, C1(r, ) is the inspection cost of inspection I with inspection reliability r1, N is 
the number of inspections, yis the discount factor and PF(t, ) stands for the probability 
of system failure between 0 and t,. 
N M(ti) 
CR = ECR, i, JPR,,, j (1 - PF 
(0) 
ýt (3.8) 
! =1 J=1 
(I + 7/' 
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in which CR, j are the costs of repair and PR,, j is the probability of repair (combination 
between the probability that the structure has deteriorated to a certain level and the 
success of the repair) at time t, and at location j. 
N+1 M(t, 
CF =Z ZCF(t! /111-PR, I. J)PF(tl)-PF(rl-1)) PR, I, 11PF, R\tlý-PF(tI-1)) /1 ýt 
(3.9) 
! =1 J=1 11 + YI 
, 
in which CF(tj) are the costs of system failure at time t, and P, is the probability of 
system failure after a repair has taken place. 
The equations above illustrate how a maintenance strategy can be quantified. In 
addition to the costs above, the cost of replacement and the cost and probability 
involved with an increased inspection frequency are desirable to include in the 
framework. This thesis contributes to this type of optimisation problem by providing 
the PF(t, ), i. e. the probability of system failure between 0 and t1. 
3.2.2. Qualitative maintenance decision-making 
A disadvantage of quantitative maintenance optimisation models is that they are 
often very information dependent and computationally intensive. Reliability Centred 
Maintenance is a qualitative maintenance decision-making framework. Moubray 
(1997) describes four features central to Reliability Centred Maintenance (RCM) 
planning. Firstly, the primary objective of RCM is to preserve system functions. 
Secondly, the specific failure modes that can lead to loss of function or functional 
failure are identified. Thirdly, prioritisation is based on the function need, by 
prioritising the importance of the failure modes. Fourthly, only applicable and effective 
Preventive Maintenance (PM) tasks are selected. Applicable means that the task 
accomplishes one of three main reasons to carry out PM, i. e. prevent or mitigate 
failure, detect onset of a failure, or discover a hidden failure. Effective means that 
there is willingness to spend resources to carry out the task. 
In order to achieve those four features, RCM planning consists of the main steps listed 
below, compiled from Moubray (1997), Smith (1993) and Duthie et al. (1997): 
1. System selection and information collection. 
2. System boundary definition. 
3. System description and functional block diagram. Five items of information are 
further developed in this step: i) system description; ii) functional block diagram 
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-a top level representation of the system's major functions in the form of 
functional subsystems; iii) IN / OUT interfaces - documentation of the variety of 
elements that cross the system boundary; iv) system work breakdown structure 
-a compilation of the equipment (component) lists for each of the functional 
subsystems in the functional block diagram; v) equipment history - with respect 
to prior usage and operational experience. 
4. System functions and functional failures. 
S. Failure modes and effects analysis (FMEA). This step firstly constructs the 
component-function matrix - leading to insight in which system equipments 
could play a role in the creation of a functional failure. Secondly, the FMEA is 
carried out, which amounts to a definition of the specific component failure 
modes and causes that can. defeat the functions at a local, system or plant level. 
Thirdly, the general redundancy rule is applied. I. e., if available redundancy 
essentially eliminates any effect at the system level, the failure mode is dropped 
from further consideration and is placed on the Run-To-Failure list. Fourthly, a 
check of redundancy, alarm and protection logic is made. I. e. whether alarm 
and protection equipment form an exception at the preceding rule. 
6. Logic tree analysis. The consequences of each failure mode are investigated by 
answering three questions: Is the failure mode hidden or revealed? Does the 
failure mode cause a safety problem? Does the failure mode result in plant 
outage? 
7. Task Selection. The appropriate maintenance task is then selected by answering 
four further questions: Is the age-reliability relationship for this failure known? 
Are there any applicable time-dependent tasks? Are there any applicable 
condition-dependent tasks? Are there any applicable failure-finding tasks? 
8. Task comparison (i. e. compare recommended tasks with previous regime) 
9. Sanity check (i. e. check that it all makes sense). 
A disadvantage of the qualitative reliability centred maintenance approach is the 
subjective prioritisation often related to qualitative approaches. The following section 
therefore presents an approach that combines the computationally feasible qualitative 
decision-making with quantitative objective prioritisation. 
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3.2.3. Mixture of quantitative and qualitative decision-making 
Delft Cluster (2001) applies a mixture of quantitative and qualitative decision-making 
approaches in a procedure to design monitoring strategies for dikes. This approach 
compares to the quantitative maintenance optimisation model based on the Bayesian 
decision-making model (figures 3.4 and 3.6) and the steps in reliability centred 
maintenance in the previous section. 
According to Delft Cluster (2001), the first question that should be answered as part of 
a rational monitoring philosophy is: why carry out monitoring? The answer relates to 
the need to have knowledge about the reliability of function fulfilment of a structure. 
This need for knowledge can be interpreted within different contexts: an operational 
decision-making context; an inferential scientific context for validation, calibration, 
enhancement of models and hypothesis testing; finally a legislation context: e. g. 
license arrangements or fulfilment of the law. 
Delft Cluster (2001) describes a four-element procedure to design rational dike 
monitoring strategies. The first element relates to step one to three in the RCM 
planning approach: the project boundaries and relevant environmental conditions are 
defined. This consists for example of an overview of (functional) requirements, 
physical shape of the structure, loading characteristics, available design models and 
simplifications during the design process, construction details, geotechnical soil 
properties or stratification of the foundation. The second element of the monitoring 
design procedure mixes step four of RCM planning with quantitative reliability analysis. 
This element aims to establish the dominant failure mechanisms. A quantitative 
reliability analysis of the structure under consideration is carried out, or failure rate 
Information derived from the FMEA (Failure Mode Effect Analysis) that was set up 
during the design phase. The dominant failure mechanism(s) and the relevant or 
sufficiently sensitive indicators are derived from the reliability analysis. The third 
element consists of a consideration of which questions must be answered by the 
monitoring strategy and so establishing the objectives of the monitoring strategy. This 
step is relevant as the monitoring instruments each serve to answer a specific 
question, otherwise the instrument is redundant. These questions can usually be 
derived from the dominant failure mechanisms from the reliability analysis. The 
monitoring strategy does not need to remain restricted to the dominant failure 
mechanisms but can also include other failure mechanisms before they become 
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relevant. The fourth element of the procedure is to decide on the rational monitoring 
strategy, i. e. a formulation of the decision problem and repeated observations. Delft 
Cluster (2001) suggests asking the following questions to support the development of 
the monitoring strategy: Monitor what? Monitor where? Monitor when? Monitor to 
which degree? 
Bayesian decision theory (see section 3.2.1) is suggested as a rational way to 
structure this decision problem and allow rational quantified risk analysis, similar to 
Faber (2000). Figure 3.8 provides a simplified illustration of such a decision problem, 
see also figure 3.4 and figure 3.6. Such a decision tree enables a rational risk analysis. 
Delft Cluster (2001) then formulates the theoretical structure of the decision problem 
in terms of a practical approach. One aspect of this practical approach concerns the 
desired precision of the monitoring strategy to appropriately inform the questions. A 
second aspect concerns the extent to which the monitoring strategy returns the 
desired information, shown in figure 3.9. The return of desired information is firstly 
related to the precision and reliability of the observations of observation variables y. It 
is secondly related to the sensitivity of the (uncertainty in the) variables x for the 
observation variables y. The return of desired information is thirdly related to the 
sensitivity of the (uncertainty in the) performance for the variables x. The desired 
precision of the measurements has implications for the implementation of the 
Possible observations 
(including unexpected) 
" Failure in next At 
" Cost of reparation + 
" No failure in next At 
" Cost of reparation + 
" Failure in next At 
" Costs of measurement 
" Failure in next At 
" Cost of reparation 
" No failure in next At 
" Cost of measurement 
" No failure in next At 
" Cost of reparation 
" Failure in next At 
" No costs 
" No failure in next At 
" No costs 
Figure 3.8 Simplified illustration of a monitoring and repair decision problem in a Bayesian context. 
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`ý 
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model --------i1 variablesy 
E. g. cracking model E. g. crack width 
Figure 3.9 The information flow associated with the evaluation of the performance of a structure 
(Delft Cluster, 2001) 
monitoring strategy and how it is carried out, in terms of e. g.: the design and 
incorporation of the measuring system; the diagnostic facilities (- does the 
measurement equipment function as desired? ); the monitoring protocol (- who, what, 
how? ). 
A monitoring strategy consists of many repeated measurements and hence decision 
moments. Representing all possible decision sequences results in a very complex 
decision tree. Delft Cluster (2001) points out that systematic straightforward 
calculation of all possible decision sequences is next to impossible. Instead, it is 
recommended to incorporate simplified assumptions and estimations in the decision 
tree, e. g. based on RCM planning or supported by figure 3.4. These simplifications 
must be introduced in collaboration with the decision-maker and in dialogue with the 
domain specialists. The functional requirements and the available possibilities should 
be respected. 
3.3. Review 
The specification of a maintenance optimisation framework requires an overview of 
current practice in flood defence management as well as knowledge about the types of 
rational decision-making approaches. The maintenance optimisation context is 
relevant to this thesis for the following reasons. Firstly, it shows the perspective of 
time-dependent reliability in the overarching optimisation framework. Secondly, the 
choice of a Markovian or Bayesian modelling approach for time-dependency must be 
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made in the maintenance optimisation context. Thirdly, the importance measures for 
asset time-dependent processes and maintenance operations are developed in the 
context of the overarching maintenance optimisation model. Current flood defence 
management practice is also relevant to the importance measures. The main 
characteristics of the overarching rational maintenance optimisation framework for 
flood defence management are derived based on this chapter. These main 
characteristics and the relevance of the maintenance optimisation context for this 
thesis are discussed below. 
The four building blocks in a quantitative maintenance framework discussed in section 
3.2.1 divide the optimisation problem into useful model components, i. e.: the 
functional system model, the risk and reliability system model, the operational 
management model, the calculation optimisation model. Table 3.4 provides an 
overview of the building blocks that are currently specified for flood defence 
management. The Bayesian decision-making framework in figure 3.4 is a suitable 
theoretical structure. It allows the definition of the time-dependent risk and reliability 
system model and the monitoring and repair operations in the operational model in a 
'common currency'. The Bayesian decision-making framework has been successfully 
employed in for example risk-based inspection planning in the offshore industry, 
compare figure 3.4 and 3.6. This illustration shows where and in which form the time- 
dependent reliability contribution is required. For statistical time-dependent process 
models, the Bayesian approach based on posterior analysis is preferred over the 
Markovian approach based on discarding the historical time series observations. This 
choice has two implications for the maintenance framework. Firstly, it determines the 
type of statistical models for the asset time-dependent processes. It is noted that the 
Bayesian maintenance optimisation framework also allows the incorporation of 
Markovian asset time-dependent process models. Secondly, it determines how the 
information from monitoring (experiments) is taken into account in the maintenance 
optimisation model. A mixture of a qualitative and quantitative decision-making 
framework combines the advantage of a rational computationally feasible qualitative 
approach with that of a quantitative objective prioritisation. Section 3.2.3 illustrates 
how such a mixture decision-making approach supports the design of dike monitoring 
programmes. It is expected that the mixture approach is the most convenient model 
for the rational flood defence management decision-making framework. 
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The maintenance operations in flood defence management practice and the Bayesian 
decision-making framework form the context of the importance measures developed 
in the following chapter 4. 
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4. Risk-based importance measures 
for flood defence management 
This chapter develops a method to highlight relevant time-dependent processes and 
maintenance operations in the context of a rational maintenance framework. This 
corresponds with objective 2 in chapter 1 and in figure 1.6. This method is developed 
by reviewing and developing reliability-based and risk-based importance measures to 
support the management of flood defence systems. An overarching rational 
maintenance framework for hydraulic structures has been set out in the previous 
chapter. The importance measures in this chapter are intended to support the 
management of flood defences without or in advance of a full life cycle optimisation. 
Section 4.1 provides a more detailed description of the role of importance measures in 
flood defence management. It outlines the objectives that the importance measures 
are meant to fulfil. Section 4.2 reviews the existing risk and reliability-based 
importance measures for flood defence management. Section 4.3 develops the 
reliability and risk-based importance measures for flood defence management. A 
summary of this chapter is given in Buijs et al. (2007). 
4.1. Role of importance measures and sub-objectives 
Section 4.1.1 describes the research and operational context which the importance 
measures aim to support. Section 4.1.2 formulates the sub-objectives of the 
importance measures 
4.1.1. The importance measures in context 
Rational flood defence management is supported by life cycle optimisation. The 
optimisation of life cycle costs is a complex problem, as introduced by section 1.2.2, 
1.2.3, figure 1.2 and 1.3 and section 3.2.1. It involves on one hand estimation of flood 
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risk in time and space and valuation of its acceptable level. On the other hand it 
consists of operational activities with a cost, flood risk reduction, time and space 
dimension. The building blocks of a quantitative framework for life cycle cost 
optimisation are described in section 3.2.1. Due to the complexity of the optimisation 
problem the production of a monetary cost - performance curve such as figure 1.3 is 
not straightforward. Simplifying assumptions are often required to enable quantitative 
maintenance planning, see e. g. Sorensen and Faber (2001). 
The use and interpretation of the life cycle optimisation model, and therefore of the 
importance measures developed in this chapter, depends on the application context. 
The following application contexts are considered: the research context and the 
operational context. The research context is an inferential scientific context aiming to 
increase the quality of the life cycle optimisation model and its building blocks. The 
quality is increased by the validation, calibration, enhancement of models and 
hypothesis testing (Delft Cluster, 2001). The aim of maintenance within the 
operational context is according to Vrijling (2003): all activities aimed at retaining an 
object's technical state or at reverting it back to this state, which is considered as a 
necessary condition for the object to carry out its function. Performance-based asset 
management in the UK, Simm et al. (2006), is focussed on achieving efficient flood 
risk reduction. Figure 1.2 shows that the aim according to Vrijling (2003) and Simm et 
al. (2006) are related. The necessary condition for the objects to carry out their 
function follows from the optimisation of flood risk reduction. Several maintenance 
intervention options are considered. 
4.1.2. Sub-objectives of the importance measures 
Objective 2 described in chapter 1 is: to develop a method to highlight relevant time- 
dependent processes and maintenance operations in the context of a rational 
maintenance framework. To achieve this objective, chapter 4 reviews and develops 
risk and reliability-based importance measures to support the management of flood 
defence systems without or in advance of full life cycle optimisation. This main 
objective can be broken down into three sub-objectives. 
Sub-obiective 2.1 is to indicate the influence of individual random variables, I. e. flood 
defence properties. on the reliability analysis. This provides insight in the sensitivity of 
reliability to a change in a flood defence property due to time-dependency or an 
operational activity. All flood defence properties are taken into account, even if it is 
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clear that the property is not time-dependent or part of common operational activities. 
Section 4.3.2 develops importance measures for sub-objective 2.1. 
Sub-objective 2.2 is to hi chýliaht relevant time-dependent processes. This knowledge 
enables targeting monitoring activities or eliminating irrelevant processes from the life 
cycle optimisation model. The monitoring intends to improve " the scientific 
understanding of time-dependency, populate and update the optimisation model or to 
identify trigger condition levels for more detailed inspection or repair. The intention is 
to use these importance measures without or in advance of a full life cycle 
optimisation. Section 4.3.3 develops importance measures for sub-objective 2.2. 
Sub-objective 2.3 is to indicate the impact on flood risk reduction of different 
operational activities in relation to the cost of the activity The main types of 
operational activities are according to section 3.1.2: inspection, repair, replacement or 
improvement. These importance measures support an operational manager who has 
to achieve immediate flood risk reduction, but does not have the means or justification 
for a full life cycle optimization. In addition, they support the elimination of irrelevant 
operational activities in advance of the life cycle optimization. Section 4.3.4. develops 
importance measures for sub-objective 2.3. 
It is noted that inspection or monitoring is mentioned both in sub-objective 2.2, 
highlight time-dependent processes, and in sub-objective 2.3, indicate the flood risk 
impact of -operational activities. To make the distinction between monitoring in both 
sub-objectives, they are held against the Bayesian decision-making framework for 
expected opportunity loss or value of information. This distinction is explained in 
section 4.3.1. The following section reviews existing risk and reliability based 
importance measures in the engineering industry. 
4.2. Existing risk and reliability-based importance 
measures 
4.2.1. Introduction 
Sensitivity and uncertainty analysis are relevant to sub-objective 2.1 mentioned in 
section 4.1. The main aim of sensitivity analysis is to study how the variation in the 
output of the model can be qualitatively or quantitatively apportioned to different 
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sources of variation, and how the given model depends on the information fed into it, 
Saltelli et al. (2000). Local sensitivity analysis considers deterministic basic variables 
and process model predictions. Global sensitivity analysis takes the probabilistic 
distribution of the basic random variables and the process model prediction into 
account. Unlike local sensitivity analysis, it therefore captures the range of the 
variables as well as non-linear process model behaviour. 
Publications such as Janssen et al. (1990), Saltelli & Scot (1997), Saltelli et al. (1999) 
and Saltelli et al. (2000) provide an overview of existing measures in sensitivity and 
uncertainty analysis. Following Saltelli et al. (2000), Homma & Saltelli (1996) and 
Janssen et al. (1990) the next sensitivity analysis techniques are identified: screening, 
differential analysis, response surface methods, Monte Carlo based regression analysis 
and correlation coefficients, variance decomposition according to Sobol' or Fourier 
Amplitude Sensitivity Test (FAST), FORM and SORM as introduced in section 3.1.3. 
Screening can be used as a local sensitivity analysis method, involving the one-by-one 
variation of parameters and recording the variation in the model prediction. The 
method only considers deterministic basic variables and model prediction rather than 
random variables. Differential analysis only investigates the process model sensitivity 
for deterministic basic variables and is therefore a local sensitivity analysis technique 
as well. The response surface method fits an approximation to the relevant 
deterministic prediction space of the original process-model. The simplified 
approximation of the response can then be used as a basis for different sensitivity 
analysis methods. Monte Carlo based regression analysis linearises the model 
predictions across the probabilistic range of the basic random variables. Even though 
it is a global sensitivity analysis method taking random rather than deterministic 
variables into account, however, it does not pick up on non-linear process model 
behaviour. Variance decomposition methods indicate the uncertainty contribution of 
individual variables as well as combinations of joint variables. Variance decomposition 
of complex system models is often hard (Jarzemba & Sagar, 2000). Direction cosines 
from FORM and SORM therefore tend to be preferred over variance decomposition in 
structural reliability. FORM and SORM are relatively fast methods amalgamating the 
uncertainty contribution as well as the sensitivity of the process model. Direction 
cosines and partial derivative based importance measures as part of global sensitivity 
analyses are further considered for review and development in 4.2.2 and 4.2.3. 
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Risk and reliability-based importance measures are used to support the design and 
operational planning of structural systems in the nuclear and engineering industry. 
These measures are usually part of safety assessments, design or maintenance of 
engineering systems rather than the analysis of the underlying process models. This 
type of importance measure serves sub-objective 2.2 and sub-objective 2.3 
mentioned in section 4.1. 
Importance measures as an integral part of the overall life cycle costing model are not 
considered in detail in this chapter. An example is Dekker (1995) who mentions 
priority criteria in form of penalty functions, or the influence of postponing 
maintenance activities on a particular component on the average lifetime cost. 
Another example is Worm & Van Harten (1996) who discuss a road maintenance 
optimisation model. 
In section 4.2.2 direction cosines are discussed and their potential to indicate where 
most uncertainty reduction can be achieved. In section 4.2.3 existing partial derivative 
based concepts are reviewed as part of global sensitivity analyses. Finally, section 
4.2.4 discusses risk-based importance measures applied in the engineering industry. 
4.2.2. Direction cosines 
Section 3.1.3 describes the origin of the direction cosines in the FORM method. They 
are also referred to as coefficients of influence. The direction cosine is defined by 
(2.11). The linearised limit state function in the standard normal space expressed by 
(2.12) demonstrates that the coefficients are in fact direction cosines of the reliability 
index. Hohenbichler & Rackwitz (1986) show that (0)2 is the linear correlation 
coefficient, pz; x,, between the variable X, and function Z in the design point. The 
direction cosine therefore indicates the uncertainty contribution of individual random 
variables to the overall probability of failure. 
Figure 2.1 shows which uncertainty types such an uncertainty contribution might 
represent. Vrijling & Van Gelder (2005) and Van Gelder (1999) show how knowledge 
about uncertainty contributions of flood defence properties enables judgement about 
uncertainty reduction in the probability of failure. The main activities to reduce 
uncertainty are: data gathering, research and elicitation by means of expert 
knowledge. It is possible to compose uncertainty reduction policies of a combination of 
those activities. Quantitatively such policies are most effective when they are directed 
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at the flood defence properties with the highest uncertainty contribution, i. e. the 
highest a. The effectiveness of these policies is also determined by the type of 
uncertainty they are meant to reduce, see table 4.1 and explanation below. Inherent 
uncertainty in time and space are for instance irreducible, even though they often 
contribute highly. Other uncertainty types are usually only partially reducible. 
Table 4.1, from Vrijling & Van Gelder (2005), summarises four uncertainty reduction 
policy options whose uncertainties are integrated in the probability of failure, indicated 
by Pf, and which are reduced, indicated by -. Uncertainty contributions to the 
probability of failure Pf are represented by the direction cosine c. The direction cosine 
indicates which random variables contribute highly, but does not distinguish between 
the contribution of different uncertainty types. Option 1 entails no reduction of 
uncertainty. Option 2 represents the reduction of statistical uncertainty in space and 
model uncertainty by taking measurements and doing research. Option 3 considers 
the situation whereby all epistemic uncertainties are reduced. Option 4 is a policy that 
manages to reduce all uncertainties except inherent uncertainty in time. 
Table 4.1 Four different uncertainty reduction options, from Vrijling & Van Gelder (2005). 
Option 1 Option 2 Option 3 Option 4 
Inherent uncertainty (in time) Pf Pf Pf Pf 
Inherent uncertainty (in space) Pf Pf Pf - 
Statistical uncertainty (of 
variations in time) 
Pf Pf - - 
Statistical uncertainty (of 
variations in space) - - 
Model uncertainty Pf - - - 
4.2.3. Partial derivative based concepts 
Borgonovo & Apostolakis (2001) recommend Differential Importance Measures (DIM) 
in the context of the Probabilistic Safety Assessment (PSA) in the nuclear industry. 
The total variation of a function due to a differential variation of its parameters xj, .., 
x,, is expressed as: 
dR = 
DR dxl + 
DR dx2 + ... + 
DR dx 
ax1 ax2 ax 
(4.1) 
in which R is a risk or reliability metric such as Core Damage Frequency (CDF), written 
as a function R=g(xl, .., x) of generic parameters xl,..., x,,, such as-the frequency of 
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an initiating event, the failure rate of a component, etc. It is also possible to choose a 
mean value or standard deviation as a parameter. Borognovo & Apostolakis (2001) 
suggest that the variations of dxl, ..., dx, can either entail values of equal magnitude 
or of an equal percentage. An approach based on Cauchy's convergence criterion is 
proposed to achieve changes in the parameters that represent a differential change. 
The DIM is subsequently defined as the proportion between a change due to one 
variable and the total change in the risk or reliability metric: 
aR dx! 
DIM(xý). 
dRXl 
_ 
ax! 
dR aX dx 1 
i 
(4.2) 
Another possibility is that time-dependent processes or operational activities affect 
several flood defence properties simultaneously. The change in reliability due to a 
change in two random variables simultaneously is e. g. given by Hong & Lie (1993) in 
the form of: 
Iß(1, j) = a2R(G)/ ap; apj (4.3) 
In which IG(i j) is the joint importance of components with indices / and j, R(G) is the 
reliability of system G, p; and pj are the probabilities of failure of components i and j. 
This joint importance measure indicates the change in reliability due to correlated 
deterioration processes affecting pr and p3. Armstrong (1995) shows that this measure 
is generally applicable, i. e. also to two correlated components. 
Another illustration of joint importance is given by Cho et al. (1989) in the nuclear 
industry. They consider probabilistic importance measures of a system or function that 
is a naturally defined cluster of components or subsystems: 
ahCD 
ahsub 
(4.4) 
In which they look at the change in core damage frequency, defined in this case as 
hcD, due to a change in reliability of a subsystem h$Ub. The neutralisation of such a 
subsystem is another way to establish the influence of a cluster of components or 
subsystems, Eisenberg & Sagar (2000). Barlow & Proschan (1975) consider the 
relative component importance, essentially the conditional probability that system 
failure is caused by (i. e. coincides with) the failure of a given component. 
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4.2.4. Risk-based importance measures 
Cost-benefit analysis is a well-known concept in engineering economics, e. g. Newnan 
et at. (2000). In this context, Veseley (1999) discusses the principles of resource- 
effectiveness and regulatory-effectiveness for risk-informed applications. The relative 
Burden-to-risk-Importance-Ratios (BIRs) are defined as a first basic cost-benefit 
principle: 
BIR = 
Relative Burden Cost 
Relative Importance Benefit 
here the relative burden represents 
requirement. The relative importance 
measures such as shown in table 4.2. 
(4.5) 
the resources spent on the activity or 
can be established with risk importance 
The second basic cost-benefit principle is 
BIR=1, which is a formal objective in standard cost-benefit analyses or resource and 
optimization problems. Undertaking an activity is therefore justified if the cost 
(relative burden) of the activity is less than the benefit (relative risk importance) 
achieved with that activity. Vesely (1999) mentions that in conventional cost-benefit 
analyses often activities are cut with a small risk importance. Cutting the cost of those 
activities then results in only a small increase in system risk. Instead, Veseley 
encourages the redistribution of activities to achieve optimal system risk and therefore 
proposes the BIR terminology rather than the cost-benefit terminology. 
Table 4.2 Risk importance measures and their definitions. 
Name risk importance measure Definition risk Importance measure 
Risk Reduction R(base) - R(x; =0) 
Fusell- Veseley {R(base)-R(x; =0)}/R(base) 
Risk Reduction Worth R(base)/R(x; =0) 
Criticality importance x; (base){R(x; =1)-R(x; =0)}/R(base) 
Risk achievement R(x; =1)-R(base) 
Risk Achievement Worth R(x; =1)/R(base) 
Partial Derivative { R(x, +&1)-R(x; ) }/ &j 
Birnbaum importance R(x; =1)-R(x; =0) 
Table 4.2 summarises risk importance measures that are well-known in binary system 
reliability in the nuclear industry, see e. g. Van der Borst & Schoonakker (2001), and in 
the dam industry, see Hartford & Baecher (2004). R(base) in table 4.2 is the base 
system risk scenario. R(x, =0) is the scenario whereby the risk R is fully optimized for 
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parameter x,. Parameter x, is for example a dam section. R(x, =1) refers to the 
scenario whereby parameter x, is fully failed. xi(base) represents the parameter value 
for x, in the base case. ax, is the differential change in the parameter x,. 
4.3. Development of risk-based importance measures 
for flood defence management 
The rational maintenance optimisation context is addressed in section 4.3.1. It is 
noted that the scope of this research project is focused on asset time-dependent 
processes rather than maintenance optimisation. The importance measures in this 
chapter are therefore meant as a possible starting point for more detailed importance 
measures. Section 4.3.2 subsequently discusses and develops importance measures to 
indicate the influence of variables, i. e. flood defence properties, on the reliability. 
Section 4.3.3 develops importance measures to highlight relevant asset time- 
dependent processes. Section 4.3.4 develops importance measures to indicate the 
flood risk impact of operational activities. 
4.3.1. Rational maintenance optimisation context 
In the end, the importance measures developed in section 4.3 are meant to support 
the population of a rational maintenance optimisation model, see e. g. figure 4.1 after 
figure 3.8 (Delft Cluster, 2001). Especially the value of monitoring is difficult to 
capture without having a fully populated life cycle cost model available. Below, firstly a 
discussion is given of different types of monitoring and the limitations of the 
importance measures in this thesis to capture the value of monitoring activities. 
Secondly, an example is given to illustrate the Bayesian decision-making problem and 
to relate the importance measures developed later in this section to that problem. 
Different types of monitoring activities 
Inspection or monitoring activities have many different benefits. Monitoring can be for 
example directed at the development of the state of the structure or components in 
time. An aim of such monitoring is the identification of trigger levels for repair or 
improvement, the representation of the flood defence properties in the time- 
dependent reliability model or the increase of scientific understanding. It is also 
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possible to carry out monitoring to specifically discover the occurrence of an ongoing - 
failure mechanism. Monitoring directed at the state of the structural components often 
overlaps with monitoring failure mechanisms. Figure 4.1 illustrates the decision- 
making problem for monitoring condition levels and monitoring failure mechanisms, 
after figure 3.8 (Delft Cluster, 2001). Finally, it is possible to use monitoring for the 
reduction of statistical uncertainty in flood defence properties by e. g. increasing the 
measurement quality or the grid of the measurements. 
Monitoring condition levels refers to monitoring of the state levels in time and the 
discovery of ongoing failure mechanisms. Monitoring condition levels is an ongoing 
monitoring process in time. It has a direct as well as an indirect effect on life cycle 
Rep= Cost of repair 
No failure in next dt 
Cost of repair 
Detect failure 
mechanism Detailed 
Failure in next dt 
-D 
monitoring Cost of monitoring 
F No failure in next dt Cost of monitoring 
Monitoring 
fadure r- 
Failure in next dt 
No failure in next dt 
Failure in next dt 
Repair Cost of repair 
No failure in next dt 
Cost of repair 
Na d-e 
Dan 
Failure in next & 
failure n 
fug 1° No failure in next dt 
Monitoring 
Repair 
Not 
Failure in next dt 
No failure in next dt 
Failure in next dt 
Cost of repair 
No failure in next dt 
Cost of repair 
Failure in next dt 
Cost of monitoring 
No failure in next dt 
Cost of monitoring 
Failure in next dt 
No failure in next dt 
Figure 4.1 Bayesian decision problem for monitoring condition level, after Delft 
Cluster (2001). 
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costing. It allows a condition-dependent timing of maintenance activities rather than 
fixed time intervals. It identifies failure processes that could culminate in failure. 
Finally, depending on the type of monitoring it increases the quantitative knowledge 
about the flood defences. The value of monitoring condition levels is therefore its 
reduction in cost in the overall life cycle of the flood defence. This can only be 
determined as part of the overall life cycle costing optimisation model. 
However, the possibility to establish the sensitivity to monitoring condition levels is 
subject to several restrictions such as the following. Firstly, an indication of relevant 
time-dependent processes is required in order to rationally populate and set up a 
comprehensive life cycle costing model. Even once such an optimisation model exists, 
it is not always feasible to support each decision moment with this model. A second 
complication is that the repair or improvement measures depend on the state of the 
component that is measured and the level to which it needs to be improved. Thirdly, 
the decision-making problem is ongoing and not bounded as shown in figure 4.1. For 
example, detailed monitoring can be followed by repair or even more monitoring. In 
the light of these restrictions importance measures in section 4.3.3 are a first 
indication of relevant time-dependent processes. Relevant time-dependent processes 
are an indication of how to target monitoring condition levels. 
The second type of monitoring is referred to with statistical uncertainty reduction 
monitoring. This type of monitoring is worthwhile considering if a number of flood 
defence properties significantly contribute reducible uncertainties to the probability of 
failure. The value of this type of monitoring is determined by a combination of the 
change in flood risk and the cost of the monitoring activity. It is compared to repair or 
improvement if an operational manager finds that the flood risk in a floodplain needs 
to be reduced on a short term in section 4.3.4. 
In sub-objective 2.2 monitoring consists of the identification of trigger condition levels 
for more detailed inspection or repair. Another application of this type of monitoring is 
the registration of condition levels to increase the scientific understanding about the 
process, e. g. in the research context. This type of monitoring is referred to as 
monitoring condition levels. Importance measures in section 4.3.3 support targeting 
this type of monitoring. In sub-objective 2.3, monitoring considers the immediate 
impact on flood risk reduction by reducing uncertainty through data collection. This 
type of monitoring is referred to as statistical uncertainty reduction monitoring. 
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Illustration of a Bayesian decision-making problem 
An example below illustrates the Bayesian decision-making problem as well as the 
relation to the importance measures that are further developed in the next few 
sections. The decision problem describes a flood defence section in a floodplain that is 
characterised by a crest level h, The three situations that are considered are given in 
figure 4.2. Table 4.3 summarises the main information with regard to the decision 
problem. 
Table 4.3 Characteristics of Bayesian decision making problem example 
Variables in Bayesian decision 
I 
Description 
problem example 
h, Crest level of one flood defence section 
C, Cost of Inspection 
Cwt Total costs to minimise 
x Change in crest level either due to settlements or repair / improvement 
B(x)=a+bx Construction costs as a function of the change In crest level, standalone 
construction costs a and raise dependent costs b 
R(h, +x)=Ro"exp(-s(hc+x)) Flood risk as a function of the initial risk R0, the crest level h, and the 
change in crest level x 
hr The crest level which triggers repair [improvement 
hc;, The crest level to which the repair / improvement activity extends 
Repair 
Possible 
O 
states 
Do-nothing 
2 
I 
Do-nothing 
O 
1 
Figure 4.2 Example of a simplified Bayesian decision problem. 
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The costs in the three situations are derived following the definitions given in 
equations (3.5), (3.7), (3.8) and (3.9). Situation 1 is the do-nothing scenario. The 
total cost is derived by integrating the flood risk related to crest level he over the 
probability density function f(hj: 
Cror =f f(h, ) " 
{Ro exp[- s(hc)Bdhc (4.6) 
he=0 
Situation 2 consists of a repair or improvement activity without first carrying out an 
inspection. The crest level is then raised from h, to hc; j without first acquiring 
information by an inspection. The flood risk reduces with an increasing improved crest 
level hc; i while the construction costs increase. The optimum investment can be found 
similar to figure 1.3. 
Ctor = 
jf(hc) 
" 
{B(hc;, 
- ho)+ Ro exp[ s(hc; l)khc (4.7) 
hh=0 
Situation 3 consists of an inspection activity which leads to increased information on 
the crest level. The increased information then informs a decision to repair or to do 
nothing. If the crest level is lower than a level hT then a repair / improvement activity 
is triggered which raises the crest from he to a level hc; i. If the crest level he is above 
the trigger level hT, nothing is done. The total cost in situation 3 is a function of the 
inspection cost CI, the construction cost B(hc; ncc) and the flood risk R(x) in the repair 
case and in the do-nothing case (figure 4.2): 
hT - 
C ror = C! + 
jf(ho) 
" 
{B(hc;, 
- ho)+ Ro exp[- sho; ikho + 
Jf(ho) 
" 
{Ro exp(- sho)}dho (4.8) 
he=0 he=hr 
The addition of the inspection event makes the total cost a combination of repair 
(4.7)in the first part of the equation and do-nothing (4.6) in the second part of the 
equation. If the crest level is in a very good state, the second part of the equation 
dominates: mainly inspection costs are made instead of high construction costs and 
the flood risk is low as the crest level is large. If the crest level is in a bad state, the 
first part of the equation dominates: mainly construction costs are made and the 
improvement hc;, reduces the flood risk. Equation (4.8) can also be optimised similar 
to figure 1.3. 
If the crest level is in a good state it is possible that do-nothing is more beneficial than 
inspect and repair. If in advance is known that the crest level is in a very bad state, 
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then directly the decision to repair can be made. If the crest level is in a moderate 
state it is beneficial to first inspect and then decide to repair or not. 
As explained in section 3.2.1, the equations (4.6), (4.7) and (4.8) can be expanded 
with a numerical representation of flood risk, multiple time-dependent processes, 
inspection, repair options and flood defence sections. The most relevant time- 
dependent processes can be established as part of a Bayesian decision-making 
problem as shown in figure 4.1, but then covering a lifetime of a flood defence 
system. In this decision-making context, and with a fully populated life cycle cost' 
model available it is possible to develop detailed importance measures for time- 
dependent processes and operational activities. Such a fully populated life cycle cost 
model is not available, the aim of the sub-objectives 2.1 to 2.3 is to limit the effort 
involved with realising such a decision-making problem. 
The sensitivity of the reliability to random variables indicates how much a flood risk 
function such as R(h, +x) in table 4.3 changes as a result of a change in crest level h,. 
The cost-benefit approach to time-dependent processes is developed in section 4.3.3. 
The previous example does not relate to a time-dependent process. However, a time- 
dependent process can be expressed cost benefit wise as follows: 
Cost of remediation B(hh - hC; d) ) BIRýme = Change in flood risk Ro exp - shy - exp - shc; d 
4,9 
with B(hc hc; d) and Roexp(-s"hj following table 4.3. Whereby the change in flood risk is 
a result of a deteriorated crest level hc; d and the cost of remediation is the cost 
involved with bringing the crest level back to its initial level. If the crest level was for 
example originally at the optimum point in figure 1.3, the cost of remediation indicates 
how much has to be invested to bring the crest level back to the optimum point after 
deterioration. The comparison of the BIRG,,, e for different deterioration processes 
indicates how steep the development away from the optimum point is. 
The importance of repair or improvement measures is indicated similar to (4.9): 
BIR 
Cost of improvement 
- 
B(hh., - he 
) 
4.10 imP Change in flood risk Ro exp - shh; i - exp(- sh< 
The cost of improvement is compared to the change in flood risk. If the initial crest 
level is on the left from the optimum in figure 1.3, the comparison of the BIR,, 'p for 
different improvement measures shows how steep the curve in figure 1.3 is towards 
the optimum point. 
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The BIR, or conventional cost benefit ratio, has a number of limitations compared to 
the Bayesian decision-making approach. One example is that it does not take the 
possibility into account that the improvement is beyond the optimum point. A second 
example is that depending on the cost function and the flood risk model, it is possible 
that an improvement leading to the optimum point cost-benefit wise scores less 
favourable than an improvement that only leads to a small improvement. A third 
example is that the benefits of inspection cannot be captured with such a cost benefit 
ratio, as it implies the shift in emphasis on the first or second part in equation (4.8). A 
last example is that the do-nothing option with a cost benefit approach or BIR leads to 
the insignificant indicator of 0/0. 
4.3.2. Indicate the influence of variables on the reliability 
A indication of the influence of variables on the reliability is a starting point to gain 
insight in the sensitivity of decision-making problems such as in figure 4.1. In relation 
to sub-objective 2.1 - indicate the influence of individual random variables on the 
reliability - direction cosines capture the uncertainty contribution of random variables 
to the probability of failure. They represent the influence of the random variables at a 
point in time. However, low uncertainty contributing properties are also able to 
introduce a significant improvement or decline in the reliability due to the sensitivity of 
the model for that variable. Time-dependent processes and operational activities 
change the uncertainty of random variables as well, as their mean values and thus the 
probability of failure. Direction cosines do not fully pick up on this type of sensitivity. 
Complementary insight in the sensitivity of the reliability and risk to changing mean 
values and standard deviations of random variables is therefore beneficial. 
The following sensitivity measure is suggested in Buijs et al. (2005) to capture the 
sensitivity to a mean value or standard deviation: 
az E( 
az- PDx, = erx, 
j... JaX fx(X)dX = ErxiV5X (4.9) 
Z50 1 
In which PDX, is the sensitivity to a change in mean value or standard deviation, rxi is 
the standard deviation or mean value, eis a small change which is given to each of the 
variables, e. g. 1% of the mean value or standard deviation r,,, fx is the joint 
probability density function of (X,,.., X, ). The integral represents the expected value E 
of the partial derivative in the failure space Z, or Z-0, illustrated by the right hand 
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part of (4.9). Figure 4.3 illustrates a change in the limit state equation Z due to time- 
dependency t=0 and t=1. The hatched area marks the change in density in the failure 
space ZsO. The sensitivity measure in (4.9) evaluates the average change of the limit 
state equation Z at t=0 in the failure space due to a change in a variable X,. It 
therefore considers the sensitivity of the function Z itself, rather than the probability of 
failure. In the latter case, the variation associated with the random variables would 
still play dominant role. 
The PDXj are demonstrated alongside direction cosines in a reliability analysis of earth 
embankments in table 7.2, section 7.3.3, reinforced concrete walls in table 7.12, 
section 7.4.3, and anchored sheet pile walls in table 7.18, section 7.5.3. 
4.3.3. Highlight time-dependent processes 
In relation to sub-objective 2.2 - highlight relevant time-dependent processes -a 
risk-based importance measure is most suitable. A risk-based measure allows taking 
into account the increase in flood risk and the costs of both inspection and damage 
remediation. It therefore indicates how the different time-dependent processes impact 
on an optimisation curve such as figure 1.3. As mentioned before, time-dependent 
processes need to be represented and populated before-the first life cycle optimisation 
can be carried out. Once such an optimisation model exists it is due to its complexity 
probably not feasible to produce results for each decision-making situation. 
Restrictions in capturing the full decision-making problem, information availability and 
Figure 4.3 Change in shape of the density of limit state equation Z at t=0 and Z 
at t=1. The vertically hatched area is the increase in density in the failure space 
Zm. 
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knowledge about condition level standards limit the current level of detail of 
importance measures for time-dependent processes. The importance measures 
introduced below are a first indication to target monitoring to relevant time-dependent 
processes to identify repair or detailed inspection trigger condition levels. As discussed 
in section 4.3.1 a more refined representation of the relevance of time-dependency 
requires a life cycle optimisation model, which does not exist at this stage. Monitoring 
refers in this context to monitoring condition levels mentioned in section 4.1.2. 
Relevant deterioration processes are therefore highlighted by a combination of the 
increase in flood risk and the cost of both inspection and damage remediation. The 
latter relates to the burden to risk importance ratio as defined in equation (4.5). Risk 
Achievement in table 4.2, or R(x, =1)-R(base), comes closest to the risk importance 
associated with deterioration processes. R(xj=1) is the risk when the component x, is 
fully failed. Instead of a fully failed component the increase in flood risk due to 
deterioration of a variable is taken. The change in flood risk is therefore caused by a 
change in probability of failure of a defence section OPf: 
Apf =f fx, o, 
(Xº AI)dXd ,-J fx(XViX 
z(xl,. "xº-ný, "", xho z(x 
(4.10) 
In which A, is a deterioration increment with probability density function f; i(e1) and 
affects random variable X1, fxA, is the joint density function of the vector of random 
variables X and the increment e, Z is the limit state equation whereby Z: 50 represents 
failure of the defence structure. The burden in the BIR is defined as the cost of the 
operational activities that have to be undertaken to remediate the deterioration 
increment and bring the flood risk back to its original level R(base). 
A demonstration of importance measures highlighting asset time-dependent processes 
is given for earth embankments in section 7.3.3, reinforced concrete walls in section 
7.4.3 and anchored sheet pile walls in section 7.5.3. 
4.3.4. Indicate the flood risk reduction impact of operational 
activities 
Decision-making problems such as in figure 4.1 consist of many different types of 
operational activities. The importance measures presented in this section allow an 
initial insight of the influence of standalone operational activities on a life cycle cost 
model. Reasons to make the scope of the importance measures not too specific to a 
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decision-making problem are mentioned in the following. It is not always possible to 
predict in advance which operational activity will be chosen at a specific moment in 
time. Moreover, time-dependent processes need to be represented and populated 
before the first life cycle optimisation can be carried out. Once such an optimisation 
model exists it is due to its complexity probably not feasible to produce results for 
each decision-making situation. Finally, restrictions. in capturing the full decision- 
making problem, information availability and knowledge about condition level 
standards limit the current level of detail of importance measures for time-dependent 
processes. 
In relation to sub-objective 2.3 - indicate the impact on flood risk reduction of 
different operational activities -a risk-based importance measure is most suitable. It 
takes the impact on flood risk reduction into account as well as the costs of the 
operational activities. It therefore indicates how the alternative operational activities 
impact on an optimisation curve such as figure 2.3. In the situation that immediate 
flood risk reduction needs to be achieved, the importance measure allows an 
evaluation of the alternative operational activities. 
Definition importance measure for monitoring 
Monitoring or inspection can be used to reduce the uncertainty of flood defence 
properties and therefore the flood risk in the floodplain. This type of monitoring is 
defined in section 4.3.1 as statistical uncertainty reduction monitoring. Section 4.2.2 
shows that an effective uncertainty reduction policy is directed at high uncertainty 
contributing variables whose uncertainties are reducible. In addition, the amount of 
uncertainty reduction is determined by the performance of the monitoring strategy. 
Below firstly the BIR for monitoring is defined in general. Secondly the main 
inspection methods in the flood defence industry in the UK are described. These 
inspection methods have many different benefits in the context of monitoring 
condition levels as well as statistical uncertainty reduction monitoring. This section 
only considers the value of these inspections to statistical uncertainty reduction. 
These inspection methods are evaluated according to the following two aspects, see 
3.2.3 based on Delft Cluster (2001). One aspect is the accuracy of the measurements 
of the observation variables y. Another aspect is the relationship between the 
(uncertainty in the) random variables x in the flood defence reliability model to the 
observations y. 
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This section introduces an importance measure to compare monitoring as an 
alternative activity to repair or improvement to achieve immediate flood risk 
reduction. Statistical uncertainty reduction monitoring relates to the discussion on 
reducible uncertainties in section 2.1. Measurements might lead to the adjustment of 
the mean value or standard deviation of a measured flood defence property. Such an 
adjustment can be in the form of an increase or decrease in mean value or standard 
deviation. For example, the crest level might turn out to be 0.1 meter higher or lower 
than anticipated. In addition, an increase in the measurement grid would provide a 
more precise representation of the variations in the crest level. The measured 
variability in the field can either be higher or lower than initially anticipated. However, 
in this context it is assumed that measurements only lead to a reduction of the 
standard deviation. The improved knowledge in the form of an increase or decrease of 
the mean value can result in an increase as well as a decrease in the flood risk level. 
Revision of the flood risk leading to an increase in flood risk level requires a larger 
operational response to bring the flood risk down to an acceptable level than initially 
anticipated. Knowledge about this necessity for more risk control is counted as a 
benefit. 
The extent of the adjustment in mean value and standard deviation due to monitoring 
is unknown in advance and additionally depends on the measurement quality. f(8, ß, ) is 
the probability density function of the adjustment in the parameter Ox, (e. g. mean 
value or standard deviation) of random variable X, due to a measurement. For each 
realization of Ox, the contribution to the absolute change in flood risk AFR is 
calculated: 
AFR = j1(FRIOX, 
)- (FRl dox, (4.11) 
ex, 
in which FR is the initial flood risk level in the floodplain. This expression only 
considers the relevance of monitoring in the context of statistical uncertainty 
reduction. The contribution of monitoring to identifying condition levels and failure 
mechanisms is not taken into account. In the BIR, the risk importance measure that 
is chosen corresponds with the Risk Reduction measure R(base)-R(x, =0). Instead of 
taking R(x, =0), the risk whereby component x, is fully optimized, the absolute change 
in flood risk due to monitoring of a flood defence section is taken. The distribution 
functions of simultaneous adjustments in mean value and standard deviation for one 
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random variable due to monitoring are assumed to be independent. The burden in the 
BIR corresponds with the costs of the monitoring activity. 
Defra (2004), and section 2.2.1, distinguishes three types of inspection activities in 
the flood defence industry in the UK: visual inspection, routine inspection and specific 
inspection. The benefit of these inspections is only considered in the light of 
uncertainty reduction. 
Visual inspection returns qualitative information about the flood defence properties. 
There is seldom a direct relationship between the observations and random variables 
in the reliability model. The impact of visual inspection as a means to achieve 
immediate flood risk reduction is therefore limited, Dawson & Hall (2002). It is, 
however, a cheap method to roughly identify condition levels that require further 
monitoring or a repair activity. Visual inspection therefore has a role in monitoring 
relevant time-dependent processes. It therefore has an indirect rather than a direct 
role in flood risk control. 
Routine inspection involves quantitative monitoring of mainly external flood defence 
properties, e. g. collecting geometrical information. The accuracy of the inspection 
method is assumed to be good, i. e. the measurement error is assumed to be 
negligible. It is furthermore assumed that the observed variables are directly related 
to the random variables featuring in the reliability model. Routine inspection as a 
means to reduce flood risk is considered as distinct from monitoring time-dependent 
changes in geometrical properties. 
Specific inspection entails the detailed inspection of external as well as internal flood 
defence properties, for example geometry as well as soil density information. The 
accuracy of the inspection method is good, i. e. the measurement error is assumed to 
be negligible. It is assumed that the observed variables are directly related to the 
random variables featuring in the reliability model. Specific inspection as a means to 
reduce flood risk is considered as distinct from monitoring time-dependent changes in 
flood defence properties, such as section 4.3.3. 
Importance measure for repair and improvement 
Below firstly the importance measure for repair or improvement is defined. Secondly, 
the main repair activities in the UK are mentioned. The importance measures consider 
repair and improvement as standalone activities in the life cycle cost problem. They 
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therefore provide an initial insight in the sensitivity of life cycle costing to different 
contributors in the model. 
Repair activities either fully or partially recover flood defence properties to their 
original condition level. Improvements bring flood defence properties beyond their 
original condition level. In both cases the risk importance in the BIR corresponds with 
the Risk Reduction measure in table 3, R(base)-R(x, =0), whereby R(x, =0) represents 
the flood risk in case of a repaired or improved flood defence section. The change in 
flood risk is caused by a change in probability of failure, analogous to equation 
(4.10): 
APf =j fX(X)dX -f fx Ai 
(X, Al)dXcbj 
z(xko nXý, ""Xý+oý,. "Xýho 
(4.11) 
In which A, is the repair or improvement increment with probability density function 
f,;; (e, ) affecting random variable Xi. The burden in the BIR is defined as the cost of the 
repair or improvement activity. 
Defra (2004), and section 2.2.1, describes routine maintenance and periodic 
maintenance in the flood defence industry in the UK. Routine maintenance consists of 
activities such as grass cutting or dredging. Periodic maintenance involves more 
comprehensive structural repairs. 
A demonstration of importance measures indicating the impact on flood risk of 
monitoring, repair and improvement activities is given for earth embankments in 
section 7.3.3, reinforced concrete walls in section 7.4.3 and anchored sheet pile walls 
in section 7.5.3. 
Comparability of importance measures for monitoring with repair/ improvement 
The importance measures for statistical uncertainty reduction monitoring, repair and 
improvement all relate the change in flood risk due to the activity to the cost of the 
activity. The importance measures therefore make the impact of the operational 
activities on the flood risk comparable. It may seem counter-intuitive that monitoring 
leads to an improvement in the flood risk level without actually doing something to 
the flood defence system, like a physical improvement measure does. 
Before commenting further on this issue, it is pointed out that in this context the 
uncertainties must be reducible by an increase in knowledge. An example of reducible 
uncertainty is more precise information on the crest levels. As pointed out In section 
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2.1 and 4.2.2 not all uncertainty types are reducible by measurements, e. g. natural 
variations in the water level. These uncertainties can be recognised by means of the 
direction cosines. Analysis of the high direction cosines leads to insight about the 
uncertainty types and their reducibility. 
The incorporation of epistemic uncertainty, i. e. lack of knowledge, increases the 
probability of failure and hence the flood risk level. This effect is comparable to using 
higher safety factors in a deterministic design approach in case there is limited 
confidence about the values of the design variables. Such an adjustment leads to a 
more conservative and more expensive design reflecting the lack of confidence. 
Carrying out monitoring leads to a more precise description of the flood defence 
system and therefore increases the confidence in the flood risk levels. If the flood risk 
level turns out to be lower under increased knowledge, it might not be necessary to 
carry out a more expensive repair / improvement. If the flood risk level turns out to 
be higher under increased knowledge, a repair / improvement might be better 
justified. 
In other words, the importance measures compare the value of increased confidence 
in the flood risk level by monitoring with the value of a physical repair or 
improvement. Monitoring therefore removes the lack of knowledge from the flood risk 
level. It is finally noted that the effect of statistical uncertainty reduction monitoring 
diminishes with an increasing number of monitoring activities. The measurements 
decrease the lack of knowledge and hence the reducible uncertainty. 
4.4. Review 
This chapter supports objective 2 described in chapter 1: to develop a sensitivity 
analysis method to highlight relevant asset time-dependent processes and 
maintenance operations in the context of a rational maintenance framework. This 
main objective can be broken down into three sub-objectives. Sub-objective 2.1 is to 
indicate the influence of individual random variables, i. e. flood defence properties, on 
the reliability analysis. Sub-objective 2.2 is to highlight relevant asset time-dependent 
processes. Sub-objective 2.3 is to indicate the impact on flood risk reduction of 
different operational activities in relation to the cost of the activity. Table 4.4 provides 
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an overview of the sub-objectives, the corresponding importance measures and where 
they are demonstrated in the case study in chapter 7. 
Table 4.4 Overview of PhD objective 2 developed in chapter 4. Below the sub-objectives, the 
corresponding importance measures and the demonstration of the measures in chapter 7. 
PhD objective 2: 
Develop a method to highlight relevant asset time-dependent processes and maintenance operations in the 
context of a rational maintenance framework 
Sub-obiective Importance measure I Demonstration in chanter 7 
2.1 
Indicate the influence of individual Direction cosines 
random variables Partial derivative 
concept 
2.2 
Highlight relevant asset time- Cost-benefit ratio 
dependent processes 
I Earth embankments: Table 7.2 
based Reinforced concrete walls: Table 7.12 
Anchored sheet pile walls: Table 7.18 
Earth embankments: Table 7.3 
Anchored sheet pile walls: Table 7.19 
2.3 
Indicate the impact on flood risk Cost-benefit ratio Earth embankments: Table 7.4 
of operational activities Reinforced concrete walls: Table 7.13 
Anchored sheet pile walls: Table 7.20 
The first step is to review existing risk and reliability-based importance measures in 
the engineering industry. An overview of sensitivity analysis methods is given. The 
direction cosines and the reducibility of uncertainty types in flood risk management is 
discussed. Partial derivative based concepts are explored to capture the influence on 
the reliability of variables with a relatively low uncertainty contribution. Cost benefit 
ratio approaches in the engineering industry are reviewed. The Burden to risk 
Importance Ratio (BIR) provides a useful perspective. It stimulates the redistribution 
of operational activities to balance the cost benefit ratio rather than resorting to 
cutting low cost activities. 
Based on this review importance measure to support risk-based flood defence 
management in advance or without full life cycle optimisation are developed and 
proposed. Before developing the importance measures, a distinction is made between 
monitoring condition levels, related to sub-objective 2.2, and statistical uncertainty 
reduction monitoring, related to sub-objective 2.3. This distinction is made in the 
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context of value of information theory. It is appropriate to reflect the value of 
monitoring condition levels in the overarching life cycle costing problem as it is an 
ongoing monitoring process in time. In the absence of a life cycle costing model this 
type of monitoring activity can best be targeted at the relevant time-dependent 
processes, highlighted under sub-objective 2.2. Statistical uncertainty reduction 
monitoring has an immediate impact on the flood risk. It is possible to compare this 
type of monitoring together with repair and improvement activities. 
The influence of random variables on the reliability, sub-objective 2.1, is indicated by 
direction cosines and a partial derivative based concept (table 4.4). The latter 
complements the information from the direction cosines. Such information indicates 
which random variables might introduce time-dependency or a significant change in 
reliability due to operational activities. It needs to be placed in a cost benefit context 
to provide a basis for rational comparison of the impact of asset time-dependent 
processes or of operational activities. The cost benefit ratio, or BIR, is used to 
highlight relevant asset time-dependent processes, sub-objective 2.2. The increase in 
flood risk due to the asset time-dependent process is balanced with the cost of a 
remediation activity to bring the flood risk back to its original level. The cost benefit 
ratio is used to indicate the impact on the flood risk of operational activities, sub- 
objective 2.3. The change in flood risk due to the monitoring, repair or improvement 
activity is balanced with the cost of the operational activity. In this approach the value 
of the increased confidence in the flood risk level due to statistical uncertainty 
reduction monitoring is compared to the value of a physical repair or improvement 
activity. There are two benefits that are not quantified in this thesis. The first benefit 
is that routine inspection activities often increase the knowledge about the whole flood 
defence system in the same inspection activity. This thesis only considers individual 
flood defence sections. The second benefit is that specific inspection detects ongoing 
failure processes in addition to increasing the level of knowledge. 
The importance measures supporting flood risk management are demonstrated for 
earth embankments in section 7.3.3, reinforced concrete walls in section 7.4.3 and 
anchored sheet pile walls in section 7.5.3 as part of the Dartford Creek to 
Swanscombe Marshes flood defence system. An overview is provided in table 4.4. 
The importance measures highlight the relevant asset time-dependent processes in 
the flood defence system. The next step is to characterise these asset time-dependent 
processes with an appropriate statistical model. Chapter 5 reviews existing statistical 
92 
4. Risk-based importance measures for flood defence management 
models for time-dependent processes in the engineering industry. Chapter 6 develops 
a modelling methodology for alternative statistical models of the asset time-dependent 
processes. 
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time-dependent processes 
for 
The importance measures developed in the previous chapter serve to highlight the 
relevant asset time-dependent processes as formulated in objective 2. Objective 3 is 
to develop a modelling methodology for statistical models of these asset time- 
dependent processes. This chapter reviews existing statistical models for time- 
dependent processes. Section 5.1 provides general definitions for stochastic processes 
and time series. It also discusses statistical properties that are relevant to the context 
of data analysis. Section 5.2 deals with time-dependent statistical models for 
overarching concepts such as failure rate, time-dependent reliability index or 
parametric processes. Sections 5.3 and 5.4 describe the properties of stochastic 
processes suitable to model time-dependent processes. Time-dependent processes 
can be related in a variety of different ways, e. g. correlation or displaying process 
model dependency. The nature of those relationships is discussed in chapter 5. 
Section 5.5 presents statistical models that are appropriate for correlated time- 
dependent processes. 
5.1. Basic definitions related to stochastic processes 
and time series 
5.1.1. Stochastic processes and time series 
This section firstly goes into the definition of stochastic processes and their most 
important statistical properties. Secondly, the three main compositions of time- 
dependent processes are defined. Thirdly, the definition of time series is given. 
94 
S. Existing statistical models for time-dependent processes 
Stochastic processes: definition and main statistical properties 
A stochastic process described in popular terms is, Ross (2003): "a family of random 
variables that describes the evolution through time of some (physical) process. " Ross' 
formal definition of a stochastic process {X(t), t¬1) is a collection of random 
variables, for which for each to T, X(t) is a random variable. The index t often 
represents time and therefore X(t) is referred to as the state of the process at time t. 
The set T is the index set of the process. When T is countable the stochastic process 
is said to be a discrete-time process. If T is an interval of the real line, the stochastic 
process is said to be a continuous-time process. Finally, the state space of a 
stochastic process is defined as the set of all possible values that the random variable 
X(t) can assume. 
Melchers (1999) defines a number of basic properties associated with a stochastic 
process. In these properties, the outcome x(t) of X(t) is governed by the probability 
density function fx(x, t) as a function of time t. The development of the expectation in 
time is given by pc, (t): 
#x(t)= fxfx(x, r)dx (5.1) 
The autocorrelation function, R,, (tl, t2), plays an importance role in spectral analysis 
in section 5.1.2 and is defined by: 
Rxx(ti, ti) =E[X(ti)X(ti)] =J 1xix2fxx(xlx2itlt2)dxldx2 
(5.2) 
In which fx is the joint probability density function, x, is the stochastic process at 
time t=i. The covariance function C,, x(tl, t2) is defined as: 
cxx(tl, t2) = EfX(t1) - aX (t1)Ix(t2) -. ux(t2)l} = Rxx(t1, t2) - uX (tl)ax(t2) (5.3) 
The autocovariance function becomes for t1 = t2 = t, 
oX(t)_ CXX(r, t)= R, (t, t)-UX(t) 
Which is the variance function o2(t). 
(5.4) 
Below the three main compositions of time-dependent processes are further explained 
according to figure 5.1. 
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Three main compositions of time-dependent processes 
Figure 5.1 shows how a time-dependent process fits into a limit state function. It also 
presents the main ways to build up a time-dependent process with stochastic 
processes. Three types of process compositions are distinguished in figure 5.1 that 
are all a stochastic process according to the definition above. The types are: a 
parametric process, a stochastic process and a hierarchical process. 
Limit state equation: 
Z= g(t) 
g(t) = g(X1, "", X, (t), .., X,,, t) 
Time-dependent Drocess &t) is a stochastic process, three main compositions: 
1) X(t) 4 the overall time-dependent quantity is modelled with a 
stochastic process. 
2) X, (t) = f(dl, .., d, (t), .., d) -4 X, (t) is a hierarchical process, a function of random variables 
dl to d,,, among which d, (t) Is a stochastic process. 
3) X, (t) = f(d1, .., d,,, t) 4 X, (t) is a parametric process. i. e. a function of random 
variables d, to d and a deterministic time variable t. 
Figure 5.1 Time-dependent processes in a limit state equation, and three main types of asset time-dependent 
process compositions. 
In order to avoid confusion an explanation of the process-based model in this context 
is given. A process-based model refers to any kind of deterministic physical process 
representation irrespective of whether it is a function of time or not. A process-based 
model can either be used as a basis for a parametric process or for a hierarchical 
process. 
A parametric process refers in figure 5.1 to a function f(d, t) of random variables d 
and a deterministic time t. One realisation of the random variables d at t=0 fully fixes 
one deterministic sample path, see figure 5.2. A parametric process often corresponds 
with an existing deterministic process model for a time-dependent process, whereby 
the variables are considered random. If those random variables exhibit e. g. purely 
inherent uncertainty in space, such an approach is justified. However, there is often 
an aspect of the time-dependent process that exhibits inherent uncertainty in time. A 
stochastic process in figure 5.1 then refers to a random quantity XI(t) whose future 
predictions are not fixed by the preceding sample path. Figure 5.2 illustrates the 
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Figure 5.2 Sample paths in case of a parametric process (left) compared to the sample paths in 
case of a stochastic process approach (right), frone Pandev & Van Noortwijk (2004) 
difference between a parametric process and a stochastic process. Finally, a 
hierarchical process in figure 5.1 is a combination of a parametric process and 
stochastic processes. As mentioned above, all three types of processes are stochastic. 
Nevertheless, from this point on the distinction between a parametric process, a 
stochastic process and hierarchical process is made according to figure 5.1. 
In some cases the time-dependent quantity is modelled with an aggregate stochastic 
process X; (t), even though a qualitative analysis suggests a hierarchical process. 
There are a number of reasons to resort to such a solution. Firstly, an overall 
stochastic process attempts to represent the inherent uncertainty in time which is an 
advantage over a simplification with a parametric process. A second reason can be 
that due to lack of scientific understanding it is not possible to find a satisfactory 
hierarchical process formulation. A stochastic process model allows in that case a 
rough estimate of the time-dependent process. A third reason is limited data 
availability to populate a process-based model. In some situations there is some field 
information about the development of the overall time-dependent quantity of interest, 
but not about random variables dl to d,,. A last reason mentioned here is the 
representation of asset time-dependency in broad risk assessments as introduced in 
section 3.1.2, figure 3.3. Broad risk assessments require a computationally feasible 
stochastic process representation given the constraints of such an assessment. Broad 
risk assessments are carried out under constraints of limited financial and time 
resources and limited information availability. Still, the time-dependent behaviour 
needs to be represented as closely as possible. An overall stochastic process approach 
can offer a suitable solution in that context. Such a solution is computationally 
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feasible within the available time due to a simplified model. Such a solution provides 
rough time-dependency estimates under limited information availability. 
Time series 
The definition of time series is taken according to Grimmet & Stirzaker (2001). 
Therein the realisation or sample path of a stochastic process X at wE 12 (the sample 
space) is represented by the collection {Xt (w) :te T} of members of state space S. 
Sequences of observations {x :0sns N}, referred to as time series, are often 
suitably modelled by stochastic processes. The challenge is to bring the underlying 
structure in such observation sequences to light, and capture that structure with an 
appropriate stochastic process model. 
5.1.2. Stationary processes, ergodicity and spectral analysis 
Stationarity, ergodicity and spectral analysis are important notions in time series 
analysis. Below, firstly the definitions of stationary processes and ergodicity are given. 
They underpin assumptions allowing the straightforward derivation of statistical 
properties from time series with a limited sample size. Secondly, an explanation of 
spectral analysis is given. It presents the relationship between the statistical 
properties of theoretical stochastic process models and of the time series samples they 
are meant to represent. 
Stationarity 
A stochastic process can either be strictly stationary or weakly stationary. Reference 
for definitions is made to e. g. Melchers (1999) or Ross (2003). A stochastic process is 
said to be strictly stationary if its statistical properties do not change in time, i. e. all 
the moments are independent of time. The stochastic process is weakly stationary or 
covariance stationary if only the mean p (t) and the autocorrelation Rxx(tl, t2) are 
independent of time. 
Ergodicity 
Melchers (1999) asserts that a process is weakly ergodic If the mean and correlation 
function can be defined by the time average over a single realisation of the process. 
The process is called strictly ergodic if the equality holds for, all moments of a strictly 
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stationary process. The ergodicity property only holds for stationary processes. The 
property is of considerable practical value in estimating statistical parameters from 
one or a few sufficiently long records of the process. The obtained accuracy depends 
on the duration T of available records. Often stationarity and ergodicity are assumed 
to hold in the analysis of stochastic process records unless (and until) there is 
evidence to the contrary, Melchers (1999). 
Ergodicity in the mean is defined as: 
, cX = Iim 
IT jx(t)dt 
T-+-[T 
0 
(5.5) 
In which l i, the mean of the stochastic process X(t) and T is the duration of the 
available time series record. Ergodicity in the correlation is defined by: 
T 
Rxx(r) =TmTf x(t + r)x(t)dt (5.6) 
0 
In which ris a time interval [t, t+z]. 
Spectral analysis 
Background to spectral analysis and its relations to time series analysis is e. g. 
provided in Percival & Walden (1993). A time series XX can be written as a sum of 
harmonic components: 
N/2 
Xt = ýc + 
[A1 cos(2. nfjt) +8j sin(2 jt)] j=1,2,..., N (5.7) 
j=1 
In which p is the trend, Af the amplitude of the sine elements, Bf the amplitude of the 
cosine elements, t is time, N is the length of the time series sample. The Fourier 
standard frequency fj is defined as: 
f' 
For a stationary process the following holds: 
E(AG)=E(B)=0 
E(AJ)=E(ß )=6j 
E(Xr) = /1 
99 
S. Existing statistical models for time-dependent processes 
N/2 
E(Xt 2 
J=1 
The autocorrelation function pk between t=0 and t=k can therefore be expressed as: 
N/2 
(a j cos(2nfk)) 
Pk = 
1=1 
N/2 
(5.8) 
Or2 1 
J=1 
N/2 
a2 =E Sj (5.9) 
J=1 
Sj is the spectrum, or the spectral density function, whereby the area over a 
frequency width equals the contribution of the variance of those frequencies to the 
total variance of the time series. Spectral analysis considers the time series, a set of 
observations, as a sample from the underlying infinitely continuing random process. 
The spectrum is thereby representative of the observations, not of the underlying 
random process. 
The spectral distribution function F(w) is defined as the contribution to the variance of 
the series which is accounted for by frequencies in the range (0, w). 
The spectral density function is: 
f(w) = F(w) / dw = S(w) (5.10) 
The relationships between the spectrum and the autocovariance y(k) and 
autocorrelation p(k) are given below. 
y(k) = Jcos(a* dF(w) (5.11) 
0 
dF(w) = S(w)dw 
The spectral density as a function of the autocovariance function is defined as: 
f (w) _ y(0) +2 7(k) cos(a*) 
k=1 
(5.12) 
The normalized spectrum is defined as a function of the autocorrelation function: 
f*(w)=f(w)/QX = 1+2ýP(k)cos(dac) 
k=1 
(5.13) 
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The sample autocorrelation can then be used to estimate the spectral density of the 
time series. 
Grimmet & Stirzaker (2003) relate the autocorrelation and the characteristic function 
of a statistical distribution. The definition of the characteristic function of a statistical 
distribution is as follows: 
O(t) = E(e' 
)= f el dF(x) = E{cos(tX)}+ E{i sin(tX)} (5.14) 
The autocorrelation function p(t) of a weakly stationary process X with strictly positive 
variance is the characteristic function of some distribution function F whenever p(t) is 
continuous at t=0: 
p(t)= f e't'dF(2) (5.15) 
If the autocorrelation function p(t) satisfies (5.15) then F(2) is the spectral 
distribution function. Derivation of the characteristic function of a stochastic process 
enables the determination of the autocorrelation function. Comparison of the 
theoretical autocorrelation function to the sample autocorrelation allows an evaluation 
of the quality of the representation of the underlying structure in the time series by 
the stochastic process model. 
5.2. Failure rate, time-dependent reliability index and 
reliability analysis 
This section discusses time-dependent statistical models for overarching concepts such 
as the failure rate or the time-dependent reliability index. Such models treat the 
failure rate or reliability index as a time-dependent random variable. A reliability- 
based approach consists of time-dependent limit state equations and a probabilistic 
model. The time-dependent reliability index and / or the failure rate are then 
simulated by means of that model. The time-dependent limit state equations are of 
the form introduced in figure 5.1. 
Failure rate models originate from the mechanical and electrical engineering 
disciplines. In these fields usually two states are considered: the functioning state and 
the failed state. The expressions which are used in failure rate models are the failure 
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rate function and the lifetime distribution. Failure rates are in this approach derived 
from data collection about the failure of components. Such an approach corresponds 
with the classical or frequentistic view of probability based on the limiting relative 
frequency in repeated identical trials, Pratt et al. (1995). This frequentistic approach is 
often feasible within the mechanical or electrical disciplines. The lifetime of 
components is relatively short and it is possible to test a large number of identical 
components. A more comprehensive description of the expressions below is given in 
section 2.1.4. 
(5.16) r(t) =1f 
F)t 
= 
f, 
t>0 
t 
F(t) = exp - 
r(r)dz (5.17) 
0 
In which f(t) is the density function of the lifetime, F(t) is the cumulative distribution 
function, r(t) is the hazard function (also referred to as the conditional failure rate) 
and F(t) is the complement of the cumulative distribution function F(t). 
Frangopol (2004) presents an approach for the time-dependent reliability index. This 
concept defines the reliability profile as a variation of the reliability index with time. 
E. g. the bilinear reliability profile given below: 
At) tQo 
for 05t5 t1 
={ C) ý Qo - ai(t - tl) for t> tt 
5.18 
Or for a non-linear relationship: 
At) _ 
160 for Ostst! (5.19) 
A -a2(t-tI)+a3(t-t1)2 for t>tl 
In which ß(t) is the time-dependent reliability index, ßo, all a2, etc., are coefficients in 
the equations. These coefficients are usually estimated by means of expert elicitation. 
Maintenance activities are triggered when a target reliability level is reached. The 
reliability profile of the total system is hereby obtained by statistically combining the 
reliability profiles of the individual components. Other applications incorporate a time- 
dependent condition index in the reliability profile. 
A frequentistic statistical approach for the probability of failure, failure rate or time- 
dependent reliability of a flood defence structure is not practical. Long-term data of 
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flood defence failures and the site specific circumstances are not plentiful to underpin 
such an approach. Another possibility is to estimate failure rate, time-dependent 
reliability index, risk and reliability indicators with expert elicitation (Cooke, 1991 and 
Cooke & Goossen, 2004). However, relationships for the time-dependent reliability 
index, such as (5.18) or (5.19), do not appreciate the physical process driving the 
time-dependency. 
A reliability-based approach based on parametric processes is chosen as overarching 
approach. This probabilistic model builds on the (time-dependent) physical behaviour 
and quantitative knowledge of the flood defence system. In addition, it enables the 
probabilistic derivation of the lifetime probability of failure and failure rate. The latter 
two reliability concepts are required in maintenance optimisation problems (section 
3.2.1). 
5.3. Renewal models 
5.3.1. Rectangular wave renewal and pulse processes 
Vrouwenvelder (2005) and Karadeniz & Vrouwenvelder (2003) describe a variety of 
statistical time-dependent models. In the rectangular wave renewal and pulse process 
category, a number of aspects may vary amongst those statistical models. One aspect 
is for instance whether the time intervals are random or deterministic. Another aspect 
is whether the values in subsequent intervals are dependent or independent. Whether 
the process is stationary or non-stationary is a third aspect that may be considered 
differently. 
A well-known example of a rectangular wave renewal process Is the Ferry Borges 
Castanheta process, shown in figure 5.3. This process represents the simplest case of 
wave renewal processes. It is constructed of deterministic and equal time Intervals At. 
The values of the process in the various intervals are independent. The value in each 
interval is characterised by the same statistical distribution function F, (X). 
A well-known example of a pulse process is the Poisson process, see figure 5.3, 
Vrouwenvelder (2005). This process is characterised by short pulses at random time 
intervals making it a type of rectangular wave process. The probability to have a pulse 
in short interval At is usually indicated as A, At. The time between pulses is equal to 1/X. 
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A Poisson process is a renewal process with exponentially distributed arrival times with 
rate A, Ross (2003): 
f(x) =Z exp{- Ax} 
Amounts to a Poisson process, with for Nt: 
(5.20) 
P{Nt = m}= 
(At) 
mp{ 
At} (m = 0,1,..., ) (5.21) 
A wave renewal process is suitable to model properties that display for instance 
seasonal effects, such as pore pressure distributions. Poisson processes make a finite 
number of jumps in finite intervals. Poisson processes are therefore suitable to model 
damage due to sporadic shocks, Frangopol et at. (2004). 
Figure 5.3 Examples of a wave renewal process (left) and a Poisson pulse process (right) 
5.3.2. Gamma processes 
In Van Noortwijk et al. (1997) a generalised gamma process model is recommended 
to represent deterioration processes such as erosion and the occurrence of scour 
holes. The gamma process as a model for degradation first appears in Abdel-Hameed 
(1975). One way of explaining the appropriateness of the gamma process to model 
deterioration corresponds with the cumulative renewal process indicated in (5.28) 
below after Cox (1962). Another explanation is given in more detail below. 
According to Van Noortwijk et al. (1997), _ 
two assumptions underlie the gamma 
process model. The first is that the deterioration increments are non-negative and 
exchangeable. The second is that the amounts of deterioration are 11-isotropic, see 
Van Noortwijk et al. (1995). The latter property entails that the decision-maker is 
indifferent in the way in which the average rate of deterioration is achieved; all 
combinations of deterioration increments leading to the same average receive the 
same belief. The mathematical consequence is that the vector of deterioration 
increments is invariant under all n! permutations of the increments: 
(o (r),..., 8n (r)) _ (s, (l) (z),..., 8x(n)(z)) 
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Where ö, is the I' deterioration increment, r is the length of the time interval and the 
subscript n stands for permutation. A consequence of the 11-isotropic property includes 
that the sequence of deterioration increments exhibits the `lack of memory' property. 
The probability distribution functions of future increments are then independent of the 
distribution function of those in the past. 
Based on the assumptions described above, the joint probability density function for 
an infinite sequence of deterioration increments given the average rate of 
deterioration e turns out to be: 
n 
P(S1º..., 8n) =f 
ff p(o, iP(o) 
0 1=1 
0= lim 1 S1 
N-ºo. n =1 
(5.22) 
Which shows that the deterioration increments are conditionally independent given the 
average rate of deterioration. dP(O) represents the uncertainty in 9 which are not 
addressed in this case study. The model corresponds with the De Finetti general 
representation theorem, see Bernardo & Smith (2000). 
The temporal variability of the deterioration has been modelled as a so-called gamma 
process, according to van Noortwijk et al. (1997). A gamma process is a non- 
decreasing cumulative stochastic process for which the increments are statistically 
independent, gamma-distributed random quantities with identical scale parameter. 
The mathematical definition of the gamma process is given as follows. Recall that a 
random quantity X has a gamma distribution with shape parameter v>0 and scale 
parameter u>0 if its probability density function is given by: 
Ga(x 1 v, u) = 
uV x"'1 exp{-ux}I(o,,. )(x), x>0, (5.23) r(v) 
IF(a) =f ata-le"tdt 
(5.24) 
In which I(o,.. )=1 for xe (0, -) and I(o, _)=0 for xe (0, oo). The latter is the gamma function 
for a>0. It is assumed that the probability density function of the cumulative 
deterioration X(t) can be written as: 
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Px(t) = Ga(xl a, b) = Ga(xl 
[c2t] / Q2, JU / 02 
) 
E(X(t)) = it 
Var(X(t)) = alt 
(5.25) 
In which N is the expected deterioration per unit time and a2 is the variance of the 
deterioration per unit time. A consequence of the application of the model based on 
the mathematical foundation above is that the development of the deterioration in 
time is a linear model. Estimates of /p and a can be made in the following ways: expert 
elicitation; in-situ data about the deterioration process; physical process-based 
models of the deterioration process. In some situations a combination of the three 
might be desired. 
Gamma processes are suitable to model gradual deterioration in time. The process 
makes an infinite number of jumps in finite intervals. In addition, the gamma process 
model only takes on non-negative values, which makes spontaneous improvement of 
the structure impossible. Another advantage of the gamma process model is that in 
the absence of proper models to describe the deterioration in time, expert elicitation 
can be used to estimate the average rate of deterioration. 
Speijker et al. (2000) and Van Noortwijk and Matter (1999) are examples in which a 
non-linear physical process-based deterioration model is applied to the expectation of 
the gamma process. Speijker et al. (2000) applies a non-linear crest level settlement 
model in the context of a gamma process. Van Noortwijk and Matter (1999) introduce 
a non-linear scour hole erosion model in combination with the gamma process 
approach. 
It is noted however that the mathematical derivation of the gamma process model is 
based on the exchangeability of the increment vectors. The exchangeability of the 
deterioration increments leads to the De Finetti representation theorem (Bernardo and 
Smith, 2000). If the deterioration behaves non-linear in time, the increments are not 
exchangeable. Thus in the non-linear case there is no explicit justification to apply the 
gamma process model. However, it is a flexible stochastic process model among the 
other alternative stochastic process models in non-linear applications. 
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5.3.3. Compound renewal processes 
Examples of compound renewal processes are: superposed renewal processes, 
alternating renewal processes, cumulative renewal processes. Some general 
characteristics of these processes are discussed below. 
Superposed renewal processes are illustrated in figure 5.4. The crosses represent 
realisations of the individual processes 1,2 and 3 on the top three time bars. 
Superposed the three processes are represented by the realisations, indicated by 
crosses, on the pooled output time bar. The pooled number of renewals in (O, t) N*) Is 
defined in Cox (1962) as: 
Nt(p) = NN1) + NNý) +... + Nt(p) (5.26) 
In which Nt(') is the jth contributing renewal process; these are independently normally 
distributed with mean tip and variance o2t/,? for large t. Thus, Nt(p) is asymptotically 
normal with mean pt/p and variance po2t/p3 . Furthermore to the time to the r1h 
renewal the following applies: 
prob(Sr(p) > t) = prob(N«(p) < r) (5.27) 
and therefore S*) is asymptotically normal with mean pr/p and variance o2r/p2. 
Process I 
Process 2 
Process 3 
IIII 
1I 
PooleA 
oalPut 
Figure 5.4 Illustration of superposed renewal processes, after Cox (1962) 
Ross (2003) categorises alternating renewal processes as an example of regenerative 
processes. A regenerative process is a stochastic process which has the property that 
time points exist on which the process probabilistically restarts itself. Cox (1962) 
suggests that one generalisation is to have k types of components following one 
another in cyclic order. Another is to have k types of components and a matrix of p, j 
transition probabilities specifying the probability that a type i component is replaced 
by a type j component. Such processes are also referred to as semi-Markov processes. 
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Cox (1962) describes cumulative processes whereby a second variable W, is 
associated with the failure of the ith component, X,. W, and X, can hereby be 
dependent. If W, are assumed to be independent and identically distributed and 
independent of X, then the random variable ZZ can be written as: 
Nt 
Zt =Y Wr (Nt = 1,2,... ), 
r=i (5.28) 
=0 (Nt = 0) 
One of the examples in Cox (1962) is a component subject to wear due to a series of 
blows administered with a hammer. The blows occur in a renewal process (e. g. a 
Poisson process) and Wt is the amount of wear produced by the jth blow. Zt then 
represents the total wear of the component at time t. 
Similar to compound. Poisson processes, general compound renewal processes have a 
finite number of jumps in finite time intervals. They are therefore suitable to model 
sporadic shock damages. 
5.4. Gaussian processes and Brownian Motion 
5.4.1. Gaussian processes 
Ross (2003) defines a Gaussian process as follows. A stochastic process {X(t), tý! O} is 
called a Gaussian, or a normal, process if X(tl),..., X(t) has a multivariate normal 
distribution for all t1, ..., t,,. According to Vrouwenvelder 
(2005), having single 
Gaussian distribution functions is a sufficient condition to achieve that. Furthermore, 
a Gaussian process is fully described if the mean and variance for each point in time is 
known. Secondly, the covariance for all combinations of two points In time has to be 
defined. Knowledge about the autocovariance function Rxx(r) and the mean a, is 
sufficient to define a Gaussian stationary process. 
A parametric time-dependent function, i. e. a function of random variables and a 
deterministic time, can also be a Gaussian stochastic process as long as it fulfils the 
conditions defined above. Time-dependent processes modelled by a Gaussian process 
can assume negative as well as positive increments. A strictly increasing deterioration 
process would not be appropriately captured by such a model. However, there are 
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deterioration processes that are known to develop according to positive as well as 
negative increments. For instance morphological changes involve accretion as well as 
erosion. Erosion of rock armour revetments can also lead to a temporary increase in 
strength, if the rocks are forced into a stronger position. 
5.4.2. Brownian motion 
Ross (2003) shows how the Brownian motion can be related back to the symmetrical 
random walk. The latter is a Markov process that during each unit of time At can take 
a step Ax to the left or to the right with equal probability. Taking At -* 0 and Ax -0 
leads to the Brownian motion, a continuous stochastic process. It originates from a 
model for the behaviour of a particle which is fully immersed in liquid or gas, 
developed by an English botanist Robert Brown. It has been widely applied since to all 
sorts of continuous stochastic processes such as price levels at stock market and 
quantum mechanics, Ross (2003). 
The theoretical definition of a Brownian motion, also referred to as a Wiener process, 
can be found in references such as Ross (2003) or Grimmet & Stirzaker (2003). Below 
a definition is given of the Wiener process and the most common variations on the 
Brownian motion, i. e. the standard Brownian motion and the Brownian motion with 
drift. Subsequently, a number of other frequently occurring variations are mentioned 
to provide a flavour of the type of problems that can be modelled with a Brownian 
motion. Such Brownian motion processes are: the geometric Brownian motion, 
Brownian bridge, Brownian motion with a reflecting barrier, Brownian motion with an 
absorbing barrier, integrated Brownian motion. 
A Wiener process W= {W(t): t20}, starting from W(0) = w, say, is a real-valued 
Gaussian process such that: 
(a) W has independent increments' 
(b) W(s+t) - W(s) is distributed as N(O, ct) for all s, t ZO where c72 Is a positive 
constant 
(c) the sample paths of W are continuous 
The autocovariance function is given by: 
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c(s, t) = EQW(s) - w(o)Iw(t) - w(s)D 
= E([w(s) - w(o)b + (w(s) - w(o)Iw(t) - w(s))) (5.29) 
=6zs+o 
For a=1, the process is called a standard Brownian motion. 
A stochastic process {X(t), t20} is a Brownian motion with drift with coefficient U and 
variance parameter a2 when: 
(i) X(0) =0 
(ii) {X(t), t? 0} has stationary and independent increments 
(iii) X(t) is normally distributed with mean It and variance t o2 
Equivalently, the standard Brownian motion can be used to define the Brownian 
motion with drift: 
X(t)= oß(t) + It (5.30) 
In which again u is the drift coefficient and ci the variance parameter. 
A geometric Brownian motion process, X(t), is defined as a function of {Y(t), too} 
which is a Brownian motion process with drift: 
X(t) = exp(Y(t)) (5.31) 
A Brownian bridge excludes all zero values from the diffusion process. A Brownian 
motion with a reflecting barrier is a diffusion process only taking on positive values. 
Such a time-dependent process does not take on negative values. Grimmet & 
Stirzaker (2003) define a Wiener process with reflecting barrier as: W(t) = Iw+W(t)I. 
The density function of the random variable Wr(t) then becomes: 
fr(t, y)=f(t, y-w)+f(t, y+w), y>0 (5.32) 
In which f(t, y) is the N(O, t) density function. The density is hereby mirrored in the, 
horizontal axis. A Brownian motion with an absorbing barrier is a diffusion process 
only taking on positive values and stopping after first hitting zero. Integrated 
Brownian motion is a process Z(t) whereby the rate of change is a Brownian motion 
X(t), i. e. 
dt z(t) = x(t) 
z(t) = z(o) +f x(s)ds 
0 
(5.33) 
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For example a Brownian motion is applied to model the rate of change of a time 
series. Depending on the persistence of a negative rate of change, it is possible that 
the actual time series becomes negative. 
The following comment is made in 5.4.1 with regard to the Gaussian stochastic 
processes and also applies to the Brownian motion. Some time-dependent 
(deterioration) processes strictly increase in time. A Wiener process would then not be 
an appropriate representation as it leads to negative as well as positive increments. 
5.5. Correlated time-dependent processes 
Time-dependent processes can be related in a variety of different ways, e. g. 
correlation or displaying process model dependency. The nature of those relationships 
is discussed in chapter S. This section describes three main types of statistical models 
that are appropriate for correlated time-dependent processes. These main types are: 
arbitrary multivariate distribution functions, transformation to the normal space and a 
copula dependency structure. 
Arbitrary multivariate distribution functions 
Dependent deterioration processes are each represented by a marginal distribution 
function. The challenge is to find an appropriate multivariate distribution function that 
captures the dependency as well as the marginal statistical distribution functions. 
Details about multivariate distribution functions can be found in Kotz et al. (2000). 
Buijs et al. (2005a) provides an example of a multivariate distribution function, 
whereby two singular deterioration processes with a common deterioration excitation 
are represented. The singular deterioration processes are each modelled with a 
gamma process marginal statistical model. This allows an expert elicitation-based 
approach to estimate average deterioration rates. The double-gamma distribution 
function is then applied to represent the dependencies between the two singular 
gamma processes. 
Transformation to multivariate normal space 
It is possible to model multivariate dependency by transforming the marginal 
variables to the normal space and applying a multivariate normal distribution 
function, Kotz et al. (2000). 
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This method provides an outcome if there is no multivariate distribution function that 
both appropriately represents the dependency and the marginal distributions. 
Additionally, the multivariate normal distribution function is numerically easy to 
handle. On the other hand, the dependency structure in the normal space is not 
necessarily the appropriate representation of the dependency. 
Copula dependency structure 
Another method to capture dependencies between dependent deterioration processes 
is the application of copulas between the statistical marginal models. Copulas are a 
recently emerging method to model statistical dependencies between random 
variables. One of the main advantages is that the multivariate distribution function 
can be derived whilst keeping the marginal distributions in tact. Diermanse & Van der 
Klis (2005) apply copulas to model the statistical dependency between the discharge 
of the Ijssel river and that formed by other tributaries to the Ijssel lake. Diermanse & 
Van der Klis (2005) provide the basics of the copula approach for K random variables, 
with marginal distribution functions Fl,..., FK: 
F(x1,..., XK) = P(Xl 5 X1,..., XK 5 XK) 
A function C: [0,1]K -> [0,1] is then a copula function of F if: 
C(Fi(xi),..., FK(xK))=F(xl,..., xK) (5.34) 
The multivariate distribution function F has one unique copula function if all marginal 
distribution functions are continuous. An algorithm to generate data with a specific 
copula structure corresponding to Archimedean copulas (one type of copula family) is: 
C(ul,..., UK) = P(U1 5 ul,..., UK 5 UK) (5.35) 
C, (ujlui,..., u, _J= 
P(Uj 5 u; lU1 = U1'---' U1-1 = UI-1) (5.36) 
In which C is the copula function, U1, ..., UK are standard uniformly 
distributed random 
variables and whereby the conditional distribution function can be derived as follows: 
a Cl(u1,..., u, ) 
au1... aui-i (5.37) Cý 
a, -1c/-i(ul,..., 
aul... aul-1 
The generic algorithm is as follows: 
1) Generate a sample ul from the standard uniform distribution function 
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2) Generate a sample u2 from the distribution function C2(u21ul) 
3) Generate a sample u3 from the distribution function C3(u31u1, U2) 
K) Generate a sample UK from distribution function CK(UKI ul, u2, ..., UK-1) 
Cherubini et al. (2004) shows how a copula function relates to the original marginal 
distributions and the bivariate distribution function: 
C(Fi(x), F2(y)) = Pr(U1 S F, (x), U2 s F2(y)) 
=Pr(Fil(Ul)Sx, F21(U2)5y) 
=Pr(XSx, YSy) 
=F(x, y) 
(5.38) 
Cherubini et at. (2004) refers to several families of copula functions for bivariate or 
multivariate dependency: the multivariate Gaussian copula (which generates the 
standard joint normal distribution function), the multivariate Student's t copula, the 
multivariate dispersion copula and Archimedean copulas. Examples of the latter 
dependency structure are: Gumbel n-copula, Clayton n-copula and Frank n-copula. 
Archimedean copulas use the random generator as described above in equations 
(5.35) to (5.37). By randomly sampling from the standard uniform distribution 
function, the copula function can be calculated. The corresponding marginal variables 
can be found by transformation of the random draws. A limitation of the Archimedean 
copulas is that there are only one or two parameters that can be used to define the 
dependence structure. 
This method provides an outcome if there is no multivariate distribution function that 
both appropriately represents the dependency and the marginal distributions. It also 
provides alternative dependency structures to the multivariate normal distribution 
function. The original marginal distribution functions remain thereby in tact. 
5.6. Review 
Three main compositions of time-dependent processes in reliability analysis are 
brought forward, i. e.: stochastic process, hierarchical process and parametric process. 
All three types of compositions are a stochastic process strictly according to the 
definition of a stochastic process. A parametric process is a function of random 
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variables and a deterministic time variable. A parametric process is usually derived 
from a process-based model. A hierarchical process consists of random variables and 
one or more stochastic processes introducing inherent uncertainty in time. A 
stochastic process represents the inherent uncertainty in time associated with one 
time-dependent quantity. A stochastic process for an overall asset time-dependent 
quantity is in some cases favoured over a more detailed hierarchical process model. 
Lack of scientific understanding or the unavailability of field information are for 
example reasons to choose for such an approximation. It is also possible that due to 
financial and time constraints in some situations a detailed approach is not feasible. 
It is possible to estimate the time-dependency in overarching reliability concepts such 
as the failure rate or the time-dependent reliability index by expert elicitation. 
However, a reliability-based approach to time-dependency is preferred over these 
methods. The main advantage of a reliability-based approach to time-dependency is 
the possibility to take the physics of the time-dependent process into account. 
Existing statistical models for time-dependent processes are reviewed in two main 
categories, i. e. the renewal models and continuous stochastic processes. The following 
renewal models for stochastic processes are discussed: wave renewal and pulse 
processes, gamma processes, compound renewal processes. Rectangular wave 
renewal processes are suitable to model e. g. seasonal variations. The year is for 
example divided into four intervals each representing a season. The value of the 
random variable is characterised by a distribution function each time interval. A 
Poisson process is an example of a pulse process and is suitable to model deterioration 
in the form of shock damages. Gamma processes model deterioration processes as 
strictly increasing cumulative damage processes, making an infinite number of jumps 
in finite intervals. The gamma process model is based on the estimation of an average 
rate of deterioration and its standard deviation. Compound renewal processes are for 
example superposed or cumulative Poisson processes. The compound renewal 
processes are also suitable to model shock damages. The following continuous 
stochastic processes are discussed: Gaussian processes and Brownian motion. 
Gaussian processes are a general umbrella for stochastic processes whose joint 
distribution function for all ti ,..., t is multivariate normal. Brownian motion is a 
stochastic process with independent N(O, ozt) distributed increments and continuous 
sample paths. There are a number of variations based on the Brownian motion. The 
Brownian motion with drift is a variation relevant to the case study in chapter 7. It is a 
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stochastic process X(t) which is normally distributed with mean It and standard 
deviation c2t. 
A brief review is described of multivariate distributions that might be suitable to model 
correlated time-dependent processes. The main challenge is usually to find a 
multivariate distribution which captures the correlation as well as the marginal 
distributions of the singular time-dependent processes. Three main model approaches 
are discussed: finding the appropriate multivariate distribution, transformation to the 
multivariate normal space and using copulas. An example of a situation for which it is 
possible to find an appropriate bivariate distribution function is the double-gamma 
distribution. It is a suitable bivariate structure to represent the correlation between 
two singular gamma processes. Transformation to multivariate normal space is further 
explored in this thesis in chapter 7. The copula approach is used for example to couple 
dependent financial time series. An advantage of the copula function is that it is 
possible to have arbitrary marginal distribution functions. 
Objective 3 is to develop a modelling methodology for statistical models of the asset 
time-dependent processes of flood defences. This chapter reviews existing statistical 
models for time-dependent processes which can be applied in the modelling 
methodology. In chapter 6 the modelling methodology for alternative statistical 
models of asset time-dependent processes of flood defences is outlined. 
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The previous chapters developed importance measures to highlight relevant time- 
dependent processes and reviewed existing statistical models for time-dependent 
processes. In this chapter the modelling methodology for alternative statistical models 
of asset time-dependent processes of flood defences is outlined. This corresponds with 
objective 3 in section 1.3 and in figure 1.6. Section 6.1 introduces a methodology to 
systematically analyse asset time-dependent processes and formulate statistical 
models. Sections 6.2 to 6.4 describe the phases in the proposed modelling process for 
asset time-dependent processes in more detail. Section 6.2 goes into the problem 
formulation. Section 6.3 provides a systematic methodology to develop alternative 
statistical models, capturing the conceptual structure of the asset time-dependent 
process. Section 6.4 deals with the quantitative aspects of the statistical model for the 
asset time-dependent process, i. e. estimation, calibration and corroboration. 
6.1. Modelling methodology for asset time-dependent 
processes 
This section firstly goes into the steps generally taken in a modelling process of 
natural systems according to e. g. Scot et at. (2000). Quality aspects relating to this 
modelling process are also discussed, Beck & Jining Chen (2000), Oreskes et at. 
(1994) and Konikow & Bredehoeft (1992). Subsequently, the modelling methodology 
for asset time-dependent processes is outlined. 
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6.1.1. General modelling process of environmental systems 
Konikow & Bredehoeft (1992) define the terms model, conceptual model and 
mathematical model. A model is defined as a representation of a real system or 
process. A conceptual model is a hypothesis of how a system or process operates, 
whereby the idea can be quantitatively expressed in the form of a mathematical 
model. Mathematical models are abstractions that replace objects, forces and events 
by expressions that contain mathematical variables, parameters and constants. 
Below firstly the main steps in the modelling process of environmental systems are 
discussed. Secondly, some comments on the qualitative and quantitative evaluation of 
the model quality are made. 
Steps in modelling methodology of environmental systems 
Scot et al. (2000) describe the main steps in the modelling process of environmental 
systems. These steps are often iterative: problem formulation, conceptualisation, 
estimation and calibration, corroboration and analysis. The first step is problem 
formulation and impacts on the whole modelling process. The objectives of the model 
are defined and the key statements and variables that in the end need to be 
corroborated are formulated. The second step, conceptualisation, is a process of 
comparing the performance of different conceptual structures according to the 
scientific evidence. It results in the selection of appropriate and the elimination of 
inappropriate alternative conceptual structures. Once suitable conceptual structures 
have been selected the modelling process continues with the third step: model 
estimation, varameter estimation and calibration. The fourth step is corroboration, 
amounting to an overall assessment and testing of the process. In the context of 
modelling often the terms verification and validation are used. Oreskes et al. (1994) 
defines verification as the establishment of truth and validation as the establishment 
of legitimacy. In Konikow & Bredehoeft (1992) it is stated that both validation and 
verification imply the authentication of both the truth and accuracy of the model. 
However, according to Popper (1959) statements can only be falsified not verified. 
Therefore physical models can only be improved through invalidation, but cannot be 
proven valid. Konikow & Bredehoeft (1992) point out that the definitions of validation 
or verification invoke unfounded confidence in a process that in the end is inherently 
subjective. Oreskes et al. (1994) therefore introduces the term corroboration. A piece 
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of evidence is said to corroborate a model when it does not contradict it. They argue 
that the use of models should thus be limited to: corroboration of theories, 
falsification of other models and answering `what if' questions by means of a 
sensitivity analysis. Corroboration of a model can serve in two main contexts. In the 
explicative context the model attempts to improve the scientific understanding of 
physical behaviour. In the predictive context the model provides future predictions. 
Finally, the analysis step revisits the initial problem formulation and objectives. It is in 
this step important to be aware of the general limitations of predictive power. 
Qualitative and quantitative aspects of the model quality 
The quality of the model can be assessed on two different levels. The first level is that 
of the internal properties of the model, i. e. the qualitative representation of the 
physical processes. This consists of a process of peer review whereby the 
acceptability is assessed of the primary theoretical material and constituent 
hypotheses of which the model is composed. It is therefore subjective and depends 
on the extent of scientific understanding of the physical system under analysis. The 
second level is that of the external properties, i. e. the quality of the quantitative 
predictions. Beck & Dining Chen (2000) point out that quantitative assessment is not 
so straightforward and objective as it seems. Historical observations over a long 
period of time are often not available to support such a quantitative assessment. 
Moreover, even a physical process model with abundant historical data embedded 
within it does not guarantee an appropriate extrapolation many decades in the future. 
Beck & Dining Chen (2000) suggest assessing the quality of a model in the capacity of 
a tool that has been designed against a task specification. Ideally, the performance of 
the model against a task specification is then expressed in terms 'of a quantifiable 
measure. According to Beck & Jining Chen (2000) a policy forecast can in this respect 
be just as `objective' as a scientific prediction. Important quantifiable measures for 
the quality of the conceptual process models are in this context delivered by for 
instance sensitivity and uncertainty analysis. 
6.1.2. Overview modelling methodology for asset time- 
dependent processes 
Objective 3 in section 1.3 and in figure 1.6 is: to provide a systematic methodology to 
develop statistical models for time-dependent processes at the flood defence individual 
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asset level. Below an overview is given of the steps in the modelling methodology for 
asset time-dependent processes. Secondly, some aspects about the quality evaluation 
of the asset time-dependent statistical model are discussed. 
Modelling methodology for asset time-dependent processes 
As main structure in the systematic methodology the main phases in the modelling 
process of environmental systems as introduced in the previous section are adopted. 
The main phases in model development are: problem formulation, conceptualisation, 
estimation and calibration, corroboration and analysis. 
Section 6.2 deals with the problem formulation in the modelling methodology of 
statistical models for asset time-dependent processes. The problem formulation 
defines the expectation about the performance of the asset time-dependent process 
statistical model, on the level of the process and of the overarching maintenance 
framework. This task specification forms the basis of the quality evaluation, consisting 
of a qualitative and quantitative quality evaluation. Section 6.3 develops the 
conceptualisation of the modelling methodology of asset time-dependent processes. 
This conceptualisation firstly starts with a review of existing scientific understanding 
and the availability of field information. The second step is to identify the flood 
defence properties that are involved with the asset time-dependent process in some 
way: the excitation, ancillary and affected features. This provides insight in the 
features driving the time-dependency (excitation), the features that contribute in 
another way (ancillary) and the features that are subject to the time-dependency 
(affected). A more detailed definition is given in section 6.3.1. The third step is to 
describe the character of the asset time-dependent process conditional on the 
excitation, discussed in section 6.3.2. The fourth step, given in 6.3.3, is to analyse 
the dependencies among different asset time-dependent processes. Some examples 
of the type of dependencies are given. The correlation is one alternative structure to 
represent these dependencies. Finally, the alternative statistical models are 
formulated in section 6.3.4. Section 6.4 deals with aspects about the estimation, 
calibration and corroboration of the asset time-dependent process statistical model. 
This section also goes into the quality evaluation of the developed models. An 
introduction about the quality evaluation is given below. The modelling methodology 
is demonstrated in chapter 7 on the Dartford Creek to Swanscombe Marshes flood 
defence system. 
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Quality evaluation of the asset time-dependent statistical models 
The assessment of the quality of model predictions is discussed above mainly in the 
context of hydrological problems. The same deliberations with respect to quality 
assessment are applicable to (long term) flood risk assessment and life cycle 
optimisation models. However, the data availability in long term flood risk assessment 
is more limited than in hydrological models. This limitation introduces an additional 
strain on the quality assessment of the models. 
During the modelling process the quality of the asset time-dependent process model 
is considered by its internal and external properties. The absence or scarcity of 
historical observations usually restricts the ability to make a quantified assessment of 
the external properties of the model. What is more, embedding many historical 
observations in the model does not guarantee an appropriate extrapolation of model 
predictions over many decades in the future. The best way to safeguard the quality of 
the predictions of the asset time-dependent processes is therefore by taking 
systematic care of the internal properties of the model whilst incorporating as much 
quantitative information as possible. 
Figure 6.1 provides an outline of the issues that require attention to ensure the 
quality of the asset time-dependent process model. The quality of the internal 
properties is underpinned by a combination of a clear problem formulation and a 
systematic statistical model development methodology, 'corresponding with the 
conceptualisation phase (sections 6.2 and 6.3, figure 6.1). The quality of the external 
properties is considered from the perspective of the individual process and its 
influence on overarching performance criteria such as life cycle cost, risk and 
reliability. The evaluation of the external model properties corresponds with the 
estimation, calibration and corroboration phases (section 6.4, figure 6.1). 
6.2. Problem formulation 
The objective is to develop statistical models to characterise the asset time-dependent 
process. The problem formulation is part of the internal properties of the model, see 
figure 6.1. The problem formulation contains a definition of the flood defence 
properties that are mainly affected by the asset time-dependent process(es). 
120 
6.. S1a1islieal models for flood di fence asset lime-dependene 
Cl-prnlen Section 6.2 
Iýýrnwlýiio 
--- yualüa, ivc rcprcxma, ion 
oI physical pmccs) 
pr- Section 6.3 A$mm[ 
P -rv, le, eI Ig%k specilicatiun 
ýý Irl Individual asset 
iý time-dependcm 
process model 
Model level 
Tack specification 
process u., pan of 
ýý liability ,x He 
cycle costing m, xld 
.x . unu mtornmuuu 
(biteAcid 
Jaja 
about pntcesc 
__ 
J 
r rcyuiremcntasj 
Iif rt clicitationl 
h7exihilüy to 
incorporate future Field data 
infonnätton 
fhher n'4ulrcni elm 
- Section 6.4 
Ixmmg inlirnnniiun 
rvuTall perfonnancc I'i. Id data 
Other rcyuiremenisý 
--- 
lügen elicitation 
Ilcxihilüylo -li 
incortratc fNUrc PicIJ Jaja 
information 
1-itivity analysis 
Figure 6.1 Components in the qualit-v assessment of an asset time-iej enclent process statistical model. 
The problem formulation also provides a task specification of the asset time- 
dependent process model. The quality of the quantitative asset time-dependent 
process model predictions (external model properties) are tested against this task 
specification. Figure 6.1 indicates that the quantitative predictions of the model can be 
considered on two levels: the process level and the model level. At the process level, 
the model is meant to represent the time-dependent flood defence properties 
corresponding with experience and field measurements at an individual process level. 
At the model level, the time-dependent processes are meant to be represented in such 
a way that the results of the overarching maintenance framework make sense. 
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6.3. Conceptualisation 
The conceptualisation defines a systematic modelling process, which supports the 
quality of the internal properties of the model, see figure 6.1. Section 5.1.1, figure 
5.1, shows the three main composition types of an asset time-dependent process X, (t) 
in a limit state equation. The first type is a stochastic process for the overall quantity 
X; (t). The second type is a hierarchical process consisting of random variables and has 
one or more stochastic processes embedded in it. The third type is a parametric 
process as a function of random variables and a deterministic time. 
The conceptualisation is structured according to the flow chart and the steps provided 
in figure 6.2. It is noted that the qualitative and quantitative analysis of the asset 
time-dependent process is directed at defining an appropriate model for the physical 
process. That analysis is a different activity from the qualitative and quantitative 
quality evaluation which assesses the performance of that asset time-dependent 
statistical model. 
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Figure 6.2 Qualitative and quantitative evaluation of an asset time-dependent process and the 
sequence of steps to take in the modelling process. 
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The qualitative analysis identifies the flood defence properties (excitation / ancillary / 
affected features) that are involved with the asset time-dependent process. The wave 
climate of a sequence of storms is an example of excitation in revetment damage. The 
size of revetment blocks, the rock density or the slope are for example ancillary 
features determining the amount of damage achieved by the wave climate. The 
revetment weight or size are examples of damaged or otherwise time-dependent 
affected features in the limit state functions of failure mechanisms. It also provides a 
qualitative description of the behaviour of the asset time-dependent process and 
analyses the dependencies with other asset time-dependent processes. The 
quantitative analysis sets up the alternative statistical models for the asset time- 
dependent processes. These models are then further specified in the calibration, 
estimation and corroboration phases, see section 6.4. This specification builds on the 
quality evaluation of external model properties according to figure 6.1. 
A number of the steps in the flow chart in figure 6.2 are discussed in more detail 
below, i. e.: the identification of the flood defence properties (section 6.3.1), the 
character of the asset time-dependent process (section 6.3.2), the dependencies 
between the asset time-dependent processes (section 6.3.3) and the formulation of 
the statistical models (section 6.3.4). R 
The advantage of a systematic modelling process as presented in figure 6.2 is that the 
quantitative results can be assessed against the internal properties of the model and 
form a qualitative model quality evaluation (figure 6.1). Such an assessment 
compares whether the quantitative model predictions properly reflect the influence of 
the excitation / ancillary features, the uncertainties that they introduce and the 
character of the asset time-dependent process. 
6.3.1. Excitation, ancillary and affected features 
The excitation features are the flood defence properties that initiate and drive the 
asset time-dependent process (water level and wave conditions are also considered to 
be flood defence properties, see section 1.3). Without those features no asset time- 
dependency takes place. The wave climate during storms for example could entail a 
recurrent loading force on the revetment damaging the stones. Another example is the 
static loading after crest level raising on an earth embankment which causes 
settlements. Table 6.1 tabulates a number of excitation features, their time-dependent 
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behaviour and the types of uncertainties that they introduce in asset time-dependent 
processes. 
Table 6.1 Examples of excitation features, the characteristics of the time-dependent behaviour and the 
types of uncertainties that they, introduce in asset time-dependent processes. 
feature 
Wave climate: significant wave Recurrent / storm sequence Inherent uncertainty in time / space 
height and wave period 
River current velocity Reversing tides / recurrent high Inherent uncertainty in time / space 
water events 
Pore pressure distribution in i Rainfall and drought cycles / Inherent uncertainty in time / space 
flood defence structure or seasons / event sequence / 
foundation accumulation 
Water head difference between Tides / recurrent / storm Inherent uncertainty in time / space 
river or sea and floodplain sequence / rainfall events / 
rainfall sequence 
Third party loading, e. g. traffic Recurrent / event sequence Inherent uncertainty in time / space 
(vehicle weight, tyre 
acceleration, profile) 
Third party loading, e. g. animal Three-dimensional random walk Inherent uncertainty in time / space 
burrowing / entrance shifting with river 
water levels 
Superimposed loading Constant in time Inherent uncertainty in space 
Atmospheric CO2 concentration Seasonal / climate Inherent uncertainty in time / space 
and moisture around the 
reinforced concrete wall in 
relation to carbonation 
The presence of oxygen and Seasonal / climate Inherent uncertainty in time / space 
moisture in or around the steel 
flood defence structure 
components, in relation to 
corrosion 
Bacterial attack (in anaerobic Circumstances stimulating the Inherent uncertainty in time / space 
environment) multiplication or demise of 
bacteria 
Third party activity, dredging Recurrent / system effects Inherent uncertainty in time / space 
Third party activity, naval Recurrent / sequence / Inherent uncertainty in time / space 
activity causing currents and fluctuations naval activity 
waves 
The asset time-dependent process is a function of the ancillary features in addition to 
the excitation features. The ancillary features are the flood defence properties that 
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transform the excitation features into the asset time-dependent process. The damage 
of the revetment caused by wave impact is also a function of e. g. the slope, shape and 
weight of the revetment. The settlement due to embankment crest level raising Is e. g. 
a function of the soil stratification and the soil properties. 
The affected features are the flood defence properties that are subject to the asset 
time-dependent process, indicated in section 5.1.1, figure 5.1, with X1(t). In case of 
revetment damage affected features may be the revetment density or grading in 
different limit state functions. The affected features appear in one or more failure 
mechanisms and thus influence the fragility. Chapter 7 provides a more detailed 
description of excitation, ancillary and affected features for: earth embankment 
compaction (Table 7.5), trafficking damaging the crest level (Table 7.7), seepage 
length reduction (Table 7.9), carbonation and corrosion of reinforced concrete walls 
(Table 7.15), sheet pile corrosion (Table 7.22), sheet pile anchor corrosion (Table 
7.24) and sheet pile toe accretion / erosion (Table 7.26). 
This step in the modelling process provides an overview of the flood defence 
properties that are part of the asset time-dependent process of interest, categorised 
according to excitation, ancillary or affected features. The analysis of the excitation 
and ancillary features should also include a classification of the uncertainties that they 
introduce and their time-dependent behaviour. 
6.3.2. Character of the asset time-dependent process 
The character of the asset time-dependent process depends on how the variability in 
time is introduced and transformed. It therefore builds on the uncertainty and time- 
dependent behaviour analysis of the excitation and ancillary features. The three main 
compositions of an asset time-dependent process X, (t) In a limit state equation are 
shown in section 5.1.1, figure 5.1. As shown in figure 6.2, the character of the asset 
time-dependent process is qualified as a function of the ancillary features and 
conditional on the excitation. A number of aspects about the character of the asset 
time-dependent process that require attention in the modelling process are listed in 
table 6.2. It is noted that this table does not present an exhaustive list. 
Firstly, it should be determined whether it is preferable to model the asset time- 
dependent process with a stochastic process or a parametric process, i. e. a function of 
a deterministic time t. The difference between the two is discussed in section 5.1.1. 
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Secondly, it is important to establish whether the asset time-dependent process 
displays dependency on the history of its own evolvement. For example the sequence 
of storm events loading a revetment determines the evolvement of damage. Another 
example is the compaction of an earth embankment which is influenced by previous 
loading pressures. Thirdly, the process can be intermittent, continuous, cyclical in time 
or a combination of those. If the time-dependent process is driven by recurrent events 
or shock damages then the character of that process is intermittent. Continuous 
processes gradually evolve in time and take place continuously. The continuous 
process can display fluctuations or can be smooth. Cyclical processes are for instance 
caused by seasonality. Fourthly, the process is either strictly deterioration or might 
involve improvement. Finally, the physical behaviour of the cyclical process, 
continuous process or the increments in an intermittent process might be e. g. linear, 
exponential, polynomial or logarithmic. 
Table 6.2 Examples of aspects about the character of an asset time-dependent process 
Parametric process Stochastic process 
History-dependent Not history-dependent 
Continuous Intermittent Cyclical 
Strictly deterioration Positive as well as negative increments 
Linear Exponential Polynomial Logarithmic Other 
6.3.3. Dependencies between asset time-dependent processes 
Table 6.3 provides examples of dependencies among asset time-dependent processes 
and suggestions of approaches to model these dependencies. The dependencies are 
not. necessarily captured by a correlation structure as follows from the examples 
below. 
Asset time-dependent processes caused by the same excitation are for example 
damage to the revetment and toe erosion. Asset time-dependent processes based on 
similar ancillary features are for instance settlements and fissuring, i. e. these 
processes share similar soil properties. Asset time-dependent processes that affect the 
same flood defence properties are settlements and decrease in crest level by e. g. 
cattle trampling. Asset time-dependent processes that affect the same failure 
mechanisms are for instance settlements and fissuring, both affecting overtopping and 
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slope instability. One asset time-dependent process forming the excitation of another 
asset time-dependent process is for example chloride ingress in concrete setting off 
reinforcement corrosion. An asset time-dependent process affecting the ancillary 
features of another is for example vermin infestation in the revetment, which causes a 
different development of revetment damage due to wave impact. Multiple interacting 
asset time-dependent processes are for example seepage, fissuring, animal burrowing 
and internal erosion. 
Table 6.3 Examples of the types of dependencies among asset time-dependent processes and suggestions of 
modelling approaches 
Type of dependency between Possible modelling approaches 
the asset time-dependent 
processes 
Same excitation Process-based model containing the same excitation feature. 
A correlation model capturing the mutual dependency. 
Same ancillary features Process-based model containing the same excitation feature. 
A correlation model capturing the mutual dependency. 
Affect the same flood defence Process-based model containing the same excitation feature. 
properties A correlation model capturing the mutual dependency. 
Affect the same failure Both processes appear in the limit state equation 
mechanisms 
One process (partly) forming the One process appears In the process-based model of the other. 
excitation of another A threshold value for one process marks the start for the other. 
A correlation model capturing the mutual dependency. 
One process affecting the ancillary One process appears in the process-based model of the other. 
features of another A correlation model capturing the mutual dependency. 
Multiple interacting processes Fault tree analysis to set up a reliability analysis incorporating the 
processes. Complemented by one of the approaches above. 
6.3.4. The development of alternative statistical models 
In the demonstration of the modelling methodology for asset time-dependent process 
statistical models in the case study in chapter 7, three alternative statistical models 
are considered. 
The first one is a conventional engineering approach based on a parametric process. 
An existing process-based model or, in the absence of such a model, a random 
deterioration rate as a function of deterministic time serves this purpose. The second 
alternative statistical model is a gamma process model. This model is a stochastic 
process approach allowing expert elicitation on the average rate of the time- 
dependent process. This model provides a strictly increasing time-dependent 
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stochastic process and is therefore deterioration. The gamma process either takes the 
behaviour according to an existing process model into account or replaces it by the 
average deterioration rate. The parametric process or gamma process approaches are 
based on different kinds of assumptions than the more detailed hierarchical process 
model as described below. In some cases the parametric or gamma process models 
may be preferable over the hierarchical process, examples of reasons are in brief: lack 
of scientific understanding, limited data availability or e. g. a broad risk assessment 
application context. Section 5.1.1 contains a more detailed discussion on the reasons 
to apply an aggregate stochastic process model rather than a more detailed approach 
as given below. 
The third alternative statistical model is developed according to the modelling process 
above, and outlined in figure 6.2. The excitation and ancillary features introduce 
inherent uncertainties in space and / or time. If these features introduce time 
variability, then a statistical model is selected to represent that variability from 
sections 5.3 and 5.4. Table 6.4 shows examples of suitable stochastic processes for 
different types of time variability. These stochastic process models are suitable for 
both excitation or ancillary features introducing time variability. The character of the 
overall process is then quantified as a function of ancillary features conditional on the 
excitation of the asset time-dependent process. Subsequently, the statistical models 
for the ancillary features are incorporated in the model. In some cases the relationship 
between the excitation and the overall time-dependent quantity is indirect. The 
statistical model of the excitation then serves as a guideline to make an appropriate 
selection for the statistical model of the overall quantity, i. e. composition 1, stochastic 
process, rather than 3, parametric process, in figure 5.1. 
The next step is to represent the dependencies among asset time-dependent 
processes. This step is straightforward if process-based models are available for both 
processes. The common excitation and ancillary features then appear in both process 
models. Dependency models in the form of threshold values and fault tree analysis 
provide a structured approach as well. Complications arise in the absence of process- 
based models as the dependencies need to be captured by a correlation model such as 
presented in section 5.5. The challenge is twofold. Firstly, an appropriate selection for 
the marginal distributions of the individual stochastic processes needs to be made. 
Secondly, a correlation model needs to be found that appropriately captures the 
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dependency as well as the marginal distributions. An example is the model developed 
in Buijs et al. (2005a). 
Table 6.4 Examples of suitable stochastic process models for dilfere art types of time -depei: dent behaviour. 
process Type of time-dependent behaviour Details in 
Rectangular wave process Seasonality in hydraulic loading variables Section 5.3.1 
(e. g. Borges Castanheta) such as: high river discharges / floodplain 
water levels / pore pressures 
Pulse / Poisson process 
Gamma process 
Compound renewal 
process (e. g. superposed, 
alternating, cumulative) 
Gaussian / Brownian 
Arrival of storm events / arrival of trafficking Section 5.3.1 
events / arrival of pit corrosion 
Strictly increasing excitation features, j Section 5.3.2 
ancillary features or overall quantity X, (t) 
Arrival of trafficking events causing Section 5.3.3 
cumulative damages 
Continuous process Section 5.4 
Illustration 
Section 7.3.4, 
7.3.5,7.4.4, 
7.5.4 
Section 7.3.5, 
7.3.6,7.5.5 
Section 7.3.4, 
7.3.5,7.3.6, 
7.4.4,7.5.4, 
7.5.5,7.5.6 
Section 7.3.5 
Section 7.3.4, 
7.3.5,7.5.6 
The estimation, calibration and corroboration of the statistical models is discussed in 
the following section 6.4 and form the quantitative quality evaluation. 
This section, 6.3, and the previous sections 6.2 and 6.1, formulate a systematic 
modelling methodology to develop statistical models for asset time-dependent 
processes. The quality of the internal properties is underpinned by a combination of a 
clear problem formulation and a systematic statistical model development 
methodology, corresponding with the conceptualisation phase (figure 6.1 and 6.2). 
The advantage of such a systematic modelling process is that the quantitative model 
predictions can be assessed against the internal model properties and form a 
qualitative model quality evaluation. Such an assessment compares whether the 
quantitative model predictions properly reflect the influence of the excitation / 
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ancillary features, the uncertainties that they introduce and the character of the asset 
time-dependent process. 
6.4. Estimation, calibration and corroboration of the 
models 
The statistical models for the asset time-dependent process developed in the 
conceptualisation phase require parameter specification, i. e. estimation and 
calibration. Additionally, the quality of the external properties of the statistical models 
needs to be assessed, see figure 6.1. This assessment is made in the light of both the 
task specification of the individual asset time-dependent process and that of the 
overarching performance criteria, i. e. corroboration. In this case no sharp division is 
made between parameter estimation and calibration on one hand and corroboration on 
the other hand. 
This section deals in other words with the quantitative model quality evaluation. As 
mentioned before, sections 6.3,6.2 and 6.1 formulate a systematic modelling 
methodology to develop statistical models for asset time-dependent processes. The 
results from the conceptualisation analysis, figure 6.2, can be used as a qualitative 
model quality evaluation. A comparison can be made between the quantitative results 
and the findings on the excitation / ancillary features, the uncertainties that they 
introduce and the character of the asset time-dependent process. 
6.4.1. Task specification at the individual asset time-dependent 
process level 
Firstly, some general comments on the task specification at the individual asset time- 
dependent process level are given, relating to figure 6.1. Secondly, parameter 
estimation, calibration and corroboration methods for the quantitative testing of the 
statistical models for asset time-dependent processes are described in general. 
Thirdly, some implications are discussed for the calibration and corroboration of the 
asset time-dependent statistical models. Finally, four different practical situations in 
terms of data availability are brought forward. The data availability on asset time- 
dependent processes is often limited or related to the variables in the model rather 
than the asset time-dependent quantity. 
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General comments on the task specification at the individual asset time- 
dependent process level 
There are several angles to the task specification of the individual asset time- 
dependent process. The main task specification for an asset time-dependent process 
model in this thesis is a realistic quantitative estimate of the asset time-dependent 
process in time. According to figure 6.1 the asset time-dependent process model 
needs to build on both existing / historical information and future information. 
Historical observations and future observations are defined with respect to the 
moment of implementation of the maintenance framework, see figure 6.3. The type of 
information available to enable a realistic quantitative estimate is field data, expert 
elicitation and, if relevant, information related to other requirements that the task 
specification might encompass. 
Initial / prior Implementation 
distribution functions maintenance 
framework 
Historical Future observations 
observations 
Stanmg point asset tine- Examples of 
dependent P. O... Le. as contemporary 
constructed or newly reftnbished observations 
Figure 6.3 Timeline defining the base or prior distributions, the historical and future 
observations with respect to the maintenance framework implementation. 
The incorporation of future or historical observations relates to for example whether 
the quantitative maintenance framework is based on the Markovian property or on 
the Bayesian decision-making approach. Section 3.2.1 deals with the advantages and 
disadvantages of both types of quantitative decision-making approaches. The 
Bayesian posterior updating approach allows internalisation of future observations 
into the time-dependency model. Alternatively, the Markovian property restricts its 
future predictions conditional on the contemporary standing of the process. In section 
3.2.1 the Bayesian approach is chosen over the Markovian approach. Basic theory 
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about posterior updating of the statistical distributions of d or the overall quantity 
Xi(t) is given in section 3.2.1, expression (3.1). More details are provided in e. g. 
Bernardo & Smith (2003), Pratt et al. (1995) and Van Gelder (1999). 
Parameter estimation, calibration and corroboration methods 
The next step is the estimation of the parameters of the statistical model of the asset 
time-dependent process, based on the available information. The asset time- 
dependent processes are defined according to figure 5.1. Xi(t) represents the asset 
time-dependent quantity. The random variables in the hierarchical or parametric 
process model are represented by d. The parameters of the statistical distribution 
functions of d or of stochastic processes d, (t) or Xi(t) are represented by 0. 
The main methods supporting parameter estimation based on datasets of field 
measurements are given in e. g. Casella & Berger (2002), Van Gelder (1999) or Pratt 
et al. (1995): point estimation, hypothesis testing and interval estimation. Point 
estimation formulates a statistic that is operated as an estimator of the parameters of 
the statistical model based on the available dataset. The estimator is the single 
estimate of the parameter of interest. Point estimation methods are for instance the 
method of moments or maximum likelihood estimation. Hypothesis testing formulates 
the null hypothesis, Ho: &eo, and the alternative hypothesis, Hl: &0o ` for a 
parameter set Oo and its complement 0o ` in the parameter space 0. The acceptance 
or rejection criterion for 0 is usually defined based on a test statistic as a function of 
the available data sample. Examples are likelihood ratio tests or Bayesian tests. 
Interval estimation involves the estimation of a set of parameters 0 whereby L(x) 50 
5 U(x), in which L(x) and U(x) are the interval estimators. Interval estimation usually 
accompanies point estimation. In the absence of data the estimation of parameters 
based on expert elicitation might be preferable. 
A detailed approach to derive expert elicited parameter sets is discussed in e. g. Cooke 
(1991) and Cooke & Goossen (2004). 
The calibration tunes the statistical model predictions to the available data on 
historical time series samples of X; (t). During this process different sets of parameter 
distributions are investigated. The corroboration of the statistical model of the asset 
time-dependent process amounts to an overall assessment and testing of the 
statistical model. The corroboration can lead to the acceptance or rejection of a 
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conceptual model structure. Hypothesis or significance testing are suitable methods to 
support the calibration and corroboration of the statistical model. 
Some implications of scarce data availability 
Unfortunately, historical time series samples of the asset time-dependent quantity 
Xi(t) are usually scarcely populated. Calibration. is then supported by checking 
whether the time series samples of the asset time-dependent quantity X, (t) are in a 
sensible order of magnitude and display a sensible variation. Corroboration of the 
model is supported by comparing the qualitative behaviour of the process following 
from the modelling methodology with the behaviour of the time series samples. Such 
an analysis is advisable in any case as a form of qualitative evaluation (figure 6.1). 
The increasing availability of future observations can either be used for further 
calibration and corroboration or for Bayesian updating of the prior distributions. The 
necessity of further calibration and corroboration depends on several issues. A first 
issue is the complexity of the asset time-dependent process. A second issue is the 
influence of the statistical properties of the asset time-dependent process on those of 
the affected feature. The asset time-dependent process might e. g. be very complex. 
However, the rate of the process might be very low and the amount of uncertainty 
contributed to the initial variation of the affected feature might be negligible. A third 
issue is the influence of the asset time-dependent process on the flood defence 
reliability, risk and life cycle cost in the context of the overarching maintenance 
optimisation model. This influence can be measured with importance measures as 
developed in chapter 4. 
If the process is relevant, it can be decided to choose for state-dependent 
maintenance in figure 3.5 until the statistical model provides satisfactory asset time- 
dependent predictions. Moreover, the qualitative decomposition of the asset time- 
dependent process into excitation, ancillary and affected features supports practical 
maintenance purposes. Two examples are given. Example 1: An asset time- 
dependent process statistical model which is not properly calibrated and corroborated 
might not be qualified as 'Good description of course of strength' in figure 3.5. 
However, if it concerns an asset time-dependency that is mainly driven by recurrent 
events (e. g. storms or trafficking events), then the process can be organised under 
'Load dependent maintenance'. Depending on the, type of process it might suffice to 
roughly estimate the amount of damage given a recurrent event and carry out 
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maintenance once a certain number of events have occurred. A process driven by a 
continuous excitation would in the same circumstances be categorised under `State 
dependent maintenance' or `Time-dependent maintenance', depending on the cost of 
the inspection. Example 2: The qualitative decomposition of the asset time-dependent 
process guides to which flood defence features should be paid most attention to 
during monitoring, in addition to the overall time-dependent quantity X; (t). 
Discussion of a number of practical situations 
The following discussion illustrates how to populate the parameters of the asset time- 
dependent statistical model in six different practical situations. Table 6.5 contains an 
overview of the six situations, depending on: whether the data availability is ample or 
scarce, whether the data availability is on d or X1(t) and in the latter case whether 
Xi(t) is modelled as a stochastic process or as a parametric or hierarchical process. 
The definitions of X; (t), d, stochastic, hierarchical process and parametric process are 
according to section 5.1.1 and figure 5.1. 
Situation 1 in table 6.5 has ample data availability on a stochastic process X, (t). In 
this case the parameters of the statistical model of Xi(t) can be estimated with point 
estimation methods. The future observations as they become available can be 
incorporated by posterior updating. 
Situation 2 in table 6.5 has ample data availability in the form of observations of Xi(t) 
on parametric or hierarchical process X; (t). The initial distribution functions of 
variables d can be estimated by expert elicitation. Historical time series observations 
can be used for the calibration of the statistical distributions of d so that the model 
predictions of Xi(t) correspond with the observations. Under ample data availability, 
the historical observations can also be used for corroboration of the statistical model. 
Hypothesis or significance testing are useful methods for calibration or corroboration. 
Future observations are incorporated with posterior updating. 
Situation 3 in table 6.5 has scarce data availability on a stochastic process X, (t). Point 
estimation of the parameters based on a scarcely populated time series sample 
might lead to a large number of credible parameter sets. The large number of sets is 
brought on by the fact that different types of curves fit through the same scarcely 
populated time series sample. This problem is illustrated by Bakker & Van Noortwijk 
(2004) and Pandey & Van Noortwijk (2004), who discuss fitting methods of gamma 
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process models to scarcely populated data samples. The maximum likelihood method 
is applicable, but will be accompanied with very wide confidence intervals. For some 
stochastic process models such as the gamma process model expert elicitation on 
average deterioration rates and their standard deviation is optional. It is possible to 
calibrate the expert elicited parameters with a hypothesis or significance test against 
the scarce historical observations. The future observations can be used to further 
improve the statistical model by a better underpinned maximum likelihood parameter 
estimation or further calibration of the expert elicited parameters. If the quality of the 
statistical model is satisfactory, posterior updating can be applied. 
Situation 4 in table 6.5 has scarce data availability in the form of observations of X1(t) 
on parametric or hierarchical process X; (t). The initial distribution functions of 
variables d can be estimated by expert elicitation. Historical time series observations 
can be used for the calibration of the statistical distributions of d so that the model 
predictions of Xi(t) correspond with the observations. Hypothesis or significance 
testing are useful methods in this context. Future observations can be used for 
further calibration and corroboration of the statistical model of the asset time- 
dependent process (referred to with hypothesis or significance testing in table 6.5). If 
the quality of the parameters and structure of the statistical model is satisfactory the 
increasing data availability can be used in a posterior analysis. 
Situation 5 in table 6.5 has ample data availability on the variables d in the statistical 
model of the asset time-dependent process X, (t). The statistical distribution functions 
of the random variables d can then be established with point estimation. Future or 
historical observations on d can be incorporated with posterior analysis. The absence 
of field observations on X, (t) do not allow further calibration or corroboration of the 
statistical model of the asset time-dependent process. 
Situation 6 in table 6.5 has scarce data availability on the variables d in the statistical 
model of the asset time-dependent process X1(t). The statistical distribution functions 
of the random variables d can then be established with expert elicitation. Similar 
comments as in the fifth situation apply to the incorporation of future or historical 
observations and the corroboration of the statistical model. 
In situations 2 and 4 in table 6.5 it is possible that there is ample data availability on 
the variables d, enabling point estimation of the distribution functions of d. 
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In situations 3 and 4 the transition between further calibration of the statistical model 
given future observations and posterior analysis depends on the necessity to further 
improve the statistical model. Three issues related to the necessity for further 
calibration and corroboration are mentioned under the previous heading of parameter 
estimation, calibration and corroboration methods. 
Table 6.5 How to derive and update distribution functions for the parameters d and the overall quantity 
X, {t), for six practical situations in a Bayesian decision-making framework. 
Data availability 
Ample Scarce 
Data on 
X, (t) 
Situation]: 
Situation 2: 
X, (t) = f(d, t) 
Situation 3: 
XI(t) 
Situation 4. 
X, (t) = f(d, t) 
(asset time- Initial / prior Expert elicitation on Maximum likelihood Expert elicitation on 
dependent distributions prior distributions of / Expert elicitation prior distributions of 
of parameters d on prior distribution d 
quantity) of X, (t) 
Historical Point estimation of Calibration and Maximum likelihood Hypothesis or 
observations statistical model corroboration of the / Hypothesis or significance testing 
parameters 0 of X, (t). statistical model significance testing of the expert elicited 
of the expert elicited distributions of d 
distribution of X, (t) 
above 
Future Posterior updating of Posterior updating of Maximum likelihood Hypothesis or 
observations X1(t) X, {t) / Hypothesis testing significance testing 
or significance test of the expert elicited 
of expert elicited distributions of d/ 
distributions of X, (t) / posterior updating of 
posterior updating of X, {t) 
X, {t) 
Data on d Initial / prior Situation S: Situation 6: 
(random 
distributions 
of parameters 
Point estimation for parameters of the Expert elicitation on prior distributions of d 
variables in distributions of d 
hierarchical 
or parametric 
process 
model) 
Historical Posterior updating of d Posterior updating of d 
observations 
Future Posterior updating of d Posterior updating of d 
observations 
136 
6. Statistical models foe food defence asset time-dependent 
6.4.2. Task specification at the overarching maintenance 
framework level 
The statistical model of the asset time-dependent process affects the performance 
criteria in the overarching quantitative maintenance framework, see figure 6.1. As 
mentioned above, the overarching maintenance optimisation framework can be based 
on the Markovian property or the Bayesian decision-making approach. Performance 
criteria refer to for instance life cycle cost, risk and reliability. Data on such 
performance criteria are usually not available in the flood defence industry, which is 
why they are simulated by means of a probabilistic model, see section 5.2. The quality 
of the internal properties of a maintenance framework model is therefore underpinned 
by systematic rational methods. One way of ensuring the quality of the external 
properties of the maintenance framework model is by ensuring the quantitative quality 
of model properties at the roots of the model. For model properties such as flood 
defence properties, operational activities and costs, data acquisition is feasible. An 
appropriate quantitative quality of those model properties is achieved by point 
estimation, hypothesis testing, expert elicitation or Bayesian updating. A second way 
to provide feedback on the quality of the probabilistic predictions within the 
maintenance framework is to conduct expert elicitation on the performance criteria 
themselves (Cooke & Goossen, 2004 and Slijkhuis et al., 1998). The simulated 
reliability, risk or life cycle cost is then compared to the expert elicited values. A third 
way of ensuring the quality of both the internal and the external properties of the 
overarching maintenance framework is by sensitivity analysis, Beck & Jining Chen 
(2000). 
The sensitivity analysis may be carried out in different phases of the modelling 
process, e. g. to identify important model properties, to eliminate irrelevant activities, 
processes or flood defence sections, to focus on important model predictions, to 
compare alternative model structures or to establish where the model provides a 
prediction contrary to the expected prediction. Flood defence system life cycle cost 
models are complex and have not been fully developed and populated at this stage. 
Importance measures to indicate the influence of asset time-dependent processes and 
operational activities on performance criteria such as reliability, risk and life cycle cost 
provide a starting point for such a sensitivity analysis. Chapter 4 develops these 
importance measures. In addition, the sensitivity analysis should ideally be directed at 
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properties (e. g. flood defence properties, cost, operational activities or alternative 
conceptual model structures) that are meaningful to the quality assessment of the life 
cycle cost model. In addition to an often used method such as variance decomposition 
a sensitivity analysis investigates e. g. the sensitivity to expert elicited performance 
values, other definitions of the quality requirements, different conceptual model 
structures, different scenarios. 
6.5. Review 
The modelling methodology for statistical models of asset time-dependent processes 
consists of the following main phases: problem formulation, conceptualisation and 
parameter estimation, calibration and corroboration of the model. The quality 
evaluation of the statistical model of an asset time-dependent process relates to its 
internal properties, qualitative evaluation, and its external properties, quantitative 
evaluation (figure 6.1). The internal model properties are formed by the model 
structure. Their quality is supported by an appropriate problem formulation and a 
systematic conceptualisation phase. The external model properties deal with the 
quantitative predictions of the model. The quality of model predictions is- analysed 
against the task specification on an individual process level and in the context of an 
overarching maintenance optimisation model. The external model properties are 
analysed in the parameter estimation, calibration and model corroboration phase. 
The problem formulation defines the expectation about the performance of the asset 
time-dependent process statistical model, on the level of the process and of the 
overarching maintenance optimisation framework. This task specification forms the 
basis of the overall model quality evaluation, consisting of a qualitative and 
quantitative quality evaluation. The steps in the analysis of the asset time-dependent 
process in the conceptualisation phase are shown in figure 6.2. The five-step analysis 
of the asset time-dependent process in the conceptualisation phase of the modelling 
methodology develops assessable, and hence less subjective, internal model 
structures. The conceptualisation firstly starts with a review of existing scientific 
understanding and the availability of field information. The second step is to identify 
the flood defence properties that are involved with the asset time-dependent process 
in some way: the excitation, ancillary and affected features. This provides insight in 
the features driving the time-dependency (excitation), the features that contribute in 
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another way (ancillary) and the features that are subject to the time-dependency 
(affected). The third step is to describe the character of the asset time-dependent 
process conditional on the excitation. For example, the process can be represented by 
a stochastic process, a parametric process or a hierarchical process. The process may 
be history dependent or display cumulative, intermittent or cyclical behaviour. The 
fourth step is to analyse the dependencies among different asset time-dependent 
processes. Some examples of the type of dependencies are given. The correlation is 
one alternative structure to represent these dependencies. Subsequently, the 
alternative statistical models are formulated. Finally, the parameter estimation, 
calibration and corroboration of the asset time-dependent process statistical model is 
evaluated against the task specification at a process and maintenance optimisation 
level. At an individual process level appropriate parameter estimation, calibration and 
corroboration methods are discussed. 
Unfortunately, historical time series are often scarcely populated making the 
quantitative quality evaluation of the model difficult. Additionally, even process models 
based on abundant historical observations do not guarantee appropriate 
extrapolations in the future. Calibration is then supported by checking whether the 
time series samples of the asset time-dependent quantity X; (t) are in a sensible order 
of magnitude and display a sensible variation. Corroboration of the model is supported 
by comparing the qualitative behaviour of the process following from the 
conceptualisation phase with the behaviour of the time series samples. Such an 
analysis is advisable in any case as a form of qualitative evaluation (figure 6.1). The 
increasing availability of future observations can either be used for further calibration 
and corroboration or for Bayesian updating of the prior distributions. The necessity of 
further calibration and corroboration depends on several issues. A first issue is the 
complexity of the asset time-dependent process. A second issue is the influence of the 
statistical properties of the asset time-dependent process on those of the affected 
feature. The asset time-dependent process might e. g. be very complex. However, the 
rate of the process might be very low and the amount of uncertainty contributed to 
the initial variation of the affected feature might be negligible. A third issue is the 
influence of the asset time-dependent process on the flood defence reliability, risk and 
life cycle cost in the context of the overarching maintenance optimisation model. This 
influence can be measured with importance measures as developed in chapter 4. Six 
practical situations of ample or scarce data availability on the variables d or the asset 
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time-dependent quantity XI(t) with the latter being a stochastic process or a 
parametric / hierarchical process are discussed. Appropriate parameter estimation, 
calibration and model corroboration methods are suggested. 
If the process is relevant, state-dependent maintenance in figure 3.5 can be adopted 
until the statistical model provides satisfactory asset time-dependent predictions. 
Moreover, the qualitative 'decomposition of the asset time-dependent process into 
excitation, ancillary and affected features supports practical maintenance purposes. It 
is possible to decide on a state-dependent, time-dependent, load-dependent or fault- 
dependent maintenance approach. Additionally, the decomposition in flood defence 
features steers the information retrieved from monitoring the asset time-dependent 
process. 
The modelling methodology is demonstrated in chapter 7 on the Dartford Creek to 
Swanscombe Marshes flood defence system. 
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7. Time-dependent reliability of the 
Dartford Creek to Swanscombe 
Marshes flood defence system 
The time-dependent reliability methods developed in the previous chapters are 
demonstrated on the Dartford Creek to Swanscombe Marshes flood defence system 
along the Thames Estuary. Chapter 7 sets up the time-dependent reliability analysis of 
the Dartford Creek to Swanscombe Marshes flood defence system. This chapter starts 
with an introduction to the Dartford Creek to Swanscombe Marshes flood defence 
system and the steps to set up a flood defence reliability analysis, section 7.1. The 
information sources relating to the case study site are given in section 7.2. The time- 
dependent reliability analysis of earth embankments, reinforced concrete walls and 
anchored sheet pile walls is described in sections 7.3 to 7.5. The flood defence system 
reliability analysis is discussed in section 7.6. 
7.1. Introduction 
In the late 1970s and beginning 1980s the flood defences along the Thames Estuary 
were subject to a major improvement scheme. After 30 years of service it takes 
approximately another 20 years before systematic refurbishment of the current flood 
defence system is required. The next generation of flood defences, ideally in place in 
2030, will be designed to last beyond 2100. The Environment Agency launched the 
Thames Estuary 2100 project (TE2100 project) to initiate the design of these large 
scale refurbishment works. Part of the feasibility stage of the TE2100 project is to 
carry out flood risk assessments to identify the most flood prone areas. The results 
serve to compare the costs and risk reduction of different maintenance intervention or 
improvement options. To enable life-cycle costing, insight is required in the time- 
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dependent reliability of the defences. This research project is conducted in that 
context. 
The location of the Dartford Creek to Swanscombe Marshes flood defence system 
along the Thames Estuary is shown in figure 7.1. The flood defence line between 
Dartford Creek and Swanscombe Marshes has a length of 10.6 km. Of the total flood 
defence line, approximately 63% is made up by earth embankments, 17% by 
reinforced concrete walls and 20% by anchored sheet pile walls. The frontage also 
consists of a large variety of composite reinforced concrete and anchored sheet pile 
walls. In addition, there are over 25 floodgates with widths varying between 2.5 and 
12 meter. However, both the floodgates and the composite structures are not 
considered in the research project. Figure 7.2 presents the elevation of the defence 
line and the division into the main defence types. The elevation is compared between 
those recently surveyed and those indicated on as designed / constructed drawings of 
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Figure 7.1 The location of Dartford Creek and Swanscombe Marshes as well as the Thames barrier at 
Greenwich in the Thames Estuary (top). An indication of flood contours along the Thames Estuary and 
the location of the Dartford Creek to Swanscombe Marshes flood defence system (bottom). 
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the improvements in the '70s and '80s. These crest levels relate to a floodplain 
elevation of between OD+Om and OD+2m. 
An indication of the tide levels are given by a highest recorded water level of about 
OD+4.9m downstream near Swanscombe Marshes and of about OD+5.1m upstream 
near Erith. 
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Figure 7.3 Elevation of the defence line between Dartford Creek to Gravesend: after '70s / '80s 
improvements (in continuous black) versus the recently surveyed defence line (light and dashed). 
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Figure 7.2 Example of a longitudinal crack in an earth embankment in 1955, with in the background 
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The '70s and '80s improvements to the Thames Estuary flood defences were triggered 
by the storm that took place in January 1953. During this storm earth embankments 
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inti>rmation system definition of protected am i 
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failure events / literature / local the deknce types Failure modes 
expert knowledge 
Limit state functions / 
failure nude equations 
/ geometry 4I )icicle system up into stretches Stretches with e. g. similar 
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revetment etc. 
HS 
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Figure 7.4 Flow chart of activities to calculate flood defence system reliability including examples o the 
type of input source material and the output products. 
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failed due to overtopping of the crest, seepage into fissures and cracks (figure 7.3) 
followed by slope instability. Another type of failure was brought on by uplifting and 
piping behind the earth embankments of the impermeable clayey and peaty layers. 
Slope instability occurred during the construction of the earth embankment 
improvements. This failure was mainly caused by applying the weight of the 
improvement too quickly. 
The time invariant reliability analysis of the Dartford Creek to Swanscombe Marshes 
flood defence system is set up according to the method shown in figure 7.4 (after 
CUR, 1990, illustrated in Buijs et at., 2003, Buijs, 2006 and Floodsite, 2007 ). 
Appendix A shows a map with the flood defence sections represented by one cross 
section in the system reliability analysis according to figure 7.4. Flowcharts for the 
calculations in step 7 are given in appendix E. 
7.2. Case study site information sources 
7.2.1. Geometry 
Three main information sources serve as a basis for the Dartford Creek to 
Swanscombe Marshes flood defence system. One source is as-built or design drawings 
originating from the 1970s and 1980s improvements. Comprehensive as-built 
documentation of the sheet pile, concrete and composite structures along private 
frontages is available. For earth embankments the cross sectional representation is 
qualitatively less in terms of spatial density and conclusiveness, e. g. In the form of 
final design drawings rather than the as-built versions. The earth embankments are in 
addition harder to georeference. Another information source for geometry is crest 
level surveying during the 1990s. Photogrammetric information from 2000 / 2001 is 
available across the flood defences and the floodplain. This information does not pick 
up on structures with a width smaller than 0.5 -1 meter, e. g. concrete walls or wave 
return walls. It provides extra feedback on the cross sectional representation of the 
earth embankments. 
The quality of the geometry information is influenced by a number of factors. One 
factor is the measurement error. In figure 7.2 for example, a recent survey shows an 
improvement in crest level at a sheet pile frontage compared to its as-constructed 
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level. Another factor is whether the geometry is derived from as designed or as-built 
drawings and whether these drawings can be georeferenced. Design drawings tend to 
be less accurate than as-built drawings. A third factor is the spatial resolution of 
available as-built or design drawings. The resolution of flood defence cross sections 
along private frontages tends to be quite dense. The availability of design drawings on 
the other hand tends to be spatially less dense and the quality limited. A last factor is 
the ability to capture three dimensional effects such as bends in the alignment of the 
flood defences. Such three dimensional effects lead to e. g. the concentration of flow or 
wave impact. 
7.2.2. Soil conditions 
The sources of information on soil conditions used in this Dartford Creek to 
Swanscombe Marshes reliability analysis consist of: borehole data; design of 
settlement and instability of earth embankments along Dartford Creek to Greenhithe; 
some lab tests of samples at various locations; investigation of tidal uplift pressures in 
gravel layer underlying the impermeable layers and some sparse information on grain 
sizes. 
The information is fairly limited and the spacing of the locations with information is 
quite big. Interpolation is therefore necessary to obtain an indication of the soil 
properties between the locations with information. The procedure consists of three 
main steps. Firstly, the borehole data from the design drawings need to be 
georeferenced. The second step is the classification of the soil layers from the 
borehole descriptions into a limited number of generic types. Thirdly, the borehole and 
soil classification are interpolated to cover the whole defence line. 
The quality of the soil property representation is determined by a number of issues. 
Firstly, georeferencing of boreholes or lab tests turns out to be not straightforward. 
Additionally, the results from lab tests require additional work to derive soil properties 
for the reliability analysis. Secondly, it is expected that the presence of peat lenses is 
insufficiently picked up due to the large spacing of borehole locations. Thirdly, generic 
classification is necessary as the financial feasibility of testing soil layers Is restricted. 
However, the use of generic soil types to capture a class of similar soils does not 
provide a specific representation of soil properties. A fourth issue Is errors Introduced 
by measurements and the need to work the measurements into useful soil 
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information. Most of these quality issues are resolved by an increased amount of soil 
measurements and more comprehensive testing. 
7.2.3. Hydraulic boundary conditions 
A joint probability study of water levels and wind speeds was carried out for the sea 
conditions at the mouth of the Thames Estuary, HR Wallingford (2004d). This study 
provides a Monte Carlo simulation of joint couples of wind speed and water level based 
on the method according to Hawkes et at. (2002), see also HR Wallingford (1998). The 
simulations are based on joint water level and wind speed data sets that cover a 
period of about thirty years. According to HR Wallingford (2004d), the effect of the 
river discharge on the local water levels is negligible downstream of Tilbury. The 
discharge is therefore not taken into account in the Dartford Creek to Swanscombe 
Marshes flood defence reliability analysis. The Monte Carlo simulation provides an 
advanced representation of the correlation structure between wind speeds and tide 
levels. However, a disadvantage is that, as with any Monte Carlo simulation, the 
sample has a limited size. The limited sample size restricts the ability to investigate 
flood risk or importance measures for extremes. Additionally, the parameters of the 
bivariate normal correlation structure underlying the Monte Carlo simulation are not 
available for this study. The absence of these parameters restricts the ability to derive 
very small probabilities of failure as well as direction cosines (section 7.3.3). 
Local water levels given a number of different sea water levels at the mouth of the 
Thames Estuary were provided from TUFlow / Isis calculations. Several locations along 
the Dartford Creek to Swanscombe Marshes flood defence system are represented In 
those results. The local water levels are provided in case the Thames barrier is closed 
and in case the Thames barrier is not closed. The sea water levels span a sufficiently 
large range to represent extreme sea water levels. 
The two information sources described above are combined to find local water levels 
during the reliability calculations. A simulation of a water level at one of the locations 
along the defence line can be derived through linear Interpolation between water 
levels and defined locations. 
To derive local wave conditions a simple shallow water wave prediction model 
(formulae according to Bretschneider) is used. That prediction is based on the local 
water level, bathymetrical information, fetch and reduced estuarial wind speeds 
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according to HR Wallingford (1999). Local bathymetrical information was derived from 
a larger bathymetry study carried out for the TE2100 project covering the Thames 
River over the course of the twentieth century. Fetches were measured from a map. 
Being quite far upstream of the Thames Estuary, the local wave climate is not severe. 
The wave conditions thus calculated are in the order of magnitude of those presented 
in HR Wallingford (1999) for the Dartford Creek to Swanscombe Marshes flood defence 
system. 
The quality of the local water level representation depends on the quality of the 
statistical wind speed / water level model and the quality of the local water level 
predictions as a function of sea water levels and river bathymetry. The quality of the 
statistical wind speed / water level model is determined by a number of issues. A first 
issue is the availability of data to fit the statistical model to, in case of the Thames 
Estuary the data cover a sufficiently long period of about thirty years. A second issue 
is the quality of the representation in the extreme tails of the statistical distribution. A 
third issue is the choice of dependency structure and distribution function. It is finally 
noted that the quality of the statistical model is often hard to judge for more extreme 
values as these events tend to be less populated with data. The quality of the local 
water level predictions is determined by a number of factors. One factor is the detail 
of representation of the river bathymetry and the physical processes. A second factor 
is the data availability at different locations along the Thames to calibrate and validate 
the numerical model against, especially for more extreme water levels sufficient data 
availability is questionable. A third factor is the applicability of the physical relations to 
more extreme local water level predictions. A fourth factor is the approximation made 
by applying the linear interpolation between the local water levels at two locations, 
depending e. g. on the variability in vegetation or foreshores, the slope along the river, 
the distance between two defined locations, etc. Another factor is the approximation 
by linear interpolation between two simulated water levels at one location. Finally, 
local surge effects and funnelling effects causing extra surge due to a wind field 
directed upstream (westward) of the Thames Estuary are not taken into account. 
The quality of the representation of local wave conditions is determined by several 
issues. One issue is the quality of the water level predictions along the river. Secondly, 
it is determined by the quality of the wave prediction model. Thirdly, it depends on the 
data availability to calibrate and validate the wave prediction model against. A fourth 
issue is whether a detailed representation of the river bathymetry is applied. A fifth 
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issue is whether depth limited effects on waves are taken into account. Finally, the 
quality of the model of the local wave conditions depends on the appropriateness of 
the local wind field model. 
7.2.4. Economic damages inundation 
Detailed flood risk calculations are not the scope of this research project. Economic 
damages from a broadscale flood risk assessment of the Thames Estuary are therefore 
taken as an indication. The density of the local water level and the flood risk are 
shown in table 7.1. The economic damages in table 7.1 are build up of the joint 
probability of independent flood defence failure scenarios and the corresponding 
economic damages. The table illustrates that only a small range of local water levels 
introduce flood risk. 
A cost-benefit based importance measure requires the calculation of the change in 
flood risk due to an operational activity or a deterioration process. As mentioned 
above, the joint probability of failure of flood defence failures is based on independent 
flood defence sections. The broadscale flood risk assessment in table 7.1 is dominated 
by a limited selection of flood defence failure scenarios. As a simplification, a change 
in the probability of failure of a flood defence section is assumed to lead to a 
proportional change of the joint probability of failure. 
Table 7.1 Economic damages and local water level densities. 
Annual probability of £ Annual flood risk water level h (in mOD) 
P(h 5 3.7) 
P(4.3: 5 h<4.5) 
P(4.5: 5 h<4.7) 
P(4.7: 5 h<4.9) 
P(4.9: 5 h<5.1) 
P(5.15h<5.3) 
P(5.3 5h<5.5) 
P(5.5 5h<5.7) 
P(h z 5.7) 
= 0.9510975 
= 0.034755 
= 0.00269 
= 0.00125 
= 0.0000775 
= 0.000035 
= 0.000025 
= 0.00002 
=0 
0 
0 
25903 
139072 
3571438 
9925149 
20082748 
53532469 
102.736.040 
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7.3. Time-dependent reliability of earth embankments 
7.3.1. Description of the structure type 
The earth embankments along the Dartford Creek to Gravesend defence line typically 
have two crests (figure 7.5). In the late '70s and early '80s the Thames Estuary 
defences were improved. The lower riverward crest is the pre-improvement defence 
line, the higher landward crest has been constructed as part of the improvements. The 
defences are founded on weak clayey and peaty soil layers with a thickness in the 
order of magnitude 14 to 20 m. 
Those impermeable layers are in turn founded on a water conductive layer formed by 
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Figure 7.5 Typical cross section of earth embankments between Dartford Creek to Gravesend 
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Figure 7.6 View along the current embankment just downstream of Dartford Creek, in the 
background the Dartford Creek barrier can he seen 
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sandy or chalky layers. To avoid the occurrence of deep seated slip circles during and 
after construction, berms were applied on the inside and outside toes of the defences 
to provide for sufficient stabilising weight. See figure 7.5 for an example cross section 
and a picture in figure 7.6. Table 7.2 contains an overview of the failure processes 
encountered at the Dartford Creek to Swanscombe Marshes flood defence system and 
the failure mechanisms implemented in the reliability analysis. Generally mentioned 
time-dependent processes for earth embankments are, Environment Agency (2004a & 
2004b): settlements or compaction of the embankment foundation, cracking / 
fissuring, seepage, animal infestation, damage to vegetation, deteriorating revetment 
material, vandalism, heavy trafficking, the presence of foreign objects. This research 
project is restricted to settlements, damage due to trafficking and seepage length 
reduction due to internal erosion in the water conductive layer. 
Table 7.2 Site specific failure processes and failure mechanisms implemented in the reliability analysis 
Overview of site specific failure processes Failure mechanisms Implemented In reliability 
analysis 
Overtopping / overflow causing erosion and slope 
instability 
(Wave) overtopping and erosion 
Uplifting and piping Combination of uplifting and piping 
Fissuring / cracking 
Long term crest level settlements: compressible 
layers and estuarial settlements 0.5 to 1 meter 
Short term crest level settlements: off-road cycling 
Bathymetrical changes of Thames 
Third party activities loading embankment slopes 
The primary function of the earth embankments along the Dartford Creek to 
Swanscombe Marshes flood defence line is protecting against flooding by retaining 
water. 
7.3.2. Fault tree, failure mechanisms and limit state equations 
Failure, or the top event in the fault tree, is defined here if the earth embankment fails 
to fulfil its primary function. Excessive overtopping discharges which cause damage 
are not considered in this study. The top event related to an earth embankment is 
therefore limited to structurally breaching and subsequent flooding. Failure 
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mechanisms are the chains of events leading up to the top event, see definitions in 
section 3.1.2. The accompanying limit state equations are provided in appendix B. 
Fault tree 
Figure 7.7 illustrates the simplified fault tree for double crested earth embankments 
used in the reliability calculations. The fault tree approach changes for water levels 
lower and higher than the riverward crest level. Two comments are made with regard 
to the fault tree for double crested earth embankments. Firstly, for water levels lower 
than the riverward crest level, failure of both of the two embankments must occur 
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Figure 7.7 Fault trees for double crested earth embankments underpinning the reliability analysis. 
Explanation to top fault tree: if the water level is higher than the riverward crest level, h,,, then the 
water level directly loads the landward embankment, hc2. Inundation occurs in that case if the 
landward embankment fails, hence those failure mechanisms are relevant. Explanation to bottom 
fault tree: If the water level is lower than the riverward crest level, hei, then inundation occurs if 
either the total structure fails due to undermining by uplifting and piping or both embankments fail. 
In the latter case inundation occurs if the landward embankment fails after the riverward 
embankment fai., hc, and hc2 as indicated in figure 7.5. 
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before breach occurs. Secondly, for water levels higher than the riverward crest level 
only failure of the landward embankment is required for breach. In this case it still 
matters whether the riverward embankment has failed prior to the second. The 
presence of the riverward embankment affects e. g. the wave overtopping conditions 
or the pore pressures of the landward embankment. This effect is not taken into 
account in the calculations in this study. 
Description of the failure mechanisms 
As indicated in table 7.2 and appendix B the following failure mechanisms are part of 
the reliability analysis: wave overtopping / overflow and erosion, uplifting and piping. 
Inside slope instability is briefly mentioned since it is a relevant failure mechanism. 
However, slope instability is too computationally intensive to include in the scope of 
this thesis. 
Wave overtopping / overflow followed by erosion involve water discharges due to 
wave overtopping or overflow that respectively hit or scour the inside slope of the 
embankment. The loading of the inside slope damages the grass turf. After the grass 
has been damaged, the embankment body is exposed to the overtopping/overflowing 
water. In the end, if this erosion process continues long enough, the embankment 
breaches. The duration of this erosion process depends on the duration of the 
overtopping discharges during the storm. 
In the Thames Estuary an embankment is often founded on a pack of impermeable 
layers overlaying a water conductive sand or gravel layer. Uplifting occurs when the 
upward hydraulic force in the water conductive layer exceeds the cumulative weight 
of the impermeable layers. The hydraulic force bursts the impermeable layer upward. 
In the Thames Estuary, pipes applied in ditches behind the embankment relieve the 
upward hydraulic force (Marsland & Randolph, 1979). 
Bursting by uplifting of the impermeable layers opens the doorway for the water in 
the water conductive layers. Water then seeps up, driven by the hydraulic head 
between the water level outside the embankment and in the floodplain, and erodes 
particles from the water conductive sand layer. If this process can carry on long 
enough, pipes form underneath the embankment undermining the foundation. This 
can eventually lead to collapse of the embankment. The initiation of a piping process 
depends on whether the water conductive layer is connected to the water level at the 
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Thames - defining the seepage length. For the Dartford Creek to Swanscombe 
Marshes site this seepage length depends on the bathymetry of the river as well as 
the variability of the thickness of impermeable layers. 
Slope instability can be initiated in many different ways, e. g. by an increase in pore 
pressures. The increase in pore pressures can have several causes, e. g. rainfall over a 
longer period of time, rising river water levels, rapidly receding tides, overtopping 
discharges seeping into fissures, etc. The characterisation of the pore pressure 
distribution depends on the situation of interest. As a first estimate of factor of safety 
of slopes often Bishop's slip circle method is used. Bishop's factor of safety approach 
can also be set up in a probabilistic model, although that brings some complications. 
The grid encapsulating the pool of more likely slip circles needs to be located 
beforehand. Once the optimal grid is found, the method is computationally intensive 
and takes a long time to run. 
7.3.3. Importance measures for earth embankments 
The importance measures developed in section 4.3 are calculated for earth 
embankments along the Dartford Creek to Swanscombe Marshes flood defence line. 
Indicate the influence of variables on the reliability 
The influence of the variables on the reliability is indicated by the direction cosines, 
expression (2.11), and the partial derivative based concept introduced in expression 
(4.11). These indicators are derived from the time invariant reliability analysis and 
presented in table 7.3 for flood defence section 4 and water level OD+7.5m. As 
mentioned in section 7.2.3, the absence of the parameters of the bivariate normal 
distribution of wind speeds and water levels restricts the ability to derive direction 
cosines. The statistical distributions of the random variables are given in appendix C. 
It, is noted that the sensitivity indicators do not show a major shift in importance 
given different water levels in the fragility curve. One water level therefore suffices to 
demonstrate the interpretation of these indicators. 
The direction cosines a and partial derivative based concept PDx show a different 
emphasis in importance for all three failure mechanisms. The model uncertainty, Mqe, 
and in the second place the storm duration, t5, contribute most to the probability of 
failure due to overtopping as indicated by the direction cosines. This importance is 
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complemented by the PDX which show that the ratio between the water level, h, and 
the crest level, hc, are relevant to consider in improvement or maintenance. The 
direction cosines for uplifting point out that the uncertainty in the thickness of the 
impermeable layers, d, and in the second place the density of the impermeable layers 
contribute, y, most to the probability of failure. The PDx point out that the uplifting 
model is mainly sensitive to the density, y. The direction cosines for piping indicate 
that the permeability of the sand in the water conductive layer, k5, contributes most 
to the probability of failure. It is noted that there was difficulty to iterate the FORM 
procedure to a probability of failure, hence the quality of these direction cosines is 
doubtful. 
Table 7.3 Direction cosines a and partial derivative based concept PDx for the random variables in the 
failure mechanisms of flood defence section 4, water level OD+7.5m. 
Flood defence section 4 
a PDx 
Overtopping Uplifting Piping Overtopping Uplifting Piping 
h- water level (mOD) 0 0 0 -0.493 -0.028 -0.019 
Hs = 
significant wave height 0 - - 0 - - (m) 
To - Peak wave period (s) 0 - - 0 
h, . crest level (mOD) 0 - - 0.493 - - 
C. " crest width (m) 0.065 - - 0.242 - - 
tan, - tan outside slope (-) 0 - 0 - - 
tan, - tan Inside slope (-) -0.068 -0.173 
C erosion strength grass 0 - 0.145 - - (ms) 
cM - erosion strength core (ms) 0 - - 0.242 
d,. - depth grass roots (m) -0.24 - - -0.239 - - 
P, - pulsating percentage (-) 0 - - -0.287 
r, . roughness Inside slope (-) 0.12 - - 0.058 
t, - storm duration (h) -0.39 - - -0.287 
Mmodel uncertainty erosion '' 0.88 - - 0.348 - - ° model (-) 
d- thickness Impermeable - 0 769 - layer (m) . 0.063 
y.. 
Volumetric weight 
3 saturated soil(kN/m) _ 0.568 
0 - 0.707 0 
hb - ground water level (mOD) - 0.033 0 - 0.050 0.038 
_ model uncertainty uplifting Mu - 0.261 _ () 0.063 
L- seepage length (m) - 0.005 - - 0.239 
q- constant of White (-) - - 0.006 - - 0.216 
do= d70 of sand (m) - 0.006 - - 0.216 
k, - permeability of sand (m/s) - - -1 - - -0.072 
ma - 
model uncertainty piping 
- 0.005 - - 0.244 
6- angle piping model (°) - - 0.005 - - 0.454 
Thickness water D' 0 -0 067 conductive sand layer(m) . 
Volumetric weight sand In 
y.,, b - water conductive layer - - 0 - - 0.537 kN/m- 
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The PDx show that the piping model is additionally sensitive to the friction angle, 0, 
the model uncertainty, mp, the seepage length, L, the constant of White, q, and the 
representative grain size of the sand do. Improvement measures and maintenance 
should be focused on the failure mechanisms uplifting and piping. The failure 
mechanisms are the most prominent combination if the probability distribution of 
water levels is taken into account. Monitoring which aims to achieve a precise 
description of the uncertainties in the random variables should be directed at the 
random variables highlighted by both the a, and the PDx indicators. 
Highlight time-dependent processes 
Section 4.3.3 introduces a suitable importance measure to highlight relevant time- 
dependent processes in the form of expression (4.5) and (4.7). The time-dependent 
processes that are investigated are: settlement of the crest level due to compation of 
the foundation, crest level and vegetation damage due to trafficking and seepage 
length reduction in the water conductive layer underneath the embankment. The 
change in probability of failure given different water levels is calculated for an asset 
time-dependent process and combined with the economic damages. The cost benefit 
ratio is derived by calculating additionally the cost of remediation of the asset time- 
dependent process in consideration. The cost information is derived e. g. from sources 
accompanying Environment Agency (2006). The probability density of local water 
levels above OD+5.7 meter is negligible, see table 7.1. Economic damages are 
relevant for water levels larger than OD+4.5m. However, the probability of flood 
defence failure given water levels between OD+4.5m and OD+5.7m is negligible. The 
importance measure would then equal zero. Instead, as a basis of comparison the 
flood risk at OD+7 meter is chosen, a design water level of the earth embankments 
30 years ago. The Burden to risk Importance Ratios (BIRs) are given in table 7.4 for 
three different asset time-dependent processes: settlements due to compaction, 
trafficking and seepage length reduction. A lower BIR implies a more relevant asset 
time-dependent process as either the cost of the remediation Is relatively lower or the 
impact on the flood risk is relatively higher. The change In flood risk per year is 
calculated to take different rates of time-dependency into account. Trafficking Is 
according to these calculations given a water level of OD+7m the most relevant asset 
time-dependent process. 
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Table 7.4 Burden to risk Importance Ratios given h=OD+7m for flood defence section 4 in case of three 
asset time-dependent processes: settlements, trafficking and seepage length reduction. 
Asset time-dependent process Burden 
(£) 
Change In flood risk 
(£ / year) 
BIR/year 
Settlement 65504 43355 1.5 
Trafficking 91008 2927977 0.031 
Seepage length reduction 896124 329 2726 
Indicate the flood risk reduction impact of operational activities 
Section 4.3.4 presents a suitable importance measure to indicate the flood risk 
reduction impact of different operational activities. An often applied improvement 
measure is raising the crest level by one or several meters. Improvement options 
inspired on the sensitivity indicators are increasing the thickness of the impermeable 
layers or ground improvement thus increasing the soil density. Routine inspection and 
specific inspection are only considered in the context of the reduction of statistical 
uncertainty. The benefits of knowledge about the development of condition levels in 
time or the discovery of failure mechanisms are not taken into account. The results 
for routine and specific inspection in table 7.5 are therefore of limited significance and 
are indicated with the suffix - statistical uncertainty. In this context, routine 
inspection only increases the precision of the uncertainty representation of external 
properties such as the geometry. Specific inspection increases in addition the 
precision of internal properties such as soil properties. The thickness of the 
impermeable layers also falls under this type of inspection as a borehole is necessary 
to establish its size rather than external methods like remote sensing. 
Table 7.5 Benefit to risk Importance Ratios of five maintenance intervention options given OD+7 meter 
for flood defence section 4 
Intervention options Burden 
(E) 
Change in flood risk 
(E) 
SIR 
Raising crest level 1 meter 91008 850654 0.11 
Raising crest level 4 meter 244031 867092 0.28 
Ground improvement 896124 4109 218 
Routine inspection - statistical uncertainty 1515 8218883 0.18.10-3 
Specific inspection - statistical uncertainty 7534 8250074 0.9.10'' 
The impact of operational activities on the flood risk reduction, in table 7.5, is 
compared on the basis of the flood risk at a water level in the order of magnitude of 
the original design level, OD+7m. The same deliberations apply as encountered above 
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when highlighting the relevant asset time-dependent processes. Namely, the 
probability density of local water levels above OD+5.7 meter is negligible, hence the 
water levels below OD+5.7 meter mainly contribute to the annual average flood risk. 
Therefore a water level is chosen for which the probability of flood defence failure is 
significant in order to study the impact of different operational activities. 
The improvement options considered are raising the crest level by one meter, raising 
the crest level by four meter and ground improvement of the impermeable layers 
behind the embankment. The inspection options which are included in the comparison 
are routine inspection and specific inspection. Section 4.3.4 contains a discussion on 
the comparability of physical improvement activities versus the reduction of epistemic 
uncertainty. The Benefit to risk Importance Ratios are tabulated for these options in 
table 7.5. 
According to table 7.5 routine inspection reducing statistical uncertainty in the flood 
risk assessment is worth considering compared to the investment. According to this 
result similar conclusion applies to specific inspection. Raising the crest level one 
meter is the most cost beneficial physical improvement measure. Settlements over 
the first twenty years due to crest level raising by one or four meter are taken into 
account. 
It is noted that these results merely serve to illustrate a comparison of a number of 
intervention options. These options and importance measures do not provide a 
complete impression, as the following will clarify. Firstly, routine inspection often 
monitors a long stretch of flood defence- line for one investment, e. g. remote sensing. 
The increase in knowledge achieved on a system scale given one routine inspection is 
not taken into account. Specific inspection on the other hand involves a higher cost 
and is very localised. Failure mechanisms on which this type of inspection would have 
a large impact, e. g. slope instability, are not taken into account. An additional benefit 
of specific inspection compared to routine inspection is also not incorporated in the 
results, i. e. detecting a problem which either does or does not lead to repair, figure 
2.8. Secondly, the assumption underlying the BIR of routine inspection in table 7.5 is 
that the inspection leads to a reduction in uncertainty. The added benefit of reducing 
statistical spatial uncertainty diminishes after a number of inspections, as discussed in 
section 2.1. 
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7.3.4. Asset time-dependent process: settlements 
The modelling methodology outlined in figure 6.2 is followed to define a statistical 
model of settlements as an asset time-dependent process. Appendix E provides 
flowcharts for the simulations of asset time-dependent processes and their 
incorporation in time-dependent fragility and probability of failure in a time interval of 
interest. 
Problem formulation and identification of existing knowledge 
The task specification of the settlements statistical model at an individual process 
level is to quantitatively express settlements in time corresponding with experience 
and field measurements. The task specification at an overarching maintenance level is 
to realistically represent the influence of the settlements on the overarching 
performance indicators such as reliability, risk and life cycle cost. The latter is not 
further investigated in the Dartford Creek to Swanscombe Marshes system reliability 
analysis. 
The existing knowledge on settlements is twofold. Firstly, the design crest levels and 
a survey in the early 2000s are known. Secondly, it is possible to calculate 
settlements by means of finite element methods or fairly straightforward process- 
based models exist, such as expressions (7.1) to (7.3). 
h i+eo 
logýýr 6A6 IV(tr+i) -V(tr)] (7.1) 
Ahs 
= C. [Io9(tr+i) - Io9(tr)] (7.2) h 
3 
ýtý 6 
T3 + 0.5' 
T= (ahý (7.3) U 
in which ehp is the primary compression increment over a period t, +l-t, due to the 
consolidation process, hs is the secondary compression increment over a period t,. 4.1-t1, 
Cc is the compression index, eo is the ratio between the volume of pores and of the 
total soil volume at the start of the compression process, v, ' Is the grain stress in soil 
strata i, Ad is the change in grain stress caused by superimposed loading on the 
earth embankment for example induced by raising the crest level, U(t1+1-t, ) is the 
degree of consolidation in the form of the ratio between the excess in water pressure 
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and the actual water pressure as a function of time, Ca is the secondary compression 
index representing creep in the grain structure after the primary compression has 
taken place, t is the time duration in days after the superimposed loading has been 
applied, c is the vertical consolidation coefficient, a is a coefficient indicating the type 
of outflow, whereby 1.0 is single-sided outflow and 0.5 is two-sided outflow, and h is 
the thickness of the loaded soil strata. 
Excitation, ancillary and affected features 
The excitation, ancillary and affected features are tabulated in table 7.6. 
Table 7.6 Excitation features, ancillaryfeatures and affected features in case of settlements 
U t i t Excitation features 
Superimposed load on the embankment causing 
ncer a n y 
Inherent uncertainty in space for Aa' and p, 
grain stress increase Ac' and an excess in pore Constant In time for the superimposed loading 
pressures p, Inherent uncertainty in time for pore pressures p, 
- rainfall and environment 4 seasonality 
U t i t Ancillary features 
The grain stress o' =Q -p 
ncer a n y 
Inherent uncertainty in space for ground l i pressures and pore pressures p, 
Inherent uncertainty in time for pore pressures p, 
only - rainfall and environment 4 seasonality 
The compression index CC Inherent uncertainty In space 
Void ratio eo Inherent uncertainty in space 
Secondary compression index C. Inherent uncertainty in space 
Vertical consolidation constant c Inherent uncertainty in space 
Outflow constant a A deterministic constant which is 0.5 for two- 
sided outflow and 1.0 for one-sided outflow 
Thickness of the loaded strata h 
ff 
inherent uncertainty in space 
U t i t A ected features 
Crest level of embankment he / overall geometry 
ncer a n y 
Stochastic process Introduces inherent 
of the embankment uncertainty In time and space 
Character of the asset time-dependent process 
The character of the asset time-dependent process conditional on the constant 
excitation in time is logarithmic. It is driven by the excess in pore pressures created 
by the constant superimposed loading. The development in time of the pore pressures 
is a function of this difference in water pressures. The pore pressures are subject to 
seasonal and environmental fluctuations, for example due to rainfall and drought 
seasons. 
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Dependencies between asset time-dependent processes 
The asset time-dependent process trafficking affects the same flood defence property 
as the settlement process, i. e. the crest level. However, the trafficking process mainly 
affects the upper layer of the embankment whereas the settlements compress the 
layers in the embankment and those forming the foundation. The two asset time- 
dependent processes can therefore be superposed. 
Development of alternative statistical models 
The three main alternative statistical models mentioned in section 6.3.4 are 
considered for settlements: parametric process, gamma process and a hierarchical 
process. 
The parametric process for settlements consists of equations (7.1) to (7.3) as a 
deterministic function in time and random variables for e. g. Cc, eo, etc. Corresponding 
with figure 5.2 (left) such a parametric process consists of a large number of 
logarithmic time paths. For one sample of the random variables the logarithmic 
development in time is fixed. 
The hierarchical process model takes the inherent uncertainty in time into account. 
The feature responsible for introducing this inherent uncertainty in time is the pore 
pressure, which is subject to seasonality and environmental fluctuations. The pore 
pressures occur in two places in equation (7.1), through the grain stress Av and the 
degree of consolidation U(t, ). It is suggested to model this influence by modifying 
equation (7.1) to: 
ehp 
+ 
ehs 
- hh 
Sl l+e 
log 
(o 
61 *yw 
(S2 
- *Vw zS9' 
h9 
irl 
-i 
)A 
. IU(t, +1) -U(t, 
)] +Ca[Iog(ti+i)-Iog(ti)1 (7.4) 
orY 
The primary compression &hp and secondary compression Ah, are increments over a 
period of a quarter of a year: tr+l - t,. The total compression at a moment in time is 
found by accumulating the increments in the preceding period. In (7.4) o is the 
ground pressure in strata i in kN/m2, yw is the density of water in kN/m3, hg is the 
freatic surface in the embankment, /, is the level of strata i in meter OD. sl Is a model 
uncertainty capturing the inherent uncertainty in time introduced by seasonality and 
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environmental fluctuations in the consolidation process. sl also covers the secondary 
settlements since the pore pressures influence the structure of the grain skeleton. s2 
is a model uncertainty capturing the inherent uncertainty in time introduced by 
seasonality and environmental fluctuations directly in the freatic surface in the 
embankment. The expressions for sl and s2 are modeled after Vrouwenvelder (2005): 
S1 - s11 - S12 (7.4.1) 
s2 = s21 + 512 (7.4.2) 
In which sll =1.0, a random variable with mean value 1.0 and a standard deviation 
representing the time-independent model uncertainty due to e. g. discontinuities in 
the granular structure. The seasonal effects in the model uncertainty are related to 
the outflow process in the consolidation process or the limitations to fully model this 
process. This uncertainty is reflected by s12, a wave renewal model with a statistical 
distribution function and constant intervals, e. g. a normal distribution function with 
mean value 0, standard deviation 0.1 and intervals of 0.25 years. Both sl and s2 
share the same wave renewal process s12, as they capture the same seasonal 
fluctuations. S12 can be both positive and negative. s12 in s2 is meant to represent a 
seasonal variation in the freatic surface. Higher pore pressures relate to less outflow 
in the consolidation process, therefore s12 in si is negative when s12 in s2 is positive. 
The gamma process model assumes that there is insufficient information available on 
the soil properties to populate the process-based model. An average settlement rate p 
with a standard deviation o is estimated with expert judgement and implemented in 
the form of a gamma process. 
Px(t) = Ga(xia, b) = Ga(xl 
[12t] / v2,. a / C2) 
E(X(t)) = It 
Var(X(t)) = alt 
(7.5) 
The gamma process in this form is suitable for a settlement process that has 
progressed through its steep initial development. A non-linear model is proposed by 
Speijker et at. (2000), but is in this case not further explored. 
Estimation, calibration and corroboration 
The mean values of the random variables In equations (7.1) to (7.4) are populated 
with field measurements on variables such as Cc, eo, etc, from Halcrow (2006) and 
Soil Mechanics (2006). Insight in the statistical properties of these random variables 
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can be acquired from e. g. Baecher & Christian (2003), Vrouwenvelder et al. (2001b) 
or CUR 162 (1999). The prior distributions of the variables in equations (7.1) to (7.4) 
are tabulated in table 7.7. The situation corresponds with situation 4 in table 6.5. It is 
noted that for the Dartford Creek to Swanscombe Marshes flood defence system the 
data availability is good. However, for statistical point estimation methods a much 
larger sample is required on d and the time series samples on the settlements need 
to be denser populated, hence 'scarce data availability'. 
Table 7.7 Prior distributions of the random variables in the hierarchical process, gamma process and 
parametric settlement models the right column contains the coefficients of influence corresponding with 
FORM. The bottom row contains a description of the distribution types. V is the coefficient of variation: cplu. 
Dist. Direction Description Unit type A Q V cosines eqn. (2.11) 
7s,. = Volumetric weight water kN/m3 N 10 0.01 - 0.016 
= Soil layer levels mOD N defined 0.2 - 0.15 
per soil 
layer 
y= Volumetric weight saturated soil kN/m3 N defined - 0.05 0.070 
per soil 
layer 
7d = Volumetric weight dry soil kN/m3 N defined - 0.05 0.035 
per soil 
layer 
C,, = Primary compression Clay - LN 0.86 - 0.25 -0.24 
Indices total contribution Peat - LN 0.90 - 0.25 
Sand - LN 0.004 - 0.25 
he = Original crest level mOD N 4 0.1 - -0.034 
eo = Void ratio total Clay - LN 1.667 - 0.25 0.16 
contribution Peat - LN 1.848 - 0.25 
Sand - LN - - 
C. = Secondary compression Clay - LN 0.085 - 0.25 -0.93 
indices total contribution Peat - LN 0.016 - 0.25 
Sand - LN - - - 
hg = Freatic surface in embankment mOD N 4 0.1 - -0.012 
Aal = Weight of superimposed loading kN/m2 N 30 - 0.1 -0.16 
sll = Time-independent model - LN 1 0.05 - N/A 
uncertainty 
$12 = Seasonality in consolidation - WR 0 0.1 - N/A 
process 0.25 
s21 = Seasonality in embankment pore - WR 0 0.1 - N/A 
pressures 0.25 
dhs; 9, m = 
Average settlement In one year, m Ga 0.018 0.01 - N/A 
gamma process model 
N = Normal distribution function 
LN = Lognormal distribution function 
WR 0.25 = Wave Renewal model with constant Intervals of 0.25 years, I. e. seasons 
Ga = Gamma process 
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The data availability on historical observations is not much. The design crest levels in 
the 1970s and a field survey in the early 2000s are known. This allows a limited 
significance test on the initially established expert elicited parameter set, see for 
more details the analysis described below. The parameters in equation (7.5) are 
populated by making an estimate on the average settlement rate and its standard 
deviation. A significance test is made against the measurements in 2000. This 
significance test is based on only one observation and is of limited value. However, it 
provides an indication of the suitability of a parameter set. 
Analysis 
The results of the simulations with the hierarchical process (with seasonal 
components s21 and s12), the parametric process (without seasonal components s21 
and s12) and gamma process models are shown in figure 7.8. These simulations are 
based on the distribution functions in table 7.7. The start of the plot t=0 is taken 25 
years earlier than the observation made in the period 2000 to 2003. The parametric 
process model displays a slightly larger variance in the simulations than the 
hierarchical process model, i. e. including seasonality. The gamma process model is in 
this case compared to the predictions with equations (7.1) to (7.4) from t=20 over 
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the next 30 years of lifetime. The variance of the gamma process model is therefore 
not comparable with that of the other models. 
The quality of the models are evaluated and improved in the following way. Firstly, a 
significance test is carried out on the parameter set in table 7.7. Secondly, a 
sensitivity analysis points out which parameters are contributing most to the 
settlement model. Literature is then consulted to make a new estimate on the 
rejected parameter set. The results are tested against the available observation. 
The predictions with the hierarchical process model are tested against the actually 
measured settlement after 25 years of approximately 0.60 meter at this location. It is 
assumed that this settlement is due to compaction. It is clear from figure 7.8 that the 
predictions of the stochastic process model are much higher than the observation. 
The significance level is taken at 0.05. The probability of the observation is calculated 
at P(5 <_ s=0.60 m); zý 0. In which s is the total settlement at t=25 years. The 
parameter set therefore requires rejection according to the significance level. The 
probability of making a type I error, Casella & Berger (2002), i. e. rejecting a 
parameter set that is actually true, is negligible. In order to change the distribution 
functions of relevant parameters, the coefficients of influence are investigated, see 
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Figure 7.9 Hierarchical process, parametric process and gamma process model with adjusted parameter 
set: Ca for clay is 0.023. 
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right column in table 7.7. The largest coefficient of influence is associated with the 
secondary compression indices. The value indicated in table 7.7 is the aggregate 
coefficient of influence for Ca over all soil layers. The parameters of the distribution 
function of C. for clay layers in the first analysis are derived from field measurements 
according to Halcrow (2006). They are adjusted based on CUR 162 to Ca=0.023. This 
value corresponds with very organic clay layers. Additionally, it is assumed that the 
new landward embankment corresponds with a layer thickness of approximately 2.5 
meter, leading to eß' =45 kN/m3. Figure 7.9 shows the time series samples for the 
hierarchical model, the parametric model and the gamma process model. The 
expected value of the hierarchical model at t= 25 years is 0.67 meter, the 
observation in this case falls within the significance level of 0.05. The information 
availability is unfortunately very scarce, at least too scarce to establish the type II 
error, Casella & Berger (2002), i. e. accepting a parameter set which is in fact false. 
More observations on the crest levels over the years are required to support such an 
analysis. Moreover, it might be more beneficial to carry out more detailed 
measurements on the soil parameters themselves. 
Figure 7.9 shows that the hierarchical process model has a slightly smaller variance 
than the parametric process model. Therefore, the impact of seasonality in the water 
pressure distributions in the settlement model in this form is practically negligible. 
Figure 7.9 contains a gamma process model with an adjusted average settlement rate 
and, standard deviation. After the steep initial development of the settlement model 
two crest level observations allow an estimate of the settlement rate, for example at 
t=20 years and t=25 years. An observation at a too early stage complemented with 
an observation at the more shallow later stage does not allow an appropriate estimate 
of the average settlement rate in the gamma process model. 
7.3.5. Asset time-dependent process: trafficking 
The modelling methodology outlined in figure 6.2 is followed to define a statistical 
model of trafficking as an asset time-dependent process. Appendix E provides 
flowcharts for the simulations of asset time-dependent processes and their 
incorporation in time-dependent fragility and probability of failure in a time interval of 
interest. 
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Problem formulation and identification of existing knowledge 
The task specification is to quantitatively express the damage to the crest level and 
vegetation in time corresponding with experience and field measurements. The task 
specification at an overarching maintenance level is to realistically represent the 
influence of trafficking on the overarching performance indicators such as reliability, 
risk and life cycle cost. 
A process model to quantify the damage to the crest level and vegetation due to 
trafficking is not available. Site specific field measurements are not around either. 
Expert elicitation on damage rates of the crest level and vegetation is possible. 
Excitation, ancillary and affected features 
The excitation, ancillary and affected features related to trafficking are listed in table 
7.8. 
Character of the asset time-dependent process 
The asset time-dependent process of trafficking causing crest level settlement is 
characterised by: a stochastic process consisting of recurrent damage events, with 
nonlinear settlement behaviour during each event and nonlinear behaviour between 
successive events. The settlement during an event and between successive events is 
influenced by the seasonality in moisture content in the embankment. The trafficking 
asset time-dependent process is dependent on its own development history. I. e. the 
impact of the trafficking event diminishes with the number of events due to 
compaction in the embankment surface. 
The asset time-dependent process of trafficking causing vegetation damage is 
characterised by: a stochastic process consisting of recurrent damage events, 
nonlinear behaviour during the trafficking event depending on a combination of 
excitation and ancillary features. The pore pressures in the embankment surface 
influence the strength of the vegetation and that of the soil and roots in the turf. The 
asset time-dependent process is therefore influenced by seasonality. 
Dependencies between asset time-dependent processes 
The asset time-dependent processes crest level settlement and vegetation damage 
are caused by the same excitation, i. e. recurrent trafficking events. The relationship 
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between the singular asset time-dependent processes and the characteristics of the 
trafficking event does not entirely overlap - see excitation block in table 7.8. 
Settlements due to trafficking and settlements due to compaction affect different 
layers of the earth embankments. The total crest level settlement is found by 
superposition of the two processes. Compaction is a process in the soil layers 
underneath the earth embankments. Trafficking damages the upper layer of the earth 
embankment by spraying and partly by compressing the upper layer. 
Table 7.8 Excitation features, ancillaryfeatures and affected features in case of trafficking 
Excitation features 
Recurring trafficking events damaging crest level, with 
Uncertainty 
Inherent uncertainty in time introduced 
the following characteristics: by the recurrent trafficking events 
" Tyre width, profile and number of tyres on vehicle Inherent uncertainty in space 
" Vehicle weight 
" Number of vehicles in the trafficking event and 
the spread of the damage 
" The number of different types of vehicles and 
their characteristics 
" Duration of the trafficking 
" The rate of recurrence of trafficking events 
" The recurrence of different groups of vehicles 
Recurrent trafficking events damaging vegetation, inherent uncertainty in time Introduced 
with the following characteristics: by the recurrent trafficking events 
" Tyre width, profile and number of tyres on the Inherent uncertainty in space 
vehicle 
" Number of vehicles in the trafficking event and 
the spread of the damage 
" Duration of the trafficking event 
" The rate of recurrence of the trafficking events 
" The recurrence of different groups of vehicles 
A ill nc ary features 
Soil type 
Uncertainty 
Inherent uncertainty in space 
Compressibility Inherent uncertainty in time, e. g. soil 
Grain size properties vary with moisture content 
Pore pressures near the embankment surface 
Cohesion 
Angle of internal friction 
Vegetation root depth, length, strength Inherent uncertainty in space 
Soil type 
Grain size 
Inherent uncertainty in time, e. g. soil 
properties vary with moisture content, 
Cohesion vegetation grows 
Angle of Internal friction 
Pore ressure near the embankment surface 
Aff df ecte eatures 
Crest level h 
Uncertainty 
Inherent uncertainty in time and space 
Vegetation, c Inherent uncertainty in time ands ace 
Development of alternative statistical models 
The parametric process model is not applicable to trafficking as it concerns a shock 
damage process. Below the hierarchical process model is given and subsequently the 
gamma process model is described. 
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The hierarchical process models the arrival of trafficking events with a Poisson 
distribution, whereby the number of trafficking events is Nt. The damage to the crest 
level is then modelled as follows. 
Nt 
Zer, _ Wl (Nt = 1,2,... ), 
=0 (Nt=0) 
(7.6) 
W, = Ahs;, + ihc; i (7.7) 
In which W, is the increment caused by trafficking event i, and is broken down into a 
spray component Ahs;, and a compaction component ehc; i both in meter. The 
compaction component is a function of the previous compaction increments: 
/-1 
M1c; i = mcom - Ccom " l0 1+ Lhc; 1 (7.8) 
J=1 
In which mcom is the modelling uncertainty associated with compaction due to 
trafficking and cram is a coefficient involved with the compaction of the top layer of the 
embankment. mcom takes seasonality in the moisture in the top layer of the 
embankment into account. The damage to the vegetation is caused by the same 
Poisson distributed trafficking events. The total damage to the vegetation at a 
moment in time is given by: 
N, 
Zcg = ecg;, (NN = 1,2,... ), 
=0 (Nt = 0) 
(7.9) 
In which ec9 is the damage to the vegetation resulting from one trafficking event. 
The gamma process model for the correlated asset time-dependent processes crest 
level settlements, Ahgamma, and damage to the vegetation, OCg; gamma, is developed 
according to Buijs et al. (2005). Each singular asset time-dependent process is 
modelled with the gamma process model according to equation (5.25) allowing 
estimates for the mean rates of deterioration and standard deviations. The 
correlations between the processes are represented by a double-gamma distribution, 
Kotz et at. (2000), and simulated with trivariate reduction methods according to 
Devroye (1986). An overview of the double-gamma model Is given below. 
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The procedure requires the scale and shape parameters of the marginal distributions 
of Xl N Ga(xl1al, bl), and X2 N Ga(x2la2, b2), and the mutual correlation p, which must 
lie between 0: 5 p <_ min(al1V1(ala2), a21v/(ala2)). The trivariate reduction method is 
carried out by the following procedure: 
Generate Yl N Ga(al- p V(ala2), 1) 
Generate Y2 N Ga(a2- P V(ala2), 1) 
Generate Y3 N Ga(p J(ala2), 1) 
Return (X1, X2)=(b1(Y1+Y3), b2(Y2+Y3)) 
In this procedure Y1, Y2 and Y3 are independent gamma distributed random variables. 
The correlated variables Xl and X2 are a linear function of two of those three variables 
Y1, Y2 and Y3, each sharing Y2. The model assumes that an exchangeable sequence of 
loading can be assembled into three independent sets of loading characteristics Y1, Y2 
and Y3. The deterioration increments Xl and X2 are modelled with a linear function of 
those loading characteristics and share a set of overlapping characteristics Y2. The 
model in case of trafficking events damaging the crest level and the vegetation works 
out as follows. In this case study, the exchangeable sequence of loading is 
represented by the trafficking events. The condition variables subject to damage are: 
the crest level and the vegetation (resp. Xl and X2). It is assumed that the damage 
due to the trafficking is (linearly) proportional to three sets of independent 
characteristics, indicated with Y1, Y2 and Y3, representing characteristics of the 
vehicles (e. g.: weight of the vehicles, tyre width and number of vehicles). These 
assumptions enable the application of trivariate reduction methods as described 
above. The average rates of deterioration for the marginal gamma processes of the 
crest level and of the vegetation are separately estimated based on a reasonable 
judgment. The mutual correlation between the two deterioration processes given the 
same underlying sequence of loading events can be estimated similarly. 
Estimation, calibration and corroboration 
There are no field measurements for the settlements and vegetation damage due to 
trafficking and the scientific understanding is limited. The prior distributions of the 
variables in the hierarchical process, equations (7.6) to (7.9), and the mean value 
and standard deviation of the marginal distributions in the double-gamma model are 
tabulated in table 7.9. The situation corresponds with situation 4 in table 6.5. 
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Historical observations are not available to carry out a significance test. Future 
observations are expected on the overall quantity. ' 
Table 7.9 Prior distributions of the random variables in the trafficking hierarchical process model and 
the gamma process model. The bottom row contains a description of the distribution types. V is 
the coefficient of variation: &A 
Description Unit Dist. type A a V p 
Nt = Number of trafficking events - Po 3/year - - - 
dh5 = Spraying settlement due to trafficking m/event LN 0.01 - 0.5 - 
_ m 
Model uncertainty associated with WR 1 0 1 C, m - dhc compaction 0.25 . 
cm = Top layer compaction coefficient - LN 0.3 - 0.1 - 
AC, = Damage to vegetation 
m-s 
event 
LN 1000 - 0.1 - 
ýhfl. mm. = Total trafficking settlement in one year m DGa 0.5 0.12 - 0.8 
eCý, 9ae = 
Incremental damage to the vegetation m"s DGa 500 50 due to trafficking in one year 
Po = Poisson distribution function with mean value pt and standard deviation )t 
LN = Lognormal distribution function 
WR 0.25 = Wave Renewal model with constant intervals of 0.25 years, normally distributed 
DGa = Double-gamma distribution function 
Analysis 
As mentioned above, a significance test is not applicable as there are no historical 
observations. The comparison of the hierarchical process model and the double- 
gamma model for settlements and vegetation damage due to trafficking is therefore 
only a qualitative one. Figure 7.10 contains some time series samples of the 
hierarchical process model as well as the double-gamma model. The hierarchical 
process model samples clearly reflect the shock damages introduced by the trafficking 
events. 
The hierarchical process model is advocated over the double-gamma process model in 
this case. This choice is argued based on the consideration of three aspects. The first 
aspect is the appropriate representation of the stochastic process. The hierarchical 
process model portrays the shock damages due to trafficking events more 
appropriately than the double-gamma process model. The spread in the time series 
samples is also larger than those simulated with the double-gamma model. 
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Figure 7.10 Some time series samples of hierarchical process model and double-gamma process model fror 
settlements and vegetation damage due to trafficking 
The second aspect is the appropriate representation of the dependency between the 
two deterioration processes. The evaluation of this aspect is not straightforward. The 
dependency between settlements and damage to the vegetation due to trafficking is 
twofold. The first type of dependency is the fact that both damages are caused by the 
same number and timing of trafficking events. The hierarchical process model picks 
up on this dependency by calculating the cumulative damages over the same number 
of trafficking events. In figure 7.10 similar behaviour of the hierarchical process 
model samples for the settlements and vegetation damage can be seen. The double- 
gamma model does not explicitly deal with this type of dependency. The second type 
of dependency is that the damages during one trafficking event are caused by the 
same loading properties. The absence of a process-based model does not allow 
capturing this dependency in the form of shared function properties. This type of 
dependency should therefore be reflected by means of mutual correlation. This 
correlation is not picked up by the hierarchical process model, whereas it is by the 
double-gamma model. Estimation of the correlation coefficient covers both 
173 
7. Time-dependent reliability of the Dartford Creek to Swanscombe Marshes flood defence system 
dependency aspects in the double-gamma model. However, it is unclear to which 
extent and by what value of the correlation one or the other dependency is 
represented. Therefore, the representation of the correlation by the hierarchical 
process model is preferred due to its transparency even though it is one-sided. 
The third aspect is whether the statistical model enables transparent expert 
elicitation. The hierarchical process model allows more transparent expert judgement 
on the deterioration rates of both types of damages. The double-gamma model is 
very -sensitive to the value of the variation coefficient in the marginal gamma 
processes. A deviation in the judgement of either the mean value or standard 
deviation of the deterioration rate has a large impact on the stochastic process. This 
sensitivity is pronounced due to the correlation between the two marginal gamma 
processes. Change in judgement on one marginal has an impact on the behaviour of 
the other. 
7.3.6. Asset time-dependent process: seepage length reduction 
The modelling methodology outlined in figure 6.2 is followed to define a statistical 
model of long-term internal erosion in the water conductive layer as an asset time- 
dependent process. Appendix E provides flowcharts for the simulations of asset time- 
dependent processes and their incorporation in time-dependent fragility and 
probability of failure in a time interval of interest. 
Problem formulation and identification of existing knowledge 
The task specification of the seepage length reduction statistical model at an 
individual process level is to quantitatively express the reduction in seepage length in 
time. The task specification at an overarching maintenance level is to realistically 
represent the influence of the seepage length reduction on the overarching 
performance indicators such as reliability, risk and life cycle cost. 
Earth embankments along the Dartford Creek to Swanscombe Marshes flood defence 
line are susceptible to uplifting and piping. To relieve the uplift pressures underneath 
the impermeable foundation, the earth embankment is equipped with drainpipes in 
the ditch behind the embankment. These drainpipes are directly reaching into the 
water conductive layer underneath the embankment. A storm with a water level 
higher than the drainpipe level produces flow and allows for the initiation of internal 
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erosion of the water conductive layer. Internal erosion reduces the seepage length in 
the piping failure mechanism. There is no field information about the occurrence of 
such a time-dependent process. However, it is reasonable to consider this process 
since the drainage pipes do not contain a filter or any other device preventing the 
wash out of fines. Sellmijer (1988) formulates a process model for the piping process 
leading up to structural failure given a water head difference. However, the gradual 
loss of fines as a consequence of a sequence of storms over the years is not included 
in this model. The analysis below aims to provide an indicative model of the gradual 
loss of fines over the years. 
Excitation, ancillary and affected features 
Table 7.10 presents the excitation, ancillary and affected features for the asset time- 
dependent process reduction in seepage length. 
Table 7.10 Excitation, ancillary and affected features for the reduction in seepage length asset time- 
dependent process 
i Excitation features 
The water head difference between the river 
level and the upper end of the drainage pipe 
initiates flow through the water conductive 
layer underneath the embankment. 
Uncerta nty 
Inherent uncertainty in space due to 
differences in water levels 
Inherent uncertainty in time as the water 
levels are a stochastic process 
Ancillary features 
The density of the sand / gravel 
Uncertainty 
Inherent uncertainty in space 
The size of the sand / gravel particles Inherent uncertainty in space 
The grading of the sand / gravel particles Inherent uncertainty in space 
The diameter of the drainage pipes Inherent uncertainty in space 
The height of the drainage pipes Inherent uncertainty in space 
The seepage length Inherent uncertainty in space 
Affected features 
SF799F95TTgngth, L 
Uncertainty 
Stochastic process introduces inherent 
uncertainty in time and space 
Character of the asset time-dependent process 
The seepage length reduction asset time-dependent process is a recurrent process 
since it is driven by the water head between the river and the drainage pipe. The 
amount of reduction in the seepage length during a storm event is in addition a 
function of the seepage length itself. The amount of seepage length reduction 
therefore depends on the preceding sequence of storms and is history dependent. 
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Dependencies between asset time-dependent processes 
The seepage length reduction asset time-dependent process is assumed to be a 
singular process. Dependencies with other asset time-dependent processes are not 
considered. 
Development of alternative statistical models 
The statistical model is in this case clearly a stochastic process as the asset time- 
dependent process of the seepage length is driven by the storm water level and storm 
duration. The parametric process model is therefore not considered among the 
statistical models. 
The hierarchical process model is built up as follows. 
LI., = L, - ALS (7.10) 
In which L1+1 is the seepage length at t=i+1 and L, is the seepage length at t=i. AL, is 
the deterioration of the seepage length between t=i and t=i+1. This quantity is 
roughly estimated by: 
ALS =c"k"Ahts 
i 
(7.11) 
In which c is a dimensionless coefficient, k is the permeability of the water conductive 
layer, is is the storm duration, oh=h-hp in, which h is the water level and h,, is the 
level of the drainpipe. L, is the seepage length at t=i. 
This expression is a function of the water level, the storm duration and the time- 
dependent seepage length. This introduces a dependency on the sequence of storms. 
How this is implemented is described in the following. The number of storms Nst in an 
interval dt is modelled with a Poisson distribution. Each storm is represented by a pair 
1,2, ..., Nst 
h1 tsl h2 t52 hNtrs; Nt 
Figure 7.11 A sequence of storms and the pairs of water level and storm duration that represent each 
storm 
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of a water level, h, and a storm duration, t5 (figure 7.11). 
N5 storms give N5t! sequences which is computationally impossible to simulate for 
high numbers of Nst. There is a probability of 1/Nt that each of the pairs occurs first, 
a probability of 1/(N5t -1) that one of the remaining events occurs secondly, 1/(N5 -2), 
etc. The procedure is then as follows: 
1. Establish a number of storms N5t that is Poisson distributed. 
2. For 1, .., N5t randomly draw a pair of h, and ts; i providing: 
hl t5; l 
hNst tS; 
N# 
(7.12) 
3. Select the first pair with probability 1/NSt and eliminate it from the matrix, 
calculate the corresponding AL, determine L=L-AL 
4. Select the second pair from the remaining matrix with probability 1/(N5t -1) 
5. Etc. until N5t ,L is carried on to the next time interval dt. 
6. - Select a new Nst for dt and carry out the same procedure with the resulting L 
from the previous round. 
Estimation, calibration and corroboration 
There is no knowledge about the occurrence of seepage length reduction along this 
site. The prior distributions of the variables in the hierarchical process, equations 
(7.10) to (7.12), and the mean value and standard deviation are tabulated in table 
7.11. This table also contains the mean value and standard deviation of the internal 
erosion rates in a gamma process model. The situation corresponds with situation 4 in 
table 6.5. Historical observations are not available to carry out a significance test. 
Future observations are expected on the variables in the model. 
Analysis 
The time series samples of the hierarchical process model and the gamma process 
model for seepage length reduction are displayed in figure 7.12. The model intends to 
provide an indication of the reduction in seepage length due to the presence of open 
drainage pipes. An experimentally underpinned detailed process model for the 
threshold of piping failure under impervious structures is described In Sellmijer 
(1988). Observations of the seepage length In time are not available. Hence, a 
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significance test on the parameter set in table 7.11 is not applicable, nor any other 
kind of quantitative quality assessment of the statistical model. 
Table 7.11 Prior distributions of the random variables in the internal erosion hierarchical process 
model and the gamma process model. The bottom row contains the description of the 
distribution types. 
Description Unit Dist. type J o V 
N., t = Number of storms - Po 20/year - - 
k= Permeability m/s LN 0.01 - 0.1 
h= Local water levels mOD Joinsea Transformation N/A N/A 
simulations to local water 
levels 
hp = Level of the top of the drainage mOD N 3 0.01 - 
pipe 
L= Seepage length m LN Width - 0.1 
embankment 
is = Storm duration hours LN 5 - 0.25 
c= Coefficient for internal erosion - LN 2 - 0.1 
ALgamma = 
Reduction in seepage length m/year Ga 0.06 0.02 - gamma process model in one year 
N= Normal distribution function 
LN = Lognormal distribution function 
Ga = Gamma process 
Po = Poisson distribution with mean value and standard deviation '1 
The chance of improving the opportunity for such a quality assessment is small, as 
the size of the seepage length as a function of time is hard to measure. The water 
conductive layer is over 10 meter from the ground surface and the erosion process is 
three dimensional. Posterior updating on the parameters on the other hand is a 
possibility under increasing information in the future. 
Figure 7.12 presents time series samples for the hierarchical model and the gamma 
process model based on the parameter distributions in table 7.11. The seepage length 
L is considered as a deterministic variable, "L_det_hier" and "L_det_gamma", as well 
as a random variable, "L var hier" and "L var gamma". In this model the initial 
variance in the seepage length overshadows the variance introduced by the erosion 
process. The gamma process model provides a good approximation of the hierarchical 
process model. 
7.3.7. Time-dependent fragility for earth embankments 
Figure 7.12 shows the time-dependent fragility for flood defence section 4 along the 
Dartford Creek to Swanscombe Marshes flood defence line. Appendix E provides 
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flowcharts for the simulations of asset time-dependent processes and their 
incorporation in time-dependent fragility and probability of failure in a time interval of 
interest. 
Flood defence section 4 is the section of the earth embankments that has the lowest 
65 
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Figure 7.12 Hierarchical process and gamma process model. for seepage length with in bottom plot: 
L is deterministic, "L_det_hier" and "L_detgamma°, top plot: L is a random variable, 
"L_var_hier" and "L_var gamma ". 
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annual reliability. The moment t=0 corresponds with the survey in 2001. At the 
bottom of figure 7.13 the fragility curve at t=0 and t=60 years are broken down into 
the failure mechanisms overtopping, uplifting and piping. The probability of failure due 
to overtopping is prevalent in the total fragility. The total crest level settlement is 
found by superposition of crest level settlements due to compaction and due to 
trafficking. These two processes affect different parts of the earth embankment. 
Compaction is a process in the soil layers underneath the earth embankments. 
Trafficking damages the upper layer of the earth embankment by spraying and partly 
by compressing the upper layer. The failure mechanisms uplifting and piping need to 
occur jointly in an event for failure of the flood defence, see figure 7.7. Therefore, as 
the probability of piping is relatively small, the probability of uplifting and piping is 
limited even though the probability of uplifting is high. 
The three fragility curves up to t=0 at the right hand side of the plot at the top of 
figure 7.13 show the development in time of the fragility as a function of settlement 
due to compaction after construction around 1980. The settlements first increase fairly 
steeply and then develop into a more shallow part, see figure 7.9. This logarithmic 
effect translates itself in figure 7.13 by a bigger gap between t=-20 years and t=-10 
years than between t=-10 years and t=0. 
From t=0 onward the damage due to trafficking is taken into account. Figure 7.13 
shows the do-nothing situation whereby no flood defence management is undertaken 
to reduce the damage due to trafficking. It is more likely that action will be taken to 
top up the flood defence once the crest level is damaged over one meter or to limit or 
prohibit the recreational activity causing the damage. 
Figure 7.14 displays the do-nothing time-dependent fragility in case of two 
maintenance intervention options. The model assumes that trafficking causes 
approximately one meter crest level settlement in ten years time. The first 
intervention option is plotted in the top of figure 7.14 together with the do-nothing 
curves corresponding with figure 7.13. The first option consists of topping the 
flooddefence crest level up with one meter ten years from now. The 1m crest level top 
up brings the fragility back to its current level at t=0. The trafficking is continued 
showing in the end a gain of approximately one meter compared to the do-nothing 
fragility at t=60 years. Settlements due to the top up activity are also taken into 
account. The second option, presented at the bottom of figure 7.14, consists of a one 
meter crest level top up in ten years time combined with a prohibit of trafficking. The 
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fragility is brought back to its current level. The shift in the curves up to t=60 years is 
in this option only caused by compaction of the soil in the foundation. The last option 
is similar to an improvement in the form of a one meter top up in the current 
situation. 
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Figure 7.14 Two examples of maintenance interventions compared to do-nothing time-dependent 
fragility. Top plot: topping up the crest level by one meter without taking measures 
against trafficking. Bottom plot: topping up the crest level by one meter and instating a 
prohibit on trafficking. The dotted lines refer to the time in years and fragility in case of 
topping up the crest level, e. g. t=10_top represents time is 10 years after topping up. 
7.3.8. Lifetime probability of failure for earth embankments 
Figure 7.15 displays the annual probability of failure as a function of time for flood 
defence section 4 in case of Thames barrier closure during all the tides and in case 
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there is no barrier closure during any of the high tides. The location of the Thames 
barrier at Greenwich is indicated in figure 7.1. Appendix E provides flowcharts for the 
simulations of asset time-dependent processes and their incorporation in time- 
dependent fragility and probability of failure in a time interval of interest. The 
relevance of a probability of failure in a time interval of interest is indicated by 
equations (3.7), (3.8) and (3.9) in life cycle cost optimisation. 
The probability of failure in figure 7.15 and 7.16 takes the same failure mechanisms 
into account as the fragility in figure 7.13: overtopping, uplifting and piping. The 
probability of failure in the coming 50 years is 0.4710"3 in case of barrier closure. 
Closure of the barrier results in higher tide levels downstream of the barrier. The 
probability of failure in the coming 50 years with barrier closure is therefore higher 
than without barrier closure, with a probability of failure in 50 years of 0.47.10"4. 
These lifetime probabilities of failure are a conservative estimate, as in both situations 
the do-nothing case is considered with high trafficking settlement rates. As pointed 
out in the previous section, it is unlikely that the trafficking is allowed to damage the 
crest levels beyond one meter without any measures being taken. If measures are 
taken in the form of a top up, the probability remains negligible, similar to the first 40 
years in figure 7.15. 
The lifetime reliability index in the coming 80 years, derived from equation (2.22) or 
(2.27), is given in figure 7.16 for the Dartford Creek to Swanscombe Marshes earth 
embankment sections. Damage due to trafficking is taken into account in the do- 
nothing case. The lifetime reliability is therefore a conservative estimate. 
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Figure 7.15 The do-nothing probability of failure as a function 
of time for flood defence section 4, in case of 
closure of the Thames barrier at Greenwich 
(figure 7.1) or no barrier closure. 
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7.4. Time-dependent reliability of reinforced concrete 
walls 
7.4.1. Description of the structure type 
The concrete walls were built as part of the Thames Estuary flood defence 
improvements in the '70s and '80s. There are a number of different types of reinforced 
concrete walls along the Dartford Creek to Swanscombe Marshes flood defence line. 
The three types considered in the reliability analysis as well as a superficial picture are 
shown in figure 7.17. Sheet piles applied underneath the concrete structure prevent 
seepage/piping or in some cases mobilise the soil between the piles for extra stability. 
Table 7.12 contains an overview of the failure processes for reinforced concrete walls 
along the Dartford Creek to Swanscombe Marshes flood defence line. The table also 
indicates the failure mechanisms incorporated in the reliability analysis. 
Riverward landward 
F-2 I 
Th ar,, a- Landward 
Figure 7.17 The three reinforced concrete wall Hypes implemented in the reliability analysis (left), a 
picture of reinforced concrete walls along the flood defence line (right). 
Commonly considered concrete material related time-dependent processes associated 
with reinforced concrete walls are for example, Environment Agency (2004b), 
Concrete society (1995), BRE (2000 & 2001): chloride ingress and pit corrosion, 
carbonation and (pit) corrosion possibly in combination with sulphate attack, freeze- 
thaw deterioration or alkali-silica attack. Other time-dependent processes of reinforced 
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concrete walls are: abrasion of concrete material, deterioration of joint material 
between concrete units, toe erosion or leakage underneath the concrete wall. 
This research project is restricted to carbonation and reinforcement corrosion as it is a 
time-dependent process for which a process model is available and expected to occur 
at the case study site. Chloride ingress is unlikely as the Dartford Creek to 
Swanscombe Marshes flood defence system is quite upstream in the estuary, even 
though the water levels are driven by tidal discharges rather than fluvial discharges. 
Other concrete material related processes either have a very site specific nature or are 
not captured by process models. Similar constraints apply to the other time- 
dependent processes which are mentioned above. 
The primary function of the concrete walls along the Dartford Creek to Swanscombe 
Marshes flood defence line is protecting against flooding by retaining water. In most 
cases the concrete wall is combined with a larger earth embankment structure. 
Table 7.12 Site specific failure processes and failure mechanisms implemented in the reliability analysis 
Overview of site specific failure processes Failure mechanisms in reliability analysis 
Damage by residential developments: concrete 
cracking, joint failure and settlements 
Uplifting and piping underneath overall earth 
embankment (only for types 1 and 2) 
Carbonation and reinforcement corrosion Sliding of the concrete wall 
Overturning of the concrete wall 
Reinforcement failure In the vertical concrete slab 
Shear failure In the vertical concrete slab 
Piping directly underneath concrete / sheet pile toe 
7.4.2. Fault tree, failure mechanisms and limit state equations 
Failure, or the top event in the fault tree, is defined here if the reinforced concrete wall 
structurally fails and flooding occurs. Excessive overtopping discharges which cause 
damage are not considered in this study. It is additionally noted that the Dartford 
Creek to Swanscombe Marshes reinforced concrete walls are part of a larger earth 
embankment structure. Structural failure of the concrete wall alone may not in all 
cases lead to a full breach. 
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Figure 7.18 illustrates the fault tree implemented for concrete walls along the Dartford 
Creek to Swanscombe Marshes flood defence line. Failure mechanisms are the chains 
of events leading up to the top event, see definitions in section 2.1.2. The 
accompanying limit state equations are provided in appendix B. 
Fault tree 
Figure 7.18 contains the simplified fault tree for reinforced concrete walls. This fault 
tree is applicable to each of the three types of concrete walls. The selection of failure 
mechanisms and the formulation of the limit state equations may differ among the 
types. 
V1 
Hi2A 
V2 
1 FV3 
USA 
Breach 
Structural failure of Instability of the Piping directly Piping underneath 
the concrete concrete wall underneath concrete embankment / sheet pile toe 
Piping 
Insufficient Insufficient Overall Overturning of 
reinforcement capacity to take rotational the concrete 
Sliding of the Uplifting 
strength -bending 
Ion shear force slip wall II 
concrete wall impermeable Jaye 
Not taken into account in reliability analysis 
Figure 7.18 Simplified fault tree for reinforced concrete wall as applied in reliability analysis (top). 
Decomposition of concrete wall in case of mobilised foundational soil (bottom). The 
horizontal grain forces on the main structure are active and passive on respectively the 
river- and landside. The horizontal grain forces on the sheet pile wall extension are active 
and passive on respectively the land- and riverside. 
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Description of the failure mechanisms 
Table 7.12 indicates the failure mechanisms which are taken into account In the 
reliability analysis in the form of limit state equations. The descriptions below Include 
two extra failure mechanisms: (wave) overtopping followed by erosion and overall 
rotational instability. 
(Wave) overtopping followed by erosion has not been incorporated for these concrete 
walls. Firstly, the concrete walls are part of a very wide earth structure which Is 
extensively protected by asphalt / concrete pavements or roads. Secondly, the nature 
of the failure mechanism is different from that applied to earth embankments: the 
erosion process undercuts the foundation of the concrete wall leading to instability. 
Appropriate representation requires further investigation. 
Uplifting and piping underneath the earth embankment is more appropriate at some 
locations than at others. For example along the frontage at Greenhithe the failure 
mechanisms are not incorporated. The frontage of the village of Greenhithe can be 
considered as high ground. However, at other locations the concrete wall forms part 
of a wider earth embankment and is the combination of uplifting and piping relevant. 
Sliding of the reinforced concrete wall is relevant if the water level or wave Impact 
exert horizontal pressures on the concrete wall. These forces can initiate sliding of the 
concrete structure. Resisting forces are the weight of the structure and the pressures 
of the ground keeping the structure into place. 
Overturning of the concrete wall is relevant if the water level or wave impact exert 
horizontal pressures on the concrete wall. These forces can overturn the concrete 
structure. Resisting forces are the weight of the structure and the pressures of the 
ground keeping the structure in place. 
Overall rotational instability of the concrete wall can become relevant under horizontal 
pressures due to wave impact or the water level. These forces exert a destabilising 
force against the concrete structure. Depending on the geotechnical properties of the 
foundational soil and the pore pressures, an overall slip circle can Initiate, leading to 
instability of the wall. As a simplified analysis Bishop's slip circle analysis can be used 
to estimate a factor of safety. Intersection of simulated slip circles with one of the 
sheet pile cut-off / concrete extensions should be avoided and therefore poses a 
minimum restraint on the radii of the slip circles. Given the time-consuming nature, 
these calculations are not carried out. 
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Failure of vertical concrete slab due to bending moments is relevant under horizontal 
pressures due to a water level, wave impact " and the active and passive ground 
pressures. The concrete structure consists of units of a length of for instance 10 
meter long, sealed by joints. These joints are not designed to transfer forces between 
the blocks of concrete structure. The vertical slabs are therefore only supported by 
the foundational slab of the structure. The bending moment for which the 
reinforcement should be designed is then present at the base of the vertical slab. See 
figure 7.19. Failure of the vertical slab occurs when there is insufficient reinforcement 
to take on the tensile stress due to the bending moment. 
Failure of the vertical concrete slab due to shear stress is relevant under horizontal 
pressures due to a water level, wave impact and the active and passive ground 
pressures. The concrete structure consists of units of ,a 
length of for instance 10 
meter long, sealed by joints. These joints are not designed to transfer forces between 
the blocks of concrete structure. The vertical slabs are therefore only supported by 
the foundational slab of the structure. The horizontal force is therefore transferred at 
the base of the vertical slab. See figure 7.19. 
Failure of the vertical slab occurs if the concrete cross section has insufficient width or 
shear strength to take on the horizontal force. Concrete slabs are usually not 
Horizontal 
hydraulic 
force 
Tran 
fr( 
four 
Figure 7.19 One unit of concrete wall structure indicating location of transfer of forces between 
vertical slab to foundational concrete slab. 
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equipped with reinforcement for shear stress, that is confirmed by technical drawings 
of the Dartford Creek to Swanscombe Marshes concrete walls. 
Failure due to piping directly underneath the sheet pile cut-off is taken into account if 
the water level exceeds the ground water level in the earth bank behind the wall. This 
ensures a positive water head over the concrete structure, which drives the piping 
process. One of the requirements is that the water level persists long enough for the 
piping process to initiate. In this context two issues are worth noting. Firstly, the local 
water levels in this study represent the high water level during a storm. It depends 
per storm or surge situation how long such a high water level prolongs. Secondly, 
whether or not the piping process initiates depends amongst other factors on the 
permeability of the soil / the presence of permeable strata underneath the concrete or 
sheet pile toe. This is currently not taken into account in the model. 
7.4.3. Importance measures for reinforced concrete walls 
The importance measures developed in section 4.3 are calculated for reinforced 
concrete walls along the Dartford Creek to Swanscombe Marshes flood defence line. 
Indicate the influence of variables on the reliability 
The influence of the variables on the reliability is indicated by the direction cosines 
(2.11) and the partial derivative based concept introduced in (4.11). These indicators 
are derived from the time invariant reliability analysis and are tabulated for flood 
defence section 26 in table 7.13, corresponding with concrete wall type 1 in figure 
7.17. In the calculation of the direction cosines the influence of the wave impact 
model is not taken into account. Appendix C contains the statistical distribution 
functions of the random variables. The form in which the statistical distribution of the 
wave conditions is available is not suitable for this type of analysis. Still, the direction 
cosines provide insight in the sensitivity of the results to the flood defence properties 
in the strength model. The PDx do not properly capture the sensitivity of the reliability 
to the wave conditions either. The local wave conditions are derived with a formula as 
a function of the fetch and the wind speed. It is clear from the influence of the wave 
obliquity Q that the influence of wave impact on structural failure is high. See figure 
7.20 for generic dimensions of the reinforced concrete walls. The asset time- 
dependent process of interest is carbonation of the concrete setting off reinforcement 
corrosion in the carbonated concrete. This process is assumed to mainly affect the 
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properties A5, area of the reinforcement bars, and d5, distance between the top of the 
concrete cross section and the heart of the reinforcement bars. 
Table 7.13 The direction cosines a and the PDx for the failure mechanisms of a reinforced concrete wall. 
Not all failure mechanisms are relevant at each location and water level. The indicators are 
specified for the flood defence sections: 26 and 48, given a water level of OD+6. Sm. 
Direction cosines a Partial derivative based PDX 
Reinforc Shear Sliding Overtumin Piping Reinforc Shear Sliding Overturnin Piping ement failure failure failure toe can failure (csn g( 
ement failure failure g failure toe (csn failure 
can 26 26 
(csn 26) (csn 26) 26) 
csn 26 
(csn 26) (csn 26) (csn 26) 26) 
- Water level (mOD) 0 0 0 0 0 0 0 0.061 0.057 0.060 
," Significant wave height (m) 0 0 - - - 0 0 - - - 
Peak wave period (s) 0 0 - - - 0 0 - - - 
Crest level (mOD) 0 0 0 0 0.049 0.026 0 0 
Wave obliquity (°) 0 0 - - - 0.9 0.96 - 
Transition between top level and 2' strata 
_11 - (mOD) 
0 0 0 0 0 0 0.004 0.006 - 
Transition between 2"d strata and 3rd strata Liz _ (mOD) 0 0 0 0 - 0 0 0 0 - 
Saturated volumetric weight of top strata 
i 3 -0.001 0 0.027 0.073 - 0 0 0.357 0.176 - (kwm ) 
Saturated volumetric weight of 2°d strata 002 0 A2 (kN/m ) 0 0 0 0. - 0 0.001 0.007 - 
Dry volumetric weight of top strata (kN/m3) 0.009 0 0 0.014 0 0 0.012 0.025 - 
Active horizontal grain stress coeff. (-) -0.001 0 0 -0.008 - 0 0 -0.016 -0.008 - 
Passive horizontal grain stress coeff. (-) 0.018 0 0 0.049 - 0 0 0.101 0.049 - 
R- Model uncertainty strength model (-) 0 0 0 0.6 0 0.000 0.001 0.076 0.064 0 
5- Model uncertainty loading model (-) 0 0 0 -0.6 0 -0.096 -0.102 -0.101 -0.158 0 
f- Volumetric weight of concrete (kN/m3) - 0 0.053 0.002 - 0 0 0.075 0.072 - 
Friction angle (0) - - 0 - - - - 0.109 - - 
1- Dimension concrete wall (m) - - -0.034 0.001 0 - - 0.036 -0.067 0 
12 - Dimension concrete wall (m) - - 0.011 -0.003 0 - - 0.024 -0.028 0 
13 - Dimension concrete wall (m) - - 0.014 0 0 - - 0.000 0.000 0 
4- Dimension concrete wall (m) 0 0 0.014 -0.004 - 0 0 0.020 -0.028 - 
15 Dimension concrete wall (m) 0 0 0.006 0 0 0 0 0.015 0.014 0 
6- Dimension concrete wall (m) - - 0.012 0.003 0 - - 0.008 0.042 0 
17 - Dimension concrete wall (m) - - 0.012 0.002 - - - 0.008 0.027 - 
Dimension concrete wall (m) - - 0.006 -0.003 - 0.008 -0.021 - 
19 Dimension concrete wall (m) - - -0.297 -0.001 0 - - 0.008 -0.012 0 
1" Riverward toe level (mOD) - - 0 0.312 -0.231 - - 0.492 0.460 -0.169 
3- Landward toe level (mOD) - - 0 -0.285 -0.231 - - -0.454 -0.427 -0.169 
c- Length of concrete wall unit (m) -0.238 0 -0.302 0 - -0.096 0 0 0 - 
Ground water level In floodplain (mOD) 0 0 0 -0.135 0.677 0 0 -0.064 -0.318 0.930 
Ground level floodplain side 0 0 0.901 0.068 0 0.401 0.220 0.310 0.118 0.000 
2- 
Top of horizontal concrete slab floodplain side 0.95 0.547 0 0.265 0 0 0 0.227 0.574 0.000 
Ground level riverward side (mOD) 0.159 0 0 0.008 0.231 0 0 -0.014 0.005 0.169 
Area reinforcement (mm2) 0.063 0 - - - 0 0 - - - 
Yeid stress reinforcement steel (N/mm2) 0.063 - - - - 0 0 - - - 
Cubic pressure strength concrete (N/mm2) 0.005 0 - - - 0 0 - - - 
Tensile strength concrete (N/mm2) - 0.835 - - - 0 0.001 - - - 
Distance top of pressure zone concrete cross 
section to heart reinforcement (m) 
0.064 0.037 - - - 0 0.101 - - - 
m, - Limit strain concrete for breaking (-) 0 - - - - 0 0 - - - 
Plasticity strain concrete (-) 0 - - - - 0 0 - - - 
Elasticity modulus (N/mm2) 0 - - - - 0 0 - - - 
Seepage length around concrete structure (-) - - - - 0.085 - - - - 0.029 
T Terzaghl creep coefficient piping (-) - - - - -0.102 - - - - -0.150 
Model uncertainty piping toe model 0.603 0.152 
Table 7.13 shows that the sensitivity both in terms of a and PDx is mainly to the wave 
impact loading. The most important flood defence properties as indicated by the 
direction cosines in the failure mechanism reinforcement failure are: the top of the 
horizontal concrete slab on landward side, h2, the length of a concrete wall unit Lc, and 
the ground level at landward side, h3. The PDX Indicate as relevant flood defence 
properties the wave obliquity, ß, and the ground level In the floodplain, h3. In failure 
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due to high shear stress in the concrete cross section the direction cosines indicate 
that the tensile stress, fb, and the top of the horizontal concrete slab on the landward 
side, h2, are relevant properties. The PDx highlight the wave obliquity, Q, and the 
ground level in the floodplain, h3. The flood defence properties h1, ground level at the 
riverside, and the length of the concrete wall unit, L,, contribute most uncertainty to 
failure due to sliding of the reinforced concrete wall. The depth of the seepage 
screens, LI and L3, the ground level in the floodplain, h3, and the ground level in front 
of the concrete wall, hl, have high PDX indicators in this failure mechanism. It is noted 
that flood defence section 26 is a type 2 concrete wall according to figure 7.20. 
The type of concrete wall determines whether or not a seepage screen is present at 
both toes. If not, either Ll or L3 represent the toe level of the concrete wall instead. In 
case of failure due to overturning of the reinforced concrete wall the direction cosines 
point out that the depth of the seepage screens Ll and L3 contribute most uncertainty. 
The PDX point out that this failure mechanism is in addition sensitive to the depth of 
the seepage screens, L1 and L3i the ground level in the floodplain, h3, and the ground 
level in front of the concrete wall, hl. In case of failure due to piping directly 
underneath the concrete toe the largest direction cosine is associated with the 
groundwater level, g,,. The PDx point out that this failure mechanism is mainly 
sensitive to the groundwater level, g,. 
Riverward Landward 
dl d2. d3 fý T 
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hl h2 
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d7, 
Figure 7.20 Generic dimensions of the concrete wall types. 
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Highlight time-dependent processes 
The asset time-dependent processes in consideration are carbonation and the 
reinforcement corrosion set off by the carbonation. These asset time-dependent 
processes are coupled. A comparison of these processes is in this context irrelevant. 
Indicate the flood risk reduction impact of operational activities 
Three different types of operational activities are compared according to the 
importance measures developed in section 4.3.4. The first one is based on the 
assumption that section 16, a reinforced concrete wall type 1, is damaged by cracks 
over half the width of the vertical concrete slab. The cracks are present at several 
points along the approximately 140 meter long flood defence stretch. The operational 
activity is full repair of these cracks. The crack damage leads to an increased 
probability of failure due to bending moments. Reinforcement corrosion is increased 
due to cracking. The cost of repair is derived from Spon (2005). The probability of 
failure of the concrete wall is investigated around the design water level of about 
OD+7m at the original time of construction 30 years ago. The choice for the design 
water level is for the same reason as in section 7.3.3 in case of earth embankments. 
The second operational activity is routine inspection specifically directed at statistical 
uncertainty reduction, i. e. changing the knowledge basis about the external 
dimensions of the reinforced concrete wall. The third operational activity is a specific 
inspection which increases the knowledge about some important internal properties, 
in addition to the knowledge about the external properties. It is noted that routine 
and specific inspection have other benefits such as monitoring time-dependent 
behaviour of condition levels and the discovery of failure mechanisms. Such benefits 
are not represented in table 7.14. 
Table 7.14 Burden to risk Importance Ratios of three maintenance intervention options given OD+7 meter 
for f lood defence section 26 
Intervention options Burden 
f 
Change to flood risk 
(E) 
BIR 
Repair of cracks in concrete 1257 1027360 1.2.10" 
Routine inspection - statistical 7.210"3 uncertainty 1515 210991 
Specific inspection - statistical 7.10"2 3 uncertainty 7534 205369 . 
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The Burden to risk Importance Ratios of the three maintenance intervention options 
mentioned above are listed in table 7.14. According to table 7.14 repair of cracks in 
the reinforced concrete wall is more beneficial than routine or specific inspection.. It is 
noted that the comparison merely serves as an illustration. Not all benefits are 
reflected by the BIRs in the table. Routine inspection e. g. often provides information 
on a system scale rather than covering one flood defence stretch. Specific inspection 
is localised, but brings faults to the surface that might otherwise have remained 
unnoticed. More in general, the added benefit of reducing epistemic spatial 
uncertainty diminishes after a number of inspections. 
7.4.4. Asset time-dependent process: carbonation and 
reinforcement corrosion 
The modelling process in figure 6.2 is followed to define a statistical model for 
carbonation and reinforcement corrosion. Appendix E provides flowcharts for the 
simulations of asset time-dependent processes and their incorporation in time- 
dependent fragility and probability of failure in a time interval of interest. 
Problem formulation and identification of existing knowledge 
The task specification of the carbonation and reinforcement corrosion statistical model 
is to quantitatively express the carbonation and corrosion depth as a function of time. 
The task specification at an overarching maintenance level is to realistically represent 
the influence of the carbonation and reinforcement corrosion on the overarching 
performance indicators such as reliability, risk and life cycle cost. 
Carbonation and reinforcement corrosion are commonly considered processes 
associated with concrete structures. According to The Concrete Society (2000) 
reinforcement corrosion due to carbonation or chloride ingress can be split into two 
parts. The initiation phase during which the carbonation or chloride ions ingress the 
concrete; and the propagation phase during which corrosion damages the 
reinforcement bars. Faber et al. (1999) consider chloride ingress in three phases. The 
first phase is the initiation phase during which the chloride ions penetrate the 
concrete. The second phase is the corrosion initiation phase which is demarked by a 
threshold of chloride concentration. The third phase is corrosion of the reinforcement 
bars. As mentioned before, chloride ingress is not taken into account in this analysis. 
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Carbonation is a process whereby the carbon dioxide in the environment reacts with 
the calcium hydroxide in the cement paste, The Concrete Society (2000). Calcium 
carbonate is a product of carbonation and lowers the pH to about 9. pH values lower 
than 10 cause the protective oxide layer around the reinforcement bars to break 
down. Without this protective oxide layer the reinforcement bars are susceptible to 
corrosion. The Concrete Society (2000) points out that the moisture content in the 
concrete is important to the development of the carbonation process. The moisture 
content needs to be sufficiently high for the carbonation reaction to occur, as the 
reaction of carbon dioxide and calcium hydroxide only occurs in solution. Carbonation 
in very dry concrete will therefore be slow. In saturated concrete, on the other hand, 
the moisture presents a barrier to the penetration of carbon dioxide and again 
carbonation will be slow. The most favourable condition for the carbonation reaction is 
when there is sufficient moisture for the reaction, but not enough to act as a barrier. 
This usually occurs when the concrete is in an environment with a relative humidity of 
50 - 70% or in wetting and drying conditions. Quillin (2001) provides the following 
factors influencing the onset of carbonation-induced corrosion: depth of concrete 
cover, concrete mix design and materials, execution, curing time and conditions, 
exposure environment including relative humidity, atmospheric CO2 concentration and 
the use of additional protection strategies such as coatings. Quillin (2001) suggests 
equation (7.13) below for the carbonation depth. This simplified equation is derived 
from experimental results, whilst Fick's 2nd law shows a similar dependence on time. 
A simplifying assumption underpinning this equation is for instance that the porosity, 
permeability and moisture content of, the concrete and the atmospheric CO2 
concentration are constant over time (or can be represented by single values). 
1 
dd = CCt2 (7.13) 
In which dd is the average carbonation depth in mm, t is the time in years and Q is a 
rate determining constant determined by the permeability of the concrete (which is in 
turn dependent upon the mix design, curing conditions and level of workmanship), 
the buffering capacity of the cement and the atmospheric concentration of CO2. 
Equation (7.13) can be used to estimate the remaining character of the carbonation 
process for existing structures based on measured carbonation depths. However, 
there are problems in relating carbonation depth to either the type of cement and mix 
design, or to measurable properties of the concrete at early ages. As an indication for 
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Cc the table given in Hoiick' (2000) can be used. This table for the coefficient Q is 
based on a large number of samples. The reaction involved with corrosion Is defined 
as follows, Quillin (2001): 
Anodic reaction: Fe 4 Fe 2- + 2e" 
Cathodic reaction: H2O +2 02 + 2e" 3 20H- 
The corrosion reaction is therefore enabled both by the availability of oxygen and by 
the presence of moisture on the surface of the reinforcement or in the adjacent 
concrete. The corrosion reaction takes place fairly uniformly over the length of the 
reinforcement bars, though severe localised corrosion can occur on isolated bars with 
low cover. This contrasts with the corrosion in the presence of chloride ions, which is 
characterised by local, rapidly corroding areas of bars. A consequence of corrosion 
additional to damage to the reinforcement bars is the onset of concrete cracking. 
Steel corrosion ('rust') usually occupies a much larger volume than the uncorroded 
steel and results in bursting stresses that can cause cracking and spalling of the 
concrete cover. These cracks bring the oxygen and water closer to the reinforcement 
and accelerate the corrosion. The understanding of corrosion of reinforcement in 
carbonated concrete is not far advanced. Edvardsen et al. (1999) provide the 
parameters in table 7.15 for different environment exposure classes. 
Table 7.15 Parameters for corrosion rates of reinforcement in carbonated concrete, from Edvardsen et al. 
(1999) 
Exposure classes V.,,, m ear w, - 
Mean Stdv Mean Stdv 
0 No risk of carbonation 0 - 0 - 
Totally carbonated 
XC1 Dry 0 - 0 
XC2 Wet, rarely d (unsheltered) 4 3 1 
XC3 Moderate humidity (sheltered) 2 1 0.5 
XC4 Cyclic wet-d (unsheltered) 5 3 0.75 
Chloride-induced corrosion 
XD1 Wet rarely d 4 3 1 
XD2 Cyclic wet-dry 30 20 0.75 
XS1 Airborne sea water 30 20 0.5 
XS2 Submerged Not expected except bad concrete / low 
cover 
XS3 Tidal zone 70 40 1 
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Excitation, ancillary and affected features 
Table 7.16 presents the excitation, ancillary and affected features associated with 
carbonation and reinforcement corrosion. 
Table 7.16 Excitation, ancillary and affected features for the carbonation and reinforcement corrosion 
asset time-dependent process 
Excitation features Uncertainty 
Carbonation: 
The atmospheric CO2 concentration In the exposure Inherent uncertainty In time in the form of 
environment which drives the diffusion of CO2 into the seasonality and daily fluctuations. 
concrete. Inherent uncertainty In space. 
The presence of moisture allowing the carbonation to Inherent uncertainty In time In the form of 
take place in solution, yet, not too much as to block seasonality and daily fluctuations. 
the C02 from ingressing. The presence of moisture Inherent uncertainty in space. 
depends on the relative humidity in the exposure 
environment. 
Reinforcement corrosion: 
Carbonation that breaks down the protective oxide Inherent uncertainty In time in the form of the 
layer around the reinforcement bars. stochastic process of carbonation. 
Inherent uncertainty In space. 
The presence of oxygen and water near the Inherent uncertainty In time In the form of 
reinforcement bars. seasonality and daily fluctuations. 
Inherent uncertainty in space. 
Ancillary features Uncertainty 
Carbonation 
Depth of concrete cover Inherent uncertainty In space. 
Concrete mix design and materials Inherent uncertainty In space. 
Execution of the concrete, determines the Inherent uncertainty In space. 
concentration of CO In the concrete In advance 
Curing time and conditions Inherent uncertainty In space and time. 
The use of additional protection strategies such as Inherent uncertainty In space. 
coatings 
Reinforcement corrosion 
The size of the reinforcement bars Inherent uncertainty In space. 
The resistivity of the concrete, which depends on the Inherent uncertainty In space and time. 
moisture content in the concrete. The more moisture, 
the less the resistivity and the higher the corrosion 
current. However, the presence of too much moisture 
blocks the oxygen from the reinforcement bars and 
stops the corrosion reaction. 
The temperature 
- 
Inherent uncertainty In space and time 
- The presence of cracks providing easier access for 
[ 
Inherent uncertainty in space and In time as the 
ox en and water to the reinforcement bars 
Aff d 
cracks row or increase due to corrosion 
ecte features 
The effective width of the concrete cross section, 
Uncertainty 
Inherent uncertainty In time and space 
expressed In the distance between the top of the 
concrete slab and the heart of the reinforcement ds 
Reinforcement bar, expressed In reinforcement area, Inherent uncertainty In time and space 
As 
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Character of the asset time-dependent process 
The character of the carbonation as an asset time-dependent process is described as 
follows. The diffusion of CO2 and the presence of water start off a continuous chemical 
reaction. However, the concentration CO2 at the surface and the presence of water 
are determined by the environment and therefore subject to dry - wet cycles and 
seasonal effects. Several models are available to predict the development of the 
carbonation depth. Equation (7.13) provides the simplest model, proportional to a 
square root relationship with time. 
The character of reinforcement corrosion as an asset time-dependent process is 
described as follows. The chemical reaction leading to corrosion is continuous and 
depends on the presence of oxygen and water. The presence of the latter two 
depends on the exposure to the environment. Corrosion is therefore subject to dry- 
wet cycles and seasonal effects. 
Dependencies between asset time-dependent processes 
Carbonation breaks down the protective oxide layer at the surface of the 
reinforcement bars. After this protective layer has been broken down, the corrosion 
process starts. Carbonation therefore forms the excitation of the corrosion process. 
The assumption is that once the carbonation frontier has reached the reinforcement 
bars, the corrosion process initiates. 
Development of alternative statistical models 
The parametric process model of carbonation corresponds with the conventional 
carbonation model in equation (7.13). The comparison of CC values among different 
tests shows a large variation. This large variation is a combination of model 
uncertainty, inherent uncertainty in time and inherent uncertainty in space. Cc is a 
variable with a variation which equals that found among the different tests. This 
variation is then meant to represent all three sources of uncertainties (model, time 
and space). It is actually inappropriate to represent inherent uncertainties in time in 
such a manner, unless the influence of this uncertainty is negligible. 
In the hierarchical process model the uncertainties are introduced to express these 
different sources of uncertainty more transparently, after Vrouwenvelder (2005): 
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d,, =m" Ct" = (m, + m2 + m3) " Ct" (7.14) 
In which ml is a constant model uncertainty, m2 is a model uncertainty capturing 
seasonality, m3 is a model uncertainty covering the environmental fluctuations, Cc is 
the carbonation coefficient and p is the power. Two different types of model 
approaches are considered. One approach, referred to with "carb_hier base" and 
"rcor hier base", applies ml as a model uncertainty in the form of a wave renewal 
model, m2 as short term fluctuations and Cc to capture the inherent uncertainty in 
space. The second approach, referred to with "carb_hier_coeff" and "rcor_hier coeff", 
assumes that the variation measured in Cc reflects both seasonality and spatial 
variation. Cc is then modelled with a wave renewal model and with the model 
uncertainty m3 to cover the environmental fluctuations. The choice for one of these 
two approaches depends on the available measurements underpinning the 
carbonation coefficient. If these measurements contain mainly spatial uncertainties 
then the first model is applicable -I 
The gamma process model represents the carbonation and the corrosion rate 
according to (7.5). Time-independent model uncertainties and inherent variations in 
space are therefore not separated and dealt with separately. For carbonation the 
mean value a and standard deviation o are expressed as suggested by Van Noortwijk 
& Matter (1999): 
'a = 
acarbtb (7.15) 
26 
6= Bcarbacarbt (7.16) 
With aca b=CC and b=0.5, and in which Orb is a coefficient expressing the uncertainty 
in the acar, tb model. 
The parametric process model for reinforcement corrosion is a function of a random 
variable for the corrosion rate and a deterministic time t. 
The hierarchical process model of the reinforcement corrosion rate applies a model 
uncertainty to capture seasonality in the moisture in the concrete adjacent to the 
reinforcement. 
The corrosion rate and its standard deviation are applied in a linear gamma process 
model such as (7.5). 
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Estimation, calibration and corroboration 
The prior distributions of the variables in the hierarchical process, equations (7.14) to 
(7.16), and the mean value and standard deviation are tabulated in table 7.17. The 
prior distribution of CC is estimated based on Holickjr (2000). The corrosion rate of the 
reinforcement is taken from table 7.10. 
Table 7.17 Prior distributions of the random variables in the carbonation and reinforcement 
hierarchical process model and the gamma process model. 
Symbol Description Unit "carb_hier base"and "cart hier coeff'and 
"rcor hier base" "rcor hler coeff" 
Dist. #oV Dist. Et oV 
1= Constant model uncertainty - LN 1 - 0.05 - - - - 
in carbonation 
2= Model uncertainty capturing - WR 0 0.1 - - - - - 
seasonality in carbonation 0.25 
3= lodel uncertainty capturing - BM 0 0.1 - BM 0 0.1 - 
nvironmental fluctuations 
n carbonation 
cc = arbonation coefficient mm/ LN 6 1.14 - WR 0.25 6 1.14 - 
year 
= Power In the carbonation - LN 0.5 - 0.05 LN 0.5 - 0.05 
quation 
w, b = oefficient In gamma mm/year°"5 Ga 6 
rocess model 
&a. b = : oefficient expressing - Ga 0.2 
incertainty 
i; r = onstant model uncertainty - LN 1 0.05 - LN 1 0.05 - 
n corrosion rate 
2'; r = odel uncertainty capturing - WR 0 0.1 - WR 0.25 0 0.1 - 
seasonality in corrosion 0.25 
ate 
3; r = odel uncertainty capturing - BM 0 0.1 - BM 0 0.1 - 
nvironmental fluctuations 
n corrosion rate 
c, r = Reinforcement corrosion pm/ LN 5 3 - LN 5 3 - 
ate year 
cor; gam = Reinforcement corrosion In Pm Ga 5 3 - 
amma process model for a 
erlod of one year 
= Normal distribution function 
N= Lognormal distribution function 
R 0.25 = Wave Renewal model with constant Intervals of 0.25 years, normally distributed 
BM = Brownian Motion with constant renewal of one year 
a= Parameter In gamma process model 
Analysis 
Some simulations of the time series samples for the hierarchical process model, the 
parametric process model and the gamma process model are displayed in figure 7.21. 
The bottom plot contains the development of the expectation and standard deviation 
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in time of the carbonation depth. As mentioned previously, the hierarchical process 
model is represented in two different forms. The first approach distributes the 
variability among a constant model uncertainty, a model uncertainty for seasonality, a 
model , uncertainty 
for environmental fluctuations and a carbonation coefficient 
covering the spatial uncertainty. Series "carb_hier base" and "rcor hier base" 
represent this model. The second approach distributes the variability over a model 
uncertainty for the environmental fluctuations and the carbonation coefficient, which 
captures both the variation in time due to seasonality and the variation in space. 
There are no field measurements of the carbonation depth or reinforcement corrosion 
for the Dartford Creek to Swanscombe Marshes flood defence line. A quantitative 
quality assessment cannot be made at this point in time. 
The two hierarchical model approaches illustrate the situations whereby the variability 
in the measurements of Cc is mainly attributed to spatial variations, indicated by 
suffix "_base", or to variability in time, indicated by suffix "_coeff". The development 
of the standard deviation in time and the time series samples in figure 7.21 shows 
that the ranking in the amount of variance in the carbonation depth is as follows: 
hierarchical model with time variability in model uncertainty ("carb_hier base"),, 
parametric process model ("carb_para"), hierarchical model with seasonality iri Cc 
("carb_hier coeff") and gamma process model ("carb_gamma"). 
The variance in the carbonation depth model strongly influences the time of initiation 
of reinforcement corrosion and therefore increases the likelihood of corrosion damage. 
Figure 7.21 shows that at a carbonation depth of around 50mm, corresponding with 
the concrete cover, the corrosion time series samples are initiated. Choices about 
whether to attribute the variance in carbonation depth mainly to spatial uncertainty or 
variability in time therefore impact on the likelihood of corrosion of the reinforcement. 
7.4.5. Time-dependent fragility for reinforced concrete walls 
The time-dependent fragility therefore does not show a shift in time in these 
calculations. Reinforcement corrosion is set off by the carbonation process and 
therefore starts quite late in the lifetime of the concrete structure, see figure 7.21. 
The influence of reinforcement reduction on the fragility is negligible in the time scope 
considered in the calculations. Maintenance intervention options are therefore not 
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Figure 7.21 Some time series samples of carbonation and reinforcement corrosion for the 
hierarchical process model - with seasonality in the model uncertainty 
("carb_hier_base" and "rcor_hier_base") or in the carbonation coefficient 
("carb_hier_coeff" and "rcor_hier_coeff") -for the parametric process model 
("carb-para " and "rcor_para") and for the gamma process model 
("carb-gamma " and "rcor_gamma "). 
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considered. It is noted that this model does not take the development and the effect 
of cracking on the concrete wall time-dependent fragility into account. The presence of 
cracks can significantly influence the probability of failure. The reinforcement corrosion 
process initiates the development of cracks as the volume occupied by the corroded 
reinforcement bars increases. According to figure 7.21 such cracks can be expected 
after approximately 50 years. Other types of cracks can also occur, due to e. g. shear 
force. 
Figure 7.22 provides the fragility curves for each of the failure mechanisms of the 
three types of concrete wall represented by flood defence sections 16,26 and 48. For 
reasons described above the plots do not display time-dependency. Appendix E 
provides flowcharts for the simulations of asset time-dependent processes and their 
incorporation in time-dependent fragility and probability of failure in a time interval of 
interest. Reinforcement failure and overturning failure reach constant levels for water 
levels higher than a certain value. Water levels higher than the height of the concrete 
wall do not introduce wave impact and exert hydraulic pressure from both the front 
and the back of the structure. The loading conditions in these failure mechanisms 
decrease after exceeding the concrete crest level. However, a tide level during a storm 
with a maximum level higher than the concrete crest level reaches the lower water 
levels first before rising to the maximum level. The probability of failure during that 
storm corresponds with the highest probability of failure. 
Each of the types is associated with a different hierarchy in the prominence of the 
failure mechanisms, further explained in the following. Flood defence section 26 is 
equipped with two seepage screens. The seepage length is longer than in case of type 
2 and 3. The screens also mobilise the soil in the horizontal sliding and overturning 
failure mechanisms. The latter two failure mechanisms are therefore negligible in the 
total fragility. The influence of failure due to uplifting is cancelled out in the total 
fragility curve as the probability of piping is 0. Failure due to reinforcement is for flood 
defence section 16 relatively higher than for section 48. The slope in front of section 
48 is practically horizontal, whilst the slope in front of both section 16 and 26 is much 
steeper. The wave impact is higher in the latter two instances. The rest of the total 
fragility curve is governed by piping directly underneath the toe of the reinforced 
concrete wall. The condition for this failure mechanism is that the high tide event 
persists long enough for the piping process to develop. 
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Figure 7.22 The total fragility curve broken down into the individual failure rnechanisms for 
the flood defence sections 16,26 and 48. 
Flood 
defence section 26 is equipped with only one seepage screen. This type of structure is 
less stable than type 1, as the probability of failure of the mechanisms overturning 
and horizontal sliding appear on the plot. The probability of reinforcement failure is in 
the same order of magnitude as for flood defence section 16. These sections have a 
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similar slope in front of the structure. Failure due to piping underneath the toe is 
prominent in the total fragility curve. The shorter seepage length is the main cause for 
the prominence of this failure mechanism. The same condition as above applies, i. e. 
the high tide needs to persist sufficiently long for the piping process to develop. 
Flood defence 48 is equipped with only one seepage screen, but the implementation 
depth is deeper than section 26. The structure is therefore more stabile than section 
26, shown by the fact that overturning does not appear in the plot. The probability of 
sliding appears for very high water levels, and is driven by the hydraulic uplift force. 
However, at those water levels the economic damage due to overtopping is expected 
to prevail. The probability of reinforcement failure is smaller than in case of section 16 
and 26, as the slope is practically horizontal and the wave impact smaller. Failure due 
to piping directly underneath the toe of the concrete wall is the prominent failure 
mechanism. The development of this failure mechanism starts at relatively low water 
levels as the ground level in at the riverward side is relatively lower than in case of the 
other two sections. 
As mentioned in section 7.4.3, the effect of reinforcement corrosion on concrete 
cracking is not taken into account in the failure mechanisms. Corrosion on the 
reinforcement bars involves a larger reinforcement bar volume and introduces tensile 
stress in the concrete. The cracking is better detectable than the susceptibility of a 
reinforced concrete wall section to piping underneath the concrete wall toe. The latter 
is poorly detectable in the operational management and should be of concern during 
the design phase of the structure. 
7.4.6. Lifetime probability of failure for reinforced concrete 
walls 
Figure 7.23 presents the lifetime reliability over the coming 50 years. The locations of 
the flood defence sections can be found in figure A. 1 in appendix A. A number of flood 
defence sections have a very low lifetime reliability. Appendix E provides flowcharts for 
the simulations of asset time-dependent processes and their incorporation in time- 
dependent fragility and probability of failure in a time interval of interest. The 
relevance of a probability of failure in a time interval of interest is indicated by 
equations (3.7), (3.8) and (3.9) in life cycle cost optimisation. 
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The low results are attributable to piping 
underneath the toe of the concrete structure 
or the wave impact model in structural 
failure. The persistence of the storm is not 
taken into account in the piping underneath 
the toe of the concrete wall failure 
mechanism. The wave impact model 
provides relatively high impact forces. A 
more detailed model will lead to a better 
represented lifetime reliability for the very 
weak flood defence sections. Even though 
the reliability model requires more 
refinement, figure 7.23 provides a useful 
basis for comparison of the different flood 
defence sections. The lifetime reliability and 
time-dependent fragility suggest that once 
the water level has reached the reinforced 
concrete wall the probability of failure is 
much higher than in case of earth 
embankments. 
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7.5. Time-dependent reliability of anchored sheet pile 
walls 
7.5.1. Description of the structure type 
Sheet pile walls were refurbished as part of the Thames Estuary flood defence 
improvements in the `70s and `80s. Figure 7.24 and figure 7.25 show an example of a 
sheet pile wall applied along the Dartford Creek to Swanscombe Marshes defence line. 
In some cases old frontages in the form of for instance masonry walls are still present 
in the ground behind the current sheet pile walls, the space in between the walls 
backfilled with concrete. In other cases, the old frontage was used to anchor the sheet 
pile walls or the rubble of the old frontage was used as backfill material. Table 7.18 
presents the site specific failure processes and the failure mechanisms taken into 
account in the reliability analysis. 
Table 7.18 Site specific failure processes and failure mechanisms implemented in the reliability analysis 
Failure mechanisms in reliability analysis I Overview of site specific time-dependent 
" Breaking of the ground anchor 
" Sliding of the ground anchor due to 
insufficient shear strength of the soil 
" Breaking of the sheet pile cross section 
" Rotational failure of the sheet pile after 
failure of the ground anchor 
processes 
" Corrosion or Accelerated Low Water Corrosion In 
the splash zone 
" Corrosion of the ground anchors 
" Accretion of the river bed level at the toe of the 
anchored sheet pile wall. 
At the time of the construction of the defence improvements, parts of the frontage 
between Dartford Creek and Swanscombe Marshes were docks. Because of the 
function as a dock, besides the typical sheet pile wall a large variation of sheet pile 
wall cross sections and combinations with concrete structures occur. By now, the 
frontages are not in use as docks anymore. 
The primary function of the sheet pile walls along the Dartford Creek to Swanscombe 
Marshes flood defence line is retaining ground. Protection against overtopping Is a 
secondary function as the sheet pile frontages border high grounds and rather fulfilled 
a role as part of dock frontages. 
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Figure 7.24 Example of a sheet pile wall along the Dartford Creek to Gravesend 
defence line. The corrosion appears clearly in the picture. 
A HI i 114 
Figure 7.25 Representation of forces acting at anchored sheet pile structure. Passive pressures at the 
river toe of the sheet pile and active ground pressures on the landward side of the sheet pile. 
7.5.2. Fault tree, failure mechanisms and limit state equations 
Failure, or the top event in the fault tree, is here defined when the sheet pile wall 
structurally fails and therefore does not retain the ground it was designed to. The 
probability of failure is therefore not representative of the probability of breach. The 
latter is not applicable as the sheet pile walls protect high grounds. However, 
structural failure of the sheet pile walls does imply less protection against overtopping 
during high water events. Overtopping without structural failure leading to flooding is 
not considered in this reliability analysis. 
Fault tree 
Figure 7.26 illustrates the fault tree implemented for anchored sheet pile walls along 
the Dartford Creek to Swanscombe Marshes flood defence line. 
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Figure 7.26 Simplified fault tree for anchored sheet pile wall as applied in reliability analysis 
Failure mechanisms are the chains of events leading up to the top event, see 
definitions in section 2.1.2. The accompanying limit state equations are provided in 
appendix B. It is noted that the possible effect of remains of old frontage walls behind 
the anchored sheet pile wall on failure mechanisms is ignored in this reliability 
analysis. Two comments are made with ' respect to this representation. Firstly, the 
presence of such a wall can have various effects on the reliability of the anchored 
sheet pile wall. If the old wall e. g. still partly has a retaining function, it relieves the 
sheet pile wall. In other cases the old wall can introduce backfill pressures in the form 
of rubble. Secondly, in some cases old river frontages have been used to anchor the 
tie rod of the sheet pile wall. In such a case the failure mechanism of anchor failure 
due to insufficient shear strength in the soil is irrelevant. 
Description of the failure mechanisms 
Table 7.18 provides an overview of the failure mechanisms that are incorporated in 
the reliability analysis. The description of the failure mechanisms below contain two 
extra failure mechanisms: (wave) overtopping followed by erosion and overall 
rotational instability. 
Overtopping followed by erosion has not been incorporated for these anchored sheet 
pile walls. The anchored sheet pile walls are per definition part of a very wide earth 
structure which provides support to the tie rod. These banks can usually be 
considered as high ground. 
209 
7. Time-dependent reliability of the Dartford Creek to Swanscombe Marshes flood defence system 
Breaking of sheet pile wall due to bending moments is a function of pressures exerted 
on the sheet pile wall by the ground that is retained, the groundwater, the river water 
level and the tie rod. Those pressures cause bending moments in the sheet pile wall. 
Failure occurs if the capacity of the sheet pile cross section is exceeded by the 
actually occurring bending moments. From the maximum occurring bending moment 
in the anchored sheet pile a maximum tensile stress in the sheet pile wall can be 
derived, using the moment of inertia and the height of the section. That maximum 
occurring tensile stress is compared against the tensile strength of the sheet pile 
steel. 
Sliding of the anchor due to insufficient shear strength of the soil near the anchorhead 
in combination with rotational failure of the sheet pile wall leads to structural failure. 
Tie rods of the Dartford Creek to Gravesend anchored sheet pile walls are usually 
anchored in the soil using an anchor head. The anchor head transfers the force from 
the tie rod to the, soil. Failure occurs if the stress exerted by the anchor head exceeds 
the shear strength of the soil. The shear strength of the soil depends on e. g. the 
depth of the anchor head, the size of the anchor head and the soiltype. 
Breaking of the anchor due to insufficient strength of the tie rod in combination with 
rotational failure of the sheet pile wall leads to failure. The tie rod supports the sheet 
pile wall in taking on the forces. Failure of the tie rod occurs if the stress occurring in 
the tie rod exceeds the tensile strength of the steel. Corrosion can play a large role in 
reducing the tie rod cross section near the connection with the sheet pile wall. 
Whether the sheet pile wall collapses after failure of the tie rod depends on the 
moment equilibrium around the toe of the sheet pile. Rotational failure occurs if the 
moments as a result of the ground and groundwater pressures are larger than those 
as a result of the ground and water level on the river side. 
Overall rotational failure of the anchored sheet pile takes place if a slip circle occurs 
encapsulating both the anchor and the sheet pile. Bishop's slip circle method can be 
used to make an estimation of the factor of safety. The slip circles cannot intersect 
with the tie rod and the toe of the sheet pile, this poses a constraint on the choice of 
slip circle radius. Given the time-consuming nature, these calculations are not carried 
out. 
CIRIA (2006) mentions that as a consequence of sheet pile corrosion the sheet pile 
can break due to bending moments, as described above. However, it is more common 
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that- fines behind the sheet pile wash out through the holes In the sheet pile caused 
by corrosion. The washed out fines lead to instability of the structure or of collapse of 
the retained ground. The probability that the corrosion depth exceeds the sheet pile 
thickness is taken into account in the time-dependent fragility. 
7.5.3. Importance measures for anchored sheet pile walls 
The importance measures developed in section 4.3 are calculated for anchored sheet 
pile walls along the Dartford Creek to Swanscombe Marshes flood defence line. 
Indicate the influence of variables on the reliability 
Table 7.19 contains the direction cosines, a, 
and partial derivative based indicators, PDX, 
for the failure mechanisms of the anchored L3-\_ 
sheet pile wall. Appendix C contains the 
statistical distribution functions of the random 
variables. Figure 7.27 presents some of the 
dimensions and properties of the anchored 
sheet pile structure. The PDx are not included 
for failure due to sheet pile breaking as Monte 
LI 
Figure 7.27 Some dimensions and 
properties associated with 
Carlo sampling delivers a probability of failure the anchored sheet pile wall. 
of 0. FORM provides a low probability of sheet 
pile breaking and due to the relative complexity of the process model the direction 
cosines are regarded with some scepticism (possibly iteration problems). Still, they 
are an indication of the differences in uncertainty contributions among the flood 
defence properties. 
The sheet pile properties that contribute most uncertainty to the probability of failure 
due to anchor breaking are: the model uncertainty of the strength, mR, and the 
loading model, ms, the active and passive horizontal grain stress coefficient, Ka and 
Kp, the river bed level, L2, and the ground water level, g,. The probability of failure 
due to anchor breaking is additionally sensitive to the river bed level Ll and the 
groundwater level, g,.,. The sheet pile properties that contribute most uncertainty to 
the probability of failure due to anchor sliding are: the model uncertainty of the 
strength, mR, and the loading model, ms, the active and passive horizontal grain 
stress coefficient, Ka and Kp. The probability of failure due to anchor sliding is 
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additionally sensitive to the river bed level Ll and the groundwater level, g,. The 
uncertainty contribution in the probability of failure due to rotational failure can be 
attributed to the active horizontal grain stress coefficient, Ke, the river bed level, L2, 
and the ground water level, g,. The probability of rotational failure is additionally 
sensitive to the river bed level Ll and the groundwater level, g,. The sheet pile 
properties that contribute most uncertainty to the probability of sheet pile breaking 
are: the yield stress of the steel, f5, the active and passive horizontal grain stress 
coefficients, Ke and Kp, the sheet pile toe level, Ll and the river bed level, L2. 
Table 7.19 Direction cosines, a and partial derivative based indicators, PDX, for the failure mechanisms of 
the anchored sheet pile wall. 
a PDX 
Anchor Anchor Rotational Sheet pile Anchor Anchor Rotational 
breaking sliding failure breaking breaking sliding failure 
h- Water level (mOD) 0 0 0 0 -0.17 -0.23 -0.31 
he - Crest level (mOD) 0 0 0 -0.009 0 0 0 
LI, - Transition between top level and 21° strata (mOD) 0.044 0.016 -0.005 -0.03 0.10 0.01 -0.01 
L12 - Transition between 2"d and 3rd strata (mOD) 0.118 0.067 -0.014 -0.077 0.25 0.18 -0.02 
! 
_l3 - 
Transition between 3rd and 41° strata (mOD) -0.083 -0.051 -0.053 0.063 -0.20 -0.15 -0.09 
1 l4 - Transition between 4"' and 5t° strata (mOD) 0.029 0.02 0.026 -0.023 0.07 0.07 0.04 
IS - Transition between 5"' and 6'" strata (mOD) 0 -0.031 0 0 0.00 -0.18 0.00 
Al - Saturated volumetric weight of top strata (kN/m') 0.107 0.068 0.164 -0.088 0.12 0.11 0.11 
S= - Saturated volumetric weight of 2nd strata (kN/m') 0.089 0.074 0.252 -0.087 0.11 0.16 0.18 
713 - Saturated volumetric weight of 3rd strata (kN/m') 0.115 0.087 0.088 -0.09 0.12 0.15 0.06 
M- Saturated volumetric weight of 4"' strata (kN/m3) -0.007 0.007 0.002 0.003 0.00 0.03 0.00 
yn - Saturated volumetric weight of 5t° strata (kN/m3) -0.002 0.002 0 0.001 0.00 0.01 0.00 
7, I - Dry volumetric weight of top strata (kN/m3) -0.024 -0.007 0 0.015 -0.02 0.00 0.00 
yd2 - Dry volumetric weight of 2nd strata (kN/m3) -0.08 -0.035 -0.001 0.053 -0.08 -0.02 0.00 
K. - Active horizontal grain stress coeff. (-) -0.345 -0.265 -0.156 0.229 -0.25 -0.27 -0.05 
K, - Passive horizontal grain stress coeff. (-) 0.381 0.247 0.6 -0.314 0.21 0.21 0.21 
d. - Depth anchor head underneath ground level (m) 0 -0.003 - 0 -0.29 -0.36 - 
a,,, - Angle anchor with horizontal (0) -0.016 0.009 - 0.008 -0.04 0.11 - 
m, A - Model uncertainty strength model (-) 0.506 0.594 0 0 0.07 0.13 0 
ms - Model uncertainty loading model (-) -0.506 -0.594 0 0 -0.12 -0.15 0 
Q Superimposed loading behind sheet pile wall 0 0 0 0 -0.08 0.11 0 (kN/m') 
L, - Level of the sheet pile toe (mOD) -0.115 -0.068 -0.2 0.104 -0.24 -0.21 -0.25 
L2 - River bed level (mOD) 0.247 0.164 0.419 -0.199 0.61 0.59 0.67 
L, - Connection anchor with sheet pile (mOD) 0 0 - 0 0 0 
g,. - Ground water level (MOD) -0.27 -0.201 -0.537 0.187 -0.26 -0.28 -0.38 
A. - Area sheet pile cross section (mm2) - - - 0 - - - 
h, - Height anchor head (m) 0 -0.024 - 0 0 0 - 
6, - Width anchor head (m) 0 -0.024 - 0 0 0 - 
h3 - Ground level behind the sheet pile wall (mOD) -0.099 -0.028 0.001 0.067 -0.27 -0.02 0 
A. - Area of the anchor cross section (mm2) 0.011 0.246 - 0 0.07 0 - 
X. - Distance between centres of the anchors (m) -0.011 -0.013 - 0 -0.12 -0.13 
f, - Yield stress steel (N/mm2) 0.011 - - 0.848 0.07 - 
z- Section modulus mm3 m -0.006 
In summary, the most relevant anchored sheet pile properties are the active and 
passive grain stress coefficients, the river bed level and the groundwater level. The 
relevance of the active and passive grain stress coefficients both implies the 
importance of the soil density of the retained ground as well as the quality of the 
model of the horizontal grain stresses. The latter is represented in a fairly simplified 
way, as reflected by the model uncertainty of the strength and the loading model. 
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Highlight time-dependent processes 
The asset time-dependent processes that are modelled for the anchored sheet pile 
walls are listed in table 7.18: sheet pile corrosion, anchor corrosion and toe accretion. 
Section 4.3.3 introduces a suitable importance measure to highlight relevant time- 
dependent processes in the form of expression (4.5) and (4.7). The change in 
probability of failure given different water levels is calculated given an asset time- 
dependent process and combined with the economic damages. These damages are in 
case of the anchored sheet pile wall caused by the instability of the retained ground 
on which residential properties are founded. The cost benefit ratio is derived by 
calculating additionally the cost of remediation of the asset time-dependent process in 
consideration. The cost information is derived from Spon (2005). 
Remediation is in case of anchor corrosion excavation and replacement of the 
corroded ground anchors. In case of sheet pile corrosion remediation consists of the 
refurbishment of the sheet pile wall. The situation is slightly more complicated for 
accretion of the river bed level at the toe of the anchored sheet pile structure. 
Dredging activities bring the toe level down, thereby increasing the instability and 
thus the probability of failure of the sheet pile wall. The cost associated with the 
dredging activity plus the increase in risk due to increased instability together need to 
be compensated by another important benefit of the dredging activity: e. g. navigation 
or the morphological balance of the river. Otherwise dredging is not worth it. The cost 
benefit ratios, referred to as the Burden to risk Importance Ratios (BIRs) are 
summarised in table 7.20. 
According to table 7.20 sheet pile corrosion is the most relevant asset time- 
dependent process for this particular anchored sheet pile wall structure. Three 
comments are made with regard to this result. Firstly, In table 7.20 the BIR is 
calculated per year in order to compare the deterioration processes on the same 
timescale. A quicker deterioration process associated with the same remediation cost 
is then more relevant. The anchor corrosion and sheet pile corrosion Is considered 
between now and the damage In 50 years time. Secondly, the Increase In probability 
of failure due to anchor breaking is partly reduced in the past few decades due to the 
increase in river bed level caused by toe accretion. The river bed level Is highlighted 
as an important structural property influencing the reliability of the sheet pile wall. 
Secondly, sheet pile corrosion merely considers the probability of a hole in the sheet 
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pile wall structure. It therefore does not factor in the remaining stability of the 
retained ground behind the holed sheet pile. The probability of failure is therefore 
expected to be smaller, the BIR in table 7.20 would then be higher. 
Table 7.20 Burden to risk Importance Ratios of three asset time-dependent processes of the anchored sheet 
pile wall. Toe accretion refers to the price of the benefit which the dredging at least needs to 
compensate. 
Asset time-dependent processes Burden Change In BIR/year 
(£) flood risk (£/year) 
Sheet pile corrosion 15000 31538 9.5.10" 
Anchor corrosion 17340 1125 0.31 
Toe accretion (in £ of required benefit) 15000 7808 22808 
Indicate the flood risk reduction impact of operational activities 
Four different types of operational activities are compared according to the 
importance measures developed in section 4.3.4: sheet pile refurbishment, 
replacement of the ground anchors, specific inspection and routine inspection. It is 
noted that routine and specific inspection are only considered in the capacity of 
statistical uncertainty reduction. Benefits of routine or specific inspection in the form 
of monitoring the time-dependent behaviour of condition levels and identifying failure 
mechanisms are not taken into account. The change in risk in case of the operational 
activities is considered at the present moment. The timescale of the process is 
therefore the period between the last sheet pile refurbishment or anchor replacement 
and now. The cost of replacement or refurbishment is estimated according to Spon 
(2005). Table 7.21 summarises the Burden to risk Importance Ratios (BIRs) for the 
four operational activities. 
Table 7.21 Burden to risk Importance Ratios of four maintenance intervention options on the anchored 
sheet pile wall. 
Asset time-dependent processes Burden Change In BIR 
(£) flood risk (E) 
Sheet pile refurbishment 15000 37.5 400 
Anchor replacement 17340 182 95.2 
Specific inspection - statistical uncertainty 7534 4755 1.6 
Routine inspection - statistical uncertainty 1515 3293 0.46 
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In the current situation anchor replacement is actually preferable over sheet pile 
refurbishment. The increase in probability of failure in the coming 50 years is higher 
for sheet pile holing than for anchor breaking, which is why the preference in table 
7.20 is the other way around. Specific inspection monitors the crest level and ground 
level at the landward side behind the sheet pile wall, as well as the active and passive 
horizontal grain stress coefficients and the groundwater level. The specific inspection 
activity performs well against sheet pile refurbishment or anchor replacement. As 
mentioned before, the increase in knowledge diminishes with an increasing number of 
monitoring activities. On the other hand, the benefit of discovering a failure process 
or other problem with a specific inspection is not taken into account. Routine 
inspection monitors the crest level as well as the ground level behind the anchored 
sheet pile wall. Cost benefit wise routine inspection is in table 7.21 the preferable 
activity. The benefit of routine inspection is actually larger as it usually covers a 
longer flood defence stretch for the same activity cost. This extra benefit is not taken 
into account. The increase in knowledge diminishes with an increasing number of 
monitoring activities. 
7.5.4. Asset time-dependent process: sheet pile corrosion 
The sheet pile corrosion is modelled according to the modelling process in figure 6.2. 
Appendix E provides flowcharts for the simulations of asset time-dependent processes 
and their incorporation in time-dependent fragility and probability of failure in a time 
interval of interest. 
Problem formulation and identification of existing knowledge 
The task specification of the sheet pile corrosion statistical model is to quantitatively 
express the corrosion depth as a function of time for the different exposure zones on 
the sheet pile wall. The task specification at an overarching maintenance level is to 
realistically represent the influence of the sheet pile corrosion on the overarching 
performance indicators such as reliability, risk and life cycle cost. 
Existing knowledge about sheet pile corrosion is available through general sources 
such as British Steel (1997) and CIRIA (2005). Southern Water (1989) and Halcrow 
(2006) provide sheet pile thickness measurements specifically at several locations 
along the Greenhithe anchored sheet pile frontage in the Dartford Creek to 
Swanscombe Marshes flood defence system. 
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CIRIA (2005) distinguishes between 'traditional' corrosion and Accelerated Low Water 
Corrosion (ALWC). 'Traditional' marine corrosion occurs according to CIRIA (2005) on 
unprotected steel structures, which varies in intensity depending on the position on 
the structure. This type of corrosion appears in the form of customary, usually 
adherent, hydrated iron oxide deposits on exposed steel, or 'rust'. The 'traditional' 
corrosion is controlled by the concentration of dissolved oxygen available at the steel 
surface. 
The rate of corrosion is usually governed by the rate of diffusion of oxygen through 
the layers of dust and/or marine biofouling that build up on unprotected surfaces over 
time. The rate of such oxygen diffusion to the surface tends to reduce in time 
reaching a steady state value as the thickness of the deposits increases. Factors 
influencing the 'traditional' corrosion rates or significantly accelerating them are 
mentioned under the ancillary features. CIRIA (2005) describes ALWC as a 
particularly aggressive form of localised corrosion associated with unusually high rates 
of metal wastage and holing on unprotected, or inadequately protected, steel 
maritime structures. Average corrosion rates are reported in the order of magnitude 
of 0.3 to 1.0 mm/wetted side/year. ALWC is most commonly found just above LAT 
(Lowest Astronomical Tide) on sheet maritime structures in tidal waters. There is no 
definitive agreement about the detailed mechanism of ALWC, some claim that it is an 
r1 AbMsphwic zone . $ý I 
\ýa 
ýi 
Relative loss In metal thickness 
Figure 7.28 Definition of 'traditional' corrosion zones for the anchored sheet pile wall, and tpical profile 
for 'traditional' corrosion behaviour (front CIRIA, 2005) 
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extension of traditional corrosion in the form of oxygen concentration cells. However, 
evidence from research associates it with bacterial activity which makes It a form of 
microbially influenced corrosion (MIC). ALWC is a discrete corrosion form typically 
occurring in the form of patches of lightly adherent, bright orange and black (iron 
sulphide rich) deposits over a clean, shiny and pitted steel surface. The pits deepen, 
become more numerous and overlap. This process produces a dishing effect In the 
metal surface, which ultimately develops in a hole. 
The site specific field measurements presented in Southern Water (1989) and Halcrow 
(2006) provide no evidence about the occurrence of ALWC. The analysis is therefore 
restricted to "traditional' corrosion (referred to as corrosion). British Steel (1997) 
defines different exposure zones, figure 7.28, and indicative corrosion rates. British 
Steel (1997) also provides the reduction in the sheet pile section modulus as a 
function of the thickness loss due to corrosion for different types of sheet piles. 
Table 7.22 Sheet pile thickness measurements in 2006. 'Traditional' corrosion rates are based on the 
assumption that full restoration was achieved in 1989. 
Site investigation 2006 
Assuming lifetime 17 years 
Design Bottom Middle Top 
thickness Remaining Remaining Remaining 
measured Reduct Rate measured Reduct Rate measured 
(mm) thickness ion (mm thickness ion (mm thickness Reductio Rate (nun 
(mm) (mm) / ear) (mm) (mm) /year) (mm) n (mm) /ear) 
15.5 15.23 0.27 0.016 12.23 3.27 0.19 15.45 0.05 0.0029 
15.5 14.75 0.75 0.044 14.82 0.68 0.04 14.98 0.52 0.031 
15.5 15.23 0.27 0.016 14.03 1.47 0.086 
13 12.1 0.9 0.053 11.72 1.28 0.075 12.29 0.71 0.042 
13 12.76 0.24 0.014 12.34 0.66 0.039 12.46 0.54 0.032 
mean 0.029 mean 0.087 mean 0.039 
stdv 0.076 stdv 0.3 stdv 0.12 
Reports and construction drawings indicate that the sheet pile walls along the 
Dartford Creek to Swanscombe Marshes flood defence line were originally constructed 
around 1950. They were refurbished in 1979: the concrete beam at the top was 
replaced by a higher reinforced concrete beam and the steel sheet pile cross sections 
were patched and sealed until 1 meter In the mud. In the period from 1979, two sets 
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of sheet pile thickness measurements for the Dartford Creek to Swanscombe Marshes 
anchored sheet piles are available: in 1989 and 2006. Each of those measurements 
was followed by remediation activities. The extent of these activities is not clear. The 
second set, dating from 2006, targets the top, middle and bottom zones of the sheet 
pile walls and is applied as the basis for the statistical model. Table 7.22 presents the 
corrosion rates assuming that restoration to its original thickness was achieved in 
1989. The influence of measurement errors is not further investigated. 
Table 7.23 Excitation, ancillary and affected features for the sheet pile corrosion asset time-dependent 
process 
i Excitation features 
The presence of oxygen and water. 
Uncerta nty 
Inherent uncertainty in time In the form of 
seasonality and daily fluctuations. 
Inherent uncertainty In space. 
Oxygen diffusion through dust or marine biofouling Inherent uncertainty in time In the form of 
layer, possibly stimulated due to: seasonality and daily fluctuations. 
" Different environmental exposures Inherent uncertainty in space. 
" Erosion corrosion, when the velocity of seawater 
(due to river currents, tidal currents, ships, wave 
action, etc. ) over the steel surface Is sufficiently fast 
to periodically or continually remove semi-protective 
surface deposits. 
i Ancillary features 
Steel composition 
Uncerta nty 
Inherent uncertainty In space. 
Surface condition, i. e. bare patches in sheet pile Inherent uncertainty in space. 
protective surface layer 
Nature of surface deposits Inherent uncertainty In space and time 
Local variation in exposure conditions Inherent uncertainty in space and time 
Local and/or repeated stresses Inherent uncertainty In space and time 
Mechanical working, such as a bending of steel plate Inherent uncertainty in space and time 
Local differences in dissolved oxygen availability, due to Inherent uncertainty In space and time 
differences in low water or tidal zones, the presence of 
marine organisms or crevices In the steel surface. 
The presence of a connection between two different Inherent uncertainty In space and time 
metals, leading to bimetallic corrosion. 
The presence of e. g. Improperly grounded welding Inherent uncertainty In space and time 
generators, ship service systems, electric crane 
Installations, etc. Leading to stray current corrosion. 
Corrosion caused or accelerated by microbiological Inherent uncertainty In space and time 
organisms on a steel surface, particularly under 
conditions of stagnation or restricted water movement. 
The MIC mechanism of attack Is to develop a unique 
Inorganic environment close to the metal surface that Is 
hi hl a ressive. 
Sheet pile thickness Inherent uncertainty In time and sace 
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Excitation, ancillary and affected features 
The excitation, ancillary and affected features of sheet pile corrosion are tabulated in 
table 7.23. 
Character of the asset time-dependent process 
Many factors influence the corrosion of sheet piles. It is difficult to describe the 
corrosion process in much detail. The corrosion rates in table 7.22 provide a site 
specific indication of how the corrosion develops in time. 
Dependencies between asset time-dependent processes 
Corrosion of the sheet pile cross section is considered independently of other asset 
time-dependent processes of the steel sheet pile. 
Development of alternative statistical models 
The main sources of uncertainty underlying the variation among the corrosion rates in 
table 7.22 are: measurements at different locations, inherent uncertainties in time at 
one location due to seasonality and daily fluctuations (different environmental 
fluctuations for each location), non-linear behaviour of the corrosion process. 
In the hierarchical process model, the corrosion depth is represented as follows: 
d(t) = mCcdt (7.17) 
In which me is the model uncertainty, cd is the corrosion rate and t is the time. Two 
different approaches of distributing the uncertainties over the model uncertainty and 
the corrosion rate are considered. In the first case, the corrosion rate is represented 
by a wave renewal model capturing seasonality. A lognormal distribution with a mean 
value and standard deviation according to table 7.22 are applied to the corrosion 
rates. The model uncertainty is broken down into a constant factor and a Brownian 
motion to represent environmental fluctuations. Each realisation of the stochastic 
process captures both the differences in corrosion rates during different time intervals 
and the differences in spatial properties. Figure 7.29 refers to this model with 
"Coefficient seasons". In the second case, the corrosion rate is a random variable with 
a lognormal distribution and mean value and standard deviation according to table 
7.22. The model uncertainty is broken down into three different factors. One factor is 
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a constant model uncertainty, a second factor picks up seasonality and a third factor 
captures the environmental fluctuations. These simulations are referred to as "Model 
seasons". 
In the "Coefficient seasons" approach therefore the variance found in table 7.22 is 
attributed to inherent uncertainty in time. In the "Model seasons" approach the 
variability in the corrosion rate is mainly treated as an inherent uncertainty in space 
and the variability in time is distributed over the model uncertainty, see table 7.24. 
The parametric process model applies (7.17) whereby the corrosion rate is modelled 
with a lognormal distribution and a mean value and standard deviation according to 
table 7.22. The parametric process applies a constant model uncertainty without time 
variability mc; l as in table 7.24. These simulations feature in figure 7.29 as 
"Parametric process". 
The gamma process model estimates an average corrosion rate and a standard 
deviation in equation (7.5). The gamma process model does not distinguish between 
time independent and time dependent model uncertainties. The way in which the 
variation in the time-dependent process is' modelled is therefore different from the 
hierarchical process. 
Estimation, calibration and corroboration 
The prior distributions of the variables in the hierarchical process, parametric process 
and gamma process model for sheet pile corrosion are tabulated in table 7.24. The 
prior distributions of the corrosion rates are based on table 7.22. The mean value of 
the average corrosion in one year for the gamma process equals that of the middle 
sheet pile area in table 7.22; the standard deviation is at least higher than that 
presented in table 7.22. 
Analysis 
The observation of the corrosion thickness serve to establish site specific corrosion 
rates. A significance test or posterior updating is therefore not applicable. Figure 7.29 
displays some time series samples of the hierarchical process (two approaches), 
parametric process and the gamma process model. The largest variation is associated 
with the "Model seasons" and the parametric process models. These models are very 
similar as most variation is represented through the corrosion rates in the form of a 
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spatial uncertainty. The additional seasonality and daily fluctuations in "Model 
seasons" do not provide a much different variation in the time series samples. 
"Coefficient seasons", i. e. seasonality in the corrosion rates, shows a much smaller 
variation. The gamma process model provides similar results, with a slightly larger 
variation in the time series samples. 
Table 7.24 Prior distributions of the random variables in the sheet pile corrosion hierarchical process 
model, parametric model and the gamma process model. The bottom row contains the 
description of the distribution functions. 
Symbol Description Unit "Coefficient seasons- "Model seasons" 
Dist. 
AoV Dist. type {i aV type type 
mc; l = Constant model - LN 1 - 0.05 LN 1 - 0.05 
uncertainty 
mc; 2 = Model uncertainty - - - - - WR 0.25 0 0.1 
capturing seasonality 
in corrosion 
mc; 3 = Model uncertainty - BM 0 0.1 - BM 0 0.1 
capturing 
environmental 
fluctuations In 
corrosion 
cd = Corrosion mm/ WR 0.25 Table Table - LN Table Table 
year 7.22 7.22 7.22 7.22 
cg, = Average corrosion in mm Ga 0.087 0.3 - 
one year, gamma Table Table 
process model 7.22 7.22 
N= Normal distribution function 
LN = Lognormal distribution function 
WR 0.25 = Wave Renewal model with constant Intervals of 0.25 years 
BM = Brownian Motion with constant renewal of one year 
Ga = Gamma process 
The field observations in table 7.22 already serve to derive the corrosion rates and 
cannot be used for a quantitative quality evaluation. Still, the prediction of the 
different models at t=17 years is compared with table 7.22 to get an impression of 
whether the order of magnitude of the variation is appropriate. The actual sheet pile 
corrosion depth measurements have a variation coefficient of V=0.84 (mean value of 
1.5 mm and standard deviation of 1.24 mm). The parametric process model implies 
that one realisation of the corrosion rate remains constant throughout the 50 year 
simulated lifetime. The time series samples have a variation coefficient of V=0.76 at 
t=17 years, calculated from the mean value and standard deviation of the process at 
t=17 years. The "Coefficient seasons" simulations applies the same variation to the 
corrosion rate cd, however, each season (one quarter of a year) a new corrosion rate 
is randomly drawn. In addition, environmental fluctuations are represented by a 
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Brownian motion. The variation coefficient after 17 years is V=0.062. This variation 
coefficient corresponds most closely to table 7.22. As mentioned before, the "Model 
seasons" simulations show great similarity to the parametric process model and has a 
variation coefficient of V=0.77. 
The difference between the "Coefficient Seasons" and "Model seasons" approach is 
the distribution of the uncertainty introduced by time variability and by spatial 
uncertainty. It depends on the situation which one of these models is most 
appropriate. 
Figure 7.29 Some time series samples for sheet pile corrosion hierarchical process, "model 
seasons" and "Coefficient seasons", parametric process, "Parametric", and gamma 
process model, "Gamma process ". 
7.5.5. Asset time-dependent process: anchor corrosion 
Anchor corrosion is modelled according to the modelling process in figure 6.2. 
Appendix E provides flowcharts for the simulations of asset time-dependent processes 
and their incorporation in time-dependent fragility and probability of failure in a time 
interval of interest. 
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Problem formulation and identification of existing knowledge 
The task specification of the anchor corrosion statistical model is to quantitatively 
express the reduction of the anchor cross section as a function of time. The task 
specification at an overarching maintenance level is to realistically represent the 
influence of the anchor corrosion on the overarching performance indicators such as 
reliability, risk and life cycle cost. 
There are general sources covering the design of anchors against corrosion, British 
Steel (1997), British Standard (1989) and British Standard (2000). Specific field 
measurements at locations along the Dartford Creek to Swanscombe Marshes flood 
defence line are presented in Southern Water (1989). 
British Steel (1997), British Standard (1989) and British Standard (2000) do not 
provide general guidance on corrosion rates of sheet pile anchorages. The main 
objective in design of ground anchorages for corrosion is according to British Standard 
(1989): to design the anchor such that during the economic design life of the 
anchorage the probability of unacceptable corrosion occurring is small. The design of 
ground anchors against corrosion therefore goes into the design of protective systems 
rather than the physical processes of corrosion. 
There are a number of different mechanisms to develop a corrosion cell as a process 
driven by oxygen and moisture, British Standard (1989). One mechanism is bimetallic 
action, due to the contact between two different types of metal. Another mechanism 
involves micro-cells, which can develop on single pieces of metal or alloy in 
appropriate environments, e. g. due to inhomogeneities in metal composition 
(especially applicable to alloys). A third mechanism consists of the development of 
differential aeration cells, due to e. g. a transition from disturbed soil to undisturbed 
soil. A fourth mechanism is differential concentration cells, due to variations in ionic 
concentrations, e. g. differing pH. A last example is differential embedment, e. g. at the 
passage of a gravel layer to a clay layer. 
Given the mechanisms to develop a corrosion cell, British Standard (1989) describes 
a number of main types of corrosion. The first type is generalised attack, whereby a 
general film is formed on the ground anchor. The second type is localised attack or 
corrosion pitting, whereby separate corrosion cells can be distinguished by variations 
of the electrode potential over the metal surface. This type of corrosion is generally 
associated with the presence of a protective oxide film on the metal or alloy and a 
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mechanism of pitting or crevice corrosion occurring due to the presence of aggressive 
ions such as chloride. The third type is bacterial attack, the most common form of 
bacterial attack results from the metabolic processes of sulphate-reducing bacteria 
utilizing sulphate in anaerobic conditions. The fourth type is stress corrosion cracking 
(SCC), which is a combination of internal or external static tensile stress and localised 
corrosion. High tensile steels are for instance susceptible to this type of corrosion. 
This type of corrosion is not thought to be a problem for this case study. The fifth 
type is corrosion fatigue, which is the result of conjoint action of corrosion and cyclic 
stresses, e. g. alternating tensile and compressive stresses. The sixth type is stray 
current corrosion, which can occur in the neighbourhood of e. g. electrified tram or 
railways. The seventh type is fretting corrosion, a surface wear phenomenon 
occurring between two contacting surfaces having a small amplitude oscillating 
relative motion. 
As mentioned in section 7.5.4, the anchored sheet pile frontage along Greenhithe was 
originally constructed in 1950/1951. In 1979 Improvement and maintenance of this 
frontage was carried out. There is no mention of work undertaken on the anchorages 
as part of this remediation scheme. It is therefore assumed that these were not 
replaced or repaired. The site investigation in 1989 of the sheet pile frontage involved 
excavation of the anchors at several sites in addition to sheet pile thickness 
measurements. The propagation of the corrosion was measured at three places along 
the anchor: near the wall, midway and at the connection with the anchor block. 
Three types of anchor corrosion appear to be relevant from these observations. The 
first type of observed corrosion is generalised corrosion occurring uniformly over the 
tie rods, with the highest rates close to the wall. This type of corrosion is therefore 
dependent upon the environment, i. e. the exposure to' oxygen and moisture. A 
second type of observed corrosion is localised corrosion / corrosion pitting occurring 
at most of the observed locations. It is assumed that this pitting corrosion can best be 
attributed to bacterial attack. This type of corrosion is very local and the influence of 
environmental exposure is negligible. A third type of observed corrosion is accelerated 
corrosion occurring midway of the anchorages due to the presence of turnbuckles. 
This type of corrosion is attributed to bimetallic corrosion. The location of these 
turnbuckles is midway of the anchors where the influence of environmental exposure 
is considered to be negligible. It is likely that at the locations where the corrosion at 
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the turnbuckles was observed to be very low, the ground anchor was submerged 
under the groundwater level. 
Excitation, ancillary and affected features 
The excitation, ancillary and affected features of sheet pile corrosion are tabulated In 
table 7.25. 
Table 7.25 Excitation, ancillary and affected features for anchor corrosion. 
i Exc tation features Uncertainty 
Generalised corrosion: 
The presence of oxygen and moisture is a function of the 
exposure to the environment in the ground close to the 
wall. 
Inherent uncertainty In time In the form of 
seasonality. 
Inherent uncertainty In space. 
Corrosion at turnbuckles: 
The presence of oxygen and moisture midway of the 
ground anchor is more or less constant and is not 
considered to be significantly influenced by the 
environment. 
Inherent uncertainty in space. 
Corrosion oittina: 
Bacterial attack, pitting can then occur in an anaerobic Inherent uncertainty In space, equal 
environment, e. g. when the anchor Is submerged probability of a pit occurring along the 
length of the anchor. 
Ancillary features Uncertainty 
Generalised corrosion. 
The type and properties of the metal. Inherent uncertainty in space. 
The presence of corrosion acceleration factors such as: 
aeration differences, micro-cells, differential embedment 
etc. 
Inherent uncertainty in space and time. 
The presence of a protective layer on the round anchor. Inherent uncertainty In space and time. 
Corrosion at turnbuckles: 
The presence of a turnbuckle to provide two different 
connecting metals. 
- 
The cross section of the ground anchor. Inherent uncertainty In space. 
The types and properties of the metal of both the 
turnbuckle and the ground anchor. 
Inherent uncertainty In space. 
The presence of a protective layer on the ground anchor. Inherent uncertainty in space and time. 
Corrosion hitting; 
The presence of a protective layer on the ground anchor. Inherent uncertainty in space and time. 
The type and properties of the metal. Inherent uncertainty In space. 
Favourable circumstances for bacterial activity. 
Aff 
Inherent uncertainty In space and time. 
ected features 
Anchor cross section 
Uncertainty 
Inherent uncertainty In time and space 
Character of the asset time-dependent process 
The generalised corrosion is uniformly distributed over the cross section of the 
anchor. The corrosion rate is assumed to be applicable to one third of the distance of 
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the ground anchor. The corrosion rate is subject to seasonal and daily differences in 
oxygen and moisture concentration in the ground adjacent to the anchor. 
The corrosion at turnbuckles occurs midway of the anchor and is uniformly distributed 
along the cross section of the ground anchor. The corrosion rate is assumed to be 
subject to seasonal changes in oxygen and moisture concentration. 
The corrosion pitting problem is approached as follows. The arrival of a corrosion pit 
initiation anywhere along the anchor surface is considered as a Poisson process. The 
corrosion rate is high compared to the generalised corrosion and corrosion at the 
turnbuckles. However, bacterial attack also occurs in an anaerobic environment and is 
thus uninfluenced by exposure to the environment. 
Dependencies between asset time-dependent processes 
The generalised corrosion, corrosion at turnbuckles and corrosion pitting are 
considered to be independent. The loading and strength properties of the sheet pile 
anchors are fully correlated over the length of the anchor. The location with the 
highest anchor cross section reduction therefore dominates the probability of failure. 
Development of alternative statistical models 
The general corrosion rate affects the part of the anchor directly behind the 
waterfront and is therefore subject to seasonality and environmental fluctuations. The 
corrosion at the turnbuckles affects the anchor more landward and is only assumed to 
be subject to seasonal differences in corrosion rate. Both types of corrosion uniformly 
affect the cross section of the anchor, such as depicted left in figure 7.30. 
O(t) = Ob - mgcgt (7.18) 
Figure 7.30 Left: generalised corrosion uniformly affecting the anchor cross section. Right. a 
combination of a uniformly by corrosion affected anchor cross section and a corrosion pit. 
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A(t) = z(o(t)f (7.19) 
In which fi(t) is the radius of the anchor cross section in time, Ob is the initial anchor 
radius, mg is the model uncertainty, cg is the generalised corrosion rate, t is the time 
in years A(t) is the anchor cross section in time and AO Is the initial anchor cross 
section. The model uncertainty mg is for generalised corrosion broken 'down into a 
constant model uncertainty, a seasonality model uncertainty and a model uncertainty 
capturing daily fluctuations. Turnbuckle corrosion is derived with similar expressions 
as (7.18) and (7.19), but associated with a rate ctb and a model uncertainty mtb. The 
model uncertainty is broken down into a constant and seasonality component. The 
arrival of corrosion pits is assumed to be Poisson distributed. The effect of corrosion 
pitting on the performance of the anchor can manifest itself in different ways. The 
effect is in this model simplified with a rectangular shaped pit with a depth d(t) and a 
width of 0.5"d(t), see figure 7.30. The hatched' area is subtracted from the original 
area A0. The corrosion pit can occur at any point in the anchor cross section and 
develop in any direction. It is unclear how the location and development direction of 
the corrosion pit affects the distribution of stress in the anchor cross section. This 
effect is therefore not taken into account. The corrosion rates associated with 
corrosion pitting are usually high. The model uncertainty of pit corrosion rates are 
broken down into a constant model uncertainty and a model uncertainty capturing 
fluctuations introduced in the corrosion by other factors related to the bacterial 
attack. 
The parametric process model does not include the arrival of corrosion pits but 
assumes one corrosion rate affecting the anchor cross section. This corrosion rate 
then represents all types of corrosion. 
o(t) - ob - Cparat (7.20) 
In which Cpara is a random variable and t is deterministic. One corrosion rate is 
sampled for one time series simulation. 
The gamma process model is based on an assumption of one general corrosion rate 
representing all types of corrosion. The average corrosion rate cgamma and standard 
deviation corresponding with (7.5) covers this general corrosion rate. Instead of 
randomly sampling one constant corrosion rate for one time series simulation, the 
corrosion process is represented by a stochastic process. The simulations of the 
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gamma process model are different from the hierarchical process model. The arrival 
of pit corrosion is not taken into account. 
Estimation, calibration and corroboration 
Southern Water (1989) contains measurements of the corrosion depth of sheet pile 
anchors at several locations along the Greenhithe frontage, at the Dartford Creek to 
Swanscombe Marshes flood defence system. This information is used to establish the 
prior distributions of the generalised corrosion, turnbuckle corrosion and pit corrosion 
rates. The details of these distribution functions are presented in table 7.26. 
Table 7.26 Prior distributions of the random variables in the anchor corrosion hierarchical process model, 
parametric model and the gamma process model. The bottom row contains the description of the 
distribution functions. 
Symbol Description Unit Dist. /t or V 
type 
mg; l = Constant model uncertainty - LN 1 - 0.05 
m9; 2 = Model uncertainty capturing - WR 0.25 0 0.2 - 
seasonality 
mg; 3 = Model uncertainty capturing - BM 0 0.1 - 
environmental fluctuations 
Cd = Generalised corrosion mm/year LN 0.06 1.4 
rtb; l = Constant model uncertainty - LN 1 - 0.05 
mm; 2 = Model uncertainty capturing - WR 0.25 0 0.2 - 
seasonality 
cd = Turnbuckle corrosion mm/year LN 0.16 - 1.1 
mP = Constant model uncertainty - LN 1 - 0.05 
cP = Pit corrosion mm/year LN 0.1 0.09 
NPrc = Arrival of corrosion pit pit/year Po 0.5 - - 
cp, rs = Overall corrosion rate in mm/ LN 0.06 0.05 - 
parametric model year 
cflamma = Average corrosion in one mm Ga 0.06 0.05 - 
year, gamma process model 
N= Normal distribution function 
LN = Lognormal distribution function 
WR 0.25 = Wave Renewal model with constant intervals of 0.25 years, normally distributed 
BM = Brownian Motion with constant renewal of one year 
Po = Poisson distribution with mean value It and standard deviation Irrt 
Ga = Gamma process 
Analysis 
Figure 7.31 displays the time series samples for the hierarchical process, the 
parametric process and the gamma process model. Currently, there Is insufficient 
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information to carry out a significance test on the statistical models. Such tests can 
be carried out under increasing information in the future. 
The time series samples of the parametric process and gamma process model all 
display linear behaviour. The hierarchical model shows time series samples whereby 
the reduction in anchor cross section due to a generalised or turnbuckle corrosion rate 
is complemented by the arrival of corrosion pits. The hierarchical process model 
shows a large variation as the variability in time is mainly attributed to the model 
uncertainty rather than the corrosion rates. As can be seen in case of the sheet pile 
corrosion time series samples such a distribution of uncertainty in time has a 
significant impact on the spread in the time series samples. A different distribution of 
the variation in time should then lead to a smaller variation in the time series samples 
of the hierarchical process model. This aspect is not further investigated here. To 
demonstrate the difference between the linear parametric and gamma process models 
and the curved hierarchical model the development of the expectation in time is given 
in figure 7.32. 
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Figure 7.31 Hierarchical process, parametric and gamma process model fi)r anchor corrosion. 
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Figure 7.32 Development of the expectation in time of the hierarchical 
process, the parametric process and gamma process model. 
An indication of the variation in the time series samples is 
7.5.6. Asset time-dependent process: toe accretion /erosion 
Toe accretion / erosion is modelled according to the modelling process in figure 6.2. 
Appendix E provides flowcharts for the simulations of asset time-dependent processes 
and their incorporation in time-dependent fragility and probability of failure in a time 
interval of interest. 
Problem formulation and identification of existing knowledge 
The task specification of the toe accretion / erosion statistical model is to 
quantitatively express the toe level as a function of time. The task specification at an 
overarching maintenance level is to realistically represent the influence of the toe 
accretion / erosion on the overarching performance indicators such as reliability, risk 
and life cycle cost. 
Toe accretion / erosion is in fact a system time-dependent process as it is driven by 
river morphology. The river bathymetry has been monitored regularly over the past 
century. Comparisons between river bed levels in the 1910s and the 1990s have been 
made. These comparisons point out that along the Greenhithe frontage (figure A. 1, 
appendix A) the toe level has increased with 1.5 to 2 meter and is therefore worth 
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taking into account in the reliability analysis. Therefore, even though toe accretion / 
erosion is a system level time-dependent process, in this research project it is 
considered as an asset time-dependent process. 
Excitation, ancillary and affected features 
The excitation, ancillary and affected features associated with toe accretion / erosion 
asset time-dependent process are tabulated in table 7.27. The excitation and ancillary 
features that might have been relevant in the course of the last century are also 
included. It is pointed out once again that toe accretion / erosion is a system time- 
dependent process even though it is considered as an asset time-dependent process. 
Table 7.27 Excitation, ancillary and affected features for the toe accretion / erosion asset time-dependent 
process 
U t i t Excitation features 
Tidal currents 
ncer a n y 
Inherent uncertainty In space and time 
River discharge, which is negligible at this point of 
the Thames Estuary 
Inherent uncertainty In space and time 
Local wave climate Inherent uncertainty In space and time 
Dredging activities, in the Thames Estuary Inherent uncertainty in space and time 
Naval activity, it Is noted that the frontage is not in 
use as a dock facility anymore 
Inherent uncertainty In space and time 
U i t Ancillary features 
Bathymetry of the river as a system 
ncerta n y 
Inherent uncertainty In space and time 
The shape and type of frontage In relation to the 
tidal currents or wave reflection, e. g. vertical sheet 
pile wall structure, or sloped foreshore 
Inherent uncertainty In space 
Local sheltering due to the alignment of the frontage Inherent uncertainty In space 
U i Affected features 
Toe level I 
ncerta nty 
Stochastic process Introduces Inherent 
uncertainty In time and space 
Character of the asset time-dependent process 
The character of the erosion or accretion at the toe of the anchored sheet pile wall is 
an accumulation of several effects. Tidal currents and the river discharge have a more 
gradual effect. The local wave climate is mainly relevant during storm conditions and 
therefore introduces a recurrent component. Dredging activities are not recurrent or 
gradual. They have a short term abrupt effect and a larger scale influence on the river 
bathymetry, which has a longer term morphological effect. If the frontage is used as a 
dock facility the naval activity has a recurrent erosion effect. 
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It is assumed that along Greenhithe the changes of the river bed level at the toe of 
the anchored sheet pile wall are mainly driven by tidal currents and the local wave 
climate during storm conditions. The river discharge at this point of the Thames 
Estuary is negligible. Dredging activities have taken place in the past but it is not 
clear whether and in which way it is a regularly recurring activity in the future. Naval 
activity has played a role in the past, but the frontage does not have a naval function 
anymore. Analysis of changes in bathymetry between the 1910s and 1990s is 
available. The resulting accretion / erosion over those years is also determined by the 
effect of naval and dredging activity. Naval activity is assumed to be negligible in 
future predictions. Finally, it is noted that all effects need to be considered in the light 
of the overall morphological behaviour of the river. 
Dependencies between asset time-dependent processes 
Even though toe accretion / erosion is part of the morphological system formed by 
the Thames Estuary it is considered in this research project as an independent asset 
time-dependent process. 
Development of alternative statistical models 
The hierarchical process model of the accretion / erosion process is still simplified as it 
does not consider the overall morphological system. 
dht = dha - dh,, (7.21) 
In which dht is the change in toe level, dha is the change in river bed level due to 
continuous accretion / erosion and is modelled with a Brownian motion. dh, is the 
change in river bed level caused by erosion due to the wave climate in storms. The 
arrival of storms is Poisson distributed. The storms cause a lognormally distributed 
erosion dh,. This approach allows time series samples resulting in a negative as well 
as a positive development of the toe level in time. 
The parametric process model applies one overall accretion rate. 
dht = rat (7.22) 
In which ra is the accretion rate. This model assumes that one draw for an accretion 
rate is representative of one time series. It does not represent the variability In time. 
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The gamma process model builds on (7.5) and specifies an average toe accretion rate 
for dhr; gamma and a standard deviation. The gamma process model does not distinguish 
between an accretion rate due to morphological development and the erosion caused 
by recurrent storms. 
Estimation, calibration and corroboration 
As mentioned above, there is an indication of the total change in toe level over the 
last century. However, the influence of the different contributors in this process is not 
specified. In addition, it unclear to which extent the same contributors will remain 
influential in the future, e. g. dredging activities and the cease of naval activities in 
this area of the river. The prior distributions of the statistical models are tabulated in 
table 7.28. 
Analysis 
Figure 7.33 displays some time series samples of the hierarchical process, the 
parametric process and the gamma process model for toe accretion / erosion. The 
parametric process and gamma process models model a strictly increasing toe level. 
Figure 7.33 shows that the hierarchical process model allows erosion, accretion as 
well as alternating erosion and accretion of the toe level. 
Table 7.28 Prior distributions of the random variables in the toe accretion / erosion hierarchical process 
model, parametric model and the gamma process model. The bottom row contains the 
description of the distribution functions. 
Symbol Description Unit Dist. type it or V 
dha = Change in bed level due to meter BM 0.28 0.015 - 
accretion 
dh, = Change in bed level due to wave meter LN 0.08 0.01 - 
action given a storm 
Nno,,,,, = Number of storms storms / year Po 3 - - 
r, = Accretion rate in parametric m/year LN 0.04 0.03 - 
process model 
dht; gamin. = Change In toe level In one year in m Ga 0.04 0.015 - 
gamma process model 
LN = Lognormal distribution function 
BM = Brownian Motion with drift 
Po = Poisson distribution with mean value It and standard deviation 'pt 
Ga = Gamma process 
It is noted that without a morphological model it is hard to make definitive statements 
about the quality of such predictions. The toe level increased 2 meter in the past 
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century, but it is unclear whether it will develop in the same fashion over the next 
decades. 
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Figure 7.33 Some time series samples of the hierarchical process, the parametric process and 
the gamma process model. 
7.5.7. Time-dependent fragility for anchored sheet pile walls 
In case of a sheet pile wall, the lowest water levels are associated with the highest 
probability of failure. A storm is therefore dominated by the probability of failure at 
the lowest water level rather than the peak of the high water event. The fragility curve 
is consequentially a horizontal line. Figure 7.34 shows the constant probability of 
failure for fragility of anchor breaking, rotational failure and the total fragility value for 
ten moments in time for anchored sheet pile wall section 53 (appendix A, figure A. 1). 
Appendix E provides flowcharts for the simulations of asset time-dependent processes 
and their incorporation in time-dependent fragility and probability of failure in a time 
interval of interest. The moment in time indicated with t=-50 years represents the 
time of construction of the sheet pile walls, t=0 is present time. The assumption in 
figure 7.34 is that the river bed level rises from t=-50 until t=0, and that from that 
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moment onward the river bed level remains more or less equal. Until t=0 the total 
fragility becomes stronger as the river bed level in front of the structure increases. 
0.045 
0.040 
0.035 
0.030 
0.025 - -----   Total fragility 
0.020 Anchor breaking 
0.015 
0.010   
Rotational failure 
0.005 
0.000 
r's A 
t=-50 t=-40 t=-30 t=-20 t=-10 t=0 t=10 t=20 t=30 t=40 t=50 
Figure 7.34 Total fragility, fragility of failure due to anchor breaking and of rotational failure of the 
sheet pile wall for ten moments in time. 
From t=0 onward the fragility becomes slightly weaker as the anchor corrosion 
increases. For t=40 and t=50 the fragility is determined by the probability of sheet 
pile holing. Figure 7.34 also contains the fragility for failure due to anchor breaking. 
The anchor breaking fragility firstly decreases as the river bed level increases and 
subsequently from t=0 goes slightly up as the anchor corrosion increases. The 
stabilising influence of the toe accretion brings the anchor breaking fragility down 
more than that the anchor corrosion increases it. 
7.5.8. Lifetime probability of failure for anchored sheet pile 
walls 
Figure 7.35 contains the total probability of failure in time for flood defence section 53. 
The total probability of failure in time is broken down in the probability of failure of the 
individual failure mechanisms. Appendix E provides flowcharts for the simulations of 
asset time-dependent processes and their incorporation in time-dependent fragility 
and probability of failure in a time interval of interest in life cycle cost optimisation. 
The relevance of a probability of failure in a time interval of interest is indicated by 
equations (3.7), (3.8) and (3.9). 
The moment in time indicated with t=-50 years represents the time of construction of 
the sheet pile walls, t=0 is present time. The anchored sheet pile wall only completely 
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fails in case of failure due to anchor breaking if the structure subsequently fails due to 
rotational failure. Figure 7.35 therefore shows a lower total probability of failure than 
the probability of failure due to anchor breaking. The probability of failure due to 
anchor breaking increases slightly from t=0 onward after dropping due to an increase 
in river bed level. At the end of the lifetime the probability of sheet pile holing 
increases steeply. This probability actually does not imply full failure of the anchored 
sheet pile wall either; to achieve that the probability of instability of the retained 
ground needs to be taken into account. 
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ro Anchor sliding 0.40 
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C Sheet pile breaking 0.30 
Rotational failure 
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Figure 7.35 The total probability of failure in time for flood defence section 53 and the breakdown in 
failure mechanisms. 
Figure 7.36 shows the probability of failure in time in case of dredging activities 
lowering the river bed level with one meter at t=10 years and t=30 years. The 
development of the overall probability of failure is unchanged compared to figure 7.35 
due to the dredging activity. The probability of rotational failure increases at those 
moments, followed by a decrease in probability as the river bed level starts to rise 
again. The probability of anchor breaking also increases at the moment of dredging, 
and decreases as soon as the river bed level rises afterward. 
Figure 7.37 shows the total probability of failure in time in case of anchor replacement 
at t=30 years and sheet pile refurbishment at t=40 years. The probability of anchor 
breaking then hardly rises from t=0 onward, after dropping due to an increasing river 
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bed level. The probability of sheet pile holing is not significant compared to figure 
7.35. 
Figure 7.38 presents the total probability of failure in time for five anchored sheet pile 
wall flood defence sections: number 53,46,50,54 and 55. For the location of these 
flood defence sections see figure A. 1 in appendix A. The increase in total probability of 
failure at a later stage in the lifetime is caused by the increasing probability of sheet 
pile holing. The probability of sheet pile holing becomes relevant for flood defence 
sections 46 and 50 in about 10 years time, whilst sections 50,54 and 55 can carry on 
for another 30 years. 
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Figure 7.36 The total probability of failure in time in case of dredging (top) and more enlarged 
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anchor breaking, rotational failure, anchor sliding and sheet pile breaking (bottom). 
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Figure 7.39 shows that the lifetime reliability taking sheet pile holing into account is 
low for the anchored sheet pile walls. However, instability of the retained ground 
behind the sheet pile wall is a condition for sheet pile holing to lead to full failure of 
the structure. The total probability of failure is therefore lower than may seem from 
figure 7.39. The second series of lifetime reliability is the reliability of the anchored 
sheet pile walls if refurbishment is undertaken. 
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Figure 7.37 The total probability of failure in time in case of sheet pile rc jurbislunent at t=-! 0 years and 
anchor replacement at t=30 years. 
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Figure 7.38 The total probability of failure in time for flood defence sections 53,46,50,54,55. 
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Figure 7.39 The lifetime reliability for flood defence sections 53,46,50,54,55, taking sheet pile 
holing into account and assuming refurbishment of the sheet pile scans. 
7.6. Flood defence system reliability 
Flood defence system reliability takes spatially autocorrelated random variables into 
account in the failure mechanisms rather than analysing the flood defence sections 
individually. This section firstly starts with an introduction in the potential influence of 
autocorrelated random variables in a reliability or risk analysis in 7.6.1. Approaches 
that have been implemented in flood defence system reliability are also briefly 
introduced. In section 7.6.2 the system reliability model developed for the Dartford 
Creek to Swanscombe Marshes flood defence system is described. Section 7.6.3 
presents some results obtained with correlated asset time-dependent processes. 
Section 7.6.4 shows the joint probability of failure of a limited number of flood defence 
sections given a specific water level and the time-dependent system reliability as a 
serial system. 
7.6.1. Random fields and reliability-based flood defence design 
The material or soil properties in the flood defence line and in its foundation form a 
random field. In other words, material properties, geometry, vegetation, hydraulic 
boundary conditions or other characteristics that make up flood defence reliability can 
have dependent statistical properties along the flood defence line. Because of these 
dependencies, it is possible that failure occurs simultaneously over certain defence 
stretches and breach locations tend to be spatially related. 
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Below firstly random field theory is introduced. Subsequently the length effect in 
reliability-based flood defence design is briefly discussed. 
Random field theory 
A random field is an extension of a random process into multiple dimensions. 
Vanmarcke (1983) provides a detailed account of different types of random fields and 
e. g. their spectral properties, parameter estimation or level crossings. Soil properties 
are an example of a three dimensional random field. A random field z(x) Is defined by 
the following joint probability distribution function (see e. g. Baecher & Christian, 
2003): 
Fxl,.., 
x lZ,,.., zj = 
Plz(xl): 5 z1,.., z(xn) S Zn1 (7.23) 
in which z(x, ) is a stochastic process. The mean or trend and subsequently the 
variance of z(x) are given by: 
E[z(x)] = p(x) (7.24) 
Var[z(x)] = o2(x) (7.25) 
The covariance between z(xl),..., z(x) is represented by: 
Cov[z(x, ), z(Xi)] = E[(z(x, ) - u(x, )) - (z(xl) - p(xi))] (7.26) 
Stationarity and ergodicity for stochastic processes are discussed in section 5.1.1. 
Table 7.29 summarises the stationary, ergodic, isotropic and homogeneous properties 
for random fields (from Baecher & Christian, 2003). 
Table 7.29 Stationarity, ergodicity, istropic property and second-order stationarity (from Baecher & 
Christian, 2003). 
Property Explanation 
Homogeneous, stationary Joint probability distribution functions are Invariant to 
translation; joint probability distribution function depends on the 
relative, not absolute locations. 
Isotropic Joint probability distribution functions are invariant to rotations. 
Ergodic All information on joint pdf's can be obtained from a single 
realisation of the random field. 
Second-order stationary For all xeS: 
E[z(x)] =, u(x) 
For all x1, x2e S: 
Cov[z(X, ), z(Xj)] = C(X1, x2) 
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Gaussian random fields have convenient statistical properties and are representative 
of a large number of distribution functions of properties in nature. Gaussian random 
fields are used in models of autocorrelation structures between soil properties 
(Baecher & Christian, 2003). The random field is Gaussian If the joint distribution 
function given by (7.23) is multivariate normally distributed. A vector X of M Gaussian 
random variables is characterised by the multivariate normal pdf: 
fx(x) _ : )-M/ 21B1-1/2 exp{- Z 
(x - m)tB-1(x - m)1 (7.27) 
in which m is the vector of mean values and B is the M by M covariance matrix. 
B= [Bkl] = 
[COV[Xkr X111= WklQka/J (7.28) 
B can be broken down into a unique lower triangular matrix by a Cholesky 
decomposition: 
B= CCT (7.29) 
in which C is the Cholesky factor. A random sample of independent Identically 
distributed variables Z1, .., Z N N(0,1) is transformed into a correlated random 
vector as follows: 
X =, a + CZ (7.30) 
Other examples of random fields can be found in Vanmarcke (1983). 
Length effect in flood defence design 
The material or soil properties in the flood defence line and in its foundation form a 
random field. In other words, material properties, geometry, vegetation, hydraulic 
boundary conditions or other characteristics that make up flood defence reliability can 
have dependent statistical properties along the flood defence line. Because of these 
dependencies, it is possible that failure occurs simultaneously over certain defence 
stretches and breach locations tend to be spatially related. In the integration of the 
economic damages over different breach combination scenarios correlated breach 
scenarios have a higher joint probability than independent breaches. The economic 
damages related to the correlated breach combinations therefore gain more emphasis 
than in an independent model. 
Correlated flood defence failures are referred to as the length effect. Expression 
(2.28) allows an illustration of the length effect In addition to the approximation of 
the autocorrelation at two moments in time introduced In chapter 2. Expression 
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(7.31) below is a simplification for the correlation between Z, and Zj at a location 1 and 
a location j along the flood defence line. In this expression the distance between two 
flood defence sections i and j is assumed to be such that the autocorrelation between 
strength variables R, and Rj is negligible. The autocorrelation between the loading S, 
and SS is assumed to be 1. These assumptions lead to (7.31). 
P( 
)= PRRj QR, QRj + PSSj QSj 65, QS 
j 
17z, 6Z, Qý + 6ý 
(7.31) 
in which pRR, is the correlation between the strength R at location f and location j, 
QR, is the standard deviation of the strength at location i, 0Rj is the standard deviation 
of the strength at location j, psS1 is the correlation between the loading S at location 
i and at location j, c, is the standard deviation of the loading at t=f and asj is the 
standard deviation of the loading at t=j. 
If the variation in the loading, as, is much larger than the variation in the strength, 
q R, then the correlation between failure at location i and at location j, p(Z1, ZZ); u 1. The 
next challenge is to describe the autocorrelation between material and soil properties 
with a correlation function such as introduced in (2.31). The shape of the correlation 
function is a factor in whether the serial probability of failure of flood defence section 
converges to a stabile value given finer discretisation grids (Chun-Ching LI & Der 
Kiureghian, 1993). Correlation functions that are convex at distances of 40, where x 
is the distance between two autocorrelated properties, do not converge to a stabile 
value. Correlation functions that are concave do converge. 
Vrouwenvelder (2001b) defines the autocorrelation between flood defence properties 
by (2.31). Vrouwenvelder (1999) describes a method based on the formulation of the 
limit state function in the standard normal space corresponding with (2.12), see 
figure 7.39. The limit state functions of the failure mechanisms for each flood defence 
section are combined to form one equivalent limit state function. Each flood defence 
section along the flood defence line of interest is then represented by one equivalent 
limit state function in the form of (2.12), referred to in figure 7.40 by ZAe. The 
reliability indices of the flood defence sections are modelled with a Gaussian random 
process. The correlation matrix is derived as indicated in the right hand box In figure 
7.39. PA, B, k in those expressions is the spatial autocorrelation of random variable k In 
the limit state function. The Gaussian random field Is In this model applied to the 
random variables of the limit state functions in the design point. The bivariate and 
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Derivation of equivalent limit state function for one 
flood defence section 
n 
ZA1 = ßA1 + aAl1VAl l+ aA12UA12 +... = 
ßA1 + aA1kUA1k 
k=1 
n 
ZA2 =ßA2 + aA2IUA21 + aA22UA22 +.. " =ßA2 +Z aA2k UA2k 
k=1 
n 
PZNZ, 
q 
= 
Y, 
aAlkaAJkPAJjk 
k1 
, 0( ßAe)=-ß )+`b-ßA2)-BVN(-ßA1, YA2; PZuZ, u). 
n 
ZAe = ßAe +aAeluAel +aAe2UAe2 +"". _ I3Ae + 
ZaAekVAek 
k=1 
ZAI 
AI 
aAik 
UAik 
PZ, 
JZAJ 
ZAe 
, 
6A* 
aAek 
UAek 
PZAeZB. 
PA, B, k 
F--ý 
Derivation of joint probability of failure 
n 
PZA, Ze, _ 
EaAekaBekPA, 
B, k 
k. l 
1 PZA. z PZA. zG 
R A. B, c= PzzA, 1 Pzza 
PzGzA. PZaZM 1 
4)olnt( 16)oint)= MVN( ßAer ßBe, ßCesRA, e, C, 
= Limit state equation for failure mechanism I of flood defence section A. 
= Reliability index for failure mechanism I of flood defence section A. 
= Direction cosine for random variable kin failure mechanism 1, of flood defence section A. 
= Standard normal representation for random variable k in failure mechanism 1, of flood 
defence section A. 
= The correlation between failure mechanism i and j of flood defence section A. 
= Equivalent limit state equation for flood defence section A, amalgamating the rest of the 
failure mechanisms. 
= Equivalent reliability Index of flood defence section A 
= Equivalent direction cosine of random variable k, amalgamating the direction cosines of 
k In the failure mechanisms of defence section k. 
= Equivalent standard normal representation for random variable k, of flood defence 
section A. 
= The correlation between the equivalent limit state functions of flood defence section A 
and B. 
= Autocorrelation of random variable k between flood defence sections A and B, 
expression (2.31) 
= Correlation matrix between flood defence sections A, B and C 
Figure 7.40 Derivation of an equivalent limit state function and the joint probability of failure of flood 
defence sections according to Vrouwenvelder (1999). 
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multivariate normal distributions are calculated according to Hohenbichler & Rackwitz 
(1983). The method in figure 7.40 is a computationally feasible method in the context 
of large scale flood risk assessments. The method subdivides a flood defence section 
into slices with the size of an equivalent correlation distance. The equivalent 
correlation distance entails a rough approximation. It would be interesting to know 
whether it captures the discretisation grid for which stabilisation of the serial system 
probability is achieved. This method is not further investigated in this context. 
7.6.2. Definition of the time-dependent system reliability model 
This section describes the time-dependent system reliability model applied to the 
Dartford Creek to Swanscombe Marshes flood defence system, see figure 7.41. It is an 
Figure 7.41 Steps in time-dependent system reliability calculations in the perspective of a flood 
risk assessment. Steps I to 12 are carried out for the ! )art/Ord Creek to 
244 Swanscombe Marshes flood defence . sYstem. 
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alternative system reliability approach to that shown in figure 7.40 after 
Vrouwenvelder (1999). The advantage of the model presented in figure 7.41 is that it 
allows a detailed representation of the Gaussian correlation structure of the variables 
in the limit state functions between different locations of interest. The autocorrelation 
model is not specifically related to the formulation of the limit state functions in the 
design point in the standard normal space. Neither does the method require the 
derivation of equivalent limit state functions or an approximation of equivalent 
direction cosines. However, the method in figure 7.41 is computationally intensive and 
the Cholesky factor is sensitive to the correlation values in the correlation matrix. In 
order to achieve a Cholesky decomposition the correlation matrix must be positive 
definite. A positive definite correlation matrix has positive eigenvalues. Appendix D 
contains the autocorrelations and correlation distances which are applied to the 
random variables in the model according to equation (2.31) in step 4 figure 7.41. 
Section 7.6.3 shows the influence of a spatial autocorrelation structure on asset time- 
dependent processes. Section 7.6.4 compares the joint probability of failure of a 
selection of independent flood defence sections with that of correlated flood defence 
sections. 
1 
0.9 
0 8 Correlated . 
0 7 0 ... --3 
w 
. . 10 
dw i 4 
to 0.6 - .. ----- ,y. 
" °' / 5 
7 
6 
/4 
ä 0.4 -. 1 . -* --- - 
; I- 11 
0.3 
:" 12 
ä 
0.2 
."z.. 16 / 0.1 -- 
Oe . -17 
0 
""""""" Independent 
0 20 40 60 80 100 
Time in years 
Figure 7.42 The correlated and independent joint probability of failure of flood defence sections 3,4, 
5,6,11,12,16 and /7. 
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7.6.3. Time-dependent system reliability analysis 
Figure 7.42 presents the joint probability of failure of an arbitrary selection of flood 
defence sections given a water level of OD+7m. The joint probability of failure taking 
autocorrelations into account is compared to independent flood defence sections. The 
number of simulations is limited which may explain why the independent joint 
probability of failure is higher than the correlated joint probability of failure for t>70. 
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Crest level settlements determine the time-dependency in the probability of failure for 
OD+7m. The asset time-dependent processes trafficking and settlements show 
spatially no autocorrelation as a correlation distance smaller than the flood defence 
length has been applied (figure 7.43). The spatial autocorrelation between the 
reliability of the flood defence sections therefore decreases while the influence of the 
time-dependency increases with time. 
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Figure 7.44 The probability of serial system failure and the probability of the individual flood 
defence sections. 
Figure 7.44 shows the time-dependent probability of serial system failure taking 
autocorrelation into account. The flood defence sections with the highest probability of 
failure dominate the serial system probability of failure. The probability of serial 
system failure is higher than the flood defence section with the highest probability of 
failure. 
The probability of serial system failure is quite high. The probability of failure of the 
reinforced concrete wall sections are causing the high probability in the first 60 years 
of the system calculation. The high probability of reinforced concrete wall failure is 
dominated by piping directly under the toe of the wall. This failure mechanism is a 
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simplified model not taking remaining strength into account. The storm level needs to 
persist long enough to initiate piping and the permeability is modelled conservatively. 
7.7. Review 
The theory presented and developed in chapters 2 to 7 are demonstrated in a time- 
dependent reliability analysis of the Dartford Creek to Swanscombe Marshes flood 
defence system. 
The information availability on the flood defence system geometry and the hydraulic 
boundary conditions is good. The information availability on the soil properties is 
patchy, but it is possible to improve that by means of other information sources. The 
individual structure types are analysed in more detail. The historical failure processes 
are collected and the reliability analysis is set up consisting of fault trees, failure 
mechanisms and their limit state equations. 
The importance measures are calculated for the structure types on the case study site, 
i. e. sensitivity to the random variables, highlight relevant asset time-dependent 
processes and indicate the impact of operational activities on the flood risk reduction. 
High uncertainty contributors, i. e. high direction cosines, Indeed indicate which flood 
defence properties should be targeted with monitoring activities. Direction cosines and 
partial derivative based concepts inform the selection of effective operational activities 
and influential asset time-dependent processes. The benefits of some operational 
activities, such as dredging, can only be properly captured at a system level. 
Subsequently, the asset time-dependent processes of the structure type are analysed 
according to the modelling methodology outlined in chapter 5. Due to the limited 
information availability all the asset time-dependent processes fall In situation 4 In 
table 6.5: scarce data availability on asset time-dependent quantity XI(t) represented 
by a hierarchical process model. The opportunities for parameter estimation, 
calibration and model corroboration are therefore limited. In case a process model Is 
available, it depends on the emphasis of the inherent uncertainties In time whether a 
parametric process model suffices or whether a hierarchical process model is required. 
In this context, two different situations are brought forward. Firstly, settlements due 
to compaction are e. g. driven by a load which is static in time, whilst ancillary pore 
pressures are subject to inherent uncertainty In time. The Influence of the pore 
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pressures is such that the statistical properties of the hierarchical model are nearly 
equal to those of the parametric process model. Secondly, in some cases, the 
attribution of variation in measurements to inherent uncertainty in time or space 
affects the variation in the predictions of the hierarchical process model. If the 
attribution is mainly to inherent spatial uncertainty, the hierarchical process model 
predictions are similar to those of a parametric process model. Finally, it is noted that 
the gamma process model provides an approximation to the hierarchical process 
model for most of the asset time-dependent processes. However, the asset time- 
dependent processes seepage length reduction and anchor corrosion are not properly 
represented by a parametric process model. It is also difficult to approximate the 
hierarchical process model predictions closely by. a gamma process model. 
Based on the asset time-dependent analysis, time-dependent fragility and lifetime 
probability of failure is calculated. Time-dependent fragility and lifetime probability 
appropriately reflect the influence of the asset time-dependent processes and the 
impact of operational activities. The influence of the processes and activities is also 
expressed in the probabilities of individual failure mechanisms. The flood defence 
sections with a higher lifetime probability relative to other sections are not necessarily 
the sections with a higher initial annual probability of failure. The rate and influence of 
the asset time-dependent processes can increase the probability of failure of some 
sections faster than others. The fragility of the reinforced concrete walls is not time- 
dependent in this thesis. The influence of carbonation and reinforcement corrosion on 
the performance of the wall is negligible. The prominent failure mechanism in the 
reliability model is piping directly underneath the reinforced concrete wall. The toe 
depth of the wall is mainly a design concern. The wall is not strong once the water 
level reaches the reinforced concrete wall. Two failure processes are not taken into 
account in the time-dependent fragility of reinforced concrete walls, l. e. deterioration 
of joints between reinforced concrete wall units and cracking of the reinforced 
concrete. Joint failure between reinforced concrete wall units is not taken into account. 
A failure mechanism for increased flow velocity through the gaps in the joints initiating 
piping underneath the reinforced concrete wall is not available. Cracking of reinforced 
concrete due to an increased volume of corroded reinforcement bars is not taken into 
account. It is expected that cracking has a significant effect on the performance of the 
reinforced concrete wall. The fragility of anchored sheet pile walls balances the 
destabilising influence of anchor corrosion by the stabilising influence due to toe level 
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accretion. Sheet pile holing due to corrosion leads to a high probability of failure in 50 
years time. However, this probability of failure does not include the remaining 
strength represented by the stability of the soil behind the anchored sheet pile wall. 
The economic damage of e. g. collapsing assets on the instable ground caused by 
failure of the anchored sheet pile is not taken into account in the flood risk 
assessment. 
Finally, the time-dependent system reliability model for the flood defence system is 
defined and the time-dependent system reliability results are produced. The system 
reliability model represents the autocorrelation structure in a detailed way, see figure 
7.40. However, the method is computationally intensive and the Cholesky factor is not 
always convenient with the representation of higher autocorrelations. The time- 
dependent probability of failure of jointly failing flood defence sections shows a 
correlation for lower time steps., The correlation becomes smaller while the influence 
of the asset time-dependent processes increases. This effect Is explained by the fact 
that the autocorrelation applied in the asset time-dependent process models is such 
that the simulations between flood defence sections are independent. 
The autocorrelation structure therefore has an influence on jointly failing flood defence 
sections at a distance of a flood defence length. A further subdivision in smaller slices 
of the flood defence sections itself will therefore have an influence on the reliability of 
one flood defence section. This influence has not been further explored in this thesis. 
The probability of serial system failure appropriately provides a higher probability of 
failure than that of the weakest flood defence section. The high results are explained 
by the failure mechanism piping underneath the toe of the reinforced concrete wall. 
The condition that the storm level must persist sufficiently long and the conservative 
estimate of the permeability are both sources of more piping resistance than is taken 
into account. 
The following chapter contains the conclusions and recommendations of the thesis. 
250 
7. Time-dependent reliability of the Dartford Creek to Swanscomber Marshes food defence system 
251 
8. Brief overview, conclusions and 
recommendations 
This chapter starts in section 8.1 with a brief overview of the research aim and 
objectives and the research contributions made in each chapter. The conclusions are 
presented in section 8.2 according to the objectives. The recommendations are 
discussed in section 8.3 according to the objectives. 
8.1. Brief overview 
Chapter 1 introduced the research aim and objectives in section 1.3. The research aim 
is to investigate how the time-dependent behaviour of flood defence properties can be 
appropriately characterised and incorporated in a reliability-based approach. The 
investigation in this research project is restricted to flood defence asset time- 
dependent processes. Flood defence asset time-dependent processes can be simulated 
for individual assets in contrast to system time-dependent processes which require 
simulation at a flood defence system level. An example of an asset time-dependent 
process is crest level settlements. An example of a system time-dependent process is 
sea level rise due to climate change. 
The aim is achieved by the following 4 research objectives: 
1. Review existing time-dependent structural reliability methods, maintenance 
optimisation frameworks and statistical models for time-dependent processes in 
the engineering industry. 
2. Develop a method to highlight relevant time-dependent processes and 
maintenance operations in the context of a rational maintenance framework. 
3. Provide a systematic methodology to develop alternative statistical models for 
time-dependent processes at the flood defence individual asset level. 
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4. Incorporate the statistical models for time-dependent processes in the reliability 
analysis of the Dartford Creek to Swanscombe Marshes flood defence line. 
A brief overview is given of the research contributions made In each chapter. The 
relations between the research objectives and the thesis chapters are given In figure 
1.6 and as part of the brief overview shown in figure 8.1 below. 
Chapter 2- reliability theory Review existing Ume-dependent 
structural reliability methods, 
maintenance optimisation 
- 
- 
frameworks and statistical models for 
Chapter 3- flood defence ,' time-dependent processes in the 
management and maintenance engineering industry 
optimisation 
" `"" ' Objective 2 
f Develop measures to indicate the " 
f"' influence of time-dependent 
Chapter 4- importance " processes and maintenance 
measures operations in a maintenance o "" optimisation context. 
' 
""` 
Chapter 5- existing statistical ,/ 
%%% 
"" 
time-dependency models "-% . -- 
`f %%% Objective 3 
""" --ýý `" Develop systematic method to 
"f " 
- formulate alternative statistical 
"" `, models for asset time-dependent 
Chapter 6- modelling 
" " processes. 
methodology for asset time- " "" " ý dependent process es "" . 
%f Objective 4 
"" ` 
" 
Incorporation of stattstcal asset tune- 
Chapter 7- Case study: " dependent process models in 
Dartford Creek to Swanscombe ------------------- RliabiltymodelofDartfordCreektu 
Marshes flood defence system 
Swanscombe Marshes flood defence 
system. 
Figure 8.1 The relations between the chapters and the research objectives (also figure 1.6) 
Chapter 2 is an overview of existing structural reliability theory. Chapter 3 describes 
current flood defence management practice and quantitative, qualitative and mixture 
rational maintenance optimisation frameworks. Chapter 4 develops the importance 
measures for asset time-dependent processes and maintenance operations in the 
context of the overarching maintenance optimisation context. These Importance 
measures correspond with objective 2 In this thesis. Chapter 5 gives additional 
theoretical background to existing statistical models for time-dependent processes. 
Chapter 6 sets out the modelling methodology for statistical models of asset time- 
dependent processes, corresponding with objective 3 in this thesis. Chapter 7 
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demonstrates the methods with a time-dependent (system) reliability model on the 
Dartford Creek to Swanscombe Marshes flood defence system, objective 4. 
8.2. Conclusions 
Sections 8.2.1 to 8.2.4 present the conclusions according to the 4 research objectives 
mentioned above in section 8.1. 
8.2.1. Objective 1: review 
The following conclusions are drawn with respect to the review of structural reliability 
methods in chapter 2. 
1. a. The uncertainty classification in reliability-based flood defence design (figure 
2.1) is a suitable framework to analyse the uncertainties involved with asset 
time-dependent processes. 
1. b. Reliability theory and probabilistic calculation methods to incorporate statistical 
models for asset time-dependent processes are available. The time-dependent 
reliability approach rather than the time-integrated reliability approach is applied 
in the calculations. 
1. c. Existing risk-based methods for flood defence systems are suitable to support 
large scale flood risk assessments. These methods allow the extension with asset 
time-dependent processes. 
The following conclusions are relevant with respect to the review of current flood 
defence management practice and rational maintenance decision-making frameworks 
in chapter 3. 
1. d. A quantitative rational maintenance optimisation framework has not yet been 
specified for flood defence management, though significant progress has been 
made in the definition of parts of the building blocks (table 3.4). Such a 
quantitative rational maintenance framework generally consists of four building 
blocks: a functional system model, a risk and reliability system model, an 
operational management model and a calculation optimisation model. The 
existing components are drawn together in this thesis in an overarching rational 
maintenance approach and where possible complemented with theory from other 
fields in the engineering industry. 
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1. e. It is expected that a mixture between a quantitative and qualitative maintenance 
decision-making framework is practically the most attractive approach. A 
mixture approach combines the computational feasibility of a qualitative 
approach with the objective prioritisation enabled by a quantitative approach. 
l. f. The discussion of the quantitative rational maintenance optimisation framework 
is of relevance for this thesis for several reasons. The framework firstly shows 
the overarching context of time-dependent system reliability analysis. Secondly, 
that framework is the context of the risk-based importance measures in 
objective 2. Thirdly, in such a maintenance optimisation framework the asset 
time-dependent processes can be modelled with a Bayesian or a Markovian 
approach. This choice has two implications for the maintenance framework. 
Firstly, it determines the type of statistical models for the asset time-dependent 
processes. It is noted that the Bayesian maintenance optimisation framework 
also allows the incorporation of Markovian asset time-dependent process models. 
Secondly, it determines how the information from monitoring (experiments) is 
taken into account in the maintenance optimisation model. The Bayesian 
approach is in this thesis favoured over the Markovian decision process approach 
as it internalises rather than discards historical time series observations and 
dependencies. 
The following conclusions are made with respect to the review of existing statistical 
models for time-dependent processes in chapter S. 
1. g. The statistical models for asset time-dependent processes are categorised 
according to three main compositions: a stochastic process for an overall asset 
time-dependent quantity; a hierarchical process model consisting of a function of 
random variables and one or more stochastic processes; a parametric process 
model consisting of a function of random variables and a deterministic time. 
1. h. A stochastic process for an overall asset time-dependent quantity is in some 
cases favoured over a more detailed hierarchical process model. Lack of scientific 
understanding or the unavailability of field information are for example reasons 
to choose for such an approximation. It is also possible that due to financial and 
time constraints in some situations a detailed approach is not feasible. 
1.1. There is a collection of existing suitable stochastic process models to model 
different types of asset time-dependent processes e. g. recurrent shock damages 
or gradual continuously developing processes. 
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1. j. Suitable multivariate distributions to represent correlations between asset time- 
dependent processes exist. 
8.2.2. Objective 2: importance measures 
The following conclusions are made with respect to risk-based importance measures 
for flood defence management in chapter 4: 
2. a. Sensitivity analysis methods point out the sensitivity of flood defence reliability 
to the random variables in the reliability model. Direction cosines point out the 
highest uncertainty contributing flood defence characteristics. Partial derivative 
based concepts provide additional sensitivity information. Such information 
indicates which random variables might introduce time-dependency or a 
significant change in reliability due to operational activities. It needs to be placed 
in a cost benefit context to provide a basis for rational comparison of the impact 
of asset time-dependent processes or of operational activities. 
2. b. The cost benefit ratio is suitable to highlight relevant asset time-dependent 
processes. The cost of remediation of the time-dependency is divided by the rate 
in flood risk change due to the asset time-dependent process. This knowledge 
enables targeting monitoring activities or eliminating irrelevant processes from 
the life cycle optimisation model. A life cycle model needs to be populated with 
field information and scientific understanding about the asset time-dependent 
processes before it can be used. The monitoring intends to improve the scientific 
understanding of time-dependency, populate and update the optimisation model 
or to identify trigger condition levels for more detailed inspection or repair. 
2. c. There are two types of monitoring. The first type is monitoring that intends to 
collect information to populate the maintenance optimisation model, increase the 
scientific understanding of time-dependency or to identify trigger condition levels 
for further maintenance operations. The value of this type of monitoring must be 
established in the context of life cycle optimisation. It is therefore difficult to 
compare its value to that of repair or improvement activities in advance of or 
without full life cycle optimisation. It is possible to target this type of monitoring 
to relevant asset time-dependent processes, see conclusion 2. b. The second type 
of monitoring increases the confidence about the random variables in the 
reliability model. The cost-benefit ratio enables an approximate comparison of 
the value of more precise knowledge about the flood risk level, irrespective of 
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whether the level turns out higher or lower, to the value of a repair or 
improvement activity. 
2. d. The cost-benefit ratio provides a suitable basis for comparison of operational 
activities. The cost of a repair or improvement activity is compared to the 
decrease in flood risk achieved by the activity. As mentioned in conclusion 2. c, 
monitoring aiming to increase the level of knowledge about the reliability model 
can also be compared with repair or improvement operational activities. The cost 
of the monitoring activity is divided by the change in flood risk due to increased 
knowledge. The effect on the flood risk of monitoring to increase the level of 
knowledge diminishes with an increasing amount of monitoring activities. There 
are two benefits that are not quantified in this thesis. The first benefit is that 
routine inspection activities often increase the knowledge about the whole flood 
defence system for the same cost. This thesis only considers individual flood 
defence sections. The second benefit is that specific inspection detects ongoing 
failure processes in addition to increasing the level of knowledge. 
8.2.3. Objective 3: modelling methodology asset time- 
dependency 
The following conclusions are made with respect to the development of the modelling 
methodology for statistical models of asset time-dependent processes in chapter 6. 
3. a. The modelling methodology proposed in chapter 6 provides a structured 
approach to build statistical models of asset time-dependent processes. The 
methodology deals with both a qualitative and quantitative quality evaluation of 
the statistical model at the level of the asset time-dependent process as well as 
at the level of the overarching maintenance optimisation model. 
3. b. The five-step analysis of the asset time-dependent process in the 
conceptualisation phase of the modelling methodology (figure 6.2 and 8.2) 
develops assessable, and hence less subjective, internal model structures. The 
analysis appropriately captures: existing field information or scientific 
understanding about the process; the flood defence properties driving or 
involved with the process and the uncertainties that they introduce; the 
behaviour of the process conditional on the excitation; the dependencies among 
257 
8. Brief overview, conclusions and recommendations 
Qualitative analysis of asset 
Site specific time-dependent process 
Identify existing 
information 
knowledge 
Scientific 
understanding 
Identify flood defence Excitation features Inherent uncertainty in space - 
properties involved and statistical distribution or 
their uncrtaimiea 
a 
random field 
Ancillary feamme Inherent uncertainty in time - 
stochastic process (sections a a.. ý. 3.3 & 3.4) 
Affected features 
X. X,... X. 
Establish dependencies Qualify character of asset 
with other asset time-dependent process 
time-dependent (conditional on excitation) X, (a. sIe) processes 
Quantitative analysis of asset 
time-dependent process 
Statistical model for X. (r): 
" Specify statistical model fora, ., e. 
" Quantify X, (a, 4e), as a function of 
ancillary and conditional on excitation 
" Specify statistical model for a,,.., q 
" Establish dependencies 
Figure 8.2 Qualitative and quantitative evaluation of an asset time-dependent process and the 
sequence of steps to take in the modelling process (figure 6.2). 
different asset time-dependent processes; the formulation and motivation of 
alternative statistical models of the process. 
3. c. Statistical parameter estimation, calibration and corroboration methods are 
available for statistical models of asset time-dependent processes. However, the 
data availability is often limited and even process models based on abundant 
historical observations do not guarantee appropriate extrapolations in the future. 
The opportunities to carry out calibration and corroboration of statistical time- 
dependency models are therefore limited. 
3. d. The five-step internal model structure analysis allows additional calibration or 
corroboration in the form of: checking whether the order of magnitude, the 
variation in and the behaviour of the predictions correspond with the 
expectations emerging from the analysis. 
3. e. The way in which future observations are incorporated in the statistical model, 
i. e. further calibration/corroboration or Bayesian posterior analysis, depends on 
the following issues. A first issue is the complexity of the asset time-dependent 
process. A second issue is the influence of the statistical properties of the asset 
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time-dependent -process on those of the affected feature. The asset time- 
dependent process may e. g. be very complex. However, the rate of the process 
might be very low and the amount of uncertainty contributed to the initial 
variation of the affected feature might be negligible. A third issue is the influence 
of the asset time-dependent process on the flood defence reliability, risk and life 
cycle cost in the context of the overarching maintenance optimisation model. 
This influence can be measured with importance measures as developed in 
chapter 4. More influential asset time-dependent processes require a more 
detailed statistical model. It can be decided to choose for state-dependent 
maintenance in figure 3.5 until the statistical model provides satisfactory time- 
dependent predictions. 
3. f. The qualitative decomposition of the asset time-dependent process into 
excitation, ancillary and affected features supports practical maintenance 
purposes. Two examples are given. Example 1: An asset time-dependent 
process statistical model which is not properly calibrated and corroborated might 
not be qualified as `Good description of course of strength' in figure 3.5. 
However, if it concerns an asset time-dependency that is mainly driven by 
recurrent events '(e. g. storms or trafficking events), then the process can be 
organised under `Load dependent maintenance'. Depending on the type of 
process it might suffice to roughly estimate the amount of damage given a 
recurrent event and carry out maintenance once a certain number of events 
have occurred. A process driven by a continuous excitation would in the same 
circumstances be categorised under 'State dependent maintenance' or `Time- 
dependent maintenance', depending on the cost of the inspection. Example 2: 
The qualitative decomposition of the asset time-dependent process guides to 
which flood defence features should be paid attention to during monitoring, in 
addition to the overall time-dependent quantity X, (t). 
8.2.4. Objective 4: demonstration time-dependent (system) 
reliability 
The following conclusions are made with respect to the demonstration of the time- 
dependent reliability methods for flood defences on the Dartford Creek to 
Swanscombe Marshes flood defence system. The conclusions are subdivided into: the 
information availability, the application of the importance measures, asset time- 
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dependent process models, time-dependent fragility / lifetime probability of failure and 
the system reliability model. 
Conclusions with respect to the information availability are: 
4. a. The information availability on the flood defence system geometry and the 
hydraulic boundary conditions is good. The information availability on the soil 
properties is patchy, but it is possible to improve that by means of other 
information sources. 
4. b. Due to the limited information availability all the asset time-dependent processes 
fall in situation 4 in table 6.3: scarce data availability on asset time-dependent 
quantity Xi(t) represented by a hierarchical process model. The opportunities for 
parameter estimation, calibration and model corroboration are therefore limited. 
Conclusions with respect to the application of risk-based importance measures are: 
4. c. High uncertainty contributors, i. e. high direction cosines, indeed indicate which 
flood defence properties should be targeted with monitoring activities. Direction 
cosines and partial derivative based concepts inform the selection of effective 
operational activities and influential asset time-dependent processes. 
4. d. The benefits of some operational activities can only be properly captured at a 
system level, such as dredging. 
Conclusions with respect to the application of asset time-dependent process statistical 
models are: 
4. e. In case a process model is available, it depends on the emphasis of the inherent 
uncertainties in time whether a parametric process model suffices or whether a 
hierarchical process model is required. Two different situations are brought 
forward. Firstly, settlements due to compaction are e. g. driven by a load which is 
static in time, whilst ancillary pore pressures are subject to inherent uncertainty 
in time. The influence of the pore pressures is such that the statistical properties 
of the hierarchical model are nearly equal to those of the parametric process 
model. Secondly, in some cases, the attribution of variation in measurements to 
inherent uncertainty in time or space affects the variation in the predictions of 
the hierarchical process model. If the attribution Is mainly to inherent spatial 
uncertainty, the hierarchical process model predictions are similar to those of a 
parametric process model. 
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4. f. The gamma process model provides an approximation to the hierarchical process 
model for most of the asset time-dependent processes. Reasons to choose for a 
gamma process alternative are given in conclusion 1. h. Lack of scientific 
understanding or the unavailability of field information are for example reasons 
to choose for such an approximation. It is also possible that due to financial and 
time constraints in some situations a detailed approach is not feasible. 
4. g. The asset time-dependent processes trafficking, seepage length reduction, 
anchor corrosion and toe accretion are not properly represent by a parametric 
process model. The variation in the time series samples of sheet pile corrosion is 
also very large in case of a parametric process model. The approximation of the 
hierarchical process model predictions by a gamma process model is incomplete 
for the following processes: seepage length reduction, (vegetation damage due 
to) trafficking, anchor corrosion and toe accretion. 
Conclusions with respect to time-dependent fragility / lifetime probability results are: 
4. h. Time-dependent fragility and lifetime probability reflect the influence of the asset 
time-dependent processes and the impact of operational activities. The influence 
of the processes and activities is also expressed in the probabilities of individual 
failure mechanisms. 
4.1. The flood defence sections with a higher lifetime probability relative to other 
sections are not necessarily the sections with a higher initial annual probability of 
failure. The rate and influence of the asset time-dependent processes can 
increase the probability of failure of some sections faster than others. 
4. j. The fragility of the reinforced concrete walls is not time-dependent in this thesis. 
The influence of carbonation and reinforcement corrosion on the performance of 
the wall is negligible. The prominent failure mechanism in the reliability model is 
piping directly underneath the reinforced concrete wall. The toe depth of the wall 
is mainly a design concern. The wall is not strong once the water level reaches 
the reinforced concrete wall. Two failure processes are not taken into account in 
the time-dependent fragility of reinforced concrete walls, i. e. deterioration of 
joints between reinforced concrete wall units and cracking of the reinforced 
concrete. Joint failure between reinforced concrete wall units is not taken into 
account. A failure mechanism for increased flow velocity through the gaps in the 
joints initiating piping underneath the reinforced concrete wall is not available. 
Cracking of reinforced concrete due to an increased volume of corroded 
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reinforcement bars is not taken into account. It is expected that cracking has a 
significant effect on the performance of the reinforced concrete wall. 
4. k. The fragility of anchored sheet pile walls balances the destabilising influence of 
anchor corrosion by the stabilising influence due to toe level accretion. Sheet pile 
holing due to corrosion leads to a high probability of failure in 50 years time. 
However, this probability of failure does not include the remaining strength 
represented by the stability of the soil behind the anchored sheet pile wall. The 
damage involved with failure of the anchored sheet pile is not taken into account 
in the flood risk assessment. 
Conclusions with respect to the system reliability model and results are: 
4.1. The system reliability model represents the autocorrelation structure in a 
detailed way (figure 7.40). However, the method is computationally intensive 
and the Cholesky factor in the multivariate normal distribution is not always 
convenient with the representation of higher autocorrelations. 
4. m. The time-dependent probability of failure of jointly failing flood defence sections 
shows a correlation for lower time steps. The correlation becomes smaller while 
the influence of the asset time-dependent processes increases. This effect is 
explained by the fact that the autocorrelation applied in the asset time- 
dependent process models is such that the simulations between flood defence 
sections are independent. 
4. n. The autocorrelation structure therefore has an influence on jointly failing flood 
defence sections at a distance of a flood defence length. A further subdivision in 
smaller slices of the flood defence sections itself will therefore have an influence 
on the reliability of one flood defence section. This influence has not been further 
explored in this thesis. 
4. o. The probability of serial system failure appropriately provides a higher 
probability of failure than that of the weakest flood defence section. The high 
results are explained by the failure mechanism piping underneath the toe of the 
reinforced concrete wall. The condition that the storm level must persist 
sufficiently long ' and the conservative estimate of the permeability are both 
sources of more piping resistance than is taken into account. 
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8.3. Recommendations 
The recommendations below are structured according to the research objectives. 
Objective 1: review 
The overarching quantitative maintenance optimisation model is not specified yet for 
flood defence management, though significant progress has been made in the 
definition of parts of the building blocks (table 3.4). The existing components are 
drawn together in this thesis in an overarching rational maintenance approach and 
where possible complemented with theory from other fields in the engineering 
industry (conclusion 1d). Some suggestions for further improvement are made below. 
It is preferable if the definition of the third building block, the operational 
management model, contains a rational consideration of when quantitative 
prioritisation is necessary or when qualitative decision-making is sufficient. 
Qualitatively structuring maintenance issues that are related to a quantitative 
optimisation model has received attention in the engineering industry. Some 
suggestions of existing or possible new approaches are indicated in the following. 
" Reliability Centred Maintenance is a qualitative decision-making approach 
prioritising failure mechanisms and deriving failure indicators, section 3.2.2 and 
3.2.3 (Moubray, 1997, Delft Cluster, 2001 and Environment Agency, 2004a). 
Merging such qualitative approaches with quantitative approaches is an interesting 
subject of further research. 
" At an asset time-dependent process level the importance of the process 
determines whether it is further monitored, modelled and taken into account in life 
cycle costing, see conclusions 2. b, 2. c and 3. e. Once considered as relevant, the 
ability to make calibrated / corroborated predictions with the asset time- 
dependent process model influences whether a time-dependent, state-dependent, 
load-dependent or fault-dependent maintenance approach is chosen (conclusion 
3. f). 
" The use of importance measures to eliminate or select relevant maintenance 
intervention options reduces the size of the quantitative maintenance optimisation 
problem. 
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" Some inspections, such as visual inspections, only return qualitative information 
about the state of the flood defence. Their benefit is therefore hard to quantify in a 
quantitative rational maintenance framework. 
" The design of monitoring strategies is preferable both in the context of a rational 
qualitative approach and a quantitative maintenance optimisation model (section 
3.2.3). The monitoring strategy determines the information that is retrieved about 
the flood defence system. Reliability Centred Maintenance approaches, importance 
measures to highlight relevant processes and qualitative decomposition of the 
process according to figure 6.2 steer which information should be acquired. 
The considerations of where quantitative prioritisation is required and where a 
qualitative approach suffices have consequences for the optimisation model in the 
fourth building block. 
Objective 2: importance measures 
Once a life cycle costing model for flood defence management has been defined in 
more detail, it would benefit from other types of importance measures than developed 
in this thesis. Firstly, they support making the optimisation model computationally 
faster. Importance measures reduce the number of relevant maintenance 
optimisation intervention options in the optimisation model. Secondly, more refined or 
other types of importance measures allow the rational comparison of operational 
activities without or in advance of life cycle costing. 
Objective 3: modelling methodology asset time-dependency 
The corroboration of statistical models for asset time-dependent processes remains 
an issue even as future observations become available and are incorporated. Reasons 
to decide to carry out further corroboration are discussed in conclusion 3. e. The 
reasons are: the complexity of the asset time-dependent process, the influence on 
the statistical properties of the affected feature and the importance in the overarching 
maintenance optimisation model. It can be decided to choose for state-dependent 
maintenance in figure 3.5 until the statistical model provides satisfactory time- 
dependent predictions. 
Further investigation is necessary into the quality requirements for the asset time- 
dependent processes and overarching maintenance optimisation concepts. The 
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following four issues would benefit from more research In this context. Firstly, 
whether the additional calibration and corroboration according to the five-step 
analysis suggested in conclusion 3. d can be translated into a quantified approach. For 
example a sensitivity analysis of the asset time-dependent quantity to the excitation 
and ancillary features. Secondly, the use of expert elicitation in the form of a 
Bayesian approach to calibrate the statistical model of the asset time-dependent 
processes. Thirdly, the transition between further calibration or corroboration and the 
incorporation of future observations through Bayesian posterior analysis is not clearly 
defined. This transition depends on the complexity and importance of the time- 
dependent process, on the quality requirements and the observation availability. 
Finally, the specification of the quality requirements for the overarching maintenance 
optimisation model has consequences for those of the asset time-dependent 
processes. As mentioned in section 6.4.2 and figure 6.1, sensitivity analysis and 
expert elicitation are ways to calibrate and corroborate the (time-dependent) risk and 
reliability concepts. However, requirements and procedures have not been explicitly 
defined yet for the life cycle cost optimisation problem. 
Another area of interest is the further exploration of dependencies between different 
asset time-dependent processes and spatially autocorrelated asset time-dependent 
processes. 
Objective 4: demonstration time-dependent (system) reliability 
The following recommendations are made with respect to the demonstration of time- 
dependent (system) reliability: 
1. The absence of process models for some failure mechanisms prevent the 
quantification of important asset time-dependent processes in time-dependent 
fragility. Joint deterioration between reinforced concrete wall units for example is 
not incorporated. There is no process model for the development of piping as a 
result of water flow through the deteriorated joint gaps. Failure mechanisms 
related to important sources of deterioration benefit from further investigation. 
2. Other important sources of asset time-dependency and their representation in 
fragility that benefit from further investigation are: the effect of third party 
interference and of the presence of foreign objects. Third party interference 
covers a broad range of problems such as: vandalism, building close to and 
loading flood defence structures, placing superimposed loading on earth 
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embankment slopes, cattle trampling, animal infestation. The presence of 
foreign objects can lead to concentrated flow and erosion during a storm or for 
example rooted trees. 
3. The reliability of floodgates has not been incorporated in the Dartford Creek to 
Swanscombe Marshes system reliability model and would benefit from a further 
investigation. 
4. For some asset time-dependent processes it is advisable to model them in the 
context of the failure mechanism which they affect. For example, the vegetation 
damage is modelled by a linear model. However, the way in which the erosion 
strength of the vegetation is derived in the original failure mechanism is not 
considered. 
5. The economic damages related to anchored sheet pile walls and revetments 
protecting high grounds are not fully represented in this thesis. The 
incorporation of all relevant economic damages is a condition to make a rational 
comparison with other flood defence types in an operational framework. 
6. The correlation structure increases the probability of jointly failing flood defence 
sections and hence the flood risk. Some issues of interest are as follows. The 
influence of the length of the flood defence sections on the flood risk 
assessment. The sensitivity of the flood defence reliability model to the 
correlation function and the implications for the data collection or monitoring 
grid. The sensitivity of the reliability model to the type of correlation structure, 
e. g. multivariate normal or lognormal distribution. The relationship between the 
breach formation process and correlated flood defence section failures. 
7. The autocorrelation between asset time-dependent processes influences the 
time-dependent flood defence system reliability and Is therefore interesting to 
further explore. 
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Map of flood defence sections in the 
Dartford Creek to Swanscombe 
Marshes flood defence system 
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B. 1 Earth embankments 
B. 1.1 Erosion of cover of inner slope by wave 
overtopping or overflow 
Sketch of failure mechanism: 
HTp 
h 
Limit state function: 
Water discharges due to overtopping or overflow respectively hit or scour the inside 
slope of the embankment. Due to this loading of the inside slope the grass gets 
damaged. After the grass has been damaged, the embankment body is exposed to the 
overtopping/overflow water. In the end, if this erosion process continues long enough, 
the embankment breaches. The duration of this erosion process depends on the 
duration of the storm. 
Limit state equation for wave overtopping: 
Z=m, q, - mag8 
Wherein q,, is the critical overtopping discharge [m2/s], m, is the model uncertainty of 
the critical discharge model [-], qa is the calculated discharge [m2/s] and ma is the 
model uncertainty associated with the actual discharge. 
Limit state equation for overflow: 
Z= hcrest + Ahc -h 
In which hCfest [mOD] is the crest level of the embankment, Ah, [m] expresses the 
critical height for which almost damage of the grass occurs and h is the actual 
occurring water level [mOD]. 
Loading equations: Strength equations: 
The qd is calculated with The critical discharge in the wave overtopping limit state 
Owen's wave overtopping equation, q, is calculated with the following equation: 
model. A separate sheet is 
incorporated for that after 
this template. 
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The loading in case of 
overflow is caused by the 3.8"c % r1Y: difference in water level QCs 53; "Cg"dw 
125"(tan a/ " o(P "t (611+0.8 . 10 > "log and crest level. l ý ,y' dw +0.4"c c RK ' K, lnsld0 
! he [m] in the overflow limit state equation expresses 
the critical height for which almost damage of the grass 
occurs and is calculated with the following equation: 
2.78. q2 J ehc 
g 
In which g is the gravitational constant and q, the 
critical discharge as calculated above. 
Parameter definitions: 
cg = coefficient that represents the erosion endurance of the grass. The 
values of cg can range from 106 ms in case of good quality to 3.3.105 
ms in case of bad quality. (m-s] 
Pt = percentage of the time that overtopping/flowing over occurs. In case of 
flowing over Pt is 1 and in case of overtopping Pt takes the pulsatory 
character of overtopping in account [-] 
is = duration of the storm [hours] 
d, = the depth of the grass roots. Values of d, range between 0.05m and 
0.07m, factors influencing the magnitude of this factor are: 
maintenance, location (sea or river embankments) and the type of 
vegetation. [m] 
CRK = coefficient with regard to the erosion endurance of the clay cover layer. 
The values for cRK range from 7.103 m"s (bad quality clay) to 54.103 
m"s (good quality clay). In case of sand CRK = 0. [m's] 
Lk, rnsrde = width of the inside clay cover layer, that can be considered as the total 
width of the embankment. [m] 
r, = roughness factor according to Strickler of the Inside slope. [s6/m2] 
a= angle of the inside slope. [degrees] 
Sources of failure mechanism equations / methods: 
Vrouwenvelder et al. (2001a) 
Sources of uncertainties in failure equations / input parameters: 
Vrouwenvelder et al. (2001a) 
273 
v 
N N 
Lýu 
pp .ý 
tC 
2 EE v= LE 
myca, ýa 
3 °-ý OSLsv3^c 
3_°p "M vg 6° U C) 
v ý. -. s 2- cu=-Evc d U, F= 00 CO v *5 v= p1 Oo aý E E' L! 1 VEE L1O 
rn ý.., wVL 
äý Üc 
'C 6. 
pÜ . -i L t_ 
yOE4 
vEi rn 
"r 
a 
pý Q °. 
-S uäl! 1 i °ý "v 
=c3II UJ 
EU .o EIIvZä53IIO2 
oö 
äcÜEE 
.ceM -C 01) 
Q=3 
fý cE*Ouaco°OL3 `A ys4ö0, °_$ pO- ö3 öär, ý 3b m3suaE 03 r0 ,uv aý If u II 5 
t_c II 2Encvzu 7 .2 79 
OýE ý" ý ZE3 °m 3 '° 
3 s 3 c ` Q1 u ö u 
11 
Gi L 
_ý 
I N Z 
G _ 
" b r_ Ln d. ° II ön ö ° In 
jC y 
LC I 
Q L 
Cý y s 
c 
i ö `ý 
,ý o 
C) öö_ 
aCd ? v oo I O n ccN `tl 2 
o 
Gj ul c ö 
v 
` ýe Ql 
pý VI CZ 
ä 
, 
a i aý E a! E 
3 
. 
ý `c ýa ý ' 
L ý ý' o 
ö 
Ev 
t/f O v3 ¢ 3 0 J = 'ý t 
a 
0 
U) 
ä 
E 
in 
d 
R N 
E L 
w a 
E 
U 
GL 
E 
rig =- F- 
ý 
0 
cio 
x 
öQ 
II 
E Q*, 
4 0' 
3 
ö 
w u o 
s 
c o 
_ 
g L 9. o 
9 =M 
3 c° 
v 
Ö 
a 
EL 
v 
C 
E 
aý o 
CO 
o ýö 0 
Cý ö 
Qý ý3 
v y 7! `'-' v 
v 71 - 
c E 2 u 
c-4 CD E c 
u 
s 
ö 
cy t4 
II 
E 
u 
y 
s 1>1 v 
p `d II 7) p 'fl i Ln . lf1 r 
3 
ü 
ovu 
O 
0 
° 
O 
c3 
te 
O° 
° ss to v 
° 'z > 
I l0 °' c= .c = 3 
° ° ü 
> u u o II V 
A v °5 r 
° 
ý2 
E v o y 
i äi Q 3 
C 
= 01 ICE O' 
v 
Q' ý 
p 
C 
L 
. 
vn 
¢ 3 
ýö Ü 
B. 1.2 Uplifting of impermeable layers behind earth 
embankment 
Sketch of failure mechanism: 
h 
h.. 
Chv,. ' 1 
L 
Sand !) 
Limit state function: 
Uplifting occurs if the difference between the local water level h, and the water level 
"inside", hb is larger than the critical water level h, This is expressed in the Limit state 
function as: 
Z= mhc - mh(h - hb) 
In which m, [-] takes the model uncertainty of the model which determines h, [m] in 
account and m,, the level of damping [-]. The critical water level expresses the limit 
water level for which almost uplifting occurs. This water level is based on the 
properties of the impervious layer. 
Loading equations: Strength equations: 
The loading is represented by the Ywet - YW h =d difference in water level on the river, h C Y`" 
[mOD] and the water level in the 
floodplain hb [mOD]. In which Ywet [kN/m3] is the saturated 
volumetric weight of the impermeable soil 
layers, yw [kN/m3] is the volumetric 
weight of the water and d [m] is the 
thickness of the impermeable layers. 
Parameter definitions: 
Are given above 
Sources of failure mechanism equations / methods: 
Vrouwenvelder et al. (2001) 
Sources of uncertainties in failure equations / input parameters: 
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Vrouwenvelder et al. (2001) 
B. 1.3 Piping in water conductive layer underneath the 
earth embankment 
Sketch of failure mechanism: 
ri 
7!: 
1. h\'. 
4 L Sand 
clay 
Limit state function: 
The embankment fails as a consequence of piping if the difference between the local 
water level h and the inside water level hb, exceeds the critical water level hP. 
Z=mphp-(h-hb) 
In which mp is the model uncertainty of the model with which hp is described. The 
critical water level hp is described by Sellmeijer's model of piping 
Loading equations: Strength equations: 
The loading is represented by the 7sand 1 
difference in water level on the river, h _1 hp = acL (0.68 - 0.1In c)tano P= 
[mOD] and the water level in the 
7W 
floodplain hb [mOD]. 
Parameter definitions: 
L- seepage length [m] 
Ysand -volumetric weight of the water conductive sand [kN/m3] 
y, -volumetric weight of the water [kN/m3] 
e -friction angle of the sand with regard to movement [°] 
a -factor reflecting the effect of a finite thickness of the water conducting layer, for 
expression see below 
c -describes the characteristics of the sand in the erosion enduring water conducting 
sand layer, for expression see below 
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0.28 
a 
(Dl((D, L)2.8_1) IILJI 
D- thickness water conductive sand layer [m] 
rq - the drag force factor (constant of White) [-] 
d70 - representative of the large fraction of grains in the sand of the water conducting 
layer [m] 
K- the intrinsic permeability [m2] 
k5 = Kv/g - the permeability of the water conductive sand [m/s] 
v= viscosity of water (1.33.10-6) [m2/s] 
Sources of failure mechanism equations / methods: 
Vrouwenvelder et al. (2001) 
Sources of uncertainties in failure equations / input parameters: 
Vrouwenvelder et al. (2001) 
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B. 2 Reinforced concrete walls 
H 
B. 2.1 Sliding failure of reinforced concrete wall 
ýý 
Limit state function: 
Failure occurs when horizontal (and uplift) forces exceed sliding resistance. The 
simplest representation of this is to balance the hydrostatic loads by a friction 
resistance driven in turn by the (net) weight force of the crown wall. In practice, this 
mechanism may be unrealistic as this simple representation of friction can only be 
applied when the material under the wall behaves as a granular material. That would 
in turn probably allow seepage / piping flows to act before this failure mechanism. 
The limit state function is expressed by: 
Z= mC, S, R " tan 91: V- mc, 5, s .H 
where: 
IV = total resulting vertical force [kN/m] 
EH = total resulting horizontal loading force [kN/m] 
mc; S; R = model factor for the strength model [-] 
mc; s; s = model factor for the loading model [-] 
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Loading equations: Strength equations: 
Htotaj = (H, + H2 + H5 + H6 + H9) Vtotai = to n S(Vl + V2 - V3 
) 
- (H3 + H4 + H7 + H8) where: 
where: Vl is the weight of the concrete 
main structure (concrete wall & mobilised soil): structure - 
depends on the geometry 
of the wall. 
H1=0.5-yw(h-L3)2 
H2 = 0.5. Ka . (ys -y)(hl - L3)2 V2 is the vertical weight of the 
mobilised soil: 
H3 = 0.5 . yw(gw - L3)ß V2 = yshsB 
H4 = 0.5. K,, . (ys -yw)(h3 - L3)2 V3 is the upward hydraulic force 
Sheet pile cut-off: V3 = yw(9w -L3)"B+0.5yw(L3 -Ll)"B 
H5 = yw(h - L3)(L3 - L1) + 0.5 . rw(L3 - L1)2 
H6 = Kp. (ys -yw)(h, - L3)(L3 - LI) 
+ 0.5. Kp . (ys -rw)(L3 - Lß)2 
H7 = yw(gw - L3) (L3 - Ll)+0.5 . yw(L3 -L 1)2 
H8 = Ka . (ys -yw)(h3 - L3)(L3 - 
L1) + 
0.5. K, "(ys -yw)( L3 - L1)Z 
Wave impact: 
H9 according to B. 2.6 
Parameter definitions: 
h= river water level [mOD] 
gw = ground water level [mOD] 
d= friction coefficient [-] 
ys = the volumetric weight of the saturated soil [kN / m3] 
rw = the volumetric weight of water [kN / m3] 
Ll = the level of the longest sheet pile cut-off [mOD] 
L3 = the level of the shortest sheet pile cut-off [mOD] 
hl = the level of the crest in front of the concrete wall on the river side 
[mOD] 
h3 = the level of the crest in front of the concrete wall on the land side [mOD] 
Ka = the coefficient for active horizontal grain force [-] 
Kp = the coefficient for passive horizontal grain force [-] 
B= the width of the concrete structure between extensions [m] 
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hs = the height of the mobilised soil [m] 
Sources of failure mechanism equations / methods: 
See also Floodsite (2007) 
Sources of uncertainties in failure equations / input parameters: 
Baecher & Christian (2003); CUR (1997); Vrouwenvelder et al. (2001) 
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B. 2.2 Overturning failure of reinforced concrete wall 
V. 
V. 
UP 
¶ 
Limit state function: 
When the water level reaches the concrete wall, a horizontal hydraulic force is exerted 
against the wall. This force can overturn the concrete structure. Resisting forces are the 
weight of the structure and the pressures of the ground keeping the structure into place. 
Overturning is assumed to occur when tensile stress occurs in the foundational plane. This 
assumption leads to the following limit state function: 
EM 
Z= mC, o, R 6i 
Bc - mc,, s "V 
where: 
Bc = width of the base of the concrete structure 
EM = the resulting moment [kNm /m] 
EV = resulting vertical force acting on the concrete wall structure [kN / m] 
mC o,; R = model factor for the strength model [-] 
mc, o; s = model factor for the loading model [-] 
Loading equations: Strength equations: 
The resulting moment is taken around the centre of Vl is the weight of the concrete 
the base of the mobilised soil and is built up as structure in kN per stretching meter 
follows: - depends on the geometry of the 
Main structure (concrete wall & mobilised soil): wall. 
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Ml = 0.5 . yw(h - L3) . 1/3(h - L3) V2 is the vertical weight of the 
M2 = 0.5. Ka . (ys -yw)(hl - L3)2.1/3(h1 - L3) 
mobilised soil in kN per stretching 
M3 = 0.5 . yw(9w - L3)2.1/3(9w - L3) 
meter: 
M4 = 0.5. Kp. (ys -Yw)(h3 - L3)2.1/3(h3 - L3) 
V2 = ys h5 .B Sheet pile cut-off: 
M5 = Yw(h - L3)(L3 - L1) . 1/2(L3 - LI)+ V3 is the upward hydraulic force: 
0.5 yw(Lg - Ll)Z . 2/3(L3 - Ll) 
M6 = Kp . (ys -Yw)(h, - L3)(L3 - L1) . 1/2(L3 - L1) 
+0.5. Kp"( )( L3 - Ll)2.2/3(L3 - L1) Ys "Yw 
V3 = 7, (9w - L3) B+ 
M7 =yw(9w - L3) (L3 - Lj) . 1/2(L3 - L1)+0.5 
0.5. yw. (L3 - L1) B 
. Yw(L3 - LI, )2.2/3(L3 - L1) 
M8 = Ka . (ys -Yw)(h3 - L3)(L3 - L1) . 
1/2(L3 - 
Ll)+0.5. Ka "(Ys -Yw)(L3 - Ll)2.2/3(L3 - L1) 
Wave impact: 
M9 = H9.0.5"(h, -hl) 
H9 according to B. 2.6 
Moments due to vertical forces: 
M1 = bgr . Vi 
M2 =0 
Mv3 = 0.5. yw. (L3 - L1) . B. (1/2B-1/3B) 
Resulting moment 
EM= M1+M2-M3-M4-M5-M6+M8+M9 
- Mv1+Mv3 
Parameter definitions: 
h= river water level [mOD] 
9w = ground water level [mOD] 
ys = volumetric weight of the saturated soil [kN / m3] 
yw = volumetric weight of water [kN / m3] 
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Li = level of the longest sheet pile cut-off [mOD] 
L3 = level of the shortest sheet pile cut-off [mOD] 
hl = level of the crest in front of the concrete wall on the river side [mOD] 
h3 = level of the crest in front of the concrete wall on the land side [mOD] 
Ka = coefficient for active horizontal grain force [-] 
Kp = coefficient for passive horizontal grain force [-] 
B= width of the concrete structure between extensions [m] 
bg = distance between the centre of gravity of the concrete structure and the 
centre of the mobilised soil [m] 
hs = height of mobilised soil [m] 
Sources of failure mechanism equations / methods: 
See also Floodsite (2007) 
Sources of uncertainties in failure equations / input parameters: 
Baecher & Christian (2003); CUR (1997); Vrouwenvelder et al. (2001) 
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B. 2.3 Failure of vertical slab of concrete wall due to 
bending moments 
Sketch of failure mechanism: 
Limit state function: 
The horizontal hydraulic force exerted by the river water level and the ground resting 
against the riverside of the concrete wall cause bending moments in the vertical slab 
of the wall. Failure of the vertical slab occurs when there is insufficient reinforcement 
to take on the tensile stress due to the bending moment: 
Z= mc; b; R . 
M - mc; b; s . 
Md 
where: 
M and Md are respectively the maximum moment the cross section can take on, 
based on the maximum tensile stress in the reinforcement, and the actually occurring 
moment exerted by the hydraulic and geotechnical loading [kNm] 
mc; b; R and mc; b; s are model factors for the strength and loading models [-] 
The forces in the concrete cross section are modelled as illustrated below. 
=_ / 
s.. 
Loading equations: Strength equations: 
The moments are taken around the 
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base of the vertical concrete slab: N5 = Asfs 
M1 = 0.5 . y, (h - (hc-d4))2.1/3(h - 
N5 
(h, -d4)) 
x= 
E' _E' 
" 
b Pl 
Mz = 0.5. Ka . (Y5 -YW)(hl - (h, -d4))2" 
1 L, f' 1+ 
Z E'b b 
1/3(h1 - (h, -d4)) Eb pi 
M3 = 0.5. Kp . (y5 -yy)(h3 - (h, -d4))2. 
Xu1 = 
E, 
Xu 
b 1/3(h3 - (hc-d4)) / +1 (x f -x 
X1 (x 
-x 
)+x Y z Xu 
Wave impact: l b u u1 u1 u u1 b 
_ X b 
X. 16 +z 
(Xe, 
- Xu1 
)fb 
M4 = H4'0.5. (h, -hl) M,, - N5 (ds - Xb ) 
H4 according to B. 2.6 
Resulting moment 
EM= M1+M2+M4-M3 
Parameter definitions: 
h= the river water level [mOD] 
h, = the crest level of the concrete wall [mOD] 
h1 = the ground level on the riverside of the concrete wall [mOD] 
h3 = the ground level on the landside of the concrete wall [mOD] 
d4 = the height of the vertical slab of the concrete wall [m] 
yw, = the volumetric weight of water [kN / m3] 
ys = the volumetric weight of saturated soil [kN / m3] 
NS = the total tensile force in the steel reinforcement [kN] 
A, = the total area of steel reinforcement in the concrete cross section [m2] 
fs = yield strength of reinforcement steel [kN/m2] 
x, = the pressure zone in the concrete [m] 
x1 = the plastic pressure zone in the concrete [m] 
Xb = the distance of the resulting pressure in the concrete from the edge [m] 
Eb = the ultimate strain of the concrete [-] 
pi = the plasticity strain of the concrete [-] 
f'b = the cubic pressure strength of the concrete [kN/m2] 
L= length of the concrete slab [m] 
Ka= the coefficient for active horizontal grain force [-] 
Sources of failure mechanism equations / methods: 
According to general standards on concrete design (British and Dutch) 
Sources of uncertainties in failure equations / input parameters: 
Baecher & Christian (2003); CUR 190 (1997); Vrouwenvelder et al. (2001); 
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B. 2.4 Failure of vertical slab of concrete wall due to 
shear stress 
Sketch of failure mechanism: 
Limit state function: 
The horizontal hydraulic force exerted by the river water level and the ground resting 
against the riverside of the concrete wall cause shear stress at the base section of the 
vertical slab. Failure of the vertical slab occurs if the concrete cross section has 
insufficient width or shear strength to take on the horizontal force. The approach 
below applies to concrete slabs without reinforcement for shear stress. 
z= mc; sh; R . Tu - mc; sh; s . Td 
where: 
Tu and rd are respectively the maximum shear stress the cross section can withstand 
and the actually occurring shear stress exerted by the hydraulic and geotechnical 
loading [N/mm2] 
mc; sh; R and mc; sh; s are model factors for the strength and 
loading models [-] 
The forces in the concrete cross section are modelled as illustrated below. 
Loading equations: Strength equations: 
The shear forces are determined in the r = rl <- rz 
base of the vertical concrete slab: r, = 0.4fbk jkh 3 w° 
H, = 0.5 . yw(h - (hc-d4))z ký =1.0 
H2 = 0.5. Ka . (Ys -Yw)(h1 - (hc-d4))2 kh = 1.6 - d2 ? 1.0 
H3 = 0.5. Kp . (Ys -Yw)(h3 - (hc-d4) )2 100A5 
Wave impact: 
2.0 ° Ld2 
H4 according to B. 2.6 zz = 0.2fbkkf, 
Resulting shear force k = 1.0 
EH= H1+HZ+H4-H3 ke = 1.0 
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Parameter definitions: 
h= the river water level [mOD] 
h, = the crest level of the concrete wall [mOD] 
hl = the ground level on the riverside of the concrete wall [mOD] 
h3 = the ground level on the landside of the concrete wall [mOD] 
d4 = the height of the vertical slab of the concrete wall [m] 
d2 = the width of the vertical slab [m] 
yW = the volumetric weight of water [kN / m3] 
ys = the volumetric weight of saturated soil [kN / m3] 
f'b = the cubic pressure strength of the concrete [kN/m2] 
fb = the cubic tensile strength of the concrete [kN/m2] 
wo = reinforcement percentage [-] 
T1 = the maximum shear stress the cross section can take on, if no shear stress 
reinforcement is present [kN/m2] 
kA, k,,, k,,, ke = coefficients 
L= length of the concrete slab [m] 
Kd= the coefficient for active horizontal grain force [-] 
Sources of failure mechanism equations / methods: 
According to general standards on concrete design (British and Dutch) 
Sources of uncertainties in failure equations / input parameters: 
Baecher & Christian (2003); 
CUR 190 (1997); 
Vrouwenvelder et al. (2001); 
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B. 2.5 Piping directly underneath sheet pile cut-off 
Sketch of failure mechanism: 
It - 
Limit state function: 
Failure due to piping directly underneath the sheet pile cut-off is taken into account if 
the water level exceeds the ground water level in the earth bank behind the wall. This 
ensures a positive water head over the concrete structure, which drives the piping 
process. One of the requirements is that the water level persists long enough for the 
piping process to initiate. 
z= mc; v; R Oh, -Oha 
where: 
Oh, and fhd are respectively the critical head difference associated with piping 
underneath the sheet pile cut-off and the actual head difference occurring over the 
concrete structure [m] 
me; P; R is a model factor for the strength model [-] 
Loading equations: Strength equations: 
The head over the concrete structure: The critical head associated with the 
piping process: 
Aha =h- g, 
Ah, = (L +1/3 Lh)/ct 
Parameter definitions: 
h= the river water level [mOD] 
g,, = the groundwater level behind the concrete structure [mOD] 
L, = the vertical seepage length [m] 
Lh = the horizontal seepage length [m] 
ct = the creep ratio [-] 
Sources of failure mechanism equations / methods: 
Terzaghi & Peck (1967) 
Sources of uncertainties in failure equations / input parameters: 
Baecher & Christian (2003); CUR 190 (1997); Vrouwenvelder et al. (2001); 
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B. 2.6 Wave impact forces 
Figure B. 1 shows the wave impact model applied to calculate the wave impact 
pressures on the reinforced concrete wall due to broken waves. Experiments point out 
that two pressure peaks characterise the wave impact model. The first peak 
represents the impact of the wave, see pso and the accompanying rectangular shaped 
pressure distribution in figure B. 1. The second peak represents the pressures exerted 
by the reflecting wave, see p,, and the accompanying triangular shaped pressure 
distribution in figure B. 1. If the waves are in the process of breaking when they reach 
the wave return wall the first peak is always dominant. If the incoming waves have 
been broken on the embankment slope before they reach the wave return wall each 
one of the two peaks can be dominant. The wave impact pressures in the reliability 
analysis of the Dartford Creek to Swanscombe Marshes flood defence system are 
estimated by the impact pressures. Over the unprotected region of the crown wall 
(above A, ) the pressure is, see figure B. 1 and figure B. 2: 
P1(z) = P5o = CWT PW g So with Ac + So >z > Ac 
C, 1 = 2.9 [(R/H, ) cos a]2 
So = Ha (1 - A/R) 
In which z is the vertical coordinate, referred to a design SWL, positive upward; R is 
the run-up height of the calculation wave (H, Tp) on a straight infinite slope; H, is 
recommended to be taken as H99,8%, but 1.8H5 is also acceptable. The latter is applied 
in this project. A, is the level of armour crest above design SWL; pes, is the water 
Run-up w2ter tongue 
rni 
Figure B. I Impact pressures, p,,,,, or reflective pressures, p1 due to a 
broken wave (from Martin, 1999). 289 
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Figure B. 2 A. and B as a finuction of the layer porosity (from Martin, 1999). 
density; and g is the gravitational acceleration. To calculate R the following equation 
is proposed: 
R/HC = A [1 - exp(-BIr)] 
in which A and B are experimental coefficients, which depend on the type of armour 
unit, see figure B. 2. In this reliability analysis the revetment of the slopes is modelled 
by riprap, hence A= 1.75 and B = -0.45. The water defences consist of cohesive soil 
with a small permeability. Therefore, the uplift pressures exerted by the waves 
underneath the foundation of the reinforced concrete wall are assumed negligible. 
Once the water level has reached the toe of the reinforced concrete wall, the wave 
impact pressures are approximated by 8p,, gHS. 
290 
Appendix B: Failure mechanisms and limit stab urnrfions 
B. 3 Anchored sheet pile walls 
B. 3.1 Insufficient strength of tie rod 
h3 
9w 
h_ ý- 
-H4a 
Hz 
h 
L 
H4h H3 
Limit state function: 
The tie rod supports the sheet pile wall in taking on the forces. Failure of the tie rod 
occurs if the stress occurring in the tie rod exceeds the tensile strength of the steel. 
Z= M1 F- m2. Fror 
where: 
F = tensile force capacity of the tie rod [kN] 
Fror = total occurring force in the tie rod [kN] 
m1, m2= factors taking the model uncertainty into account [-] 
Loading equations: Strength equations: 
Total occurring force on the sheet pile wall Foot: Maximum bearable force F,,: 
Fror =Hs' 
Xa FF =A, 'fs 
cos a 
where: 
H5 = (H4 + H3 - (Hl + HA 
with: 
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H1 = 0.5 . yw (h - L1 
)2 
H2 =0.5"Kp(ys -Yw)-(h1 -L1)2 
H3 =0.5"7w(9w -L1)2 
H4a =0.5"Ka "Yd(h3 -9w)2 
Hob = Ka - Yd ((h3 - 9w) + (9w 
+0.5"Ka "(Ys -YwX9w -Li)2 
Parameter definitions: 
h= the river water level [mOD] 
gw = the ground water level [mOD] 
y= the volumetric weight of the saturated soil [kN / m3] 
Yd = the dry volumetric weight of the soil [kN / m3] 
yw = the volumetric weight of water [kN /m3] 
Ll = the toe level of the sheet pile wall [mOD] 
hl = the ground level in front of the sheet pile wall on the river side [mOD] 
h3 = the ground level next to the sheet pile wall on the land side [mOD] 
Ka = the coefficient for active horizontal grain force [-] 
Kp = the coefficient for passive horizontal grain force [-] 
Xa = the distance between two tie rods [m] 
As = the total area of the tie rod [m2] 
fs = the yield stress of the steel, net of any factoring [kN/m2] 
a= the angle of inclination of the tie rod [°] 
Sources of failure mechanism equations / methods: 
See also Floodsite (2007) 
Sources of uncertainties in failure equations / input parameters: 
Baecher & Christian (2003); CUR (1997); Vrouwenvelder et al. (2001) 
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B. 3.2 Insufficient strength of soil at anchor 
h3 
9 
h fl 
Haa 
Hz 
ý 
, 
H 
L, 
Har 
-- 
H3 
}/ 
Limit state function: 
The anchor head transfers the force from the tie rod to the soil. Failure occurs if the 
stress exerted by the anchor head exceeds the shear strength of the soil. 
The limit state function reads as follows: 
Z=m1'Fr -m2 Fror 
where: 
F, = force capacity of the soil around the anchor head [kN] 
H5 = total occurring force in the anchor [kN] 
ml, m2= factors taking the model uncertainty in the strength model and the 
loading model into account [-] 
Loading equations: Strength equations: 
The horizontal force on the sheet pile The maximum force the tie rod can 
wall Fror: withstand based on the strength of the soil 
Fror = Hs 
is defined as follows: 
where: F, =0.5(a+ß-1)hddäyd(1+sinrp 
1-sinýp 
H5 = (H4 + H3 -(Hl +Hz))'xa 
l1-sinrp 1+sir , 
_Qhada(a+P-1)1-sinrp with: 1+ sin rp 
Hi = 0.5 . y,, (h - L1)2 
where: 
H2 = 0.5. KP (yy - yW) . (hi - Li)z a= ba / ha 
H3 =0.5. y (9w-Li)2 
H4a =0.5-Ka - yd(hs - gw)2 
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Hob = Ka ' Yd h3 - g, )(g,, - Lj 
+0.5-Ka (Ys -r )(g, -L1)2 
Parameter definitions: 
h = the river water level [mOD] 
g, = the river water level [mOD] 
y = the volumetric weight of'the saturated soil [kN / m3] 
7W = the volumetric weight of water [kN / m3] 
Ll = the toe'level of the sheet pile wall [mOD] 
hl = the ground level in front of the sheet pile wall on the river side [mOD] 
h3 = the ground level next to the sheet pile wall on the land side [mOD] 
Ka = the coefficient for active horizontal grain force [-] 
Kp = the coefficient for passive horizontal grain force [-] 
Xa = the distance between two tie rods [m] 
ha = the height of the anchor head [m] 
ba = the width of the anchor head [m] 
da = the depth of the bottom of the anchor head [m] 
Yd = the dry volumetric weight of the soil [kN / m3] 
a = ba/ha [-] 
ß = factor according to Buchholz [-] 
q = surcharge load behind the anchored sheet pile wall [kN / m2] 
9 = the angle of internal friction of the soil [°] 
Sources of failure mechanism equations / methods: 
See also Floodsite (2007) 
Sources of uncertainties in failure equations / input parameters: 
Baecher & Christian (2003); CUR (1997); Vrouwenvelder et al. (2001) 
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B. 3.3 Failure of sheet pile wall element in bending 
h3 
hn 
7 -Haa 
MHz 
h 
i H 
L ab j H3 
HC 
H 
Limit state function: 
Failure occurs if the capacity of the sheet pile cross section is exceeded by the actual 
bending moments. From the maximum bending moment in the sheet pile, a maximum 
tensile stress in the sheet pile wall can be derived, using the moment of inertia and the 
height of the section. That tensile stress is compared against the yield stress of the sheet 
pile steel 
The limit state function reads as follows: 
Z=mifs-mz'6b 
where: 
fs = yield stress of the steel cross section [kN/m2] 
Qb = maximum tensile stress in the sheet pile [kN/mz] 
m1, m2 = factors taking the model uncertainty into account [-] 
Loading equations: Strength equations: 
The maximum tensile stress in the sheet pile cross The yield stress f5 of the steel 
section is: sheet pile cross section (net of 
any factoring) determines the 
66 = Mmax 'j limit of the tensile stress. 
z 
The maximum and minimum moments along the length fs - 435 N/mm2 - of the sheet pile walls are found where the shear force in 
the cross section is 0. Mm,, is the highest of those 
maxima and minima. The shear force in the cross section 
at a level x can be found with the following equations: 
H, =0.5"y . (h-x)2 
z H2 =0.5-Kp -(Ys - YwXhl - x) 
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H3=0.5"y, 
, -x 
H4a =0.5"K. "Yd(h3 -9. 
) 
H4b = Ka "Yd(h3 -9wX9w -x)+0.5"Ka "(Ys -9wX9w -x)2 
H5 = (H4 + H3 - (Hl + H2 )) 
The maximum moment can be found combining shear 
forces with the arm of the force: 
M1 =0.5" yw(h-x)2 "1/3(h-x) 
M2=0.5"K, (ys-ywXhi-x)2.1/3(hl-x) 
M3 = 0.5"7w(9w -x)2 . 1/3(9w -x) 
M4a =0.5Ka "Yd(h3 -9w)"(1/3(h3 -9w)+9w -x) 
M4b = 0.5 " Ka " Yd (h3 - 9w bw - x) 
+0.5"Ka(Ys -YwX9w -x)21/3(gN, -x) 
Parameter definitions: 
h= the river water level [mOD] 
9w = groundwater level [mOD] 
yd = the volumetric weight of the dry soil [kN / m3] 
ys = the volumetric weight of the saturated soil [kN / m3] 
yti = the volumetric weight of water [kN / m3] 
Ll = the toe level of the sheet pile wall [mOD] 
hl = the ground level in front of the sheet pile wall on the river side [mOD] 
h3 = the ground level next to the sheet pile wall on the land side [mOD] 
Ka = the coefficient for active horizontal grain force [-] 
Kp = the coefficient for passive horizontal grain force [-] 
z= the distance between the centre of gravity and the outer edge of the sheet pile 
profile [m] 
IZ = the moment of inertia of the sheet pile cross section [m4/m] 
Mmax = the maximum bending moment in the sheet pile wall [kNm/m] 
Sources of failure mechanism equations / methods: 
See also Floodsite (2007) 
Sources of uncertainties in failure equations / input parameters: 
Baecher & Christian (2003); CUR (1997); Vrouwenvelder et al. (2001) 
I- I 
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B. 3.4 Rotation failure of sheet pile wall after loss of tie 
rod 
h3 
Z9 
h] 
1 H 
HZ 
A ha, I 
aa 
' ýýI L H 
Hab Hs 
Limit state function: 
Collapse of the sheet pile wall after failure of the tie rod depends on moment 
equilibrium around the toe of the 
sheet pile. 
The limit state function reads as follows: 
Z= mspa; m; R 
Mr mspa; m; s " 
MI 
where: 
Mr = resulting resisting moment [kNm/m] 
M, = resulting loading moment [kNm/m] 
mspa; m; p = model factor for the strength model [-] 
mspa ;m ;s= model factor for loading model [-] 
Loading equations: Strength equations: 
The resulting loading moment is taken around the The resulting resisting moment 
toe of the sheet pile wall and is built up as follows: is taken around the toe of the 
Ml = M3 + M4a + Mob 
sheet pile wall and is built up as 
follows: 
where: Mr = M1 + Mz 
M3 = 0.5 . yw(9w - L1)2.1/3(g, - Lj) where: 
M4a = 0.5 Ka Yd (h3 - 9w X1 / 3(h3 - 9w) + 9w - L1) Ml = 0.5 . yw(h - L1)2.1/3(h - Lj) 
M4b = 0.5 Ka Yd (h3 - 9w X9w - Lj) 
+ 0.5 - Ka (Ys - Yw X9w - L1 
ý z "1 / 3(gw - L1) 
MZ = 0.5. Kp . (Ys -Yw)(hl - L1)z. 
1/3(hl - L1) 
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Parameter definitions: 
h= the river water level [mOD] 
g, = groundwater level [mOD] 
y= the volumetric weight of the saturated soil [kN / m3] 
y, = the volumetric weight of water [kN / m3] 
Ll = the toe level of the sheet pile wall [mOD] 
hl = the ground level in front of the sheet pile wall on the river side [mOD] 
h3 = the ground level next to the sheet pile wall on the land side [mOD] 
Ka = the coefficient for active horizontal grain force [-] 
Kp = the coefficient for passive horizontal grain force [-] 
Sources of failure mechanism equations / methods: 
See also Floodsite (2007) 
Sources of uncertainties in failure equations / input parameters: 
Baecher & Christian (2003); CUR (1997); Vrouwenvelder et al. (2001) 
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CA Definition of the random variables of earth 
embankment section 4 
Flood defence section 4 
Crest 1 Crest 2 
Stat. disc. 
function Mean valu Stdv Mean value Stdv 
h- water level (mOD) JolnSea - - - - 
H. = significant wave height (m) Bretschnelde - - - - 
To = Peak wave period (s) Bretschnelde - - - - 
h, = crest level (mOD) N 6.21 0.1 6.94 0.1 
C. = crest width (m) LN 3.1 0.2 3.8 0.2 
tan, = tan outside slope (-) N 0.375 0.01875 0.28 1.43E-02 
tan, - tan Inside slope (-) N 0.39 1.9-02 0.32 1.58E-02 
co = erosion strength grass (ms) LN 300000 30000 1000000 100000 
cp = erosion strength core (ms) LN 340000 34000 340000 34000 
d = depth grass roots (m) LN 0.1 0.02 0.1 0.02 
Pi = pulsating percentage (-) Det 0.5 0 0.5 0 
ry = roughness Inside slope (-) LN 0.015 
0.00375 0.015 0.00375 
t, = storm duration (h) LN 5 1.25 5 1.25 
. 
model uncertainty erosion m '` LN 
1 0.5 1 0.5 
' ° model (-) 
d- thickness 
Impermeable layer LN 8.1 2.43 8.1 2.43 
Volumetric weight saturated 
Y. ` soil (kN/m3) 
N 10.9898 0.54949 10.9898 0.54949 
Y. 
Volumetric weight water 
(kN/m') ` N 10 0.1 10 0.1 
hb = ground water level (mOD) N 1 0.1 1 0.1 
mý _ 
model uncertainty uplifting LN 1.2 0.12 1.2 0.12 
L- seepage length (m) LN 58.5 5.85 58.5 5.85 
q- constant of White (-) LN 0.3 0.045 0.3 0.045 
d7 = d70 of sand (m) LN 0.00964 0.001446 0.00964 0.001446 
0.0023846 
k, = permeability of sand (m/s) LN 15 0.000477 0.002384615 0.000477 
mo = model uncertainty piping (-) LN 0.7 0.07 0.7 0.07 
B= angle piping model (°) LN 53 3 53 3 
D- Thickness water conductive LN 6.5 1.95 6.5 1.95 
sand layer(m) 
Volumetric weight sand In 
y,,, b = water conductive layer N 18.5 0.925 18.5 0.925 (kN/m3) 
IJ1 - layer levels (mOD) N 1.6 0.2 1.6 0.2 
J2 = N 0.6 0.2 0.6 0.2 
J3 - N -1.1 0.2 -1.1 0.2 
J4 - N -1.9 0.2 -1.9 0.2 
J5 - N -2.1 0.2 -2.1 0.2 
I_I6 - N -2.4 0.2 -2.4 0.2 
IJ7 - N -3.7 0.2 -3.7 0.2 
J8 - N -6.2 0.2 -6.2 0.2 
I_l9 - N -6.5 0.2 -6.5 0.2 
I_110 = N -6.7 0.2 -6.7 0.2 
IJ11 - N -8.2 0.2 -8.2 0.2 
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Y., - Saturated volumetric weight N 15 0.75 15 0.75 
soil layers I_I l-1_111 (kN/m3) 
Ya = N 15 0.75 15 0.75 
Ya = N 15 0.75 15 0.75 
Y, = N 11 0.55 11 0.55 
Y, s = N 15 0.75 15 0.75 
Y, s = N 11 0.55 11 0.55 
Y,, = N 11 0.55 11 0.55 
Y, s = N 15 0.75 15 0.75 
Y, 9 = N 11 0.55 11 0.55 
NO = N 19.08 0.954 19.08 0.954 
NI = N 20.81 1.0405 20.81 1.0405 
Yai = Dry volumetric weight soil N 9 0.45 9 0.45 
layers I_I1-1_111 (kN/m3) 
Y4== N 9 0.45 9 0.45 
Ya3 = N 9 0.45 9 0.45 
Ya = N 3 0.15 3 0.15 
Yas = N 9 0.45 9 0.45 
Y. 4 = N 3 0.15 3 0.15 
Ya7 . N 3 0.15 3 0.15 
Vas = N 9 0.45 9 0.45 
Yao = N 3 0.15 3 0.15 
Yaio - N 15.22 0.761 15.22 0.761 
Yaii - N 18.65 0.9325 18.65 0.9325 
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C. 2 Definition of the random variables of reinforced 
concrete wall sections 16,26 and 48 
Scat. disc. Section 16 Section 
26 Section 48 
function Mean value Stdv Mean value Stdv Mean value Stdv 
- Water level (mOD) Joinsea - - - - - - 
,- Significant wave height (m) Bretschneide - - - - - - 
o- Peak wave period (s) Bretschneide - - - - - - 
ty, = Crest level (mOD) LN 7.1 0.1 6.88 0.1 6.98 0.1 
= Volumetric weight water (kN/m3) LN 10 0.1 10 0.1 10 0.1 
an, = tan outside slope (-) LN 0.44 2.2E-02 0.53 0.026 0.031 0.0016 
= obliqueness waves (°) LN 43 5 82 5 -5 5 
= thickness Impermeable layers (m) LN 10.66 3.198 8.70 2.61 - - 
= saturated volumetric weight of the soil LN 13.4 0.66 15 0.75 
(kN/m3) 
e- ground water level (mOD) LN 1 0.1 /1 0.1 - - 
- model uncertainty uplifting (-) LN 1.2 0.12 1.2 0.12 
= seepage length (m) LN 100 10 100 10 
- constant of White (-) LN 0.3 0.045 0.3 0.045 - - 
70 - d70 of sand (m) LN 0.009 0.001 0.009 0.001 - - 
- permeability of sand (m/s) LN 0.0001 0.00001 0.000045 0.000009 - - 
P- model uncertainty piping (-) 
LN 0.7 0.07 0.7 0.07 - - 
9- angle piping model (°) LN 53 3 53 3 - - 
= Thickness water conductive sand layer(m) LN 6.5 1.95 6.5 1.95 - - 
,. d= Volumetric weight sand In water conductive LN 
18.5 0.925 18.5 0.925 - - 
layer (kN/m3) 
- Active horizontal grain stress coeff. (-) LN 0.33 3.3E-02 0.33 3.3E-02 0.33 3.3E-02 
o- Passive horizontal grain stress coeff. (-) LN 
3 0.3 3 0.3 3 0.3 
71't - Model uncertainty strength model (-) LN 1 0.5 1 0.5 1 0.5 
s- Model uncertainty loading model (-) LN 1 0.5 1 0.5 1 0.5 
7f = Volumetric weight of concrete (kN/m3) LN 25 0.25 25 0.25 25 0.25 
- Friction angle(*) LN 40 5 40 5 40 5 
1- Dimension concrete wall (m) LN - 3 0.03 2 0.02 
2- Dimension concrete wall (m) LN 0.3 0.003 0.3 0.003 0.4 0.004 
- Dimension concrete wall (m) LN 3 0.03 - - 2 0.02 
4= Dimension concrete wall (m) LN 1.95 0.0195 1.7 0.017 3.08 0.0308 
5- Dimension concrete wall (m) LN 0.3 0.003 0.3 0.003 0.4 0.004 
6- Dimension concrete wall (m) LN 0.6 0.006 0.7 0.007 2.4 0.024 
- Dimension concrete wall (m) LN 0.5 0.005 0.3 0.003 0.4 0.004 
18 - Dimension concrete wall (m) LN 0.5 0.005 0.3 0.003 
19 - Dimension concrete wall (m) LN 0.6 0.006 0.7 0.007 - - 
1- Riverward toe level (mOD) LN -1 0.2 4.18 0.2 -1 0.2 
3- Landward toe level (mOD) LN 0 0.2 0 0.2 0 0.2 
c- Length of concrete wall unit (m) LN 5 0.2 5 0.2 5 0.2 
- Ground water level in floodplain (mOD) LN 4.2 0.2 4.4 0.2 2.8 0.2 
1- Ground level floodplain side LN 5.4 0.2 5.39 0.2 4.1 0.2 
_- Top of horizontal concrete slab floodplain side LN 5.15 0.2 5.18 0.2 3.9 0.2 
(mOD) 
3- Ground level riverward side (mOD) LN 5.2 0.2 5.4 0.2 3.8 0.2 
- Area reinforcement (mmz) LN 2504 25.04 2504 25.04 2504 25.04 
- Yield stress reinforcement steel (N/mmz) LN 435 4.35 435 4.35 435 4.35 
I- Cubic pressure strength concrete (N/mmz) LN 18 0.9 18 0.9 18 0.9 
b- Tensile strength concrete (N/mmz) LN 1.275 0.06375 1.275 0.06375 1.275 0.06375 
Is - Distance top of pressure zone concrete cross LN 0.25 0.0025 0.25 0.0025 0.35 0.0035 
section to heart reinforcement (m) 
m, - Limit strain concrete for breaking (-) LN 3.75 0.0375 3.75 0.0375 3.75 0.0375 
b- Plasticity strain concrete (-) LN 1.75 0.0175 1.75 0.0175 1.75 0.0175 
,- Elasticity modulus (N/mm2) LN 29750 1487.5 29750 1487.5 29750 1487.5 
T- Terzaghl creep coefficient piping (-) LN 6 0.1 6 0.1 6 0.1 
i- Model uncertainty piping toe model LN 1 0.1 1 0.1 1 0.1 
_/1 - 
Transition between top layer and 2nd strata N 5.5 0.2 3.56 0.2 3.71 0.2 
_l2 = 
Transition between 2nd strata and 31° strata N 2.01 0.2 -4.81 0.2 1.81 0.2 
_13 N 1.25 0.2 0.2 -2.19 0.2 
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_14 
N 0.49 0.2 - 0.2 -4.49 0.2 
_15 . 
N -0.27 0.2 - 0.2 -16.29 0.2 
_16 - 
N -7.43 0.2 - 0.2 0.2 
17 - N -7.89 0.2 - 0.2 - 0.2 
_18 
N -8.8 0.2 - 0.2 - 0.2 
_19 - 
N -10.17 0.2 - 0.2 - 0.2 
110 - N -12.15 0.2 - 0.2 - 0.2 
)Sl - saturated volumetric weight of the top strata N 15 0.75 15 0.75 19.1 0.95 
2- saturated volumetric weight of the 2n° strata N 20.8 1.0 15 0.75 19.1 0.95 
)s3 - N 20.8 1.0 20.8 1.0 15 0.75 
; s4 N 15 0.75 - - 15 0.75 
ß65 . N 11 0.55 - - 20.81 1.04 
766 - N 15 0.75 - - - - 
7- N 11 0.55 - - - - 
8 N 15 0.75 - - - - 
s9 N 20.81 1.04 - - - - 
10 - N 20.81 1.04 - - - - 
1- dry volumetric weight of the top strata N 9 0.45 9 0.45 15.22 0.76 
1- dry volumetric weight of the 2nd strata N 18.7 0.9 9.0 0.5 15.2 0.8 
j3 N 18.7 0.9 18.7 0.9 9.0 0.5 
4 N 9 0.45 - - 9 0.45 
d5 N 3 0.15 - - 18.65 0.93 
2d6 N 9 0.45 - - - - 
d7 N 3 0.1S - - - - 
8 N 9 0.45 - - - - 
)r19 N 18.65 0.93 - - - - 
7d10 - N 18.65 0.93 - - - - 
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C. 3 Definition of the random variables of anchored sheet 
pile wall section 53 
Stat. dist. 
Section 53 
function Mean value Stdv 
h- Water level (mOD) ]oinSea - - 
hc - Crest level (mOD) N 6.98 0.1 
26 - Volumetric weight of the water (kN/m') N 10 0.1 
K. - Active horizontal grain stress coeff. (-) LN 0.33 3.3E-02 
Ko - Passive horizontal grain stress coeff. (-) LN 3 0.3 
d, - Depth anchor head underneath ground level (m) N 18.7 0.2 
ez - Angle anchor with horizontal (°) N 30 1.5 
MR - Model uncertainty strength model (-) LN 1 0.5 
m5 - Model uncertainty loading model (-) LN 1 0.5 
q- Superimposed loading behind sheet pile wall N 50 2.5 
(kN/m2) 
1> > Level of the sheet pile toe (mOD) N -7.5 0.2 
L2 - River bed level (mOD) N -0.07 0.2 
L3 - Connection anchor with sheet pile (mOD) N 4 0.2 
g,. - Ground water level (mOD) N 3.91 0.2 
A, - Area sheet pile cross section (mm2) N 24200 242 
h, " Height anchor head (m) N 0.5 0.2 
b, - Width anchor head (m) N 0.5 0.2 
h3 - Ground level behind the sheet pile wall (mOD) N 1.51 0.2 
A. - Area of the anchor cross section (mm2) N 1450 14.5 
X. - Distance between centres of the anchors (m) N 1.5 0.015 
r, - Yield stress steel (N/mm2) N 410 4.1 
z" Section modulus (mm'/m) LN 387370000 3873700 
Il - Transition between top level and 2n° strata (mOD) N 4.95 0.2 
L I= - Transition between 2nd and 3rd strata (mOD) N -0.97 0.2 
1_l3 - Transition between 3r° and 41° strata (mOD) N -2.97 0.2 
/_l4 - Transition between 0 and 5"' strata (mOD) N -6.17 0.2 
(Is - Transition between 51° and 61" strata (mOD) N -8.97 0.2 
Kl - Saturated volumetric weight of top strata (kN/m') N 19.08 0.954 
Y. 2 - Saturated volumetric weight of 2n4 strata (kN/m') N 19.08 0.954 
Y. 3 - Saturated volumetric weight of 3t° strata (kN/m') N 15 0.75 
7A - Saturated volumetric weight of 41' strata (kN/m') N 20.81 1.0405 
M- Saturated volumetric weight of 51° strata (kN/m3) N 20.81 1.0405 
l, l - Dry volumetric weight of top strata (kN/m') N 15.22 0.761 
7az - Dry volumetric weight of 2"d strata (kN/m') N 15.22 0.761 
ya3 - Dry volumetric weight of 3rd strata (kN/m') N 9 0.45 
7d4 - Dry volumetric weight of 41° strata (kN/m') N 18.65 0.9325 
rds - Dry volumetric weight of 5"' strata (kN/m') N 18.65 0.932S 
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Variable Description Unit 
Correlation 
distance d,, 
(m) (equation 
2.29) 
Auto- 
correlation 
p  (equation 
2.29) 
h water level mOD 0 1 
HS significant wave height m 0 1 
TP peak wave period s 0 1 
h, crest level mOD 300 0 
c, crest width m 300 0 
tan. tan outside slope - 150 0 
tan, tan Inside slope - 150 0 
cq erosion strength grass m"s 0 0 
CRK erosion strength core m"s 0 0 
d,, depth grass roots m 150 0 
Pr pulsating percentage - 0 0 
R, roughness inside slope - 300 0.5 
is storm duration h 0 1 
mQe model uncertainty erosion model - 1500 0.4 
ro roughness outside slope - 300 0.5 
ß obliqueness waves ° 0 0 
A coefficient Owen's model - 0 0 
B Idem - 0 0 
num type of overtopping model - 0 0 
mq, model uncertainty owen's model - Section length 0.7 
D thickness Impermeable layers m 300 0 
3c, et saturated density of the soil kN/m3 300 0 
7W density of the water kN/m3 300 0 
9W ground water level in floodplain mOD Section length 1 
m model uncertainty uplifting - 0 0 
L seepage length m 3000 0 
r/ constant of White - 0 0 
d7o d70 of sand In conductive layer m 180 0 
k, permeability of conductive sand m/s 180 0 
mp model uncertainty piping - 0 0 
0 angle piping model ° 750 0 
b3 thickness sand layer m 0 0 
f4 density sand kg/m3 0 0 
/ /1 - U/14 layer levels mOD 300 0 
phl, _phlls 
effective angle of Internal friction for the 
layers o 50 0 
cl-cis effective cohesion of the layers kPa 50 0 
ril-7ils saturated density of the layers kN/m3 300 0 
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7d1-7d15 dry density of the layers kN/m3 300 0 
K. coefficient horizontal grain stress; active - 300 0 
Kp coefficient horizontal grain stress; passive - 300 0 
da depth anchors m Section length 0 
angle angle of inclination anchors ° Section length 0 
fy yield stress sheet pile profile N/m2 Section length 0 
nc anch average number of anchors per stretching meter - 
N/A N/A 
rad radius of anchors m Section length 0 
moment Section modulus m3/m Section length 0 
yc volumetric weight concrete kN/m3 Section length 0 
q superimposed 
force behind gravity based 
wall 
kN/m2 0 0 
ö friction angle ° 0 0 
d1-d9 dimension concrete wall m Section length 0 
LI-L4 level concrete wall / sheet pile wall mOD Section length 0 
L. Distance between two joints of concrete 
structure m 
Section length 0 
g, 2 ground water level in retaining structure mOD 0 1 
As Area of reinforcement in concrete mm2 Section length 0 
f, yield stress of reinforcement bars N/m2 Section length 0 
Fb pressure strength of concrete N/mm2 Section length 0 
fb tensile strength of concrete N/mm2 Section length 0 
ds distance of reinforcement from outer 
concrete fibre _m 
Section length 0 
fa Limit strain related to breaking Concrete - Section length 0 
A Plasticity strain concrete - Section length 0 
Ec Elasticity modulus N/mm2 Section length 0 
Ash Area sheet pile profile mm2 Section length 0 
h, height anchor m N/A 0 
b, width anchor m N/A 0 
h1 elevation riverside in front of concrete wall mOD 300 0 
h2 level of top of foundational concrete slab mOD Section length 0 
h3 elevation ground behind concrete wall landward mOD 300 0 
Aa Anchor area mm2 N/A 0 
hoh a distance between two anchors m N/A 0 
Lredl- 
tredb 
corrosion rates sheet pile - atmosferic, 
splash, tidal, intertidal, continuously 
Immersed, mud embedded zones 
mm/year 20 0 
zone, - 
zone' 
zone levels -atmosferic, splash, tidal, 
intertidal, continuously immersed, mud 
embedded 
mOD 300 0 
tsheet thickness steel sheet pile wall mm Section length 0 
Cc, -Cc15 compression index - 50 0 
e01-e0,5 void ratio - 50 0 
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Ca1-Ca15 secondary compression Index - 50 0 
cV1 - c15 vertical consolidation coefficient m2/s 50 0 
Sit overall constant model uncertainty - Section length 0 associated with settlement model 
S12 wave renewal seasonality 
both overall and 
_ Section length 0 associated with freatic surface 
$21 constant value for freatic surface - Section length 0 
53 wave renewal seasonality 
in crest level 
- Section length 0 damage due to trafficking 
hp.  freatic surface In the embankment mOD 150 0 
dor weight of the permanent loading on the kN/m2 300 0 
embankment 
c&Dn coefficient 
Involved with the compaction of 
_ Section length 0 the surface due to traffickin 
Nttraff number of trafficking events In time 0 0 interval of consideration 
cpn coefficient 
for deterioration water 
_ 300 0 conductive layer 
hdraln height of the drainpipe mOD 0 0 
Ntsm,,,, s counting process of the arrival of storms - 0 0 
M constant model uncertainty on 
the sheet 20 0 el pile corrosion rates 
m seasonality model uncertainty on 
the sheet 
_ 20 0 et pile corrosion rates 
m model uncertainty capturing 
the smaller 0 0 °' environmental fluctuations 
Wao original radius of anchor m 0 0 
rate general corrosion rate of the anchor mm/year 150 0 
mw1 constant model uncertainty general _ 150 0 corrosion anchor 
m wave renewal model uncertainty general - 150 0 iv2 corrosion anchor 
m, 3 Brownian motion for general corrosion rate - 0 0 
ratew corrosion rate at turnbuckles mm/year 150 0 
m constant model uncertainty corrosion rate 150 0 t61 at turnbuckles 
m 
Brownian motion for corrosion rate at 
- 0 0 tb2 turnbuckles 
MP model uncertainty pit corrosion - 150 0 
rP1 brownian motion pit corrosion - 0 0 
raten pitting corrosion rate mm/year 150 0 
Aao original anchor area mm2" 0 0 
Ntpit number of corrosion pit arrivals - 0 0 
dtoe, accretion change In toe in front of the m 20 0 sheet pile wall 
dtoe change In toe due to wave climate m 20 0 
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E. 1 Time-dependent reliability and stochastic processes 
The distribution function of the lifetime L of the flood defence structure, FL(T), is of 
relevance for flood defence management decision-making. The lifetime distribution 
FL(T) corresponds with the probability of failure during a specified time period of 
interest [0, T]. The planning of monitoring, repair or improvement activities is 
triggered by reaching a particular probability of failure threshold in such a period of 
interest. The section below is an overview of time-dependent reliability analysis as 
described by equations (2.14) to (2.23) in chapter 2 and stochastic processes in 
section 5.1 (in specific figure 5.1). 
Let failure be defined by Z(X(t), t): 5 0, where X(t) is a vector of processes: X1(t),..., 
X(t). The lifetime probability distribution FL(T) is therefore: 
FL (T) = P(L ST) =1- P[Z(X(t), t) > 0] Vte 
[0, T] (E. 1) 
A variety of time-dependent processes, mainly directed at modelling loading 
conditions, have been discussed in the literature. Melchers (1999). Here, following 
Vrouwenvelder (2005) we consider three levels of representation of time-dependent 
processes (figure 5.1): 
1. Stochastic process: the time-dependent variable of interest X1(t) is modelled by a 
stochastic process. 
2. Hierarchical process: consisting of random variables and has one or more 
stochastic processes embedded in it, so for example X; (t) = f(D1, .:, D; (t), .., D), 
where Xi(t) is a function of random variables Dl to D,,, among which Di(t) is a 
stochastic process. 
3. Parametric process: Xi(t) = f(D1, .., D,,, t) so X(t) is a deterministic function of 
random variables D1,..., D and time t. 
Strictly according to the definition of a stochastic process, e. g. Ross (2003), all three 
processes mentioned above are stochastic processes. The definitions are however 
relevant to distinguish between different types of time series representations. The 
distinction In practice between the parametric and stochastic process (including the 
hierarchical process) is illustrated in Figure E. 1, which shows realisations from a 
typical parametric process (centre panel) and a typical stochastic or hierarchical 
process (right hand panel). 
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Figure E. 1 Examples of corrosion depth time series samples for a deterministic model (left), a parametric 
process (middle) and a stochastic process (right) 
Equation (E. 1) can generally not be solved analytically, Engelund et al. (1995). FL(T) 
in equation (E. 1), or the probability of failure in specified time interval [0, n of interest 
can be approximated with the outcrossing approach. The probability that the lifetime L 
is smaller than a duration T is 
FL(t)=P(Lst) (E. 2) 
The outcrossing approach then approximates the lifetime, probability FL(T) with a 
Poisson distribution based on the assumption of independent outcrossings, Engelund 
et al. (1995): 
FL(T) ¢1- exp{- E[N+(T)] (E. 3) 
in which E[N+(T)] is the mean number of crossings of X(t) into the failure domain 
during [0, T]. In the stationary case E[N+(7)] = v+T , where v+ is the outcrossing 
intensity. In this paper the lifetime period of interest [0, T] is subdivided into N time 
intervals At. The mean number of crossings in a time interval is approximated by 
P{t tj), the time-dependent probability of failure during a period At,. The numerical 
implementation to calculate P, (et, ) is described in the following section. 
Generic aspects of the numerical implementation of time-dependent processes in a 
flood defence reliability model are discussed here. Chapter 7 illustrates the site 
specific implications for the numerical implementation of time-dependent processes. 
The approach is based upon Monte Carlo simulation methods because, as is illustrated 
in chapter 7, many of the time-dependent processes are rather complex and do not 
succumb to algebraic solutions. Section E. 2 describes the numerical implementation of 
stochastic processes. Section E. 3 shows how these processes are incorporated in a 
reliability-based approach. 
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E. 2. Numerical implementation of stochastic processes 
Generic aspects about the numerical implementation of parametric, stochastic and 
hierarchical processes are discussed in this section. 
Parametric processes 
As defined in section E. 1, a parametric processes is a function Xi(t) = f(D1, .., D,,, t) of 
random variables that are constant in time and a deterministic time. Therefore only 
the first simulation in the time series, for example for time t =1, requires sampling of 
Dl, .., D. This sampled set of D1, .., D remains equal throughout the rest of the time 
series, since they are constant in time, also illustrated in the middle panel in figure 
E. 1. The variables D1, .., D can be any type of flood defence property such as soil 
properties, revetment weight or geometry. 
Stochastic processes 
If a stochastic process represents one variable Xi(t) as defined in section E. 2, the first 
simulation in the time series, for example for time t=1, requires sampling of the 
increment of Xi(t) between t=0 and t=1. For each subsequent time step the 
increment of Xi(t) is sampled and accumulated. The result of such type of time series 
samples is illustrated in the right panel in figure E. 1. 
Hierarchical processes 
A hierarchical process is defined in section E. 2 as a function XI(t) = f(D1, .., D; (t), .., 
D) in which D1, ..., D, _1i 
Dj+l, ..., D are constant variables in time and Di(t) is a 
stochastic process. The first simulation in the time series sample requires sampling of 
Dl, ..., D, _1, Dj+l, ..., 
D,, and a sample of the increment of D, (t) In the interval t=0 and 
t=1. In subsequent time steps the sample of D1, ..., D, _1, D, +1, ..., D remains equal to 
the first and constant throughout the time series. The increment of Di(t) is sampled 
and accumulated for each subsequent time interval. Based on D1, ..., D1.1, D1+1i """, D 
and the accumulated D, (t) the overall quantity Xi(t) is calculated for each time step. 
The appearance of time series samples is similar to those illustrated for the stochastic 
process in figure E. 1 (right panel). 
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E. 3 Numerical implementation of stochastic processes in 
time-dependent reliability 
The flood defence system is subdivided into a number of flood defence sections. Each 
of these sections is characterised by one cross section, i. e. geometry, revetment, soil 
properties. Each cross section can fail in multiple ways, the failure mechanisms. A limit 
state equation is used to define a failure mechanism. The logical relations between the 
failure mechanisms are organised according to a fault tree. The flood defence 
properties in the limit state equations form a vector of random variables X1,.., X! _l, 
X; (t), X1+1,..., X,. One or more of these variables is a time-dependent process, X, (t), 
according to the definitions in section E. I. Figure E. 2 provides an overview of the 
description of the numerical implementation below. 
The first simulation in the time series, for example for time t=1, requires sampling of 
all random variables X1,.., X, _l, 
X1(t), X, +1,..., X,,. If Xi(t) is a time-dependent 
function 
Xi(t) = f(D1, .., D; (t), .., D), the vector D1, .., D; 
(t), .., D is also sampled. Based on 
the sample of the random variables the limit state equations corresponding with the 
different failure mechanisms are computed and evaluated whether Z(X(t) 5 0). 
According to the logical relations between the failure mechanisms an evaluation is 
made of whether the cross section fails or not. For the subsequent time steps only the 
time-dependent quantities Xi(t) are sampled and accumulated as explained in section 
E. 2, the time independent flood defence properties remain equal to the first sample. 
For the subsequent time steps and the newly sampled values of X, (t) the limit state 
equations are evaluated. After completing the evaluation of the limit state equations 
for one time series all the time-dependent and time independent variables are 
sampled in a second time series simulation. The sample of the time independent 
variables remains equal throughout the time series, while the time-dependent 
quantities Xi(t) are sampled and accumulated as explained in section E. 2. This 
simulation procedure is repeated a large number of times to calculate the overall 
probability of failure of the cross section as a function of time, P, (t), see also figure E. 2 
for an overview: 
Pf (t) _ 
NroP o 
Ntot (E. 4) 
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Sample X1, ..., X. and 
Sample Xl, ..., X and 
sample dl,..., d Repeat sample dl,..., do 
Nroe 
times Sample dt 1-t, ) Randomly sample sea water level and 
wind speed given wind direction 
Calculate 
XXtj+i-t, ih)-t(dl, .., d, (G+j-G), .., dIh) 
Repeat for 
time steps Derive local water level and wave 
1,.., L conditions 
For all limit state equations calculate 
Z=9, (XI, .., X, (t), .., XXIh) -)and check whether Z: 50 Sample d, (t, +i-G) 
Repeat 
Calculate Nror times 
Evaluate fault tree X t, +, -t, lh)=f(d1, .., dr(p+j-t, ), .., dI h) 
Repeat for 
water For all 
limit state equations calculate For all limit state equations calculate 
levels ls 
h=1,.., H wand check whether Z50 Repeat for 
( Ntot50 time steps I_ Pf \ th Ntot Evaluate fault tree 1 ' .. ' L 
Ntot<o 
Ntot 
L 
P(T SL)=Pf(O)+1-exp -I: Pf(t). & 
r=i 
Figure E. 2 Flow chart for the calculation of the probability of failure in a time interval of interest (right) and the 
calculation of time-dependent fragility (left). 
in which Nroxo is the number of simulations for which the evaluation of the limit state 
equations entails failure of the cross section and Nut is the total number of 
simulations. During the simulations the time period [0, T] is discretised into a number 
of time intervals At, for which the time-dependent processes are sampled and the 
probability of failure is calculated. The probability of failure P, (Et, ) is representative for 
the time interval At, and is implemented in equation (E. 4) and (E. 3). 
As mentioned before, a further result of interest is time-dependent fragility, or the 
probability of failure conditional upon different deterministic water levels. The 
procedure is similar to that described above except that the water level Js not 
considered as a random variable. The water level is instead subdivided into a number 
of intervals. The time interval [0, T] is discretised into time intervals At, and for each 
moment in time the probability of failure given a water level h is calculated as P, (tl h) 
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Pf(tlh)=NN0l0 
(E. 5) 
in which NLxo is the number of simulations for which the evaluation of the limit state 
equations entails failure of the cross section given a water level h and N0 is the total 
number of simulations given a water level h. 
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