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We define meet and join matrices on two subsets X and Y of a lattice (P, ) with re-
spect to a complex-valued function f on P by (X ,Y) f = ( f (xi ∧ yi)) and [X ,Y] f =
( f (xi ∨ yi)), respectively. We present expressions for the determinant and the inverse of
(X ,Y) f and [X ,Y] f , and as special cases we obtain several new and known formulas for
the determinant and the inverse of the usual meet and join matrices (S) f and [S] f .
Copyright © 2007 Ercan Altinisik et al. This is an open access article distributed under
the Creative Commons Attribution License, which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.
1. Introduction
Let S = {x1,x2, . . . ,xn} be a set of distinct positive integers, and let f be an arithmetical
function. Let (S) f denote the n× n matrix having f evaluated at the greatest common
divisor (xi,xj) of xi and xj as its i j-entry, that is, (S) f = ( f ((xi,xj))). Analogously, let [S] f
denote the n× n matrix having f evaluated at the least common multiple [xi,xj] of xi
and xj as its i j-entry, that is, [S] f = ( f ([xi,xj])). The matrices (S) f an [S] f are referred
to as the GCD and LCM matrices on S associated with f , respectively. The set S is said to
be factor-closed if it contains every divisor of x for any x ∈ S, and the set S is said to be
GCD-closed if (xi,xj)∈ S whenever xi,xj ∈ S. Every factor-closed set is GCD-closed but
the converse does not hold.
Smith [1] calculated det(S) f when S is factor-closed and det[S] f in a more special case.
Since Smith, a large number of results on GCD and LCM matrices have been presented
in the literature. For general accounts, see, for example, [2–5].
Let (P,) be a lattice in which every principal order ideal is finite. Let S={x1,x2, . . . ,xn}
be a subset of P, and let f be a complex-valued function on P. Then the n× n matrix
(S) f = ( f (xi∧ xj)) is called the meet matrix on S associated with f and the n×n matrix
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[S] f = ( f (xi∨ xj)) is called the joinmatrix on S associated with f . If (P,)= (Z+,|), then
meet and join matrices, respectively, become GCD and LCM matrices. The set S is said
to be lower-closed (resp., upper-closed) if for every x, y ∈ P with x ∈ S and y  x (resp.,
x  y), we have y ∈ S. The set S is said to be meet-closed (resp., join-closed) if for every
x, y ∈ S, we have x∧ y ∈ S (resp., x∨ y ∈ S).
Meet matrices have been studied in many papers (see, e.g., [3, 5–11]). Haukkanen [7]
calculated the determinant of (S) f on arbitrary set S and obtained the inverse of (S) f
on a lower-closed set S. Korkee and Haukkanen [12] obtained the inverse of (S) f on a
meet-closed set S.
Joinmatrices have previously been studied byHong and Sun [13], Korkee andHaukka-
nen [5], and Wang [11]. Korkee and Haukkanen [5] present, among others, formulas
for the determinant and inverse of [S] f on meet-closed, join-closed, lower-closed, and
upper-closed sets S.
Let X = {x1,x2, . . . ,xn} and Y = {y1, y2, . . . , yn} be two subsets of P. We define the meet
matrix on X and Y with respect to f as (X ,Y) f = ( f (xi ∧ yj)). In particular, (S,S) f =
(S) f . Analogously, we define the join matrix on X and Y with respect to f as [X ,Y] f =
( f (xi∨ yj)). In particular, [S,S] f = [S] f .
In this paper we present expressions for the determinant and the inverse of (X ,Y) f on
arbitrary sets X and Y . If X = Y = S, then we obtain the determinant formula for (S) f
given in [7] and a formula for the inverse of (S) f on arbitrary set S. If S is meet-closed or
lower-closed, then the formula for the inverse of (S) f reduces to those given in [7, 12].
We also obtain a new expression for the inverse formulas of (S) f given in [7, 12].
We also present expressions for the determinant and inverse of [X ,Y] f when the func-
tion f is semimultiplicative (for definition, see (6.1)). As special cases, we obtain formu-
las for the determinant and inverse of [S] f on arbitrary set S. These formulas generalize
the determinant and the inverse formulas of [S] f on meet-closed and lower-closed sets S
presented in [5]. As special cases, we also obtain some new and known results on LCM
matrices.
Determinant and inverse formulas for (S) f and [S] f on join-closed and upper-closed
sets S could be obtained applying duality to the results of this paper. We do not include
the details of these results here.
2. Preliminaries
Let (P,) be a lattice in which every principal order ideal is finite, and let f be a complex-
valued function on P. Let X = {x1,x2, . . . ,xn} and Y = {y1, y2, . . . , yn} be two subsets of P.
Let the elements of X and Y be arranged so that xi  xj ⇒ i≤ j and yi  yj ⇒ i≤ j. Let
D = {d1,d2, . . . ,dm} be any subset of P containing the elements xi∧ yj , i, j = 1,2, . . . ,n. Let
the elements of D be arranged so that di  dj ⇒ i≤ j. We define the function ΨD, f on D
inductively as
ΨD, f
(
dk
)= f (dk
)−
∑
dv≺dk
ΨD, f
(
dv
)
(2.1)
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or
f
(
dk
)=
∑
dvdk
ΨD, f
(
dv
)
. (2.2)
Then
ΨD, f
(
dk
)=
∑
dvdk
f
(
dv
)
μD
(
dv,dk
)
, (2.3)
where μD is the Mo¨bius function of the poset (D,), see [14, Section IV.1]. If D is meet-
closed, then
ΨD, f
(
dk
)=
∑
zdk
z 	dt
t<k
∑
wz
f (w)μ(w,z), (2.4)
where μ is the Mo¨bius function of P, and if D is lower-closed, then
ΨD, f
(
dk
)=
∑
dvdk
f
(
dv
)
μ
(
dv,dk
)
, (2.5)
where μ is the Mo¨bius function of P. For proofs of (2.4) and (2.5), see [7]. If (P,) =
(Z+,|) and D is factor-closed, then μD(dv,dk)= μ(dk/dv) (see [15, Chapter 7]), where μ is
the number-theoretic Mo¨bius function, and (2.3) becomes
ΨD, f
(
dk
)=
∑
dv|dk
f
(
dv
)
μ
(
dk
dv
)
= ( f ∗μ)(dk
)
, (2.6)
where ∗ is the Dirichlet convolution of arithmetical functions.
Let E(X)= (ei j(X)) and E(Y)= (ei j(Y)) denote the n×m matrices defined by
ei j(X)=
⎧
⎨
⎩
1 if dj  xi,
0 otherwise,
ei j(Y)=
⎧
⎨
⎩
1 if dj  yi,
0 otherwise,
(2.7)
respectively. Note that E(X) and E(Y) depend on D but for the sake of brevity, D is omit-
ted from the notation. We also denote
ΛD, f = diag
(
ΨD, f
(
d1
)
,ΨD, f
(
d2
)
, . . . ,ΨD, f
(
dm
))
. (2.8)
3. A structure theorem
In this section, we give a factorization of the matrix (X ,Y) f = ( f (xi ∧ yj)). As special
cases, we obtain the factorizations of (S) f given in [7, 9, 12]. A large number of similar
factorizations are presented in the literature. The idea of this kind of factorization may be
considered to originate from Po´lya and Szego¨ [16].
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Theorem 3.1. One has
(X ,Y) f = E(X)ΛD, f E(Y)T . (3.1)
Proof. By (2.2), the i j-entry of (X ,Y) f is
f
(
xi∧ yj
)=
∑
dvxi∧yj
ΨD, f
(
dv
)
. (3.2)
Now, applying (2.7) and (2.8) to (3.2), we obtain Theorem 3.1. 
Remark 3.2. The sets X and Y could be allowed to have distinct cardinalities in Theorems
3.1 and 6.1. However, in other results we must assume that these cardinalities coincide.
4. Determinant formulas
In this section, we derive formulas for determinants of meet matrices. In Theorem 4.1,
we present an expression for det(X ,Y) f on arbitrary sets X and Y . Taking X = Y = S =
{x1,x2, . . . ,xn} in Theorem 4.1, we could obtain a formula for the determinant of usual
meet matrices (S) f on arbitrary set S (see [7, Theorem 3]), and further taking (P,) =
(Z+,|) we could obtain a formula for the determinant of GCD matrices on arbitrary set
S (see [17, Theorem 2]). In Theorems 4.2 and 4.4, respectively, we calculate det(S) f on
meet-closed and lower-closed sets S. These formulas are also given in [7].
Theorem 4.1. (i) If n >m, then det(X ,Y) f = 0.
(ii) If n≤m, then
det(X ,Y) f =
∑
1≤k1<k2<···<kn≤m
detE(X)(k1,k2,...,kn) detE(Y)(k1,k2,...,kn)
×ΨD, f
(
dk1
)
ΨD, f
(
dk2
)···ΨD, f
(
dkn
)
.
(4.1)
Proof. By Theorem 3.1,
det(X ,Y) f = det
(
E(X)ΛD, f E(Y)T
)
. (4.2)
Thus by the Cauchy-Binet formula, we obtain Theorem 4.1. 
Theorem 4.2. If S is meet-closed, then
det(S) f =
n∏
v=1
ΨS, f
(
xv
)=
n∏
v=1
∑
zxv
z 	xt
t<v
∑
wz
f (w)μ(w,z). (4.3)
Proof. We take X = Y = S in Theorem 4.1. Since S is meet-closed, we may further take
D = S. Then m= n and detE(S)(k1,k2,...,kn) = detE(S)(1,2,...,n) = 1, and so we obtain the first
equality in (4.3). The second equality follows from (2.4). 
Remark 4.3. Theorem 4.2 can also be proved by taking X = Y = S and D = S in Theorem
3.1.
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Theorem 4.4. If S is lower-closed, then
det(S) f =
n∏
v=1
ΨS, f
(
xv
)=
n∏
v=1
∑
xuxv
f
(
xu
)
μ
(
xu,xv
)
. (4.4)
Proof. The first equality in (4.4) follows from (4.3). The second equality follows from
(2.5). 
Corollary 4.5 [18, Theorem 2]. Let S be a GCD-closed set of distinct positive integers,
and let f be an arithmetical function. Then
det(S) f =
n∏
v=1
∑
z|xv
zxt
t<v
( f ∗μ)(z). (4.5)
Corollary 4.6 [1]. Let S be a factor-closed set of distinct positive integers, and let f be an
arithmetical function. Then
det(S) f =
n∏
v=1
( f ∗μ)(xv
)
. (4.6)
5. Inverse formulas
In this section, we derive formulas for inverses of meet matrices. In Theorem 5.1, we
present an expression for the inverse of (X ,Y) f on arbitrary setsX andY , and in Theorem
5.2 we present an expression for the inverse of (S) f on arbitrary set S. Taking (P,) =
(Z+,|), we could obtain a formula for the inverse of GCD matrices on arbitrary set S.
Formulas for the inverse of meet or GCD matrices on arbitrary set have not previously
been presented in the literature. In Theorems 5.3 and 5.5, respectively, we calculate the
inverse of (S) f on meet-closed and lower-closed sets S. Similar formulas are given in [12,
Theorem 7.1] and [7, Theorem 6].
Theorem 5.1. Let Xi = X \ {xi} and Yi = Y \ {yi} for i= 1,2, . . . ,n. If (X ,Y) f is invertible,
then the inverse of (X ,Y) f is the n×nmatrix B = (bi j), where
bi j = (−1)
i+ j
det(X ,Y) f
∑
1≤k1<k2<···<kn−1≤m
detE
(
Xj
)
(k1,k2,...,kn−1) detE
(
Yi
)
(k1,k2,...,kn−1)
×ΨD, f
(
dk1
)
ΨD, f
(
dk2
)···ΨD, f
(
dkn−1
)
.
(5.1)
Proof. It is well known that
bi j =
αji
det(X ,Y) f
, (5.2)
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where αji is the cofactor of the ji-entry of (X ,Y) f . It is easy to see that αji=(−1)i+ j det(Xj ,
Yi) f . By Theorem 4.1, we see that
det
(
Xj ,Yi
)
f =
∑
1≤k1<k2<···<kn−1≤m
detE
(
Xj
)
(k1,k2,...,kn−1) detE
(
Yi
)
(k1,k2,...,kn−1)
×ΨD, f
(
dk1
)
ΨD, f
(
dk2
)···ΨD, f
(
dkn−1
)
.
(5.3)
Combining the above equations, we obtain Theorem 5.1. 
Theorem 5.2. Let Si = S \ {xi} for i= 1,2, . . . ,n. If (S) f is invertible, then the inverse of (S) f
is the n×nmatrix B = (bi j), where
bi j = (−1)
i+ j
det(S) f
∑
1≤k1<k2<···<kn−1≤m
detE
(
Sj
)
(k1,k2,...,kn−1) detE
(
Si
)
(k1,k2,...,kn−1)
×ΨD, f
(
dk1
)
ΨD, f
(
dk2
)···ΨD, f
(
dkn−1
)
.
(5.4)
Proof. Taking X = Y = S in Theorem 5.1, we obtain Theorem 5.2. 
Theorem 5.3. Suppose that S is meet-closed. If (S) f is invertible, then the inverse of (S) f is
the n×nmatrix B = (bi j), where
bi j =
n∑
k=1
(−1)i+ j
ΨS, f
(
xk
) detE
(
Ski
)
detE
(
Skj
)
, (5.5)
where E(Ski ) is the (n− 1)× (n− 1) submatrix of E(S) obtained by deleting the ith row and
the kth column of E(S), or
bi j =
∑
xi∨xjxk
μS
(
xi,xk
)
μS
(
xj ,xk
)
ΨS, f
(
xk
) , (5.6)
where μS is the Mo¨bius function of the poset (S,).
Proof. Since S is meet-closed, we may take D = S. Then E(S) is a square matrix with
detE(S) = 1. Further, E(S)T is the matrix associated with the zeta function of the finite
poset (S,). Thus the inverse of E(S)T is the matrix associated with the Mo¨bius function
of (S,), that is, if U = (ui j) is the inverse of E(S)T , then ui j = μS(xi,xj), see [14, Section
IV.1]. On the other hand, ui j = βi j /detE(S)T = βi j , where βi j is the cofactor of the i j-entry
of E(S). Here βi j = (−1)i+ j detE(Sji ). Thus
(−1)i+ j detE(Sji
)= μS
(
xi,xj
)
. (5.7)
Now we apply Theorem 5.2 with D = S. Then m= n, and using formulas(4.3) and (5.7),
we obtain Theorem 5.3. 
Remark 5.4. Equation (5.6) is given in [7, Theorem 6] and can also be proved by taking
X = Y = S and D = S in Theorem 3.1 and then applying the formula (S)−1f =
(E(S)T)−1Λ−1S, f E(S)
−1.
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Theorem 5.5. Suppose that S is lower-closed. If (S) f is invertible, then the inverse of (S) f is
the n×nmatrix B = (bi j), where
bi j =
∑
xi∨xjxk
μ
(
xi,xk
)
μ
(
xj ,xk
)
ΨS, f
(
xk
) . (5.8)
Here μ is the Mo¨bius function of (P,).
Proof. Since S is lower-closed, we have μS = μ on S, (apply [14, Proposition 4.6]). Thus,
Theorem 5.5 follows from Theorem 5.3. 
Corollary 5.6 [18, Corollary 1]. Let S be a factor-closed set of distinct positive integers,
and let f be an arithmetical function. If (S) f is invertible, then the inverse of (S) f is the n×n
matrix B = (bi j), where
bi j =
∑
[xi,xj ]|xk
μ
(
xk/xi
)
μ
(
xk/xj
)
( f ∗μ)(xk
) . (5.9)
Here μ is the number-theoretic Mo¨bius function.
6. Formulas for join matrices
Let f be a complex-valued function on P. We say that f is a semimultiplicative function
if
f (x) f (y)= f (x∧ y) f (x∨ y) (6.1)
for all x, y ∈ P (see [5]).
The notion of a semimultiplicative function arises from the theory of arithmetical
functions. Namely, an arithmetical function f is said to be semimultiplicative if f (r) f (s)=
f ((r,s)) f ([r,s]) for all r,s∈ Z+. For semimultiplicative arithmetical functions, reference
is made to the book by Sivaramakrishnan [19], see also [2]. Note that a semimultiplicative
arithmetical function f with f (1) 	= 0 is referred to as a quasimultiplicative arithmetical
function. Quasimultiplicative arithmetical functions with f (1) = 1 are the usual multi-
plicative arithmetical functions.
In this section, we show that join matrices [X ,Y] f with respect to semimultiplica-
tive functions f possess properties similar to those given for meet matrices (X ,Y) f with
respect to arbitrary functions f in Sections 3, 4, and 5. Throughout this section, f is a
semimultiplicative function on P such that f (x) 	= 0 for all x ∈ P.
Theorem 6.1. One has
[X ,Y] f = ΔX , f (X ,Y)1/ fΔY , f (6.2)
or
[X ,Y] f = ΔX , f E(X)ΛD,1/ f E(Y)TΔY , f , (6.3)
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where
ΔX , f = diag
(
f
(
x1
)
, f
(
x2
)
, . . . , f
(
xn
))
. (6.4)
Proof. By (6.1), the i j-entry of [X ,Y] f is
f
(
xi∨ yj
)= f (xi
) 1
f
(
xi∧ yj
) f
(
yj
)
. (6.5)
We thus obtain (6.2), and applying Theorem 3.1 we obtain (6.3). 
From (6.2), we obtain
det[X ,Y] f =
( n∏
v=1
f
(
xv
)
f
(
yv
)
)
det(X ,Y)1/ f ,
[X ,Y]−1f = Δ−1Y , f (X ,Y)−11/ fΔ−1X , f .
(6.6)
Now, using (6.6) and the formulas of Sections 4 and 5, we obtain formulas for join ma-
trices.
We first present formulas for the determinant of join matrices. In Theorem 6.2, we
give an expression for det[X ,Y] f on arbitrary sets X and Y . Formulas for the determi-
nant of join or LCM matrices on arbitrary sets have not previously been presented in the
literature. In Theorems 6.3 and 6.4, respectively, we calculate det[S] f on meet-closed and
lower-closed sets S. Similar formulas are given in [5, Section 5.3].
Theorem 6.2. (i) If n >m, then det[X ,Y] f = 0.
(ii) If n≤m, then
det[X ,Y] f =
( n∏
v=1
f
(
xv
)
f
(
yv
)
)(
∑
1≤k1<k2<···<kn≤m
detE(X)(k1,k2,...,kn) detE(Y)(k1,k2,...,kn)
×ΨD,1/ f
(
dk1
)
ΨD,1/ f
(
dk2
)···ΨD,1/ f
(
dkn
)
)
.
(6.7)
Theorem 6.3. if S is meet-closed, then
det[S] f =
n∏
v=1
f
(
xv
)2
ψs,1/ f
(
xv
)=
n∏
v=1
f
(
xv
)2 ∑
zxv
z 	xt
t<v
∑
wz
μ(w,z)
f (w)
. (6.8)
Theorem 6.4. If S is lower-closed, then
det[S] f =
n∏
v=1
f
(
xv
)2
ΨS,1/ f
(
xv
)=
n∏
v=1
f
(
xv
)2 ∑
xuxv
μ
(
xu,xv
)
f
(
xu
) . (6.9)
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Corollary 6.5 [2, Theorem 3.2]. Let S be a GCD-closed set of distinct positive integers,
and let f be a quasimultiplicative arithmetical function such that f (r) 	= 0 for all r ∈ Z+.
Then
det[S] f =
n∏
v=1
f
(
xv
)2∑
z|xv
zxt
t<v
(
1
f
∗μ
)
(z). (6.10)
Corollary 6.6 [20, Theorem 2]. Let S be a factor-closed set of distinct positive integers,
and let f be a quasimultiplicative arithmetical function such that f (r) 	= 0 for all r ∈ Z+.
Then
det[S] f =
n∏
v=1
f
(
xv
)2
(
1
f
∗μ
)(
xv
)
. (6.11)
We next derive formulas for inverses of join matrices. In Theorem 6.7, we give an ex-
pression for the inverse of [X ,Y] f on arbitrary sets X and Y , and in Theorem 6.8 we give
an expression for the inverse of [S] f on arbitrary set S. Taking (P,) = (Z+,|) we could
obtain a formula for the inverse of LCM matrices on arbitrary set S. Formulas for the
inverse of join or LCM matrices on arbitrary set have not previously been presented in
the literature. In Theorems 6.9 and 6.10, respectively, we calculate the inverse of [S] f on
meet-closed and lower-closed sets S. Similar formulas are given in [5, Section 5.3].
Theorem 6.7. Let Xi = X \ {xi} and Yi = Y \ {yi} for i= 1,2, . . . ,n. If [X ,Y] f is invertible,
then the inverse of [X ,Y] f is the n×nmatrix B = (bi j), where
bi j = (−1)
i+ j
f
(
xj
)
f
(
yi
)
det[X ,Y] f
( n∏
v=1
f
(
xv
)
f
(
yv
)
)
×
(
∑
1≤k1<k2<···<kn−1≤m
detE
(
Xj
)
(k1,k2,...,kn−1) detE
(
Yi
)
(k1,k2,...,kn−1)
×ΨD,1/ f
(
dk1
)
ΨD,1/ f
(
dk2
)···ΨD,1/ f
(
dkn−1
)
)
.
(6.12)
Theorem 6.8. Let Si = S \ {xi} for i= 1,2, . . . ,n. If [S] f is invertible, then the inverse of [S] f
is the n×nmatrix B = (bi j), where
bi j = (−1)
i+ j
f
(
xi
)
f
(
xj
)
det[S] f
( n∏
v=1
f
(
xv
)2
)
×
(
∑
1≤k1<k2<···<kn−1≤m
detE
(
Si
)
(k1,k2,...,kn−1) detE
(
Sj
)
(k1,k2,...,kn−1)
×ΨD,1/ f
(
dk1
)
ΨD,1/ f
(
dk2
)···ΨD,1/ f
(
dkn−1
)
)
.
(6.13)
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Theorem 6.9. Suppose that S is meet-closed. If [S] f is invertible, then the inverse of [S] f is
the n×nmatrix B = (bi j), where
bi j = 1
f
(
xi
)
f
(
xj
)
∑
xi∨xjxk
μS
(
xi,xk
)
μS
(
xj ,xk
)
ΨS,1/ f
(
xk
) . (6.14)
Here μS is the Mo¨bius function of the poset (S,).
Theorem 6.10. Suppose that S is lower-closed. If [S] f is invertible, then the inverse of [S] f
is the n×nmatrix B = (bi j), where
bi j = 1
f
(
xi
)
f
(
xj
)
∑
xi∨xjxk
μ
(
xi,xk
)
μ
(
xj ,xk
)
ΨS,1/ f
(
xk
) . (6.15)
Here μ is the Mo¨bius function of (P,).
Corollary 6.11 [20, Theorem 2]. Let S be a factor-closed set of distinct positive integers,
and let f be a quasimultiplicative arithmetical function such that f (r) 	= 0 for all r ∈ Z+. If
[S] f is invertible, then the inverse of [S] f is the n×nmatrix B = (bi j), where
bi j = 1
f
(
xi
)
f
(
xj
)
∑
[xi,xj ]|xk
μ
(
xk/xi
)
μ
(
xk/xj
)
(
(1/ f )∗μ)(xk
) . (6.16)
Here μ is the number-theoretic Mo¨bius function.
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