Abstract: This paper proposes a novel adaptive consensus algorithm (ACA) for distributed heat-electricity energy management (HEEM) of an islanded microgrid. In order to simultaneously satisfy the heat-electricity energy balance constraints, ACA is implemented with a switch between unified consensus and independent consensus according to the dynamic energy mismatches. The feasible operation region of a combined heat and power (CHP) unit is decomposed into eight searching sub-regions, thus its electricity and heat energy outputs can simultaneously match the incremental cost consensus requirement and the heat-electricity energy balance constraints. Case studies are thoroughly carried out to verify the performance of ACA for distributed HEEM of an islanded microgrid.
Introduction
Over the past decades, microgrids have attracted extensive attention and study as they provide an efficient and flexible way to integrate various distributed energy resources (DERs), local loads, and energy storage devices [1] . In general, a microgrid is a local energy grid which can be operated in either grid-connected or islanded modes [2] . When a microgrid is islanded, it needs to achieve an energy balance between the energy supply and the demand without the adequate power supply from the main grid [3] .
In order to handle this issue, the economic dispatch (ED) is usually employed to minimize the total operating cost while satisfying various operating constraints (e.g., energy balance constraints) [4] . So far, ED of an islanded microgrid can be implemented with two frameworks, including the centralized and distributed frameworks. Under the first framework, the energy management system (EMS) needs to collect the operating parameters of all the energy suppliers and consumers [5] , then an optimal dispatch scheme can be determined by a centralized optimization method. As a result, it will inevitably result in three critical problems:
• Communication bottleneck [6] due to the great increasing amount of data from the large integration of DERs; • Expensive computation [7] for the growing controllable variables and operating constraints from the large integration of DERs; • Low individual privacy and security [8] .

Tight coupling features among various energies: As the participation of a combined heat and power (CHP) unit, the electricity and heat energy outputs are tightly coupled because of the feasible operation region constraint, which needs to be carefully designed in the distributed ED.
Therefore, this paper proposes a novel adaptive consensus algorithm (ACA) for distributed heat-electricity energy management (HEEM) of an islanded microgrid, which can not only realize the optimal multi-energy dispatch but also consider the tight coupling features between heat and electricity energies.
The remainder of this paper is organized as follows: Section 2 introduces the mathematical model of distributed HEEM, including the objective function, the operation constraints, and a detailed feature analysis of the incremental cost. Section 3 presents the optimization principle of ACA for distributed HEEM, while the detailed solving process is provided. Case studies on a microgrid with ten energy suppliers and seven energy consumers are given in Section 4, in which four optimization methods are introduced for performance comparison with ACA. Finally, Section 5 concludes the paper.
Mathematical Model of Distributed HEEM
In this study, the distributed HEEM aims to minimize the total operating cost of the entire islanded microgrid while satisfying the heat and electricity energy balance constraints and other operating constraints, as illustrated in Figure 1 . Note that each controllable unit only communicates with the adjacent units during the computation of distributed HEEM, which is the main difference compared with the centralized ED [17] . 
Objective Function
The total operating cost f total is equal to the sum of all the energy suppliers and consumers, which can be written as:
where P Gi and H Gi are the electricity and heat energy outputs of the ith energy supplier, respectively; ∆P Di is electricity energy curtailment of the ith energy consumer which participates in demand response (DR); Ω G and Ω D are the sets of the energy suppliers and consumers, respectively; and f i denotes the operating cost of the ith energy supplier or consumer, which can be calculated as follows [18] :
for WT or PV unit
where α i , β i , γ i , δ i , θ i , and ξ i are the operating cost coefficients of the ith energy supplier; a i and b i are the operating cost coefficients of the ith energy consumer; WT and PV represent the the wind turbine and photovoltaic unit, respectively; and P Di 0 is the current initial electricity energy demand of the ith energy consumer.
Constraints

Energy Balance Constraints
The total energy outputs of all the energy supplier needs to match the total energy demands of all the energy consumers, is as follows:
where H Di is the heat energy demand of the ith energy consumer; ∆E and ∆H are the electricity energy mismatch and heat energy mismatch, respectively, which will be combined into ACA in the latter section.
Lower and Upper Capability Limits
The energy outputs of each energy supplier, and the electricity energy curtailment of each energy consumer should be limited within their lower and upper bounds, as [18, 19] :
where P Di min and P Di max are the minimum and maximum electricity energy outputs of the ith energy supplier, respectively; H Di min and H Di max are the minimum and maximum heat energy outputs of the ith energy supplier, respectively; and η i is the maximum allowable electricity energy curtailment factor of the ith energy consumer. Note that both the WT and PV units are operated at their maximum power points under the current weather conditions [18] , thus they do not require a consensus interaction with other controllable devices. Besides, it can be found from Equation (6) that both the lower and upper limits of the electrical energy output of CHP units are determined by different heat energy outputs and vice versa, which indicates that the energy outputs of CHP units should be enclosed by the boundary curve ABCD (i.e., the feasible operating region) [19] , as shown in Figure 2 .
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Design of ACA for Distributed HEEM
Graph Theory of Interaction Network
The interaction network among different agents can be typically built with a directed graph G = (V, E, A), where V = {v1, v2, …, vn} is the set of nodes (agents); E ⊆ V × V denotes the edges (interactions); and A = [aij] ∈ R n × n is a weighted adjacency matrix [21] . Based on these basic elements, the Laplacian matrix L = [lij] ∈ R n × n and row stochastic matrix D = [dij] ∈ R n × n of the graph G can be determined as follows:
where k is the discrete time index. In this paper, the weighted adjacency matrix is set to be a simple (0, 1)-matrix, thereby aij = 1 if the ith agent and the jth agent communicate with each other, otherwise aij = 0.
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Design of ACA for Distributed HEEM
Graph Theory of Interaction Network
The interaction network among different agents can be typically built with a directed graph G = (V, E, A), where V = {v 1 , v 2 , . . . , v n } is the set of nodes (agents); E ⊆ V × V denotes the edges (interactions); and A = [a ij ] ∈ R n × n is a weighted adjacency matrix [21] . Based on these basic elements, the Laplacian matrix L = [l ij ] ∈ R n × n and row stochastic matrix D = [d ij ] ∈ R n × n of the graph G can be determined as follows:
where k is the discrete time index.
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In this paper, the weighted adjacency matrix is set to be a simple (0, 1)-matrix, thereby a ij = 1 if the ith agent and the jth agent communicate with each other, otherwise a ij = 0.
Adaptive Consensus Algorithm
The basic principle of ACA is that each agent aims to reach a consensus on a specific state with the adjacent agents by regulating its own state based on the current states from the adjacent agents. This process can be described by the first-order consensus, as [20] :
where x i is the state of the ith agent, which refers to the incremental cost of each agent for distributed HEEM on the basis of Equation (8) .
In this study, each agent will transmit its own energy output or demand to the microgrid EMS at each iteration, then EMS will update ∆E and ∆H, and send them to each agent. In order to satisfy the energy balance constraints Equations (4) and (5), these two mismatches need to be fully considered in the consensus interaction among the agents, which can be achieved as follows:
• Unified consensus: If the signs of ∆E and ∆H are consistent, i.e., ∆E∆H ≥ 0, then all the agents can update their incremental cost state in a unified interaction network, as
• Independent consensus: If the signs of ∆E and ∆H are inconsistent, i.e., ∆E·∆H < 0, then the electricity agents and heat agents need to be separated to update their incremental cost state in two independent interaction networks, as:
where Ω E and Ω H represent the sets of electricity agents and heat agents, respectively; d ij E is the (i, j) entry of the row stochastic matrix of the interaction network among the electricity agents; d ij H is the (i, j) entry of the row stochastic matrix of the interaction network among the heat agents; and µ denotes the adjustment factor of energy mismatch, µ > 0.
Therefore, each agent will regulate its incremental cost between these two consensus modes according to the sign of (∆E·∆H), as illustrated in Figure 5 . After a series of consensus interactions by Equations (15) and (16), the energy balance constraints Equations (4) and (5) can be satisfied since both the electricity energy mismatch ∆E and heat energy mismatch ∆H will be sufficiently small. It is important that each interaction network should be strongly connected, i.e., any vertex can be realized from any other vertex by a directed path, thereby the consensus convergence can be guaranteed.
according to the sign of (ΔE·ΔH), as illustrated in Figure 5 . After a series of consensus interactions by Equations (15) and (16), the energy balance constraints Equations (4) and (5) can be satisfied since both the electricity energy mismatch ΔE and heat energy mismatch ΔH will be sufficiently small. It is important that each interaction network should be strongly connected, i.e., any vertex can be realized from any other vertex by a directed path, thereby the consensus convergence can be guaranteed. 
Constraints Handling
Owing to the lower and upper capability limits Equations (6) and (7), all the agents may not reach a consensus on the incremental cost. Hence, a virtual incremental cost [17] is designed in ACA, which corresponds to the actual incremental cost of each agent. Note that each agent is responsible 
Owing to the lower and upper capability limits Equations (6) and (7), all the agents may not reach a consensus on the incremental cost. Hence, a virtual incremental cost [17] is designed in ACA, which corresponds to the actual incremental cost of each agent. Note that each agent is responsible for computing its own incremental cost. More specifically, each agent can update its virtual incremental cost via a consensus interaction with adjacent agents by Equations (15) and (16), which is not limited by the constraints Equations (6) and (7). After updating the virtual incremental cost at each iteration, each agent can calculate its controllable variable by fully considering the constraints, while the actual incremental cost can be determined by Equations (9)- (11) . Hence, all the constraints of distributed HEEM can be satisfied, while all the agents can reach a consensus on the incremental cost as much as possible.
1.
Diesel generator: The electrical energy output can be modified as follows:
where P Gi c is the consensus value of the electrical energy output of the ith energy supplier.
2.
Heat-only unit: The heat energy output can be modified as follows:
where H Gi c is the consensus value of the heat energy output of the ith energy supplier.
3.
Energy consumer: The electricity energy curtailment can be modified as follows:
where ∆P Di c is the consensus value of the electrical energy curtailment of the ith energy consumer.
4.
CHP unit: Since the electrical and heat energy outputs are highly coupled, the incremental cost should be controlled to meet the energy balance constraints and the feasible operating region constraint. Hence, the feasible operating region is decomposed into eight searching sub-regions, See Figure 6 , allowing the CHP unit to adjust its energy outputs based on the current energy mismatches and the consensus value of incremental costs, as given in Table 1 . 
, while both the energy mismatches are positive (ΔE > 0, ΔH > 0), then the CHP unit will readjust the energy balances by increasing its incremental costs, thus its electrical and heat energy outputs will remain unchanged. In addition, when the CHP unit needs to adjust its energy outputs, the electrical and heat energy outputs can be updated according to the energy mismatches, as follows:
where μE and μH denote the adjustment factors of electrical and heat energy outputs, respectively. 
, while both the energy mismatches are positive (∆E > 0, ∆H > 0), then the CHP unit will readjust the energy balances by increasing its incremental costs, thus its electrical and heat energy outputs will remain unchanged. In addition, when the CHP unit needs to adjust its energy outputs, the electrical and heat energy outputs can be updated according to the energy mismatches, as follows:
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where µ E and µ H denote the adjustment factors of electrical and heat energy outputs, respectively. If the operating point of the CHP unit is beyond the corresponding sub-region, then the electrical and heat energy outputs should be modified by the closest point (the point with the shortest Euclidean distance to the updated operating point) within the sub-region.
Execution Procedure
To sum up, the detailed execution procedure of ACA for distributed HEEM of an islanded microgrid is given in Algorithm 1, where τ is the energy mismatch tolerance, which is set to be 0.001 in this paper. If ∆E·∆H ≥ 0 then 7:
Update the virtual incremental cost of each agent by unified consensus Equation (15); 8:
Update the virtual incremental cost of each agent by independent consensus Equation (16); 10:
End If 11: Calculate the electricity energy output of each diesel generator by Equations (17) and ( Table 1 and the eight searching sub-regions in Figure 6 ; 15: Calculate the electricity and heat energy mismatches by Equations (4) and (5); 16: Set k: = k + 1; 17: End While Output the optimal energy dispatch strategy of each agent.
Case Studies
Simulation Model
In order to test the multi-energy dispatch, the islanded microgrid [18] with three PV units, two WTs, two diesel generators, one heat-only unit, two CHP units, and seven controllable energy consumers, is used for the simulation. Hence, both the electrical and heat parts are simultaneously considered in simulation, where the detailed mathematical model of distributed HEEM can be constructed by acquiring the operating constraints and operating cost function of energy for each supplier or consumer. Furthermore, the operating cost coefficients are given in Table 2 ; the physical topology is provided in Figure 7 , and the interaction network among them is illustrated in Figure 8 . In addition, three operating scenarios (i.e., scenarios #1 to #3) with different energy outputs of renewables (i.e., 0.8, 0.6, and 1 MW), instead of a single operating scenario, are designed for evaluating the optimization performance of different algorithms more scientifically. The adjustment factors µ, µ E , and µ H are set to be 10, 0.1, and 0.1, respectively. The following simulations will be carried out in Energy consumer Energy consumer
G5
Disconnecting switch
Circuit breaker
Main grid Figure 7 . Physical topology of the testing islanded microgrid.
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This case study is executed to reveal the convergence of ACA. Figure 9 shows the convergence process of ACA for distributed HEEM under scenario #1. It can be found from Figure 9a that the virtual incremental cost of each agent will update between unified consensus mode and independent consensus mode according to the dynamic energy mismatches, in which the Energy consumer
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This case study is executed to reveal the convergence of ACA. Figure 9 shows the convergence process of ACA for distributed HEEM under scenario #1. It can be found from Figure 9a that the virtual incremental cost of each agent will update between unified consensus mode and independent consensus mode according to the dynamic energy mismatches, in which the incremental heat costs cannot reach a consensus with other incremental electrical costs due to the energy balance constraints Equations (4) and (5). Besides, some energy agents have reached their energy capability limits after a few interactions, as shown in Figure 9b . Moreover, two CHP units can adaptively adjust their energy outputs based on the adjusting rule in Table 1 , see Figure 9c , where the zero searching sub-region indicates that the energy outputs of the CHP unit remain unchanged. Finally, both the electrical and heat energy mismatches (∆E and ∆H) can simultaneously satisfy the energy mismatch tolerance after approximately 150 iterations, see Figure 9d , i.e., |∆E| < τ and |∆H|<τ. All of this proves that the convergence of ACA can be effectively guaranteed, while the consensus requirement and all the constraints Equations (4)- (7) can be fully satisfied. incremental heat costs cannot reach a consensus with other incremental electrical costs due to the energy balance constraints Equations (4) and (5). Besides, some energy agents have reached their energy capability limits after a few interactions, as shown in Figure 9b . Moreover, two CHP units can adaptively adjust their energy outputs based on the adjusting rule in Table 1 , see Figure 9c , where the zero searching sub-region indicates that the energy outputs of the CHP unit remain unchanged. Finally, both the electrical and heat energy mismatches (ΔE and ΔH) can simultaneously satisfy the energy mismatch tolerance after approximately 150 iterations, see Figure 9d , i.e., |ΔE| < τ and |ΔH|<τ. All of this proves that the convergence of ACA can be effectively guaranteed, while the consensus requirement and all the constraints Equations (4)- (7) can be fully satisfied. Here, the implementation period of distributed HEEM is set as 2 s for testing the real-time optimization performance of ACA. Note that the total time of each iteration includes the calculation time and information transmission time, which can be set as 1 ms with a conservative estimation. Figure 10 gives the real-time optimization of distributed HEEM obtained by ACA under three different scenarios as the total energy output of PV and WT units varies. It also verifies that ACA can converge to an optimal solution of distributed HEEM, while it can fully satisfy the real-time optimization of distributed HEEM because its convergence time is much shorter than the implementation period. Furthermore, it is clear that the incremental electrical cost decreases with the increasing electrical energy outputs of renewables. Here, the implementation period of distributed HEEM is set as 2 s for testing the real-time optimization performance of ACA. Note that the total time of each iteration includes the calculation time and information transmission time, which can be set as 1 ms with a conservative estimation. Figure 10 gives the real-time optimization of distributed HEEM obtained by ACA under three different scenarios as the total energy output of PV and WT units varies. It also verifies that ACA can converge to an optimal solution of distributed HEEM, while it can fully satisfy the real-time optimization of distributed HEEM because its convergence time is much shorter than the implementation period. Furthermore, it is clear that the incremental electrical cost decreases with the increasing electrical energy outputs of renewables. Here, the implementation period of distributed HEEM is set as 2 s for testing the real-time optimization performance of ACA. Note that the total time of each iteration includes the calculation time and information transmission time, which can be set as 1 ms with a conservative estimation. Figure 10 gives the real-time optimization of distributed HEEM obtained by ACA under three different scenarios as the total energy output of PV and WT units varies. It also verifies that ACA can converge to an optimal solution of distributed HEEM, while it can fully satisfy the real-time optimization of distributed HEEM because its convergence time is much shorter than the implementation period. Furthermore, it is clear that the incremental electrical cost decreases with the increasing electrical energy outputs of renewables. 
Comparative Results and Discussions
In order to further test the performance of ACA, four optimization algorithms, including genetic algorithm (GA) [22] , interior point method (IPM) [23] , distributed particle swarm optimization (DPSO) [24] , and DDO [11] , are introduced for comparisons, where the first two methods are centralized; and the latter two methods are distributed. Table 3 provides the dispatch strategies obtained by different algorithms under scenario #1. It illustrates that ACA can converge to a high-quality optimum of distributed HEEM, which is very similar to the global optimum obtained by centralized IPM. Furthermore, the quality of the obtained optimum of GA is the lowest due to its premature convergence. This also demonstrates the effectiveness of ACA for distributed HEEM. Table 4 gives the comparison results obtained by three algorithms under different scenarios in 100 runs. It shows that IPM, DDO, and ACA always converge to the same optimum with a given initial solution and parameters as they are essentially the deterministic optimization algorithms. In contrast, both GA and DPSO often search different optimums in different runs due to their random heuristic operators. Furthermore, these two heuristic optimization algorithms also result in a much longer execution time than that of the other three methods, where the execution time of DPSO is shorter than that of GA due to its higher computation efficiency and distributed feature. Besides, the quality of optimum obtained by DDO is only lower than that of IPM, but its execution time is about four times that of ACA. Similarly, the optimum obtained by ACA is similar to the global optimum obtained by IPM, while the execution time is nearly the same. Hence, ACA is very suitable to yield the distributed HEEM because of its excellent performance regarding optimum quality and execution time. 
Scalability Test of ACA
This case study is used for testing the scalability of ACA for a larger scale system. In general, ACA will lead to a slower convergence rate for a larger scale microgrid with more agents. For testing the scalability of ACA, different scales of microgrid are designed based on the presented microgrid with 12 agents, in which the scales are 5, 10, 50, 100, and 500 times of the presented microgrid, respectively. Figure 11 shows the convergence process of ACA for two scales of microgrids under scenarios #3. It can be found that ACA can also converge to the optimal virtual incremental costs when the number of agents increases from 12 to 600. Although the number of agents increases by fifty-fold, the iteration number of convergence only increases from 340 to 488. In addition, Figure 12 provides statistical results of iteration number of convergence under different numbers of agents by ACA. Similarly, it shows that the iteration number of convergence increases marginally as the number of agents increases from 12 to 6000 under different scenarios. More specifically, the iteration number of convergence with 6000 agents is only 2.8 times of that with 12 agents under scenario #1. This reveals that ACA is suitable for real-world application with a high number of agents due to its superior scalability. 
Conclusions
In summary, this paper presents a novel ACA for distributed HEEM of an islanded microgrid, which has the following contributions:
1. The ACA based distributed HEEM can effectively address the multi-energy dispatch of an islanded microgrid in a simple distributed manner, while various constraints (e.g., the tight coupling features among various energies) can be completely satisfied. 2. The proposed eight searching sub-regions effectively make the CHP unit adaptively adjust its energy outputs to simultaneously meet the consensus requirement and the heat-electricity energy balance constraints. 3. Through the switch between unified consensus and independent consensus, ACA gradually converges to the optimal solution of the whole system according to the dynamic energy mismatches. 
1.
The ACA based distributed HEEM can effectively address the multi-energy dispatch of an islanded microgrid in a simple distributed manner, while various constraints (e.g., the tight coupling features among various energies) can be completely satisfied.
2.
The proposed eight searching sub-regions effectively make the CHP unit adaptively adjust its energy outputs to simultaneously meet the consensus requirement and the heat-electricity energy balance constraints.
