In this paper we present a new parallel algorithm for computing the LL T decomposition of real symmetric positive de nite tridiagonal matrices. The algorithm consists of a preprocessing and a factoring stage. In the preprocessing stage it determines a rank-(p?1) correction to the original matrix (p = number of processors) by precomputing selected components x k of the L factor, k = 1; : : : ; p ? 1. In the factoring stage it performs independent factorizations of p matrices of order n=p. The algorithm is especially suited for machines with both vector and processor parallelism, as con rmed by the experiments carried out on a Connection Machine CM5 with 32 nodes. Letx k andx 0 k denote the components computed in the preprocessing stage and the corresponding values (re)computed in the factorization stage, respectively. Assuming that jx k =x 0 k j is small, k = 1; : : : ; p ? 1, we are able to prove that the algorithm is stable in the backward sense. The above assumption is justi ed both experimentally and theoretically.
Introduction
We consider the problem of computing the Cholesky decomposition of very large real symmetric positive de nite tridiagonal matrices. Cholesky decomposition is a valuable tool in many diagonalization techniques for computing eigenvalues and singular values of matrices. Rutishauser's cubically convergent LR algorithm is based on the iterative application of Cholesky decomposition 21]. The divide and conquer approach can also be combined with it 4, 5] . More recently, the Cholesky decomposition, or one of its variants, has been used in connection with the accurate computation of the singular values of bidiagonal matrices 11, 15] , and of the eigenvalues of specially structured symmetric tridiagonal matrices 9]. Moreover, it has been shown that Francis' QR algorithm (see 16, 17] ) can be implemented using a band Cholesky decomposition 3].
Cholesky decomposition, followed by the parallel solution of the respective bidiagonal systems 7] , is one of the most natural approaches to the solution of positive de nite linear systems 2, 12, 23, 24, 26] , and as such has not received a great deal of attention.
The classical sequential algorithms for computing the Cholesky decomposition cannot be e ciently parallelized, nor directly vectorized. It is thus natural to seek an algorithm directly amenable for an e cient parallel implementation. In this paper we introduce a new algorithm which borrows ideas from the substructured parallel cyclic reduction algorithm for the solution of tridiagonal systems 19, 28] . Parallel cyclic reduction consists of three stages:
1. (Almost) local forward and backward Gaussian Elimination steps. During this stage only one communication is required, usually with an adjacent processor. 2. Solution of a reduced system with one equation per processor. 3. Local backsubstitution.
Our algorithm consists of three stages as well. Let A be an N N tridiagonal matrix and assume for simplicity that N = np, where p is the number of available processors. Also, viewing A as block partitioned, let T i denote its n n diagonal blocks, i = 1; : : : ; p. Finally, let L be the Cholesky factor of A, and let x i , i = 1; : : : ; N, denote its diagonal elements. The stages are as follows.
1. Local forward and backward Gaussian Elimination steps. This stage, which requires no communication, returns a reduced tridiagonal matrix B of order 2p ? 3.
2. Computation of x n(i?1) , i = 2; : : : ; p, by applying suitable transformations to B. This is the only stage which requires (treelike structured) communications between the processors. 3. Local factorization of p n n matrices T 0 i , where T 0 1 = T 1 and T 0 i , i = 2; : : : ; p, is a rank one update (involving x n(i?1) ) of T i . We refer to 1) and 2) together as to the preprocessing stage.
The time complexity of our algorithm is about 8 N p + 15 log p if p processors are available. If log p N p the complexity is governed by the factor 8n. Under this circumstance, the parallel algorithm requires about 4 times the number of ops of the classical sequential algorithm, with a (theoretical) speedup close to p=4. We show that our parallel algorithm is also computationally e cient in practice. We report the results obtained on a Connection Machine CM5 supercomputer with 32 nodes and 128 vector units altogether 27]. We achieve very satisfactory performances on large matrices (say N 2 18 ). For smaller size matrices, very good performances can still be obtained by appropriately scaling down the number of processors involved.
A natural competitor with our algorithm is the recursive doubling algorithm for the LU decomposition of tridiagonal matrices 24]. When recursive doubling is used in the LR algorithm (and to compute Cholesky rather than LU decomposition) it achieves parallel complexity roughly 12 log N, using an unbounded (i.e. linear in N) number of processors 25]. In the more realistic case of p N, and using parallel pre x instead of recursive doubling, the parallel time complexity becomes roughly 27 N p , which is more than 3 times larger than ours.
Cholesky decomposition is componentwise stable, and the variant presented here retains this property. With respect to the classical algorithm, the backward error a ecting the coe cient matrix is further in uenced, in the rst diagonal entry of each block T i , by the factor jx n(i?1) =x 0 n(i?1) j, i = 2; : : : ; p. Herex n(i?1) andx 0 n(i?1) denote the components of the L factor computed in the preprocessing and recomputed in the actual factorization stage, respectively. We nd experimentally that these ratios are small even for ill-conditioned matrices. We also prove, by an a priori analysis, that jx n(i?1) =x 0 n(i?1) j are small provided that preprocessing is performed with suitably larger precision. This paper is organized as follows. In Section 2 we de ne concepts and notations used throughout the rest of the paper. In Section 3 we review the LR algorithm for computing the eigenvalues of symmetric tridiagonal matrices. This will provide a motivation to the development of a parallel algorithm for computing the Cholesky decomposition of such matrices. In Section 4 we describe a sequential algorithm that computes the Cholesky factors and discuss its implementation, computational cost, and numerical accuracy. In Section 5 we describe the parallel algorithm, providing details of the preprocessing stage, and, in Section 6, we analyze its computational cost and suitability to vectorization. In Section 7 we present the experimental results obtained on the CM5, and in Section 8 we present the error analysis which shows the numerical accuracy of the algorithm. The technical details of the a priori analysis are in the Appendix. We conclude with some suggestions for further work.
De nitions and Main Notations
We denote by R n the set of real vectors of order n and by e i the n-vector whose entries are all zero except the ith one, which is 1. When needed, we emphasize that a particular vector e i is in R n by writing e (n) i .
We denote by M(n) the set of real n n matrices, and by A T the transpose of A.
We denote a tridiagonal symmetric matrix T 2 M(n) by
In this paper we assume that T is unreduced, that is, b i 6 = 0; i = We say that the computation of the Cholesky decomposition of a matrix A is componentwise stable if the computed Cholesky factors are the exact decomposition of a small componentwise perturbation of A.
We measure the time complexity of a sequential algorithm by counting the number of ops, i.e., oating point operations. We also refer to the op count as to the number of (arithmetic) steps. The time complexity of a parallel algorithm implemented on a p processor machine is the maximum, over the p processors, of the number of steps performed. We refer to this measure as to the number of parallel steps.
The speedup of a parallel algorithm A over a sequential algorithm B is the ratio S p (n) = T B (n) T A;p (n) ; where T B (n) is the (time) complexity of B on inputs of size n and T A;p (n) is the complexity of A on inputs of size n with p processors. Obviously, for any parallel algorithm there is some sequential algorithm for which S p (n) p, for otherwise a sequential simulation of the parallel algorithm would beat the (supposedly) best known sequential one. However, in this paper we are interested in comparing the running time of the parallel algorithm with that of the classical sequential method. Hence, we may obtain superlinear speedups due to a more e cient use of the architecture resources, namely, data transmission and vectorization. set A s+1 = L T s L s and eig = eig + y s . As soon as the last o diagonal element becomes negligible, eig is a new exposed eigenvalue. It is easy to see that the third stage of this algorithm can be e ciently parallelized. In addition, after a few steps, the shifts y s in the rst stage can be read o the last diagonal element of the matrix (see Rutishauser and Schwarz 22] ). It follows that the main di culty in implementing the LR algorithm on a parallel machine relies in the Cholesky decomposition. This is one major motivation to focus our attention on the development of an e cient parallel implementation of Cholesky decomposition. For further discussions on the LR algorithm the reader is encouraged to see 
Cholesky decomposition
In this section we describe a sequential algorithm to compute the Cholesky decomposition of a symmetric tridiagonal matrix which is particularly suitable to implement the LR algorithm, and analyze its computational and numerical properties.
Consider the Cholesky decomposition stage in the LR algorithm described in Section 2, and let (1) be the matrix to be factored. We have that Instead of computing the decomposition (2), and taking into account that this process must be repeatedly applied over LR iterations, we compute the quantities x i and z i using the following recurrences: This process can therefore be iterated. If needed, the elements of the matrix (implicitly) generated at the ith step of the LR algorithm can be easily recovered. By using this variant of the Cholesky decomposition, which we call revised decomposition, we avoid the computation of square roots.
Complexity. The purpose of this paragraph is to point out the rather poor performance that one gets by using both classical and revised Cholesky decompositions on sequential computers. Table 1 shows the running times, observed on a DEC Alpha 7000 Model 660 Super Scalar machine, of the following routines: the BLAS routine \dgemm" which performs matrix multiplication; the LAPACK routines \dpotrf" and \dpbtrf" 1] which perform the Cholesky decomposition on dense and tridiagonal matrices, respectively; the private routine \trid" which computes the above revised decomposition. The revised decomposition is more e cient than the classical one, due primarily to the absence of square root computations. However, the M ops column puts into evidence that it is still very ine cient with respect to the dense computations dgemm and dpotrf, mainly because of the low number of ops per memory reference.
Numerical Stability. Cholesky decomposition is componentwise stable, and this variant retains this property. Usually the entries of the given matrix are known up to some perturbation so that it is very useful to investigate 
By equating LL T and T we obtain T 0 Lemma 1 Let P i ; i = 1; : : : ; j, be a sequence of cyclic transformations. Then
is a cyclic transformation.
Lemma 2 Let P (m k ) be a cyclic transformation such that 
The algorithm
We assume for simplicity that the tridiagonal matrix is of order N = np, with p being the number of processors. We initially distribute the entries of the matrix between the processors, so that each processor stores n consecutive rows. We denote these blocks of rows by
for i = 1; : : : ; p.
Our Parallel Cholesky algorithm consists of three stages.
(i) Diagonalization, (ii) Bottom-Up and Top-Down Sweeps, (iii) Factorization.
In stage (i) each processor performs locally O(n) parallel steps independently. In stage (ii) the processors perform O(log p) operations which require interprocessor communication. Finally, in stage (iii) each processor performs O(n) parallel steps independently. Altogether, the number of parallel steps is O(n + log p).
denote the block assigned to a generic processor, where A is a tridiagonal Stage (i). To determine the cost of this stage, we have to give the details of the forward and backward Gaussian Elimination procedures. We denote the blocks in each processor as in (7) 
Stage (iii). The number of parallel steps is 2n (see Section 3).
The total number T p of parallel steps is therefore:
T p 6n + 11 log p + 4 log p + 2n = 8n + 15 log p:
Assuming that log p n we conclude that the cost of the parallel algorithm is governed by the factor 8n. Hence, the parallel algorithm requires about 4 times the number of ops of the sequential algorithm. The theoretical speedup is thus p=4. However, on vector, pipelined, and super-scalar machines, the ops count determines the true performance of an algorithm only to within a constant factor. Actually, an algorithm with a worse ops count might perform better in the case it can be vectorized. We show now that our parallel algorithm can be satisfactorily vectorized.
Vectorization: Let N = pn where p = 2 r is the number of \physical" processors each with vectorization capability. One possibility to exploit this additional power relies on employing some parallel slackness. In other words, we assume that the number of available processors is larger than p and let each physical processor simulate many such \logical" processors. More precisely, let n = mP, where P = 2 t , so that N = qm, with q = pP = 2 r+t . We let each physical processor perform the tasks of P corresponding logical processors. The number of ops in stages (i) and (iii) is still approximately 8n. The number of ops in stage (ii) increases to about 15(r + P), which is still negligible for (r + P) n. However, the main stages of the algorithm, namely stages (i) and (iii), can now be vectorized, with each processor working on vectors of length P = 2 t . We provide an example of this sort in the next section.
Numerical examples
In this section we present some experimental results obtained on a CM5 parallel supercomputer with p = 32 nodes. Each node is in turn composed of 4 vector units, controlled by a SPARC microprocessor, and 32 Mbytes of memory. The running time and speedup for the largest problems we could experiment on are shown in Table 2 . We have computed the Cholesky factorization of several classes of tridiagonal matrices, including: (a) the symmetric tridiagonal Toeplitz matrix with the diagonal element equal to 2 and the o diagonal element equal to 1, (b) matrices obtained from the matrix de ned in (a) by varying the diagonal elements, and (c) random tridiagonal matrices. The order of the test matrices is N = pn = qm, where p = 32 is the number of the \physical" processors actually available, and q is the number of \logical" processors (see Section 5). Table 2 gives the running times for each of the following stages of the algorithm. Clearly, the speedup is larger than p=4. Beside .
In Table 3 we depict similar results for matrices of smaller size. The decrease in performance is due to shorter vector length and the increased e ect of communication overheads. Thus, as the matrix size becomes smaller we should consider as a better strategy to use fewer processors. (We were not able to report on such experiments due to the xed system partition in ICSI). The performance we observed suggests that we should use vector sizes 128, and blocks of order 64, so that for N = 4 2 13 p we should use p processors. 
Error Analysis
The main results of the a priori analysis(see the Appendix) is that the pivotŝ x nk andx 0 nk , computed by processor k at the end of stages (ii) and (iii), respectively, satisfy jx nk =x 0 nk j = (1 + ); j j = O((n + log p)^ ); where^ represent the input precision, provided we use some higher precision <^ in the computation. To appreciate the signi cant of this result we proceed with the following.
A posteriori error analysis. Consider stage (iii) of the parallel algorithm, i.e. the actual transformation applied to the matrix. As in (7), let B denote the block assigned to a given processor p, and let x 0 be the pivot computed the algorithm is componentwise stable in the backward sense, and this is con rmed by the a priori analysis.
We found experimentally that j(x 0 0 ?x 0 )=x 0 j is relatively small even using standard double precision, on very ill conditioned matrices see . Each Test column gives the number of correct digits in the computed factorization as produced by the a posteriori error bound.
Further work
The e ciency of the LR scheme, accelerated with our algorithm in the decomposition stage, should be compared with other algorithms for the computation of the eigensystem of tridiagonal symmetric matrices, notably QR 6] and divide and conquer algorithms 4, 10, 13] .
Possible generalizations of this work include the cases of block-tridiagonal and of band matrices. In fact, for both kinds of matrices the algorithmic framework appears to be essentially the same. In addition, it is possible to apply similar ideas to the development of a parallel band version of the QR algorithm. 
A A priori error analysis
We show in this section that we can assure overall stability of the parallel algorithm by using some higher precision in the preprocessing stage. Let 
Here, we assume that the computation of d 1 (d 2 ) is carried out by accumulating the corresponding partial shifts and then deducing their sum from the corresponding element w 1 (v 2 ). 
We proceed to consider the roundo perturbations related to these transformations. We begin with a preliminary discussion of the perturbations in the internal diagonal elements in the Bottom-Up and Top-Down sweeps, i.e., d 1 ; d 2 in (13), and d in (16 
; w = w(1 + w ); j w j ;
for i p = 1.
We proceed with the perturbations in the Bottom-Up sweep. 
