We develop a method for directly modeling cointegrated multivariate time series that are observed in mixed frequencies. We regard lower-frequency data as regularly (or irregularly) missing and treat them with higher-frequency data by adopting a statespace model. This utilizes the structure of multivariate data as well as the available sample information more fully than the methods of transformation to a single frequency, and enables us to estimate parameters including cointegrating vectors and the missing observations of low-frequency data and to construct forecasts for future values. For the maximum likelihood estimation of the parameters in the model, we use an expectation maximization algorithm based on the state-space representation of the error correction model. The statistical efficiency of the developed method is investigated through a Monte Carlo study. We apply the method to a mixedfrequency data set that consists of the quarterly real gross domestic product and the monthly consumer price index.
INTRODUCTION
Multivariate time series that arise in economics and business are often observed in mixed frequencies. For example, data available from the database of the Bureau of Economic Analysis, the Bureau of Labor Statistics, and the Bureau of the Census are often in mixed frequencies, mostly with quarterly, monthly or weekly sampling intervals. Although cointegration, which represents a long-run equilibrium among the components of nonstationary multivariate time series, has been one of the most extensively investigated research topics, especially, in economics and business during the past two decades since Engle and Granger (1987) , studies of cointegration have been limited to the case where all the components of a multivariate series are observed at the same frequency.
Data observed in mixed frequencies are usually transformed to a single frequency by temporally aggregating higher-frequency data to lower frequencies, or by interpolating lower-frequency data to higher frequencies.
However, temporal aggregation destroys sample information (Zadrozny 1990 ). Granger and Siklos (1995) examined the misinterpretation of the long-run component of a time series constructed by temporal aggregation. Marcellino (1999) theoretically derived the effects of temporal aggregation on cointegration such as the asymptotic invariance of cointegrating (CI) rank and vectors. However, he illustrated some possibilities of the loss of power of cointegration tests due to a decline in the number of available observations. Haug (2002) showed in Monte Carlo experiments with various cointegration tests and data generating processes (DGPs) that these power losses indeed occur and assessed their extents in samples of typical size used in empirical work.
For the case of interpolation of mixed-frequency data, Chow and Lin (1971) used the conventional regression approach, and Ghysels and Valkanov (2006) used the projection of low-frequency data on high-frequency data. Other researchers, for example, Bernanke et al. (1997) , Cuche and Hess (2000) , and Liu and Hall (2001) , used the state-space framework suggested by Harvey and Pierse (1984) where interpolation is based on univariate regression. When the goal is to estimate a multivariate model for forecasting or other purposes, this kind of interpolation is at best an intermediate nuisance and at worst a source of distortion in the data to be used for estimation (Zadrozny 1990 , p. 2).
Recently, Mariano and Murasawa (henceforth, MM) (2003, 2004 ) considered multivariate models for constructing a new index of economic indicators using mixedfrequency data, which overcome the drawbacks of a univariate approach and exploit the cross-frequency sample information. However, they used differenced data instead of levels data. This causes a loss of information on the long-run dynamics among the variables.
In this paper we develop a method for directly modeling the cointegrated multivariate time series with mixed-frequency data, which is based on the state-space representation of the error correction model (ECM). We use the state-space formulation for mixed-frequency data in our development by fully utilizing the structure of multivariate data as well as the available sample information. For the analysis, we exploit an expectation maximization (EM) algorithm. The method is applied to estimate the parameters and the missing observations of the low-frequency variables and to construct forecasts of their future values.
The structure of the paper is as follows. In Section 2, we describe preliminary concepts for mixed-frequency data and set up the state-space representation for the ECM of cointegration. In Section 3, we develop the procedures for estimating the parameters of the cointegrated model using the EM algorithm and discuss initial conditions for the procedures. In Section 4, we comment on smoothing, forecasting, logarithmic transformation, and models with different types of deterministic terms. In Section 5, we conduct Monte Carlo experiments for the investigation of the performance of the developed method. In Section 6, we consider a numerical example to illustrate the method and we conclude the paper in Section 7.
MODEL WITH MIXED-FREQUENCY DATA
In this section, we define mixed-frequency data and the ECM for multivariate cointegrated time series.
Mixed-frequency data
We define high-frequency variables as those observed at the shortest sampling interval and define low-frequency variables as those observed at longer sampling intervals, either as temporal aggregates or as skip samples of their high-frequency values. A variable is skip sampled when, for example, it is generated every month but is sampled every third month, say, in the last month of every quarter. We assume that the underlying data generating process of a multivariate time series of mixed-frequency data, composed of both the high and the low-frequency variables, operates at the highest frequency, as in Zadrozny (1990) , Ghysels and Valkanov (2006) , and MM (2003, 2004 ) among others. All variables are assumed to be produced at the highest frequency, but some variables are not observed at the highest frequency. For example, we consider a bivariate time series of the consumer price index (CPI) observed monthly and the gross domestic product (GDP) observed quarterly. CPI is the highfrequency variable and GDP is the low-frequency variable. The highest frequency is monthly and GDP is in principle 'produced' monthly but is observed only quarterly.
Variables like GDP observed as temporal aggregates are often called flows, while variables observed at the high frequency are often called stocks.
Error correction model and state-space representation
Let be an n-dimensional vector autoregressive process of order p, , which operates at the highest frequency with CI rank , and consider the corresponding error correction form , are matrices, and
ε is an independent random vector. We assume that the elements of are ordered such that the last elements are not cointegrated. This assumption permits the normalization 
, and
. Also, note that . For convenience of estimation, we write
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MAXIMUM LIKELIHOOD ESTIMATION OF PARAMETERS
In this section, we consider maximum likelihood estimation (MLE) of parameters in error correction model (2) in the state-space form (4) and (6).
EM algorithm
Dempster et al. (1977) , Shumway and Stoffer (1982) , and Watson and Engle (1983) developed and illustrated the EM algorithm for estimating a model in state-space form, when some variables are partly or completely unobserved (latent).
Let and be information sets. In order to develop an EM algorithm for estimating the parameters of the state-space model in (4) and (6), we consider several transformations for forming the likelihood function with respect to the complete data and . Let
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where terms that do not contain the parameters, (9) and (10) .
Because the log likelihood function depends on the unobserved information, , the EM algorithm is applicable, conditional on the observed information, .
Specifically, we define the estimated parameters at iteration 
where denotes estimated ) (l θ θ after l iterations and denotes the conditional expectation with respect to a density containing , given .
Calculating (11) constitutes the expectation step and maximizing (11) with respect to θ constitutes the maximization step. Using the derivatives of (11) with respect to θ which are in Appendix A of Seong et al. (2007) , we obtain the following equations for updating at the end of l iterations,
where, in equation (12), , , and
are given by the previous iteration; in equation (13),
is given by , according to equation (12); and, in equation (14), is given by equation (13) . In equations (12) to (14), , , , and are given by (12) to (14) .
Iterate on steps (1) and (2) 
and stop when the difference between and is less than a predetermined small value.
The Newton-Raphson (NR) method is known to converge faster, compared with the EM. However, the NR method is more likely to fail because it is very sensitive to initial values; see Shumway and Stoffer (1982) for further details. Thus, we use the EM algorithm, especially, because in cointegration with mixed-frequency data initial values of parameters are difficult to obtain. Since it is known that the EM algorithm slows down near the maximum, one may switch to the NR method near the maximum for faster convergence; see Watson and Engle (1983) and MM (2004).
Initialization
To start the EM algorithm with the Kalman filter, we need to specify the initial values, , , and . When the state equation is nonstationary, the unconditional distribution of the state vector is not defined. Usually, the initial distribution of must be specified by a diffuse or noninformative prior because genuine prior information is generally not available (Harvey 1991) . Therefore, we set
, where δ is a large value, for example, . 8 
= δ
Regarding initial values of parameters, we first obtain an estimate of the nonstationary parameters by using single-frequency data that are usually obtained by transforming the high-frequency variables, , to match the low frequency of .
Then, we use the relationship between the nonstationary parameters in mixedfrequency non-temporally-aggregated and single-frequency temporally-aggregated models, estimated using mixed-and single-frequency data, in order to obtain an initial estimate of the nonstationary parameters in . For example, see Marcellino (1999) and Pons and Sansó (2005) for the explicit formulas for the relationship in several cases. For the remaining stationary parameters, however, it is not easy to obtain an explicit formula to describe the relationship between the parameters of models of mixed-and single-frequency data. Therefore, treating the initial estimate as known, and, thus, fixed in equation (2), we obtain initial estimates of the stationary parameters, and
Σ , using the iterative EM algorithm.
In order to prespecify the CI rank in the analysis of cointegration with mixedfrequency data, we use the fact stated by Marcellino (1999) that the CI rank is invariant to temporal aggregation. Then, we can use the CI rank, obtained by applying the CI rank test to the temporally-aggregated single-frequency data.
We select as "best" the VAR(p) model whose MLE yields the lowest values of Akaike's information criterion (AIC) and Schwartz's Bayesian information criterion
where log L( ; ) is given by equation (16) , is the MLE of θˆ+ Y θˆθ , obtained using the proposed EM algorithm, and ) dim(θ is the dimension of θ .
COMMENTS
One of the important purposes of the paper is to estimate missing or unobserved lowfrequency variables, , which satisfy the structure of the cointegrated multivariate time-series model. This can be done by estimating , together with its covariance matrix , using smoothing equations (A.5) and (A.6) in Appendix. One of the advantages of the proposed method is that we can use it to forecast low-frequency variables which are generated jointly with variables observed at higher frequencies.
For example, with quarterly GDP and other monthly variables, we can forecast monthly GDP even if GDP is observed only quarterly. 
MONTE CARLO EXPERIMENTS
Monte Carlo experiments are conducted to investigate the performance of the proposed method. The data generating process we consider is similar to the one in Ahn and Reinsel (1990) , except that we consider a 3-dimensional process, specifically,
, and 1 γ denotes an unrestricted constant term. The parameters are set at the following values: Carlo experiment was conducted to evaluate the performance of their method for estimating a stationary VAR model using mixed-frequency data, relative to using complete high-frequency data.
The method of Ahn and Reinsel (1990) is used for estimating with the complete high-frequency data. Table 1 contains the simulation result for the performance of the proposed method against the complete data case. We observe that the differences in the table are generally fairly small and that the proposed method performs well with the mixed-frequency data, compared with the complete data, in terms of biases and root mean-squared errors (RMSEs) of estimated parameters. As expected, the proposed method performs worse using mixed-frequency data than using complete high-frequency data.
It is interesting to compare MLEs of parameters in both stationary and nonstationary (cointegrated) VAR processes lose a similar amount of RMSE accuracy when going from complete to mixed-frequency data. However, we should be cautious in drawing a general conclusion about these numbers because they surely also depend on whether the VAR process is stationary or not, on the dimension of the process, and on the sample size. 
R
As noted in the figures, the average of the RMSE of the proposed method is about 39% of that of MM's for both sample sizes considered. Therefore, the proposed method is better in terms of interpolation capability. We note that, from 
EXAMPLES
We illustrate the proposed method using real mixed-frequency U.S. data of monthly 176 quarters or 529 months of observations. The CPI and GDP data are from the Henceforth, the lower-case variable names, cpi and gdp, will refer to these transformations of CPI and GDP.
As mentioned in section 3.2, we first estimate the CI rank and the CI vector by using a quarterly single-frequency sample, obtained by picking one monthly value of cpi per quarter and keeping quarterly gdp as is (we call this "skip-sampling"). The covariance with respect to the density based on .
We calculate the prediction and updating recursions using the following equations (for example, Shumway and Stoffer 1982) Note: Decline rate = 1 -(RMSE for T=240) / (RMSE for T=120) Note: Same as in Figure 1 .
