A 3D Physiological articulatory model has been developed to account for the biomechanical properties of speech organs in speech production. To control the model for investigating the mechanism of speech production, a feedforward control strategy is necessary to generate proper muscle activations according to desired articulatory targets. In this paper, we elaborated a feedforward control module for the 3D physiological articulatory model. In the feedforward control process, an input articulatory target, specified by articulatory parameters, is transformed to intrinsic representation of articulation; then, a muscle activation pattern by a proposed mapping function. The results show that the proposed feedforward control strategy is able to control the proposed 3D physiological articulatory model with high accuracy both acoustically and articulatorily.
Introduction
Physiological articulatory models are expected to help speech scientists understand the biomechanical characteristics of articulators, and further, understand coarticulation in speech planning, which are difficult to infer from observed articulation directly [1] .
In previous study, we developed the partial-3D model [4] into a full 3D model [2] . To shed light on coarticulation at the planning level by using the proposed 3D model, it is necessary to elaborate an efficient control strategy that could generate proper muscle activations according to input articulatory targets. In this paper, we address the preliminary effort to elaborate a feedforward control module to drive the proposed 3D physiological articulatory model for vowel production.
Dang et al. proposed the muscle workspace [3] and Ep-map [4] methods for model control. The former one dynamically generates muscle activations by reducing the distance between current position and the target position of control points, while the latter one generates muscle activation according to the target position of the control points of the partial 3D model. Nonetheless, those two control methods are essentially multipoint control strategy, with which the control points of the model are independently controlled. This may cause contradiction for the control of each control point while achieving some articulatory targets. In addition, those control methods only concern the manipulation of the articulators in the sagittal plane alone without accounting for the active control of transversal deformation of the tongue. In this paper, we constructed a mapping from articulatory posture to muscle activation to realize feedforward control of the 3D behavior of the articulatory model for vowel production.
For this purpose, at first, we conduct model simulation to provide paired articulatory posture-muscle activation data; then, the articulatory parameters are extracted by Linear Component Analysis (LCA) to specify articulatory targets (articulatory postures). Finally, the mapping from articulatory targets to muscle activations is elaborated by using General Regression Neural Network (GRNN) via intrinsic representation of vowel articulation.
Model simulation
Since it is difficult to collect empirical data that provide both muscle activations and articulatory postures (AP) for elaborating the functional relationship between AP and muscle activation, we conduct model simulation to obtain the posturemuscle activation data pairs.
The simulations are conducted by accounting for the functions of tongue muscles [5] . According to Fang et al. [6] , in simulation, each muscle group consists of 6 tongue muscles. Among those muscles, transversus together with verticalis manipulate the width and length of tongue. As for the other 4 muscles, two of them are antagonist pair for tongue tip/dorsum, and the other two muscles are chosen to enlarge the region that the tongue covers by activating the antagonist pair. Eight Figure 2 depicts the dispersion of the first and second resonance peaks (F1 and F2) of the vocal-tracts obtained from simulations. The ellipses delimit the regions of the acoustic targets of 5 Japanese vowels within the limen of 5% for F1 and 10% for F2, respectively. It shows that the simulations can cover the sustained vowels of the prototype subject. As mentioned by Atal et al. [7] , many different articulatory configurations can generate acoustic signals with similar spectral characteristics. To exclude the simulations corresponding to unexpected vocal tract shapes, the vocal-tract configurations, whose acoustic response (F1 and F2) locate in the ellipsis of Figure 2 , are constrained by observed articulatory data of the prototype subject. Finally, 364, 312, 573, 437, and 423 samples are obtained for vowel /a/, /i/, /u/, /e/ and /o/, respectively.
Extraction of articulatory parameters
The original AP vectors are represented by the coordinates of the nodes on tongue surface. The dimensions of original AP are difficult to be interpreted from articulatory perspective directly. This brings difficulties for the control of the physiological articulatory model. Hence, we adopt LCA to extract the linear components in vowel production. The advantage of using LCA is that each extracted parameter has a well-defined articulatory interpretation.
As shown in Eq. (1), s is the AP vector, s m is the average AP vector of the data for analysis, M is the transformation matrix, each column of M corresponds to one basic AP vector, and a is a vector of loadings factors. m s s Ma (1) In contrast to principle component analysis, in LCA, the correlation between the columns of M is allowed.
The loading factors of the basic AP vectors are determined in light of the following procedure: i) the data that describe the jaw movement are feed to PCA. Then the corresponding loading factor is subject to linear regression to extract the first basic shape vector; ii) the residue are obtained by subtracting the influence of jaw, and are feed to PCA to extract the other component of tongue movements; iii) the rest column vectors of M are determined by linear regression on the extracted factor loading. Figure 3 . It shows that: a). With the increasing of JH, the jaw moves upward, and cause some tongue deformation at the tongue tip and rear part of the tongue body; b). With the increasing of TB, the tongue moves forward and upward; c). With the decreasing of TD, the tongue body moves upward and backward, while the tongue tip moves backward and downward; d). With the decreasing of TT, the tongue tip moves upward; e). With the increasing of TW, the tongue body is narrowed; and f). With the increasing of TI, the indention pattern at the tongue blade is more and more clear. The components (JH, TB, TD, TT) extracted in this study resemble the components extracted from X-ray [8] and MRI measurement [9] using similar methods, although the source of data and the AP vectors for analysis show some difference. A novel component TW proposed here can be used to control the deformation of tongue in the transversal dimension.
When comparing the original articulatory postures and the postures reconstructed from the extracted parameters, it is found that the average difference between them is 0.07cm, and the standard deviation is 0.03cm. This indicates that the tongue shape can be represented by these six linear components with high accuracy. Accordingly, these six components are used as articulatory parameters hereafter.
Feedforward control for vowel production
In vowel production, the tongue contacts with different parts of the vocal tract wall according to the position of the required constrictions, which makes the boundary constraints different from vowel to vowel. For this reason, it is necessary to cluster the articulatory postures and construct function from articulatory posture to muscle activation for each cluster. It requires finding an appropriate transformation that keeps the similarity relationship among the original articulatory postures. Our experiments show that Euclidian distance is an appropriate measure of the similarity for the original APs. The similarity of the articulatory postures can be derived in terms of the extracted articulatory parameter from Eq. (1).
where s i and s j are original articulatory posture vectors, a i and a j are corresponding articulatory parameter vectors. Because the columns in M are not orthogonal to each other, the matrix M T M is not diagonal. This makes it difficult to define a simple similarity measure that keeps the similarity property of the original APs in terms of the articulatory parameters directly.
For this reason, we first look for a low dimensional space (intrinsic representation space, see Section 4.1) in which the similarity of the original APs can be kept by using the Euclidean distance between the representations of the APs in the low dimensional space. Then, the articulatory parameters are transformed into the low dimension representation, and then projected from the low dimensional representation to muscle activation. The problem arrived at establish a mapping from articulatory parameters to muscle activation, which is the essential part of feedforward control for the 3D model. In the rest part of this section, we will introduce them in detail.
Intrinsic representation
Multidimensional scaling (MDS) is a technique to transform high dimensional data into a low dimensional space. In such a space, the similarity between samples in the original space is kept. Here, we use the method proposed by Webb, in which every sample in the shape space can be transformed into the lower dimensional space with a combination of a set of radial basis functions [10] by using Eq. Figure 4 shows the distribution of the five Japanese vowels (/a/, /i/, /u/, /e/ and /o/) in the MDS space. It shows that the APs for different vowels congregate into different clouds in the low dimensional space, and the clouds are well separated. This result is similar to the intrinsic structure of vowel production obtained by using manifold learning method [11] . Hence, we refer to the low dimensional representation as intrinsic representation of vowels.
Mapping from articulatory posture to muscle activation
The mapping from articulatory parameters to muscle activation consists of two steps: a). mapping articulatory postures specified by articulatory parameter to intrinsic representation; b). mapping intrinsic representation to muscle activations. They will be address in the following part.
From articulatory parameter to intrinsic representation
According to Eq. (1) and Eq. (3), articulatory parameters can be transformed into corresponding intrinsic representation by using Eq. (5) 
From intrinsic representation to muscle activation
To account for the different boundary constraints resulted from contact between tongue and surrounding structures, the k-means method is applied to clustering the APs based on Euclidian distance. The 'Elbow' criterion is used to determine the number of clusters in the data. Then, GRNN is applied to elaborate the mapping from intrinsic representation to muscle activation for each cluster, of which 80% and the left 20%are chosen as the training set and testing set, respectively.
The average differences between output of GRNN and target muscle activation are shown in Figure 5 , where the abscissa represents the cluster indices, and the ordinate denotes the average difference between the target muscle activation and muscle activation estimated by the trained GRNN for the test set of each cluster. The horizontal line indicates the minimal nonzero muscle activations for each muscle in simulation. It shows that, for most of the clusters, the difference between the target and estimation is less than of the minimal nonzero muscle activation for each muscle in our simulation.
Figure 5:
The average difference between the target muscle activation and that estimated by the GRNN We also run the whole control process from input articulatory target to generate the muscle activations, and then drive the 3D physiological articulatory model. The intermediate output of the muscle activations and final output of acoustic responses are used to evaluate the differences between the target articulatory postures and the ones obtained using feedforward control process, and the differences between their corresponding acoustic consequences. The results are shown in Table 2 . It indicates that, in most cases, the articulatory posture and corresponding acoustic consequences obtained by activating the proposed physiological articulatory model are close to the required articulatory and acoustic target. 
Summary
In this study, we proposed a feedforward control strategy for the 3D model to obtain muscle activations from the given articulatory targets. The results show that this method can control the proposed 3D physiological articulatory model with high accuracy.
In the current stage, we focus on developing a method that can estimate appropriate muscle activation according to the input articulatory targets. In the future, we will develop a feedforward mapping for vowel production by fully considering the human mechanism. A feed forward control will be introduced for consonant production and the coarticulation process in the planning level of speech production to shed light on the detail mechanism of speech production.
