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RESUME 
 
Le dimensionnement et l’optimisation d’un système hétérogène en Génie Électrique nécessite 
d’adopter une démarche globale de la conception aussi appelée « approche système ». En effet, 
même s’il possible, localement, de garantir le dimensionnement optimal des composantes d’un 
système, rien ne garantit que le système considéré dans sa globalité possède des performances 
optimales : la somme des optima locaux n’est pas forcément l’optimum global. La présence 
d’interactions entre les différents sous-systèmes couple fortement les éléments entre eux et seule 
l’optimisation globale des performances vis-à-vis de multiples critères permet d’assurer le 
comportement optimal de l’ensemble. 
 
Les travaux réalisés dans cette thèse concernent l’étude de méthodes évolutionnaires de type 
algorithmes génétiques multicritères appliquées à la conception optimale.  
 
Les spécificités et les performances des méthodes multicritères, ainsi que leur association aux 
algorithmes génétiques, sont présentées dans le but de justifier leur emploi  pour notre 
problématique. Afin d’améliorer la robustesse de ces méthodes, nous proposons une procédure 
d’auto-adaptation destinée à favoriser les opérateurs de recombinaisons les plus efficaces sur un 
problème donné. Nous proposons également de résoudre plusieurs problèmes de conception. 
Nous étudierons notamment une chaîne de traction de type véhicule électrique. Ce système 
possède des propriétés intéressantes relatives à son caractère pluridisciplinaire et à la complexité 
des interactions engendrées par l’association des différents sous-systèmes qui le composent. 
 
A travers l’analyse et l’exploitation des résultats d’optimisation, nous montrons, de par la 
richesse des résultats qu’elles fournissent et leur capacité à traiter des problèmes mixtes 
(variables continues et/ou discrètes), contraints et à grand nombre de paramètres, l’efficacité de 
ces méthodes dans le contexte d’une approche de conception et d’analyse systémique. 
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 DESIGN OF HETEROGENEOUS SYSTEMS IN 
ELECTRICAL ENGINEERING BY MEANS OF 
MULTIOBJECTIVE EVOLUTIONARY 
OPTIMISATION 
 
 
 
 
ABSTRACT 
 
In electrical engineering, designing a heterogeneous system must be processed by means of a 
global approach, also called “systemic approach”. Indeed, the existence of interactions between 
the different sub-systems and the multi-field nature the device strongly influence the system 
performances. The optimisation of the whole system with regard to several objectives has to be 
achieved by including all these couplings.  
 
The work done in this thesis deals with multiobjective evolutionary optimisation applied to the 
optimal design. 
 
Optimisation issues resulting of this process are complex. For that purpose, multiobjective Pareto 
evolutionary algorithms have been chosen. To select genetic operators, we have developed a 
self-adaptation which increases the exploration robustness. Through the design of several 
electrical engineering systems (example of an electrical vehicle,…), global design oriented 
models have been proposed from which algorithms are used to seek the best trade-offs versus 
optimisation criteria (losses, mass,…). 
 
Exploiting optimisation results shows that this process constitutes a very efficient design tool if 
performance and coupling analysis issues are concerned. 
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 Introduction générale 
Dans le monde industriel, la recherche de performance, de rentabilité et de fiabilité est au cœur 
des processus de conception et de production des systèmes. Face à la complexité toujours 
croissante des dispositifs et à la nécessité d’être toujours innovant « en des temps records » pour 
rester compétitif, les ingénieurs se trouvent en présence de problèmes comportant de nombreux 
impératifs de conception. Les systèmes modernes voient interagir de plus en plus de disciplines 
différentes au sein d’une même application, entraînant du même coup des difficultés liées à la 
prise en compte des couplages pouvant exister entre ces domaines. Quand s’ajoute à ces 
considérations la recherche de performances particulières, tout en assurant la mission confiée au 
système, la conception devient quasiment impossible sans outil adapté.  
 
Les méthodologies de conception prennent dans ce contexte une importance particulière. Depuis 
plusieurs années, nous constatons d’ailleurs un développement significatif d’outils orientés vers 
la conception assistée par ordinateur (CAO). Parallèlement, la puissance grandissante des 
calculateurs numériques permet d’accroître l’efficacité des moyens de simulation, en intégrant 
notamment de plus en plus la possibilité de considérer différents domaines de la physique. 
Malgré ces progrès, nous sommes aujourd’hui encore loin de maîtriser les méthodes permettant 
d’aborder une méthodologie de conception entièrement automatisée. Les recherches actuelles 
dans ce domaine visent principalement à élaborer des méthodologies d’aide à la conception plus 
que des outils de conception automatisée. 
 
Nous proposons dans ce travail de contribuer à la conception de systèmes complexes. L’objectif 
est d’améliorer la cohérence des associations d’éléments hétérogènes, ainsi que la pertinence, la 
diversité des systèmes conçus, tout en offrant des perspectives intéressantes en termes de 
synthèse et d’analyse.  
 
Nous nous basons sur une méthodologie mettant en œuvre l’approche système, ou systémique. 
Cette vision, relativement récente, accorde une importance particulière à la description et à 
l’étude globale des systèmes. La prise en compte des couplages présents au sein du système, 
ainsi que l’intégration, dès la phase de conception, de la finalité du système permet d’en avoir 
une vision de « haut niveau ». Dans ce contexte, il est possible de mener une analyse plus 
poussée du comportement de l’ensemble des éléments en interaction.  
 
Lorsque nous désirons aborder la recherche de performances, nous percevons à quel point les 
couplages entre éléments et leur caractère pluridisciplinaire complexifient la détermination de 
solutions optimales. Difficile de déterminer, par une analyse préalable, comment le 
dimensionnement d’un sous-système va influer sur les autres, et si les améliorations locales de 
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certaines performances ne se font pas au détriment des autres. Dans ce contexte, un outil 
d’optimisation trouve une place privilégiée dans le processus de conception avec pour objectif de 
converger vers un optimum global.  
 
Ce travail de thèse a été réalisé au Laboratoire d’Électrotechnique et d’Électronique Industrielle 
(LEEI) de Toulouse au sein de l’équipe « Système » sous la direction scientifique de X. 
ROBOAM et B. SARENI. Il se rattache à une thématique de recherche portant sur la conception 
systémique par optimisation des systèmes de conversion d’énergie électrique et s’inscrit dans la 
continuité des travaux de thèse de Y. FEFERMANN sur l’exploitation de méthodes 
d’optimisation géométriques. 
 
Nous avons, pour notre part, porté une attention particulière sur les algorithmes évolutionnaires. 
Tout d’abord, ce sont des méthodes d’optimisation directes, ne nécessitant pas le calcul des 
dérivées des critères et des contraintes. Cet aspect prend de l’importance lorsqu’il est fait usage 
de la simulation pour déterminer la valeur des critères et des contraintes. En effet, le calcul de 
ces dérivées n’est précis que si la fonction objectif peut s’écrire de manière entièrement 
analytique, ce qui est rarement le cas pour nos systèmes. De plus, les méthodes évolutionnaires 
possèdent des propriétés intéressantes, comme leur aptitude à déterminer le minimum global 
d’une fonction en évitant les pièges locaux, ou leur capacité à traiter des problèmes contraints 
qui comportent un nombre important de paramètres pouvant être continus et/ou discrets. Ces 
méthodes peuvent s’associer à des techniques multicritères. L’approche multicritères permet de 
pouvoir optimiser simultanément plusieurs critères et donc de fournir plusieurs solutions, 
représentant toutes un compromis optimal par rapport aux objectifs du problème. 
 
A notre connaissance, peu de travaux sur ces thématiques ont été menés. Classiquement, les 
méthodes de conception sont plutôt concentrées sur une classe d’objets particuliers caractérisés 
par leur homogénéité. Peu d’approches traitent d’ensembles hétérogènes et multi-domaines. Les 
méthodes d’optimisation de type évolutionnaires sont également très peu connues dans le 
domaine du Génie Électrique. Nous nous sommes donc attachés, au cours de cette thèse, à mettre 
en avant les apports de ces méthodes dans le contexte de la conception de systèmes, en accordant 
une importance particulière à la méthodologie et aux spécificités liées à leur mise en œuvre 
(modélisation, algorithmes, analyse,…) : « l’objectif principal est donc de montrer comment 
résoudre un problème d’optimisation multicritères dans le contexte d’une approche système en 
Génie Électrique plus que de résoudre un problème d’optimisation particulier. Ainsi, 
l’application au véhicule électrique a été choisie comme exemple typique de la problématique ». 
 
Nos contributions principales se situent aussi bien sur le plan méthodologique des techniques 
d’optimisation que sur leur application à la conception de systèmes de conversion d’énergie. 
Nous étudions notamment l’influence des opérateurs de variation pour deux algorithmes 
évolutionnaires multicritères et proposons une technique de recombinaison auto-adaptative en 
vue de l’amélioration de leur robustesse. Ces méthodes sont par la suite appliquées à la 
conception de chaînes de conversion électromécaniques et utilisées pour l’analyse des couplages 
dans ces systèmes. En particulier, des indices de corrélation sont introduits pour souligner les 
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interactions entre paramètres et/ou critères de conception à partir des résultats d’optimisation. 
Enfin, nous avons développé un modèle complet de véhicule électrique liant les dimensions du 
système à son comportement global. Ce modèle hétérogène, qui fait intervenir divers champs 
disciplinaires (thermique, mécanique, électrique, magnétique) est ensuite exploité pour mener 
une démarche de conception par optimisation visant à diminuer la masse et les pertes du 
véhicule. Par ailleurs, nous nous sommes intéressés à l’influence du type de mission de 
circulation sur les caractéristiques des configurations optimales. Au cours de ce travail, une 
attention particulière est portée sur la formalisation du problème d’optimisation et du choix des 
modèles de dimensionnement en relation avec le cahier des charges et la mission. 
 
Le chapitre 1 présente le contexte de l’approche système pour la conception par optimisation en 
Génie Électrique. Nous y abordons les sources de complexité de nos applications et mettons en 
évidence l’intérêt d’aborder la démarche de conception de manière globale. Les couplages 
présents entre les différents éléments d’un système et la mission pour laquelle il est conçu sont 
en effet déterminants par rapport à son comportement. Dans ce contexte, leur intégration dès les 
premières phases de la conception est nécessaire à la recherche de performances à l’aide de 
méthodes d’optimisation. Nous montrons également dans ce chapitre que la modélisation de tels 
ensembles comporte certains impératifs et certaines difficultés dont il faut avoir conscience afin 
d’envisager dans de bonnes conditions la formulation d’un problème d’optimisation. 
 
Le chapitre 2 porte sur l’optimisation par algorithmes évolutionnaires multicritères. Nous 
illustrons d’abord les principes fondamentaux de l’approche multicritère en développant la 
notion d’optimalité au sens de Pareto et le concept de dominance. Nous exposons par la suite les 
méthodes classiquement employées pour traiter cette classe de problèmes. Un état de l’art des 
techniques évolutionnaires est ensuite proposé en insistant particulièrement sur deux algorithmes 
multicritères élitistes. (le NSGA-II et le SPEA2). 
 
Le chapitre 3 illustre l’influence des opérateurs de variation sur l’efficacité du NSGA-II et du 
SPEA2 et propose une méthode de recombinaison auto-adaptative destinée à améliorer leur 
robustesse. Cette étude est validée à partir de problèmes test de référence de la littérature. 
 
Dans le chapitre 4, nous résolvons plusieurs problèmes de conception par optimisation dans le 
domaine du Génie Électrique. Ces problèmes sont basés sur l’étude d’une chaîne de conversion 
électromécanique comportant un actionneur à aimants permanents, un onduleur, un réducteur 
mécanique et une charge. Nous montrons dans le détail les différentes étapes qui conduisent à la 
formulation d’un problème de conception par optimisation (modélisation, choix des critères, des 
variables de conception et des contraintes), à sa résolution et à l’analyse des résultats. Nous 
mettons en évidence la force de cette approche qui, par la richesse des résultats qu’elle fournit, 
favorise l’étude des phénomènes d’interaction présents au sein des systèmes. Nous proposons 
dans ce cadre une méthode pour aborder l’analyse des couplages basée sur l’utilisation des 
corrélations. La multiplicité des résultats obtenus nous conduit également à aborder le problème 
du choix d’une solution particulière parmi celles proposées. Nous étudions, pour finir, certains 
aspects relatifs à la sensibilité des solutions. 
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Enfin, dans le chapitre 5, nous abordons la problématique de la conception au sens système d’un 
véhicule électrique pur. Les aspects modélisation et formulation du problème d’optimisation y 
sont largement développés. Nous illustrons, pour deux missions de circulation différentes, la 
manière dont interviennent, au sein du processus de conception, les couplages entre les aspects 
liés au dimensionnement, à la gestion de l’énergie et à la finalité du système. 
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 Chapitre 1  
Problématique de l’approche système pour la 
conception par optimisation en Génie Électrique 
L’objectif de ce travail se situe dans le contexte de la conception des systèmes complexes en 
Génie Électrique. La complexité de ces systèmes vient en grande partie du fait qu’ils sont 
caractérisés par l’association d’éléments de natures et de fonctionnalités différentes, qui sont le 
siège de fortes interactions. Ces couplages se manifestent sous différentes formes : ils peuvent 
être relatifs à l’environnement dans lequel évolue l’application, à l’association de ses différents 
sous-systèmes, à la cohabitation de phénomènes physiques de diverses natures, ou encore à la 
mission confiée au système. 
 
En terme de conception, la complexité de ces dispositifs a toujours constitué un obstacle pour les 
ingénieurs. Comment choisir et dimensionner les éléments du système pour, d’une part, assurer 
la mission pour laquelle il doit être conçu, et, d’autre part, garantir des performances globales 
intéressantes, tout en intégrant les couplages qui conditionnent grandement le comportement de 
l’ensemble ? Cette problématique fait l’objet de ce premier chapitre, au cours duquel nous 
présenterons les principales difficultés inhérentes à la conception de tels ensembles.  
 
Dans un premier temps, nous évoquons les sources de la complexité de nos applications et les 
impératifs associés à la description de leur comportement dans le contexte de la conception. 
Nous abordons, dans ce cadre, la notion de couplage, omniprésente au sein des systèmes 
hétérogènes, et nous soulignons son importance par rapport à l’approche globale de la 
conception. Nous montrons comment les liens intimes entre les trois étapes fondamentales du 
processus de conception (architecture, dimensionnement et gestion du système) mènent à la 
nécessité d’une approche simultanée, que nous baptisons : « conception simultanée ». 
 
Dans un second temps, nous introduisons les principes généraux de la systémique et exposons, 
dans le contexte du Génie Électrique, les raisons qui nous ont conduits à l’utilisation de ces 
méthodes, ainsi que les champs d’application visés.  
 
Dans une troisième partie, nous montrons que les démarches relatives à la systémique et celles 
liées à l’optimisation des performances globales d’un système sont indissociables. Elles offrent, 
par leur utilisation conjointe, un outil complet dédié à la conception simultanée. Cette partie 
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permet également de poser les fondements de l’approche systémique par optimisation et 
d’aborder la justification du choix de la méthode d’optimisation retenue.  
 
En dernier lieu, nous évoquons les problèmes liés aux choix des critères de conception et des 
modèles à mettre en œuvre pour le conditionnement et la formulation du problème 
d’optimisation. 
1.1  La complexité des systèmes au cœur des problèmes de conception 
1.1.1 Sources de complexité dans la conception des systèmes 
De plus en plus, dans le Génie Électrique moderne, les systèmes possèdent un fort caractère 
multidomaines, dans la mesure où ils intègrent, au sein d’une même application, différentes 
technologies pouvant être liées à l’électrotechnique, l’électronique, l’automatique, la mécanique, 
la chimie ou l’hydraulique.  
Cette hétérogénéité, omniprésente dans les dispositifs, est une des sources de leur complexité. La 
pluridisciplinarité relative à cette cohabitation de multiples domaines de la physique entraîne des 
difficultés liées à la représentation et à la caractérisation de ces systèmes. Les connaissances et 
les compétences à rassembler pour étudier de telles applications sont nombreuses et il faut être 
capable de les faire coexister à travers la description du dispositif complet. 
 
De plus, comme le rappelle la définition même du terme, un système est « un ensemble 
complexe d’éléments en interaction ». Cette définition met en exergue le mot interaction (ou 
couplage) qui prend, dans notre contexte d’étude, une importance toute particulière. En effet, ces 
couplages sont eux-aussi à la source de la complexité des systèmes et peuvent être présents sous 
différentes formes : 
 
 les couplages entre les éléments du système : ils impliquent une dépendance forte des 
caractéristiques intrinsèques des éléments par rapport à leur environnement proche. 
 
 les couplages entre les disciplines, liés au caractère hétérogène des systèmes et à la 
cohabitation de multiples phénomènes physiques. 
 
 les couplages avec l’environnement dans lequel le système va évoluer. 
 
En terme de conception, les systèmes actuels doivent à la fois répondre à des impératifs de 
gestion de l’énergie, de maîtrise des performances, de fiabilité, de minimisation des coûts ou des 
masses,… Les couplages précédemment évoqués vont donc se répercuter sur l’approche de 
conception, puisqu’ils vont fortement conditionner les propriétés des éléments par rapport aux 
objectifs recherchés. Dans ce contexte, de nouveaux couplages viennent s’ajouter aux 
précédents, parmi lesquels nous trouvons: 
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 les couplages au sein du processus de conception, entre les étapes de choix 
d’architecture, du dimensionnement et de la gestion du système ; 
 
 les couplages entre ressources - solutions - besoins, en ce sens que les solutions 
préconisées se doivent d’intégrer, dès les premiers stades de la conception, les 
ressources disponibles et la finalité du système conçu. 
Environnement
Finalité
RessourcesRessources
DisciplinesDisciplines
ÉlémentsÉléments
SYSTEME
CON CEP TION
 
 ils doivent agir ensemble pour parvenir à satisfaire des 
bjectifs donnés. Les couplages présents entraînent des difficultés à prédire le comportement 
omme nous venons de le voir, la conception d’un dispositif associant plusieurs éléments de 
quel qu’il soit, il faut être 
apable d’en représenter le comportement global, en intégrant bien évidemment les principaux 
phénomè
figure 1.1 : Principaux couplages présents lors de la conception d’un système 
Ces différents couplages sont illustrés sur la figure 1.1. La caractérisation d’un système va donc 
bien au-delà de la simple description des objets le composant. Leur complexité n’est pas 
seulement liée au nombre de constituants, mais également à leur nature, au type d’interactions 
qui les relient et à la manière dont
o
global du système à partir du comportement local des sous-systèmes, et la diversité des 
phénomènes physiques mis en jeu complique fortement la détermination et la compréhension de 
ces mécanismes. 
1.1.2 Éléments fondamentaux pour la conception des systèmes complexes 
C
nature et de fonctions différentes comporte des difficultés induites par la complexité des liens 
existant entre les éléments de l’ensemble, ainsi que ceux existant entre l’ensemble, son 
environnement et sa finalité. Pour concevoir un système complexe 
c
nes de couplages présents.  
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Sa de
façon dont vont être représentées les fonctionnalités et le comportement des éléments, ainsi qu’à 
 manière dont nous allons nous assurer de leur compatibilité réciproque. Cette approche impose 
la pri
du systè
compte d aintes qui devront être 
spectées pour obtenir un ensemble viable. 
 
Ces cons ésentation 
es systèmes. Nous devrons, au cours de la démarche de conception, leur accorder une 
impor
 
 d’identifier et de définir les finalités (les objectifs) du système ; 
 
 de s afin de remplir les 
conditions d’association, d’assurer la cohérence et la stabilité de l’ensemble ; 
 
d’ e à 
l’environnement, aux paramètres et aux éventuelles contraintes de conception. 
ensemble organisé. La modélisation consiste à construire des modèles de représentation des 
éléments, plus ou moins précis, permettant de décrire les phénomènes que nous désirons 
observer. Enfin, la simulation permet, grâce à l’emploi des modèles, de prévoir l’évolution du 
système au cours du temps et face à la variation de certains de ses paramètres.  
1.1.3 Exemples de systèmes hétérogènes à fort niveau de couplage 
1.1.3.1 Centrales de production d’énergie autonome mixte éolienne-photovoltaïque 
Une centrale autonome mixte de production d’énergie constitue un bon exemple de système 
complexe, hétérogène et couplé. Elle devra être conçue à partir d’une caractérisation précise des 
gisements éolien et solaire, et de la connaissance statistique des besoins de consommation 
énergétique : le caractère de finalité doit donc être intégré à la conception de l’ensemble.  
scription constitue donc une des étapes fondamentales de la démarche. Il faut réfléchir à la 
la
se en compte simultanée des nombreux phénomènes physiques pouvant intervenir au sein 
me. L’intégration des conditions de fonctionnement des éléments ainsi que la prise en 
es impératifs liés à leur association implique la présence de contr
re
idérations permettent de faire apparaître différents aspects inhérents à la repr
d
tance particulière. Nous pouvons notamment citer la nécessité : 
 
 de caractériser l’architecture et le rôle de chacun des sous-systèmes afin d’en faire 
émerger les propriétés fondamentales ; 
 
 de réfléchir à la stratégie de modélisation de chacun des sous-systèmes en tenant 
compte des disparités des dynamiques, les coexistences de phénomènes physiques de 
diverses natures, afin de définir le degré de finesse des modèles ; 
 choisir judicieusement les paramètres associés aux sous-système
 identifier et d’intégrer les mécanismes couplant les objectifs du systèm
 
Tous ces points mettent l’accent sur l’importance des aspects description, modélisation et 
simulation des systèmes. La description consiste à identifier les éléments du système et les 
interactions entre ces éléments, ainsi qu’à déterminer les liaisons qui les intègrent en un 
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Nombre de cellules ?
Type de cellules ?
Associat ion série ?
Associat ion parallèle ?
Données sur les gisement s
Données sur la consommation
Dimensions de la voilure ?
Caractérist iques de 
l’alternateur ?
Nombre de bat teries ?
Type de batterie ?
Associat ion série ?
Associat ion parallèle ?
Commande et  gest ion 
de l’énergie ?
 
figure 1.2 : Quelques couplages présents dans une centrale autonome  
mixte de production d’énergie  
 
Dans un tel système, nous retrouvons des couplages (voir figure 1.2) :  
 
 entre les domaines de la thermique, de la mécanique des fluides, de la mécanique du 
mouvement, de la conversion électromécanique, de l’électronique de puissance et de 
contrôle ; 
 
 entre les gisements éolien/solaire, les dimensions de la voilure, du panneau solaire 
(type, nombre, association), de l’alternateur (couple, vitesse, tension), de la chaîne de 
traitement et du stockage de l’énergie ; 
 
 entre l’architecture, le dimensionnement, la gestion et le stockage de l’énergie, avec par 
exemple pour objectif de maximiser la production tout en garantissant la disponibilité 
permanente de l’énergie. 
1.1.3.2 Véhicule électrique 
Le véhicule électrique présente également toutes les caractéristiques d’un système complexe, 
multidomaines, où les éléments sont couplés mutuellement, ainsi qu’avec leur environnement 
(route, conducteur) et avec la mission du véhicule. 
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Missions de circulat ion
Type de batterie ?
Nombre de bat teries ?
ssociat ion série ou parallèle ?A
Type d’act ionneur ?
Couple ?
Puissance ? Structure du convert isseur ?Type de composants ?
Fréquence de découpage?
Rapport  de réduct ion ?
 
figure 1.3 : Quelques couplages présents au sein d’un véhicule électrique 
 
Ici encore, les interactions (voir figure 1.3) peuvent se décliner par rapport à plusieurs domaines : 
 
interactions entre les domaines mécanique, électrique, chimique, therm ique et 
électrotechnique-électronique de puissance ; 
 interactions entre le profil de mission du véhicule et la détermination de la chaîne de 
.2  Éléments de systémique  
 
propulsion, du convertisseur statique et des autres éléments du système ; 
 
 interactions entre la gestion de l’énergie embarquée (récupération d’énergie, freinage), 
les conditions de fonctionnement de l’actionneur (tension, fréquence de rotation) et la 
stratégie de commande de la machine. 
1
La complexité des systèmes que nous proposons d’étudier implique d’adopter une approche 
globale pour la caractérisation de leur comportement. Les éléments d’un système sont en 
interaction forte avec le contexte dans lequel ils évoluent et une représentation cohérente et 
complète de l’ensemble ne pourra être obtenue qu’en considérant l’ensemble des phénomènes et 
des couplages présents. Il est donc nécessaire de s’orienter vers une démarche qui s’efforce de 
 10 
Problématique de l’approche système pour la conception par optimisation en Génie Électrique 
relier les ensembles au lieu de les isoler. Cette démarche correspond aux idées véhiculées par 
 la fin des années 70. Issues des sciences de l’ingénierie avec la théorie 
cybernétique de N. Wiener (1948) et des sciences de la vie avec la théorie des systèmes ouverts 
e l’information de Shannon-
r (19 ssent par déboucher sur une 
formalisation relativement achevée à la fin des années 70 [Ros75][Lem95]. 
es très 
ifférentes. Aujourd’hui, ces réflexions ont suscité une nouvelle vision de la conception : 
chnologies qui touchent à 
n ensemble important de disciplines physiques, au cœur desquelles le génie électrique joue un 
rôle central. La pénétration des technologies de l’information (Automatique, Informatique) dans 
s systèmes énergétiques est en évolution rapide, comme en témoigne l’exemple frappant de 
ernières décennies. Les temps de conception ont été réduits de 5 à 3 ans en 10 ans (chiffres 
l’approche système, ou systémique, que nous proposons maintenant de présenter. 
1.2.1 Historique de la systémique 
Les méthodes systémiques se sont développées à partir de 1945 et sont devenues une discipline à 
part entière vers
de L.V. Bertalanffy (1951 et 1968), elles s’enrichissent des théories d
Weave 50), de la théorie structuraliste de Piaget (1968) et fini
 
Cette vision s’opposait à la vision dite «mécaniste », prédominante au début du 20ième siècle, et 
qui consistait à découper le système en sous-systèmes élémentaires, traités par des spécialistes de 
chaque domaine. Cette approche a, dans une certaine mesure, prouvé son efficacité en raison des 
effets de la spécialisation. Mais elle a aussi montré ses limites à cause du manque, voire de 
l’absence de dialogue interdisciplinaire, conduisant souvent à un assemblage d’éléments qui, 
bien que localement optimisés, ne constituait pas un système globalement optimal vis-à-vis de 
son cahier des charges. 
 
C’est incontestablement L.V. Bertallanfy [Ber73] qui, par sa « théorie générale des systèmes », 
s’est aperçu d’une certaine communauté de problèmes rencontrés dans des disciplin
d
« l’approche système », « systémique », « ingénierie simultanée », « conception intégrée », 
« mécatronique » [DaT00a][Val00]. Cette vision consiste, en positionnant le système dans son 
environnement, à étudier celui-ci dans sa globalité, tout en intégrant la finalité pour laquelle il 
doit être conçu.  
1.2.2 Contexte de l’approche système en Génie Électrique 
L’idée d’appliquer les principes de la systémique au Génie Électrique est liée à la complexité 
toujours croissante des dispositifs à concevoir. Les systèmes modernes, nous l’avons déjà 
évoqué, intègrent de plus en plus « d’intelligence », et associent des te
u
le
l’automobile, où la part de l’électronique (contrôle/commande) a triplé en 10 ans. Ce secteur est 
tout à fait significatif de la mutation qui s’est opérée dans l’organisation industrielle ces deux 
d
fournis par PSA), alors que les véhicules intègrent de plus en plus d’innovations technologiques 
(direction et freinage assistés, assistance de trajectoires, dispositifs de sécurité active,…). 
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Cette réussite est en partie due à la réorganisation des équipes en « plateaux techniques » 
multidisciplinaires dans lesquels des experts sont réunis plus par fonction que par discipline. 
Ainsi, pour réaliser des fonctions telles que la direction assistée, la suspension ou le contrôle 
moteur, des spécialistes de la mécanique, de l’hydraulique, de la thermique, de l’électronique, 
mais aussi de l’informatique et de l’automatique ont été rassemblés. Ces spécialistes suivent le 
processus de conception/fabrication du système depuis les premières étapes jusqu’à 
industrialisation et la mise sur le marché. Cette démarche est connue sous le nom 
« d’in r mobile, le Génie Électrique n’échappe pas à cette 
volution. C’est pourquoi le groupe SYSTEME du LEEI a été créé. Il développe des recherches 
r une solution au cahier des charges, même si la solution devra 
ien évidemment en respecter les impératifs, mais plutôt à proposer un environnement au sein 
duquel toute l’aide possible sera apportée au concepteur (vérification des règles d’interconnexion 
es éléments, de la compatibilité entre éléments, du respect des objectifs du cahier des charges, 
 
s relations de cause à effet (chemins causaux et boucles causales) offre une vision synthétique 
on des systèmes 
an03]. L’objectif est d’arriver à l’obtention de modèles reproduisant plutôt les phénomènes 
l’
tég ation mécatronique ». Comme l’auto
é
spécifiquement orientées vers l’approche système [Ast03][Rob00]. Sur le plan méthodologique, 
trois axes de recherche principaux sont étudiés au sein de ce groupe :  
 
 Approche système orientée synthèse  
 
Cette approche est utilisée pour définir la structure d’un dispositif de conversion de l’énergie en 
réponse à un cahier des charges par assemblage d’éléments préalablement caractérisés [Dem02]. 
 
Les éléments sont décrits par des propriétés intrinsèques (gamme de fréquences, fonction de 
transfert, isolement galvanique) et des propriétés relatives aux interfaces au travers desquelles ils 
échangent de l’énergie, et grâce auxquelles nous les assemblons (nature des grandeurs imposées 
par l’élément, réversibilité imposée et acceptée par l’élément, …). Cette approche n’est pas 
directement destinée à apporte
b
d
…) 
 
 Approche système orientée analyse 
 
L’approche système orientée analyse utilise principalement le formalisme « Bond Graph » 
[DaTa00b] pour représenter de façon homogène les échanges énergétiques qui circulent au sein 
et entre les différents domaines de la physique (électricité, mécanique, hydraulique,…). 
L’information causale, ainsi que toutes les propriétés qui en découlent, constituent la principale 
richesse de ce formalisme. Les règles d’assignation de la causalité poussent le concepteur à une 
réflexion physique sur l’association des éléments du système. L’analyse des chemins suivis par
le
des couplages, en dépit des franchissements de domaines disciplinaires puisque les éléments sont 
représentés de façon unifiée. Cette approche permet également, par l’utilisation de méthodes 
appropriées, d’aller vers la réduction d’ordre des modèles de représentati
[G
rapides, ou au contraire les phénomènes plus lents, ou bien à caractériser un modèle pour une 
gamme de fréquences donnée. 
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 Approche système par optimisation 
 
Cette approche concerne la recherche des configurations optimales d’un système hétérogène 
multidomaines par une approche de conception simultanée. Elle conduit très souvent à la 
résolution de problèmes d’optimisation complexes et spécifiques. Ces problèmes peuvent être à 
la fois combinatoires et/ou continus, peuvent présenter plusieurs critères d’optimisation, un 
nombre de variables de conception important, ainsi que de nombreuses contraintes liées au 
respect du cahier des charges ou à la compatibilité des associations entre éléments. Pour résoudre 
ce type de problèmes, il est la plupart du temps impératif d’avoir recours à la simulation, puisque 
la formulation complètement analytique du problème reste quasiment impossible à déterminer. 
Cet aspect impose l’utilisation de méthodes d’optimisation dites directes, ne nécessitant pas le 
calcul des dérivées des critères et des contraintes (heuristiques géométriques ou stochastiques).   
 
C’est particulièrement sur ce dernier point que porte cette thèse. Bien sûr, ces différents axes de 
recherche sont fortement corrélés et, à long terme, l’objectif est d’unifier ces approches afin 
d’obtenir un ensemble d’outils entièrement dédiés à la conception systémique. 
 
La figure 1.4 présente une des façons dont pourrait être appliqué, de manière conjointe, 
l’ensemble des méthodes présentées ci-dessus. Notons que cette approche n’est pas forcément 
purement séquentielle, et que la complémentarité des thèmes permet des rebouclages entre 
chacun des stades, si des informations issues de l’un d’entre eux fournissent des résultats qui 
méritent d’être intégrés dans la démarche globale. 
• Déterminer et  valider des architectures candidat e
viables
s • Déterminer et  valider des architectures candidat es
viables
 
• Déterminer les couplages forts
• Orient er le concepteur vers une paramétrisat ion
intelligente des systèmes pour l’opt imisat ion 
• Déterminer des modèles à moindre coût  pour 
la simulat ion
• Déterminer les couplages forts
• Orient er le concepteur vers une paramétrisat ion
intelligente des systèmes pour l’opt imisat ion 
• Déterminer des modèles à moindre coût  pour 
la simulat ion
• Int égrer l’opt imisat ion des performances dans une
démarche de concept ion simult anée 
rgie
• Améliorer la compréhension des couplages dans 
le système
Architecture-Dimensionnement-Gest ion de l’Éne
• Int égrer l’opt imisat ion des performances dans une
démarche de concept ion simult anée 
rgie
• Améliorer la compréhension des couplages dans 
le système
Approche syst ème orientée 
vers la synt hèse
Approche syst ème orientée
vers l’analyse
Approche syst ème 
Architecture-Dimensionnement-Gest ion de l’Énepar opt imisat ion
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figure 1.4 : Démarche globale de la conception d’un système complexe 
1.3  Approche système par optimisation pour la conception  
Lorsqu’il s’agit d’éléments « classiques » du Génie Électrique, comme par exemple des 
rocessus de conversion statique et/ou électromécaniques, ou de dispositifs de commande, de 
1.3.1 sation au service de la conception simultanée 
Lorsq son dimensionnement la recherche de 
erformances particulières, la complexité intrinsèque à l’approche système conduit naturellement 
’intégration, dès les premières phases de la conception, des finalités du système, des moyens de 
pproche. Traditionnellement, la 
méthodologie employée pour la conception consiste plutôt en une démarche séquentielle. Nous 
pouvons évoquer quatre étapes principales dans ce processus : 
 
 choix de l’architecture, 
 
p
nombreux problèmes de conception sont désormais assez bien maîtrisés quand chaque élément 
est conçu et dimensionné séparément. Si, par contre, l’objectif est de concevoir une association 
d’éléments, de sous-systèmes qui participent tous à la fonctionnalité et aux performances de 
l’application, l’approche locale du dimensionnement des éléments n’est plus viable. La 
conception et l’optimisation des performances du système doivent alors être orientées vers le 
système, afin d’assurer la cohérence des éléments couplés vis-à-vis d’un ensemble de critères à 
optimiser simultanément. 
Systémique et optimi
ue le concepteur d’un système désire intégrer à 
p
à l’utilisation de méthodes d’optimisation destinées à faciliter la détermination des meilleures 
solutions. Quand le nombre de variables de conception est élevé, que le système est fortement 
contraint et que se mélangent des phénomènes physiques de natures différentes, le raisonnement 
humain seul n’est plus suffisant, car il devient difficile de percevoir tous les couplages et de 
comprendre comment et où agir pour améliorer les critères choisis. La mise en œuvre de 
méthodes d’optimisation se révèle alors très efficace pour aider le concepteur dans sa démarche 
et lui fournir des éléments de réflexion, permettant de mieux appréhender le comportement 
complexe des systèmes. 
 
L
gestion et de contrôle de l’énergie, implique un lien entre les aspects relatifs à la systémique, 
permettant de décrire le fonctionnement du système dans son ensemble, et ceux relatifs à 
l’optimisation des performances globales. Ces considérations constituent tout l’avantage et 
l’originalité que nous voulons mettre en avant dans cette a
 choix des éléments, 
 dimensionnement des éléments, 
 élaboration des processus de contrôle /gestion. 
 14 
Problématique de l’approche système pour la conception par optimisation en Génie Électrique 
La première étape, concernant le choix de l’architecture, permet de dégager la structure du 
système étudié. Pour un véhicule électrique, il peut par exemple s’agir du type de chaîne de 
traction à utiliser pour assurer la propulsion du véhicule. La deuxième étape porte sur la nature 
des éléments constitutifs de la solution retenue. Vient ensuite l’étape de dimensionnement des 
éléments par rapport à un cahier des charges, au cours de laquelle peuvent être mises en œuvre 
des méthodes d’optimisation pour améliorer localement certaines performances. Ce n’est qu’au 
terme de cette étape que sont évoquées les questions relatives à la manière dont va être gérée 
l’énergie dans le système et à la stratégie de commande que l’on va mettre en œuvre pour réaliser 
cette g
 
Dans notre cas, nous parle  ce sens que la phase de 
conception et la phase d’optimisation ne font plus qu’une, et que les choix en terme 
estion. 
rons plutôt de conception simultanée, en
d’architecture, de dimensionnement et de gestion de l’énergie sont intégrés au sein d’une même 
démarche globale de résolution, comme l’évoque la figure 1.5. 
Dimensionnement Gestion
Architecture
Vers la recherche des 
configurat ions 
optimales d’un système
Concept ion 
simultanée
 
figure 1.5 : Principe de la conception simultanée 
Prenons l’exemple (figure 1.6(a)) d’une charge électrique, alimentée par une pile à combustible 
(PAC) et un organe de stockage, par l’intermédiaire de convertisseurs statiques (CVS). 
PACη
PAC
P ACP AC CVSCVS ChargeCharge
CVSCVS StockageStockage
P
minP dimP maxP  
(a) Structure de la chaîne d’alimentation (b) Courbe de rendement d’une PAC 
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figure 1.6 : Système d’alimentation par PAC 
Les choix d’architecture sont intimement liés aux dimensions du système. Suivant les niveaux de 
nsion, les structures du CVS pourront être survoltrices/dévoltrices, multicellulaires, avec ou 
ans étag  de cellules (PAC et stockage), en 
érie ou e e, de même que la gestion 
uissance de la PAC en régime optim  et  sont liés à la gestion du système et 
égissent 
.3.2 Démarche systématique en optimisation 
 d’échec de la résolution, les performances et 
la fiabilit ises en question, alors que l’outil de résolution n’est, 
n généra
te
s e de transformation haute fréquence,… Le nombre
n parallèle, dépend également des dimensions du systèms
énergétique à travers les organes de contrôle-commande. Observons par exemple la courbe de 
rendement de la PAC selon la puissance fournie (figure 1.6(b)). Nous pouvons y trouver trois 
paramètres caractéristiques. Le premier dimP , est lié au dimensionnement, et correspond à la 
al. minP maxPp
r la gamme de fonctionnement de la pile.  
 
Il est clair que le choix de ( minP , maxP ) dépend de dimP , mais aussi de la mission (charge 
prélevée) et du sous-système de stockage associé. De façon générale, il semble qu’une approche 
séquentielle, consistant à définir l’architecture du système, puis à le dimensionner, pour enfin 
optimiser sa gestion, donnera un résultat sensiblement différent de celui obtenu via une 
« approche simultanée de la conception ». C’est cette vision, grandement facilitée par 
optimisation, que nous adopterons par la suite. l’
1
L’emploi de l’optimisation pour la résolution de problèmes est trop souvent résumé aux seules 
chniques mathématiques mises en œuvre. En caste
é de la méthode sont souvent rem
l, pas le seul en cause.  e
 
L’optimisation fait en effet l’objet d’une démarche systématique, qui comporte quatre phases 
fondamentales présentées sur la figure 1.7 [Sar02]. Chacune d’elles peuvent être l’objet d’une 
remise en question si la résolution n’aboutit pas. 
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Définit ion précise
du cahier 
des charges
Mise en 
équations
mathématiques
Résolut ion
pro
du
blème
Exploitation
de la 
solut ion 
si la solut ion n’est  pas sat isfaisante … 
Phase 1
Phase 2
Phase 3
Phase 4
 
figure 1.7 : Démarche systématique en optimisation 
Ces quatre phases sont :  
 
 Définition précise du cahier des charges (Phase 1) 
 
Cet aspect concerne la définition des finalités du système et des éventuelles contraintes liées à la 
fabrication ou à l’utilisation du dispositif. Cette phase est fondamentale dans le processus 
d’optimisation, dans la mesure où elle conditionne les étapes suivantes. 
 
 Mise en équations mathématiques (Phase 2) 
 
Cette phase consiste à traduire le problème physique en un problème mathématique équivalent. 
critères d’o ance du système ainsi que le choix des variables de conception. 
 Analyse des solutions (Phase 4) 
 
Une fois le problème résolu, il est impératif d’évaluer la pertinence du résultat fourni par 
l’optimisation et, en cas d’échec, de s’interroger sur les choix adoptés lors des différentes phases. 
C’est sans doute l’étape la plus délicate et la plus coûteuse du processus d’optimisation, car la 
formulation mathématique d’un problème n’est jamais unique, en particulier les définitions des 
ptimalité, de perform
Nous serons dans cette phase confrontés aux problèmes de modélisation des éléments. 
 
 Résolution du problème d’optimisation (Phase 3) 
 
La recherche de solutions est réalisée à l’aide de méthodes d’optimisation mathématiques, 
pouvant présenter diverses caractéristiques (monocritères, multicritères, déterministes, 
stochastiques, directes, indirectes,…). 
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Comme nous l’avons déjà signalé, nous imputons trop souvent l’échec de l’optimisation à la 
méthode de recherche employée pour la localisation des solutions. Il peut être nécessaire de 
revenir sur les phases 1 et 2, car la résolution d’un problème mal formulé ne peut conduire qu’à 
ne solution erronée, quelle que soit la méthode de résolution employée. 
triviale car il 
en existe un grand nombre [Sar99][Rao96]. Les systèmes que nous étudions sont susceptibles de 
tion, ce qui nous conduit à l’utilisation de méthodes 
imen ous pouvons citer :  
 
 
Nous reviendrons plus en détail sur ces méthodes au cours du chapitre 2. 
Dans nos systèmes, nous prévoyons d’utiliser la simulation numérique pour évaluer les critères. 
ent plus attractives que les méthodes 
éométriques par rapport aux propriétés des problèmes de conception que nous considérons. 
ainsi que des contraintes de conception 
u
1.3.3 Les méthodes d’optimisation  
Le choix d’une méthode pour la résolution d’un problème d’optimisation n’est pas 
posséder de nombreuses variables de concep
multid sionnelles. Parmi ces méthodes, n
 les méthodes statistiques et les plans d’expériences 
 les méthodes de subdivision d’intervalles 
 les méthodes analytiques 
 les heuristiques1 géométriques 
 les méthodes stochastiques 
 
L’utilisation de méthodes de type gradient est impossible car nous ne disposerons pas toujours 
d’une expression purement analytique des objectifs. Dans ce contexte, les méthodes les plus 
appropriées sont les méthodes géométriques et stochastiques. 
 
Les méthodes géométriques sont des méthodes locales2, c’est-à-dire qu’elles convergent vers un 
optimum dépendant uniquement du point de départ, qu’il soit local ou global. A l’opposé, les 
techniques stochastiques sont plutôt des méthodes globales qui permettent de localiser 
l’optimum global des fonctions. Ces méthodes paraiss
g
Dans cette catégorie, les algorithmes évolutionnaires s’affirment peu à peu comme des 
techniques de résolution robustes. En plus de leur caractère global, ils peuvent être appliqués à 
des problèmes très divers tout en gardant une certaine indépendance par rapport au processus à 
optimiser. Ces dernières années, les méthodes évolutionnaires ont beaucoup progressé. Associées 
à des techniques multicritères, qui permettent d’obtenir non pas une solution unique mais un 
ensemble de solutions, elles sont capables de gérer des problèmes à objectifs multiples possédant 
des variables mixtes (discrètes et/ou continues), 
nombreuses, et parfois très sévères. Ces propriétés sont en parfaite adéquation avec les difficultés 
                                                 
1 On entend par heuristique une méthode à base de règles qui permet d’approcher la solution optimale d’un 
problème. Une métaheuristique « englobe » un ensemble d’heuristiques. 
2 Signalons que le terme « méthode locale » est parfois employé dans le sens de méthodes procédant en remplaçant 
une solution par sa « voisine » (ex : recuit simulé ou recherche tabou). Dans la définition que nous avons adoptée, 
ces méthodes seraient plutôt qualifiées de globales car elles visent à localiser un optimum global. 
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associées à la problématique de la conception systémique par optimisation. Nous retiendrons 
donc ces méthodes comme outil d’optimisation pour nos problèmes et reviendrons en détail sur 
leur principe dans le chapitre 3.  
1.4  La modélisation des objets au cœur de la formulation du problème 
éflexions relatives aux aspects modélisation du système sont 
irectement corrélées à la mise en équations du problème. Le concepteur est confronté aux 
La formulation complète au sens système du problème étudié passe dans un premier temps par 
une réflexion relative à la stratégie de modélisation de chacun des éléments. Le point de départ 
de cette réflexion réside dans les objectifs que le concepteur poursuit à travers sa démarche 
d'optimisation. L’élaboration des modèles est ainsi en prise directe avec le choix des critères 
d’optimisation et avec l’aspect global / pluridisciplinaire de l’approche. 
1.4.2 Choix des critères d’optimisation 
Le choix des objectifs est une étape cruciale de la formulation d’un problème d’optimisation. 
Même s’il possède un stème doit réfléchir à 
la façon dont il v omme un critère, 
ou plutôt comme une contrainte ? Comment l’existence de couplages forts entre critères-
 comportement global du 
 
d’optimisation 
La modélisation des éléments du système constitue une étape capitale pour la formulation du 
problème d’optimisation. Les r
d
difficultés de la représentation des sous-systèmes, au choix des critères d’optimisation, des 
variables de conception et des contraintes. La recherche de modèles les plus simples possibles est 
bien sûr favorisée, mais comment choisir, dans un environnement si complexe, et par rapport aux 
objectifs de l’optimisation, les phénomènes à modéliser ? Auront-ils une influence significative 
sur le comportement global du système et sur les performances ? Avec quels degrés de couplages 
les sous-systèmes vont-ils être liés ? Comment les interactions vont elles se répercuter sur le 
dimensionnement des éléments ?  
 
Apporter des réponses précises à ces questions est une tâche très délicate, dans la mesure où elles 
dépendent fortement du type d’application considérée et des objectifs choisis pour 
l’optimisation. Nous allons donc plutôt évoquer les problèmes que nous serons susceptibles de 
rencontrer lors du conditionnement du problème d’optimisation, aussi bien par rapport au choix 
des critères d’optimisation que par rapport aux aspects modélisation et simulation.  
1.4.1 Des objets au modèle système 
e idée préalable de ses objectifs, le concepteur d’un sy
a les intégrer au problème : un objectif donné doit-il être géré c
contraintes et paramètres de conception va-t-elle se répercuter sur la représentation des objets ? 
En effet, chaque objet va influer dans des proportions différentes sur le
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système. Difficile de dire a priori quels sont les phénomènes prépondérants, ainsi que ceux qui 
vec un nombre important de critères, la résolution du problème, même si elle reste possible, 
e regrouper 
lusieurs critères de même nature afin de fournir à l’outil d’optimisation un problème 
ation. Le choix du type de modèle employé pour décrire un objet (modèle purement 
analytique, modèle semi-analytique, modèle avec simulation numérique,…) doit donc intégrer 
fférences, garantir la compatibilité et la stabilité de l’ensemble.  
Les modèles doivent répondre à des critères de précision et de rapidité. D’un côté, ils doivent 
rcément nécessaires à la détermination des critères. Il faut donc adopter des modèles « juste 
nécessitent d’être intégrés à la procédure d’optimisation. 
 
De plus, même si l’aspect multicritère des algorithmes utilisés facilite le traitement simultané de 
différents objectifs, nous ne pouvons nous permettre d’en augmenter exagérément le nombre. 
D’une part, la rapidité de convergence de la méthode d’optimisation peut être fortement 
augmentée, les compromis à gérer étant beaucoup plus nombreux. D’autre part, n’oublions pas 
que ces méthodes doivent également nous permettre de faire de l’analyse systémique, à savoir 
relier les variations des paramètres à celles des critères et des contraintes, et mettre ainsi en 
évidence les couplages présents au sein du système. 
A
risque d’augmenter considérablement les difficultés de cette analyse. Au delà de deux ou trois 
critères simultanément optimisés, les difficultés liées à la mise en forme et à la présentation des 
résultats en complexifient grandement l’exploitation. Il peut être alors nécessaire d
p
conditionné de la meilleure façon possible. 
1.4.3 Élaboration des modèles 
Le concepteur devra donc être capable, selon les critères de performances recherchés, de 
déterminer un modèle permettant d'extraire les informations utiles à la résolution du problème. 
Les aspects globaux et multi-domaines intrinsèques à l'approche système conditionnent 
fortement le choix des modèles. 
 
Tout d’abord, les dynamiques de chacun des éléments qui constituent le système couvrent 
généralement des spectres fréquentiels importants. Des phénomènes physiques rapides 
cohabitent avec d’autres plus lents (constantes de temps électriques et mécaniques d’un 
actionneur par exemple). La gestion de ces disparités est contraignante par rapport à la 
modélis
ces di
être suffisamment précis pour permettre une émergence des propriétés fondamentales de 
l'élément ainsi qu'une description cohérente des phénomènes étudiés, et ce quel que soit le 
domaine physique auquel ils appartiennent (électrique, magnétique, thermique, …). D'un autre 
côté, la résolution d’un problème d’optimisation demande un grand nombre de simulations 
« système », ce qui augmente le coût en temps de calcul. La précision du modèle fait l’objet d’un 
compromis avec sa rapidité. Tous les phénomènes présents au sein d’un objet ne sont pas 
fo
assez précis » aussi bien en ce qui concerne les aspects liés au dimensionnement des éléments 
que les aspects relatifs à leur simulation, afin d'éviter une durée excessive des calculs.  
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figure 1.8 : Illustration du compromis rapidité-précision  
pour différents niveaux de modélisation d’un actionneur électrique 
La figure 1.8 illustre, pour l’exemple d’un actionneur électrique, différents niveaux de 
modélisation possibles et leur position dans le plan rapidité - précision. 
nt. Les modèles devront 
onc comporter les informations nécessaires à la prise en compte de ces contraintes. 
 
Enfin, un dernier aspect mérite également d'être souligné : le problème du domaine de validité 
des modèles. Si nous désirons garantir le plus de richesse et de diversité possible dans la 
conception du système, il faut disposer d’un nombre important de degrés de liberté. L’existence 
de ces degrés de liberté peut entraîner des difficultés relatives à la détermination du domaine de 
validité des modèles sur une large gamme de variations paramétriques. La connaissance de ces 
plages de validité n’est pas systématique (loin s’en faut) lorsque nous exploitons un modèle de la 
littérature. Certaines hypothèses faites lors de la modélisation de l’objet peuvent être remises en 
cause lors de la variation de certains paramètres. Cet aspect peut compromettre le 
dimensionnement de certains éléments du système, car il risque d’affecter la cohérence du 
résultat obtenu et de conduire à des solutions erronées. Il est cependant long et difficile de mettre 
à l’épreuve un modèle possédant plusieurs paramètres afin de déterminer sa gamme de validité. 
Ce travail rejoint plutôt l’aspect modélisation pure des objets, qui, bien qu’intimement lié, ne 
figure pas réellement parmi les objectifs de notre étude. Nous verrons ultérieurement que ce 
 
Concernant les aspects relatifs à la simulation, le choix des modèles de simulation est primordial. 
Difficile pourtant de déterminer de prime abord, par une approche qualitative, quelles vont être 
les échelles de temps les mieux appropriées pour simuler l’élément lorsqu’il est plongé dans un 
contexte aussi complexe que ceux que nous considérons. L’utilisation du Bond Graph permet 
d’apporter des éléments de réponse à ces questions grâce à l’analyse des boucles causales 
(analyse modale) et à l’identification des couplages dans les systèmes. Ces travaux permettent 
notamment de mettre en œuvre des stratégies orientées vers la réduction de modèles et vers des 
modèles simplifiés selon les gammes de fréquences considérées, permettant ainsi de déterminer 
des modèles à moindre coût pour la simulation [Gan01][Gan03]. 
 
Par ailleurs, l'association de différents sous-systèmes pose le problème de la compatibilité des 
éléments modélisés ou des limites de leurs conditions de fonctionneme
d
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point nous oblige à valider a posteriori certains résultats avec des moyens de modélisation plus 
précis. 
1.5  Conclusion 
L’approche que nous proposons d’étudier tout au long de ce travail a donc pour objectif de 
mettre en œuvre la démarche systémique de conception par optimisation pour le 
dimensionnement d’applications représentatives du Génie Électrique. En associant cette 
approche aux performances des méthodes d’optimisation multicritères évolutionnaires, nous 
disposons d’un outil original, puisque peu de travaux ont été menés sur l’étude de systèmes 
complets. C’est avec cet outil que nous envisageons d’aborder la problématique de la conception. 
 
La méthodologie que nous proposons fait appel à deux notions principales : la notion d’approche 
globale des systèmes, ou « systémique », ainsi que la notion de conception simultanée par 
optimisation. Réunis au service d’une même cause, chacun de ces aspects permet, de constituer 
un outil qui intègre les nombreuses exigences requises par la conception optimale de dispositifs 
hétérogènes.  
Un système est en effet caractérisé par la présence de couplages entre les éléments qui le 
composent, ce qui implique, lors de la démarche de conception, la nécessité de considérer 
directement la globalité de l’application, plutôt que de favoriser une approche à partir d’aspects 
plus locaux, qui débouchent ensuite vers le système complet. La mise en évidence et la 
compréhension de ces couplages, et leur mise en relation avec les comportements du système, 
constituent un des objectifs majeurs de ce travail. La cohérence et la compatibilité des éléments 
constituant l’ensemble, ainsi que la satisfaction des exigences d’un cahier des charges, ne 
pourront être établies que dans ce contexte global. Au sein même du processus de conception, 
l’aspect optimisation peut intervenir de façon simultanée, couplant les questions d’architecture, 
de dimensionnement et de gestion du système. La prise en compte de tous ces mécanismes dès 
les premières étapes de la conception permet d’envisager la détermination de systèmes mieux 
dimensionnés car globalement optimaux, ou encore d’identifier certains verrous technologiques 
« bridant » les performances. 
 
Les méthodes multicritères évolutionnaires, qui permettent de disposer d’un ensemble de 
solutions, offrent une grande richesse en terme de conception, et favorisent les échanges 
interdisciplinaires. Cette démarche n’a donc pas pour objectif de remplacer purement et 
simplement les experts des différents domaines, mais plutôt de constituer un outil « d’aide à la 
conception ». Il est impossible d’intégrer tous les critères pouvant entrer en considération dans la 
conception d’un système. Toute l’expérience et le savoir-faire des experts peuvent alors être mis 
à profit pour poser correctement le problème, le modéliser, et parfaire l’analyse des solutions. La 
confrontation des résultats avec leur connaissance de certains objets du système permet de 
s’assurer de leur cohérence, de leur faisabilité. Il est même envisageable, le cas échéant, 
d’effectuer des rebouclages avec la formulation du problème afin d’affiner ou d’améliorer la 
description du système si la prise en compte de certains critères, paramètres ou contraintes 
supplémentaires s’avère nécessaire pour une optimisation plus réaliste. 
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a troisième partie développe plus particulièrement les méthodes évolutionnaires dédiées à 
l'optim
référenc
2.1  
2.1.1 Rappels sur l’optimisation monocritère 
2.1.1.1 Terminologie et définitions 
O
tionnaires 
itre traite de l’optimisation multicritère et des algorithmes évolutionnaires. Il est divisé 
randes parties. 
 
em ère partie expose les principes et l’état de l’art de l’optimisation multicritère. Nous 
ns d’abord un bref rappel sur les méthodes d’optimisation monocritère, dans lequel nous 
s les terminologies les plus usuelles en optimisation et les principales catégories de 
s d’optimisation multidimensionnelles. Nous évoquons ensuite les spécificités de 
he multicritère. Nous développons notamment la notion d’optimalité
e
tifs multiples. Enfin, nous décrivons, de manière succincte, les méthodes de résolution 
es pour traiter cette classe de problèmes. 
ième partie dresse un état de l'art des algorithmes évolutionnaires en rappelant les 
s fondamentaux sur lesquels ils s’appuient. Nous proposons une classification détaillée 
rentes approches et caractérisons chacune d'elles. 
L
isation multicritère. Elle s’intéresse plus spécifiquement à deux algorithmes élitistes de 
e (à savoir le NSGA-II et le SPEA2) qui seront utilisés dans la suite de ce travail. 
Principe et état de l’art de l’optimisation multicritère 
Tout d’abord, nous allons définir les termes couramment employés dans le domaine de 
l’optimisation. Le tableau 2.1 regroupe les principales notions. 
Une technique d’optimisation peut être vue par le béotien comme une boîte noire [Sar02] dont le 
but est de déterminer la solution optimale d’un problème formulé à partir d’un cahier des charges 
décrit en terme de paramètres, d’objectifs et de contraintes (voir figure 2.1). 
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TABLEAU 2.1 : TERMES ET LEURS DEFINITIONS  
Terme Synonymes Définition 
Fonction objectif Critère d’optimisation 
(Objective function) Fonction coût (Cost function) Fonction d’adaptation (Fitness function) 
Fonction à minimiser 
Paramètres 
(Parameters) 
Variables objets 
(Object variables) 
Variables de conception 
(Design variables) 
Facteurs influant sur la 
fonction objectif 
Espace de recherche 
(Search space) 
Espace des paramètres 
Environnement (Environment) 
Paysage (Landscape) 
Ensemble des valeurs de 
paramètres possibles 
Domaine réalisable 
(Feasible domain) Espace réalisable ou admissible 
Région de l’espace où les 
contraintes sont respectées
Domaine non réalisable 
(Non feasible domain) 
Espace non réalisable 
Espace interdit 
Région de l’espace ou les 
contraintes sont violées 
 
Les mécanismes  résolution, sont 
conditionnés par des paramètres de contrôle (nombre de points de calcul, directions de 
recherche,…) et des conditions initiales (variables objets initiales, valeurs initiales des 
paramètres de contrôle,…). 
d’exploration de l’espace, spécifiques à la méthode de
P aramètres de cont
Object ifs fi
Contraintes gi
P aramètres xi
Object ifs fi
Contraintes gi Méthode de résolut ion
P aramètres xi (boîte noire)
Méthode de résolut ion
(boîte noire) Solut ion optimaleSolut ion optimale
rôleP aramètres de contrôle
Condit ions init iales Condit ions init iales 
C
 
figure 2.1 : Modèle de la boîte noire  
La recherche de l’optimum d’une fonction est généralement réalisée à l’aide de deux phases 
fondamentales : l’exploration et l’exploitation. 
 
 l’exploration a pour objectif de localiser un optimum de la fonction, c’est-à-dire de 
rechercher une vallée (en cas de minimisation) ou un sommet (en cas de maxim
 
ahier des charges
isation) 
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 l’exploitation renforce l’exploration en permettant la descente au creux de la vallée ou 
l’ascension du sommet. 
 
Le succès et l’efficacité d’une technique de résolution dépend la plupart du temps d’un 
tres est important. 
 
 les méthodes analytiques se basent sur la connaissance d’une direction de recherche 
don apport aux 
param
ction 
 de Nelder et Mead, de 
 

r exemple les méthodes de Monte-Carlo, du recuit simulé, ou les 
algorithmes évolutionnaires qui feront l’objet d’un large développement dans ce 
mémoire. 
compromis entre l’exploration et l’exploitation. Certaines méthodes n’utilisent toutefois qu’une 
seule de ces phases pour parvenir à l’optimum. 
2.1.1.2 Méthodes d’optimisation monocritère multidimensionnelles 
Les méthodes d’optimisation monocritère multidimensionnelles peuvent être classées en cinq 
catégories principales [Sar99][Rao97]: 
 
 les méthodes statistiques et les plans d’expérience [Sad92] sont habituellement 
employés quand le nombre d’évaluations de la fonction objectif est très restreint. Ces 
méthodes sont en effet capables de fournir une estimation de l’optimum à partir d’un 
nombre d’essais très réduit. Elles restent toutefois limitées et ne permettent pas de 
converger précisément vers l’optimum. 
 
 les méthodes de subdivision d’intervalles [Mes98] consistent à se rapprocher de 
l’optimum par réductions successives de l’intervalle de recherche complet. Elles sont 
assez coûteuses lorsque le nombre de paramè
née par le gradient (voire le hessien) de la fonction objectif par r
ètres. Elles sont rapides mais applicables uniquement aux fonctions 
différentiables. Parmi ces méthodes, nous pouvons citer les méthodes du gradient, de 
Fletcher-Reeves et de type Newton (Gauss-Nexton, Quasi-Newton). 
 
 Les heuristiques géométriques explorent l’espace par essais successifs en recherchant 
les directions les plus favorables. Toutes ces techniques sont locales, mais beaucoup 
plus robustes que les méthodes analytiques classiques, en particulier si la fon
objectif est discontinue ou bruitée. Elles deviennent par contre prohibitives lorsque le 
nombre de paramètres est élevé. Parmi les heuristiques les plus couramment employées, 
nous trouvons les méthodes de Hooke and Jeeves, du simplexe
Rosenbrock et de Powell. 
 les heuristiques stochastiques explorent des points de l’espace suivant des processus 
aléatoires qui permettent de progresser avec une probabilité suffisante vers l’optimum 
global. Citons pa
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2.1.1.3 Vers l’optimisation multicritère 
Inconsciemment, nous résolvons tous au quotidien des problèmes d’optimisation plus ou moins 
complexes. Nos achats, notre organisation, nos déplacements ne sont pas faits sans avoir réfléchi 
au préalable aux multiples options dont nous disposons pour aboutir à la décision nous semblant 
la plus appropriée. Par exemple, en prévision d’un trajet en véhicule, nous pouvons être amenés 
à résoudre la problématique présentée à la figure 2.2. Ces raisonnements, même s’ils paraissent 
anodins, font appel au concept de compromis, en ce sens que les décisions prises le sont 
rarement dans un contexte d’objectif unique. Plusieurs critères sont simultanément intégrés à la 
réflexion, afin de dégager un choix final présentant le meilleur compromis entre tous les 
es objectifs. Cette approche nous conduit à considérer une autre catégorie de problèm
d’optimisation : les problèmes multicritères ou multiobjectifs. 
P roblème Trajet  Toulouse-P aris en voitureTrajet  Toulouse-P aris en voiture
 Trajet  le plus rapide possible
 Trajet  le moins coûteux possible
 Trajet  le plus confortable possible
 Trajet  le plus rapide possible
 Trajet  le moins coûteux possible
 Trajet  le plus confortable possible
P roblème
Object ifsObject ifs
P aramètresP aramètres
ContraintesContraintes  P asser par certaines villesArrêts obligatoires ou prévisibles
 P asser par certaines villes
Arrêts obligatoires ou prévisibles
 Réseau rout ier (routes, autoroutes, péages…)
 Voiture (vitesse, consommation, confort…)
 Heure et  jour de départ  (encombrement  du réseau)
 Réseau rout ier (routes, autoroutes, péages…)
 Voiture (vitesse, consommation, confort…)
 Heure et  jour de départ  (encombrement  du réseau)
 
figure 2.2 : Exemple de problème multicritère de la vie courante 
2.1.2 Principe de l’optimisation multicritère 
2.1.2.1 Formulation d’un problème multicritère 
Un problème multicritère P  peut se formuler de la manière suivante : 
 
⎥⎥
⎦
⎤
⎢
⎢⎢
⎣ )(
)(
objectif X
X
N
j
F
F  
⎡ )(1 XF
[ ]
⎥⎥
⎥⎢⎢
=
...
)( min XF  objectif
...1 Nj =  
 28 
Optimisation multicritère par algorithmes évolutionnaires 
[ ]
⎥⎥
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⎤
⎢⎢
⎢⎢=
...
)(
)( min
X
X j
F
F  
 ...1k =
⎡ )(1 XF
 objectif...1 Nj =  
où ][
param1 Ni XXX KK=X  
et max_min_ iii XXX ≤≤  
 param...1 Ni =  avec 0)( ≤Xkg  
contrainteN  
imulta tifs )(XiF , sous un ensemble de contrainteN  
contraintes )(Xkg . Le vecteur X paramN  variables de conception 
associées au problème. 
 
us que des c  d et, ns perte d
deux contraintes d’inégalité 0)(
 
Il s’agit de minimiser s nément objectifN  objec
 représente l’ensemble des 
Dans la formulation, no  ne considérons ontraintes ’inégalité. En eff  sa e 
généralité, nous remarquons qu’une contrainte d’égalité de type 0)( =Xh  est équivalente à 
≤Xh  et 0)( ≤− Xh e défini en 
 m ulation précédente au prix de quelques 
mat
 
 Ainsi, contrairement à l’optimisation monocritère, la solution d’un 
roblème d’optimisation multicritère est rarement unique. Elle est constituée de différentes 
soluti ompromis vis-à-vis des objectifs du problème. 
. Par ailleurs, tout problèm
terme de aximisation peut aisément se ram
transfor ions mathématiques. 
ener à la form
La difficulté principale de l’optimisation multicritère est liée à la présence de conflits entre les 
divers objectifs. En effet, les solutions optimales, pour un objectif donné, ne correspondent 
généralement pas à celles des autres objectifs pris indépendamment. De ce fait, il n’existe la 
plupart du temps aucun point de l’espace de recherche où toutes les fonctions objectifs sont 
optimales simultanément.
p
ons, représentant l’ensemble des meilleurs c
 
Pour un problème à deux paramètres ]  x[  21x=X , deux contraintes ] )(  )( [ 21 XX ggg =  et 
deux critères ] )(  ( [ 21 XX ff )f = , nous illustrons, à figure 2.3, les es 
ifférents espa
 liens existant entre l
d ces (paramètres, contraintes, critères). 
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espace des paramètres X espac
G
F
e des contraintes G espace des object ifs F
solut ions réalisables solut ions opt imales solut ions non réalisables solut ions non at teignables 
)(Xg
)(1 Xg
2
0)(2 >Xg
0)(1 >XgX
 
ment l’ensemble des 
solutions dans chaque espace en fonction de leur nature (réalisable, non réalisable, optimale ou 
non atteignable). Pour rester le plus général possible, l’optimalité des solutions n’est pas définie 
en terme de minimisation ou maximisation simultanée des critères, mais par une région 
quelconque de l’espace des objectifs. Cette représentation nous permet de remarquer que : 
 
 deux solutions distinctes dans l’espace des paramètres peuvent présenter les mêmes 
caractéristiques dans l’espace des objectifs (critères identiques). 
 
 la correspondance d’une solution de X vers F n’est pas toujours possible, notamment pour 
les solutions non-réalisables. En effet, pour la plupart des problèmes réels, il n’est 
évidemment pas possible d’évaluer les critères lorsque les contraintes de conception ne 
sont pas r
2.1.2.2 
Le problème de Schaffer [Sch85] constitue un exemple simple de référence pour les problèmes 
figure 2.3 : Relations entre les différents espaces d’un problème d’optimisation 
Nous montrons quelques configurations particulières et caractérisons notam
emplies. 
Exemple de problème multicritère 
multicritères. Il est défini de la manière suivante : 
( ) ( )( ) ( )
[ ]⎪
⎪⎨
⎧
−∈
⎥⎦
⎤⎢⎣
⎡
−=
==
31  avec
2
  min 2
2
2
1
,x 
xxF
xxF
xF
 (2.1)
⎩
Les deux fonctions à optimiser sont tracées sur la figure 2.4(a), par rapport à la variable x . 
sation 
Comme nous pouvons le constater, les deux objectifs du problème sont antagonistes, dans la 
mesure où il n’existe aucune zone de l’espace de recherche pour laquelle leur minimi
simultanée est possible. A l’intérieur de l’intervalle ]2 ,0[=I , nous notons qu’une des fonctions 
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( ( )xF  1
sa valeur optim
comprom
égalem
de Schaffer. 
) s’éloigne de sa valeur minimale (obtenue pour x=0) tandis que la deuxième décroît vers 
ale, en x=2. Il n’est donc pas possible, dans cet intervalle, de minimiser un critère 
sans détériorer l’autre. Les solutions appartenant à I constituent l’ensemble des meilleurs 
is possibles à la minimisation simultanée des deux objectifs, que l’on qualifie 
ent de front optimal de Pareto en référence au célèbre économiste [Par96]. La figure 
2.4(b) illustre, dans l’espace des objectifs, l’allure du front de Pareto correspondant au problème 
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figure 2.4 : Problème multicritère de Schaffer 
 est liée au concept de dominance défini par 
areto. 
2.1.3.1 Règles de dominance 
En optimisation multicr tè  lo ue l’  e i u ent à minimiser plusieurs critères, 
une solution est dit s ri e à u  s u  (on dira aussi de manière équivalente que 
 domine  ou en notation symboli e u si et seulement si : 
2.1.3 Optimalité au sens de Pareto 
La qualité des solutions d’un problème multicritère
P
i
e 
re
upé
rsq on ch rche s m ltaném
1X  eur ne ol tion 2X
1X 2X qu  q e 2 ) 1 XX f
( ) ( ) ( ) ( )2 1  objectif 1 objectif     ]1[et ],1[   XXXX jjkk FFFFNk <⇒2 ,N     j ∈∃≤⇒∈∀  (2.2) 
, les autres étant au pire égaux à ceux de 
inance au sens large. On dira alors que  domine 
La dominance est définie ici au sens strict par le fait qu’au moins un des critères de 1X  est 
amélioré relativement à celui de 2X . Toutefois il 
eut être utile de définir la dom
2X
1X 2X  au sens 
21   XX f ) si et seulement si : 
p
large (que l’on notera 
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( ) ( )       2 1 FF kk ≤ XX ],1[   objectifNk ∈∀  (2.3)
Si  ne domine pas  (que l’on note ) et que  ne domine pas X f/  
on dira que les deux solutions sont équivalentes, ou encore que 
1X 2X 21 XX f/ 2X 1X  ( 1X ),2
12 XX ≡ .  
2.1.3.2 Optimum au sens de Pareto  
Dans le cas le plus général, les solutions op un problème multicritère (qualifiées aussi 
de solutions Pareto-optimales) sont constituées par l’ensemble des solutions équivalentes de 
l’espace des critères qui n sont jam  dominées s 2.2)). Par analo ie avec 
l’optimisation monocritèr , nous p ons défin e  local et d’optimum 
global au sens de Pareto. 
 
 OPTIMUM GLOBAL AU SENS DE PARETO 
 
Une solution  est considérée comme un optimum global au sens de Pareto s’il n’existe aucune  
solution  qui domine  dans l’espace des critères F.  
 
La figure 2.5 illustre une représentation graphique de l’optimalité globale au sens de Pareto dans 
le cas d’un espace à deux critères.  
timales d’
e 
e
ais
ouv
 au ens strict (relation (
ir l s notions d’optimum
g
X
Y X
1F
2F
Solut ion 
dominée
Fro optim
are
 
figure 2.5 : Optimalité globale au sens de Pareto 
L’ensemble P des solutions Pareto-optimales globales regroupe tous les meilleurs compromis 
e dime
 
 OPTIMUM LOCAL AU SENS DE PARETO 
                                                
nt  al de 
P to
F
P
possibles au problème multicritère. Comme signalé précédemment, cet ensemble est aussi 
qualifié de front optimal de Pareto, ou plus généralement de surface optimale de Pareto3, pour 
des problèmes d nsion plus élevée. 
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Une solution  est dite localement optimale au sens de Pareto s’il n’existe, dans le voisinage de 
, aucune solution  dominant . Le voisinage d’une solution peut être défini comme une 
restriction F0 de l’espace complet F  objectif  type d’optim
X
X Y X
 des s. La figure 2.6 illustre ce alité. 
1F
2F
Solut ion o t ip male 
locale dans F 0
X
F
F 0
 
figure 2.6 : Optimalité locale au sens de Pareto 
Par extension, et comme le montre la figure 2.7(a), l’ensemble des solutions non dominées de F0 
g  montre une autre 
configuration conduisant à l’apparition de fronts de Pareto locaux. 
peut être considéré comme un front de Pareto local. La fi ure 2.7(b)
1F
2F
1F
2F Fronts de P areto 
locaux
Front  de 
P areto local
Front  de 
P areto global
F 0
F
 
Front  de P areto 
global
F
 
(a) Exemple 1 
figure 2.7 : Exemples de fronts locaux d’un problème
 o 
(b) Exemple 2 
 d’optimisation multicritère 
2.1.3.3 Exemple d’illustration de l’optimalité au sens de Paret
Considérons un problème d’optimisation multicritère dans lequel nous recherchons la 
minimisation simultanée de deux critères. La figure 2.8 présente, dans l’espace des objectifs, un 
ensemble de solutions, duquel il faut extraire les solutions Pareto optimales. 
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A
D
B F
Critère 2
C
E
Critère 1
 
figure 2.8 : Exemple pour l’illustration de la dominance 
Pour établir les relations de dominance entre ces diverses configurations, un certain nombre de 
comparaisons sont nécessaires. Chacune des solutions examinées doit être comparée à toutes les 
autres. En effet, dire par exemple que A n’est pas dominée par B ne signifie en aucun cas que A 
domine B. De même, la conclusion sur l’équivalence entre deux couples de solutions A et B ne 
peut être établie qu’après avoir déterminé l’absence de dominance de A vis-à-vis de B ainsi que 
celle de B vis-à-vis de A. 
 
Afin de faciliter l’établissement des relations de dominance entre toutes les solutions, nous 
proposons  dominance. Celle-ci peut être définie au sens strict ou au 
sens large, selon qu’on utilise la définition formulée par l’équation (2.2) ou par l’équation (2.3). 
Considérons alors l’ap
 d’introduire la matrice de
plication [ ]vuT ,  qui, pour tout couple de solutions ( )vu ,  vaut 1 si 
domine ple de la figure 2.8, nous obtenons la 
matrice de dominance au sens large du problème : 
  A B C D E F  
D 0 0 0 1 0 0
E 0 0 0 0 1 1
F 0 0 0 0 0 1
u  
v  au sens large, et 0 sinon. Appliquée à l’exem
 
A 1 0 0 1 0 0
B 0 1 0 1 0 0
C 0 0 1 1 1 1
T  = 
 
⎣
 
      
⎦
 
Le tableau 2.2 illustre l’interprétation des relations de dominance au sens large pour un couple de 
solutions (u, v) de l’espace des objectifs. Nous pouvons obtenir quatre cas distincts selon la 
valeur des termes croisés 
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎡
⎥⎥
⎥⎤
⎥⎥
⎥⎥
⎥
[ ]vuT ,  et [ ]uvT , . 
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[ ]vuM ,La matrice de dominance au sens strict  est facilement calculable à partir de la matrice 
de dominance établie au sens large en posant :  
],[],[],[ uvTvuTvuM ⊕=  (2.4)
où ⊕ représente l’addition modulo 2 (soit l’opérateur OU exclusif en logique binaire). 
TABLEAU 2.2 : INTERPRETATION DES RELATIONS DE DOMINANCE POUR UN COUPLE DE SOLUTIONS DE L’ESPACE DES 
OBJECTIFS  
⎫=   0],[
⎪⎭
⎬= 0],[ uv
vuT ⎪  ⇒ u  et v  sont équivalentes vu   ≡  T
⎪⎭
⎪⎬
⎫
=
=
1],[
  0],[
uvT
vuT
 ⇒  domine v u   uv   f  
=   1],[
⎪⎭= 0],[ uv
⎪⎬
⎫
T
vuT
 ⇒  domine u v  vu   f  
⎪⎭
⎪⎬
⎫
=
=
1],[
  1],[
uvT
vuT
 ⇒ Les critères de u  et v  sont identiques vu   =  
 
Appliquée à la matrice T  précédemment déterminée, l’équation (2.4) nous permet de calculer la 
matrice de dominance au sens strict correspondante : 
 
 C D E F  
0
 0 0 0 0 0 0
 A B
A 0 0 0 1 0
B 0 0 0 1 0 0
C 0 0 0 1 1 1
D 0 0 0 0 0 0
E 0 0 0 0 0 1
F
M  = 
⎢⎢
⎢⎢
⎢⎢
⎥⎥
⎥⎥
⎥⎥
      
Le table 2.3 illustre l’interprétation des relat
⎢
⎢
⎣
 
⎥
⎦
⎤
 
au ions de dominance au sens strict pour un couple de 
⎡
⎥
solutions (u, v) de l’espace des objectifs. Nous obtenons ici trois cas distincts, selon la valeur des 
termes croisés [ ]vuM ,  et [ ]uvM , . 
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TABLEAU 2.3 : INTERPRETATION DES RELATIONS DE DOMINANCE POUR UN COUPLE DE SOLUTIONS DE L’ESPACE DES 
OBJECTIFS  
⇒  et  sont équivalentes  [ ] ⎭⎬
⎫
=
=
0],[
  0,
uvM
vuM
 u v vu   ≡  
[ ]
⎭= 1],[ uv ⎬
⎫=   0,vuM
 ⇒  domine M v u  uv   f  
[ ] ⎫=   1,vu
⎭= 0],[ uvM
M
 ⇒  domine u v  vu   f  ⎬
 
Nous pouvons aisément extraire de la matrice M  le nombre fiN  de solutions qu’une solution i  
domine :  
∑
=
N
(2.5)
f  qu
(2.6)
Les solutions Pareto-optimales sont facilement identifiables dans la matrice 
=
1
],[
j
i jiMN f  
objectif
ainsi que le nombre de solutions N i dominent une solution i  donnée : i
∑
=
= ritère
1
],[
cN
j
i ijMN f  
M  par le fait que la 
colonne qui leur est associée ne possède que des termes nuls. Autrement dit,  est une solution 
to-optimale s
iS
Pare i et seulement si 0=iN f
 
Dans l’exemple de la figure 2.8, le front de Pareto est donc constitué des solutions non dominées 
A, B, et C. Nous pouvons également, grâce trice de dominance au sens strict, établir que : 
 
A domine D B domine D 
. 
 à la ma
C domine D, E et F D ne domine aucun point 
E domine F F ne domine aucun point 
2.1.4 Difficultés des problèmes d’optimisation multicritère 
Les difficultés rencontrées lors de la résolution d’un problème multicritère sont, en plus de la 
présence de contraintes, liées aux propriétés des fonctions à optimiser. Ces dernières, selon la 
méthode d’optimisation employée, peuvent constituer des obstacles à la progression vers le front 
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optimal global. Ces difficultés peuvent être regroupées en différentes catégories que nous 
proposons de présenter. 
2.1.4.1 Convexité - Non convexité  
Un front de Pareto P est dit convexe si, étant donné deux points distincts quelconques de ce 
front, le segment qui relie ces deux points est toujours contenu dans l’ensemble F des solutions 
atteignables de l’espace des objectifs. La figure 2.9(a) présente un exemple de front convexe et la 
figure 2.9(b) un exemple de front non convexe. 
 
La non convexité d’un espace entraîne l’existence de zones d’optimalité locale pouvant piéger 
les algorithmes de résolution. Certaines méthodes, comme les méthodes agrégatives4 par 
exemple, ne sont efficaces que lorsque l’espace présente des propriétés de convexité. 
1F
2F
Front  de P areto 
convexe
F
Front  de P areto 
non convexe
2F
1F
F
P
 
P
(a) Front de Pareto convexe (b) Front de Pareto non convexe 
figure 2.9 : Fronts de Pareto convexe ou non convexe 
La discontinuité d’un front peut également complexifier la résolution d’un problème multicritère. 
Cette discontinuité peut être liée à la présence des contraintes, ou à l’existence de zones 
optimales locales. Deux exemples de front de Pareto discontinus sont donnés à la figure 2.10(a) 
et à la figure 2.10(b). 
                                                
2.1.4.2 Continuité - Discontinuité 
 
4 Nous illustrerons certaines de ces méthodes au paragraphe 2.1.6.1. 
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1F
2F
Front  de 
P areto
Contraintes
P
2F
Front  de 
P areto
F
P
o discontinus 
 résolution. 
F
1F  
(a) Discontinuité due aux contraintes (b) Discontinuité due à la forme du front 
figure 2.10 :Exemples de fronts de Paret
2.1.4.3 Multimodalité 
La multimodalité du front de Pareto découle de l’existence de solutions localement Pareto-
optimales. Les problèmes multimodaux sont caractérisés par l’existence de plusieurs front locaux 
successifs, qui sont susceptibles d’empêcher la détermination du front global. Ces fronts locaux 
agissent comme des attracteurs qui peuvent piéger les méthodes de
1F
2F
F
Fronts locaux
ront  global
 
ure 2.1 nt de Par e multi
2.1.4. iform
n problème d’optimisation multicritère peut être caractérisé par une distribution non uniforme 
atteindre les solutions globales. 
fig 1 ro : Exemple de f eto à caractèr modal 
4 Non un ité  des solutions
U
des solutions dans l’espace des objectifs. Ainsi, certaines zones de l’espace des objectifs peuvent 
présenter des densités de solutions plus importantes que d’autres. Si les densités les plus fortes se 
situent loin du front optimal, les méthodes de résolution vont rencontrer plus de difficultés pour 
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2.1.4.5 Exemples de fonctions difficiles 
Dans la littérature, de nombreux problèmes tests sont disponibles pour confronter les méthodes 
misat  K. Deb [Deb99b] propose une série de 
es sont formulés, de manière 
générique, par : 
d’opti ion aux difficultés précédemment énoncées.
fonctions qui présentent des propriétés intéressantes. Ces problèm
( )⎪⎧ =  1   1 ,...,)( min xxff mX ( ) ( )⎪⎩ = + 1 1 2 ,,...,)( min param fghxxgf NmX
problème, chaque fonction joue un rôle particulier : 
⎨  (2.7)
Dans ce 
 
 f  agit sur la répartition des solutions le long du front de Pareto (uniformité ou non). 
 g  agit sur la répartition des solutions latéralement au front (multimodalité). 
h  agit sur la forme du front (convexe, non convexe, continue, discontinue). 
ustrer, sur des cas concrets, les problèmes liées aux aspects multimodaux et non 
 
 
Pour ill
uniformes, nous proposons d’observer deux fonctions particulières mettant en évidence ces 
hénomènes. 
 
 
 
Considé
p
EXEMPLE DE PROBLEME MULTICRITERE MULTIMODAL 
rons les fonctions ( )x 1f  et ( )x 2f  décrites par les équations (2.8) et (2.9). 
1 1 )( xf =X  (2.8)
( ) ( ) ( )
1
2 
2
2 
2
12 2
1
4.0
6.0 exp8.0004.0
2.0 exp2,. f
xxfghxgf ⎟⎟⎠
⎞⎜⎛
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧ ⎟⎠
⎞⎜⎝
⎛ −−−⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧ ⎟⎠
⎞⎜⎝
⎛ −−−==X  (2.9)⎜⎝
où 11 1),( ffgh = . En considérant que ]1,0[  , 2 1 ∈xx , nous représentons, dans l’espace des 
objectifs, un ensemble de 50 000 solutions tirées aléatoirement dans le domaine de variation des 
paramètres. L’observation de la figure 2.12(a) et de constater l’existence d’un optimum 
local ( ) et d’un optimum global (
perm
6.02 =x 2.02 =x ) sur la fonction g . Ainsi, comme le m  
la figure 2.12(b), nous retrouvons, dans l’espace des critères, la présence nette d’un front local, 
qui, par l’attraction qu’il exerce, risque de piéger la méthode de résolution. Le front théorique 
ma
ontre
opti l global de ce problème est déterminé par 2.02 =x . 
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0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0.6
0.8
1
1.2
1.4
1.6
1.8
2
0 0.2 0.4 0.6 0.8 1
0
2
4
6
Optimum local
Optimum global
x2  
g(
x 2
)
8
10
12
14
16
18
20
Solutions aléatoires
Front  opt imal théorique
Front  local
f 2(
x)
( )xf  1
Front  global
(a) Allure de la fonction )( 2xg  
(b) Tirage aléatoire de solutions dans l’espace des 
objectifs 
figure 2.12 : Exemple de problème multimodal 
 
 EXEMPLE DE PROBLEME MULTICRITERE A REPARTITION NON UNIFORME DES SOLUTIONS 
 
Pour cet exemple, considérons les deux fonctions ( )X1f  et ( )X2f  définies par les équations 
(2.10) et (2.11). 
( ) 11 xf =X  (2.10) 
( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛ ⎟⎠
⎞⎜⎝
⎛−=
2
1
 2 1 g
fgf X  (2.11) 
La fonction g  est donnée par l’équation (2.12) : 
( ) ( )
γ
⎟⎟
⎟⎟
⎠
⎞
⎜⎜
⎜⎜
⎝
⎛
−
−
−+= ∑∑
∑∑
+=+=
+=+=
2
1
min
2
1
max
2
1
min
2
1
minmaxmin2 1  ,
mi
i
mi
i
mi
i
mi
i
xx
xx
gggxxg  (2.12)
En choisissant  et 1min =g , 2max =g , 1=m 25.0=γ , nous effectuons un tirage aléatoire de 50 
000 points. Le front optimal théorique est obtenu pour 1=g . Sur la figure 2.13, nous pouvons 
observer que le s l’espace des 
objectifs est non uniforme. Plus nt, plus leur densité est faible. 
Dans ces conditions, nous percevons bien les difficultés auxquelles doivent faire face les 
éthodes d’optimisation pour déterminer le front optimal.  
 front est non convexe. De plus, la répartition des solutions dan
 les solutions se rapprochent du fro
m
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f 2(
x )
( )
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
Solutions aléatoires
Front optimal
xf  1  
figure 2.13 : Exemple de problème à répartition non uniforme des solutions 
Nous reviendrons plus en détail sur certaines de ces fonctions tests dans le chapitre 3, lorsque 
nous évaluerons l’efficacité des algorithmes évolutionnaires multicritères. 
2.1.5 L’approche par optimisation multicritère en conception 
Comme le montre le tableau 2.4, les méthodes de conception ont beaucoup évolué au cours des 
siècles. Ce ulation et 
d’optimisation, nous allons vers un développement important des méthodes de conception 
utomatique optimales (automated optimal design) [Sar02]. 
 
ans le domaine industriel, de nombreux secteurs sont concernés par des problèmes complexes 
m
i devront permettre d’aboutir à un objet satisfaisant au 
mieux les critères et contraintes définis par le cahier des charges. 
 
 
TABLEAU 2.4 :HISTORIQUE DES METHODES DE CONCEPTION [SAR02] 
s dernières années, notamment grâce à l’avènement des outils de sim
a
D
de grande dimension, comportant plusieurs objectifs (coût financier, performances, durée de 
vie,…) et pour lesquels les décisions doivent être prises de façon optimale. Les choix à faire pour 
concevoir un produit, que ce soit d’un point de vue technique, technologique, ou commercial, 
vont grandement influencer sa for e finale. Les ingénieurs doivent donc, dès la phase de 
conception, intégrer différents facteurs qu
Période de l’histoire Révolution Outils de conception Démarche scientifique 
Jusqu’ Intelligence Esprit Idéeau XVIIe s 
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A partir du XVII 
Mathématiques 
Esprit-papier 
Idées-méthodes de 
prédictions analytiques Physique 
A partir de 1960 
Informatique 
Calcul numérique 
Calculateurs prédictions analytiques et 
Esprit-papier 
numériques 
Idées-méthodes de 
numériques 
Depuis 1990 
Intelligence artificielle Es -papier
optimisation 
prit  
Calculateurs parallèles 
Idées-Prédiction A/N 
Conception automatique 
optimale 
 
Dans ce contexte, les méthodes d’optimisation multicritère trouvent naturellement leur place. 
Elles permettent la prise en compte simultanée de plusieurs objectifs et présentent, pour certaines 
d’entre elles, l’intérêt de pouvoir fournir non pas une solution unique à un problème, mais un 
ensemble de solutions parmi lesquelles le concepteur est libre de choisir. Nous reviendrons 
ultérieurement sur ce point. 
2.1.6 Les méthodes de résolution multicritères 
Nous proposons dans cette partie d’énumérer les principales méthodes existantes pour traiter les 
9] : 
 Les méthodes progressives, pour lesquelles l’utilisateur affine son choix des 
compromis au fur et à mesure du déroulement de l’optimisation. Comme cela est 
signalé dans [Col02], ces méthodes ont l’inconvénient de monopoliser l’attention du 
décideur tout au long du processus d’optim
l’évaluation des fonctions objectifs est long et que les sollicitations imposées au 
concepteur sont fréquentes.  
riori, pour lesquelles il n’est plus nécessaire, pour le 
concepteur, de modéliser ces préférences avant l’optimisation. Ces méthodes se 
olution de compromis parmi celles obtenues lors 
de la résolution du problème.  
2.1.6.1 Mé
 METHODE DE PONDERATION
problèmes multiobjectifs. Ces méthodes peuvent être classées en trois grandes familles [Vel9
 
 les méthodes dites a priori, pour lesquelles l’utilisateur définit le compromis qu’il 
désire réaliser avant de lancer la méthode de résolution. Nous trouvons dans cette 
famille la plupart des « méthodes agrégatives », ou « méthodes scalaires ». Elles 
transforment le problème multicritère en un problème monocritère, en pondérant 
l’ensemble des critères initiaux. 
 
isation. Cet aspect peut être pénalisant si 
 
 Les méthodes dites a poste
contentent de produire un ensemble de solutions directement transmises au décideur. Il 
pourra alors a posteriori choisir une s
thodes a priori 
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Cette méthode consiste à affecter un poids à chaque critère, et à définir, comme fonction objectif 
du problème scalaire équivalent, la somme pondérée des critères : 
( )∑= objectif
=
N
1
  )(
k
kkobj fwf xx  (2.13)
objectifN
où  désigne les poids de pondération. Généralement, il est imposé 
1
=∑
=k
kw  
 
a traduction d’un problème multicritère avec la méthode de pondération conduit donc à la 
 kw 1
L
formulation suivante : 
⎪⎩
⎪⎨
⎧
≤
= ∑
=
=
        1 contrainte..N
La figure 2.14(a) illustre l’interprétation géométrique de la méthode de pondération dans le cas 
d’un problème à deux objectifs. 
 
La méthode de pondération est relativement simple à utiliser mais il est assez difficile de fixer 
priori les valeurs des poids associés à chaque objectif. Il est par ailleurs impératif de normaliser 
fo us, comme le montre la figure 2.14(b), cette 
é s, qui empêchent l’algorithme de converger 
ers p applicatif de ces méthodes se trouve alors fortement réduit. 
     0)(
)(min
1
 
objectif
jxg
xfw(x) f
j
N
i
iieq  (2.14)
a 
les objectifs lorsque ceux-ci n’ont pas les mêmes dimensions physiques, ce qui est souvent le 
cas. Ce problème de mise à l’échelle peut s’avérer complexe car les valeurs de normalisation ne 
ont pas rcement faciles à déterminer. De pls
m thode n’est pas adaptée aux espaces non convexe
 l’optimum global. Le chamv
1f
2f
isovaleurs
2211 fwfw +
2f
F
P
optimum *objf
P
opt *objfimum 
1f
isovaleurs
2211 fwfw +
F
(b) dans un espace non convexe 
figure 2.14 : Interprétation géométrique de la méthode de pondération 
(a) dans un espace convexe 
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Grâce au principe de pondération, il est également possible d’obtenir le front de Pareto d’un 
problème. Il est nécessaire pour cela d’exécuter plusieurs optimisations successives en faisant 
varier les facteurs de pondération (figure 2.15). Toutefois, une variation uniforme des poids ne 
garantit pas de déterminer des solutions Pareto-optimales uniformément réparties sur le front, en 
particulier lorsque la mise à l’échelle des critères n’est pas explicite. 
Front  de P areto
1f
2f
w
1 ,w
2
w’1 ,w’2
F
P
 
tration de la variation des coefficients de pondération  
 la recherche du front de Pareto 
BORNES OU DE LA CONTRAINTE
w’’1 ,w’’2
figure 2.15 : Illus
pour
 
 METHODE DES OBJECTIFS  ε  
 
ode pose de formuler un problème multicritère en un problème 
scalaire contraint. Elle consiste à prendre comme fonction objectif du problème scalaire, une 
La méth  des objectifs bornés pro
seule composante du vecteur critère, et à transformer les autres en contraintes d’inégalité suivant 
la relation : 
⎪⎪⎩
⎪⎪⎨
⎧
=≤−
=≤
objectifmax 
contrainte
1
..2      0)(
1               0)(
)(min
Nkff
..Njg
 f
kk
j
 
X
X
X
 (2.15)
où max kf  est la valeur maximale admissible pour le k ième objectif. Une illustration de cette 
méthode est donnée à la figure 2.16, pour un problème comportant deux objectifs. 
Le principal défaut de la méthode réside dans le choix des valeurs maximales associées à chaque 
objectif. Si ces valeurs sont prises trop grandes, la solution du système sera sensiblement la 
solution du problème monocritère avec la fonction objectif utilisée )(  1f . Par contre, lorsque ces 
valeurs sont trop faibles, les contraintes risquent de ne pas être satisfaites simultanément. 
Néanmoins, il est généralement plus facile de fi éthode 
des objectifs bornés que des poids dans la méthode de pondération. Comme pour cette dernière, 
la méthode des objectifs bornés permet, par variation des valeurs 
xer des seuils pour les objectifs dans la m
max kf , d’obtenir plusieurs 
points afin de caractériser le front de Pareto d’un problème. 
 44 
Optimisation multicritère par algorithmes évolutionnaires 
Front  de P areto
1f
f2
opt imum
Contrainte sur f2
 
figure 2.16 : Illustration de la méthode des objectifs bornés dans un cas biobjectif 
 
 METHOD LOBAL 
 
La méthode du critèr est basée sur la m ts de l’espace 
des objectifs et une solution « » que l’on dé
les critères. Po ritère est er sa valeur 
E DU CRITERE G
e global inimisation des écarts entre les poin
idéale 
ur ce faire, chaque c
termine par optimisations successives de tous 
minimisé séparément afin de détermin
idéale *kf  et la solution optimale 
*
kx  correspondante. Le problème multicritère résultant peut 
alors se formuler de la manière suivante : 
( ) pN kik*i xfxf⎧ ⎞⎛ −)( **param
( )j
k ki
...Njg⎪⎩
⎨
=≤
⎠⎝ * xf
F⎪ ⎟⎟⎜⎜= ∑= )()(     min    *X  (2.16)
Cet
nécessi s intermédiaire. 
 
e principe de cette méthode est de minimiser l’écart par rapport à un vecteur objectif initial 
 1     0   avec    contrainte
1
X
te méthode présente l’avantage d’une mise à l’échelle explicite des critères mais elle 
te 1objectif +N  minimisations pour aboutir à un seul compromi
 
 METHODE DU BUT A ATTEINDRE 
L
] ...[  N1 objecitf
refrefref fff =  fixé pour chacun des critères. 
 
La direction de recherche est fixée par des coefficients kw  avec ][1...   objectifNk ∈ . 
 
Avec cette méthode, la résolution d’un problème multicritère revient à rechercher la 
minimisation d’un scalaire λ  défini par la formulation suivante : 
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X
X
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fwf λ⎪
⎪⎪
⎪⎪
⎨
≤−
 
...
)(avec    111 X
ref
reffwf λ
 (2.17)
La figure 2.17 représente l’illustration de cette méthode pour un problème à deux objectifs. 
 
Cette méthode consiste donc à déterminer la valeur de 
⎧      min    λ
λ  qui garantit la distance minimale entre 
le point de référence reff  et le point objf  situé sur le front de Pareto. Elle reste performante pour 
des espaces non convexes. Elle permet également d’obtenir le front de Pareto en faisant varier 
les directions de recherche ou les vecteurs objectifs initiaux, sans pour autant garantir la 
répartition uniforme des solutions, en raison de la mise à l’échelle délicate. 
 
 
1f
1f
reff1
reff 2
reff
w 1
, w
2
direct ion de 
recherche
optf
 
figure 2.17 : Illustration de la méthode du but à atteindre dans un cas biobjectif 
 
 AUTRES METHODES A PRIORI 
 
Il existe d’autres méthodes a priori permettant de traiter des problèmes d’optimisation 
multicritère. Nous pouvons citer par exemple : 
 
- l’agrégation des objectifs à l’aide de la logique floue 
- la méthode du but programmé 
- la méthode de Keeney-Raiffa 
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- la méthode des contraintes d’inégalité propres 
 
Pour plus de détails sur ces méthodes, nous invitons le lecteur à consulter [Col02]. 
2.1.6.2 Méthodes progressives 
Les méthodes progressives sont caractérisées par le fait qu’elles  autorisent l’utilisateur à affiner 
ses préférences entre les objectifs au cours de l’optimisation, contrairement aux méthodes a 
priori pour lesquelles les compromis sont établis avant de lancer la procédure de résolution. 
 
 METHODE LEXICOGRAPHIQUE 
 
La méthode lexicographique consiste à minimiser séquentiellement les différents objectifs d’un 
problème multicritère. L’ordre de minimisation des objectifs est fixé par l’utilisateur qui garde, à 
tout instant du processus, et en fonction des résultats obtenus, la possibilité de privilégier un 
critère plutôt qu’un autre. La méthode progresse par transformations successives du problème 
d’optimisation, selon le processus suivant : 
 
 Étape 1 
(2.18)
Cette première étape permet de déterminer la solution optimale  correspondant à la valeur 
optimale 
( )⎪⎩
⎪⎨⎧ =≤  1      0   avec    
)(     min    
contrainte 
1
...Njg
f
j X
X
 
*
1x
*
1f  du premier critère choisi. 
 
 Étape 2 
 
L’étape 2 consiste à déterminer la solution optimale d’un nouveau problème d’optimisation 
formulé en utilisant les résultats de l’étape 1. 
(2.19)
Grâce à la prise en compte d’une contrainte, cette étape permet de procéder à la minimisation du 
critère )
⎪⎪⎩
⎪⎪⎨
⎧
≤−−
=≤
 0)(             
1               0)(   avec    
)(     min    
111
contrainte 
2
ε*
j
ff
...Njg
f
X
X
X
 
( 2 Xf , tout en limitant la dégradation autorisée sur le critère )(1 Xf  à une valeur 1ε  
relative à *1f . 
 
 Étape k  
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Ce processus est répété jusqu'à ce que chaque critère ait été minimisé. 
⎧ )(     min    f X
F
- Ste
la mé
La présentation du principe de toutes ces méthodes progressives, plus complexes que les 
méthodes a priori, serait trop longue. Le lecteur trouvera dans [Col02] tous les détails 
nécessaires à leur compréhension. 
2.1.6.3 Méthodes a posteriori 
Les méthodes a posteriori visent à fournir au concepteur un ensemble de solutions Pareto-
optimales plutôt qu’un unique compromis lui laissant un choix à faire a posteriori. La prise de 
décision finale peut notamment être guidée par la prise en compte de critères supplémentaires 
non intégrés au cahier des charges initial. Comme nous l’avons signalé précédemment, la plupart 
généralement pas satisfaisante car le nombre d’optimisations 
s a posteriori résulte de l’utilisation des méta-heuristiques 
capables d’explorer plusieurs solutions en parallèle et d’exploiter pleinement le concept de 
dominance au sens de Pare es de mise à l’échelle des 
critères. En particulier, les algorithmes évolutionnaires multicritères rencontrent aujourd’hui un 
succès grandissant en raison de leur bonne adéquation avec cette problématique.  
 
 AUTRES METHODES PROGRESSIVES 
 
D’autres méthodes progressives existent dans la littérature. Nous pouvons par exemple citer : 
 
- la méthode du compromis par substitution 
- la méthode de andel 
la méthode p 
- thode de Jahn 
des méthodes a priori peuvent être utilisées de façon séquentielle pour remplir cet objectif. 
Toutefois cette approche n’est 
successives nécessaires pour déterminer les différents compromis conduit alors à un nombre 
d’évaluations des critères prohibitif.  
 
La popularité actuelle des méthode
to, qui permet de s’affranchir des problèm
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2.2  Les méthodes évolutionnaires 
2.2.1 Principe  
Les méthodes évolutionnaires sont des techniques d’optimisation stochastiques qui reposent sur 
une analogie avec la théorie de l’évolution naturelle des espèces de Darwin [Dar59]. Dans la 
nature, les espèces sont capables de s’adapter à leur milieu sous la pression de la sélection 
naturelle, et d’évoluer à partir de leur héritage génétique de manière à accroître leur adaptation 
au fil des générations. C’es en qui est utilisée dans les 
algorithmes évolutionnaires pour la résolution de problèmes d’optimisation (voir tableau 2.5). 
t une métaphore du paradigme darwini
TABLEAU 2.5 : LE PARADIGME DARWINIEN : DE LA NATURE A LA TRANSPOSITION MATHEMATIQUE 
Nature Optimisation mathématique 
Etres vivants (ou individus) Solutions à optimiser 
Environnement Espace de recherche 
Adaptation Fonction à maximiser 
Espèces Ensemble de configurations similaires 
Différence biologique Distance au sens mathématique (norme) 
La structure générale d’un algorithme évolutionnaire est donnée à la figure 2.18 [Kei01]. 
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Test  d’arrêt  
vérifié ? Sélection
parents
Remplacement
parents
fin
oui
non
Evaluation de 
l’adaptat ion
des enfants
parents
+
enfants
Evolution
parents
géniteurs
enfants
générat ion
t= t+ 1
Evaluat ion des contraintes et  object ifs (principal coût  en temps CP U) 
Opérateurs de variat ions (stochast iques, dépendant de la représentat ion des individus) 
Opérateurs darwiniens (stochast iques ou déterministes, indépendants de la   
représentat ion des individus) 
Init ialisat ion
de la populat ion
Evaluat ion de 
 
figure 2.18 : Structure générale d’un algorithme évolutionnaire 
L'algorithme évolutionnaire est une suite de générations reproduisant les principes de l'évolution 
naturelle en agissa  types : 
 
 des opér n naturelle en 
orientant la recherche vers es,  
 
 des opérateurs rôle est de favoriser 
l'émergence de nouvelles solutions.  
 
La population initiale est obtenue par exploration aléatoire (ou compte tenu de connaissances a 
priori) de l'espace de recherche. Les parents géniteurs sont alors sélectionnés parmi la population 
à l'aide de procédures stochastiques ou déterministes. Vient ensuite une étape d'évolution où des 
opér lles 
solutions (enfants). Enfin, un processus ment est appliqué pour déterminer les 
« survivants » d'une génération. L'algorithme peut être générationnel (les enfants remplaçant 
l’adaptat ion
des individus
nt sur une population d'individus à l'aide d'opérateurs de deux
ateurs darwiniens qui transposent les mécanismes de sélectio
 les solutions les mieux adapté
d'évolution (ou opérateurs de variation), dont le 
ateurs de variation sont appliqués aux parents géniteurs pour créer et explorer de nouve
de remplace
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automatiquement les parents) ou élitiste (un ou plusieurs parents étant conservés de façon 
déterministe ou stochas hme évolutionnaire de 
quasi-stationnaire (steady state
renouvelée à chaque génération. Il est à noter que les tailles des populations de parents, géniteurs 
et enfants peuvent être identiques ou distinctes. 
2.2.2 Classification 
Nous avons établi, à la figure 2.19, une classification des méthodes évolutionnaires. Cette 
classification n'est en aucun cas exhaustive, mais recense plusieurs classes d'algorithmes 
fondamentaux, que nous présentons ensuite en détail. 
tique). Dans ce dernier cas, nous qualifions l'algorit
 EA) dans la mesure où seule une partie de la population est 
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Optimisat ion par essaims particulaires
Kennedy (1995)
Systèmes Immunit aires
Smith (1993)
Colonies de fourmis
Dorigo (1996)
A lgorit hmes Génétiques
à codage binaire
Holland (1975) 
Goldberg (1989)
A lgorit hmes Génétiques
à codage réel
Michalewicz (1992)
Mühlenbein (1993)
A lgorit hmes Génétiques
à codage ordinal
Goldberg (1989)
Davis (1991)
P rogrammation
Génét ique
Koza (1992)
A lgorit hmes Génétiques st andards
A lgorit hmes Evolutionnaires dédiés à l’Optimisat ion Continue
Evolution 
D ifférent ielle
Storn (1996)
St rat égies
d’Evolut ion
Schwefel (1965)
Rechenberg (1973)
P rogrammation 
Evolutionnaire
Fogel (1966)
Fogel (1991)
A lgorit hmes à Est imation de Dist ribut ion 
à dépendances ent re
paires de variables
MIMIC : De Bonet (1997) 
COMIT  : Baluja (1997)
B MDA  :Pelikan (1999)
sans dépendances ent re variables
B SC : Syswerda (1993) 
P B IL : Baluja (1994) 
cGA : Harik (1998)
U MDA : Mühlenbein (1998)
à dépendances multiples ent re
variables
EcGA : Harik (1999) 
B OA  : Pelikan (1999) 
ID EA  : Bosman (2000) 
Mét hodes de N ichage
à sélect ion cont rôlée
Crowding : DeJong (1975
D rminist ic Crowding : Mah
)
et e foud (1995)
R estrict ed T ournament Selection : Harik (1995)
à ajust ement de l’adapt at ion
Fit ness Sharing : Goldberg (1989)
Clearing : Pet rowski (1996)
A lgorit hmes Evolutionnaires mult icrit ères
A pproches N on-P aret o
V EGA : Schaffer (1984)
HGLA : Hajela (1992)
A pproches P aret o
N P GA : Horn (1994) 
MOGA  : Fonseca (1993) 
N SGA  I et  II : Deb (1994, 2000)
SP EA I et II : Zitzler (1999, 2001)
P A ES et  P ESA : Knowles (2000),  Corne (2000)
A ut res mét hodes d’évolution artificielle
MixteContinue CombinatoireMéthode d’optimisat ion
figure 2.19 : Classification des méthodes évolutionnaires 
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2.2.2.1 Les algorithmes génétiques  
Parmi les méthodes évolutionnaires, les algorithmes génétiques (Genetic Algorithms) sont les 
représentants les plus connus, en particulier grâce leur popularisation par Holland et Goldberg, 
mais aussi en raison de leur analogie étroite avec l'évolution des populations biologiques. En 
effet, les opérateurs de variation de ces algorithmes imitent les mécanismes de recombinaison 
génétique que l'on trouve dans la nature. Nous considérons essentiellement deux opérateurs 
rincipaux, à savoir le croisement et la mutation. Les solutions sont alors caractérisées par un 
nt un codage linéaire, de sorte que l'on associe à la chaîne constituée 
niquement de 0 (
p
chromosome dont la forme varie en fonction du type de problème considéré. 
 
Si les variables du problème d'optimisation sont continues, les individus pourront être 
représentés par un vecteur de paramètres réels [Mic96][Gol91a][Müh93]. Toutefois, il est aussi 
possible d'adopter une représentation binaire, qui consiste à intégrer les variables continues dans 
une chaîne binaire [Gol89][Hol75]. Chaque paramètre réel ix , borné par ses contraintes de 
domaine ],[ max  min ii xx , est codé dans une chaîne binaire 110 ...  −ixlbbb  définie sur ixl  bits. On 
utilise habituelleme
u ibi ∀= 0 ) la valeur ent de 1 
bi re quelconque, il existe alors une 
aleur entière  correspondante définie par : 
minix , et à la chaîne constituée uniquem
( i∀= 1 ) la valeur maxix . Pour une configuration binai
v  )( ixN
∑−
=
−−=
1
0
12)(
ix
ix
l
i
i
il
i bxN  (2.1)
et une valeur du paramètre réel associée : 
)(
12
minmax
min l
ii
ii
xxxx
ix
ixN−
−+=  (2.2)
Le chrom ble des chaînes binaires 
ssociées aux paramètres réels. 
osome des individus est obtenu par concaténation de l'ensem
a
Ce type de codage conduit donc à discrétiser l'espace de recherche et nécessite de fixer la taille 
des chromosomes en fonction de la précision souhaitée pour chaque paramètre [Sar99]. Le 
tableau 2.6 illustre un exemple de représentation binaire sur 3 bits d’une variable objet réelle 
définie sur l’intervalle de variation ]5,5[ − . 
TABLEAU 2.6 : ILLUSTRATION DU CODAGE BINAIRE 
000 001 010 011 100 101 110 111 1 1 0 ... −ixlbbb  
)( ixN  0 1 2 3 4 5 6 7 
minix  -5 5714 -2.1429 -0.7143 0.7143 2.1429 3.5714 -3. 5 
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Pour des problèmes combinatoires particuliers, tels que celui du voyageur de commerce5, 
d'autres représentations des solutions existent. Le chromosome des individus peut être représenté 
par une séquence d'entiers caractérisant l'ordre de parcours des différentes villes. Ce type de 
codage, qualifié de codage ordinal, est particulièrement bien adapté aux problèmes 
d'ordonnancement (ordering problems) [Gol89][Dav91][Kar92]. La figure 2.20 illustre ce type 
de représentation pour le problème du voyageur de commerce avec 11 villes. 
9 3 5 4 1 2 10 11 8 6 7
chromosome
numéro de la ville
 
amming)6. Nous donnons, à la figure 2.21, l'exemple 
figure 2.20 : Illustration du codage ordinal 
Enfin, pour des problèmes plus complexes à variables mixtes, il peut être nécessaire de 
représenter les solutions à l'aide d'un graphe [Koz92]. On parle plutôt dans ce cas de 
rogrammation génétique (Genetic Progrp
d'une fonction logique à optimiser que l'on peut définir à l'aide d'un graphe. 
×
N ON
ZYX
ZYX ×+ )  (
 
figure 2.21 : Représentation d’une solution à l’aide d’un graphe 
Comme nous l'avons évoqué précédemment, les opérateurs d'évolution (ici le croisement et la 
mutation) sont dépendants de la représentation des individus. Nous illustrons, aux figures 2.22 et 
2.23, quelques exemples de croisement et de mutation pour les différents type de codage évoqués 
précédemment. 
                                                 
5 Dans ce problème, un voyageur doit parcourir un ensemble de villes en passant une seule fois par chacune d’entre 
elles et en revenant à la ville de départ. L'objectif du voyageur consiste à déterminer l'ordre de parcours des villes 
qui minimise son trajet global. 
 
6 La programmation génétique s'affirme aujourd'hui comme une branche à part entière des algorithmes 
évolutionnaires. Nous avons néanmoins choisi de la classer parmi les algorithmes génétiques pour des raisons de 
simplification et à cause de leur forte ressemblance avec les autres méthodes.  
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1 1 1 1 1 1 1 1 1 1 1 1
0 0 0 0 0 0 0 0 0 0 0 0
1 1 1 1 1 1 1 1 0 0 0 0
0 0 0 0 0 0 0 0 1 1 1 1
p1
p2
e1
e2
parents enfants
 
(a) codage binaire – croisement standard à 1 point  
1 2 3 4 5 6 7 8 9 10 11 12
10 9 3 5 4 1 2 12 11 8 6 7
6 7 3 4 5 1 2 12 9 10 11 8
10 9 3 5 4 6 7 8 11 12 1 2
p1
p2
e1
e2
parents enfants
 
(b) codage ordinal (problèmes de permutations de type voyageur de commerce) croisement PMX 
p1 p2e2e1
p∆ p∆
 
(c) codage en variables réelles – croisement arithmétique (1 seule variable)  
×
+ N ON
Z
+
× ×
ZXYZ
+
×
ZX
×
+ ×
YZYX YX
N ON
Z
parents enfants
ZYX ×+ )  (p1 : ZYYX ××+ )  (e1 :
ZXYZ ×+×p2 : ZXZ ×+e2 :
 
ns 
(d) graphe (programmation génétique) – échange de sous-arbres  
figure 2.22 : Illustration de différents croisements en fonction du type  
de représentation des solutio
 55 
Chapitre 2 
enfant enfant  m uté
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1
 
(a) codage binaire – mutation par complément d'un bit 
1 2 3 4 5 6 7 8 9 10 11 12
enfant
1 2 3 10 5 6 7 8 9 4 11 12
enfant  m uté
 
(b) codage ordinal (problèmes de permutations de type voyageur de commerce) – mutation par 
permutation 
N (0,1)
P(∆x)
enfant enfant  muté
0
∆x
σ∆x
x+ σ∆xx
 
(c) codage en variables réelles – mutation gaussiènne  
×
+ ×
YZYX
enfant
ZYYX ××+ )( ×
+ +
XZYX
)()( XZYX +×+
enfant  muté
 
(d) graphe (programmation génétique) – modification d'un sous-arbre  
figure 2.23 : Illustration de différentes mutations en fonction du type de représentation des solutions 
Nous ne détaillerons pas les différentes méthodes de sélection, mais renvoyons le lecteur à 
[Sar99] pour plus de détails. Nous précisons toutefois la méthode du tournoi binaire stochastique, 
qui est sans doute aujourd'hui la technique de sélection la plus populaire en raison de sa 
simplicité et de son efficacité. Celle-ci consiste à sélectionner les parents géniteurs en prenant 
uniformément au hasard deux parents dans la population, et en retenant celui ayant la plus forte 
adaptation. L'opération est évidemment répétée autant de fois que l'on a de parents géniteurs à 
sélectionner. 
Quant à la technique de remplacement à utiliser, il est généralement recommandé d'adopter un 
algorithme générationnel avec préservation du meilleur parent (ce dernier étant conservé 
habituellement au détriment du « plus mauvais » enfant créé). 
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2.2.2.2 Algorithmes évolutionnaires dédiés à l'optimisation continue 
Parallèlement aux algorithmes génétiques classiques, implantés à l'origine avec un codage 
binaire, sont apparues, à la même époque, d'autres méthodes basées sur l'évolution artificielle, 
mais plus particulièrement dédiées à l'optimisation continue.  
 
Les stratégies d'évolution (Evolution Strategies), développées en Allemagne à la fin des années 
0 [Sch65][Rec73], consistent à créer à chaque génération λ enfants à partir de µ parents (en 
élection µ +λ ). L'originalité des stratégies 
i sera par la suite 
largement améliorée par son fils [Fog91], et dont le principe ressemble à une stratégie 
 
t proposé l'évolution différentielle (Differential 
Evolution) qui s'apparente à un algorithme évolutionnaire quasi-stationnaire pour lequel chaque 
à estimation de distribution 
Les algorithmes à estimation de distribution ( ) diffèrent 
des métho nétiques 
(croisement et/ou mutation) pour faire évoluer leur population mais des techniques basées sur 
l'apprentissage et la simulation de réseaux gaussiens (pour des problèmes continus) ou de 
réseaux bayésiens (pour des problèmes combinatoires). Les algorithmes à estimation de 
la 
littérature [Mül98][Har99a][Sys93][Bal94][Seb98][DeBo97][Lar00][Bal97][Pel99a][Pel99b][Ha
                                                
6
pratique µ ≤ λ ) par mutations gaussiennes. Les µ  parents de la génération suivante sont 
sélectionnés parmi les λ enfants de la génération courante (sélection µ ,λ) ou parmi l'ensemble 
des individus parents et enfants de cette génération (s
d'évolution réside dans le fait que les paramètres des mutations gaussiennes (à savoir les écarts-
types σ), qui régissent l'amplitude des perturbations dues aux mutations, sont adaptés au cours de 
la recherche. Le lecteur pourra se reporter à [Bäc96][Sch95][Deb99c] pour plus d'informations. 
 
Par ailleurs, à la même période, L.J. Fogel [Fog66] développa indépendamment une technique 
qualifiée de programmation évolutionnaire (Evolutionary Programming), qu
d'évolution (µ +µ ). 
Plus récemment enfin, Storn et Price on
enfant est créé à partir de 3 parents géniteurs (deux parents pris au hasard dans la population et 
un parent « cible »7) [Sto96].   
2.2.2.3 Algorithmes 
Estimation of Distribution Algorithms
des évolutionnaires précédentes par le fait qu'ils n'utilisent pas d'opérateurs gé
distribution sont nombreux dans 
r99b][Bos00]. Ils peuvent être divisés en deux grandes classes selon la nature (combinatoire ou 
continue) des problèmes considérés et en 3 sous-classes selon le type de dépendances entre 
variables dans les modèles d'estimation (sans dépendance entre variables, à dépendances entre 
paires de variables, à dépendances multiples entre variables). 
 
7 L'individu cible est généralement le meilleur parent de la génération courante 
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2.2.2.4 Méthodes de nichage 
Pour les algorithmes évolutionnaires vus précédemment, l'opérateur de sélection duplique, de 
génération en génération, les individus les mieux adaptés et conduit inévitablement à un 
phénomène de dérive génétique : à terme, tous les individus de la population sont identiques et si 
l'algorithme a convergé prématurément vers une olution globalement non optimale ou locale, les 
possibilités d'évolution s'en trouvent réduites, car des opérateurs tels que les croisements 
« classiques » sont alors incapables de faire apparaître de nouvelles solutions. C'est là un des 
points cruciaux de l'approche évolutionnaire, car, comme dans la nature, c'est la diversité qui 
permet l'évolution des populations et qui réduit le risque de convergence prématurée. 
 
Et quand bien même l'algorithme a convenablement convergé, tous les individus se trouvent 
concentrés sur l'optimum global. Ceci peut s'avérer frustrant dans la mesure où la présence d'un 
seul in  g obal  la popula édié  
l'exploration d'autres solutions.  
 
Les méthodes de nichage 
 manière à occuper une niche écologique. Dans 
chaque niche, les ressources naturelles sont limitées et doivent être partagées entre les 
représentants qui la peuplent.  
 
Par analogie en optimisation, les niches symbolisent les optima de la fonction (les régions de 
ulation sur les optima de 
 fonction à optimiser. On distingue essentiellement deux grandes classes de méthodes de 
Les méthodes de nichage à sélection contrôlée, ou méthodes de surpeuplement (crowding 
s évolutionnaires quasi-stationnaires qui restreignent la sélection 
entre individus similaires. La similarité est définie de façon implicite en comparant chaque 
thode de surpeuplement 
ise au point par De Jong [DeJo75] ont succédé d'autres techniques plus efficaces comme le 
surpeuplement déterministe (Deterministic Crowding) [Mah95] ou la sélection par tournoi 
restreint (Restricted Tournament Selection) [Har95]. 
s
dividu sur l'optimum l est suffisante, le reste de tion pouvant être d à
(Niching Methods) ont été introduites à cet effet, pour réduire la 
dérive génétique et permettre d'explorer en parallèle plusieurs solutions optimales 
[Mah95][Sar98]. Elles reposent aussi sur une analogie entre les espaces de recherche en 
optimisation et les écosystèmes naturels. Dans la nature, chaque espèce se distingue par des 
caractéristiques biologiques propres et évolue de
l'espace présentant des ressources susceptibles d'être exploitées par les différentes espèces). Les 
espèces sont constituées par des groupes d'individus similaires, la similarité étant caractérisée à 
partir d'un critère de distance, et d'un seuil de voisinage, qui peut être défini de façon implicite 
ou explicite [Sar98]. Les méthodes de nichage visent à induire l'émergence de niches et d'espèces 
dans l'espace de recherche, c'est-à-dire à répartir les individus de la pop
la
nichage :  
 
 LES METHODES DE NICHAGE A SELECTION CONTROLEE 
 
methods), sont des algorithme
individu avec d'autres dans la population et en réalisant les tournois entres les individus les plus 
proches, en fonction du critère de distance considéré. A la première mé
m
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 LES DES DE NICHAGE A AJUSTEMENT DE L'ADAPTATION 
 
 METHO
es méthodes consistent à ajuster l'adaptation des individus pour éviter qu'ils se concentrent dans 
la n rtage de l'ad ptation (Fitness 
haring), introduite par Goldberg et Richardson [Gol87], réduit l'adaptation de chaque individu 
de la population d'un facteur correspondant environ au nombre d'individus présents dans son 
voisina
C
iche principale (c.a.d l'optimum global). La technique du pa a
S
ge :  
i
i
i m
f
f ='  (2.3)
où le « compteur de niche » niche count) est calculé de la manière suivante :  im  (
)(
1
∑
=
(2.4)=
j
iji dshm  
N
où N désigne le nombre d’individus de la population et où la fonction de partage sh mesure la 
similarité en fonction de la distance ijd  entre deux individus et du rayon de niche sσ  : 
⎪⎩
⎪⎧ <−=  si1)( sijd
d
dsh σ
α
 ⎨ ⎟⎟⎠
⎞
⎜⎜⎝
⎛
sinon0
s
ij
ij σ (2.5)
La méthode d'éclaircissement ent le meilleur 
individu de chaque niche et réinitialise l' origine, ces deux 
méthodes nécessitaient de définir le voisinage de façon explicite, en fixant a priori un rayon de 
techn
 (Clearing) plus élitiste, conserve uniquem
adaptation des autres [Pet96]. A l'
niche σs. Ce problème majeur a été partiellement résolu par la suite avec l'utilisation des 
iques de clustering [Yin93][Pet99].  
 
Si les méthodes de nichage ont été implémentées initialement dans l'espace des paramètres (le 
critère de distance étant fonction des paramètres), il est tout à fait possible de « nicher » dans 
l'espace des contraintes ou des objectifs. C'est d'ailleurs cette idée qui est exploitée dans les 
algorithmes évolutionnaires multicritères. 
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(a) sans nichage (b) avec nichage 
figure 2.24 : Effet du nichage sur la répartition des solutions. 
 60 
Optimisation multicritère par algorithmes évolutionnaires 
La 
des individus de la population dans le cas d'un algorithme évolutionnaire avec et sans nichage 
ans l'espace des paramètres. Les problèmes test monodimensionnels et bidimensionnels sont 
hage
es évolutionnaires multicritères 
aires multicritères exploitent les capacités des techniques de nichage 
pour déterminer des solutions Pareto-optimales d'un problème multicritère. Nous préciserons 
 qui gouvernent 
l'exploration des solutions, et des conditions initiales. A moins d'avoir une connaissance a priori 
sur la localisation des solutions optimales, il est conseillé d'initialiser la population de manière 
uniformément aléatoire dans l'espace de recherche. Dans le cas de problèmes contraints 
difficiles, on peut envisager de rechercher en priorité des solutions réalisables et de les injecter 
dans la population initiale, tout en sachant que cela peut augmenter le risque de convergence 
prématurée dans l'espace réalisable. Quant aux choix des opérateurs et des paramètres 
stochastiques de contrôle qui leur sont associés, il n'y a évidemment pas de règle générale qui 
garantit une convergence optimale (en terme de précision et rapidité) pour tous les problèmes. Il 
existe toutefois certaines valeurs standardisées des paramètres de contrôle, qui assurent une 
certaine robustesse.  
Pour les algorithmes génétiques par exemple, il est recommandé d'imposer un taux de croisement 
relativement élevé ( ) et une faible probabilité de mutation (généralement l'inverse du 
nombre de paramètres). Il n'y a malheureusement pas de standardisation fiable quant au choix de 
la taille des populations. Cela reste sans doute aujourd'hui un des points sensibles des 
algorithmes évolutionnaires. Des tailles de population faibles augmenteront la vitesse de 
convergence de l'algorithme, mais aussi le risque de convergence prématurée vers des solutions 
non-optimales. Des tailles de population trop grandes risquent au contraire de ralentir fortement 
figure 2.24 compare, après convergence sur des fonctions mathématiques tests, la répartition 
d
définis en terme de maximisation. Notons que pour un algorithme sans nic , tous les 
individus de la population sont concentrés sur un seul optimum. 
2.2.2.5 Algorithm
Les algorithmes évolutionn
plus spécifiquement ces méthodes à la section suivante, car nous y avons accordé une attention 
particulière en raison de leur adéquation avec la problématique de la conception systémique par 
optimisation.  
2.2.2.6 Autres méthodes d’évolution artificielle 
De nombreuses autres méthodes s'inspirant du vivant, des algorithmes évolutionnaires et des 
techniques multi-agents ont vu le jour au cours de ces dernières années. Nous citons notamment 
les colonies de fourmis [Dor96], les systèmes immunitaires [Smi93a] [Smi93b][Coe02] et 
l'optimisation par essaims particulaires [Ken95][Ken01]. 
2.2.3 Choix des paramètres de contrôle et des conditions initiales 
Comme pour toute heuristique d'optimisation, l'efficacité d'un algorithme évolutionnaire dépend 
du choix de ses paramètres de contrôle (intensité de sélection, probabilités liées aux opérateurs 
d'évolution, choix de la stratégie de remplacement, taille des populations, …)
7.0≥cp
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la progression de l’algorithme. Pour certains problèmes bien particuliers, des tailles de 
 pu être déterminées en fonction du nombre de paramètres [Gol91b]. 
er l'algorithme 
? 
Il n'existe évidemment pas de solution unique, et valable pour l'ensemble des problèmes, qui 
réponde à cette question. Si par « bonheur » on a une idée précise de la valeur de la fonction 
objectif à atteindre et que l'on peut se fixer une tolérance, on peut tester à chaque génération 
l'écart entre la valeur du meilleur individu de la population et la valeur de référence. L'algorithme 
dant un certain nombre de générations. L'algorithme est arrêté sans avoir la 
arantie d'avoir convergé correctement. 
oches de zéro, qu'une évolution future (une mutation bénéfique par 
exemple) ne permettrait pas d'améliorer le meilleur individu. Cette question est d'autant plus 
aintient constamment 
plexifie 
Dans le cas de l'optimisation multiobjectif, nous pouvons toutefois élargir les règles précédentes 
aque critère (points extrêmes du front 
de Pareto) pendant un certain nombre de générations. 
e impératif d'exécuter plusieurs fois 
l’algorithme stochastique, pour s'assurer de la reproductibilité des résultats. Si l’on souhaite 
ce significatifs. Dans le cas de 
problèmes réels, où l’évaluation des critères est généralement coûteuse en temps de calcul, nous 
nous limiterons raisonnablement à quelques exécutions (typiquement 5 ou 10). 
population optimales ont
2.2.4 Critère d'arrêt et convergence 
Comme pour toute métaheuristique se pose le problème de savoir quand arrêt
évolutionnaire. Au bout de combien de générations peut-on considérer que celui-ci a convergé 
est alors stoppé dès que la précision requise est obtenue. Si on excepte certains problèmes 
d'identification paramétrique où l'on minimise un écart entre grandeurs pour une précision 
donnée, ce cas est malheureusement rare. Il est donc plutôt conseillé, comme pour les autres 
méthodes stochastiques, de tester l'absence d'amélioration et d'évolution du meilleur individu de 
la population pen
g
 
Pour un algorithme évolutionnaire traditionnel (comme l'algorithme génétique standard par 
exemple), les individus finissent par se regrouper autour de la meilleure solution. Nous pouvons, 
dans ce cas, tester l'absence de diversité dans la population en examinant les variances relatives à 
la fonction d'adaptation et aux paramètres. Mais, ici encore, rien n'assure, en arrêtant l'algorithme 
lorsque ces variances sont pr
épineuse lorsque que l'on utilise un algorithme avec nichage, car celui-ci m
la diversité dans la population et recherche plusieurs solutions optimales. Cela com
largement le problème, dans la mesure où l'on ne peut plus s'intéresser uniquement au meilleur 
individu. 
 
en testant l'absence d'évolution des valeurs minimales de ch
Enfin, quelle que soit la condition d'arrêt retenue, il st 
caractériser rigoureusement son comportement vis-à-vis d'un problème donné, 100 exécutions au 
moins sont nécessaires pour établir des intervalles de confian
 62 
Optimisation multicritère par algorithmes évolutionnaires 
2.3 Les algorithmes évolutionnaires multicritères 
2.3.1 Classification simplifiée 
  
Nous proposons une classification simplifiée des méthodes évolutionnaires multicritères à la 
 en détails dans l’annexe I. Nous insistons par 
la suite uniquement sur les algorithmes évolutionnaires élitistes avec nichage implicite8 utilisant 
figure 2.25. La plupart des algorithmes sont décrits
une approche de Pareto.  
Approches N on-P areto
Approches évolut ionnaires
Algorithmes Evolut ionnaires mult es
spécifiques
Approches évolut ionnaires
spécifiques
Approches de type P areto
Approches classiques
(agrégat ives, séquent ielles, floues…)
Approches classiques
(agr Algorithmes évolut ionnaires à sélect ion d’object ifs alternée
Algorithmes évolut ionnaires 
à sélect ion d’object ifs alt ernéeégat ives, séquent ielles, floues…)
Méthodes de sur peuplement
mult icritères
Méthodes de sur peuplement
mult icritères Algorithmes évolut ionnaires non-élit istes avec nichage explicite
Algorithmes évolut ionnaires non-élit istes hmes év n
ec ni imavec nichage explicite
Algorit olut io naires élit istes
av chage plicite
Algorithmes évolut ionnaires élit istes
ec nichav age implicite
icritèr
2.3.2 Algorithmes évolutionnaires multicritères élitistes avec nichage implicite 
me
es a été obtenue ces 
d'élitisme pour les solutions non-dominées [Zit99]. Celles-ci sont conservées au cours des 
générations dans une archive associée à la population courante. L'archive est mise à jour à 
chaque génération, en fonction des nouvelles solutions explorées. La taille de cette archive étant 
généralement limitée, il est nécessaire d'éliminer certaines solutions Pareto-optimales lorsque 
                                                
 
figure 2.25 : Classification simplifiée des algorithmes évolutionnaires multicritères  
Ces méthodes s’affirment peu à peu comme les techniques évolutionnaires les plus efficaces 
pour résoudre des problè s multicritères. En particulier, une amélioration notable des 
performances des algorithm dernières années en introduisant la notion 
leur nombre devient plus grand que la taille limite. Ceci est réalisé à l'aide d'une méthode de 
 
8 Nous entendons par nichage implicite le fait que l’algorithme ne nécessite pas la définition d’un rayon de niche 
pour distinguer les différentes niches.  
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« clustering » qui préserve les solutions les plus représentatives et garantit une répartition 
uniforme des solutions sur l'ensemble du front de Pareto (voir figure 2.26). 
f2
f1  
f2 f2
f1  f1  
(a) avant clustering (b) clustering (réduction) (c) après clustering 
figure 2.26 : Illustration du principe du clustering (archive limitée à 8 individus) 
Les techniques de clustering ne requièrent pas de connaissance a priori du rayon des différentes 
niches, et offrent ainsi l'avantage d'un nichage im igure 2.27 illustre la structure de ce 
type d'algorithme lors
plicite. La f
 d'une génération.  
archive
parents 
géniteurs enfants
archive
élit isme
mise à jour des individus non dominés+  clustering (si nécessaire)
évolut ion
1 2 1. sélect ion à part ir de l’a
sélect ion
rchive
2. sélect ion à part ir de la populat ion globale
(Recopie de l’archive)
 
figure 2.27 : Structure d’un algorithme évolutionnaire avec nichage implicite 
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Les différentes méthodes développées récemment diffèrent essentiellement dans la gestion de 
l'archive, les méthodes de clustering utilisées, l'affectation de l'adaptation et la manière dont sont 
sélectionnés les parents géniteurs. Ceux-ci peuvent être choisis uniquement dans l'archive 
(commutateur 1 de la figure 2.27) ou dans la population globale constituée par l'archive et les 
enfants de la génération précédente (commutateur 2 de la figure 2.27). 
 
Dans ce qui suit, nous insistons particulièrement sur les deux algorithmes que nous avons utilisés 
supérieu
e des référe  incontourn
2.3.2.1 Le NSGA-II 
Une seconde version du NSGA (voir Annexe I) utilisant le concept d'archive et d'élitisme pour 
s solutions non-dominées a été récemment proposée par Deb [Deb00]. 
au cours de notre travail. Ces deux algorithmes ont été retenus, car ils se sont avérés largement 
rs aux autres méthodes décrites dans l’Annexe I [Deb00][Zit01]. Au stade actuel de la 
recherche, ils sont d'ailleurs considérés comm nces ables. 
le
 
Comme pour le NSGA, les individus sont classés selon le front auquel ils appartiennent. Puis, un 
opérateur distanceF  est utilisé pour estimer la densité de solutions autour d'un point de la 
population conformément au pseudo-code suivant : 
 
o Pour chaque individu i appartenant au front F initialiser 0)( =iF  distance  
 
o Pour chaque critère m 
- Trier les l = |P| individus du front P selon le critère m par ordre croissant 
- Imposer ∞== )()1( distancedistance lFF    (maximisation de la distanceF  des points extrêmes) 
- Pour 1...2 −= li  
mFmlF
miFmiF
iFiF )()(
).1().(
).1().1(
distancedistance −
−−++=    (2.6)
 désigne la valeur du critère m de l'individu i appartenant au front P.  
 
La fonction  permet donc d'estimer la proximité d'un individu avec ses voisins, les 
ind un 
exemple, le calcul de 
où miF ).(
Dans l'expression précédente, contrairement à [Deb00], nous avons choisi de normaliser chaque 
écart entre critères par l'écart maximal possible pour réaliser une mise à l'échelle implicite.  
 
distanceF
ividus les plus isolés recevant une distanceF  plus grande. La figure 2.28 illustre, sur 
distanceF . 
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Une des particularités du NSGA-II est qu'il possède une archive diversifiée de taille constante 
. Cette archive est remplie en insérant non seulement les individus non-dominés de la 
population, ma éléments 
insérés res r tous les 
individus d'un front dans l'archive (par manque de place) le choix se fait par troncation à partir 
La sélection des parents géniteurs est effectuée à partir de cette archive diversifiée, en réalisant 
des tournois basés sur le front auquel appartiennent les individus. Lorsque ceux-ci font partie 
d'un même front, le choix se fait relativement à la plus forte 
2.3.2.2 Le SPEA2 
changements à son algorithme SPEA pour augmenter son efficacité [Zit01]. La force d'un 
individu est modifiée de la manière suivante : 
figure 2.28 : Illustration du calcul de distanceF  pour le NSGA-II 
archN
is aussi les individus des fronts successifs suivants, tant que le nombre d'
te inférieur à la taille limite de l'archive. Lorsqu'il n'est pas possible d'insére
de la fonction distanceF  (les individus du front de plus forte distanceF  sont conservés en priorité). De 
cette manière, on préserve d'abord les solutions extrêmes, puis les individus les plus isolés. 
 
distanceF . 
De même que le NSGA a largement été amélioré dans sa seconde version, Zitzler a apporté des 
fiNiS =)(  (2.7)
où  désigne le nombre total d'individus que l'individu i domine au sens strict parmi la 
population et l'archive. De même, le score affecté aux individus est calculé à partir de l'ensemble 
population + archive selon : 
fiN
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∑=
ij
jSiR
p
)()(  (2.8)
La figure 2.29 illustre, sur un exemple à deux dimensions, la différence dans la procédure 
d'affection des scores entre le SPEA et le SPEA2.  
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(b) SPEA2 
figure 2.29 : Comparaison de la procédure d'affectation des scores entre le SPEA et le SPEA2 
Par ailleurs, une information complémentaire  estimant la densité de solutions autour d'un 
ic minimiser) : 
(a) SPEA 
)(iD
individu est ajoutée au score pour former l'adaptation (que l'on cherche i à 
)()()( iDiRiF +=  (2.9)
où )(iD  est définie de la manière suivante :  
k
i
iD σ+= 2 1)(  (2.10)
k
iσ  représentant la distance entre l'individus i et son kième voisin le plus proche. Typiquement 
NNk arch += . 
 
Comme archive est diversifiée et remplie en gardant les 
individus, relativement à l'adaptation définie précédemment. La sé tio
 pour le NSGA-II, l' meilleurs 
lec n des parents géniteurs 
se fait à partir de l'archive uniquement, au contraire du SPEA, qui utilisait l'ensemble 
archN  
population+archive. 
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2.4  Conclusion 
Dans ce chapitre, nous avons présenté les bases de l'optimisation multicritère. Le concept de 
dominance au sens de Pareto et la notion de compromis ont été développés. Cela nous a 
e
tima
a culier les algorithmes évolutionnaires multicritères, ont retenu notre 
attention en raison de leur bonne adéquation avec la problématique système évoquée au chapitre 
thodes en insistant sur les 
principes fondamentaux sur lesquelles elles s’appuient. Couplées à des techniques de nichage, et 
o
Parmi l’ensemble des algorithmes évolutionnaires multicritères examinés, le SPEA2 et le 
NSGA-II semblent être aujourd’hui des techniques de références solides, en raison de leur 
opérateur de clustering, qui garantit la diversité des solutions Pareto-optimales sans nécessiter la 
connaissance d’un rayon de niche a priori. Dans le chapitre suivant, nous proposons d’examiner 
naturellem nt conduits à montrer les différentes manières de formuler un problème pour 
rechercher un ou plusieurs compromis op ux. Parmi les techniques examinées, les méthodes 
a posteriori, et en p rti
1. Nous avons alors présenté une classification personnelle de ces mé
associées à un opérateur de sélection basé sur la dominance au sens de Pareto, elles permettent 
de déterminer le fr nt optimal d’un problème d’optimisation à objectifs multiples. 
 
l’influence des opérateurs de variation sur l’efficacité de ces algorithmes et présentons une 
méthode de recombinaison auto-adaptative en vue d’améliorer leur robustesse.  
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