cascade failures from node and link removal, and this is used as a paradigm for systemic risks in financial systems where the flow is a money flow. In order to reduce systemic risk, we analyze the network topology and find ways of rewiring to ensure that the time for the first node failure can be maximized. The analysis is numerical using genetic algorithm to evolve a network by rewiring towards one with higher systemic stability. The results show that a network can become more systemic stable if the incoming flow of all the nodes becomes more similar to that of the outgoing flow. For financial network, the way to reduce the risk of cascade bankruptcies is to share the systemic risk in the form of the fluctuation of capital value transfer by all banks. Our simple model of directed network shows that one way to improve the systemic stability of a network is to rewire it towards a perfect Watts-Strogatz network.
I. INTRODUCTION
Network science has emerged as a very important area for multidisciplinary research with a plethora of applications in many fields in the last two decades. It has been used for modelling of social systems [1] , [2] , food webs [3] , brain network [4] , epidemic contagion [5] , traffic simulations [6] and internet [7] , where the nodes and links that form a graph becomes the simplest model in the description of complex systems for the investigation of their underlying properties. In this paper, we like to address the application of network science in computational finance. Mantegna [8] and Gao [9] used correlation of daily rate of return between different stocks to describe the structure with an undirected graph in the financial market. More sophisticated models that employ directed graph have also been used in describing the flow of information between companies, in the context of their time series listed in the stock markets [10] . The temporal pattern of cash flow, through payments, contracts, liabilities and assets transferal in this kind of directed network is generally very complex, as there is no law of conservation concerning the cash flow. There is however the limitation of flow capacity in a financial network and the formation of source and sink are signatures of disasters. In particular, when there is news or rumors that quickly spread in the social network, the effect of exogenous shocks and their propagation will generally have important impact on the cash flow in the financial network, leading sometimes to disaster such as the financial tsunami in 2008. The dynamics of flow in a given network therefore can lead to domino effect and the study of the failure of the system is a topic of systemic risk [11] - [13] .
Systemic risks in financial network is intrinsically linked with some form of financial crises triggered by some sudden failure of a particular node or link [14] . The systemic risks in banking systems is of great social importance and has been studied with different kinds of models [15] - [18] , while the containment of bankruptcy of a particular financial institute and the associated monitoring of the network to avoid disaster is also of great research interest in academia. In this paper, we investigate the relation between the topology of the financial network to its resistance of network disintegration caused by external shocks. In the investigation of R. Albert, H. Jeong, and A.-L. Barabási on the problem of error and attack tolerance of complex networks, they found that scale-free networks have a higher tolerance to random node removal than homogeneous networks [19] [20] . These results focus on the abrupt removal of subgraphs due to some external factors such as cyber-attacks for internets. Sornette et al, on the other hand, studied empirically both external impacts and selforganizing effects on complex networks [21] . We like to generalize these works to directed network, without limiting ourselves to scale free networks.
In a very simplified model of the financial system, each bank is represented by a node in a directed network and possesses a randomly predetermined amount of capital. Varying amounts of money are transferred among these banks at every time unit along the direction of edges. After some time, the total value of assets for some bank might be nonpositive and we declare the bank bankrupted. The bankrupted nodes are subsequently removed from the network along with their links. Thus, the bankrupted bank will affect the money flow of its neighbors and the financial damage can propagate in the network since these removed banks are the sources and sinks of capital of their neighbors. Therefore, a node removal may lead to the collapse of other banks in the neighborhood, leading to a cascade of node failure. Over time, the network may be disconnected. When this happens, we say that there is a collapse of the entire financial system. It is of our interest to analyze different network topologies and optimize the susceptibility of directed networks with capital flow to node failure. This study therefore is an investigation on the relation between systemic risk and the topology of the financial network. In general, there can be astronomically large number of ways to form a connected directed network with N nodes and L links, for large N and L. This implies that our problem is computationally complex, in that we must search in a large solution space of directed networks to find one that has the highest systemic stability, even after we have defined measures to characterize the network failure.
For optimization problem with a very large solution space, genetic algorithm (GA) has been used in many disciplines with amazing success. The algorithm searches for locally optimal solutions by mimicking the process of natural selection in the biological world [22] . In GA, solutions with higher fitness in a population of candidate solutions are selected as survivors. This is similar to the phenomena in which species with higher resilience of external environmental pressure has a higher chance of survival. An optimal solution can be found after generations of populations have passed. GA has been employed in solving different problems such as spacecraft antenna optimization [23] , knapsack problems [24] , portfolio management [25] , optimal strategies in game theory [26] , and gene network [27] . We will apply GA to find the directed network with high systemic stability. In this paper, the different types of networks are introduced in section II. Two models of GA are compared in section III. Analysis of the results is in section IV, followed by the discussion.
II. SYSTEMIC STABILITY OF DIRECTED NETWORKS
We first describe three most common classes of networks, the Watts and Strogatz (WS) network, the Erd s-Rényi (ER) network, and the Barabási-Albert (BA) network [28] . We then generalize these networks to directed networks with N nodes and L links. WS networks are networks with short average path lengths and high clustering coefficients, with N>>L>>ln(N) >>1. A regular ring lattice is constructed with R layers. An example of a regular ring lattice is shown in Fig. 1 . In the network, the nodes are n0, n1, …, nN-1. For each node ni, the neighbors of that node are n(i-r)mod N, n(i-r+1)mod N, …n(i+r)mod N. Therefore the number of links is simply L=NR. After the construction of the ring lattice, each link of the lattice has a probability of being rewired. Notice that self-loops and multiple links between two nodes are not allowed during rewiring [29] . ER networks are network where undirected links are distributed randomly. In an ER network with N nodes, there are N(N-1)/2 possible slots where a link can be placed to connects two different nodes. To construct an ER network, L links are being placed onto the slots one by one randomly to connect N nodes such that each slot can only contain one link at maximum [30] . There exists algorithm that ensures the ER network constructed is a connected one. BA networks are networks in which their degree distribution follows an inverse power law. To construct a BA network, a small graph is formed as the ancestor network, such as a star network with k+1 nodes for some k, in which one of the nodes has k neighbors, and this is the center of the star with the other nodes of degree one, being only connected to the center node. Based on this initial star network, new nodes are added to the network as offspring nodes. The offspring node is connected to nodes in the existing network with a probability proportional to the degree of the nodes the offspring is connecting. The probability pi that a link will be formed between the node i and the new node is , where Ki is the degree of node i [31] .
Next, we construct a directed network from the undirected network by assigning a direction to each link in the network. Each node has Kin incoming links and Kout outgoing links. There are many features to characterize the systemic stability of a directed network. One of the easy measures of systemic stability is to consider the time needed for some nodes to be removed, while there is continuous flow along links. Another measure is the time needed for the directed network to evolve to a disconnected network after sufficient number of node removal. Here a directed network is considered disconnected if at least one pair of nodes has no route connecting them. We see from this discussion the systemic stability for directed network necessitates the description of the dynamics of flow. We now illustrate our idea on the flow dynamic in the context of financial system. We consider a bank as a node and the network as an interbank complex system. The flow between nodes is a flow of money. For simplicity, our model assumes that each bank is initially endowed with the same capital value C=1 (so that C1, C2, …, CN are set to 1). Each bank also has K neighbors, with K=Kout+Kin. If node i and node j are connected by an arrow pointing from i to j, then we say that node j is the neighboring bank of i that borrows money from i, (and i lends money to j) so that the arrow from i to j is an outgoing arrow from i and an incoming arrow for j. Among K neighbors of i, there are Kout of them being the borrowers from node i. The direction of the arrow signifies the flow of money from bank i to its Kout neighbors. Similarly, the neighbors with arrows pointing towards bank i are the banks that lend money to bank i and there are Kin of them. The interesting feature that we like to address is the way that one or more nodes start to run out of money due to over-lending (too much capital being transferred from these nodes to their neighbors), and too little borrowing, so that inflow of money cannot cover the outflow. The common outcome for these banks is bankruptcy, and we remove the bankrupted banks from the financial system, along with their links to their neighbors. Under this simplified model of flow dynamics of money, we further assume that at each time t >0, a given bank i (node i) will lend a "value of transfer" Vout(i,t) to its Kout neighbors. This "value of transfer" Vout(i,t) is a random positive number in the range (0, Pmax] ,where 0<Pmax<<1 is a model parameter for the money flow. Our model further assumes that the value of transfer is divided equally among the Kout neighbors, so that each receives Vout(i,t)/Kout from node i at time t. Meanwhile node i also receives some inflow of money from its Kin neighbors, though each Kin neighbor can contribute differently as they have different value of Vout, which after all is another random number in the range (0, Pmax]. Therefore in a value transfer event, N random numbers of Vout(i,t) were being generated at time t, and each node will distribute their corresponding value to their neighbors at the same time. The value of C1, C2, …, CN will therefore be updated. After some time, some nodes may have a negative value of assets. At that time, the node will be removed from the directed network, along with all the links connecting to that node. When progressively more nodes are being removed, the directed network may either become disconnected, or it may continue shrinking without being disconnected in the end.
In this paper, we analyze three classes of directed networks: ER, WS, and BA. An ensemble of 1000 networks in each class is generated, so that each member of the ensemble is a network with N=100 and Pmax=0.01, and =0.15 for WS directed networks, L=400 for ER and WS directed networks, and L=384 for BA directed networks. For each directed network in each ensemble, value transfer events were being done repeatedly until the directed network shrinks to one node or become disconnected. We are interested in three key measurements on the evolving directed network. The first one is the t1 time when the first node is being removed as its capital value is less than zero. This measurement signals the time that the first bank is bankrupted. The second measurement is the time t d when the directed network becomes disconnected. This signals the time that the bankruptcy has spread across the entire financial system, similar to a global tsunami. This time td (which is bigger than t1) defines a time period T = td -t1 > 0 which the financial system can exercise emergency measures to prevent global disaster. The third measurement is the size Nd when the directed network becomes disconnected at time td. This measurement provides a scale for the quantification of the disaster. All three quantities (t1, td, Nd) were measured for each network in the simulation of value transfer and we observe that the correlation between t1 the other two measurements is quite small, with correlation coefficients all less than 0.02. On the other hand, td is inversely related to the size of disaster, Table 1 . We see that WS directed networks have a much higher chance to become disconnected when value transfers were being done many times, and BA directed networks with same N and L will be relatively stable.
III. NETWORK OPTIMIZATION BY GENETIC ALGORITHM
From the point of view of maintaining systemic stability of financial network, the obvious way to prevent disaster due to cascade bankruptcies is to increase the time t1 that the first bankruptcy happens. There are many approaches to extend t1, for example, by various means of rewiring the network so that the node with very small value will receive more value transfer to keep it alive. In this work, we bypass the discussion of these rewiring mechanisms since they are more related to the mathematical analysis of the topology of the network. Here we use an evolutionary approach to seek for the network with highest systemic stability. We start with a population of networks, and evaluate their first time to bankruptcy, t1. By introducing a measure of fitness, we then perform change to the topology of the network through rewiring.
Generally, in a genetic algorithm, a few random individuals are being selected to form the initial population which will then be subjected to the Darwinian principle of the survival of the fittest to evolve this population. In this process, a critical measure of fitness must be defined so that the survivability of the individuals can be measured, with the weakest being eliminated. Between generations, the individuals with the highest fitness values are allowed to mutate and create a new generation of individuals. The process continues and the fitness of the best individuals will increase over the generations. We can use a stopping criterion of this evolution by imposing a maximum number G of generations based on our available computational resource, thereby defining our optimal solution as the fittest individual, since the maximum fitness of the population will only increase monotonically with generation. In the context of network optimization, the fitness of the network is its systemic stability. In the context of maximizing the time t1 that the first bankruptcy occurs, we can convert the measurement of t1 that a bank actually goes bankrupt to another easier measurement of the minimum value of capital carried by these N nodes (banks) at a given time t:
Let's call this special node with minimum capital node j*. (There can be several nodes with the same minimum value, in that case we simply choose one of them randomly). Note that this minimum value CMin as well as j* are dependent on the generation number G that we stop evolving the population. Now, for a given network, which is an individual in the population at time t, the larger is its CMin, the less likely that the first bankruptcy will occur. Therefore, in a population of M individuals (networks), we can rank their likelihood to bankruptcy by their values of CMin. In another word, instead of using t1 as the fitness of the network, we can use CMin with much more convenience and ease. The fitness of a network in our GA optimization is measure by its CMin: a fitter network has a larger value of CMin.
We describe our genetic algorithm with a flow chart shown in Fig.2 . We use M=100 directed networks initially at G=0. We then perform t=200 value transfer events to each directed network in a simulation. Thus, each node will experience a value transfer 200 times. The value of the minimum capital value node in the network after the 200 value transfers was defined as CMin. In each generation, 10 directed network with the highest fitness values were are selected to be the parents while being promoted to the next generation. Each parent can undergo genetic operations to produce nine directed networks called the offsprings. The genetic operation used to produce these nine children from a parent is through random rewiring from the parent network for 1, 2, …, up to 10 times. In each rewiring, the head and the tail of the link could move freely to connect two nodes that are not originally connected by another link with the same direction. In this way, the new population still contains 100 directed networks, 10 of them are the old parents, each producing 9 children, so that there are 90 new directed networks making up the new population. Now, the Table 1 . Mean and standard deviation of t1, td and Nd for the 3 different types of networks, (average of 1000 samples). process of randomly initiating the starting population and allowing it to evolve for 150 generations is being repeated for 100 times. The overall fitness value of the directed network is therefore the average of CMin in the 100 simulations. Due to the limits of the computation time, only 150 generations have been generated. In principle, if we do not use genetic algorithm for network optimization, we should start with a network where no node is a pure source or sink, so that both Kout and Kin for any node initially are positive. This is for the obvious financial reason that when a bank is a pure source, (0<K=Kout and Kin=0), this bank will soon have its initial capital reduce to 0 when the money transfer between banks operates for some finite time, and this bank will go bankrupt. Similarly, there is no node with (0<K=Kin and Kout=0), as this is a bank that receives an increase of capital without any cost, which is also unrealistic. Since a network that contains pure source or sink will quickly lead to systemic instability, in that some node will quickly have its value reduced to zero, the formulation of using genetic algorithm will also quickly eliminate this network from the population. Therefore, the use of genetic algorithm by default can automatically filter out networks with pure source or sink as the minimum capital node will quickly emerge, leading to a small value of fitness and be eliminated. We see that genetic algorithm provides this immediate advantage in our search for network with high systemic stability. In the next section, we will discuss the topological properties of the fittest network obtained from our application of genetic algorithm 
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We apply genetic algorithm with G=150 generations to find the fittest ER directed networks with N=100 and L=500. Each node in the network has an out-degree Kout and an in-degree Kin. We define diff in out
and analyze the standard deviation d of Kdiff of all the nodes in a network. For the fittest network, d has essentially zero correlation with the following quantities: generation number, average fitness of the best fitness networks, average fitness of the ensemble of 100 networks at G generation. These observations suggest that there are some other properties of the network that are more correlated to the fitness of the networks. From our ensemble of results obtained in these 100 simulations, we observe that the node j* with the lowest value CMin in one simulation can be different in another simulation, and the set S of these nodes j* can be large. In another word, these nodes j* are not unique and in general they can be very different. Since we are interested in the fittest networks in our simulation, we therefore focus our attention on the topology of the set S and hope that the elements of S have some characteristic topological properties. We now consider the local topology around the node where value transfer takes place. Given a node i (the target node in Fig.3 ) with Kout neighbors (out1, …, outKout), and Kin neighbors (in1, …, inKin). Let's denote the out degree of these Kin neighbors as k1, k2, k3, …, kKin. We first define the neighboring topologies of those neighboring nodes {(out1, …, outKout), (in1, …, inKin)}of the target node i and investigate the relation of local topology with the fitness. We then define the weighted in-degree I=(in1,…inKin) shown in Fig.3 . We investigate the average values of (Kw, Kout) of the set I of the target node, which can be any randomly chosen node i or specifically the lowest Kw nodes, and check if there is any correlation with the fitness value of the network. We find that for the nodes j* with the lowest value CMin, their value Kw(j*) versus the fitness have a positive correlation with correlation coefficient of around 0.9495 in Fig.4 , while w and the fitness somewhat do not have a strong correlation. Since these nodes j* with the lowest value CMin of each simulation are not always also the lowest Kw node of the network, the correlation coefficient of lowest capital value nodes j* (points ( ) has lower correlation than ( ) in Fig.4) . We also analyzed the correlation between the fitness value of the network for the following four quantities: (1) average Kout of the neighbors of the lowest Kw node, which are the average of the numbers {k1, k2, k3, …, kKin} in Fig.3 , (2) average Kw of the neighbors of the lowest K w node, (3) average value of Kw of the neighbors of any random node, (4) average value of Kout of the neighbors of any random node. We find no significant correlation except (1) . These analysis on the statistical properties of the local topological structures around the lowest Kw node inspire us to design an improved genetic algorithm, using the correlation between fitness of the network and the local topology. In this improved genetic algorithm, the 10 best networks out of 100 networks are being promoted to the next generation, and each of the 10 networks produces 9 extra child networks by random rewiring, which is similar to that of the original genetic algorithm. However, instead of doing a random rewiring, we perform a non-random rewiring as follow. If node is the node with the highest weighted in-degree, and node is the node with the lowest weighted in-degree. For each rewiring, we then remove a link from a random node pointing to , and create a link from another random node pointing to . This new rewiring process can be tested for its efficiency. For the initial set of networks in our genetic algorithm (G=0), we construct 100 "perfect directed WS networks", which are WS networks with zero rewiring probability, as shown in Fig.5(a) Based on the statistical analysis of the local topologies, we are inspired to introduce modifications to the original genetic algorithm by incorporating these perfect directed WS networks into our evolutionary computation. To test the effectiveness of the improved genetic algorithm, we use WS networks with N=100, L=500, and =0.15. It turns out that the results of these WS networks are similar to that of the results of the ER networks. Now, we set G=150 for the stopping criterion for the evolution using the improved genetic algorithm. The fitness of the best network increases much more rapidly with the improved genetic algorithm. The maximum fitness value of each generation increased quite rapidly at the first few generations, and it gradually reached a steady value at later generations, as shown in Fig.6(a) . We also observe in Fig.6(a) that the fitness of WS networks is higher than ER networks. In Table 1 , it was shown that t1 of WS networks are generally longer than that of ER networks. Since the fitness of both genetic algorithms measures the value of the minimum value nodes after the simulations, a longer t1 would mean a higher fitness. At the zeroth generation in Fig.6(a) , the structures of WS and ER networks have not been altered yet, and it was shown that the fitness of WS networks are generally higher than that of ER, which is consistent with the results of Table 1 . The simulation results in Fig.6(a) indicate that the fitness increases monotonically, with the improved GA much faster, reaching a level near the fitness of perfect WS networks after about 20 generations. This shows that the improved genetic algorithm provides an efficient way of rewiring to make the networks more stable. In this application of evolutionary computation, we see that the Kw distribution of the best networks in the latest generations in the improved genetic algorithm for both ER and WS network are close to the Kw distribution of perfect WS networks. Thus, we try to start with a population of directed WS network, we find that the fitness of the fittest network of each generation remains about the same value for all generations. In Fig.6(b) , the standard deviation w of the perfect WS networks is 0, and when w versus fitness of the other networks are being plotted, they all show that w converges to zero when the fitness increases. This means that after a large number of generations, the networks in those later generations will have topology very similar to a perfect WS network. Furthermore, the standard deviation w of the best network versus the fitness of both genetic algorithms consistently shows a negative correlation. Since the fitness of the best network increases with the generation number, while w decreases with the generation number, it is reasonable to conjecture that the best network found after many generation of evolution will have very small w, meaning that the fittest network may be a network where the weighted in-degree Kw of all the nodes in the network are the same. Consequently, we can propose that a directed WS network, in which the links are either all pointing in the clockwise direction or all pointing in the anticlockwise direction as shown in Fig.5 , will be the optimal design for a directed network with maximal systemic stability. From the data shown in Fig.6 (a) and 6(b), we see that the improved genetic algorithm generally increases the fitness of the networks in a much shorter time than the original genetic algorithm. The effectiveness of this improved optimization scheme can be traced back to the design of our dynamics, where capital transfer events among different nodes are determined randomly. Based on these numerical results, we expect the homogenization of network in terms of the weighted degrees of nodes should in general prolong the time elapsed before the occurrence of the first bankruptcy in the network. This is clearly supported by the probability distribution of the Kw values at different times, and for different networks, as shown in Fig.6 (c).
IV. DISCUSSION
We find that systemic stability can be increased by increasing the fitness of the network, measured by CMin, which is positively correlated with the minimum K w of the network (Fig.4 .) The use of genetic algorithm provides a simple optimization procedure to obtain a stable network, with the genetic operator being the rewiring of links. As shown in Fig.6 , the fitness of the fittest network increases monotonically with generation number, and the Kw distribution become narrower. In realistic application to a given network of N nodes and L links, this approach may not be possible, but the numerical results indicate that the homogenization towards the perfect WS network is the way to improve the systemic stability. Although we cannot prove this statement analytically, numerical experiments and statistical analysis of the results support this conjecture. Physically this means that a network can become more systemic stable if the incoming flow of all the nodes becomes more similar to that of the outgoing flow. For financial network, the way to reduce the risk of cascade bankruptcies is to share the systemic risk by all banks.
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