Abstract: To improve the efficiency of network, virtualization has developed by sharing the same physical network's resources for different users and applications. As one of the substrate networks, elastic optical network (EON) is expected to be used for the virtualization due to its flexibility and effectiveness. In this letter, we propose a virtual network mapping algorithm called resource and load aware algorithm based on ant colony optimization (RL-ACO), which considers the load jointly with spectrum continuity and spectrum contiguity during the node mapping stage. The variation of node availability rank is defined in the process of link mapping which helps to decrease the blocking ratio of virtual network requests. Simulation results show that RL-ACO not only reduces the blocking probability and the occupied frequency slots, but also balances the link load.
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Introduction
The sustained growth of data traffic with a huge amount of emerging applications requires a high efficiency and flexible basic network, such as video conference, high-definition television, and cloud computing [8] . To accommodate to the diversity of infrastructure network, researchers have proposed network virtualization as a solution [1] . Through the network virtualization, multiple heterogeneous networks can coexist on the same physical infrastructure by sharing the resources, such as CPU resources [10] . Meanwhile, the traditional wavelength division multiplexing (WDM) networks cannot satisfy the current network requirements due to the increasing traffic demand [7] . Elastic optical networks (EONs) employing the orthogonal frequency division multiplexing (OFDM) technology distribute data on low data rate subcarriers and can allocate spectrum flexibly [2, 9] . Based on the concept of network virtualization, multiple virtual optical networks (VONs) share physical resources in the same substrate network. A VON is composed of several virtual nodes and virtual links. The substrate nodes provide computing resources for virtual nodes and the substrate fiber links (SFLs) offer bandwidth resources to virtual links. The process of constructing VONs is called virtual optical network embedding (VONE) [3] . Although the VONE problem over WDM networks has been lucubrated [4] , the VONE problem over EONs is still in the preliminary research stage [5] . It is necessary to consider spectrum continuity constraint and contiguity constraint of the VONE problem over EONs, which is different from the virtual network mapping over WDM networks. In [5] , the authors formulated a virtual network mapping problem for both static and dynamic traffic. In [3] , the authors proposed two heuristic algorithms with a layered-auxiliary-graph. In [6] , spectrum consecutiveness and alignment of SFLs connected to the substrate node are regarded as the node resources. However, only considering the spectrum consecutiveness and alignment can lead to the over load of some region in the network and cause the increase of blocking probability because the link load is not taken into account. A SFL with a heavy load will not be chosen although its consecutiveness and alignment satisfy the requirement. When other resources are the same, the SFL with a slighter load is preferred to be mapped. Hence, the link load has significant impact on network performance. To reduce the blocking probability and balance the load of substrate networks, the link load should be considered jointly with spectrum continuity and contiguity.
In this letter, we propose a virtual network mapping algorithm over EON based on ant colony optimization (ACO). Substrate nodes are ranked according to the joint link load and spectrum resources. The change of node availability rank is minimized when mapping virtual links. 
Virtual network mapping algorithm
In this section, we propose a heuristic algorithm called resource and load aware algorithm based on ant colony optimization (RL-ACO), which sorts the substrate nodes according to the node availability rank (NA-Rank) and considers the path node influence factor (PNI Factor).
Node availability rank
In order to consider the link load jointly with spectrum resources, several empirical metrics are defined as below.
Assume that the number of SFLs connected to the substrate node v s is K Definition 2: Continuity factor is defined as CN k;k 0 ¼ sumf k;k 0 g, which represents the sum of elements in vector k;k 0 . The continuity factor of node v s is shown below:
The continuity factor is used to measure the spectrum continuity of SFLs. However, the substrate link with good spectrum continuity does not mean having the adequate spectrum resources. As is shown in Fig. 2 , the continuity factor in Fig. 2(a) is the same with that in Fig. 2(b) , which means the spectrum continuity resources are the same. Obviously, the available frequency slots in Fig. 2(b) is more concentrated than that in Fig. 2(a) . That is to say, the spectrum contiguity in Fig. 2(b) is much better than that in Fig. 2(a) . To measure the spectrum contiguity, the contiguity factor is defined.
Definition 3: Contiguity factor is defined as
, where
is the element of k;k 0 . The contiguity factor represents the aggregation degree of available frequency slots. The sum of adjacent elements difference in continuity vector is used to measure the aggregation degree of available frequency slots. The larger the difference is, the less concentrated the available frequency slots will be. To calculate conveniently, reciprocal is used. The contiguity factor of node v s is shown in Eq. (2):
As is shown in equation (2), the contiguity factor of node v s can be used to measure the spectrum contiguity of substrate links which are connect to node v s .
Continuity factor and contiguity factor can be used to measure the spectrum continuity and contiguity of the SFLs that connect to the node v s . The spectrum continuity and contiguity are regarded as the resources of the node v s . When an EON request is coming, it is essential to meet the spectrum continuity constraint and contiguity constraint. Definition 4: Load factor
Eq. (3) is the mean of load of all SFLs that connect to the node v s . The loads of all SFLs can be measured by and a larger load factor means that the load is heavier. In order to consider the link load jointly with spectrum continuity and contiguity of SFLs, the node availability rank (NA-Rank) is defined as follows: 
Path node influence factor
When mapping virtual links, we consider the variation of node availability rank. Assume that the virtual link maps onto the spectrum path k i , which contains one or several SFLs and several substrate nodes, denoted as l 1 ; Á Á Á ; l nÀ1 and o 1 ; Á Á Á ; o n , respectively.
Definition 5: Path node influence factor (PNI Factor)
Where During the link mapping stage, k-shortest paths are found at first. Then the one with the lowest path node influence factor is chosen to map the virtual link. That is to say, the link mapping stage has the small influence on the resources of substrate nodes. When the future virtual network request is coming, the substrate nodes still have enough resources to be mapped. By considering PNI Factor, the blocking probability of the future VON request can be reduced. Objective:
where e s is Boolean variable. If SFL e s belongs to the spectrum path k i which the virtual link mapped onto, e s ¼ 1. Otherwise, e s ¼ 0. The aim of objective in Eq. (6) is to minimize the total number of occupied frequency slots of the VON request and the PNI Factor, which impact the blocking probability of the future VON request.
Ant colony optimization
Max-Min ACO is used to map virtual nodes and virtual links. In Max-Min ACO, the ant which has the minimum objective function value can leave pheromone. The variables and constants in ant colony algorithm are as follows: M is the number of the ants. jV V j is the number of the virtual nodes. ij ðtÞ is the pheromone from virtual node i to substrate node j at time t. p m ij ðtÞ is the state transition probability, which contains the pheromone ij ðtÞ and heuristic information ij .
In the ant colony optimization, the pheromone and expected heuristic information are key factors, which have important impact on performance. According to the pheromone ij ðtÞ and heuristic information ij , ants move from current state to next adjacent state. In this letter, the state transition probability is defined as follows: 
Where allowed m ¼ fC À tabu k g. C is a set of substrate nodes which satisfy the constraints and tabu k is a tabu list. α and β are information heuristic factor and expected heuristic factor, which represent the importance of the pheromone and the heuristic information respectively. ij ðtÞ is the expected degree from virtual node i to substrate node j and ij ðtÞ ¼ a j .
During each iteration, the ant which has the minimum objective function value can leave the pheromone. Before next iteration, the pheromone from virtual node i to substrate node j at time ðt þ jV V jÞ is calculated as follows:
where 2 ½0; 1 is information evaporation coefficient. Á min ij represents the pheromone increment that the ant with the minimum objective function value leaves. It is defined as follows:
where Q is a constant and L is the objective function, shown in section 3.2.
The detailed steps of RL-ACO are shown in Fig. 3 .
Performance evaluation
The performance of the RL-ACO is evaluated in this section. For the benchmark algorithms, we use alignment and consecutiveness-aware virtual network embedding (ACT-VNE) [6] , the local resource capacity and the shortest path first fit (LRC-SP-FF) [4] , Greedy Algorithm and the shortest path first fit (Greedy-SP-FF), which is widely used in simulations. The simulation parameters in the substrate network topology with 14 nodes and 21 substrate fiber links are shown in Fig. 4(a) . The computing capacity in each substrate node obeys uniform distribution and the bandwidth capacity in each substrate link is 150. Virtual optical network requests arrive by Poisson process with an average rate λ. The number of virtual nodes in each VON is generated randomly and the virtual link is connected with a probability p. show the blocking probability, the occupied frequency slot ratio and the link load balance of RL-ACO, LRC-SP-FF, Greedy-SP-FF and ACT-VNE. In Fig. 4(b) , it can be seen that the blocking probability of RL-ACO is obviously lower than other algorithms. One reason is that RL-ACO sorted the substrate nodes according to the proposed availability rank, which helps to map virtual nodes. Moreover, the influence of node availability rank is considered when mapping virtual links, which contributes to the success of upcoming VON request. Fig. 4(c) shows that RL-ACO occupies the minimum frequency slot resources because the spectrum resources of SFLs are considered during the node mapping stage. It can be concluded that RL-ACO has the most effective use of spectrum resources. Fig. 4(d) shows the link load balance obtained from the four algorithms. The variance of loads of SFLs is used to measure the link load balance in Fig. 4(d) . The results indicate that RL-ACO has the best performance since the load is considered when mapping virtual nodes and virtual links. The ACT-VNE has the maximum variance because only spectrum consecutiveness and alignment are considered in the process of mapping virtual nodes and links.
Conclusion
This letter proposes a virtual network mapping algorithm over EON based on MaxMin ACO, called resource and load aware algorithm based on ACO (RL-ACO). To improve the successful rate of node mapping and minimize the occupied frequency slots, the node availability rank (NA-Rank) and path node influence factor (PNI Factor) are defined. Max-Min ACO is used for realization. The simulations have shown that the proposed algorithm achieves better performance.
