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A Review of Conjectured Laws of Total Mass of Bacry-Muzy
GMCMeasures on the Interval and Circle and Their
Applications
Dmitry Ostrovsky
Abstract
Selberg and Morris integral probability distributions are long conjectured to be distributions of
the total mass of the Bacry-Muzy Gaussian Multiplicative Chaos measures with non-random log-
arithmic potentials on the unit interval and circle, respectively. The construction and properties
of these distributions are reviewed from three perspectives: analytic based on several represen-
tations of the Mellin transform, asymptotic based on low intermittency expansions, and proba-
bilistic based on the theory of Barnes beta probability distributions. In particular, positive and
negative integer moments, infinite factorizations and involution invariance of the Mellin trans-
form, analytic and probabilistic proofs of infinite divisibility of the logarithm, factorizations into
products of Barnes beta distributions, and Stieltjes moment problems of these distributions are
presented in detail. Applications are given in the form of conjectured mod-Gaussian limit theo-
rems, laws of derivative martingales, distribution of extrema of 1/ f noises, and calculations of
inverse participation ratios in the Fyodorov-Bouchaudmodel.
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1 Introduction
In this review we study conjectured laws of the total mass of the Bacry-Muzy [4], [5], [67] Gaussian
Multiplicative Chaos (GMC) measures on the unit interval and circle with non-random logarithmic
potentials. These measures are the most tractable examples of GMC measures in dimension one and
serve as a paradigm of all GMC measures due to their very natural logarithmic covariance structures
and connections with 1/ f noises. While the positive integer moments of the total mass of all multi-
plicative chaos measures can be written in the form of multiple integrals, cf. [79], [80], the tractability
of the Bacry-Muzy measures is inextricably tied to the fact that they are the only GMC measures that
have explicitly known moments given by the Selberg integral on the interval and the Morris inte-
gral on the circle. A key challenge of the problem of computing the law of the total mass is that its
moments diverge at any level of intermittency (inverse temperature) thereby rendering the associated
Stieltjes moment problem indeterminate. Moreover, while the negative integer moments are finite,
their Stieltjes moment problem can still be indeterminate as is the case of the Bacry-Muzy measure
on the interval, for example. From this perspective, the simplest measure is the Bacry-Muzy measure
on the circle, whose negative integer moments do capture the distribution uniquely. Nonetheless, the
computation of the negative moments from first principles is very difficult and has only been achieved
in the simplest case of the Bacry-Muzy measure on the circle with the zero logarithmic potential cor-
responding to the positive moments being given by the special case of the Morris integral known as
the Dyson integral, cf. the recent announcement in [82]. Overall, the study of the law of the total
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mass is a highly non-classical moment problem that requires novel mathematical techniques. In the
rest of this section we will briefly explain the interest in GMC measures and then review possible
approaches to the problem of the total mass and summarize our key contributions.
1.1 GMC and Total Mass Problem
The theory of Gaussian Multiplicative Chaos (GMC) measures was conceived by Mandelbrot [64],
who introduced the key ingredients of what is now known as GMC under the name of the limit log-
normal measure, cf. also his review [65]. The mathematical foundation of the subject was laid down
by Kahane [51], who created a comprehensive, mathematically rigorous theory of (not necessarily
gaussian) multiplicative chaos measures. The theory was advanced further around 2000 with the
introduction of the conical set construction by Barral and Mandelbrot [9] and Schmitt and Marsan
[91] and took its modern form with the theory of infinitely divisible multiplicative chaos measures of
Bacry and Muzy [5], [67]. The theory of Bacry and Muzy was limited to multiplicative chaos on a
finite interval. It has since been extended to multiple dimensions by Robert and Vargas [84], who also
relaxed Kahane’s σ−positivity condition and proved universality of GMC, to other geometric shapes
such as the circle by Fyodorov and Bouchaud [38] and Astala et. al [3], to complex GMC by Lacoin
et. al. [56], as well as to critical GMC by Duplantier et. al [30] and Barral et. al. [10], and most
recently to super-critical GMC by Madaule et. al. [63]. Most recently, Berestycki [12], Junnila and
Saksman [50], and Shamov [92] found new re-formulations and further extended the existing theory.
The interest in GMC derives from its remarkable properties of multifractality and multiscaling,
from inherent interest in Gaussian logarithmically correlated fields, cf. [31], [39], upon which GMC
measures are built, from the complexity of mathematical problems that their stochastic dependence
poses, and from the many applications in mathematical and theoretical physics and pure mathematics,
in which GMC naturally appears. Without aiming for comprehension, we can mention applications
to five areas: (1) conformal field theory and Liouville quantum gravity [3], [11], [29], [83], [85],
(2) statistical mechanics of disordered energy landscapes [18], [19], [22], [37], [38], [39], [42], [43],
[78], (3) random matrix theory [45], [46], [48], [57], [98], (4) statistical modeling of fully intermittent
turbulence [23], [24], [25], [35], [68], [84], (5) conjectured [40], [44], [77] and some rigorous [90]
applications to the behavior of the Riemann zeta function on the critical line.
A fundamental open problem in the theory of GMC is to calculate the distribution of the total
mass of the chaos measure and, more generally, understand its stochastic dependence structure, i.e.
the joint distribution of the measure of several subsets of the set, on which it is defined. The sig-
nificance of this problem is due to the fact that in most of the aforementioned areas the objects of
interest can be reduced to questions about the total mass. We will illustrate it with two examples. As
it was first discovered in [38] and [42], conjectured laws of the total mass of the Bacry-Muzy GMC
measures on the circle and interval yield, under the hypothesis of freezing, precise asymptotic distri-
butions of extremes of the underlying gaussian fields, which are restrictions of the 2D Gaussian Free
Field to these geometries. It was subsequently proved rigorously in [62] that the distribution of the
maximum of the logarithmically correlated gaussian field underlying the general GMC construction
is determined by the law of the total mass of the corresponding critical GMC. As a second example,
fluctuations of mesoscopic counting statistics that converge to H 1/2 gaussian fields can be rigorously
quantified by means of the law of the total mass of the corresponding GMC measure, thereby con-
necting random matrix and GMC theories, cf. [57]. We refer the interested reader to [86] for a general
review of GMC.
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1.2 Three Known Approaches
There are three known approaches to the problem of the total mass. The first approach, pioneered
by Fyodorov and Bouchaud [38] and Fyodorov et. al. [42] and presented in the general case by
Fyodorov and Le Doussal [41], is to heuristically extend the known positive integer moments to the
complex plane, i.e. construct a function of a complex variable whose restriction to the finite interval
of positive integers, where the moments are finite, coincides with the moments, and thereby guess
the Mellin transform of the total mass. This is particularly simple for the Bacry-Muzy GMC on
the circle with the zero potential as the extension of the Dyson integral from the integer to complex
dimension is elementary. This method also works on the interval although the extension of the Selberg
integral from the integer to complex dimension is substantially more difficult. The primary theoretical
limitation of this approach is that it operates on the moments directly and the moment problem is not
determinate. The secondary limitation is that it is not obvious that the so-constructed Mellin transform
is in fact the Mellin transform of a probability distribution. While it is easy to show that the analytic
extension of the Dyson integral obtained in [38] is the Mellin transform of a Fre´chet distribution, it
is much more difficult to establish the probabilistic property of the analytic extension of the Selberg
integral found in [42] so that the authors of that work limited themselves to numerical evidence.
Nonetheless, from the computational standpoint, this method is particularly efficient.
The second approach, which we introduced in [69] and developed in [70]–[78], is based on the
formalism of intermittency differentiation and renormalization. The rule of intermittency differenti-
ation expresses the intermittency derivative of a general class of functionals of the total mass in the
form of an exact, non-local equation (or infinite hierarchy of local equations). It allows to compute
the full high-temperature (low intermittency) expansion of the Mellin transform of the total mass of
a general GMC measure in terms of the expansion of positive integer moments in intermittency and
effectively reconstruct the Mellin transform by summing the intermittency expansion. In the special
cases of the Bacry-Muzy measures on the interval and circle with a logarithmic potential we carried
out these computations explicitly by means of Hardy’s moment constant method and proved that the
resulting expressions1 are Mellin transforms of valid probability distributions, known as the Selberg
and Morris integral probability distributions, respectively. These distributions have the properties that
their positive integer moments are given by the Selberg and Morris integrals, i.e. match the moments
of the total mass, and that the asymptotic expansions of their Mellin transforms in intermittency co-
incide with the intermittency expansion. The principal computational limitation of this approach is
that it too requires the explicit knowledge of the moments. It is unknown whether the intermittency
expansion of the Mellin transform captures the distribution of the total mass uniquely. If true, this
approach would provide a solution to the moment problem of the total mass. The answer depends
on detailed, non-perturbative analysis of intermittency differentiation equations and requires novel
mathematical tools. We refer the interested reader to [79] for an in-depth discussion of theoretical
aspects of our approach. We also note that the intermittency differentiation approach is not limited
to 1D or Bacry-Muzy measures or even GMC measures but in fact applies to all infinitely divisible
multiplicative chaos measures, cf. [81].
1Hardy’s method produces expressions for the logarithm of the Mellin transform in the integral form, which are more
cumbersome than the expressions for the Mellin transform itself in terms of Barnes double gamma factors that are produced
by the method of Fyodorov et. al. [42]. The integral expressions however are easier to bring to the Le´vy-Khinchine form
and thus prove the probabilistic property of the construction. This constitutes the analytical proof of existence. It is possible
to give a purely probabilistic proof that is based on the Mellin transform directly, which requires the machinery of Barnes
beta distributions. We review both proofs in this paper.
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In summary, both the first and second approaches succeeded in constructing good candidates for
the distribution of the total mass of the Bacry-Muzy measures in the sub-critical regime. The formulas
for the Mellin transform that are produced by both methods are known to be the same.
The third and most recent approach introduced by Remy [82] is based on the connection between
GMC and Liouville conformal field theory that was established by David et. al. [26]. It interprets
negative integer moments of the total mass of the Bacry-Muzy GMC on the circle in terms of one-
point correlation functions of Liouville conformal field theory on the unit disk and thereby computes
these moments from first principles. Unlike the first two approaches, the approach of Remy [82] is
mathematically rigorous. A priori, it appears that this approach is limited to low-dimensional GMC
measures that are connected with the Liouville theory and further have a determinate Stieltjes moment
problem for the negative moments such as the Bacry-Muzy measure on the circle. In particular, in
its current form it does not apply to the Bacry-Muzy measure on the interval as the Stieltjes moment
problem for the negative moments of its total mass is indeterminate. It should be stressed that the
result of Remy [82] has not resolved our conjecture about the distribution of the total mass of the
Bacry-Muzy GMC on the circle because we allow for a non-random logarithmic potential. Remy
[82] sets it to zero, which greatly simplifies the total mass distribution as it reduces it to the Fre´chet
factor as predicted by Fyodorov and Bouchaud [38], whereas the full distribution was conjectured in
[78] to have a completely non-trivial Barnes beta factor, cf. Sections 4 and 8.
1.3 Summary of Results and Plan of the Paper
The scope of this paper is the review of mathematically rigorous results on the existence and prop-
erties of the Selberg and Morris integral probability distributions. We review both the analytical and
probabilistic constructions of these distributions in the sub-critical and critical regimes in detail. In
particular, we review the theory of Barnes beta distributions that provide basic building blocks of
the Selberg and Morris integral distributions. We also review the analytic continuation of the com-
plex Selberg integral (Dotsenko-Fateev integral). The theory is illustrated with several conjectured
applications.
The analytical construction is based on the three known representations of the Mellin transform:
a finite product of ratios of Barnes double gamma factors, a regularized infinite product of ratios of
Euler’s gamma factors, and a Le´vy-Khinchine integral representation of the logarithm of the Mellin
transform. The Barnes double gamma and infinite product representations lead to the computation of
the negative moments and furnish simple proofs that the Mellin transform is the analytic continuation
of the Selberg/Morris integrals. The Barnes double gamma representation also provides the asymp-
totic expansion of the Mellin transform, which is shown to match the intermittency expansion that
follows from the known formulas for the positive integer moments. The integral representation of the
logarithm of the Mellin transform furnishes the analytical proof of the fact that the Mellin transform
is in fact the Mellin transform of a log-infinitely divisible probability distribution, whose gaussian
and Le´vy components are computed explicitly.
The method of deriving the analytic continuation of the Selberg integral in the approach of Fy-
odorov et. al. [42] is more computationally efficient than our method of summing the intermittency
expansion, cf. [71]. For this reason, we use their approach in the construction of the analytic con-
tinuation, and also apply it in deriving the analytic continuations of the Morris and complex Selberg
integrals. Afterwards, to be consistent with our approach, we check that the high-temperature asymp-
totic expansions of the analytic continuations of the Selberg and Morris integrals coincide with the
corresponding intermittency expansions. The approach of Fyodorov et. al. is based on the novel idea
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of using Barnes-like double gamma function that is popular in the physics literature. As this function
is not standard in mathematics, we chose, beginning with [74], to use the standard double gamma
function and its cousins instead. We believe that the wealth of its known properties makes its use
more advantageous.
The probabilistic construction is based on the theory of Barnes beta probability distributions,
which we introduced in [74] and developed in [75], [76], and [78]. The Barnes beta distributions
constitute a novel family of log-infinitely divisible probability distributions having the property that
their Mellin transform is defined in the form of an intertwining product of ratios of multiple Barnes
gamma factors. We review their remarkable properties and show that in the special case of Barnes
beta distributions corresponding to the double gamma function these distributions provide the second,
purely probabilistic proof of the existence of Selberg and Morris integral probability distributions.
Moreover, we obtain their explicit factorizations: the Selberg integral distribution is the product of
independent lognormal, Fre´chet, and three Barnes beta distributions, the Morris integral distribution
is the product of independent Fre´chet and a single Barnes beta.
The two constructions rely on special properties of the double gamma function such as functional
equations, Barnes and Shintani infinite factorizations, scaling invariance, Barnes multiplication, inte-
gral representations of its logarithm, and asymptotic expansions. We review these properties in some
detail to make the paper accessible to a wider audience, especially as the double gamma function has
multiple known normalizations (classical, Alexeiewsky-Barnes, Ruijsenaars) that are all useful in dif-
ferent contexts. Nonetheless, we restrict ourselves to giving the relevant formulas without providing
detailed proofs from the theory of multiple gamma functions as that would take us too far afield.
We illustrate our theoretical results on the Morris and Selberg integral distributions with three
types of applications. Following Fyodorov and Bouchaud [38] and Fyodorov et. al. [42], who dis-
covered the connection between the asymptotic distribution of the maximum of the 2D Gaussian Free
Field restricted to the circle and interval and the laws of the total mass of Bacry-Muzy measure for
these geometries, we give a probabilistic re-formulation2 of their results in terms of the conjectured
laws of the corresponding derivative martingales. Our second application has to do with the computa-
tion of the inverse participation ratios of the Fyodorov-Bouchaud model that were known previously
only by means of a heuristic analytic continuation of the Morris integral to negative dimensions, cf.
[36]. Our result on the conjectured law of the Bacry-Muzy measure on the circle with a logarithmic
potential allows us to treat this continuation rigorously. In the third application we conjecture several
mod-Gaussian limit theorems. The concept of mod-Gaussian convergence as a means of precisely
quantifying divergent sequences of random variables was first introduced by Keating and Snaith [53]
and was formalized and developed into a powerful mathematical tool by Jacod et. al. [49], see also
[32] and [66]. The idea of associating such theorems with GMC was first introduced in [77] in the
context of mesoscopic statistics of Riemann zeroes. We review some of those results and show how
they can be combined with the methods of Fyodorov et. al. to conjecture a mod-Gaussian limit
theorem for the distribution of the maximum of the centered Gaussian Free Field on the circle and
interval, also known as the Fractional Brownian motion with Hurst index H = 0, cf. [45].
This paper is largely a review of results that have already appeared elsewhere. The only new
results are those on the analytic continuation of the complex Selberg integral, the computation of
the inverse participation ratios of the Fyodorov-Bouchaud model, and the conjectured mod-Gaussian
theorems for the centered Gaussian Free Field.
The plan of the rest of the paper is as follows. In Section 2 we briefly recall Bacry-Muzy measures
2In the circle case we also extend the original conjecture in [38], which was restricted to the Dyson integral.
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and then state the problem of total mass for them. In Section 3 we review multiple gamma functions.
In Sections 4 and 5 we state our analytical results on the Morris and Selberg integral probability
distributions, respectively, followed by the proofs in Section 6. In Section 7 we present the theory of
Barnes beta probability distributions. In Section 8 we state our probabilistic results on the Morris and
Selberg integral probability distributions, followed by the proofs in Section 9. In Section 10 we give
our results on the critical Morris and Selberg integral distributions. In Section 11 we give the analytic
continuation of the complex Selberg integral. In Section 12 we give some applications of our results
on conjectured laws of Bacry-Muzy measures. Conclusions are given in Section 13. The Appendix
gives proofs of results on Barnes beta distributions.
Our results are mathematically rigorous except in Section 12.
2 Bacry-Muzy GMC and Total Mass Problem
In this section we will informally recall the construction of Bacry-Muzy measures on the interval and
circle and pose the specific version of the total mass problem that we will be considering in the rest
of the paper.
Following [4], define a centered gaussian process with the covariance
Cov [Vε(u),Vε (v)] =
{
−2 log |u− v|, ε < |u− v| ≤ 1,
−2logε , u= v, (2.1)
Let 0 ≤ β < 1. The theorem of Bacry and Muzy states that the regularized exponential functional
of this field converges weakly a.s. as ε → 0 to a non-degenerate limit random measure, called the
Bacry-Muzy GMC measure on the interval,
eβ
2 log ε
∫ b
a
eβVε (u) du−→Mβ (a,b), (2.2)
E[Mβ (a,b)] = |b−a|. (2.3)
It is worth emphasizing that the choice of covariance regularization for |u− v| ≤ ε has no effect on
the law of the total mass, see the proof of universality in [84]. The moments of the total mass of the
limit measure with a logarithmic potential are given by the Selberg integral: let n< 1/β 2,
E
[(∫ 1
0
sλ1(1− s)λ2 Mβ (ds)
)n]
=
∫
[0,1]n
n
∏
i=1
s
λ1
i (1− si)λ2
n
∏
i< j
|si− s j|−2β 2ds1 · · ·dsn. (2.4)
Define the quantity
τ =
1
β 2
> 1. (2.5)
In statistical physics one thinks of β as the inverse temperature. Recall the classical Selberg integral,∫
[0,1]n
n
∏
i=1
s
λ1
i (1−si)λ2
n
∏
i< j
|si−s j|−2/τds1 · · ·dsn=
n−1
∏
k=0
Γ(1− (k+1)/τ)Γ(1+λ1− k/τ)Γ(1+λ2− k/τ)
Γ(1−1/τ)Γ(2+λ1+λ2− (n+ k−1)/τ) ,
(2.6)
cf. [33] for a modern treatment. We will assume for simplicity that λi ≥ 0. The integral is convergent
for n < τ . The Bacry-Muzy GMC on the circle is a periodized version of the Bacry-Muzy measure
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on the interval. It was first considered heuristically in [38] and formalized in [3]. Let Vε(ψ) be a
centered gaussian process with the covariance
Cov [Vε (ψ),Vε (ξ )] =
{
−2 log |e2piiψ − e2piiξ |, |ξ −ψ |> ε ,
−2logε ,ψ = ξ , (2.7)
Once again, the regularized exponential functional of this field converges weakly a.s. as ε → 0 to a
non-degenerate limit random measure, which we refer to as the Bacry-Muzy GMC measure on the
circle. Let 0≤ β < 1.
eβ
2 log ε
∫ ψ
φ
eβVε (θ )dθ −→Mβ (φ ,ψ), (2.8)
E[Mβ (φ ,ψ)] = |ψ −φ |. (2.9)
The moments of the total mass of the limit measure with a logarithmic potential are given by the
Morris integral: let n< 1/β 2,
E
[(∫
[− 1
2
, 1
2
]
e2piiψ
λ1−λ2
2 |1+ e2piiψ |λ1+λ2 Mβ (dψ)
)n]
=
∫
[− 1
2
, 1
2
]n
n
∏
l=1
e2piiθl
λ1−λ2
2 |1+ e2piiθl |λ1+λ2×
×
n
∏
k<l
|e2piiθk − e2piiθl |−2β 2 dθ . (2.10)
Recall the Morris integral, see Chapter 4 of [33].∫
[− 1
2
, 1
2
]n
n
∏
l=1
epiiθl (λ1−λ2)|1+ e2piiθl |λ1+λ2
n
∏
k<l
|e2piiθk − e2piiθl |−2/τ dθ ,
=
n−1
∏
j=0
Γ(1+λ1+λ2− jτ )Γ(1− ( j+1)τ )
Γ(1+λ1− jτ )Γ(1+λ2− jτ )Γ(1− 1τ )
. (2.11)
We will restrict our attention to a special case of the total mass problem on the circle corresponding
to
λ1 = λ2 = λ ≥ 0. (2.12)
In this case the moments of the total mass are given by
E
[(∫
[− 1
2
, 1
2
]
|1+ e2piiψ |2λ Mβ (dψ)
)n]
=
∫
[− 1
2
, 1
2
]n
n
∏
l=1
|1+ e2piiθl |2λ
n
∏
k<l
|e2piiθk − e2piiθl |−2/τ dθ ,
=
n−1
∏
j=0
Γ(1+2λ − jτ )Γ(1− ( j+1)τ )
Γ(1+λ − jτ )2 Γ(1− 1τ )
. (2.13)
In the special case of λ = 0 this integral is known as the Dyson integral and has a much simpler
evaluation corresponding to the moments of the Fyodorov-Bouchaud model.
In the rest of the paper we will construct probability distributions having the properties that they
match the positive integer moments specified in Eqs. (2.6) and (2.13) and intermittency expansions
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of the total mass distributions. To state this precisely, we need to briefly remind the reader of the key
results of the intermittency renormalization formalism, cf. [69], [70], [74], [79]. Let us write the total
mass in the form
Mβ [ϕ ](D) =
∫
D
ϕ(x)Mβ (dx)dx, (2.14)
so that
D = [0,1], ϕ(x) = xλ1(1− x)λ2 (interval), (2.15)
D = [−1
2
,
1
2
], ϕ(x) = |1+ e2piix|2λ (circle), (2.16)
and introduce the quantity
ϕ¯ ,
∫
D
ϕ(x)dx. (2.17)
Finally, we need to introduce the quantity called the intermittency by
µ = 2β 2 =
2
τ
. (2.18)
Then, the log-moments of the total mass have the representation in the form,
logE
[(∫
D
ϕ(x)Mβ (dx)
)n]
= n log ϕ¯ +
∞
∑
p=1
cp(n)µ
p, (2.19)
for some coefficients cp(n) that are known to be polynomial in the moment order n, cf. [79]. One of
the key results of the intermittency renormalization formalism is that the full intermittency expansion
(formal power series expansion) of the Mellin transform of the total mass of a general GMC measure
can be calculated in closed form in terms of the expansion of the log-moments in intermittency by the
following formula,
E
[(∫
D
ϕ(x)Mβ (dx)
)q]
= ϕ¯q exp
( ∞
∑
p=1
µ p cp(q)
)
, Re(q)< τ . (2.20)
It is naturally interpreted as the asymptotic expansion in the limit of low intermittency (high temper-
ature). The coefficients cp(n) are known explicitly for the Bacry-Muzy measures. We have on the
interval,
cp(n) =
1
p2p
[(
ζ (p,1+λ1)+ζ (p,1+λ2)
)(Bp+1(q)−Bp+1
p+1
)
−ζ (p)n+ζ (p)×
×
(Bp+1(n+1)−Bp+1
p+1
)
−ζ (p,2+λ1+λ2)
(Bp+1(2q−1)−Bp+1(q−1)
p+1
)]
, (2.21)
and on the circle,
cp(n) =
1
p2p
[(
ζ (p, 1+2λ )−2ζ (p,1+λ ))Bp+1(n)−Bp+1
p+1
+ζ (p)
Bp+1(n+1)−Bp+1
p+1
−nζ (p)
]
.
(2.22)
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As usual, Bn(s) denotes the nth Bernoulli polynomial, ζ (s,a) the Hurwitz zeta function, ζ (s) the
Riemann zeta function, and ζ (1,a) , −ψ(a) the digamma function. These formulas are elementary
corollaries of Eqs. (2.6) and (2.13) and the following summation formulas,
logΓ(a+ z) = logΓ(a)+
∞
∑
p=1
(−z)p
p
ζ (p,a), (2.23)
y
∑
j=x
jp =
Bp+1(y+1)−Bp+1(x)
p+1
. (2.24)
Given these preliminaries, we can now give a precise statement of the problem that is reviewed
in the rest of the paper, which is our version of the moment problem for the total mass. The problem
is to construct and describe properties of positive probability distributions that have positive integer
moments given by Eqs. (2.6) and (2.13) and whose asymptotic expansion of the Mellin transform in
intermittency coincides with the expansion in Eq. (2.19) with the cp(n) coefficients specified in Eqs.
(2.21) and (2.22), respectively.
3 A Review of Barnes Double Gamma Function
In this section we review several formulations of the multiple gamma functions of Barnes with an
emphasis on the double gamma function.
In general, let a = (a1, · · · ,aM), M ∈ N, ai > 0 ∀i = 1 · · ·M. The multiple gamma function of
Barnes ΓM(z |a) is a meromorphic function of z ∈ C that satisfies M functional equations,
ΓM(z |a) = ΓM−1(z | aˆi)ΓM
(
z+ai |a
)
, i= 1 · · ·M, (3.1)
aˆi = (a1, · · · ,ai−1, ai+1, · · · ,aM), and
Γ0(z) =
1
z
, (3.2)
Γ1(z |τ) =τ
z/τ−1/2
√
2pi
Γ
( z
τ
)
, (3.3)
where Γ(z) is Euler’s gamma function, cf. [8]. By iterating Eq. (3.1) one sees that ΓM(z |a) is
meromorphic over z ∈C having no zeroes and poles at
z=−(k1a1+ · · ·+ kMaM), k1 · · ·kM ∈ N, (3.4)
with multiplicity equal the number ofM−tuples (k1, · · · ,kM) that satisfy Eq. (3.4). The case ofM = 2
is referred to as the double gamma function. The fundamental functional equations then take on the
form, cf. [7],
Γ2(z |a1,a2)
Γ2(z+a1 |a1,a2) =
a
z/a2−1/2
2√
2pi
Γ
( z
a2
)
, (3.5)
Γ2(z |a1,a2)
Γ2(z+a2 |a1,a2) =
a
z/a1−1/2
1√
2pi
Γ
( z
a1
)
, (3.6)
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which have the following useful corollary that is used repeatedly below. Let a = (1,τ) and k ∈ N.
Then,
Γ2(z+1− k |1,τ)
Γ2(z+1 |1,τ) =
k−1
∏
j=0
Γ1
(
z− j |1,τ),
=
( 1
2piτ
)k/2
τ
k−1
∑
j=0
(z− j)/τ k−1
∏
j=0
Γ
( z
τ
− j
τ
)
. (3.7)
The multiple gamma function is defined classically by
Γ−1M (z |a) = eP(z |a)w
∞
∏
n1,··· ,nM=0
′
(
1+
z
Ω
)
exp
( M
∑
k=1
(−1)k
k
zk
Ωk
)
, (3.8)
where Re(z)> 0, P(z |a) is a polynomial in z of degreeM that depends on one’s choice of normaliza-
tion,
Ω ,
M
∑
i=1
ni ai, (3.9)
and the prime indicates that the product is over all indices except n1 = · · ·= nM = 0.
The classical normalization condition for the double gamma function that was used by Barnes is
lim
z→0
[
zΓ2(z |a1,a2)
]
= 1. (3.10)
In this normalization the double gamma function is closely related to the so-called Alexeiewsky-
Barnes G(z |τ) function, which was historically introduced first, cf. [1] and [6]. The function G(z |τ)
is defined for z ∈ C and τ ∈ C such that |arg(τ)| < pi and satisfies the following normalization and
functional equations.
G(z= 1 |τ) =1, (3.11)
G(z+1 |τ) =Γ
( z
τ
)
G(z |τ), (3.12)
G(z+ τ |τ) =(2pi) τ−12 τ−z+ 12 Γ(z)G(z |τ). (3.13)
G(z |τ) is a meromorphic function of z with no poles and roots at z = −(mτ + n), m,n= 0,1,2, · · · .
The relationship between the double gamma function in the classical normalization and the Alexeiewsky-
Barnes function was established by Barnes in [7]. Using Barnes’ notation, define the function
2S0(z |a1,a2), z
2− z(a1+a2)
2a1a2
. (3.14)
Then,
Γ−12 (z |a1,a2) = (2pi)−z/2a1a1+2S0(z |a1,a2)2 G
( z
a1
∣∣∣ a2
a1
)
. (3.15)
Equivalently, we can write
G(z |τ) = (2pi)z/2τ−
(
1+2S0(z,|1,τ)
)
Γ−12 (z |1,τ), (3.16)
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so that G(z |τ) is, up to normalization, the reciprocal of the double gamma function with parameters
(1,τ). It is an elementary exercise to check that the normalization conditions and functional equations
of the double gamma function are equivalent to those of the G(z |τ) function. Moreover, Γ2(z |a1,a2)
is symmetric in (a1,a2).
The function G(z |τ) has the following useful properties. The first is an immediate corollary of
the functional equation in Eq. (3.12).
G(1+ z |τ)
G(1+ z− k |τ) =
k−1
∏
j=0
Γ
(z− j
τ
)
. (3.17)
We note that the use of the physicists’ equivalent of Eq. (3.17) in constructing analytic continuations
was pioneered by Fyodorov et. al. [42] and constitutes the core of their method. The second property
is the integral representation of the logarithm in the form of a Malmste´n-type formula due to Lawrie
and King [58], see also [74] for an elementary derivation based on [6]. Given Re(z), Re(τ)> 0,
logG(z |τ) =
∞∫
0
dt
t
[ 1− z
etτ −1 +(1− z)e
−tτ +(z2− z)e
−tτ
2τ
+
1− e−t(z−1)
(et −1)(1− e−tτ)
]
. (3.18)
The third is the asymptotic expansion due to Billingham and King [14]. We cite it here in a simplified
form, which is sufficient for our needs.
logG(z |τ) = z
2
2τ
log(z)− z
2
τ
(
3
4
+
logτ
2
)
− 1
2
(
1
τ
+1
)
z log z+O(z), z→ ∞, |arg(z/τ)|< pi.
(3.19)
The fourth property is the integral representation and asymptotic expansion of the logarithm of the
ratio of two G(z |τ) functions due to [74]. Let Re(q) < 1+ a+ τ , a > −τ , and τ > 0. Define the
function
I(q |a,τ),
∞∫
0
dx
x
e−ax
exτ −1
[exq−1
ex−1 −q−
(q2−q)
2
x
]
. (3.20)
Then,
I(q |a,τ) = log G(1+a+ τ |τ)
G(1−q+a+ τ |τ) −q log
[
Γ
(
1+
a
τ
)]
+
(q2−q)
2τ
ψ
(
1+
a
τ
)
, (3.21)
and I(q |aτ ,τ) has the asymptotic expansion
I(q |aτ ,τ)∼
∞
∑
r=1
ζ (r+1, 1+a)
r+1
(Br+2(q)−Br+2
r+2
)
/τ r+1 (3.22)
in the limit τ →+∞,which follows from a slight extension of Ramanujan’s generalization ofWatson’s
lemma, confer Lemma 10.2 in Chap. 38 of [13], see [74] for details. As a corollary of Eq. (3.21) and
the classical identities, cf. [97],
logΓ(1+ s) =
∞∫
0
(e−ts−1
et −1 + se
−t
)dt
t
(Malmste´n), Re(s)>−1, (3.23)
log(s) =
∞∫
0
(
e−t − e−ts)dt
t
(Frullani), Re(s)> 0. (3.24)
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we established in [74] the following result. Given b,c,d > 0 and Re(q)< b, there holds the identity
exp
 ∞∫
0
dx
x
e−bx(1− e−cx)(1− e−dx)
(1− e−x)(1− e−xτ ) (e
xq−1)
= G(b |τ)
G(b−q |τ)
G(b−q+ c |τ)
G(b+ c |τ) ×
× G(b−q+d |τ)
G(b+d |τ)
G(b+ c+d |τ)
G(b−q+ c+d |τ) . (3.25)
Finally, the last property is the Shintani factorization, cf. [93]. Given z ∈ C and |arg(τ)|< pi, then
G(z+ τ |τ) = (2pi) (τ−1)2 τ− 12 eγ (z−z
2)
2τ
∞
∏
m=1
(mτ)z−1e
(z2−z)
2mτ
Γ(1+mτ)
Γ(z+mτ)
, (3.26)
or, equivalently, in terms of the double gamma function in its classical renormalization,
Γ2(z |1,τ) = (2pi)
z
2 τ
(z−z2)
2τ − z2 eγ
(z2−z)
2τ Γ(z)
∞
∏
m=1
(mτ)1−ze
(z−z2)
2mτ
Γ(z+mτ)
Γ(1+mτ)
. (3.27)
We refer the interested reader to [52] for a further discussion of the double and multiple gamma
functions in the classical normalization.
We note that the well-known Barnes G(z) function, confer [6] and [95], is a special case of the
Alexeiewsky-Barnes function.
G(z), G(z |τ = 1). (3.28)
It satisfies the functional equation
G(z+1) = Γ(z)G(z). (3.29)
It is known that G(z) is entire with zeroes at z=−n, n ∈ N, of multiplicity n+1.
The modern normalization of the double and, more generally, multiple gamma functions is due
to Ruijsenaars [89]. Its advantages over the classical approach is that it simplifies some formulas,
notably Barnes multiplication and scaling, and streamlines integral representations and asymptotic
expansions. The approach of Ruijsenaars is based on multiple zeta functions. Define the function
f (t) = tM
M
∏
j=1
(1− e−a jt)−1 (3.30)
for some integer M ≥ 0 and parameters a j > 0, j = 1 · · ·M. Slightly modifying the definition in [89],
we define multiple Bernoulli polynomials for a= (a1, · · · ,aM) by
BM,m(x |a) , d
m
dtm
∣∣∣
t=0
[
f (t)e−xt
]
. (3.31)
The generalized zeta function is defined by
ζM(s, w |a), 1
Γ(s)
∞∫
0
ts−1e−wt f (t)
dt
tM
, Re(s)>M, Re(w)> 0. (3.32)
It is shown in [89] that ζM(s, w) has the analytic continuation to a meromorphic function in s ∈ C
with simple poles at s= 1,2, · · ·M. The generalized log-multiple gamma function is then defined by
LM(w |a), ∂sζM(s, w |a)|s=0, Re(w)> 0. (3.33)
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It can be analytically continued to a function that is holomorphic over C− (−∞,0]. The key result of
[89] is the following Malmste´n-type formula for LM(w |a). Let Re(w)> 0.
LM(w |a) =
∞∫
0
dt
tM+1
(
e−wt f (t)−
M−1
∑
k=0
tk
k!
BM,k(w |a)− t
M e−t
M!
BM,M(w |a)
)
. (3.34)
LM(w |a) satisfies the asymptotic expansion,
LM(w |a) =− 1
M!
BM,M(w |a) log(w)+
M
∑
k=0
BM,k(0 |a)(−w)M−k
k!(M− k)!
M−k
∑
l=1
1
l
+RM(w |a), (3.35)
RM(w |a) = O(w−1), |w| → ∞, |arg(w)|< pi. (3.36)
Now, it is not difficult to show that Eq. (3.32) implies
ζM
(
s, w |a)= ∞∑
k1,··· ,kM=0
(
w+ k1a1+ · · ·+ kMaM
)−s
, Re(s)>M, Re(w)> 0, (3.37)
which is the formula given originally by Barnes [8] for the multiple zeta function. Following [89],
define the Barnes multiple gamma function by
ΓM(w |a) , exp
(
LM(w |a)
)
. (3.38)
It follows from Eqs. (3.37) and (3.38) that ΓM(w |a) satisfies the fundamental functional equation in
Eq. (3.1). The multiple gamma function in the modern normalization has the following properties,
cf. [76] for a detailed review. The first property is scaling invariance. Let Re(w) > 0, κ > 0 and
(κ a)i , κ ai, i= 1 · · ·M.
ΓM(κw |κa) = κ−BM,M(w |a)/M! ΓM(w |a). (3.39)
In the case of classical normalization, this result appears to be due to [52]. It was re-discovered in
[55] in the special case of M = 2. The second property is Barnes multiplication. Let Re(w) > 0 and
k = 1,2,3, · · · .
ΓM(kw |a) = k−BM,M(kw |a)/M!
k−1
∏
p1,··· ,pM=0
ΓM
(
w+
∑Mj=1 p ja j
k
∣∣∣a). (3.40)
In the classical case, this result is due to [8]. We will be particularly interested in the special case of
M = 2 and record the formula for B2,2(w |a) for future convenience.
B2,2(w |a) = w
2
a1a2
− w(a1+a2)
a1a2
+
a21+3a1a2+a
2
2
6a1a2
. (3.41)
Finally, we state the general Shintani factorization in a slightly simplified way that is sufficient for
our needs. Given arbitrary x > 0, there exist functions ΨM+1(w,y |a) and φM+1
(
w,y |a,aM+1
)
such
that
ΓM+1
(
w |a,aM+1
)
=
∞
∏
k=1
ΓM(w+ kaM+1 |a)
ΓM(x+ kaM+1 |a) e
ΨM+1(x,kaM+1 |a)−ΨM+1(w,kaM+1 |a)×
× exp(φM+1(w,x |a,aM+1))ΓM(w |a). (3.42)
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ΨM+1(w,y |a) and φM+1(w,y |a,aM+1) are polynomials in w of degree M+ 1. Explicit formulas for
these functions are given in [76]. In the classical normalization this type of factorization, cf. Eq.
(3.27) above, was discovered in [93] for M = 1 and extended to general M in [52]. We gave new
proofs for M = 1 using the classical normalization in [74] and of the general case in the modern
normalization in [76].
For concreteness, in what follows we will write ΓM(z |a) to mean the multiple gamma function
in the modern as opposed to classical normalization, unless specifically stated to the contrary. As we
will see, the key formulas are invariant of the choice of normalization as the fundamental functional
equation Eq. (3.1) is the same in both normalizations and our formulas involve ratios. This is in
particular true of the identity in Eq. (3.7).
We conclude this section with a brief mention of the multiple sine function, which occurs in the
context of ratios of Barnes beta distributions as well as in the analytic continuation of the complex
Selberg integral. The multiple sine function [54] is defined by
SM(w|a), ΓM(|a|−w|a)
(−1)M
ΓM(w|a) , (3.43)
where M = 0,1,2 · · · , |a| = ∑Mi=1 ai, and a= (a1, · · · ,aM) are fixed positive constants. It satisfies the
same functional equation as the multiple gamma function,
SM(w |a) = SM−1(w | aˆi)SM
(
w+ai |a
)
, i= 1 · · ·M, (3.44)
aˆi = (a1, · · · ,ai−1, ai+1, · · · ,aM). In particular, whenM = 1, we recover the classical sine function,
S1(w |a) = 2sin(piw/a). (3.45)
Let a= (1, τ). Given the functional equation, instead of Eq. (3.7), we have the identity,
S2(w+1− k |1,τ)
S2(w+1 |1,τ) =
k−1
∏
j=0
S1
(
w− j |1,τ),
=
k−1
∏
j=0
2sinpi
(w
τ
− j
τ
)
. (3.46)
In most of the applications of the double gamma function below its second argument is a= (1, τ).
In all such cases we will write Γ2(· |τ) as an abbreviation for Γ2(· |1,τ).
4 Morris Integral Distribution: Analytical Approach
In this section we will construct a positive probability distribution having the properties that it matches
the moments and intermittency expansion of the total mass of the Bacry-Muzy GMC on the circle as
specified in Eqs. (2.13) and (2.22) in Section 2. Our approach in this section is analytical and focused
on the Mellin transform of what we call the Morris integral probability distribution. Its moments
match the full Morris integral in Eq. (2.11). The fine probabilistic structure of this distribution is
described in Section 8 below. The proofs of all results in this section are given in Section 6.
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Define the function
M(q |τ , λ1, λ2) = τ
q
τ
Γq
(
1− 1τ
) Γ2(τ(λ1+λ2+1)+1−q |τ)
Γ2(τ(λ1+λ2+1)+1 |τ)
Γ2(−q+ τ |τ)
Γ2(τ |τ) ×
× Γ2(τ(1+λ1)+1 |τ)
Γ2(τ(1+λ1)+1−q |τ)
Γ2(τ(1+λ2)+1 |τ)
Γ2(τ(1+λ2)+1−q |τ) . (4.1)
Equivalently, we have the identity in terms of the Alexeiewsky-Barnes G−function.
M(q |τ , λ1, λ2) = 1
Γq
(
1− 1τ
) G(τ(λ1+λ2+1)+1 |τ)
G(τ(λ1+λ2+1)+1−q |τ)
G(τ |τ)
G(−q+ τ |τ)×
× G(τ(1+λ1)+1−q |τ)
G(τ(1+λ1)+1 |τ)
G(τ(1+λ2)+1−q |τ)
G(τ(1+λ2)+1 |τ) . (4.2)
Then, we have the following results.
Theorem 4.1 The function M(q |τ , λ1, λ2) has the infinite product factorization,
M(q |τ , λ1, λ2) = Γ(1−q/τ)
Γq(1−1/τ)
∞
∏
m=1
[Γ(1−q+mτ)
Γ(1+mτ)
Γ(1+ τλ1+mτ)
Γ(1−q+ τλ1+mτ)
Γ(1+ τλ2+mτ)
Γ(1−q+ τλ2+mτ)×
× Γ(1−q+ τ(λ1+λ2)+mτ)
Γ(1+ τ(λ1+λ2)+mτ)
]
. (4.3)
Theorem 4.2 The functionM(q |τ , λ1, λ2) reproduces the product in Eq. (2.11) when q= n< τ . The
values ofM(q |τ , λ1, λ2) at the negative integers, q=−n, n ∈ N, are
M(−n |τ , λ1, λ2) =
n−1
∏
j=0
Γ(1+λ1+
( j+1)
τ )Γ(1+λ2+
( j+1)
τ )Γ(1− 1τ )
Γ(1+λ1+λ2+
( j+1)
τ )Γ(1+
j
τ )
. (4.4)
Theorem 4.3 (Morris Integral Probability Distribution) The functionM(iq |τ , λ1, λ2), q∈R, τ >
1, is the Fourier transform of an infinitely divisible, absolutely continuous probability distribution on
R with the Le´vy-Khinchine decomposition
logM(iq |τ , λ1, λ2) =
∞∫
0
dx
x
(eixq−1)e
−τx(1− e−(1+τλ1)x)(1− e−(1+τλ2)x)
(1− e−x)(1− e−xτ ) +
+
∞∫
0
dx
x
(eixq−1− ixq)e
−x
(
1+τ(λ1+λ2)
)
exτ −1 + iqconst. (4.5)
Corollary 4.1 Denote the density of the probability distribution in Theorem 4.3 by f (x). The function
q→M(q |τ ,λ1,λ2) for Re(q)< τ and τ > 1 is the Mellin transform of the probability density function
f (logy)/y, y ∈ (0, ∞).
Denote the probability distribution corresponding to f (logy)/y by M(τ ,λ1,λ2). We call it the Morris
integral probability distribution. Thus, we have established the identity
E[Mq(τ ,λ1,λ2)] =M(q |τ ,λ1,λ2), Re(q)< τ . (4.6)
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Theorem 4.4 The function logM(q |τ ,λ1,λ2) has the asymptotic expansion as τ →+∞,
logM(q |τ , λ1, λ2)∼ q
(
logΓ(1+λ1+λ2)− logΓ(1+λ1)− logΓ(1+λ2)
)
+
+
∞
∑
p=1
1
pτ p
[(
ζ (p, 1+λ1+λ2)−ζ (p,1+λ1)−ζ (p,1+λ2)
)Bp+1(q)−Bp+1
p+1
+
+ζ (p)
Bp+1(q+1)−Bp+1
p+1
−qζ (p)
]
. (4.7)
Theorem 4.5 The Mellin transform is involution invariant under
τ → 1
τ
, q→ q
τ
, λi → τλi. (4.8)
M
(q
τ
∣∣∣ 1
τ
,τλ1,τλ2
)
Γ
q
τ (1− τ)Γ(1− q
τ
) =M(q |τ ,λ1,λ2)Γq(1− 1
τ
)Γ(1−q). (4.9)
It is worth pointing out that in the special case of λ1 = λ2 = 0, we have
M(q |τ ,0,0) = Γ
(
1− qτ
)
Γq
(
1− 1τ
) , (4.10)
Conjecture 4.1 (Law of Total Mass) Let M(τ ,λ1,λ2) be as constructed in Theorem 4.3. Let
λ1 = λ2 = λ ,
3 (4.11)
M(τ ,λ ,λ)
in law
=
∫ 1/2
−1/2
|1+ e2piiψ |2λ Mβ (dψ), τ = 1/β 2 > 1. (4.12)
This conjecture for λ = 0 is due to [38]. It was recently verified in [82]. The general case is due to
[78].
5 Selberg Integral Distribution: Analytical Approach
In this section we will construct a positive probability distribution having the properties that it matches
the moments and intermittency expansion of the total mass of the Bacry-Muzy GMC on the interval
as specified in Eqs. (2.6) and (2.21) in Section 2. Our approach in this section is analytical and
focused on the Mellin transform of what we call the Selberg integral probability distribution. The fine
probabilistic structure of this distribution is described in Section 8 below. The proofs of all results in
this section are given in Section 6.
Define the function
M(q |τ ,λ1,λ2),
( 2pi τ 1τ
Γ
(
1−1/τ)
)q Γ2(1−q+ τ(1+λ1) |τ)
Γ2(1+ τ(1+λ1) |τ)
Γ2(1−q+ τ(1+λ2) |τ)
Γ2(1+ τ(1+λ2) |τ) ×
× Γ2(−q+ τ |τ)
Γ2(τ |τ)
Γ2(2−q+ τ(2+λ1+λ2) |τ)
Γ2(2−2q+ τ(2+λ1+λ2) |τ) (5.1)
3This restriction is necessary as M(τ ,λ1,λ2) is real-valued whereas
∫ 1/2
−1/2 e
2pi iψ
λ1−λ2
2 |1+ e2pi iψ |λ1+λ2 Mβ (dψ) is not in
general, unless λ1 = λ2. The problem of determining the law of
∫ 1/2
−1/2 e
2pi iψ
λ1−λ2
2 |1+ e2pi iψ |λ1+λ2 Mβ (dψ) for λ1 6= λ2 is
left to future research.
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for Re(q)< τ . Equivalently, we have the identity in terms of the Alexeiewsky-Barnes G−function.
M(q |τ ,λ1,λ2) = Γ−q
(
1−1/τ) G(1+ τ(1+λ1) |τ)
G(1−q+ τ(1+λ1) |τ)
G(1+ τ(1+λ2) |τ)
G(1−q+ τ(1+λ2) |τ)×
× G(1+ τ |τ)
G(−q+ τ |τ)
G(2−2q+ τ(2+λ1+λ2) |τ)
G(2−q+ τ(2+λ1+λ2) |τ) . (5.2)
Theorem 5.1 Given Re(q) < τ ,
M(q |τ ,λ1,λ2) =
τqΓ
(
1−q/τ)Γ(2−2q+ τ(1+λ1+λ2))
Γq
(
1−1/τ)Γ(2−q+ τ(1+λ1+λ2))
∞
∏
m=1
(mτ)2q
Γ
(
1−q+mτ)
Γ
(
1+mτ
) ×
×Γ
(
1−q+ τλ1+mτ
)
Γ
(
1+ τλ1+mτ
) Γ(1−q+ τλ2+mτ)
Γ
(
1+ τλ2+mτ
) Γ(2−q+ τ(λ1+λ2)+mτ)
Γ
(
2−2q+ τ(λ1+λ2)+mτ
) . (5.3)
Theorem 5.2 The function M(q |τ ,λ1,λ2) reproduces the product in Eq. (2.6) for q = n < τ . The
values ofM(q |τ ,λ1,λ2) at the negative integers, q=−n, n ∈ N, are
M(−n |τ ,λ1,λ2) =
n−1
∏
k=0
Γ
(
2+λ1+λ2+(n+2+ k)/τ
)
Γ
(
1−1/τ)
Γ
(
1+λ1+(k+1)/τ
)
Γ
(
1+λ2+(k+1)/τ
)
Γ
(
1+ k/τ
) . (5.4)
Theorem 5.3 (Selberg integral probability distribution) The function q→M(iq |τ ,λ1,λ2), q∈R,
τ > 1, is the Fourier transform of an infinitely divisible probability distribution on R with the Le´vy-
Khinchine decomposition
logM(iq |τ ,λ1,λ2) = iqm(τ)− 1
2
q2σ 2(τ)+
∫
R\{0}
(
eiqu−1− iqu/(1+u2))dM(τ ,λ1,λ2)(u) (5.5)
for some m(τ) ∈ R and the following gaussian component and spectral function
σ 2(τ) =
4 log2
τ
, (5.6)
M(τ ,λ1,λ2)(u)=−
∞∫
u
[(ex+ e−xτλ1 + e−xτλ2 + e−x(1+τ(1+λ1+λ2)))(
ex−1)(exτ −1) − e−x(1+τ(1+λ1+λ2))/2(ex/2−1)(exτ/2−1)
]dx
x
(5.7)
for u> 0, and M(τ ,λ1,λ2)(u) = 0 for u< 0. dM(τ ,λ1,λ2)(u)/du > 0 for u> 0.
Corollary 5.1 The probability distribution in Theorem 5.3 has a bounded, continuous, zero-free den-
sity function f (x), x ∈ R. The function q→M(q |τ ,λ1,λ2) for Re(q) < τ and τ > 1 is the Mellin
transform of the probability density function f (logy)/y, y ∈R+.
Denote the probability distribution corresponding to f (logy)/y by M(τ ,λ1,λ2). We call it the Selberg
integral probability distribution. Thus, we have established the identity
E[Mq(τ ,λ1,λ2)] =M(q |τ ,λ1,λ2), Re(q)< τ . (5.8)
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Theorem 5.4 The function logM(q |τ ,λ1,λ2) has the asymptotic expansion as τ →+∞,
logM(q |τ ,λ1,λ2)∼ q log
(Γ(1+λ1)Γ(1+λ2)
Γ(2+λ1+λ2)
)
+
∞
∑
p=1
(1
τ
)p 1
p
[
−ζ (p)q+
+
(
ζ (p,1+λ1)+ζ (p,1+λ2)
)(Bp+1(q)−Bp+1
p+1
)
+ζ (p)×
×
(Bp+1(q+1)−Bp+1
p+1
)
−ζ (p,2+λ1+λ2)
(Bp+1(2q−1)−Bp+1(q−1)
p+1
)]
. (5.9)
Theorem 5.5 The Mellin transform is involution invariant under
τ → 1
τ
, q→ q
τ
, λi → τλi. (5.10)
M
(q
τ
∣∣∣ 1
τ
,τλ1,τλ2
)
(2pi)−
q
τ Γ
q
τ (1− τ)Γ(1− q
τ
) =M(q |τ ,λ1,λ2)(2pi)−q×
×Γq(1− 1
τ
)Γ(1−q). (5.11)
This result can be proved by both analytic and probabilistic means. We prefer the latter, cf. Corollary
8.2, so that the proof of Theorem 5.5 is given in Section 9 below. The analytic proof is similar to the
proofs of Theorem 4.5 in Section 6 and Corollary 11.1 in Section 11.
Conjecture 5.1 (Law of Total Mass) Let M(τ ,λ1,λ2) be as constructed in Theorem 5.3. Then,
M(τ ,λ1,λ2)
in law
=
∫ 1
0
sλ1(1− s)λ2 Mβ (ds), τ = 1/β 2 > 1. (5.12)
The expression for the negative moments in Eq. (5.4) with λ1 = λ2 = 0 first appeared in [70].
Theorem 5.2 first appeared in [42], who gave an equivalent expression for the right-hand side of Eq.
(5.2) and verified that it matches Eq. (2.6) without proving analytically that their formula corresponds
to the Mellin transform of a probability distribution. The special case of λ1 = λ2 = 0 of Theorems
5.1, 5.3, and 5.4 first appeared in [71] and the general case in [74]. The involution invariance of the
Mellin transform in the equivalent form of self-duality, see Eq. (12.16) below, was first discovered in
the special case of λ1 = λ2 = 0 in [42]. We extended it to the general case in the form of Eq. (5.11) in
[76], followed by the general form of self-duality in [41]. The interested reader can find additional in-
formation about the Selberg integral distribution such as functional equations, an analytical approach
to the moment problem based on Eq. (3.19), and the tails in [71] and [74].
It is worth pointing out that in our original derivation of the Selberg integral probability distribu-
tion in [71] in the special case of λ1 = λ2 = 0 and in [74] in general we first established Eq. (5.2) by
summing the asymptotic series in Theorem 5.4 using Hardy’s moment constant method, cf. Sections
4.12 and 4.13 in [47], and Ramanujan’s generalization of Watson’s lemma, cf. Lemma 10.2 in Chap.
38 of [13], i.e. we summed the intermittency expansions in closed form as explained in Section 2.
This asymptotic series is divergent in general, however it is convergent for finite ranges of positive
and negative integer q, see [71].
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6 Proofs of Analytical Results
In this section we will give proofs of all results that were stated in Sections 4 and 5. All the proofs
rely on various properties of the Alexeiewsky-Barnes G-function and the double gamma function,
which were reviewed in Section 3. Recall that τ = 2/µ as defined in Section 2.
6.1 The Circle
We start by noting that the equivalence between the formulas for M(q |τ ,λ1,λ2) in Eqs. (4.1) and
(4.2) follows from Eq. (3.16).
Proof of Theorem 4.1. Using the functional equation of the G(z |τ) function in Eq. (3.12), we can
re-write the product in Eq. (4.2) in the form
M(q |τ , λ1, λ2) =Γ(1−q/τ)
Γq
(
1− 1τ
) G(τ(λ1+λ2+1)+1 |τ)
G(τ(λ1+λ2+1)+1−q |τ)
G(1+ τ |τ)
G(1−q+ τ |τ)×
× G(τ(1+λ1)+1−q |τ)
G(τ(1+λ1)+1 |τ)
G(τ(1+λ2)+1−q |τ)
G(τ(1+λ2)+1 |τ) . (6.1)
It now remains to apply the Shintani identity in Eq. (3.26) to each of the G−factors and notice the
cancellations of all terms except for the Γ−factors.
Proof of Theorem 4.2. These formulas are immediate from Eq. (3.7) or equivalently Eq. (3.17).
Proof of Theorem 4.3. The proof is based on the identities in Eqs. (3.23) and (3.25). We start by
re-writing Eq. (4.2) by means of Eq. (3.12) in the form
M(q |τ , λ1, λ2) = 1
Γq
(
1− 1τ
) Γ( τ(λ1+λ2+1)+1−qτ )
Γ( τ(λ1+λ2+1)+1τ )
G(τ(λ1+λ2+1)+2 |τ)
G(τ(λ1+λ2+1)+2−q |τ)
G(τ |τ)
G(−q+ τ |τ)×
× G(τ(1+λ1)+1−q |τ)
G(τ(1+λ1)+1 |τ)
G(τ(1+λ2)+1−q |τ)
G(τ(1+λ2)+1 |τ) . (6.2)
We now make two observations. The four ratios of G−factors are in the same functional form as in
Eq. (3.25) with b = τ , c = 1+ τλ1, and d = 1+ τλ2. The ratio of the Γ− factors has the functional
form Γ(1+(z− q)/τ)/Γ(1+ z/τ) with z = 1+ τ(λ1+λ2) and can be represented by means of Eq.
(3.23). We have the identity
logΓ
(
1+
z−q
τ
)− logΓ(1+ z
τ
)
=
∞∫
0
dt
t
[
e−tz
(etq−1
etτ −1
)− q
τ
e−tτ
]
. (6.3)
The formula in Eq. (4.5) follows. Thus, we have reduced logM(iq |τ , λ1, λ2) to the Le´vy-Khinchine
form. It follows from the general theory of infinitely divisible probability distributions on the real line
thatM(iq |τ , λ1, λ2) is the Fourier transform of an infinitely divisible distribution that is supported on
the real line, cf. Proposition 8.2 in Chapter 4 of [96], and is absolutely continuous, cf. Theorem 4.23
in Chapter 4 of [96].
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Proof of Corollary 4.1. Denote the random variable corresponding to the Le´vy-Khinchine decompo-
sition by X and its probability density by f (x), x∈R.The Fourier transform of f (x) isM(iq |µ ,λ1,λ2)
by construction, which is analytic as a function of q in the strip Im(q)>−τ . Then, by the fundamen-
tal theorem of analytic characteristic functions, confer Theorem 7.1.1 in Chap. 7 of [61], we have for
all q in the strip of analyticity Im(q) >−τ
M(iq |µ ,λ1,λ2) =
∫
R
eiqx f (x)dx. (6.4)
On the other hand, the random variable M(µ ,λ1,λ2) , exp(X) has the density f(µ ,λ1,λ2)(logy)/y, y ∈
(0,∞) so that the right-hand side is precisely its Mellin transform for Re(q)< τ
M(q |µ ,λ1,λ2) =
∞∫
0
yq f(µ ,λ1,λ2)(logy)
dy
y
= E
[
M
q
(µ ,λ1,λ2)
]
(6.5)
as seen upon relabeling iq→ q and changing variables y= ex.
Proof of Theorem 4.4. This is an immediate corollary of Eqs. (3.21) and (3.22). It remains to apply
these equations to each of the four ratios of the G−factors in Eq. (4.2) and collect the terms.
Proof of Theorem 4.5. To prove the involution invariance in Eq. (4.9), we need to recall the scaling
property of the multiple gamma function, see Eq. (3.39). The transformation in Eq. (4.8) corresponds
to κ = 1/τ .We note first that
1
τ
(1, τ) = (1,
1
τ
) (6.6)
in the sense of the parameters of the double gamma function. We apply Eq. (3.39) to each of the
double gamma factors in Eq. (4.1) under the transformation in Eq. (4.8). For example,
Γ2
(1
τ
(τλ1+ τλ2+1)+1− q
τ
∣∣∣ 1
τ
)
=Γ2
(1
τ
(
τ(λ1+λ2+1)+1−q
)∣∣∣ 1
τ
)
,
=
(1
τ
)−B2,2(τ(λ1+λ2+1)+1−q)/2×
×Γ2
(
τ(λ1+λ2+1)+1−q
∣∣∣τ). (6.7)
Using the formula for B2,2(x |a) in Eq. (3.41) with (a1 = 1, a2 = τ), we collect all terms and simplify
to obtain
M
(q
τ
| 1
τ
,τλ1,τλ2
)
Γ
q
τ (1− τ) =M(q |τ ,λ1,λ2)
( τ 1τ
Γ(1− 1τ )
)−qΓ2(1−q |τ)Γ2(τ |τ)
Γ2(1 |τ)Γ2(τ−q |τ) . (6.8)
It remains to observe that the functional equation of the double gamma function implies the identity
τ−
q
τ
Γ2(1−q |τ)Γ2(τ |τ)
Γ2(1 |τ)Γ2(τ −q |τ) =
Γ(1−q)
Γ(1− qτ )
, (6.9)
which gives the result.
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6.2 The Interval
We start by noting that the equivalence between the formulas for M(q |τ ,λ1,λ2) in Eqs. (5.1) and
(5.2) follows from Eq. (3.16) and the fact
G(τ |τ) = G(1+ τ |τ). (6.10)
Proof of Theorem 5.1. The starting point is the Shintani identity, cf. Eq. (3.26). Using the functional
equations of the Alexeiewsky-Barnes G−function, we first reduce some of the G−factors in Eq. (5.2)
as follows.
1
G(−q+ τ |τ)
G(2−2q+ τ(2+λ1+λ2) |τ)
G(2−q+ τ(2+λ1+λ2) |τ) =τ
q
Γ
(
2−2q+ τ(1+λ1+λ2)
)
Γ
(
2−q+ τ(1+λ1+λ2)
) ×
× Γ
(
1−q/τ)
G(1−q+ τ |τ)
G(2−2q+ τ(1+λ1+λ2) |τ)
G(2−q+ τ(1+λ1+λ2) |τ) .
(6.11)
We now apply the Shintani identity to each of the resulting G−factors. It is easy to see that the terms
that are quadratic in q all cancel out resulting in Eq. (5.3).
Proof of Theorem 5.2. These formulas are immediate from Eq. (3.7) or equivalently Eq. (3.17). We
note that these formulas also follow directly from Eq. (5.3), see [74] for details.
Proof of Theorem 5.3. The proof is based on the Malmste´n-type formula for logG(z |τ) in Eq.
(3.18). Let Re(q) < τ , τ > 1, and λ1,λ2 > −1/τ . Applying Eq. (3.18) to each G−factor in Eq.
(5.2), we can write
logM(q |µ ,λ1,λ2) =
∞∫
0
dt
t
[ 1
(et −1)(etτ −1)
(
et(q−λ1τ)+ et(q−λ2τ)+ et(q+1)+
+et(q−1−τ(1+λ1+λ2))− et(2q−1−τ(1+λ1+λ2))
)
+A(t)+B(t)q+C(t)q2
]
(6.12)
for some functions A(t), B(t), and C(t) depending also on τ , λ1, λ2. Note that C(t) = 0 as it is
proportional to 22−2−1−1. Then, we can rewrite this expression in the form
logM(q |µ ,λ1,λ2) =
∞∫
0
dt
t
[ (etq−1− tq)
(et −1)(etτ −1)
(
e−tλ1τ + e−tλ2τ + et + e−t(1+τ(1+λ1+λ2))
)−
−1
2
(2tq)2
e−t(1+τ(1+λ1+λ2))
(et −1)(etτ −1) +A(t)+B(t)q
]
−
∞∫
0
dt
t
[(e2tq−1−2tq− (2tq)2/2)
(et −1)(etτ −1) e
−t(1+τ(1+λ1+λ2))
]
(6.13)
for some appropriately modified A(t) and B(t). It follows that we have
logM(q= 0 |µ ,λ1,λ2) =
∞∫
0
dt
t
A(t). (6.14)
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On the other hand, M(q = 0 |µ ,λ1,λ2) = 1 by construction. Hence this term vanishes. We now
change variables t ′ = 2t in the second integral and then bring the two integrals back under the same
integral sign.
logM(q |µ ,λ1,λ2) =
∞∫
0
dt
t
[(
etq−1− tq)((e−tλ1τ + e−tλ2τ + et + e−t(1+τ(1+λ1+λ2)))
(et −1)(etτ −1) −
− e
−t/2(1+τ(1+λ1+λ2))
(et/2−1)(etτ/2−1)
)
+
q2t2
2
( e−t/2(1+τ(1+λ1+λ2))
(et/2−1)(etτ/2−1) −
4e−t(1+τ(1+λ1+λ2))
(et −1)(etτ −1)
)
+B(t)q
]
. (6.15)
Denote
f(t),
(
e−tλ1τ + e−tλ2τ + et + e−t(1+τ(1+λ1+λ2))
)
(et −1)(etτ −1) −
e−t/2(1+τ(1+λ1+λ2))
(et/2−1)(etτ/2−1) , (6.16)
g(t),
t2
(et/2−1)(etτ/2−1) −
(2t)2
(et −1)(etτ −1) . (6.17)
The functions f and g have the property f=O
(
t−1
)
, g=O(t) as t→ 0 and f, g are exponentially small
as t →+∞. Noticing the individual existence and equality of the integrals
∞∫
0
dt
t
[ t2 (e−t/2(1+τ(1+λ1+λ2))−1)
(et/2−1)(etτ/2−1)
]
=
∞∫
0
dt
t
[(2t)2 (e−t(1+τ(1+λ1+λ2))−1)
(et −1)(etτ −1)
]
, (6.18)
we can write
logM(q |µ ,λ1,λ2) = q
∞∫
0
dt
t
B(t)+
∞∫
0
dt
t
[(
etq−1− tq) f(t)]+ q2
2
∞∫
0
dt
t
g(t). (6.19)
Denote
σ 2(τ),
∞∫
0
dt
t
g(t). (6.20)
Define the function M(τ ,λ1,λ2)(u),−
∫ ∞
u f(t)dt/t for u> 0 and M(τ ,λ1,λ2)(u), 0 for u< 0.We have
thus established the decomposition for Re(q)< τ ,
logM(q |τ ,λ1,λ2) = q
∞∫
0
dt
t
B(t)+
1
2
q2σ 2(µ)+
∫
R\{0}
(
euq−1−uq)dM(τ ,λ1,λ2)(u). (6.21)
Finally, since τ satisfies τ > 1, we have the inequalities
f(t)> 0 for t > 0, (6.22)
σ 2(τ)> 0. (6.23)
Their validity can be established as follows. Let a= e−tλ1τ/2, b= e−tλ2τ/2, c= e−t/2, and d = e−tτ/2.
Note that a,b≥ 0 and 0< c,d < 1. Then, Eq. (6.22) is equivalent to
a2+b2+ c−2+a2b2c2d2−ab(1+ c)(1+d)> 0. (6.24)
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The latter inequality follows from
a2+b2+ c−2+a2b2c2d2−ab(1+ c)(1+d) = (a−b)2+ c−2+ab(1− c)(1−d)+
+(abcd−1)2−1≥ c−2−1> 0. (6.25)
The integral for σ 2(τ) can be computed explicitly by means of Eq. (3.24).
∞∫
0
dt
t
g(t) =
∞∫
0
dt
t
[ t2
(et/2−1)(etτ/2−1) −
4
τ
e−t
]
−
∞∫
0
dt
t
[ (2t)2
(et −1)(etτ −1) −
4
τ
e−t
]
,
=
4
τ
∞∫
0
dt
t
[
e−t − e−2t
]
=
4
τ
log2. (6.26)
Hence σ 2(τ) > 0 and M(τ ,λ1,λ2)(u) is continuous and non-decreasing on (−∞, 0) and (0, ∞) and
satisfies the integrability and limit conditions
∫
[−1,1]\{0} u
2 dM(τ ,λ1,λ2)(u)<∞, limu→±∞M(τ ,λ1,λ2)(u) = 0
so that M(τ ,λ1,λ2)(u) is a valid spectral function.
4 The decomposition in Eq. (6.21) assumes the
canonical form, confer Theorem 4.4 in Chap. 4 of [96], in the case of purely imaginary q by a trivial
change in the linear term.
Proof of Corollary 5.1. This follows from Theorem 5.3 by some general properties of analytic and
infinitely divisible characteristic functions. Denote the random variable corresponding to the Le´vy-
Khinchine decomposition in Theorem 5.3 by X . As it has a nonzero gaussian component, it is abso-
lutely continuous with a bounded, continuous, and zero-free density by Theorem 8.4 and Corollary
8.8 in Chap. 4 of [96]. Denote the probability density of X by f (x), x ∈ R. The Fourier transform of
f (x) isM(iq |µ ,λ1,λ2) by construction, which is analytic as a function of q in the strip Im(q)>−τ .
Then, by the fundamental theorem of analytic characteristic functions, confer Theorem 7.1.1 in Chap.
7 of [61], we have for all q in the strip of analyticity Im(q)>−τ
M(iq |µ ,λ1,λ2) =
∫
R
eiqx f (x)dx. (6.27)
On the other hand, the random variable M(µ ,λ1,λ2) , exp(X) has the density f (logy)/y, y ∈ (0, ∞), so
that the right-hand side of this equation is precisely the Mellin transform of M(µ ,λ1,λ2) for Re(q)< τ ,
M(q |µ ,λ1,λ2) =
∞∫
0
yq f(µ ,λ1,λ2)(logy)
dy
y
= E
[
M
q
(µ ,λ1,λ2)
]
(6.28)
as seen upon relabeling iq→ q and changing variables y= ex.
Proof of Theorem 5.4. The key element in the proof is the integral in Eq. (3.20) and its connection
with the ratio of G(z |τ) functions in Eq. (3.21) and its asymptotic expansion in Eq. (3.22). As in the
proof of Theorem 4.4 it remains to apply these equations to each of the ratios of the G−factors in Eq.
4Note that it is only the mean
∫ ∞
0 B(t)dt/t that necessitates τ > 1. The gaussian component σ
2(τ) and spectral function
M(µ,λ1,λ2)(u) satisfy the required properties for all τ > 0. It is this property that allows us to define the critical Selberg
integral distribution, cf. Section 10.
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(5.2) and collect the terms. The only other term in Eq. (5.9), which has a structure that is different
from the series in Eq. (3.22), can be treated using the elementary identity
∞
∑
r=1
ζ (r+1)
r+1
/τ r+1 = logΓ
(
1−1/τ)+ ψ(1)
τ
, |τ |> 1. (6.29)
The result now follows by a straightforward algebraic reduction.
7 Barnes Beta Distributions
We now proceed to review the theory of Barnes beta probability distributions following [75], [76], and
[78]. For the immediate needs of this paper we only need these distributions of types M = N = 2 and
M = 1,N = 0. Nonetheless, we review the general case M ≤ N+1 as it requires the same amount of
effort as the special cases of interest. The cases ofM < N,M = N, andM = N+1 are all constructed
in the same way but have somewhat different properties. For this reason the first two cases M < N,
M = N, and the third case M = N + 1 are treated separately. As we will see below, Barnes beta
distributions have the property that their moments are expressed as products of ratios of multiple
gamma functions, whereas their ratios can have moments in the form of products of ratios of multiple
sine functions. The proofs of all results in this section are given in the Appendix.
7.1 M ≤ N
Define the action of the combinatorial operator SN on a function h(x) by
Definition
(SNh)(q |b) ,
N
∑
p=0
(−1)p
N
∑
k1<···<kp=1
h
(
q+b0+bk1 + · · ·+bkp
)
. (7.1)
In other words, in Eq. (7.1) the action of SN is defined as an alternating sum over all combinations
of p elements for every p= 0 · · ·N.
Definition Given q ∈ C− (−∞,−b0], a= (a1 · · ·aM), b= (b0,b1 · · ·bN), let5
ηM,N(q |a, b), exp
((
SN logΓM
)
(q |a, b)− (SN logΓM)(0 |a, b)). (7.2)
The function ηM,N(q |a, b) is holomorphic over q ∈ C− (−∞,−b0] and equals a product of ratios of
multiple gamma functions by construction. Specifically,
ηM,N(q |a,b) =ΓM(q+b0|a)
ΓM(b0|a)
N
∏
j1=1
ΓM(b0+b j1 |a)
ΓM(q+b0+b j1 |a)
N
∏
j1< j2
ΓM(q+b0+b j1 +b j2 |a)
ΓM(b0+b j1 +b j2 |a)
×
×
N
∏
j1< j2< j3
ΓM(b0+b j1 +b j2 +b j3 |a)
ΓM(q+b0+b j1 +b j2 +b j3 |a)
· · · , (7.3)
until all the N indices are exhausted. The function logηM,N(q |a, b) has an important integral repre-
sentation that follows from that of logΓM(w|a) in Eq. (3.34).
5 We will abbreviate
(
SN logΓM
)
(q |a, b) to mean the action of SN on logΓM(x|a), i.e.
(
SN logΓM(x|a)
)
(q |b).
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Theorem 7.1 (Existence and Structure) GivenM,N ∈N such that M≤N, the function ηM,N(q |a, b)
is the Mellin transform of a probability distribution on (0,1]. Denote it by βM,N(a,b). Then,
E
[
βM,N(a,b)
q
]
= ηM,N(q |a, b), Re(q)>−b0. (7.4)
The distribution − logβM,N(a,b) is infinitely divisible on [0,∞) and has the Le´vy-Khinchine decom-
position for Re(q)>−b0,
E
[
exp
(
q logβM,N(a,b)
)]
= exp
( ∞∫
0
(e−tq−1)e−b0t
N
∏
j=1
(1− e−b jt)
M
∏
i=1
(1− e−ait)
dt
t
)
. (7.5)
logβM,N(a,b) is absolutely continuous if and only if M = N. If M < N,− logβM,N(a,b) is compound
Poisson and
P
[
βM,N(a,b) = 1
]
= exp
(
−
∞∫
0
e−b0t
N
∏
j=1
(1− e−b jt)
M
∏
i=1
(1− e−ait)
dt
t
)
, (7.6a)
= exp
(−(SN logΓM)(0 |a, b)). (7.6b)
Corollary 7.1 The Stieltjes moment problem for the positive integer moments of βM,N(a,b) is deter-
minate.
It is worth emphasizing that the integral representation of logηM,N(q |a, b) in Eq. (7.5) is the main
result as it automatically implies that βM,N(a,b) is a valid probability distribution having infinitely
divisible logarithm, see Chapter 3 of [96] for background material on infinitely divisible distributions
on [0,∞).
Theorem 7.2 (Asymptotics) If M < N and |arg(q)|< pi,
lim
q→∞ ηM,N(q |a,b) = exp
(−(SN logΓM)(0 |a,b)). (7.7)
If M = N and |arg(q)| < pi,
ηN,N(q |a,b) = exp
(−(b1 · · ·bN/a1 · · ·aM) log(q)+O(1)), q→ ∞. (7.8)
The Mellin transform of Barnes beta distributions satisfies a function equation and two remarkable
factorizations that are inherited from those of the multiple gamma function.
Theorem 7.3 (Functional equation) 1≤M ≤ N, q ∈ C− (−∞,−b0], i= 1 · · ·M,
ηM,N(q+ai |a, b) = ηM,N(q |a, b) exp
(−(SN logΓM−1)(q | aˆi,b)). (7.9)
Corollary 7.2 (Symmetries) 1≤M ≤ N, q ∈ C− (−∞,−b0], i= 1 · · ·M, j = 1 · · ·N,
ηM,N(q |a, b0+ x)ηM,N(x |a, b) = ηM,N(q+ x |a, b), (7.10)
ηM,N(q |a, b)ηM,N−1(q |a, b0+b j, bˆ j) = ηM,N−1(q |a, bˆ j), (7.11)
ηM,N(q+ai |a, b)ηM−1,N(q | aˆi, b) = ηM,N(q |a, b)ηM,N (ai |a, b), (7.12)
ηM,N(q |a, b j+ai)ηM−1,N−1(b j | aˆi, bˆ j) = ηM,N(q |a, b)ηM−1,N−1(q+b j | aˆi, bˆ j), (7.13)
ηM,N(q+ai |a, b)ηM−1,N−1(q | aˆi, bˆ j) = ηM,N(q |a, b)ηM−1,N−1(q+b j | aˆi, bˆ j). (7.14)
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Corollary 7.3 (Factorizations) Let Ω , ∑Mi=1 ni ai.
ηM,N(q |a,b) =
∞
∏
k=0
ηM−1,N(q+ kai | aˆi,b)
ηM−1,N(kai | aˆi,b) , (7.15)
ηM,N(q |a,b) =
∞
∏
n1,··· ,nM=0
[ b0+Ω
q+b0+Ω
N
∏
j1=1
q+b0+b j1 +Ω
b0+b j1 +Ω
N
∏
j1< j2
b0+b j1 +b j2 +Ω
q+b0+b j1 +b j2 +Ω
×
×
N
∏
j1< j2< j3
q+b0+b j1 +b j2 +b j3 +Ω
b0+b j1 +b j2 +b j3 +Ω
· · ·
]
. (7.16)
Probabilistically, these factorizations are equivalent to, respectively,
βM,N(a, b)
in law
=
∞
∏
k=0
βM−1,N(aˆi, b0+ kai, b1, · · · ,bN), (7.17)
βM,N(a, b)
in law
=
∞
∏
n1,··· ,nM=0
β0,N(b0+Ω, b1, · · · ,bN). (7.18)
We note that the factorizations in Eqs. (7.15) and (7.16) correspond to the Shintani and Barnes
factorizations of the multiple gamma function, see Eqs. (3.42) and (3.8), respectively. The functional
equation in Eq. (7.9) gives us the moments.
Corollary 7.4 (Moments) Assume ai = 1 for some i. Let k ∈ N.
E
[
βM,N(a,b)
k
]
= exp
(
−
k−1
∑
l=0
(
SN logΓM−1
)
(l | aˆi,b)
)
, (7.19)
E
[
βM,N(a,b)
−k]= exp(k−1∑
l=0
(
SN logΓM−1
)
(−(l+1) | aˆi,b)
)
, k < b0. (7.20)
The scaling property in Eq. (3.39) gives us the scaling invariance.
Theorem 7.4 (Scaling invariance) Let κ > 0. Then,
β κM,N(κ a,κ b)
in law
= βM,N(a, b). (7.21)
Corollary 7.5 (Barnes factorization for ai = 1) Let 0≤M ≤ N and ai = 1 for all i= 1 · · ·M. Then,
ηM,N(q |1,b) =
∞
∏
k=0
[ b0+ k
q+b0+ k
N
∏
j1=1
q+b0+b j1 + k
b0+b j1 + k
N
∏
j1< j2
b0+b j1 +b j2 + k
q+b0+b j1 +b j2 + k
×
×
N
∏
j1< j2< j3
q+b0+b j1 +b j2 +b j3 + k
b0+b j1 +b j2 +b j3 + k
· · ·
](k |M)
, (7.22)
(k |M),
M
∑
m=1
(
k−1
m−1
)(
M
m
)
. (7.23)
We will next present the special case of M = N = 2 in order to illustrate the general theory with
a concrete yet quite non-trivial example. In addition, this case is also of a particular interest in the
probabilistic theory of the Selberg and Morris integral probability distributions that we will review in
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Section 8. Let a1 = 1 and a2 = τ > 0 and write β2,2(τ ,b), η2,2(q |τ ,b), and Γ2
(
w |(1,τ))= Γ2(w |τ)
for brevity. From Eq. (7.2) and Theorem 7.1 we have E
[
β2,2(τ ,b)
q
]
= η2,2(q |τ ,b) for Re(q)> −b0
and
η2,2(q |τ ,b) = Γ2(q+b0 |τ)
Γ2(b0 |τ)
Γ2(b0+b1 |τ)
Γ2(q+b0+b1 |τ)
Γ2(b0+b2 |τ)
Γ2(q+b0+b2 |τ)
Γ2(q+b0+b1+b2 |τ)
Γ2(b0+b1+b2 |τ) . (7.24)
The asymptotic behavior of η2,2(q |τ ,b) follows from Theorem 7.2.
η2,2(q |τ ,b) = exp
(
−b1b2
τ
log(q)+O(1)
)
, q→ ∞, |arg(q)| < pi. (7.25)
Using Eq. (3.3), the functional equation in Theorem 7.3 takes the form
η2,2(q+1 |τ ,b) = η2,2(q |τ ,b)
Γ
(
(q+b0+b1)/τ
)
Γ
(
(q+b0+b2)/τ
)
Γ
(
(q+b0)/τ
)
Γ
(
(q+b0+b1+b2)/τ
) , (7.26)
η2,2(q+ τ |τ ,b) = η2,2(q |τ ,b) Γ(q+b0+b1)Γ(q+b0+b2)
Γ(q+b0)Γ
(
q+b0+b1+b2)
. (7.27)
The positive moments in Corollary 7.4 for k ∈ N are
E
[
β2,2(τ ,b)
k
]
=
k−1
∏
l=0
[Γ((l+b0+b1)/τ)Γ((l+b0+b2)/τ)
Γ
(
(l+b0)/τ
)
Γ
(
(l+b0+b1+b2)/τ
)]. (7.28)
The negative moments are
E
[
β2,2(τ ,b)
−k]= k−1∏
l=0
[Γ((−(l+1)+b0)/τ)Γ((−(l+1)+b0+b1+b2)/τ)
Γ
(
(−(l+1)+b0+b1)/τ
)
Γ
(
(−(l+1)+b0+b2)/τ
)], k < b0. (7.29)
The factorization equations in Corollary 7.3 are
η2,2(q |τ ,b) =
∞
∏
k=0
[Γ((q+ k+b0)/τ)
Γ((k+b0)/τ)
Γ((k+b0+b1)/τ)
Γ((q+ k+b0+b1)/τ)
Γ((k+b0+b2)/τ)
Γ((q+ k+b0+b2)/τ)
×
× Γ((q+ k+b0+b1+b2)/τ)
Γ((k+b0+b1+b2)/τ)
]
, (7.30)
η2,2(q |τ ,b) =
∞
∏
k=0
[Γ(q+ kτ +b0)
Γ(kτ +b0)
Γ(kτ +b0+b1)
Γ(q+ kτ +b0+b1)
Γ(kτ +b0+b2)
Γ(q+ kτ +b0+b2)
×
× Γ(q+ kτ +b0+b1+b2)
Γ(kτ +b0+b1+b2)
]
, (7.31)
η2,2(q |τ ,b) =
∞
∏
n1,n2=0
[ b0+n1+n2τ
q+b0+n1+n2τ
q+b0+b1+n1+n2τ
b0+b1+n1+n2τ
q+b0+b2+n1+n2τ
b0+b2+n1+n2τ
×
× b0+b1+b2+n1+n2τ
q+b0+b1+b2+n1+n2τ
]
. (7.32)
Finally, in the special case of τ = 1 we get from Corollary 7.5,
η2,2(q |1,b) =
∞
∏
k=0
[ b0+ k
q+b0+ k
q+b0+b1+ k
b0+b1+ k
q+b0+b2+ k
b0+b2+ k
b0+b1+b2+ k
q+b0+b1+b2+ k
]k+1
. (7.33)
Remark The analytic structure of ηM,N(a,b) is not fully understood, even in the case of M = 0. The
latter with bi = i, i = 1 · · ·N, is of particular interest as it occurs in the context of the Riemann xi
function, cf. Section 7 in [76].
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7.2 N =M−1
Let M ∈ N, a= (a1, · · · ,aM), and b= (b0,b1, · · · ,bM−1), all assumed to be positive. In other words,
N =M−1 in the sense of the previous subsection. Define
ηM,M−1(q|a,b) , exp
((
SM−1 logΓM
)
(q |a, b)− (SM−1 logΓM)(0 |a, b)). (7.34)
For example, in the case of M = 2 we have
η2,1(q|a,b) = Γ2(q+b0 |a)
Γ2(b0 |a)
Γ2(b0+b1 |a)
Γ2(q+b0+b1 |a) . (7.35)
The case of M = 2 was first treated in [55] and then studied in depth in [59] in the context of the
Mellin transform of certain functionals of the stable Le´vy process. We extended the theory to general
M in [78].
Theorem 7.5 (Existence and Structure) Assume
Re(q)>−b0. (7.36)
ηM,M−1(q |a, b) is the Mellin transform of a probability distribution βM,M−1(a,b) on (0,∞).
E
[
βM,M−1(a,b)q
]
= ηM,M−1(q |a, b). (7.37)
The distribution logβM,M−1(a,b) is infinitely divisible and absolutely continuous on R and has the
Le´vy-Khinchine decomposition
E
[
exp
(
q logβM,M−1(a,b)
)]
= exp
( ∞∫
0
(e−tq−1+qt)e−b0t
M−1
∏
j=1
(1− e−b jt)
M
∏
i=1
(1− e−ait)
dt
t
+
+q
∞∫
0
[e−t
t
M−1
∏
j=1
b j
M
∏
i=1
ai
− e−b0t
M−1
∏
j=1
(1− e−b jt)
M
∏
i=1
(1− e−ait)
]
dt
)
. (7.38)
ηM,M−1(q |a, b) satisfies the functional equation in Eq. (7.9) and moment formulas in Eqs. (7.19) and
(7.20). Given κ > 0, the scaling invariance property of βM,M−1(a,b) is
β κM,M−1(κ a,κ b)
in law
= κ
M−1
∏
j=1
b j/
M
∏
i=1
ai
βM,M−1(a, b). (7.39)
Theorem 7.6 (Asymptotics) Given |arg(q)| < pi,
ηM,M−1(q |b) = exp
((M−1
∏
j=1
b j/
M
∏
i=1
ai
)
q log(q)+O(q)
)
, q→ ∞. (7.40)
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It is expected that the Stieltjes moment problem for βM,M−1(a,b) is determinate (unique solution) iff
M−1
∏
j=1
b j ≤ 2
M
∏
i=1
ai. (7.41)
This is a classical result for M = 1. In general, the asymptotic behavior in Eq. (7.40) coincides with
the asymptotic behavior of generalized gamma distributions and we expect that Eq. (7.41) should
follow from the known solution to the Stieltjes moment problem for these distributions, see [60].
It is also interesting to look at the ratio of two independent Barnes beta distributions of type
(M,M−1) as this ratio has remarkable factorization properties. Let
b¯,
(
b¯0,b1, · · ·bM−1
)
(7.42)
for some fixed b¯0 > 0, define
βM,M−1(a,b, b¯), βM,M−1(a,b)β−1M,M−1(a, b¯), (7.43)
and denote its Mellin transform by ηM,M−1(q |a,b, b¯). Then, the Mellin transform of βM,M−1(a,b, b¯)
satisfies two factorizations and scaling invariance that are similar to those of Barnes beta distributions
for M ≤ N.
Theorem 7.7 (Properties) Let M ∈N, b¯0 > Re(q)>−b0, i= 1 · · ·M, Ω , ∑Mi=1 ni ai.
ηM,M−1(q |a,b, b¯) =
∞
∏
k=0
ηM−1,M−1(q+ kai | aˆi,b)
ηM−1,M−1(kai | aˆi,b)
ηM−1,M−1(−q+ kai | aˆi, b¯)
ηM−1,M−1(kai | aˆi, b¯)
, (7.44)
ηM,M−1(q |a,b, b¯) =
∞
∏
n1,··· ,nM=0
[ b0+Ω
q+b0+Ω
b¯0+Ω
−q+ b¯0+Ω
×
×
M−1
∏
j1=1
q+b0+b j1 +Ω
b0+b j1 +Ω
−q+ b¯0+b j1 +Ω
b¯0+b j1 +Ω
×
×
M−1
∏
j1< j2
b0+b j1 +b j2 +Ω
q+b0+b j1 +b j2 +Ω
b¯0+b j1 +b j2 +Ω
−q+ b¯0+b j1 +b j2 +Ω
· · ·
]
. (7.45)
Probabilistically, these factorizations are equivalent to, respectively,
βM,M−1(a, b, b¯)
in law
=
∞
∏
k=0
βM−1,M−1(aˆi, b0+ kai, b1, · · · ,bM−1)×
×β−1M−1,M−1(aˆi, b¯0+ kai, b1, · · · ,bM−1), (7.46)
βM,M−1(a, b, b¯)
in law
=
∞
∏
n1,··· ,nM=0
β0,M−1(b0+Ω, b1, · · · ,bM−1)×
×β−10,M−1(b¯0+Ω, b1, · · · ,bM−1). (7.47)
Let κ > 0. Then,
β κM,M−1(κ a,κ b,κ b¯)
in law
= βM,M−1(a, b, b¯). (7.48)
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We will illustrate the general theory with the special case of β1,0.
E[β1,0(a,b)
q] =
Γ1(q+b0 |a)
Γ1(b0 |a) , (7.49)
=a
q
a
Γ(q+b0
a
)
Γ(b0
a
)
, (7.50)
by Eq. (3.3) so that β1,0 is a Fre´chet distribution. This distribution plays an important role in the
structure of both Selberg and Morris integral probability distributions. For example, the Y distribution
in Eq. (8.17) is
Y = τ1/τ β−11,0 (a= τ ,b0 = τ). (7.51)
7.3 Ratios and Multiple Sine Functions
Recall the definition of the multiple sine function in Eq. (3.43). Let
b¯0 = |a|−
N
∑
j=0
b j > 0. (7.52)
We then have the identity
(SN logSM)(q |a,b) = (−1)N+M(SN logΓM)(−q |a, b¯)− (SN logΓM)(q |a,b), (7.53)
where b¯ is as in Eq. (7.42). It follows that we obtain the interesting identity,
exp
((
SN logSM
)
(0 |a, b)− (SN logSM)(q |a, b))= SM(b0|a)
SM(q+b0|a)
N
∏
j1=1
SM(q+b0+b j1 |a)
SM(b0+b j1 |a)
×
×
N
∏
j1< j2
SM(b0+b j1 +b j2 |a)
SM(q+b0+b j1 +b j2 |a)
×
×
N
∏
j1< j2< j3
SM(q+b0+b j1 +b j2 +b j3 |a)
SM(b0+b j1 +b j2 +b j3 |a)
· · · ,
=ηM,N(q |a,b)ηM,N (−q |a, b¯)(−1)M+N+1 . (7.54)
In particular, when N =M−1, this identity becomes
exp
((
SM−1 logSM
)
(0 |a, b)− (SM−1 logSM)(q |a, b))=ηM,M−1(q |a,b)ηM,M−1(−q |a, b¯),
=ηM,M−1(q|a,b, b¯), (7.55)
and so is the Mellin transform of the ratio of two independent Barnes beta random variables of type
(M,M−1).
We will illustrate this result with the special cases of β1,0 and β2,1. Let M = 1. Let b¯0 = a−b0 as
in Eq. (7.52),
E[β1,0(a,b, b¯)
q] =
sin(pib0
a
)
sin(pi(q+b0)
a
)
. (7.56)
Now, let M = 2, a= (a1,a2), b= (b0,b1), b¯= (a1+a2−b0−b1,b1).
E[β2,1(a,b, b¯)
q] =
S2(b0 |a)
S2(q+b0 |a)
S2(q+b0+b1 |a)
S2(b0+b1 |a) . (7.57)
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8 Morris and Selberg Integral Distributions: Probabilistic Approach
In this section we will re-consider the problem of finding positive probability distributions having
the property that their positive integer moments are given by the Morris and Selberg integrals, re-
spectively. Throughout this section we let τ > 1 and restrict λ1,λ2 ≥ 0 for simplicity. As we did in
Sections 4 and 5, we write τ as an abbreviation of a = (1,τ) in the list of parameters of the double
gamma function and β2,2(a,b). The proofs of all results in this section are given in Section 9.
8.1 Morris Integral Probability Distribution
Theorem 8.1 (Existence and Properties) The function
M(q |τ , λ1, λ2) = (τ
1
τ )q
Γq
(
1− 1τ
) Γ2(τ(λ1+λ2+1)+1−q |τ)
Γ2(τ(λ1+λ2+1)+1 |τ)
Γ2(−q+ τ |τ)
Γ2(τ |τ) ×
× Γ2(τ(1+λ1)+1 |τ)
Γ2(τ(1+λ1)+1−q |τ)
Γ2(τ(1+λ2)+1 |τ)
Γ2(τ(1+λ2)+1−q |τ) (8.1)
is the Mellin transform of the distribution
M(τ ,λ1,λ2) =
τ1/τ
Γ(1−1/τ) β
−1
22 (τ ,b0 = τ , b1 = 1+ τλ1, b2 = 1+ τλ2)×
×β−11,0 (τ ,b0 = τ(λ1+λ2+1)+1), (8.2)
where β−122 (a,b) is the inverse Barnes beta of type (2,2) and β
−1
1,0 (a,b) is the independent inverse
Barnes beta of type (1,0). In particular, logM(τ ,λ1,λ2) is infinitely divisible and the Stieltjes moment
problem for M−1(τ ,λ1,λ2) is determinate (unique solution). In the special case of λ1 = λ2 = 0, we have
M(q |τ ,0,0) = 1
Γq
(
1− 1τ
)Γ(1− q
τ
)
, (8.3)
M(τ ,0,0) =
τ1/τ
Γ(1−1/τ)β
−1
1,0 (τ ,b0 = τ). (8.4)
The special case of λ1 = λ2 = 0 was first treated in [38] and corresponds to the Dyson integral. The
general case first appeared in [78].
8.2 Selberg Integral Probability Distribution
We begin with a “master” theorem (Theorem 8.2), which as we will see below is a corollary of Barnes
multiplication in Eq. (3.40), followed by the main result in Theorem 8.3 and a corollary pertaining to
the Stieltjes moment problem for the Selberg integral distribution.
Theorem 8.2 Let a, (a1, a2), ai > 0, and x, (x1, x2), x1, x2 > 0, then
E
[
M
q
(a,x)
]
,
Γ2(x1−q |a)
Γ2(x1 |a)
Γ2(x2−q |a)
Γ2(x2 |a)
Γ2(a1+a2−q |a)
Γ2(a1+a2 |a)
Γ2(x1+ x2−q |a)
Γ2(x1+ x2−2q |a) (8.5)
is the Mellin transform of a probability distribution M(a,x) on (0, ∞). Let L be lognormal
L, exp
(
N (0, 4log2/a1a2)
)
, (8.6)
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and let X1, X2, X3 have the β
−1
2,2 (a,b) distribution with the parameters
X1 , β
−1
2,2
(
a,b0 = x1, b1 = b2 = (x2− x1)/2
)
, (8.7)
X2 , β
−1
2,2
(
a,b0 = (x1+ x2)/2, b1 = a1/2, b2 = a2/2
)
, (8.8)
X3 , β
−1
2,2
(
a,b0 = a1+a2, b1 = b2 = (x1+ x2−a1−a2)/2
)
. (8.9)
Then, M(a,x) has the factorization
M(a,x)
in law
= 2−
(
2(x1+x2)−(a1+a2)
)
/a1a2 LX1X2X3. (8.10)
In particular, logM(a,x) is absolutely continuous and infinitely divisible.
Theorem 8.3 (Selberg Integral Probability Distribution) LetM(q |τ ,λ1,λ2) be as in Eq. (5.1) for
Re(q) < τ . Then, M(q |τ ,λ1,λ2) is the Mellin transform of a probability distribution M(τ ,λ1,λ2) on
(0,∞),
M(q |τ ,λ1,λ2) = E
[
M
q
(τ ,λ1,λ2)
]
, Re(q)< τ , (8.11)
logM(τ ,λ1,λ2) is absolutely continuous and infinitely divisible. Let
xi(τ ,λi), 1+ τ(1+λi), i= 1,2, a1 = 1, a2 = τ , (8.12)
and L and Xi be as in Theorem 8.2 corresponding to a(τ) = (1,τ) and x(τ ,λ ) =
(
x1(τ ,λ1),x2(τ ,λ2)
)
,
L(τ), exp
(
N (0, 4log2/τ)
)
, (8.13)
X1(τ ,λ ), β
−1
2,2
(
τ ,b0 = 1+ τ + τλ1, b1 = τ(λ2−λ1)/2, b2 = τ(λ2−λ1)/2
)
, (8.14)
X2(τ ,λ ), β
−1
2,2
(
τ ,b0 = 1+ τ + τ(λ1+λ2)/2, b1 = 1/2, b2 = τ/2
)
, (8.15)
X3(τ ,λ ), β
−1
2,2
(
τ ,b0 = 1+ τ , b1 =
1+ τ + τλ1+ τλ2
2
, b2 =
1+ τ + τλ1+ τλ2
2
)
, (8.16)
i.e. logL is a zero-mean normal with variance 4log2/τ and X1, X2, X3 have the β
−1
2,2 (τ ,b) distribution
with the specified parameters. Define also the distribution Y to be a power of the exponential,
Y (τ),τ y−1−τ exp
(−y−τ)dy, y> 0. (8.17)
Then,
M(τ ,λ1,λ2)
in law
= 2pi 2−
[
3(1+τ)+2τ(λ1+λ2)
]
/τ Γ
(
1−1/τ)−1LX1X2X3Y. (8.18)
Corollary 8.1 The Stieltjes moment problem for M−1(τ ,λ1,λ2) is indeterminate. Let M˜(τ ,λ1,λ2) be a prob-
ability distribution on (0, ∞) such that
M˜(τ ,λ1,λ2)
in law
= LN, (8.19)
L, exp
(
N (0, 4log2/τ)
)
, (8.20)
i.e. logL is a zero-mean normal with variance 4log2/τ , and N is some distribution that is in-
dependent of L. If the negative moments of M˜(τ ,λ1,λ2) equal those of M(τ ,λ1,λ2) in Eq. (5.4), then
M˜(τ ,λ1,λ2)
in law
= M(τ ,λ1,λ2).
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The last result that we will consider in this section has to do with the scaling invariance in the
context of the analytic extension of the Selberg integral in Theorem 8.3. Specifically, we are interested
in the behavior of the decomposition in Eq. (8.18) under the involution τ → 1/τ . Let a and x be as in
Eq. (8.12).
Theorem 8.4 The distributions L(τ), Xi(τ ,λ ), and M(a,x) are involution invariant under τ → 1/τ
and λ → τλ .
L1/τ
(1
τ
) in law
= L(τ), (8.21)
X
1/τ
i
(1
τ
,τλ
) in law
= Xi(τ ,λ ), i= 1,2,3, (8.22)
M
1/τ(
a(1/τ),x(1/τ ,τλ)
) in law= M(
a(τ),x(τ ,λ)
). (8.23)
Corollary 8.2 The Mellin transform of the Selberg integral distribution satisfies the identity in The-
orem 5.5.
Theorem 8.3 and Corollary 8.1 first appeared in [74], where we discovered the decomposition in
Eq. (8.18), which led to the development of the theory of Barnes beta distributions in [75]. The
probabilistic approach based on Theorem 8.2 first appeared in [76], where we gave a new, purely
probabilistic proof of Eq. (8.18) and also established Theorem 8.4.
Remark It is interesting to point out that the L and Xi, i= 1,2,3 distributions on the one hand and Y
on the other in the structure of M(τ ,λ1,λ2) are intrinsically different. This can be seen on three levels.
First, the proof of Theorem 8.3 indicates that LX1X2X3 appears as one block from Theorem 8.2, while
Y is only needed to match the moments given by Selberg’s formula. Second, Theorem 8.4 shows that
L and Xi, are involution invariant, whereas the proof of Corollary 8.2 shows that Y is not. Finally, the
law of the total mass of the Bacry-Muzy measure on the circle was conjectured in [38] and verified in
[82] to be precisely the same as Y, while our conjecture for the law of the total mass of this measure
on the unit interval is LX1X2X3 times Y so that it appears that Y comes from the circle and LX1X2X3
is a superstructure that is needed to transform the law of the total mass from the circle to the unit
interval.
9 Proofs of Probabilistic Results
Proof of Theorem 8.1 The inverse Barnes beta distribution β−12,2 (a,b) with parameters a= (1,τ) and
b= (τ ,1+ τλ1,1+ τλ2) has the Mellin transform
E
[
β−q2,2 (τ ,τ ,1+ τλ1,1+ τλ2)
]
=
Γ2(−q+ τ |τ)
Γ2(τ |τ)
Γ2(τ(1+λ1)+1 |τ)
Γ2(τ(1+λ1)+1−q |τ)×
× Γ2(τ(1+λ2)+1 |τ)
Γ2(τ(1+λ2)+1−q |τ)×
× Γ2(τ(λ1+λ2+1)+2−q |τ)
Γ2(τ(λ1+λ2+1)+2 |τ) . (9.1)
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The difference between this expression and that in Eq. (8.1) is in the last factor. Applying the
functional equation, we get
Γ2(τ(λ1+λ2+1)+1−q |τ)
Γ2(τ(λ1+λ2+1)+1 |τ) =τ
− qτ Γ(λ1+λ2+1+
1−q
τ )
Γ(λ1+λ2+1+
1
τ )
×
× Γ2(τ(λ1+λ2+1)+2−q |τ)
Γ2(τ(λ1+λ2+1)+2 |τ) . (9.2)
Recalling the definition of the Mellin transform of the inverse Barnes beta β−11,0 (a,b) with parameters
a= τ and b= 1+ τ(1+λ1+λ2),
E
[
β−q1,0
(
(τ ,1+ τ(1+λ1+λ2)
)]
= τ−
q
τ
Γ(− qτ +1+λ1+λ2+ 1τ )
Γ(1+λ1+λ2+
1
τ )
, (9.3)
we see that the Mellin transform of the distribution M(τ ,λ1,λ2) in Eq. (8.2) coincides with the ex-
pression in Eq. (8.1). The infinite divisibility of logM(τ ,λ1,λ2) follows from that of logβ
−1
2,2 (a,b) and
logβ−11,0 (a,b). The determinacy of the Stieltjes moment problem for M
−1
(τ ,λ1,λ2)
follows from the fact
β2,2(a,b) is compactly supported and so has a determinate moment problem and β1,0(a,b) is Fre´chet
and so too has a determinate moment problem, cf. [15], Sections 2.2 and 2.3.
Proof of Theorem 8.2. Recalling the Mellin transform of β2,2(a,b) and definition of X1,X2,X3 in
Eqs. (8.7)–(8.9), we can write for E
[
X
q
1
]
E
[
X
q
2
]
E
[
X
q
3
]
after some simplification
Γ2(x1−q |a)
Γ2(x1 |a)
Γ2(x2−q |a)
Γ2(x2 |a)
Γ2(a1+a2−q |a)
Γ2(a1+a2 |a)
Γ2(x1+ x2−q |a)
Γ2(x1+ x2 |a) ×
× Γ2((x1+ x2)/2 |a)
Γ2((x1+ x2)/2−q |a)
Γ2((x1+ x2+a1)/2 |a)
Γ2((x1+ x2+a1)/2−q |a)
Γ2((x1+ x2+a2)/2 |a)
Γ2((x1+ x2+a2)/2−q |a)×
× Γ2((x1+ x2+a1+a2)/2 |a)
Γ2((x1+ x2+a1+a2)/2−q |a) . (9.4)
Eq. (3.40) gives us
Γ2(x1+ x2−2q |a) = 2−B2,2(x1+x2−2q |a)/2Γ2((x1+ x2)/2−q |a)×
×Γ2((x1+ x2+a1)/2−q |a)×Γ2((x1+ x2+a2)/2−q |a)×
×Γ2((x1+ x2+a1+a2)/2−q |a). (9.5)
Hence, we can write for E
[
X
q
1
]
E
[
X
q
2
]
E
[
X
q
3
]
E
[
X
q
1
]
E
[
X
q
2
]
E
[
X
q
3
]
=
2B2,2(x1+x2 |a)/2
2B2,2(x1+x2−2q |a)/2
Γ2(x1−q |a)
Γ2(x1 |a)
Γ2(x2−q |a)
Γ2(x2 |a) ×
× Γ2(a1+a2−q |a)
Γ2(a1+a2 |a)
Γ2(x1+ x2−q |a)
Γ2(x1+ x2−2q |a) . (9.6)
Now, using the formula for B2,2(x |a) in Eq. (3.41), and the definition of L in Eq. (8.6), we can write
E
[
Lq
]
E
[
X
q
1
]
E
[
X
q
2
]
E
[
X
q
3
]
=2
(
2(x1+x2)−(a1+a2)
)
q/a1a2 Γ2(x1−q |a)
Γ2(x1 |a)
Γ2(x2−q |a)
Γ2(x2 |a) ×
× Γ2(a1+a2−q |a)
Γ2(a1+a2 |a)
Γ2(x1+ x2−q |a)
Γ2(x1+ x2−2q |a) . (9.7)
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This proves that the expression on the right-hand side of Eq. (8.5) is in fact the Mellin transform of
the probability distribution on (0, ∞) that is given by the right-hand side of Eq. (8.10). Its properties
follow from the known properties of the normal and β2,2(a,b) distributions.
We now proceed to give a probabilistic proof of the existence of the Selberg integral probability
distribution that is based on Theorem 8.2.
Proof of Theorem 8.3 and Corollary 8.1 Recall the definition of a = (a1,a2) and xi(τ ,λ ) in Eq.
(8.12), and let L(τ), Xi(τ ,λ ), and Y (τ) be as in the statement of Theorem 8.3. By the functional
equation of Γ2 in Eq. (3.1) and the definition of Y (τ) in Eq. (8.17), we have
E[Y (τ)q] = Γ(1−q/τ), (9.8)
Γ2(τ−q |τ) = τ
(τ−q)/τ−1/2
√
2pi
E[Y (τ)q]Γ2
(
1+ τ−q |τ). (9.9)
Then, given Theorem 8.2, the difference between Eqs. (5.1) and (8.5) is in the third double gamma
ratio. Define
M(τ ,λ1,λ2) , 2pi 2
−
[
3(1+τ)+2τ(λ1+λ2)
]
/τ L(τ)X1(τ ,λ )X2(τ ,λ )X3(τ ,λ )Y (τ)
Γ
(
1−1/τ) . (9.10)
It is now elementary to see that the Mellin transform of M(τ ,λ1,λ2) equals the expression in Eq. (5.1).
The appearance of the Y distribution in Eq. (8.18) is to account for this difference in the third gamma
ratio. The remaining computation, which determines the overall constant in Eq. (8.18), is straight-
forward. The proof of Corollary 8.1 follows from Eq. (8.18) due to the determinacy of the Stieltjes
moment problems for β2,2 (compactly supported) and Y
−1 (Carleman’s criterion) and its indetermi-
nacy for L−1 (lognormal), cf. [15], Sections 2.2 and 2.3.
Proof of Theorem 8.4. We have by Eq. (8.6),
E
[
Lq/τ
(1
τ
)]
= E
[
e(q/τ)N (0,4τ log2)
]
,
= e4q
2 log2/2τ ≡ E[Lq(τ)]. (9.11)
To prove Eq. (8.22), observe the identity
xi(τ ,λi)/τ = xi(1/τ ,τλi), i= 1,2. (9.12)
Hence, by the definition of Xi(τ ,λ ) and Theorem 7.4, we have the identity
X1/τ(1/τ ,τλ )
in law
= β
−1/τ
2,2
(
a/τ ,b/τ
)
,
in law
= β−12,2
(
a,b
)
, (9.13)
where a = (1,τ) and b = (b0,b1,b2) is given in terms of a and xi, i = 1,2 in Eqs. (8.7)–(8.9). The
proof of Eq. (8.23) follows from Eqs. (8.21) and (8.22) (or can be seen directly from Eq. (8.5) by
Eqs. (3.39) and (3.41)).
Proof of Theorem 5.5 and Corollary 8.2. The Y distribution in Eq. (8.18) is not involution invari-
ant, confer Eq. (9.8). Instead, we have by Eq. (9.8) the identity
E
[
Y q/τ(1/τ)
]
=
Γ(1−q)
Γ(1−q/τ) E
[
Y q(τ)
]
. (9.14)
The proof now follows from Eq. (8.23).
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10 Critical Morris and Selberg Integral Distributions
In this section we will consider conjectured laws of the derivative martingales of the Bacry-Muzy
GMC on the circle and interval. These laws are obtained from the sub-critical laws that we studied in
previous sections in the limit of τ → 1, i.e. in the limit of the so-called critical temperature and are of
a particular interest in the theory of critical GMC chaos, confer [10] and [30].
Critical Morris Integral Distribution Let M(τ ,λ1,λ2) denote the Morris integral distribution as in
Theorem 8.1.
M(τ=1,λ1,λ2) , limτ↓1
Γ
(
1−1/τ)M(τ ,λ1,λ2). (10.1)
This limit exists by Eq. (8.2). We will refer to M(τ=1,λ1,λ2) as the critical Morris integral distribution.
Critical Selberg Integral Distribution Let M(τ ,λ1,λ2) denote the Selberg integral distribution as in
Theorem 8.3.
M(τ=1,λ1,λ2) , limτ↓1
Γ
(
1−1/τ)M(τ ,λ1,λ2). (10.2)
This limit exists by Eq. (8.18). We will refer toM(τ=1,λ1,λ2) as the critical Selberg integral distribution.
Recall the definition of the Barnes G(z) function in Eq. (3.28). Throughout this section we let
Re(q)< 1.
Theorem 10.1 (Critical Morris integral distribution)
E
[
M
q
(τ=1,λ1,λ2)
]
=
G(2−q+λ1)
G(2+λ1)
G(2−q+λ2)
G(2+λ2)
G(1)
G(−q+1)
G(2+λ1+λ2)
G(2−q+λ1+λ2) . (10.3)
M(q |τ = 1, λ1, λ2) =Γ(1−q)
∞
∏
m=1
[Γ(1−q+m)
Γ(1+m)
Γ(1+λ1+m)
Γ(1−q+λ1+m)
Γ(1+λ2+m)
Γ(1−q+λ2+m)×
× Γ(1−q+λ1+λ2+m)
Γ(1+λ1+λ2+m)
]
, (10.4)
=
Γ(λ1+λ2+2−q)
Γ(λ1+λ2+2)
×
×
∞
∏
k=0
[ 1+ k
1+ k−q
2+λ1+ k−q
2+λ1+ k
2+λ2+ k−q
2+λ2+ k
3+λ1+λ2+ k
3+λ1+λ2+ k−q
]k+1
.
(10.5)
The negative moments of the critical Morris integral distribution are
E[M−n(τ=1,λ1,λ2)] =
n−1
∏
j=0
Γ(2+λ1+ j)Γ(2+λ2+ j)
Γ(2+λ1+λ2+ j)Γ(1+ j)
. (10.6)
The distribution is a product of two Barnes beta distributions,
M(τ=1,λ1,λ2) =β
−1
22 (a= (1,1),b0 = 1, b1 = 1+λ1, b2 = 1+λ2)×
×β−11,0 (a= 1,b0 = λ1+λ2+2), (10.7)
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where β−122 (a,b) is the inverse Barnes beta of type (2,2) and β
−1
1,0 (a,b) is the independent inverse
Barnes beta of type (1,0). In particular, logM(τ=1,λ1,λ2) is infinitely divisible. In the special case of
λ1 = λ2 = 0, we have
M(τ=1,λ1,λ2) = Γ(1−q). (10.8)
We will now describe the critical Selberg integral distribution.
Theorem 10.2 (Critical Selberg integral distribution)
E
[
M
q
(τ=1,λ1,λ2)
]
=
G(2+λ1)
G(2−q+λ1)
G(2+λ2)
G(2−q+λ2)
G(1)
G(−q+1)
G(4−2q+λ1+λ2)
G(4−q+λ1+λ2 . (10.9)
E[Mq(τ=1,λ1,λ2)] = Γ
(
1−q)Γ(3−2q+λ1+λ2)
Γ
(
3−q+λ1+λ2
) ∞∏
m=1
m2q
Γ
(
1−q+m)
Γ
(
1+m
) ×
×Γ
(
1−q+λ1+m
)
Γ
(
1+λ1+m
) Γ(1−q+λ2+m)
Γ
(
1+λ2+m
) Γ(2−q+λ1+λ2+m)
Γ
(
2−2q+λ1+λ2+m
) . (10.10)
E[M−n(τ=1,λ1,λ2)] =
n−1
∏
k=0
Γ
(
4+λ1+λ2+n+ k
)
Γ
(
2+λ1+ k
)
Γ
(
2+λ2+ k
)
Γ
(
1+ k
) . (10.11)
Define the distributions
L,exp
(
N (0, 4log2)
)
, (10.12)
Y ,y−2 exp
(−y−1)dy, y> 0, (10.13)
i.e. logL is a zero-mean normal with variance 4log2 and Y is Fre´chet. Let X1, X2, X3 have the
β−12,2 (a= (1,1),b) distribution with the parameters
X1 , β
−1
2,2
(
a= (1,1),b0 = 2+λ1, b1 = (λ2−λ1)/2, b2 = (λ2−λ1)/2
)
, (10.14)
X2 , β
−1
2,2
(
a= (1,1),b0 = 2+(λ1+λ2)/2, b1 = 1/2, b2 = 1/2
)
, (10.15)
X3 , β
−1
2,2
(
a= (1,1),b0 = 2, b1 = 1+(λ1+λ2)/2, b2 = 1+(λ1+λ2)/2
)
. (10.16)
Then,
M(τ=1,λ1,λ2)
in law
= 2pi 2−
[
6+2(λ1+λ2)
]
LX1X2X3Y. (10.17)
In particular, M(τ=1,λ1,λ2) is infinitely divisible and absolutely continuous.
Unlike the critical Morris integral distribution, which becomes Fre´chet in the special case of
λ1 = λ2 = 0, the critical Selberg integral distribution remains non-trivial.
Theorem 10.3 Let λ1 = λ2 = 0. Then, the critical Selberg integral distribution satisfies
E[Mq(τ=1,0,0)] =
G(4−2q)
G(1−q)G2(2−q)G(4−q) (10.18)
for Re(q)< 1. The Mellin transform satisfies the infinite product representation
E
[
M
q
(τ=1,0,0)
]
=
Γ
(
1−q)Γ(3−2q)
Γ
(
3−q) ∞∏m=1m2qΓ
3
(
1−q+m)
Γ3
(
1+m
) Γ(2−q+m)
Γ
(
2−2q+m) . (10.19)
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The negative moments for l ∈ N are
E
[
M−l(τ=1,0,0)
]
=
l−1
∏
k=0
(3+ l+ k)!
(k+1)!2 k!
. (10.20)
M(τ=1,0,0) has the factorization
M(τ=1,0,0) =
pi
32
L X2X3Y, (10.21)
where
L= exp
(
N (0,4log2)
)
(Lognormal), (10.22)
X2 = β
−1
2,2
(
a= (1,1), b0 = 2, b1 = b2 = 1/2
)
, (10.23)
X3 =
2
y3
dy, y> 1 (Pareto), (10.24)
Y =
1
y2
e−1/y dy, y> 0 (Fre´chet). (10.25)
This result first appeared in [76].
Theorems 10.1–10.3 are straightforward corollaries of the corresponding results for the Morris
and Selberg integral distributions in Sections 4, 5, and 8. We note that Eq. (10.5) follows from Eq.
(10.7) by means of Eq. (7.33).
Remark It is clear from Theorem 10.3 that the most nontrivial component of the critical Selberg
distribution is X2. Consider more generally a family of β2,2 distributions that is parameterized by
δ > 0.
β2,2(δ ), β2,2
(
a= (1,1), b0 = δ , b1 = b2 = 1/2
)
. (10.26)
Its Mellin transform satisfies,
E
[
β q2,2(δ )
]
=
G(δ )
G(q+δ )
G2(q+δ +1/2)
G2(δ +1/2)
G(δ +1)
G(q+δ +1)
, (10.27)
=
∞
∏
k=0
[ δ + k
q+δ + k
(q+δ +1/2+ k)2
(δ +1/2+ k)2
δ +1+ k
q+δ +1+ k
]k+1
(10.28)
by Corollary 7.5. Remarkably, this distribution is intrinsically related to the Riemann xi function, cf.
Section 6 in [76], which suggests that the critical Selberg integral distribution is also related to the xi
function.
11 Analytic Continuation of the Complex Selberg Integral
The complex Selberg Integral, also known as the Dotsenko-Fateev integral, was computed indepen-
dently by Aomoto [2] and Dotsenko and Fateev [28]. It is a two-dimensional generalization of the
classical Selberg integral. Unlike the Morris and Selberg integrals, it does not correspond to the mo-
ments of total mass of a GMC measure and so its analytic continuation is not the Mellin transform
of a probability distribution. It can however be naturally interpreted as a rescaled limit of the mo-
ments of total mass of the two-dimensional GMC measure with the kernel − log |~r1−~r2| in the limit
of the domain, over which it is defined, going to infinity, cf. [20] for details. Then, the analytic
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continuation of the complex Selberg integral becomes the mod-Gaussian limit of the REM (random
energy model) that is associated with the GMC measure. This observation explains the interest in the
complex Selberg integral, for its analytic continuation provides a glimpse at the behavior of the total
mass in two-dimensions. Our goal in this section is to write down the analytic continuation and prove
its involution invariance. We note that the physicists’ approach to this problem can be found in [20],
which leads to interesting conjectures about the maximum of the underlying gaussian field.
Let ~u be an arbitrary unit vector. Following [34], define the complex Selberg integral,∫
(R2)n
n
∏
i=1
|~ri|2λ1 |~u−~ri|2λ2
n
∏
i< j
|~ri−~r j|−4/τd~r1 · · ·d~rn,
=
1
n!
[n−1
∏
k=0
Γ(1− (k+1)/τ)Γ(1+λ1− k/τ)Γ(1+λ2− k/τ)
Γ(1−1/τ)Γ(2+λ1+λ2− (n+ k−1)/τ)
]2
×
×
n−1
∏
k=0
sinpi((k+1)/τ)sinpi(1+λ1− k/τ)sinpi(1+λ2− k/τ)
sin(pi/τ)sinpi(2+λ1+λ2− (n+ k−1)/τ) . (11.1)
Theorem 11.1 (Analytic continuation of the complex Selberg integral) Let λ1, λ2, and τ satisfy
τ > 1, λ1,λ2 < 0, (11.2)
1+ τ(1+λi)> 0, i= 1,2, (11.3)
1+ τ(λ1+λ2)< 0. (11.4)
Let q belong to the strip
max
{1
2
(
1+ τ(1+λ1+λ2)
)
, 1+ τ(1+λ1+λ2)
}
< Re(q)<min
{
τ ,1+ τ(1+λ1),1+ τ(1+λ2)
}
.
(11.5)
Let M(q |τ ,λ1,λ2) denote the analytic continuation of the Selberg integral in Eq. (5.1) and S2(z |τ)
denote the double sine function as in Eq. (3.43) (M = 2, a= (1,τ)). Then, the function
CM(q |τ ,λ1,λ2) = M(q |τ ,λ1,λ2)
2
Γ(1+q)
(
4sin(pi/τ)
)q S2(1−q+ τ(1+λ1) |τ)
S2(1+ τ(1+λ1) |τ)
S2(1−q+ τ(1+λ2) |τ)
S2(1+ τ(1+λ2) |τ) ×
×S2(τ −q |τ)
S2(τ |τ)
S2(2−q+ τ(2+λ1+λ2) |τ)
S2(2−2q+ τ(2+λ1+λ2) |τ) (11.6)
recovers the expression in Eq. (11.1)when q= n∈N satisfies Eq. (11.5). The function CM(q |τ ,λ1,λ2)
satisfies
CM(q |τ ,λ1,λ2) =
(Γ(1/τ)pi τ 1τ
Γ
(
1−1/τ)
)q
Γ
(
1− q
τ
) Γ2(1−q+ τ(1+λ1) |τ)
Γ2(1+ τ(1+λ1) |τ)
Γ2(1−q+ τ(1+λ2) |τ)
Γ2(1+ τ(1+λ2) |τ) ×
× Γ2(1−q+ τ |τ)
Γ2(1+ τ |τ)
Γ2(2−q+ τ(2+λ1+λ2) |τ)
Γ2(2−2q+ τ(2+λ1+λ2) |τ)
Γ2(q+1+ τ |τ)
Γ2(1+ τ |τ) ×
× Γ2(q− τλ1 |τ)
Γ2(−τλ1 |τ)
Γ2(q− τλ2 |τ)
Γ2(−τλ2 |τ)
Γ2(q−1− τ(1+λ1+λ2) |τ)
Γ2(2q−1− τ(1+λ1+λ2) |τ) . (11.7)
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Corollary 11.1 The function CM(q |τ ,λ1,λ2) satisfies the following involution invariance under
τ → 1
τ
, q→ q
τ
, λi → τλi. (11.8)
CM
(q
τ
| 1
τ
,τλ1,τλ2
)(Γ(1− τ)
pi Γ(τ)
) q
τ
Γ(1− q
τ
) =CM(q |τ ,λ1,λ2)
(Γ(1− 1τ )
pi Γ(1/τ)
)q
Γ(1−q). (11.9)
Corollary 11.2 In the critical case τ ↓ 1, the function CM(q |τ ,λ1,λ2) has the limit,
lim
τ↓1
[
Γ(1−1/τ)qCM(q |τ ,λ1,λ2)
]
=piq Γ
(
1−q) G(2+λ1)
G(2−q+λ1)
G(2+λ2)
G(2−q+λ2)×
× G(2)
G(2−q)
G(4−2q+λ1+λ2)
G(4−q+λ1+λ2)
G(2)
G(q+2)
×
× G(−λ1)
G(q−λ1)
G(−λ2)
G(q−λ2)
G(2q−2− (λ1+λ2))
G(q−2− (λ1+λ2)) . (11.10)
Remark While the analytic continuation of the complex Selberg integral is not the Mellin transform
of a random variable, it is nonetheless possible to decompose it into the product of the Mellin trans-
form of a random variable and an extra factor. LetM(a,x) = LX1X2X3 denote the random variable that
is described in Theorem 8.2 and Y be the Fre´chet factor as in Eq. (8.17). Let
M1 =M(a,x) with a= (1,τ), x=
(
1+ τ(1+λ1), 1+ τ(1+λ2)
)
, (11.11)
M2 =M(a,x) with a= (1,τ), x= (−τλ1,−τλ2). (11.12)
Then, up to a constant C, Eq. (11.7) is equivalent to the identity
CM(q |τ ,λ1,λ2) =eCqE[Y q]E[Mq1 ]E[M−q2 ]
Γ2(q−1− τ(1+λ1+λ2) |τ)
Γ2(2q−1− τ(1+λ1+λ2) |τ)
Γ2(2q− τ(λ1+λ2) |τ)
Γ2(q− τ(λ1+λ2) |τ) ,
=eCqE[Y q]E[Mq1 ]E[M
−q
2 ]
Γ
(q−1−τ(1+λ1+λ2)
τ
)
Γ
(2q−1−τ(1+λ1+λ2)
τ
) Γ(q− τ(1+λ1+λ2))
Γ(2q− τ(1+λ1+λ2)) . (11.13)
Thus, the random variable is the product of an independent Selberg integral distribution Y M1, cf.
Theorem 8.3, and M−12 .
Proof of Theorem 11.1. It is elementary to see that the bounds in Eqs. (11.2)–(11.4) guarantee that
the strip in Eq. (11.5) is non-empty. Now, we observe that the structure of the product of sines in Eq.
(11.1) is essentially the same as the product of gamma factors in the Selberg integral. Moreover, the
functional equation of the double sine function in Eq. (3.44) is the same as that of the double gamma
function in Eq. (3.1), except Γ1 is replaced with S1. It follows that the analytic continuation in Eq.
(11.6) follows from Eq. (3.46) in the same way as Eq. (5.1) followed from Eq. (3.7). It remains to
verify that the expression is Eq. (11.6) is well-defined under the conditions in Eq. (11.5), i.e. that
the arguments of Γ2 factors satisfy Re(z) > 0 and those of S2 factors satisfy 0 < Re(z) < 1+ τ . For
Re(z) > 0 this is true by the upper bound in Eq. (11.5). To satisfy Re(z) < 1+ τ , in addition to the
lower bound in Eq. (11.5) we also need Re(q) > τλi and Re(q) > −(1+ τ).6 However, these are
automatically satisfied due to max{τλi,−(1+ τ)}< 1+ τ(1+λ1+λ2) by Eq. (11.3).
6Re(q) =−1 is a removable singularity as both S2(τ−q |τ) and Γ(1+q) have simple poles there, see Eq. (11.14).
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The proof of Eq. (11.7) follows from the definition of the double sine function in Eq. (3.43) and
the identity in Eq. (6.9). One obtains,
1
Γ(1+q)
S2(τ−q |τ)
S2(τ |τ) =
Γ2(1+q+ τ |τ)
Γ2(1−q+ τ |τ)
τq/τ
Γ(1−q/τ) , (11.14)
τq/τ
Γ2(τ−q |τ)
Γ2(τ |τ) =Γ(1−
q
τ
)
Γ2(1−q+ τ |τ)
Γ2(1+ τ |τ) . (11.15)
Finally, we need the identity
Γ(1− 1
τ
)sinpi/τ =
pi
Γ(1/τ)
. (11.16)
The result now follows by substituting these identities into Eq. (11.6) and using the definition of the
double sine function.
Proof of Corollary 11.1. The proof is very similar to that of Theorem 4.5. One starts with Eq. (11.7)
and observes that all the double gamma terms are invariant under the involution in Eq. (11.8) due to
the scaling property of the double gamma function in Eq. (3.39). In our case κ = 1/τ . It remains to
collect the power of κ that comes from the pre-factor in Eq. (3.39). A direct calculation shows that it
is (1
τ
)−(q+ qτ ). (11.17)
The result follows.
12 Applications
In this section we will consider three conjectured applications of our results.
12.1 Maximum Distribution of the Gaussian Free Field on the Interval and Circle
In this section we will formulate precise conjectures about the distribution of the maximum of the
discrete 2D Gaussian Free Field (GFF) with a non-random logarithmic potential restricted to the unit
interval and circle. We will not attempt to review the GFF here but rather refer the reader to [38]
for the circle case and to [42] and Section 3 of [77] for the interval case. Suffice it to say that our
approach to the GFF construction is essentially based on the construction of Bacry-Muzy, cf. [4], [5],
[67]. Our results in this section first appeared in [78].
Let
N = 1/ε . (12.1)
Let the gaussian field Vε(x) be as in Eq. (2.1). The limit lim
ε→0
Vε(x) is called the continuous GFF on
the interval x ∈ [0, 1] and its discretized version Vε (xi), xi = iε , i = 0 · · ·N, is the discrete GFF on
the interval. We note that in applications, see [77] and subsection 12.3 below, for example, the GFF
construction arises is a slightly more general form of
Cov [Vε(u),Vε (v)] =
{
−2 log |u− v|, ε ≪ |u− v| ≤ 1,
2(κ− logε) , u= v,
+O(ε), (12.2)
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where κ ≥ 0 is some fixed constant and the details of regularization are relegated to the O(ε) term.
It is worth emphasizing that the choice of covariance regularization for |u− v| ≤ ε has no effect on
distribution of the maximum, so long as the variance behaves as in Eq. (2.1), due to Theorem 6 in [5]
as explained below. The same remark applies to the GFF on the circle. Let the gaussian field Vε (ψ)
be as in Eq. (2.7) or more generally satisfy
Cov [Vε (ψ),Vε (ξ )] =
{
−2 log |e2piiψ − e2piiξ |, |ξ −ψ | ≫ ε ,
2(κ− logε) ,ψ = ξ ,
+O(ε), (12.3)
where κ ≥ 0 is some fixed constant. The limit lim
ε→0
Vε(ψ) is called the GFF on the circle ψ ∈ [− 12 , 12)
and its discretized version Vε(ψ j), ψ j = jε , j =−N/2 · · ·N/2, is the discrete GFF on the circle. The
existence of such objects follows from the general theory of [87] as shown in [5] and [67].
Problem formulation for the interval Let λ1, λ2 ≥ 0. What is the distribution of
VN ,max
{
Vε(xi)+λ1 log(xi)+λ2 log(1− xi), i= 1 · · ·N
}
(12.4)
in the form of an asymptotic expansion in N in the limit N→ ∞?
Problem formulation for the circle Let λ ≥ 0.What is the distribution of
VN ,max
{
Vε(ψ j)+2λ log |1+ e2piiψ j |, j =−N/2 · · ·N/2
}
(12.5)
in the form of an asymptotic expansion in N in the limit N→ ∞?
We will consider the case of the GFF on the interval first. Recall the critical Selberg integral
probability distribution M(τ=1,λ1,λ2) that we defined in Section 10.
Conjecture 12.1 (Maximum of the GFF on the Interval) The leading asymptotic term in the ex-
pansion of the Laplace transform of VN in N is
E[eqVN ]≈ eq(2logN−(3/2) log logN+const)E[Mq(τ=1,λ1,λ2)], N→ ∞. (12.6)
Probabilistically, let Xi, i= 1,2,3 and Y be as in Theorem 10.2. Then, as N→ ∞,
VN =2logN− 3
2
log logN+ const+N (0, 4log2)+ logX1+ logX2+ logX3+
+ logY + logY ′+o(1), (12.7)
where Y ′ is an independent copy of Y.
This conjecture at the level of the Mellin transform is due to [42] in the case of λ1 = λ2 = 0 and [41]
for general λ1 and λ2. Our probabilistic re-formulation of their conjecture was first given in [78].
Similarly, to formulate our conjecture for the maximum of the GFF on the circle, we need to recall
the critical Morris integral probability distribution M(τ=1,λ1,λ2) that we considered in Theorem 10.1.
43
Conjecture 12.2 (Maximum of the GFF on the Circle) The leading asymptotic term in the expan-
sion of the Laplace transform of VN in N is
E[eqVN ]≈ eq(2logN−(3/2) log logN+const)E[Mq(τ=1,λ ,λ)], N→ ∞. (12.8)
Probabilistically, let X , β−12,2
(
τ = 1,b0 = 1, b1 = 1+λ , b2 = 1+λ
)
andY , β−11,0 (τ = 1,b0 = 2λ +2)
be as in Theorem 10.1 and Y ′ , β−11,0
(
τ = 1,b0 = 1
)
. Then,
VN = 2logN− 3
2
log logN+ const+ logX+ logY + logY ′+o(1). (12.9)
If λ = 0,
VN = 2logN− 3
2
log logN+ const+ logY + logY ′+o(1), (12.10)
where
Y
in law
= Y ′ = β−11,0
(
τ = 1,b0 = 1
)
. (12.11)
This conjecture is due to [38] in the case of λ = 0. The extension to general λ was first given in [78].
In the rest of this section we will give a heuristic derivation of our conjectures. Our approach is
based on the freezing hypothesis and calculations of [38] and [42] as well as our Conjectures 4.1 and
5.1 and the involution invariance of the Morris and Selberg integral distributions.
Let 0≤ β < 1 and τ = 1/β 2 > 1. Following [42], define the exponential functional
Zλ1,λ2,ε(β ),
N
∑
i=1
x
βλ1
i (1− xi)βλ2eβVε (xi). (12.12)
Using the identity
P
(
VN < s
)
= lim
β→∞
E
[
exp
(
−e−βsZλ1,λ2,ε(β )/C
)]
, (12.13)
which is applicable to any sequence of random variables and an arbitrary β -independent constant C,
the distribution of the maximum is reduced to the Laplace transform of the exponential functional
in the limit β → ∞. Now, by Eq. (2.2), it is known that for 0 < β < 1 the exponential functional
converges7 as N → ∞ to the total mass of the Bacry-Muzy measure on the unit interval with a log-
arithmic potential, which is conjectured to be given by the Selberg integral distribution, resulting in
the approximation8
Zλ1,λ2,ε(β )≈ N1+β
2
eβ
2κ M(τ ,βλ1,βλ2), N→ ∞. (12.14)
Next, we recall the involution invariance of the Mellin transform of the Selberg integral distribution,
see Eq. (5.11). Denoting the Mellin transform as in Theorem 8.3 by M(q |τ ,λ1,λ2) and introducing
the function
F(q |β ,λ1,λ2),M
( q
β
| 1
β 2
,βλ1,βλ2
)
(2pi)−
q
β Γ
q
β (1−β 2)Γ(1− q
β
), (12.15)
one observes that by the involution invariance in Eq. (5.11) this function satisfies the identity
F(q |β ,λ1,λ2) = F(q
∣∣ 1
β
,λ1,λ2), (12.16)
7 Theorem 6 in [5] shows that the laws of the total mass of the continuous and discrete multiplicative chaos measures
are the same provided the ε parameter coincides with the discretization step.
8The validity of approximating the finite N quantity with the N→ ∞ limit is discussed in [38].
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first discovered in [42] in the special case of λ1 = λ2 = 0, then formulated in general in the form of
Eq. (5.11) in [76], and in [41] in this form. On the other hand, as shown in [42], one has the general
identity ∫
R
eyq
d
dy
exp
(
−e−βyX
)
dy= X
q
β Γ(1− q
β
), Re(q) < 0, X > 0. (12.17)
Letting
X = Zλ1,λ2,ε (β )
eκ Γ(1−β 2)
2pi
(12.18)
one sees by means of Eq. (12.14) that for 0< β < 1,
E
[
X
q
β
]≈ eqκ(β+ 1β )Nq(β+ 1β )M( q
β
| 1
β 2
,βλ1,βλ2
)
(2pi)
− q
β Γ
q
β (1−β 2), N→ ∞, (12.19)
so that
E
[
X
q
β
]
Γ(1− q
β
)≈ eqκ(β+ 1β )Nq(β+ 1β )F(q |β ,λ1,λ2), N→ ∞. (12.20)
On the other hand, by letting the constant C in Eq. (12.13) to be taken to be
C =
2pi
eκ Γ(1−β 2) , (12.21)
and combining Eq. (12.13) with Eq. (12.17) , one obtains
E[eqVN ] = lim
β→∞
[
E
[
X
q
β
]
Γ(1− q
β
)
]
. (12.22)
The right-hand side of this equation has only been determined for 0< β < 1, see Eq. (12.20). Due to
the self-duality of the right-hand side, one assumes that it gets frozen at β = 1, as first formulated in
[42].
Conjecture 12.3 (The Freezing Hypothesis) Let β > 1.
E
[
X
q
β
]
Γ(1− q
β
) = E
[
X
q
β
]
Γ(1− q
β
)
∣∣∣
β=1
. (12.23)
One must note however that C is not β -independent. It is argued in [39] and [43] that the Γ(1−β 2)
term shifts the maximum by −(3/2) log logN, see also [27]. Overall, we then obtain by Eq. (12.20),
E[eqVN ]≈ eq(2logN−(3/2) log logN+const)F(q |β = 1,λ1,λ2), N → ∞ (12.24)
for some constant.9 Finally, recalling definitions of the critical Selberg integral distribution in Eq.
(10.2) and of F(q |β ,λ1,λ2) in Eq. (12.15), and appropriately adjusting the constant,
E[eqVN ]≈ eq(2logN−(3/2) log logN+const)E
[
M
q
(τ=1,λ1,λ2)
]
Γ(1−q), (12.25)
so that Y ′ comes from the Γ(1−q) factor and has the same law as Y.
9As remarked in [46], this procedure only determines the distribution of the maximum up to a constant term.
45
The argument for the GFF on the circle goes through verbatim so we will only point out the key
steps and omit redundant details. Define the exponential functional
Zλ ,ε (β ) =
N/2
∑
j=−N/2
|1+ e2piiψ j |2λ βeβVε (ψ j). (12.26)
To describe its limit as N → ∞ we need to compute the distribution of the total mass of the Bacry-
Muzy measure on the circle with a logarithmic potential that was defined in Eq. (2.8). Assuming
Conjecture 4.1, we have
Zλ ,ε(β )≈ N1+β
2
eβ
2κ M(τ ,βλ ,βλ), N→ ∞. (12.27)
The rest of the argument is the same as for the GFF on the interval, with Eq. (4.9) replacing Eq.
(5.11).
12.2 Inverse Participation Ratios of the Fyodorov-Bouchaud Model
In this section we will compute inverse participation ratios (IPR) of the Fyodorov-Bouchaud model
based on Conjecture 4.1.
Let the gaussian field Vε (ψ) be as in Eq. (2.7), β ∈ (0,1) denote the inverse temperature, and
τ = 1/β 2. Consider the associated partition function corresponding to the field with a non-random
logarithmic potential,
Zλ ,ε (β ) =
N/2
∑
j=−N/2
|1+ e2piiψ j |2λ e−βVε(ψ j). (12.28)
When λ = 0, we will simply write
Zε(β ) =
N/2
∑
j=−N/2
e−βVε (ψ j). (12.29)
The problem of computing the IPR of the Fyodorov-Bouchaud model is that of computing
E
[Zε(nβ )
Znε (β )
]
, N → ∞, (12.30)
for positive integer n, see [36]. We will consider here a more general problem of computing the
analytic continuation in the form
E
[
Zε(qβ )Z
s
ε (β )
]
, N→ ∞ (12.31)
for real q and generally complex s.
Our results are as follows. Let M(q |τ ,λ ) denote the Mellin transform of the Morris integral
probability distribution with λ1 = λ2 = λ , see Eq. (4.1). Then,
E
[
Zε(qβ )Z
s
ε(β )
]
≈ N1+q2β 2+(1+β 2)s M(s |τ ,λ =−qβ 2), N→ ∞. (12.32)
Explicitly,
E
[
Zε(qβ )Z
s
ε (β )
]
≈ N1+q2β 2+(1+β 2)s τ
s
τ
Γs
(
1−β 2) Γ2((−2qβ 2+1)/β 2+1− s |τ)Γ2((−2qβ 2+1)/β 2+1 |τ) ×
× Γ2(−s+1/β
2 |τ)
Γ2(τ |τ)
Γ2((1−qβ 2)/β 2+1 |τ)2
Γ2((1−qβ 2)/β 2+1− s |τ)2 . (12.33)
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In particular, when s=−n and n ∈ N, we can use Eq. (4.4) to simplify this expression to
E
[
Zε(qβ )Z
−n
ε (β )
]
≈ N1+q2β 2−(1+β 2)n
n−1
∏
j=0
Γ(1−qβ 2+( j+1)β 2)2 Γ(1−β 2)
Γ(1−2qβ 2+( j+1)β 2)Γ(1+ jβ 2) . (12.34)
Finally, when q= n, we obtain the expression for the IPR,
E
[Zε(nβ )
Znε (β )
]
≈ N1+n2β 2−(1+β 2)n
n−1
∏
j=0
Γ(1−nβ 2+( j+1)β 2)2 Γ(1−β 2)
Γ(1−2nβ 2+( j+1)β 2)Γ(1+ jβ 2) . (12.35)
For example, when n= 2, we recover the result of [36],
E
[Zε(2β )
Z2ε (β )
]
≈ N2β 2−1 Γ(1−β
2)4
Γ(1−3β 2)Γ(1−2β 2)Γ(1+β 2) . (12.36)
The conditions of validity of our approximation are as follows. It is clear from Eq. (12.33) that the
condition on q is
1−2qβ 2+β 2 > 0. (12.37)
Thus, the range of allowed values of q is
q<
1+β 2
2β 2
. (12.38)
The range of s is determined by
Re(s)<min
( 1
β 2
,
1
β 2
+1−2q, 1
β 2
+1−q
)
. (12.39)
In particular, for q ∈ N,
Re(s)<
1
β 2
+1−2q. (12.40)
For example, the expression in Eq. (12.33) holds for all q < 0 and Re(s) < 1/β 2 and the expression
in Eq. (12.34) holds for all q < 0 and n ∈ N. In the specific case of IPR, s = −n, q = n, so that Eq.
(12.35) holds for the range
n<
1+β 2
2β 2
(12.41)
as the condition in Eq. (12.40) is automatically satisfied.
We now proceed to explain our calculations. Following [38], we observe
Zλ ,ε(β )≈ N1+β
2
∫ 1
2
− 1
2
|1+ e2piis|2λ Mβ (ds), N→ ∞, (12.42)
where Mβ (ds) denotes the Bacry-Muzy GMC on the circle. On the other hand, we can use the
following elementary application of the Girsanov theorem for gaussian fields. Consider the change
of measure
dQ
dP
= eq
2β 2 logεe−qβVε (φ), (12.43)
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where φ is some fixed angle. Then, we have the identity of gaussian processes in law viewed as
functions of ψ ,
Vε(ψ)−qβCov(Vε (ψ),Vε (φ))
∣∣
P
=Vε (ψ)
∣∣
Q
. (12.44)
which is verified by a straightforward calculation of their characteristic functions. We now choose
φ = 1/2, and write by the rotational invariance of the field,10
E
[
Zε(qβ )Z
s
ε (β )
]
=NE
[
e−qβVε (1/2)Zsε(β )
]
,
=Ne−q
2β 2 log εE
[(
∑
j
e−β(Vε(ψ j)+2qβ log |e
2piiψ j+1|)
)s]
,
=N1+q
2β 2E
[
Zsλ=−qβ 2,ε(β )
]
, (12.45)
and the result follows from Conjecture 4.1.
12.3 Mod-Gaussian Limit Theorems
The idea of reformulating the law of total mass of the Bacry-Muzy measure on the interval as a mod-
Gaussian limit was first introduced in [77]. It is based on the observation that the smoothed indicator
function of a linear statistic, which converges to the H 1/2 gaussian noise, converges to the centered
GFF on the interval, i.e. the process Vε(x)−Vε(0), where Vε (x) is as in Eq. (12.2), also known as
Fractional Brownian motion with H = 0, cf. [45]. There are many known examples of linear statistics
that converge to theH 1/2 gaussian noise: counting statistics of Riemann zeroes [16], [88], the CLT of
Soshnikov for the CUE ensemble [94] and the recent work on log-absolute value of the characteristic
polynomial of suitably scaled GUE matrices [45], see [57] for more examples. Hence, the results that
are conjectured below are expected to be highly universal, i.e. independent of the origin of the linear
statistic. For concreteness, we will assume in this section that the statistic comes from the Riemann
zeroes following [77].
Consider the class of H 1/2 test functions that was considered in [16].
〈 f , g〉,Re
∫
|w| fˆ (w)gˆ(w)dw, (12.46)
=− 1
2pi2
∫
f ′(x)g′(y) log |x− y|dxdy (12.47)
plus some mild conditions on the growth of f (x) and its Fourier transform fˆ (w), 1/2pi
∫
f (x)e−iwx dx
at infinity. Assuming the Riemann hypothesis, we write non-trivial zeroes of the Riemann zeta func-
tion in the form {1/2+ iγ}, γ ∈ R. Let λ (t) be a function of t > 0 that satisfies the asymptotic
condition
1≪ λ (t)≪ log t (12.48)
in the limit t → ∞, where the number theoretic notation a(t)≪ b(t) means a(t) = o(b(t)). Let ω
denote a uniform random variable over (1,2), γ(t), λ (t)(γ −ωt), and define the statistic
St( f ), ∑
γ
f
(
γ(t)
)− log t
2piλ (t)
∫
f (u)du (12.49)
10The idea of using rotational invariance in this context is due to [36].
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given a test function f (x) in the H 1/2 class. We note that St( f ) is centered in the limit t→ ∞ as it is
well known that the number of Riemann zeroes in the interval [t, 2t] is asymptotic to t log t/2pi in this
limit. The principal result of [16] and [88] and the starting point of our construction is the following
theorem, which is the number theoretic equivalent of Soshnikov’s CLT for CUE.
Theorem 12.1 (Convergence to a gaussian vector) Given test function f1, · · · fk in H 1/2, the ran-
dom vector
(
St( f1), · · · ,St( fk)
)
converges in law in the limit t → ∞ to a centered gaussian vector(
S( f1), · · ·S( fk)
)
having the covariance
Cov
(
S( fi), S( f j)
)
= 〈 fi, f j〉. (12.50)
The significance of the condition λ (t)≪ log t is that the number of zeroes that are visited by f as
t→ ∞ goes to infinity, i.e. Theorem 12.1 is a mesoscopic central limit theorem.
We can now summarize our results. Let 0< u< 1 and χu(x) denote the indicator function of the
interval [0, u]. Let φ(x) be a smooth bump function supported on (−1/2, 1/2), and denote
κ ,−
∫
φ(x)φ(y) log |x− y|dxdy. (12.51)
Define the ε-rescaled bump function by φε(x), 1/εφ(x/ε), and let fε ,u(x) be the smoothed indicator
function of the interval [0, u] given by the convolution of χu(x) with φε(x),
fε ,u(x), (χu ⋆φε)(x) =
1
ε
∫
χu(x− y)φ(y/ε)dy. (12.52)
Theorem 12.1 applies to fε ,u(x) for all u> ε > 0. Fix ε > 0 and define the statistic St(µ ,u,ε),
St(µ ,u,ε), pi
√
2µ
[
∑
γ
fε ,u
(
γ(t)
)− log t
2piλ (t)
∫
fε ,u(x)dx
]
. (12.53)
Then, we have the following key result, cf. [77]. By Theorem 12.1, the process u→ St(µ ,u,ε),
u ∈ (0,1), converges in law in the limit t → ∞ to the centered gaussian field having the asymptotic
covariance{
−µ(logε −κ + log |u− v|− log |u|− log |v|)+O(ε), if |u− v| ≫ ε,
−2µ(logε−κ− log |u|)+O(ε), if u= v. (12.54)
Thus, recalling the process Vε (u) in Eq. (12.2), we have shown that the smoothed counting statistic
St(µ ,u,ε) converges to the centered GFF on the interval,
St(µ ,u,ε)→
√
µ/2
(
Vε (u)−Vε(0)
)
. (12.55)
Moreover, we also showed in [77] that in the case of ε varying with t the H 1/2 covariance in Theorem
12.1 is preserved under the following natural slow decay condition,
λ (t)
log t
≪ ε(t)≪ 1, (12.56)
so that under this condition we have the approximation,
St
(
µ ,u,ε(t)
) ≈√µ/2(Vε(t)(u)−Vε(t)(0)), t→ ∞. (12.57)
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We emphasize that these results are believed to be universal in that they only require H 1/2−Gaussianity
of the limiting statistic and refer the reader to [57] for the corresponding CUE calculations.
We will now formulate some conjectured mod-Gaussian limit theorems for the centered GFF on
the interval and the associated smoothed counting statistic St(µ ,u,ε) in the limit t→ ∞.
Conjecture 12.4 (Weak version) Let −(τ +1)/2< Re(q)< τ , τ = 2/µ , 0< µ < 2, then
lim
ε→0
eµ(logε−κ)
q(q+1)
2
[
lim
t→∞E
[(∫ 1
0
eSt(µ ,u,ε)du
)q]]
, (12.58)
= lim
ε→0
eµ(logε−κ)
q(q+1)
2
[
E
[(∫ 1
0
e
√
µ/2
(
Vε(u)−Vε(0)
)
du
)q]]
, (12.59)
=
( 2piτ1/τ
Γ
(
1− 1τ
))q Γ2(1+q+ τ |τ)
Γ2(1+2q+ τ |τ)
Γ2(1−q+ τ |τ)
Γ2(1+ τ |τ)
Γ2(−q+ τ |τ)
Γ2(τ |τ)
Γ2(2+q+2τ |τ)
Γ2(2+2τ |τ) . (12.60)
Conjecture 12.5 (Strong version) Let−(τ+1)/2<Re(q)< τ , τ = 2/µ , 0< µ < 2, and ε(t) satisfy
Eq. (12.56). Then
lim
t→∞e
µ(logε(t)−κ) q(q+1)
2
[
E
[(∫ 1
0
eSt (µ ,u,ε(t))du
)q]]
= lim
ε→0
eµ(logε−κ)
q(q+1)
2
[
lim
t→∞E
[(∫ 1
0
eSt (µ ,u,ε)du
)q]]
.
(12.61)
The calculations behind these conjectures are all based on applications of the Girsanov theorem sim-
ilar to those in Subsection 12.2 and Conjecture 5.1. In particular, the expression in Eq. (12.60)
corresponds to the expression for M(q |τ ,λ1,λ2) in Eq. (5.1) with λ1 = µ q and λ2 = 0. The reader
can find details of these calculations in Theorem 4.5 and Lemma 4.6 of [77].
The interest in the strong version of the conjecture is that it contains information about the sta-
tistical distribution of the zeroes at large but finite t, whereas the weak version only describes the
distribution at t = ∞. Moreover, as the strong conjecture fits into the general framework of mod-
Gaussian convergence, cf. Jacod et. al. [49], the results of [32] and [66] and the explicit knowledge
of the limiting function make it possible to quantify the normality zone, i.e. the scale up to which
the tails of our exponential functionals are normal, and the breaking of symmetry near the edges of
the normality zone thereby quantifying precise deviations at large t. We refer the interested reader
to [57] for some rigorous results for positive integer q that partially verify our conjectures when the
underlying statistic comes from CUE.
The same type of result can be formulated for the GFF on the circle.
Conjecture 12.6 Let Vε(ψ) be the GFF on the circle as in Eq. (12.3).
lim
ε→0
eµ(logε−κ)
q(q+1)
2
[
E
[(∫ 1
0
e
√
µ/2
(
Vε(ψ)−Vε(1/2)
)
dψ
)q]]
=
τ
q
τ
Γq
(
1− 1τ
) Γ32(q+1+ τ |τ)
Γ22(τ +1 |τ)Γ2(2q+1+ τ |τ)
×
× Γ2(−q+ τ |τ)
Γ2(τ |τ) . (12.62)
The limiting function in this case corresponds to the Mellin transform of the Morris integral distribu-
tion in Eq. (4.1) with λ = µq/2.
We end this section with another conjecture, which combines Conjectures 12.1 and 12.2 with
Conjecture 12.4, Eq. (12.59). It is a mod-Gaussian statement about the maximum of the centered
GFF on the circle and interval. For simplicity, we let κ = 0.
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Conjecture 12.7 Let the gaussian field Vε (u) be as in Eq. (12.2) and let Vε(ψ) be the corresponding
field on the circle. Let N = 1/ε and consider the discretizations as in Conjectures 12.1 and 12.2. Let
−1< Re(q)< 1.
lim
N→∞
N−q
2−2q(logN)3q/2E
[
e
qmax
{
Vε (x j)−Vε(0), j=1···N
}]
=eqconst Γ(1−q)G(2+2q)
G(2+q)
G(2)
G(2−q)×
× G(1)
G(1−q)
G(4)
G(4+q)
, (12.63)
lim
N→∞
N−q
2−2q(logN)3q/2E
[
e
qmax
{
Vε (ψ j)−Vε(1/2), j=−N/2···N/2
}]
=eqconst Γ(1−q)G(2+2q)G
2(2)
G3(2+q)
×
× G(1)
G(1−q) . (12.64)
It should be emphasized that the expressions on the right-hand side of Eqs. (12.60), (12.62), (12.63),
and (12.64) are not Mellin transforms of probability distributions. We refer the interested reader to
[20] and [21] for deep results on the subtle nature of the distribution of the maximum of the centered
GFF fields. In addition, as shown in [20], the distribution of the maximum of the two-dimensional
gaussian field with the covariance − log |~r1−~r2| can be similarly quantified in terms of the critical
analytic continuation of the complex Selberg integral in Eq. (11.10).
13 Conclusions
We have reviewed conjectured laws of the Bacry-Muzy GMC measures on the circle and interval
with logarithmic potentials. We have described both the analytical and probabilistic approaches to the
Morris and Selberg integral probability distributions that are believed to give these laws. The building
blocks of the Morris and Selberg integral distributions are the so-called Barnes beta distributions,
whose theory we have reviewed in detail. We have also described critical Morris and Selberg integral
distributions, which are conjectured to be the distributions of derivative martingales of the Bacry-
Muzy GMC measures on the circle and interval.
Our analytical methods are not limited to the Morris and Selberg integrals. We have given the an-
alytic continuation of the complex Selberg integral and established its involution invariance property.
We have considered three applications of our conjectures. The first application is the calculations
of the distribution of the maximum of the discrete Gaussian Free Field restricted to the circle and
interval in terms of the critical Morris and Selberg integral distributions, respectively. The second
application is the calculation of inverse participation ratios of the Fyodorov-Bouchaud model. In
the third application we have conjectured two kinds of mod-Gaussian limit theorems. The first kind
relates linear statistics that converge to the H 1/2−Gaussian noise to the Selberg integral distribution.
The second kind relates the distribution of the maximum of the centered Gaussian Free Field restricted
to the circle and interval to the critical Morris and Selberg integral distributions.
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A Appendix: Proofs of Results on Barnes Beta Distributions
In this section we will give proofs of the results in Section 7. The proofs rely on Eqs. (3.34) and
(3.35), properties of infinitely divisible distributions, and Lemma A.1 below. We note that Eqs. (3.34)
and (3.35) continue to hold for any f (t) of the Ruijsenaars class, i.e. analytic for Re(t) > 0 and at
t = 0 and of at worst polynomial growth as t → ∞, cf. Section 2 in [89], provided we define the
corresponding generalized Bernoulli polynomials by
B
( f )
m (x),
dm
dtm
∣∣∣
t=0
[
f (t)e−xt
]
. (A.1)
The main example that corresponds to the case of Barnes multiple gamma functions is the function
f (t) that is defined in Eq. (3.30). Many of the proofs go through with a general f (t) so we add
the superscript ( f ) and drop a from the list of arguments to indicate that the given formula does not
require f (t) to be as in Eq. (3.30).
A.1 M ≤ N
Lemma A.1 (Main Lemma) Let f (t) be of the Ruijsenaars class. Let {bk}, k ∈N, be a sequence of
real numbers, n,r ∈ N, and q ∈ C. Define the function g(t) by
g(t), f (t)e−qt
dr
dtr
[
e−b0t
N
∏
j=1
(1− e−b jt)]. (A.2)
Then,
g(n)(0) =
n
∑
m=0
(
n
m
)
B
( f )
n−m(q)
dm+r
dtm+r
∣∣∣
t=0
[
e−b0t
N
∏
j=1
(1− e−b jt)], (A.3)
= (−1)r
N
∑
p=0
(−1)p
N
∑
k1<···<kp=1
(
b0+∑bk j
)r
B
( f )
n
(
q+b0+∑bk j
)
, (A.4)
= 0, if r+n< N, (A.5)
= f (0)N!
N
∏
j=1
b j, if r+n= N. (A.6)
Proof The expression in Eq. (A.3) follows from Eq. (A.1). Using the identity
N
∏
j=1
(1− e−b jt) =
N
∑
p=0
(−1)p
N
∑
k1<···<kp=1
exp
(−(bk1 + · · ·+bkp)t), (A.7)
we can write
dr
dtr
[
e−b0t
N
∏
j=1
(1− e−b jt)]= (−1)r N∑
p=0
(−1)p
N
∑
k1<···<kp=1
(
b0+∑bk j
)r
exp
(−(b0+∑bk j )t). (A.8)
Substituting this expression into Eq. (A.2) and recalling Eq. (A.1), we obtain Eq. (A.4). Eq. (A.5) is
immediate from the definition of g(t) in Eq. (A.2), and Eq. (A.6) follows from Eq. (A.3).
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Corollary A.1 (
SN B
( f )
n
)
(q |b) = 0, n= 0 · · ·N−1, (A.9)(
SN B
( f )
N
)
(q |b) = f (0)N!
N
∏
j=1
b j, (A.10)(
SN x
n
)
(q |b) = 0, n= 0 · · ·N−1, (A.11)(
SN x
N
)
(q |b) = (−1)NN!
N
∏
j=1
b j. (A.12)
Proof Eqs. (A.9) and (A.10) follow from Lemma A.1 by setting r = 0 and recalling Eq. (7.1). Eqs.
(A.11) and (A.12) follow from Eqs. (A.9) and (A.10) by letting f (t) = 1 in Lemma A.1 so that the
corresponding Bernoulli polynomials are B
( f )
n (x) = (−x)n.
Proof of Theorem 7.1 Let M ≤ N and Re(q) >−b0.We start with the definition of ηM,N(q |a, b) in
Eq. (7.2), except we allow for a general L
( f )
M , and substitute Eq. (3.34) for logΓ
( f )
M (w). By Eq. (A.9)
in Corollary A.1 and linearity of SN , we obtain
ηM,N(q |b) = exp
( ∞∫
0
[(
SN exp(−xt)
)
(q |b)− (SN exp(−xt))(0 |b)] f (t)dt/tM+1). (A.13)
Letting r = 0 in Eq. (A.8), we have the identity
e−b0te−qt
N
∏
j=1
(1− e−b jt) = (SN exp(−xt))(q |b) (A.14)
so that Eq. (A.13) can be simplified to
ηM,N(q |b) = exp
( ∞∫
0
(e−qt −1)e−b0t
N
∏
j=1
(1− e−b jt) f (t)dt/tM+1
)
. (A.15)
This is the canonical representation of the Laplace transform of an infinitely divisible distribution on
[0, ∞), confer Theorem 4.3 in Chapter 3 of [96].
ηM,N(q |b) = exp
(
−
∞∫
0
(1− e−tq)dK( f )M,N(t |b)/t
)
, (A.16)
dK
( f )
M,N(t |b), e−b0t
N
∏
j=1
(1− e−b jt) f (t)dt/tM . (A.17)
It remains to note that dK
( f )
M,N(t |b) satisfies the required integrability condition
∞∫
0
e−stdK( f )M,N(t |b) =
∞∫
0
e−ste−b0t
N
∏
j=1
(1− e−b jt) f (t)dt/tM < ∞, s> 0. (A.18)
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Denote this non-negative distribution by − logβM,N(b) so that βM,N(b) ∈ (0, 1] and
E
[
exp
(
q logβM,N(b)
)]
= ηM,N(q |b), Re(q)>−b0. (A.19)
This is equivalent to Eq. (7.5).
Now, we note that
∞∫
0
dK
( f )
M,N(t |b)/t < ∞ iffM < N. (A.20)
It follows from Proposition 4.13 in Chapter 3 of [96] that logβM,N(b) is absolutely continuous if
M=N. IfM<N,− logβM,N(b) is compound Poisson by Theorem 7.1 and Proposition 4.4 in Chapter
3 of [96]. In particular,
P
[
logβM,N(b) = 0
]
= exp
(
−
∞∫
0
dK
( f )
M,N(t |b)/t
)
. (A.21)
The result follows from Eq. (A.17).
Proof of Corollary 7.1 It is sufficient to note that βM,N is compactly supported, confer Section 2.2
in [15].
Proof of Theorem 7.2 The starting point of the proof is Eq. (3.35). Substituting Eq. (3.35) into Eq.
(7.2) and using linearity of SN , we can write in the limit of q→ ∞, |arg(q)|< pi,
ηM,N(q |b) = exp
(
−(SN logΓM)(0 |b))exp(− 1
M!
SN
(
B
( f )
M (w) log(w)
)
(q |b)+
+
M
∑
k=0
B
( f )
k (0)
(
SN(−w)M−k
)
(q |b)
k!(M− k)!
M−k
∑
l=1
1
l
+O(q−1)
)
. (A.22)
Now, to compute SN
(
B
( f )
M (w) log(w)
)
(q |b), we expand the logarithm in powers of 1/q, resulting in
terms of the form Eq. (A.4) with n=M. By Eq. (A.3) in Lemma A.1, if r+m>M, then such terms
are of order O(1/q). If r+m ≤ M and M < N, they are all zero by Eq. (A.3). If r+m ≤ M and
M = N, the only non-zero terms satisfy r+m= N so that they have degree zero in q. Hence, we have
the estimate
SN
(
B
( f )
M (w) log(w)
)
(q |b) = log(q)SN
(
B
( f )
M (w)
)
(q |b)+O(q−1), ifM < N, (A.23)
= log(q)SN
(
B
( f )
M (w)
)
(q |b)+O(1), ifM = N. (A.24)
If M < N, the expression in Eq. (A.23) is zero by Eq. (A.9) and the sum in Eq. (A.22) is zero by Eq.
(A.11) so that Eq. (7.7) follows from Eq. (A.22). If M = N, the result follows from Eqs. (A.10) and
(A.12).
From now on we restrict ourselves to f (t) as in Eq. (3.30).
Proof of Theorem 7.3 It is sufficient to substitute Eq. (3.1), written in the form
LM
(
w+ai |a
)
= LM(w |a)−LM−1(w | aˆi), (A.25)
into Eq. (7.2) and recall the definition of ηM−1,N(q | aˆi,b).
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Proof of Corollary 7.2. To prove Eq. (7.10), note that Eq. (7.1) implies the identity
(SN f )(q |b0+ x) = (SN f )(q+ x |b), (A.26)
and the result follows from definition of ηM,N(q |a, b) in Eq. (7.2). Eq. (7.11) is immediate from Eq.
(7.2). Eq. (7.12) is equivalent to Eq. (7.9) due to the special case of q= 0 in Eq. (7.9),
ηM,N(ai |a,b) = exp
(−(SNLM−1)(0 | aˆi,b)). (A.27)
The proof of Eq. (7.13) follows from Eqs. (7.11), (7.10), and (7.12), in this order.
ηM,N(q |a, b j+ai) = ηM,N−1(q |a, bˆ j)
ηM,N−1(q |a, b0+b j+ai, bˆ j)
,
= ηM,N−1(q |a, bˆ j) ηM,N−1(ai |a, b0+b j, bˆ j)
ηM,N−1(q+ai |a, b0+b j, bˆ j)
,
= ηM−1,N−1(q | aˆi, b0+b j, bˆ j) ηM,N−1(q |a, bˆ j)
ηM,N−1(q |a, b0+b j, bˆ j)
. (A.28)
The result follows by yet another application of Eqs. (7.10) and (7.11). Finally, to verify Eq. (7.14),
we combine Eqs. (7.11) and (7.12) to obtain
ηM,N(q+ai |a, b) = ηM,N(q |a, b)ηM,N(ai |a, b)ηM−1,N−1(q | aˆi, b0+b j, bˆ j)
ηM−1,N−1(q | aˆi, bˆ j)
,
= ηM,N(q |a, b) ηM,N(ai |a, b)
ηM−1,N−1(b j | aˆi, bˆ j)
ηM−1,N−1(q+b j | aˆi, bˆ j)
ηM−1,N−1(q | aˆi, bˆ j)
(A.29)
by Eq. (7.10). It remains to notice that Eqs. (7.11) and (A.27) imply
ηM,N(ai |a, b) = ηM−1,N−1(b j | aˆi, bˆ j). (A.30)
Proof of Corollary 7.3. To prove Eq. (7.15) we need to recall the Shintani factorization of multiple
gamma functions, cf. Eq. (3.42). It is sufficient to note that Lemma A.1 implies(
SNx
n
)
(q |b) = (SNxn)(0 |b), n≤ N. (A.31)
and ΨM(w,y |a) and φM(w,y |a,aM) in Eq. (3.42) are polynomials in w of degreeM.Hence, forM≤N
we can write by Eq. (3.42),
(
SNLM
)
(q |a,b)− (SNLM)(0 |a,b) = ∞∑
k=0
[(
SNLM−1
)
(q+ kaM |a,b)−
− (SNLM−1)(kaM |a,b)], (A.32)
which is equivalent to Eq. (7.15). Eq. (7.15) is equivalent to
ηM,N(q |a,b) =
∞
∏
k=0
ηM−1,N(q | aˆi,b0+ kai), (A.33)
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by Eq. (7.10) hence verifying Eq. (7.17). Using Eq. (A.31) in the same way, Eq. (7.16) follows
from the Barnes factorization in Eq. (3.8). Finally, to prove Eq. (7.18), it is sufficient to note that Eq.
(7.16) is equivalent to
ηM,N(q |a,b) =
∞
∏
n1,··· ,nM=0
η0,N(q |b0+Ω), (A.34)
which in turn is equivalent to Eq. (7.18). Alternatively, Eq. (7.18) follows from Eq. (7.17) directly
by induction.
Proof of Corollary 7.4 Repeated application of Eq. (7.9) gives the identity
ηM,N(q+ kai |a,b) = ηM,N(q |a,b)exp
(
−
k−1
∑
l=0
(
SNLM−1
)
(q+ lai | aˆi,b)
)
. (A.35)
Equations Eqs. (7.19) and (7.20) now follow by letting q= 0 and q=−kai, respectively.
Proof of Theorem 7.4. By Eq. (3.39) and the definition of the operator SN in Eq. (7.1), we have the
identity (
SNLM
)
(κ q |κ a,κ b) = (SNLM)(q |a,b)− logκ
M!
(
SNBM,M
)
(q |b) (A.36)
so that by Lemma A.1 we obtain for M ≤ N
logηM,N(κ q |κ a,κ b) =
(
SNLM
)
(κ q |κ a,κ b)− (SNLM)(0 |κ a,κ b),
= logηM,N(q |a, b). (A.37)
The result follows.
Proof of Corollary 7.5. This follows from Eq. (7.16) using the formula for the number of compo-
sitions of k into exactly m parts, confer [17], i.e. (k |M) equals the number of non-negative integer
solutions to n1+ · · ·+nM = k.
A.2 N =M−1
We begin with a lemma on the action of SM−1 on polynomials that complements Lemma A.1 .
Lemma A.2 Let f (t) be a fixed function of Ruijsenaars type.
(
SM−1B
( f )
M
)
(q |b)− (SM−1B( f )M )(0 |b) =−q f (0)M!M−1∏
j=1
b j. (A.38)
Proof Define the function g(t),
g(t), f (t)e−qte−b0t
N
∏
j=1
(1− e−b jt). (A.39)
Then, using the identity
e−(q+b0)t
N
∏
j=1
(1− e−b jt) =e−(q+b0)t
N
∑
p=0
(−1)p
N
∑
k1<···<kp=1
exp
(−(bk1 + · · ·+bkp)t),
=
(
SNe
−xt)(q|b), (A.40)
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one obtains
g(k)(0) = (SNB
( f )
k )(q |b). (A.41)
To verify Eq. (A.38), letting N =M−1, k =M, one observes that Eq. (A.41) implies the identity
(SM−1B
( f )
M )(q |b) = f (0)
dM
dtM
∣∣∣
t=0
M−1
∏
j=1
(1− e−b jt)+M!
M−1
∏
j=1
b jB
( f )
1 (q+b0). (A.42)
Hence,(
SM−1B
( f )
M (x)
)
(q |b)− (SM−1B( f )M (x))(0 |b) =M!M−1∏
j=1
b j
(
B
( f )
1 (q+b0)−B( f )1 (b0)
)
. (A.43)
Finally, it remains to notice that B
( f )
1 (x) satisfies the identity
B
( f )
1 (x)−B( f )1 (x+ y) = f (0)y, (A.44)
and Eq. (A.38) follows.
Proof of Theorem 7.5 We wish to establish the identity
ηM,M−1(q|a,b) = exp
( ∞∫
0
dt
t
[
(e−tq−1)e−b0t
M−1
∏
j=1
(1− e−b jt)
M
∏
i=1
(1− e−ait)
+qe−t
M−1
∏
j=1
b j
M
∏
i=1
ai
])
. (A.45)
Once it is established, Eq. (7.38) follows immediately by adding and subtracting qt in the integrand,
which allows us to split the integral in Eq. (A.45) into two individual integrals and thereby bring it to
the required Le´vy-Khinchine form. To verify Eq. (A.45) we need to recall the Ruijsenaars formula in
Eq. (3.34). We see from Lemma A.1 that for any k = 0 · · ·M−1 we have the identity(
SM−1BM,k(x|a)
)
(q |b)− (SM−1BM,k(x|a))(0 |b) = 0. (A.46)
It follows upon substituting Eq. (3.34) into Eq. (7.34) and using Eq. (A.38) that the only non-
vanishing terms are
ηM,M−1(q|a,b) = exp
( ∞∫
0
dt
t
[(SM−1e−xt)(q |b)− (SM−1e−xt)(0 |b)
M
∏
i=1
(1− e−ait)
+qe−t
M−1
∏
j=1
b j
M
∏
i=1
ai
])
, (A.47)
and the result follows from Eq. (A.40). Now, we have the obvious identities
∞∫
0
e−b0t
M−1
∏
j=1
(1− e−b jt)
M
∏
i=1
(1− e−ait)
dt
t
= ∞, (A.48)
∞∫
0
e−b0t
M−1
∏
j=1
(1− e−b jt)
M
∏
i=1
(1− e−ait)
dt = ∞, (A.49)
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which imply that logβM,M−1(a,b) is absolutely continuous and supported on R by Theorem 4.23 and
Proposition 8.2 in Chapter 4 of [96], respectively. The scaling invariance in Eq. (7.39) is a corollary
of Eqs. (3.39) and (A.38).
Proof of Theorem 7.6 The asymptotic expansion of logΓM(w |a) in Eq. (3.35) consists of the lead-
ing term −BM,M(w |a) log(w)/M! plus a polynomial remainder. Lemmas A.1 and A.2 show that the
remainder term contributes O(q) to logηM,M−1(q|a,b). It remains to show that as q→ ∞,(
SM−1BM,M(x |a) log(x)
)
(q|b) =−M!(M−1∏
j=1
b j/
M
∏
i=1
ai
)
q log(q)+O(q). (A.50)
Slightly generalizing the calculation in Lemma A.2, let
g(t), f (t)e−qt
dr
dtr
[
e−b0t
M−1
∏
j=1
(1− e−b jt)]. (A.51)
Then,
g(n)(0) =
n
∑
m=0
(
n
m
)
B
( f )
n−m(q)
dm+r
dtm+r
∣∣∣
t=0
[
e−b0t
M−1
∏
j=1
(1− e−b jt)], (A.52)
= (−1)r
M−1
∑
p=0
(−1)p
M−1
∑
k1<···<kp=1
(
b0+∑bk j
)r
B
( f )
n
(
q+b0+∑bk j
)
. (A.53)
In our case n =M, f (t) as in Eq. (3.30), and the expression in Eq. (A.53) is the coefficient of 1/qr
that one gets by expanding
(
SM−1BM,M(x |a) log(x)
)
(q|b) in powers of 1/q. By Eq. (A.52) we can
restrict ourselves to m+ r≥M−1. On the other hand, the overall power of q isM−m− r so that we
are only interested in M−m− r ≥ 1, as the other terms contribute O(1). Hence, m =M− r−1, and
the contribution of such terms is O(q),(
SM−1BM,M(x |a) log(x)
)
(q|b) = log(q)(SM−1BM,M(x |a))(q|b)+O(q), (A.54)
and the result follows from Eq. (A.38).
Proof of Theorem 7.7 The factorizations in Eqs. (7.44) and (7.45) are corollaries of Lemma A.1
and Shintani and Barnes factorizations of the multiple gamma functions, see Eqs. (3.42) and (3.8),
respectively. A direct proof can be given as follows. The Mellin transform of βM,M−1(a,b, b¯) is
ηM,M−1(q|a,b, b¯) = exp
( ∞∫
0
dt
t
(
(e−tq−1)e−b0t +(etq−1)e−b¯0t
)M−1∏
j=1
(1− e−b jt)
M
∏
i=1
(1− e−ait)
)
. (A.55)
Let i=M without any loss of generality. The formula in Eq. (A.55) can be written in the form
ηM,M−1(q|a,b, b¯) =e
∞∫
0
dt
t
∞
∑
k=0
[
(e−tq−1)e−(b0+kaM)t+(etq−1)e−(b¯0+kaM)t
]
M−1
∏
j=1
(1−e−b jt )
(1−e−a jt ) ,
=
∞
∏
k=0
exp
( ∞∫
0
dt
t
(e−tq−1)e−(b0+kaM)t
M−1
∏
j=1
(1− e−b jt)
(1− e−a jt)
)
×
× exp
( ∞∫
0
dt
t
(etq−1)e−(b¯0+kaM)t
M−1
∏
j=1
(1− e−b jt)
(1− e−a jt)
)
, (A.56)
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which is exactly the same as the expression in Eq. (7.44) if one recalls Eq. (7.5) and identity in Eq.
(7.10). The expression in Eq. (A.56) is equivalent to Eq. (7.46). If we now apply Eq. (7.18) to each
Barnes beta factor in Eq. (7.46), we obtain Eq. (7.47), which is equivalent to Eq. (7.45). The scaling
invariance in Eq. (7.48) follows from Eq. (7.39).
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