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groups whose point groups K are “linear” 
in the case when the Coxeter 
TRODUCTION 
Let V b e vet of translations of a finite dimensional real 
lx-.. -.- -*--.porranr part in the calculation of H’(K, V/A) is then 
of complete multipartite graphs. The only sub- 
correspond to finite Coxeter groups are of type 
I 3, or D,. This may help to explain why, in earlier work 
with finite Coxeter point groups [2,3], components of r 
types played a rather mysterious, exceptional role. 
2, we study certain properties of linear Coxeter groups to 
complement the work of Vinberg [4]. In particular, we investigate which 
of these are crystallographic and determine the invariant lattices. However, 
we have not been able to find the important normalizer of K in GL( V); it 
may be that the answer is the same as in the finite case [3]. In Section 3, 
we calculate the group H’(K, V/A) in the special case noted above. 
For an outline of the theory of space groups and all unexplained nota- 
tion and terminology, we refer the reader to [3]. We say that vertices i and 
j of a graph are “joined” if {i, j} is an edge. 
190 
0021-8693/92 $3.00 
Copyright 0 1992 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
CRYSTALLOGRAPHICGROUPS 
2. LINEAR COXETER GROUPS 
Let C be a chamber in V determined by a finite set of hyperplanes 
passing through the origin [l]; we may assume that these hyperplanes are 
precisely the “walls” of C. There exist linear functions 6,: V+ IX, 
i=l , ..., m, such that C= (LIE VI (u, ~?,)a0 for i= 1, . . 
defining hyperplanes are represented by their kernels. Sup 
such that (IX,, 6,) =2 and let S= {s,} be the set of ‘ 
D = dingfar, . . . . a,}. Therefore N is determin 
group if 
-el+ be the subspace of V spanned by the q’s and 
Vk= {VE VI g(u) = u for all g EK) = nrzI ker(cZ,); both Vk and Vk are 
clearly invariant under K. 
PROPOSITION 2.1. Zf K is a linear Coxeter group, the following properties 
of K are equivalent: 
(a) H’(K, V) = 0; 
(b) the matrix N is invertible. 
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If they are satisfied, then the ai’s and the di,‘s are both linearly independent 
and 
v= Vk@ Vk. 
Proof: If t: K-+ V is a cocycle, we have (1 +si) t(si) = t(sf) = t( 1) = 0; 
therefore 2t(si) = (1 - si) t(s,) = (t(s,), ai) cli, so that t(s,) = timi for some 
tiE R. Conversely, a function t: S -+ V of this form extends t 
K + V. In view of the presentation (1) of K, it suffices to see t 
t(si) = 0 for all si E S-which is clear-and that 
(1 + sisj + . . + (s;sJ+( t(s,) + J 
whenever m, < cc. Note first that 1 + s,s, + . . $ 
image of 1 - s,s,, since (s,s,)~” = 1. However, sin> 
(1 - s,s,)(d = (2 - 4, 
(1 - s,s,)(q) = --n,4 
and the determinant 2(2 - nun,,) - t--n;; 
spanned by tli and gj, which pro’ 
On the other hand, coboundariel 
of the form si+ u-si(u) = 
can be written in the fo 
column vectors (u,, . . . . v,! 
any choice of tl 
equivalence of (a 
A relation CJ 
between 1 
Cj Yj Caj, 
tions must. 
H gz,, > 0, this image is 
Pinduced by functions S + V 
system of equations (v, 6;) = ti 
.e u = C vjaj and u and t are the 
r,,J. It 
< 
can therefore be solved with 
only if N is invertible, which shows the 
ween the 6,‘s leads to a relation Ci xi(orjdii) = 0 
lO&tween 
bile a relation Cj yjorj = 0 leads to a relation 
the columns of N. If (b) is satisfied, both rela- 
vial 4 rthermore, in this case, if u E V and ((0, &)) = I R, we have (u -0, cFi) = 0 for i = 1, . . . . m, where 
_sincm = w + (u - o), it follows that V = V, + Vk. If an ele- 
i.e., N(u,)’ = 0, so that all u, = 0 by the invertibility of N. Q.E.D. 
The csition H’(K, V) = 0 occurs in several basic propositions of crys- 
tallography [3]; we shall assume from now on that it is satisfied. Let r be 
the Coxeter graph of K. If f, is a connected component of F’, let V, be the 
subspace of vk spanned by those a, for which i E r,. Then V, = @ ~ V, is 
the decomposition of Vk into irreducible K-submodules. The group K is 
called orthogonal if there exists a bilinear form ( ., .) on Vk, invariant 
under K, and such that its restriction to each subspace VL is non-zero. A 
result of Bourbaki [l] implies that this restriction is then necessarily non- 
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degenerate, unique up to a scalar multiple, and either symmetric or skew- 
symmetric. Furthermore, for any C(~, aj, we have the equation (cci, O(~) =
(si(cli), ~,(a~)) = ( --c(~, uj- nUcci), so that 2(a,, tx,) =nli(cci, ai). First, this 
shows that the restriction of (., .) to any subspace V,. cannot be skew- 
symmetric, since it would then vanish identically on V,; the form (., .) 
is therefore itself necessarily symmetric and non-degenerate. Second it 
follows that the subspaces V,. are mutually orthogonal. 
conclude that n,,(cc(, cli) = nj,(aj, OLD), which implies that 
(cci, cr,), for cl; belonging to a fixed subspace I’,, are all 
same sign. By altering the sign of (., .) on V,., if 
without loss of generality that (cr,, a,) >O fo 
definition of orthogonality adopted by Vinberg 
PROPOSITION 2.2. The following assert 
(a) K is orthogonal; 
(b) the matrix N is PD-similar to 
(c) for all distinct vertices 
Proof: See Vinb 
invariant unde 
ographic if there exists a lattice A, in Vk 
for ail i, j = 1, . . . . m. (4) 
Zb,cr, in V,, called the root lattice of B, is 
mvariant under K. Let P(B) = {u E V 1 u - s,(u) E Q(B) for 
lince N was assumed to be invertible, there exist elements 
i Pmsuch that (o,, 6,) = 6,b,, where 6, is the Kronecker delta. If 
P(B), we have V-s~(u)=(v,~,)GI,E~~,~,, i.e., b;‘(v,di,)E.Z, so that 
v = c, (b,-’ (v, 6,)) o, belongs to the lattice spanned by the 0,‘s. It follows 
that P(B) is also a lattice in V,, called the weight lattice of B, which 
contains Q(B) and has the fundamental weights {wi, . . . . w,,,} as an integral 
basis. 
Recall [3] that if Ak is a lattice in V, invariant under K, AZ denotes the 
group of all v E Vk such that u - g(u) E A, for all gE K; for example, 
Q(B)* = P(B). 
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PROPOSITION 2.3. The following are equivalent: 
(a) K is crystallographic; 
(b) there exists a basic system of K; 
(c) the matrix N is PD-similar to an integral matrix. 
If the above are satisfied, we also have A 
(d) each m, equals 2, 3, 4, 6, or 00 for i# j; 
63 every lattice Ak in Vk invariant under K is sd 3 
A, c P(B) and A,* = P(B) for some basic system B 
r 
se 
lattice of this form is invariant under K. 8 
B 
v 
Proof Suppose K is crystallographic and variant 
under K. Let A,= A,n [wa,= Zb,a, for some b, 
if VEA,), we have - some 
v E A,-otherwise a’, 
v= b,a,, we see that n,b,E Zb,, 
K, Q(B) c A, (so that Q(B)* = P(B). Since a lattice 
Ak such that Q(B)c A,c P(1 under K, this shows 
that (a) implies (b) and (e). nt that (b) implies (a). 
true, the dihedral ted by reflexions si and s, leaves 
of K in V, consists of the linear mappings which 
K is finite. 
The number of isomorphism classes or basic systems of 
Proof Suppose B= {bicci) is a basic system of K. If i, je r are joined, 
(4) implies that bj/bi = A,/n, for some Aii~ Z. Similarly, bi/bj = Aji/nji, 
from which follows A,A,, = nijnji, so that A, must divide the integer nUnji. 
There are thus only finitely many possible values of bj/bi. By induction, 
this is still true ifj is connected to i. Wemay choose an element i from each 
connected component of r and ensure that bi = 1 by applying a suitable 
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element of C(K). There are then only finitely many possible values for 
remaining bJ’s. Q.E.D. 
PROPOSITION 2.5. The number of K-isomorphism classes of lattices in V 
invariant under K is finite. 
Proof: If B and B’ are basic systems of K and B’= f( 
f~ C(K), then lattices A, in V, such that Q(B) c Ak c P( 
are carried by f into lattices /i; 
thus only finitely many K-isomorphism classes of 
under K. More generally, a lattice A in V 
mined by the method of [3]. It depends 
A, = A n Vk in Vk and on the projection of 
tained in P(B)/A,. There are thus still only li 
classes of such lattices in V. 
PROPOSITION 2.6. Zf A is a lattice ir 
H’(K’, V/A) is finite and annihild hit -. 
zder K, the group 
in V such thai 
is a crystallographic linear Coxeter group 




‘abstract” Coxeter group with generators si, . . . . s, 
1, Chap. V, Sect. 41 has shown how to realize W 
Coxeter group in an m-dimensional space. One can 
lization is crystallographic if and only if the following 
mii= 2, 3, 4, 6, or cc for all i#j, 
(ii) in every circuit of the Coxeter graph of W, the number of edges 
marked by 4 and the number of edges marked by 6 are even. 
The necessity of these conditions has been remarked by Bourbaki [l] 
while the sufficiency can be proved by constructing a suitable basis system. 
However, if K is an arbitrary crystallographic linear Coxeter group, its 
graph need, in general, satisfy property (ii) only for circuits which do not 
contain an edge marked by [3]. 
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3. THE GROUP H'(K, V/A) 
Suppose K is a crystallographic linear Coxeter group for which 
H’(K, V) = 1 is a lattice in V invariant under K and B is a basic system of 
K in I’, such that Q(B) c /i, c P(B) and LIZ = P(B), where LIP is the lattice 
/1 n V, in V,. For convenience, we shall rename the elements of Bto be 
El 3 . . . . a ,; the matrix N is then integral. 
The purpose of this section is to calculate the group H ‘(A 
special case when m, 6 3 for all i, j, i.e., when all the ed; 
graph r of K are marked by [ 31. We then have, for a] 
if my=2 and n,=n,,= -1 if m,,=3. 
PROPOSITION 3.1. A i: K + V/A is a cobounc. 
t, E R such that t(s,) = t,a, mod n for all i E I. ’ 
u rme Proof. As in Proposition 3.4 of [3]. A substantial part of H’(K, V/A) 1 
“weightlike classes” [3], namely ag 
P 
O- ,**/A* - Hom(K,n*/ 
by the subgroup of 
e-he exact sequence 
P (K V/A)- H’(K, V/A*), 
induced by the exacty 
situation L!* = V 
in V,, sd that 
(5) 
V/A* + 0. In the present 
u** = Vk@ P(B)*, with P(B)* calculated 
Hom(K, ( Vk 
H’(K vkIp( 
of [3] that 
(6) 
(7) 
‘.----- r  is the number of connected components in r, p is the dimension 
over Z!/2Z of the subgroup of elements annihilated by 2 in ( Vk @ P( B))/A, 
and x is the number of isolated vertices in ZY 
Given a function t: S + V we define, as in [3], the numbers 
Pq= CtCsi), di,) (8) 
by subtracting from t the function b(s,) = p,,a,/2, which induces a 
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coboundary; we may assume that pii E Z. Then t will induce a cocycle i: 
K + V/n if and only if the following equations are satisfied [3]: 
2t(s;) E A 
piiocj = pjicri mod /i 
for all i, 
if n,=O, 
49,) - G,) = ~,~a~ - ~~,a, mod A 
In particular, (9) implies that 2p, E Z for all 
are characterized by including a cocycle i for 
in Z. 
We say that vertices i, Jo r are equivale 
(notation: i N i). Since /1, c P(B), it follows 
k E r, i.e., i and j are either equal or else 
while not being joined themselves. 
LEMMA 3.2. (i) ifnl,=O andp,i$Z,l 
(ii) if n, =O, nrk #O, 
particular, ifj + k, then pu = plk 
but n,,=l 
LIZ 
E - pii = pjk mod Z, in 
nd i is neither joined nor equivalent 
-P,i) ai+ (Pj<-pjk) aj+ (Pkj-Pki) akEn, 
t 
Y 
elk) ELI. Hence either c = 0 or c = l/2 and (ai + aj + Mk)/ 
LtA. UK same method shows that 
(Pi,- Pg) ai+ (Pi;-Pjk) OLj+ (Pkj-Pkl) cck+ (Plk- P/i) a/EA. 
Furthermore, pii = pjk mod Z and plk = ps mod Z by part (i). Since neither 
ai/2 nor (cli - c(k)/2 belong to LI, we must have pi, = pii mod H. Q.E.D. 
A (full) subgraph A of r is called special (w.r.t. /i) if it satisfies conditions 
(Slk(S3) below: 
(Sl) Any two vertices of A are either joined or equivalent. 
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(S2) No element of T\A is either joined or 
ofd. 
equivalent to an element 
Let A = A, u . . . u A, be the decomposition of A into equivalence 
classes. It is clear from (Sl) that A is a complete s-partite graph with 
respect to the subsets A,. If s= 1, A is a full equivalence class of isolated 
and kEA,. 
to i. 
(b) n, = 0 implies pu E Z. 
establish (Sl ), consider vertices 
that A(i) is special. To 
nJk = 0 and j + k. If, 
joined to v. Lemma 3.2(iii), applied to the 
ws that (a, + c?, + Cr,)/2 and (a, + uk + a,)/2 
a, - ak)/2 E A, a contradiction. 
x k E p \A(i). If k is equivalent to some j E A(i), 
to i, if j is joined to i, or equivalent to i if j - i, in 
ction. Second, suppose k is joined to an element 
st be joined to i, a contradiction; therefore j is joined 
vertex joined to i for which p,, # p,, mod Z. If j is joined to 
a, + a, + a,)/2 E A by Lemma 3.2(iii); this is possible only if k 
ed to v (evaluate 6, at (a, + a, + ak)/2). If j- v, k is again joined 
to v. In either case we may thus apply Lemma 3.2(iv) to conclude that 
p; = p,” mod H, a contradiction. 
To demonstrate (S3), suppose j, k E A(i) are such that pV # p,k mod Z. If 
j is joined to k, then i, j, k belong to distinct equivalence classes and 
(a, + a,+ a,)/2EA by Lemma 3.2(iii). If a,E A(i) belonged to a fourth 
equivalence class, it would be joined to each of i, j, k. The evaluation of 6, 
at (a, + a, + ak)/2 would then yield - 312, a contradiction. If j-k, and 
s > 3, consider an element a, E A(i) inequivalent to any of i, j, k. It must 
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then be joined to all of’ i, j, k and either p,, # p,, mod H or plk # p,,, mod Z, 
which brings us back to the first case, with u replacing either j or k. 
Second, suppose (b) is false for i; let j E r be such that n, = 0 but p,, $ Z. 
By Lemma 3.2(i), we must have j-i, so that j~d(i). Let A, be the 
equivalence class of i in A(i). If A(i)= A,, it satisfies (Sl) and (S3). To 
establish (S2), suppose kET\A(i) is joined to some VE A(i); then 
be joined to i and j. By Lemma 3.2(ii), pkr # pk, mod Z, i.e., (a) 
k, so that A(k) is special. Since iE A(k), this is a contradictio 
% 
A(4 # 
choose some k E A (i)\A , . Then k is joined to both im o t a 
pkr # pkJ mod Z by Lemma 3.2(ii). This again implie 
b 
is s 
contradiction since i E A(k). 
If i E r does not belong to a special subgrap1 
w 
t on value 
mod Z of the numbers pV for indices j SW’ , 
T 
. other , let b, = 0. 
By adding to t the coboundary induci L ction I= b,a,, we may 
assume that plr E Z for all j E r. v 
If i E r does belong to a special subg 
u 
1, w t least have pu E 12 for 
j$ A, by Lemma 3.2(i). If s 3 1 eleme i, from each class A,,; 
let b, = pllz if i E A,, b, = p,,, if n therwise. By adding to 
we may assume that 
bsequent discussion, we 
have been made for each special 
PROPOSITION 3. for i, je A, have the following 
where p = 1, . . . . s. 
pv = pIP1 + p,,, mod Z for all i, jE A,, where 
modZfor all iEd,,, jEA,, wherep#qand 
3, then for some c = 0 or l/2 we have (i) pr/ = P,~, mod Z 
where either p= 1, q=2, or p=2, 3,q= 1; 
pr/ = pL,, + p12, + c mod Z where either p = 1, 2, q = 3, or p = 3, q = 2. 
(f) If iEAp, denote CkEdp plk by A,. Then if s= 1, we have 
A,a,~A+2/1* for all iEA, ifs=2, we have 2A,,o,,+2A,,o,,~A+zA*, 
and ifs = 3, we have 
2A,,w,, + 2A,2~,z + 2(A,, + JA,l c) w,, E A + 2A*. 
(Here o, denotes the fundamental weight corresponding to CI, and iA31 the 
number of vertices in Ax.) 
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Proof. (a) has already been assumed. (b) follows from (10) since 
neither a,/2 nor aj/2 can belong to /i. For (c), choose an element o E A, for 
q # p. Then by 3.2(ii), we have pvi = pvi + pij mod E, pUi = pvi, + pipi mod Z, 
and pvj= pUi,+ pipi mod Z. Adding these equations, we conclude that 
~~=p~,~+p~,~rnod Z. If I’d, and j~d,, with p#q, Lemma (3.2(ii) 
applied with k = i, shows that pii = pii + pizj mod Z. Thisprc 
part (i) of (e) since pii E Z in these cases. For part (ii) of (e), ‘F’ and 
remaining equivalence class of A. Lemma 3.2(iii), applied q Ci; 
{i,, iz, i,}, gives L 1 
where c = 0 or l/2. Applied to the circuit {i, i,, i, 1 
that 
Pii* - Pii, = Pi?; - J 7 
I( lllte Si 
\ 





: a shows 
d Z by Lemma 3.2(ii). 
,,me y, E Vk. By (9) we 
right is in 2A*, it follows that the second 
ok+wi=(ak-C(i)/2E/i or k-l and 2pikE& 
. I + 2A* if s = 1, since ok then equals a,/2, and 
J,.,Lo, E n + 2n* if s > 2. In particular, it holds for i = i, . 
r 
I if keA, and pilk=pilk+cmodZ if ked, by 
ress our condition as stated in the proposition. Q.E.D. 
Gppose X ’ is a IAl x IAl matrix with entries 0 or l/2, where 
IAll + ... + . . . + IAL 
is the number of vertices in A. Call X admissible if its entries satisfy the 
conditions of Proposition 3.4. We can then define a function t,: S + V as 
follows. If s = 1, let yi E /i* be such that 2y, + Aiai E A for each i E A (the 
existence of yi follows from property (f)). Let t,(s;) = yj+ zkcd &ok for 
iEA and t,(s,)=O for iET\A. If s>2, let yi~n* be such that 
2yl+2Ai,~i,+2Ai,wi*~n for s=2 and 
2yl+2Ai,wi,+2A;,oi,+(2Ai,+IA,l c)u~,EA for s=3. 
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Define t,Asi,) =~1 +Cksd ~;,kmk~t.J~i) = L(SiI)-Xiliai2 if in Al, tx(si)= 
t.x(Si,)-xj?iail if in AZ, and t,(s,)= t,(s,,)- (xiji+c) clj, if s=3 and iE A,; 
let t.,(s,) = 0 if i E T\A. One can verify that 
(r,(s,), di,) = xii mod Z, 
for all i, Jo A and that equations (9)-( 11) are satisfied, so that 
a cocycle i,: K -+ V/A. 
Returning to our given cocycle E K -+ V/A, 
the special subgraphs of r with respect to /i. 
the lAcf’l x lAcf’l matrix with entries xrJ equal to 0 
p,, = mod Z for i, Jo Acf’. Then each X, is an admiss:‘- 
construct the cocycles t;,, . . . . ?!,. If A 
t’ = i- t,, - . 
we have (t’(s,), dii) E Z for all i, je r in, 
cocycle. This proves the first part of 
be written uniquely in 
T ’ !I@ are admissible matrises and i’ 
r 
undary if and only ifall Xr = 0 
PROPOSITION 3.5. Every cocy 
theform i=ix,+ .1. +i,“+i’, u 
is a weightlike cocycle 
and i’ is a coboundarq 
Proof: If i is a c 
Proposition 3.1. I 
r t(s),) = t,~, mod n for all iE r by 
evaluating ci, by this equation 
rl = 0, we have pV E Z; furthermore, if Acf’ 
h representatives i,, i,, i,, we see that the 
=Omod Z. Therefore each X,-=0 and 
raph of r, let v(A) be the dimension over Z/22 of 
ssible JAI + 1 A( matrices X. Also, let q(A) be the 
f the group P(B,)/(A + 2A*) n P(B,), where P(B,) 
;e fundamental weights oi for which i E A. If s = 1, then 
:s mbelong 
lrding to whether a weight oi = ai/2, for iE A, does or 
to /i + 2/1*. If s 2 2‘ it is useful to note 
LEMMA 3.6. (i) Zf s= 2, iE A,, and jgA, for pfq, then lAplo,= 
20, mod A. 
(ii) If s=3, iEA,,jEA,, and k E A, for distinct p, q, r, then 
lApI co,+ lA,l o,=2~,modk 
Furthermore, (IApl-l)w,+(lA,l-l)o,+(lArl-l)o~~A. 
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Prooj If i - j, we have wi - wi = (a, - a,)/2 E A. If follows that 
lApI oi= c co, mod A. 
vtd, 
If s = 2, writing 0~~ in terms of the weights, we have aj = 20, - C,, Ap w,, 
therefore (A,1 oi= 2wjmod A, proving (i). If s = 3, then ak = 20, - 
c veAlA, w,, so that 
IA,, oi+ IA,1 co, = 201, mod A. 
Since (ai + aj + a,)/2 = wi + oj + wk - C,, A w, E A, we alsoA: 
(~dpl-l~o,+~l~,l-~~~,+~l~,l- 
this proves (ii). A 
It follows for example that q(d) d 2, wit 
Id,\, . . . . IA,1 are all even. 
PROPOSITION 3.7. (a) Ifs= 1, then v( 
(b) Zfs > 2, then v(d) = (A\ ---q(d) 
ProoJ When s= 1, parts (a) 
be a symmetric matrix I--‘*‘- 
space of such matrices is 
tion 3.4 shod 
loposition 3.4 require that X 
ruiagonal. The dimension of the 
n 
must be in Z by (f); the resultant 
If sa 2, parts (c)-(e) of Proposi- 
x, j, for j E A, and p = 1, . . . . s, as well as the 
determine X. The resultant space has dimension 
v II-l)+(lA,l-l)=lAI-2, 2, (IA,)-1)+(1A21-1)+(1A31--l)+l=lAI-2 in 
part (f) imposes on q(A) further independent conditions, 
ion must be reduced by v(A). 
roposition 3.5 and Eq. (7), we finally conclude that 
dim iz/2z H’W> v/A I= PLP - x + c v(A 1,
where p is the dimension of the 2-torsion part of ( VKO P(B))/A, p is the 
number of connected components of Z, x is the number of isolated vertices 
in Z, and the summation extends over all special subgraphs A of Z with 
respect to A. Q.E.D. 
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EXAMPLE. Suppose r is a graph with seven vertices { 1, . . . . 7) having the 
incidence matrix 
e are further cocycles. 
) x C zsc 0 W 
F 
Y w+c w+z+c w 0 
* 
:r 0 or l/2 and satisfy 
13 
(x- _ o,+2z04+2(0+2C)ro6EA+2A*. (13) 
na 3.6(ii), we conclude that w1 g/i + 2n* and 04=06 mod 
Therefore q(d) = 0 or 1, according to whether or not o4 belong 
to /i + 2/1*. Equation (13) is vacuous in the first case, but requires that 
z = o in the second. The dimension of the space of admissible matrices is 
thus either 5 or 4. The dimension of H’(K, V//i) is therefore p, /J + 5, or 
p + 4, depending on A. 
Remark. Suppose that r happens to be a complete s-partite graph with 
respect to subsets r,, . . . . Ts, for any s 2 1. The graph structure of r is 
determined by the integers gi= lril and we may suppose that 
481,,146!1-14 
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g, < ... bg,. Let ( ., .) be a bilinear form in V, invariant under K. If s = 1, 
K is finite, of classical type A, x . . A, and ( ., .) is necessarily positive 
definite. Suppose s 2 2. By the method of Section 1, one can see that ( ., . ) 
is proportional to the form B defined by 
B(cr,,a,)=2, B(cr,,a,)=O if n,=O, B(cr,, cc,)= -1 if n,J= -1, 
since r is connected. If u = C”, x, is an element of V,, we have- 
i= I \;=I / p=1 \iGr, 
It follows that the restriction of B to the (m - 1)-dim4 
is positive definite. On the other hand, tl 
is orthogonal to this subcnare 
In the cases whe 
positive detinits 
g,=g,=z 
s-n PI-t + d 
, and g,=l, 2, or 3, 6>0 so that B is 
bnite zf classical type A,, A,, or D,. When s = 2, 
,4 and when s= 3, g, = g,= g, = 1, we have 
P 
egener?te and the hypothesis H’(K, V) = 0 is violated. 
casg)b < 0 and B is non-degenerate of index 1; the group 
hl t B(o, w) = (1 - 6) 6, where 
+ 8,). 
in hyperbolic space. 
REFERENCES 
1. N. BOURBAKI, “Groupes et algkbres de Lie,” Chaps. IV-VI, Hermann, Paris, 1968. 
2. N. BRODERICK AND G. MAXWELL, The crystallography of Coxeter groups, J. Algebra 44 
(1977), 29&318. 
3. G. MAXWELL, The crystallography of Coxeter groups, J. Algebra 35 (1975), 159-177. 
4. E. B. VINBERG, Discrete linear groups generated by reflections, Izu. Akad. Nauk SSSR 35 
(1971), 1072-1112. 
