Wilfrid Laurier University

Scholars Commons @ Laurier
Theses and Dissertations (Comprehensive)
2021

Three Essays on The Interface of Sales and Operations
Management
Sara Babaee
baba4590@mylaurier.ca

Follow this and additional works at: https://scholars.wlu.ca/etd
Part of the Operations and Supply Chain Management Commons

Recommended Citation
Babaee, Sara, "Three Essays on The Interface of Sales and Operations Management" (2021). Theses and
Dissertations (Comprehensive). 2372.
https://scholars.wlu.ca/etd/2372

This Thesis is brought to you for free and open access by Scholars Commons @ Laurier. It has been accepted for
inclusion in Theses and Dissertations (Comprehensive) by an authorized administrator of Scholars Commons @
Laurier. For more information, please contact scholarscommons@wlu.ca.

DISSERTATION :

Three Essays on The Interface of Sales
and Operations Management
Submitted by:

Sara Babaee
Submitted to the Lazaridis School of Business & Economics In Partial
Fulfillment of the Requirements for Doctor of Philosophy in Supply Chain,
Operations, and Technology Management

Wilfrid Laurier University
©Copyright
Sara Babaee, 2021

Abstract
This dissertation investigates three profit maximization models for coordinating
Sales and Operations (S&OP) management.
The first problem considers implementing a customer education strategy for the
digital channel users of a multi-channel service provider. Using a customer network
flow model, I investigate the effect of customer education in the digital channel
on the the number of users of digital and in-person channels. Further, I define
a customer value metric that characterizes the optimal level of education effort.
Finally, I determine conditions under which the effect of positive word-of-mouth
regarding the quality of the education dominates the lifetime value of customers.
The second problem studies a supply chain in which a distributor procures perishable products, transports them along the supply chain through distribution
centers, and sells them at retail stores. The objective is to jointly optimize qualitybased transportation decisions and pricing policies. I propose two frameworks to
study this problem under sequential and integrated systems. Pricing and transportation decisions are made separately and then coordinated through an iterative
process in the sequential model, but jointly optimized in the integrated system.
I exploit the special structure of the integrated model formulation and develop a
decomposition-based solution method. I tested the model and solution methodology on a lettuce product distribution network in Eastern Canada.
Finally, the third problem investigates the category space allocation at the macrolevel and explores how considering location-based and product-based attractiveness can improve a retailer’s overall space profitability. I consider both locationbased and product-based attractiveness factors in a mixed integer quadratic problem. As large-scale instances of this problem is computationally challenging to
solve, I further provide a decomposition-based heuristic solution method for solving large instances of the problem.
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Introduction

The new advances in information technologies and digital transformation ask for
new coordination mechanisms for integrating decision making in different segments
of businesses. The availability of information from different segments within organizations enables us to create integrated models to effectively coordinate all the
plans of the business. One area of the research that has generated significant managerial insights on using the available data for creating integrated and coordinated
programs is the Sales and Operations management (S&OP) which is studied using
profit maximization models. Considering the interrelationship between the sales
plan and the operations plan, an effective profit maximization model can guarantee the balance between demand and all the operational capabilities, namely
capacity, distribution, inventory, procurement, etc.
Using cross-functional profit maximization models, however, is not as well established as expected. Part of the difficulty in implementing profit maximization
strategies is explained by the fact that the modelling process often leads to complicated problems. To acquire the benefits of implementing profit maximization
models, effective solution methodologies and optimization techniques should be
developed. An efficient solution methodology in conjunctions with the new level
of data availability can provide the managers with necessary tools for making a
good decision.
This dissertation includes three chapters investigating the sales and operations
interrelationships. At each chapter, I first discuss the new possibilities for implementing integrated profit maximization models in a certain industry; second, I
1

propose a new profit maximization model that can consider the changes in sales
and operations plans simultaneously; and in third step, I develop an effective solution methodology for solving the proposed model to ease the decision-making
process and increase the applicability of the results.
In Chapter 2, I study the problem of implementing a customer education strategy
for digital channel users of a multi-channel service provider. The chapter focuses
on services with high level of customer involvement, such as educational services,
fitness, and weight loss programs. In these services, a customer’s level of knowledge
in the corresponding field affects her choice of channel and retention rate.
I develop and analyze a customer network flow model for a firm providing the
service through two separate channels: a traditional in-person channel and an
online digital channel. In the proposed model, I differentiate the behavior of
novice and expert customers and derive a customer value metric that accounts for
the customers’ level of knowledge. I study the change in the number of users of
each channel due to the change in customer education level in the digital channel.
Further, I characterize the optimal level of education effort in the digital channel
and discuss how this level depends on our defined customer value metric. Finally, I
determine the conditions under which the effect of positive word-of-mouth (WOM)
regarding the quality of the education dominates the lifetime value of customers.
The results of this chapter show how marketing-focused policies, such as customer
education, implemented in the sales department can highly affect operational aspects of the system.
Chapter 3 is focused on the sales and operations interconnected decisions in a
2

fresh produce supply chain. I study the joint pricing and transportation problem
in a perishable product supply chain where products with different levels of quality are substitutable depending on the pricing policy and the customers’ quality
sensitivity. I propose two frameworks to study this problem under sequential and
integrated systems. Pricing and transportation decisions are made separately and
then coordinated through an iterative process in the sequential model, but jointly
optimized in the integrated system.
The integration of transportation and pricing leads to a challenging mixed-integer
quadratic programming (MIQP) formulation which is intractable for the current
state-of-the-art commercial solvers. I exploit the special structure of this formulation and develop a Benders type decomposition method with a transportation
master problem and a collection of pricing subproblems. To evaluate the proposed
models and algorithms, I perform numerical experiments on an illustrative case
study.
I show that the performance of the sequential model is noticeably inferior to the
integrated optimization model on two key metrics: profit and environmental impact in terms of waste products. I show, counter-intuitively, that the presence of
customers with lower quality sensitivity who tolerate imperfect products increases
the waste to sales ratio. Moreover, due to the interrelationship between pricing
and transportation policies, the waste to sales ratio is not monotone in the cost
of the freshness keeping efforts. Finally, I show the practical efficiency of our
proposed decomposition-based algorithm in solving the MIQP compared to the
state-of-the-art solver.

3

In Chapter 4, I study the problem of category space management in the retail
industry. Category placement is an important issue in S&OP which determines
product allocation on shelves while considering related operational constraints and
the impact of space allocations on sales. In this chapter, I focus on the category
space allocation at the macro-level and explore how considering location-based and
product-based attractiveness can improve a retailer’s overall space profitability.
I Integrate both location-based and product-based attractiveness factors in a
mixed integer quadratic problem. However, large-scale instances of this problem
is computationally challenging to solve, even by the state-of-the-art commercial
solvers. Therefore, I provide a two-stage heuristic solution method that generates
a near-optimal answer in shorter CPU times.
Using the two-stage model, I explore the optimal store design for an illustrative
case study. The results link the optimal category space allocation to customers’
shopping path and create a balance between the placement of high-demand and
high-impulse product categories. I show that focusing on product-based attractiveness exposes the store to the congestion risk which can be prevented by adding
constraints limiting the congestion in different aisles of the store.

4
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Customer Education in a Multi-Channel Service Provider

2.1

Introduction

Providing service through multiple channels is enabled by various service interfaces, such as physical stores, websites, and mobile applications (apps for short).
These multiple channels can have both competitive and complementary effects.
Different channels of a firm can be competitive as any enhancement in one channel can shift the demand from the other channels or complementary as enhancing
one channel can increase the overall perceived quality of the firm. Thus, understanding the trade-offs that service providers face when deciding to enhance a
channel is essential.
During the last decade, providing service through online platforms has become
one of the most crucial channels for multi-channel service providers as they are
very successful in attracting new customers. However, these platforms are usually
not strong in growing new customers to repeat customers after the initial use. A
study on the adoption of digital coaching platform among teenagers showed that
while teenagers often download related apps, they stop using them after a short
period of time (Kettunen and Kari 2018). Another survey conducted recently in
the United States showed that while 87% of respondents of age 18-to-29 years
old are open to using an app that gives fitness instructions to them, only 12% of
them will end up using the app regularly (Statista 2017). Therefore, in addition
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to the cross-channel trade-offs, service providers should consider various churn
management strategies to improve the loyalty of online channel users.
Providing multi-channel service is the new standard in many industries. In this
chapter, we focus on a particular type of services, commonly named as complex
and prolonged services (Temerak et al. 2018, Spanjol et al. 2015). The distinctive
feature of complex and prolonged services is that the value is co-created by the
service provider and customers: the firm provides guidelines and structures, but
customers are the main players of the service process as they need to pursue the
guidelines and perform a series of exercises and/or activities to achieve a goal.
All forms of education, fitness training, health care activities, and weight loss
programs are examples of complex and prolonged services (Jo Bitner et al. 1997).
The online channel has been extensively used in complex and prolonged service
environments, as evidenced by the proliferation of health and fitness mobile apps
available in the Google play store and Apple App store (Statista 2018). In these
co-creation service environments, customers’ level of expertise is not only essential
in improving the progress toward desired service outcome, but also in affecting
the relationship between customers and the firm (Temerak et al. 2018). Thus,
educating customers to make them proficient in the field can be considered as a
customer retention strategy.
As a real world example, consider a weight loss program which offers the service in
two channels. In the traditional channel, customers are in contact with a personal
expert coach who will create their appropriate diet plan considering their needs
and preferences. A similar service is provided through the app where technology
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provides a diet plan based on the input from the customer. Clearly these two
channels have different attractiveness for customers and generate different profits
per customer.
In addition to the weekly diet plans, in both channels, customers receive some
nutrition education, which helps them in tailoring the diet plan to their needs and
preferences. This education can improve a customer’s knowledge up to a level that
affects her relationship with the firm, specifically her choice of service channel or
even her churn rate as she feels confident to plan her own diet.
While the firm decides on the level of educational effort in both channels, it is
usually more difficult to modify the effort for the traditional channel due to more
established industry standards, as well as platform limitations. Therefore, in this
chapter, we focus on the trade-offs that a complex and prolonged service provider
faces when trying to enhance its digital channel with educational features.
We propose a mathematical model that analyses the customer flow through the
system. We model the system as a two-channel network (traditional and digital)
with base customers with two levels of knowledge (novice and expert) and statedependent routing. The model captures novice customers conversion to expert
customers, and by linking the customer education to the firm’s revenue flow, we
characterize the conditions under which it is profitable to enhance the digital
channel with educational features.
The rest of this chapter is organized as follows. In Section 2.2, we briefly review the
related literature. We develop our mathematical programming model in Section
2.3. We analyze the profit function and derive the optimal education strategy in
7

Section 2.4. Finally, in Section 2.5 we present our concluding remarks.

2.2

Literature Review

Our work is primarily related to three streams of research, multi-channel service
optimization, customer churn management, and customer education. We will
discuss each of these streams in this section.

2.2.1

Multi-channel Service Optimization

Previous research discussed multi-channel service management from the perspective of customer’s channel selection (Chen et al. 2008, Li et al. 2017) , multichannel strategy implementation(Montaguti et al. 2016, Sousa and Amorim 2018),
and resource allocation between the channels (Xiao et al. 2009). A wealth of related research has studied how the combination of traditional and new channels
influence the service provider’s performance through cross channel effects, complementary effects (Wallace et al. 2004, Homburg et al. 2014) and competitive effects(Bernstein et al. 2009, Huang et al. 2016, Wang and Goldfarb 2017). Huang
et al. (2016) present an empirical study on the cross-channel effects between the
web and mobile shopping channels for an e-commerce company. The results verified the existence of both complementary and competitive effects. However, the
positive complementary effect of introducing the new mobile channel outperformed
its negative competitive effect. Wang and Goldfarb (2017) discuss that for a brickand-click retailer, offline and online channels are competitive when viewed as retail
channels and complementary when viewed as marketing channels . While cross
8

channel effects are mainly studied empirically, our research analytically discusses
how improving the quality of one channel affects the firm’s other service channels.
Moreover, as it is shown in a comprehensive review of studies in the multi-channel
retail industry (Li et al. 2018), the research has been mainly focused on retail
services (Oh et al. 2012) and other service environments have rarely been studied.
One exception is the work of Akçura and Ozdemir (2017), who investigate the
multi-channel optimization problem for expert services. Their research discusses
whether the expert service providers, such as lawyers, designers, and financial
advisers should charge separate prices for the in-person and the online service
or they should provide the online service as a supplement to their traditional
in-person one . Our research is focused on the complex and prolonged services,
which is fundamentally different from online sales, as it includes the customer
involvement in the service process and its impact on the service outcome(Roels
2014, Bellos and Kavadias 2019).

2.2.2

Customer Churn Management

Customer churn or defection is a crucial concern for firms in various industries
and can dramatically affect a firm’s financial performance. Most of the research
on customer churn management has either focused on single channel services (such
as Akçay et al. (2010), Ascarza and Hardie (2013), and Ng and Chung (2012))
or studied the impact of different factors in multi-channel services on customer
retention empirically (Boehm 2008). Chang and Zhang (2016) analytically model
the dynamics of multi-channel customer relationships in a non-contractual retail
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setting . Our model extends the customer retention activities, in form of customer
education, to multi-channel complex prolonged service providers.

2.2.3

Customer Education

A competing hypotheses exist on whether educating customers has a positive or
negative effect on customer’s retention (Bell et al. 2017). While some studies show
a positive relationship between customers expertise and their loyalty to the firm
(Bell et al. 2005, Suh et al. 2015), some other studies have found no significant
relationship (Bell and Eisingerich 2007) or even negative relationship (Wirtz and
Mattila 2003) between customer’s level of expertise and their loyalty.
Complex and prolonged service providers are generally reluctant to invest on customer education as they afraid it provides customers with enough knowledge to
produce the service by themselves, blame the firm when things go wrong, and
switch to the competitors (Hilton et al. 2013, Eisingerich and Bell 2008). However, some studies show that customer education can be an effective tool to build
a stable and trusting relationship with customers (Retana et al. 2016, Burton
2002). Building upon these studies, we link the investment in customer education
to the customers’ retention and the corresponding firm’s profit.
To summarize, the central contribution of our work is integrating the above three
streams of literature by mathematically modeling the impacts of implementing
a customer education strategy on customers’ flow and cross channel effects in a
complex and prolonged multi-channel service provider.

10

2.3

Model and Problem Formulation

We consider a firm that offers a complex and prolonged service through two separate channels: (i) traditional channel where in-person service, education and
support is provided for customers, and (ii) digital channel where customers have
access to the firm’s mobile app (or website) which offers the service, alongside
online learning process. Due to different provided services, channels have distinct
attractiveness for customers and profitability.
New customers arrive at the system through each channel following a stationary
Poisson process with rate λi for channel i ∈ {t :traditional, d :digital}. While
receiving the service, customers are educated to increase their knowledge in the
field. We consider two levels of customers’ expertise: expert customers who are
properly applying all the service guidelines and effectively deriving the value by
adapting the service to their preference, and novice customers who only follow the
instructions and cannot improvise or design a plan. We assume all new customers
are novice at their arrival but can grow to the expert level. After each period of
interaction with the firm, a novice customer receiving service and education in the
traditional channel becomes expert with probability t , and a novice customer who
receives some education while receiving service in the digital channel becomes expert with probability d . All expert customers remain expert until they eventually
leave the firm.
One obvious caveat of considering only two levels of expertise is that we cannot
fully capture the learning process and we observe a memoryless process where
the education history of a novice customer is neglected. This “recency effect” is
11

commonly assumed in models that link customers’ behavior to their past interaction with the firm (e.g., Ho et al. (2006) and Afèche et al. (2017)). Capturing
the education history of each customer is feasible in our model by considering the
intermediary steps of customers’ knowledge and flows of customers among them,
but it is outside the scope of this chapter.
We consider a contractual setting where at the start of each period (week or month
for instance) base customers either renew their subscription to the traditional or
digital channel, or leave the firm. We assume that the probability of each of
these observable decisions depends on the characteristics of the channel as well as
the customer’s current level of expertise. At the start of each renewal period, a
novice (expert) customer will leave the firm with the probability of µn (µe ), sign
a contract for the traditional channel with the probability of rtn (rte ) or sign a
contract for the digital channel with the probability of rdn (rde ). The firm’s profit
of serving a customer is independent of the customer’s knowledge level. We let
wt and wd represent the profit per contract period for the traditional and digital
channel, respectively.
Figure 1 shows a customer flow schematic through the system.

12

Figure 1: The flow of New and Novice (solid black lines), and Expert (dashed
lines) customers through the system

A summary of the notation used in our model is presented in Table 1.
xn ,xe
µn ,µe
rin , rie
λi
i
wi

Size of novice or expert customer base
Probability that a novice or expert customer chooses to terminate
his/her relationship with the firm
Probability that the a novice or expert customer chooses to sign a
contract for using channel i ∈ {t :traditional, d :digital}
Arrival rate of new customers to channel i ∈ {t :traditional, d :digital}
Probability that a novice customer becomes expert after receiving service in channel i ∈ {t :traditional, d :digital}
Profit per contract of channel i ∈ {t :traditional, d :digital}
Table 1: Summary of Notation.
13

The rate of becoming expert after receiving service depends on the quality and level
of education the firm has considered in the traditional or digital channels. As we
discussed in the introduction, the traditional channel usually follows widespread
industry standards. Therefore, in our model, we treat t as given and focus on
optimizing d for a firm who is considering starting or improving its digital channel.
We assume the firm needs to spend F (d ) each period in order to provide an online
education environment that elevates d percent of novice customers to experts.
We assume that F (d ) is a non-decreasing convex function of d . Note that F (d )
considers the cost of designing the education strategy, not the operational cost
of applying it. Therefore, F (d ) is independent of the number of users, and all
operational costs are considered in the profit per user wt and wd .
To investigate the long-time effects of educating customers, we consider the system
in its steady state. The number of novice customers in the steady state is:

xn =

λd (1 − d ) + λt (1 − t )
,
µn + rdn d + rtn t

(1)

where the numerator is the rate of novice customers that join the base after receiving service as new customers through digital and traditional channels, and the
denominator captures the departure rate from the novice customer base either by
leaving the system, or growing to expert customers.
Similarly, the size of expert customer base in the steady state is:

xe =

rdn d + rtn t
λd d + λt t
+ xn
,
µe
µe
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(2)

which depends both on the arrival rate of new customers to the system and the
size of the novice customer base, as the novice customers will grow to expert
customers with a probability of d and t after a period of interaction with the
digital and traditional channels, respectively. Note that the departure from the
expert customer base happens with rate µe as expert customers remain expert
while in the system.
Let π be the firm’s profit in the steady state:

π = wt (λt + xe rte + xn rtn ) + wd (λd + xe rde + xn rdn ) − F (d ).

(3)

The first product in (3) shows the total profit of the traditional channel where
λt + xe rte + xn rtn is the average number of people using the traditional channel
at each period in the steady state. The second product captures the profit of the
digital channel and F (d ) is the cost of reaching the desired education level in the
digital channel.

2.4

Optimal Education Policy

In this section, we solve the profit maximization problem (3) by choosing the
optimal value for d , given the dynamics of the system considered in (1) and (2).
Before solving this problem, we discuss how the number of users of traditional and
digital channels will be affected by d .
Proposition 1. For a fixed new customer arrival rate (λt , λd ), by increasing d ,
the number of users in traditional and digital channels change as follows.
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1. if

µe
µn

te
de
≤ min( rrtn
, rrdn
), then increasing d will increase the number of users in

both traditional and digital channels.
2. if

µe
µn

te
de
≥ max( rrtn
, rrdn
), then increasing d will decrease the number of users

in both traditional and digital channels.
te
de
, rrdn
)≤
3. if min( rrtn

(i) if

rte
rde

≥

rtn
,
rdn

µe
µn

te
de
≤ max( rrtn
, rrdn
), then

then increasing d increases the number of users in the

traditional channel while the number of users in the digital channel
decrease.
(ii) Otherwise, increasing d increases the number of users in the digital
channel and decreases the number of users in the traditional channel.

Proposition 1 highlights the important consequences of educating online customers
in different situations for a multi-channel service provider. First, if the churn rate
of expert customers is sufficiently low in comparison with the churn rate of novice
customers, by investing in educating customers in the digital channel more novice
customers will grow to the expert customer base and stay longer with the firm.
Therefore, the total number of base customers in steady state will increase and we
observe an increase in the number of users in both channels. Conversely, if expert
customers have relatively high churn rate, investing in educating online customers
decreases the total number of base customers and thus decreases the number of
users in both channels over time. In the middle of these two extremes, the change
in the number of users of digital or traditional channels depends on the relative
retention rate of different channels for different customers. If the attractiveness
te
≥
of traditional to digital channel is higher for expert customers (i.e., ( rrde
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rtn
),
rdn

a higher conversion rate from novice to expert customers increases the number of
traditional channel users and decreases the number of digital channel users. The
vice versa happens when expert customers prefer the digital channel more than
the novice customers.
Proposition 1 can be used to align the firm strategic plan regarding customer
education to its operational plans. It provides a general understating of how
capacity requirements can be affected by enhancing the education in the digital
channel, and if the workforce should be increase, decreased or shifted between
the channels. Proposition 1, can also be simplified for the special case where the
retention rates are the same across channels but vary across users. Under such
assumption, converting users from novice to expert via education will increase the
number of users provided the churn rate is lower for experts than for novices.

2.4.1

Analysis of the Profit Function

In this section, we study the behavior of the profit function in response to improving the quality of customer education, d . We first derive a customer value metric
to compare the value of novice and expert customers in the absence of education,
and then determine an optimal education policy than hinge on this metric.
The value of a customer can be defined as her expected lifetime profit for the firm.
During each period, an expert (novice) customer generates profit of wt by choosing
the traditional channel with probability rte (rtn ), or profit of wd by choosing the
digital channel with probability rde (rdn ). In the absence of education, novice and
expert customers do not convert to each other and only leave the corresponding
17

customer base by terminating their relationship with the firm. Therefore, the
expected number of periods that an expert (novice) customer stays with the firm
(i.e., her sojourn time) in the absence of education is

1
µe

( µ1n ). Let φ represent the

difference between the lifetime value of an expert and a novice customer in the
absence of education:

φ=

wt rte + wd rde wt rtn + wd rdn
−
.
µe
µn

(4)

In special case where profit rates are the same across channels the phi equals
te )
tn )
W × ( (rdeµ+r
− (rdnµ+r
), which indicates the increase in revenue from converting
e
n

novices to experts is the profit rate times the increase in sojourn time between
experts and novices. A negative value for φ means that a novice customer (even
if she remains novice for the rest of her relation with the firm) is more valuable
than an expert one. This may happen when the expert level of knowledge makes
customers feel self sufficient and thus increasing their churn rate, µe . A lower
value of expert customers may also happen when the higher level of knowledge
encourages expert customers to choose a less expensive channel and thus bringing
down the average profit of the firm. Under these scenarios, the profit of the
education is not aligned for the firm and for the customers. Therefore, while the
firm provides customers in the digital channel with the service they have registered
for, it does not have enough incentives to educate them in the field. Note that here
we assume the arrival rate of new customers is exogenous and independent of the
quality of education provided by the firm. In section 2.4.2, we extend the model
such that word-of-mouth (WOM) regarding the quality of education affects the
new customer arrival rate. Considering the WOM effect, the boost in the arrival
18

rate of new customers may justify investing in novice customers’ education, even
if expert customers are less valuable for the firm.
Educating novice customers is profitable when the lifetime value of an expert
customer is higher than the one of a novice customer who remains novice, i.e.,
when φ ≥ 0. To find the optimal level of education, however, we need to compare
the marginal cost of education with its marginal profit.
As we discussed in the model section, to educate and convert d percent of novice
customers to expert ones after using the digital channel, the firm needs to spend
F (d ) in education where F (d ) is a non-decreasing convex function of d . Let
F 0 (d ) and R0 (d ) define the marginal cost and revenue (profit of serving customers
excluding the education cost) of education in the digital channel, respectively,
where F 0 (d ) depends on the firm’s specific education cost function, and R0 (d )
follows from (1), (2), and (3):

R0 (d ) =

µn (λd (µn + rdn + rtn t ) + λt rdn (1 − t )) φ
.
(µn + rdn d + rtn t )2

(5)

It can be seen from (5) that the investment in digital education has a diminishing
return as the marginal revenue of education decreases in d . It is intuitive that
the marginal value of educating novice customers increases in difference in the
lifetime value of expert and novice customers, φ. R0 (d ) also increases in the
average sojourn time of novice customers, i.e., the reciprocal of the rate at which
novice customers leave the novice base (µn + rdn d + rtn t )2 .
Proposition 2 illustrates how the optimal educational strategy depends on the
difference between the value of novice and expert customers φ, marginal revenue
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R0 (d ), and marginal cost F 0 (d ).
Proposition 2. To maximize the profit function (3), the firm should choose the
following education level in the digital channel:
1. if φ ≥ 0, the profit function is concave in d and the optimal education level
is ∗d = sup {0 ≤  ≤ 1 : R0 (ε) > F 0 (ε)} if such  exists and ∗d = 0 otherwise.
2. Otherwise, the profit is decreasing in the education of novice customers in
the digital channel, thus, the firm should not invest in it, ∗d = 0.

If φ ≤ 0, novice customers are at least as valuable as expert ones, and the firm’s
revenue does not increase by educating them (R0 (d ) ≤ 0). Therefore, as long
as the cost function F (d ) is non-decreasing, the profit decreases in d , and the
optimal solution is ∗d = 0.
When the expert customers are more valuable (φ ≥ 0), however, the revenue
increases by education (R0 (d ) ≥ 0). If the marginal revenue of educating novice
customers is less than its corresponding cost at d = 0, it would not be profitable
to even start educating customers and ∗d = 0. Otherwise, the firm should improve
the education up to a level where the marginal cost of educating customers equals
the marginal increase in revenue. Note that if the marginal revenue remains larger
than the marginal cost of education at the extreme level of d = 1, it is optimal to
invest in novice customer education so much that all of them become expert just
after using the digital channel once. However, it does not happen in reality, as the
marginal cost of education would be extremely high at that level of education.
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2.4.2

Optimal Education in the Presence of Word-of-Mouth

The quality of educating customers may generate a positive WOM effect that
increases the firm’s ability to attract new customers, specially through the digital
channel. In this section, we extend our model to study the changes in the structure
of the optimal education level in the presence of WOM.
We consider λd as the minimum arrival rate of new customers to the digital channel, and model the arrival rate at the presence of positive WOM as λd + kd , where
parameter k captures the WOM intensity. The corresponding size of the novice
and expert customer bases, as well as the profit function can simply be modelled
by substituting λd with λd + kd in equations 1, 2, and 3. However, the effect of
0
WOM on the marginal revenue of the firm, RW
OM is more complicated, as it is

provided in the proof of Proposition 3.
Proposition 3. In the presence of WOM, to maximize the profit function (3),
the firm should choose the following marketing level in the digital channel:
1. If φ < 0 and k ≥
φ ≥ 0 and k <

rdn
µn +rtn t
rdn
µn +rtn t





dn (1−t )
λd + λt µnr+r
or
tn t +rdn





dn (1−t )
λd + λt µnr+r
, the profit function is contn t +rdn

cave in d and the optimal education level in the digital channel is ∗d =
0
0
∗
sup {0 ≤  ≤ 1 : RW
OM () > F ()} if such  exists and d = 0 otherwise.

2. Otherwise, the revenue of the firm becomes convex in d , thus, the profit
function may increase or decrease more than once depending on the shape of
the cost function.
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Note that, in the absence of WOM when φ < 0, the optimal solution is not to
educate novice customers in the digital channel. However, when the intensity of
WOM, k, is sufficiently large, it may be optimal to grow more valuable novice
customers to less valuable expert customers to attract more new customers into
the digital channel in return. At lower levels of k, the behavior of the profit
function remains as before for φ ≥ 0. When none of these conditions hold, the
revenue of the firm becomes convex in d as the the WOM effect is not large
enough to make up for the lost revenue in case of negative φ, or it dominates
the diminishing return on education in case of positive φ. As a result we cannot
establish the structure of the optimal solution without knowing the cost function.

2.4.3

Numerical Example

To reinforce our findings in propositions 2 and 3, we use a numerical examples
to illustrate how the optimal education level in the digital channel changes with
the education cost and WOM. We consider a convex education cost F (d ) =

a
.
1−d

The education cost has a lower bound a and grows to infinity as d approaches 1.
This cost function can be justified by noting that we are focusing on the cost of
designing an education system. Unlike an operational cost which usually grows
linearly in the amount of usage, improving the quality becomes more difficult as it
gets better. Particularly, we can assume that is virtually impossible to design an
online system that converts all novice customers to an expert after just a single
period of interaction.
Figure 2 shows the firm’s profit as a function of the education level at the digital

22

(a) φ > 0

(b) φ < 0

Figure 2: Profit function in absence of WOM
channel d , for different values of the education cost’s lower bound a. We set
rtn
rdn

te
= 12 , rrde
= 13 , t = 0.7, wt = 50, wd = 10, λt = 10, and λd = 20. In Figure

2(a), we assume Novice customers leave the system with higher probability (µn =
0.6, µe = 0.4), and educating customers can be profitable for the firm φ ≥ 0. It
follows from Proposition 2 that the profit function is concave, and the optimal
education level is decreasing in the education cost. The optimal education level
is almost 1 when the education cost is negligible, a = 0.01, and it decrease as
a increases from 0.01 to 10, 50, 150, 250, and 380. Note that for any value of
a > R0 (0) = 360.57, the marginal cost remains larger than the marginal profit for
any education level, thus by part 1 of Proposition 2, ∗d = 0. In contrast, in Figure
2(b) we consider a system with φ < 0 by setting µn = 0.5, µe = 0.6. It follows
from the second part of Proposition 2 that ∗d = 0 for all values of a.
In Figure 3, we study how the positive WOM affects the optimal education level
in the digital channel. We use the same setup as in Figure 2, fix a at 250 where
without WOM, the optimal education level was ∗d = 0.13 when φ ≥ 0, and ∗d = 0
when φ < 0. The threshold of WOM intensity defined in Proposition 3 is 8 for
positive φ, and 11 for negative φ. To study how the profit function behave before
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(a) φ > 0

(b) φ < 0

Figure 3: Profit function in presence of WOM
and after the threshold, in Figure 3, we set k to 0, 5, 10, 20, 25, and 50. It is
seen in Figure 3(a) that when φ ≥ 0, increasing the intensity of WOM from 0 to
50, increases the optimal education level exponentially. This happens as not only
investing in elevating customers to expert ones is profitable for the firm, it also
attracts more new customers to the firm. In contrast, in Figure 3(b) where the
expert customers are not as profitable as novice ones, improving the education
quality is not optimal when the WOM intensity is relatively small (k ∈ {0, 5, 10}).
However, as k increases, the profit of absorbing new novice customers dominates
the loss of educating them to novice ones, and ∗d grows to around 0.5.

2.5

Concluding Remarks

We study the profit-maximizing education strategy for a multi-channel complex
and prolonged service provider with repeat customers whose behavior depends on
their level of knowledge in the corresponding field. By educating customers, the
firm affects customers’ choice of channel and retention and consequently their flow
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in the system and the generated profit.
We derive a metric that compares the lifetime value of novice and expert customers
based on their level of expertise and further prescribe optimal customer education
policy that hinge on this metric. We show that when positive word-of-mouth
regarding the quality of education in the digital channel is considered, the firm may
choose to educate customers even if novice customers are more profitable for the
firm. This research can help the firms to better understand how marketing-focused
policies such as educating customers affect operational aspects of the system and
study their long term effect on the firm’s profit.
Our study focuses on two levels of customers expertise. By extending the analysis
to include multiple levels of knowledge, we can model the full history of education
that each customer receives and its effects on her behavior.
In this research, we study customers behavior as a function of their knowledge,
since it is the most relevant factor in the value co-creation environments. However,
our proposed model can be implemented for other multi-channel services with
different underlying factors, such as satisfaction and commitment, which can be
directly or indirectly managed over time by the firm’s investment.
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APPENDIX
Proof of proposition 1
Proof. let xt and xd show the number of users in steady state for traditional and
digital channel, respectively.

xt = λt + xe rte + xn rtn

(6)

xd = λd + xe rde + xn rdn

(7)

Differentiating xt and xd with respect to d yields
h

i

− λd (µn + rdn + rtn t ) + λt rdn (1 − t ) × (µe rtn − µn rte )
∂xt
=
∂d
µe (µn + rdn d + rtn t )2

∂xd
=
∂d

h

(8)

i

− λd (µn + rdn + rtn t ) + λt rdn (1 − t ) × (µe rdn − µn rde )
µe (µn + rdn d + rtn t )2

(9)

It follows from (8) that the number of users in traditional channel will increase by
d if (µe rtn − µn rte ) < 0 and decrease if (µe rtn − µn rte ) ≥ 0.
Similarly, the number of users in digital channel will increase if (µe rdn −µn rde ) < 0
and decrease if (µe rdn − µn rde ) ≥ 0.
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proposition 2
Proof. Based on (3) the first and second order derivative of π with respect to d
will be as follows.
∂π
µn (λd (µn + rdn + rtn t ) + λt rdn (1 − t )) φ
=
− F 0 (d )
2
∂d
(µn + rdn d + rtn t )

2

∂ π
=
(∂d )2

h

(10)

i

−2µn rdn λd (µn + rdn + rtn t ) + λt rdn (1 − t ) φ
(µn + rdn d + rtn t )3

− F 00 (d )

(11)

The first part of proposition 2, follows from the concavity of profit function in
d . Based on (11), when φ ≥ 0, the second order derivative of profit is negative,
assuming that the cost function is non-decreasing convex. Therefore, the profit
function is concave in d .
when φ < 0, the first order derivative of profit function with respect to d is negative, assuming that the cost function is non-decreasing, i.e, F 0 (d ) ≥ 0. Therefore,
the profit is strictly decreasing in d and ∗d = 0.

proposition 3
Proof. Substituting λd with λd + kd in equation 1, 2, and 3 we get
xwom
=
n

(λd + kd )(1 − d ) + λt (1 − t )
µn + rdn d + rtn t
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(12)

xwom
=
e

rdn d + rtn t
(λd + kd )d + λt t
+ xwom
n
µe
µe

(13)

rdn )−F (d ) (14)
rde +xwom
rtn )+wd (λd +kd +xwom
rte +xwom
π wom = wt (λt +xwom
n
e
n
e

Substituting 12 and 13 in 14, the first order derivative and the second order derivative of profit function in presence of WOM will be as follows.
∂π wom
µn (λd (µn + rdn + rtn t ) + λt rdn (1 − t )) φ
k
=
+
×
2
∂d
(µn + rdn d + rtn t )
µe (µn + rdn d + rtn t )2
(

h

i

(µn + rtn t ) µe (wt rtn + wd (1 − rtn )) + rtn t (wt rte + wd (1 − rte )) +
h

2d rdn

i

h

i

)

+ 2d (µn + rtn t ) × µn (wt rte + wd rde ) − µe (wt rtn ) + rdn (wt rte + wd rde )

− F 0 (d )
(15)

∂ 2 π wom
=
(∂d )2
h

i

2µn k(µn + rtn t )(µn + rdn + rtn t ) − rdn (λd (µn + rdn + rtn t ) + λt rdn (1 − t )) × φ
(µn + rdn d + rtn t )3
− F 00 (d )
(16)

Similar to the proof of proposition 2, the first part of proposition 3 follows
from the concavity of the profit function. According to 16 and the convexity
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of cost function, if φ < 0 and k ≥
k<

rdn
µn +rtn t



rdn
µn +rtn t



dn (1−t )
λd + λt µnr+r
tn t +rdn



or φ ≥ 0 and



dn (1−t )
λd + λt µnr+r
, the second order derivative of profit function is
tn t +rdn

negative. Therefore, the profit is concave in d and the first part of proposition 3
follows.
If φ < 0 and k <

rdn
µn +rtn t

or φ ≥ 0 and k ≥

rdn
µn +rtn t



dn (1−t )
λd + λt µnr+r
tn t +rdn





dn (1−t )
λd + λt µnr+r
we observe that
tn t +rdn

h

00
=
Rwom



i

2µn k(µn +rtn t )(µn +rdn +rtn t )−rdn (λd (µn +rdn +rtn t )+λt rdn (1−t )) ×φ

Therefore,

(µn +rdn d +rtn t )3
∂ 2 π wom
(∂d )2

>0

is not always positive or negative and there might be multiple

roots in the first order conditions of 14 depending on the shape of the cost function.
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3

Coordinating Transportation and Pricing Policies for Perishable Products Supply Chain

3.1

Introduction

The objective of this chapter is to study interconnected decisions in a fresh produce supply chain in which a retailer procures a perishable product from several
producers, transports them along the supply chain through distribution centers
(DCs), and sells them to end customers at various market regions. The goal is
to find a joint ordering, transportation, and pricing policy to maximize the total
profit of the retailer, where all decisions are based on the products’ quality at
corresponding stages.
Designing the distribution network from suppliers to markets is especially challenging for fresh produce due to the perishable nature of products such as fruits
and vegetables or cut flowers. Losing products due to spoilage during transportation not only complicates the planning to provide enough products to serve all
markets, but also has a significant economic impact. It is estimated that annually
42.8 billion dollar worth of vegetables and fruits are wasted only in the United
States (Buzby et al. 2011), out of which approximately 13% occurs at the distribution stage (Gunders and Bloom 2017). Furthermore, different quality grades
of a produce can be seen as substitutable products sold at different prices, which
exacerbates the planning problem.
On the other hand, advances in temperature-controlled transportation technology,
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food packaging, item-level tracking technologies (e.g., radio-frequency identification (RFID) temperature tags), and information systems have provided numerous
freshness-keeping options to abate the quality decay during the transportation.
While improving the transportation quality decreases the waste and increases the
quality of products in final markets, a significant cost tradeoff is involved, as an
increase in the transportation costs may affect the final market price of fresh produce significantly (Volpe et al. 2013). Therefore, to maximize the total profit,
the supply chain manager must consider the interdependencies among the cost of
freshness keeping efforts in the transportation, corresponding quality and quantity of delivered products, and pricing decisions for quality and price-sensitive
customers.
We develop two frameworks to study the problem: sequential system and integrated
system. In the former, pricing and transportation decisions are made separately
but coordinated through an iterative process between the sales and the operations departments. In such a process, the sales as the upstream planning sector
passes its targets to the operations department as the downstream planning sector. Receiving feedback on the operational costs of meeting those targets from the
operations department, sales fine-tune their targets. This back and forth process
continues until both departments converge to an agreement on the optimality of
the decision.
The integrated framework, on the other hand, is based on a simultaneous optimization of all decisions. The integration of transportation and pricing leads to
a challenging mixed-integer quadratic programming (MIQP) formulation, which
is intractable for the current state-of-the-art commercial solvers. We exploit the
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special structure of this formulation and develop a Benders type decomposition
method with a transportation master problem and a collection of second stage
pricing subproblems. For a given transportation decision of the master problem,
we analytically identify the optimal pricing policy for different quality levels, which
in turn helps us obtain optimality cuts with a convergence guarantee. Embedded
within a branch-and-bound framework, we solve the model to get an optimal solution.
To evaluate the proposed models and algorithms, we perform computational experiments on an illustrative case study. We find that even if both departments,
sales and operations, behave optimally under the sequential structure, its performance will still be noticeably inferior to the integrated optimization on two key
metrics: profit and environmental impact. Moreover, the results show the practical efficiency of our algorithm in solving the MIQP compared to a state-of-the-art
solver.

3.1.1

Contribution to Literature

This chapter bridges research streams on (i) jointly optimizing the transportation
and pricing of perishable products, and (ii) pricing of substitutable perishable
products.
While there is a large body of literature on integrating different aspects of perishable products supply chain, the majority of these works are focused on costminimization models and do not account for the interrelationship between operations and revenue management policies. Focusing on replenishment policies, joint
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pricing and inventory decisions are considered under different assumption, e.g.,
finite horizon (Ferguson and Koenigsberg 2007), infinite horizon with backlogging
(Li et al. 2009) or lost-sales (Li et al. 2012), and positive lead time (Chen et al.
2014). However, there are fewer works on coordinating transportation plans and
pricing of perishable products. Cai et al. (2010) and Cai et al. (2013) analyze supply chains where demand depends on both the freshness and the price of products
and jointly optimize the level of freshness-keeping efforts and selling prices. Xiao
and Chen (2012) consider pull and push models for a fresh-product supply chain
in which a producer ships the products to a retailer. They studied the interrelationship between pricing and inventory decisions while considering the product
decay during transportation. Wu et al. (2015) discuss how the service quality
and the price of a third party logistic provider affects the product’s quantity and
quality at the final market in fresh product supply chains. Yu and Xiao (2017)
consider a fresh-produce supply chain consisting of a supplier, a retailer and a
third party logistic provider, and study how channel leadership can influence the
selling price, service level (including the transportation efforts), and the wholesale
price. In another work, de Keizer et al. (2017) consider a two tier market where
the primary market customers are only price sensitive, but unsold items can be
sold in the secondary market based on price and residual quality. In a more recent
paper, Yang and Tang (2019) investigate the optimal pricing and freshness keeping efforts for a supplier-retailer fresh product supply chain and compare different
sales modes in terms of consumer surplus. Our research generalizes this literature
by considering that, in a perishable supply chain, different quality grades of a
single product are substitutable. Therefore, the demand for each quality level is
linked by customer choice process to the price and the quality characteristics of
37

products in other quality levels.
Our research is also closely related to the growing literature on the pricing of
perishable products. Substitutability of different grades of a perishable product
is frequently discussed in the revenue management literature. Akçay et al. (2010)
consider a firm selling horizontally or vertically differentiated substitutable and
perishable products. Solving a dynamic pricing problem, they determine the relationship between the optimal prices and inventory for different levels of quality.
Chew et al. (2014) show that how a firm can optimally shift the demand between
different quality levels of substitutable perishable products using dynamic pricing
and ordering decisions. Li et al. (2015) consider perishable products in a stochastic
inventory system and determine the optimal pricing and inventory policies. In a
series of papers, Herbon (2016, 2017, 2018a,b) studies the dynamic quality-based
pricing of perishable products considering price discrimination for homogeneous
and heterogeneous customers who are sensitive to the price and freshness of products. Our research enhance the available literature on quality grade substitution
by incorporating it into the transportation planning of a perishable product supply
chain.
In summary, our contribution to the related literature is threefold: (i) We generalize models on jointly optimizing transportation and pricing of perishable products
to include customers whose choices depend on price and quality of the product
assortment offered at each market. (ii) We develop a Benders type decomposition method with a transportation master problem and a collection of second
stage pricing subproblems which can be applied to structurally similar pricingtransportation problems. (iii) Through numerical experiments on an illustrative
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case study, we demonstrate the efficiency of a fully integrated system where pricing and transportation decisions are optimized simultaneously, in comparison to
the common approach where they are determined in an iterative process between
sales and operations departments. Moreover, by performing sensitivity analysis on
our parameter values, we study the environmental impacts of quality sensitivity
of customers as well as the cost of the freshness keeping efforts.
The rest of this chapter is organized as follows. Section 3.2 formally defines the
problem and discuss the customer choice process and resulting quality based demand allocation. Sections 3.3 and 3.4 investigate the optimal transportation and
pricing decisions of the retailer in the sequential and the integrated setting, respectively. Section 4.6.2 describes an illustrative case study and benchmarks the
performance of the proposed solution methodology with the state of the art commercial solvers. Finally, section 3.6 concludes with a summary of the contributions
of this research and discusses future extensions.

3.2

Problem Statement and Notations

We investigate a supply chain in which a retailer manages the procurement, transportation and distribution planning, and finally setting prices in its stores in different market regions for a single perishable product type. The goal is to maximize
the retailer’s profit.
To capture the product perishability, two distinct modelling approaches are used
in the distribution planning literature. First approach imposes delivery time constraints (e.g., see Devapriya et al. 2017, Chen et al. 2009, Hu et al. 2018) which
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is mostly suited for products with strict transportation environment standards
and specific expiration dates, such as pharmaceutical products. These products
are considered acceptable if their transportation meets the standard quality and
the time window, or unacceptable, otherwise. The second approach towards the
product perishability is more proactive and controls the quality decay of the product through freshness keeping efforts. This modelling approach is preferable for
products like food and vegetables where a product can have more than a single
acceptable quality level (e.g., a grocery store can sell both high and low quality
produce at different price points). The quality decay is commonly modelled using
either a continuous decay function (e.g., Dolgui et al. 2018) or discrete quality levels (e.g., Chan et al. 2020). A continuous quality decay function is more accurate
in determining the quality at each moment in time, however, a discrete quality
level is more practical as it is in line with different acceptable grades of perishable
products. We follow the second approach and consider products with discrete
quality grades and model how the quality of a product drops to lower grades
or even to obsolescence, depending on the transportation route and preservative
efforts incurred by the retailer.
Different grades of quality, sold at different price points at each market, are substitutable depending on the customers’ quality and price sensitivity. Customer
choice process among substitutable quality grades of a product adds to the complexity of the problem, since the demand for each quality grade not only depends
on the quality and price of that grade, but also on those of other quality grades.
We model a customer’s utility as a function of her quality and price sensitivity and
find the equilibrium demand of each market based on the prices of the product
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assortment offered at that market.
In what follows, we first present the detailed description of our problem and introduce the notations used in the chapter (Section 3.2.1). We then discuss the
process of choosing among different quality grades of a product by a price and
quality sensitive customer (Section 3.2.2). This process yields a quality-based
demand allocation which is essential to our mathematical model structure.

3.2.1

Problem Description

We assume that the retailer procures units of a given product, possibly with
different quality from third-party suppliers denoted by set S, located in different
geographical regions. Depending on the context, a unit can be a single item, a
carton, crate, pallet, etc. The quality of a unit of the product decreases along
the supply chain until it reaches end customers. Therefore, we categorize units of
the product based on their quality into different quality grades Q = {1, . . . , m}.
Without loss of generality, we assume a unit at grade k has higher quality than a
unit at grade l if k < l. When the quality of a unit drops below quality grade m,
the unit is deemed to have an unacceptable quality and has to be discarded. We
P
represent the procurement costs of one unit of product at quality grade k
let Cks

from supplier s.
The retailer then needs to decide on transportation and distribution planning. We
assume that all purchased units are shipped to distribution centers, denoted by set
D. After cross-docking, units will be sent to markets, denoted by set R. However,
since the quality of perishable products decreases over time, the retailer must base
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the distribution planning not only on the demand forecast for each quality at each
market, but also on the expected quality degradation while products are in transit.
The quality degradation depends on multiple factors such as packaging, route
selection, transportation mode, travel distance, and freshness keeping efforts such
as temperature and humidity controls. We call each combination of these factors a
transportation option. We define the set Nij as the transportation options between
nodes i and j of the network. These options differ from each other with respect
to at least one of the factors affecting the quality degradation rate. We aggregate
T
all corresponding costs of each transportation option and let Cijt
represent the

transportation cost per unit between node i and j with transportation option
t ∈ Nij .
All units going through a transportation option receive the same level of freshness
keeping efforts. However, they encounter an inevitable variation in temperature,
humidity, and other environmental conditions. Therefore, the deterioration of
each specific unit during transportation can be seen as a stochastic process with
a rate that depends on the chosen transportation option. We define λklijt as the
percentage of units with quality grade k which deteriorates to quality grade l ≥ k
while getting shipped from nodes i to node j by transportation option t ∈ Nij .
Note that λkkijt represents the percentage of units with quality grade k whose
quality does not change. Since the quality of a unit cannot improve during the
transportation, 1 −

m
P

λklijt ≥ 0 is the percentage of items with quality grade k

l=k

goes beyond quality level m and thus wasted.
Finally, at each market, customers choose among items with different quality
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grades and different prices offered by the retailer. We discuss this choice process
in detail in Section 3.2.2.
Overall, we denote the transportation network by G = (V, E) with node set V =
S ∪ D ∪ R and edge set E = E sd ∪ E dr , where

E sd = {e = (i, j, t) : i ∈ S, j ∈ D, t ∈ Nij },
E dr = {e = (i, j, t) : i ∈ D, j ∈ R, t ∈ Nij }.

We summarize our notations in Table 2.
Note that transportation, cross-docking and pricing decisions are based on the
quality of the products at corresponding stages: supplier, DC, and the market, respectively. Therefore, the retailer needs to be able to observe the quality grade of
each unit at each stage. While critical, observable quality is not an exceptionally
restrictive assumption. The retailer can rely on visual inspection if quality grades
are distinct, e.g., for fresh produce where only two (acceptable quality, waste) or
three grades (high quality, low quality, waste) are considered. For products which
need a more accurate quality classification, a retailer may use more advanced testing or estimate the quality using the information gathered by item-level tracking
technologies such as radio-frequency identification (RFID) temperature tags.

3.2.2

Quality Based Demand Allocation

Different quality grades of a product at a market are substitutable; thus, their
demands are linked by customer choice processes. Consider, for example, a store
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Table 2: Summary of Notation
Indices
Q
Set of quality grades {1, ..., m}
S
Set of suppliers
D
Set of DCs
R
Set of the market regions covered by the retailer
Nij
Set of transportation options between nodes i and j
System Parameters
αkr
Desirability of a unit with quality grade k at market region r
τr
Quality sensitivity parameter: Market r’s customers have quality sensitivity
Dr
P
Cks
T
Cijt
λklijt

θr which is uniformly distributed in [0, τr ]
Total demand at market r (over all quality grades)
Procurement cost of one unit of quality grade k at supplier s
Cost of shipping one unit from nodes i to node j by transportation option t
Percentage of quality grade k items deteriorates to quality grade l ≥ k while
getting shipped from node i to node j by transportation option t

that has two quality grades of a flower that differ in their vase life, i.e., the number
of days that flower can be kept on a vase at room temperature, which is an indicator
for product quality of cut flowers. In this case, the demand for a specific quality
grade of the flower depends not only on the price and quality characteristics (vase
life) of that type but also on those of the other quality type.
We consider choices customers make when facing such product assortments and
find how the demand of each market will be distributed among different quality
grades under any set of prices. To determine the probability that a customer at
market r chooses a product with the quality grade k, we model the utility of her
choice by
µkr = θr αkr − pkr ,

(17)

where αkr is the aggregated value of attributes associated with quality grade k,
common among market r’s customers, and θr is a random parameter which cap44

tures each individual customer’s quality sensitivity, i.e., her preferences for those
attributes. The customer-specific attribute, θr , captures the heterogeneity of customers with respect to quality sensitivity and is uniformly distributed between
[0, τr ], where τr is the upper limit for the quality sensitivity of customers in market r. Finally, pkr is the price of each unit of quality grade k product at market
r. This utility function is common in the literature on customers’ product choice
(e.g., see Luo et al. 2018, Pan and Honhon 2012, Akçay et al. 2010). While often
τr is normalized to 1, by considering different quality sensitivity distributions for
customers in different markets, we capture the demographic characteristics of each
specific market region.
It follows from (17) that, to gain higher utility, a customer with quality sensitivity
θr prefers quality grade k to grade l, for each k, l ∈ Q and k 6= l, if

θr ≥

pkr − plr
.
αkr − αlr

(18)

Therefore, the probability of choosing a grade k unit is equivalent to the probability
that (18) holds for all l > k and does not hold for all l < k. Since products are
sorted based on their quality grades, it is intuitive that α1r ≥ α2r ≥ · · · ≥ αmr .
This further implies that to select grade k, (18) should hold for l = k + 1 and
not hold for l = k − 1. In other words, grade k is preferred to its adjacent lower
quality grade, and its adjacent higher quality grade is not preferred to k. Thus, a
necessary condition for grade k to be selectable is

0≤

pk−1,r − pkr
pkr − pk+1,r
≤
,
αkr − αk+1,r
αk−1,r − αkr
45

(19)

and the retailer may restrict its pricing decisions to

0≤

where

∆pkr
∆αkr

=

∆pm−1,r
∆p2r
∆p1r
pmr
≤
≤ ··· ≤
≤
≤ τr .
αmr
∆αm−1,r
∆α2r
∆α1r

pkr −pk+1,r
αkr −αk+1,r

(20)

is the price change per unit of change in the product

value. This ratio is increasing in quality, which means the retailer has more pricing
power at higher product quality, which is in line with pricing schemes for vertically
differentiated products in Akçay et al. (2010) and Sainathan (2013).
The probability of choosing a grade k quality follows from (18) and (20) and the
assumption that θr is uniformly distributed in [0, τr ]. More precisely, we have:

P (level k is selected) =






∆p1r
1


τ
−
r

τr
∆α1r



 

∆pk−1,r
∆pkr
1
−

∆αkr
 τr ∆αk−1,r








 1 ∆pm−1,r − pmr
τr

∆αm−1,r

αmr

k = 1;
k = 2, . . . , m − 1;

(21)

k = m.

Therefore, the demand for each quality grade k at market r equals the total
demand, denoted by Dr , multiplied by the percentage of customers who choose
grade k, calculated in (21). Note that
customers with θr <

pmr
αmr

pmr
τr αmr

percent of the demand will be lost as

are not willing to buy at any of the quality grades.

The price set as defined in (20) is not restrictive for the retailer. If the retailer
decides not to sell a specific quality grade at a specific market (e.g., due to the
excessive cost of delivering high-quality products to a remote store), it has the
flexibility to adopt a price to shift the demand to a higher or a lower quality
grade. More specifically, for a given pkr , by reducing pk−1,r or pk+1,r to a level
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that the last two terms in (19) become equal, the firm shifts the whole demand of
quality grade k to grade k − 1 or k + 1, respectively. Alternatively, the retailer can
induce the equality in (19) by increasing the pkr , which diminishes the demand of
category k and divides it between k − 1 and k + 1 grades.

3.3

Optimal Decisions in the Sequential System

We study the profit maximization problem discussed in Section 3.2 under two
frameworks. First, in this section, we investigate the retailer’s optimal policies in
a sequential system where transportation and pricing decisions are coordinated
through an iterative process between sales and operations departments. Later in
Section 3.4, we discuss an integrated system where the retailer jointly optimize
transportation and pricing decisions.
Under the sequential decision planning approach, the sales department as the upstream planning sector passes its pricing decisions and the corresponding demand
for each grade at each market to the operations department. The operations department, as the downstream sector, determines the minimum procurement and
transportation cost of meeting the demand of all markets. Receiving feedback
on the operational costs of meeting targets from the operations department, sales
managers fine-tune their targets. Since operations decisions constrain pricing flexibility and pricing decisions create vexing ripple effect in operations, it is necessary
to develop and refine operations and sales targets through conversations among
sales and operations, which often takes place in the context of a sales and operation
planning (S&OP) meeting (Grimson and Pyke 2007).

47

We address the S&OP’s back and forth process using an iterative procedure consisting of two main decision-making processes, as depicted in Algorithm 1. Firstly,
we will derive the optimal transportation decisions of the operations department,
given the demand for each quality grade k at each market r. Using this, the
operations team will provide the sales department with the estimated unit transportation cost ĉkr for each quality grade k at each market r. Then, we will derive
the sales department’s optimal selling prices taken into account the updated unit
transportation costs given by the operations. This process continues until marketing and operations decisions converge.
Algorithm 1 3-step optimization process in the sequential system
Step 0 Initialize the demand for the product in each quality grade at each market
region and define a convergence criterion.

Step 1

For each market, given the corresponding demand for each quality grade,
solve the transportation problem of the operations department and compute
an estimate for unit transportation cost for each quality grade at that
market.

Step 2

Given the unit transportation cost for each quality grade at each market,
solve the sales department optimization problem to obtain optimal selling
prices and update the corresponding demand for each quality grade at each
market.

Step 3

If the convergence criterion is satisfied, stop and report the optimal transportation and optimal pricing decision obtained in steps 1 and 2 as the
best-found solution. Otherwise, return to Step 1.

3.3.1

Optimal Decisions of the Operations Department

Consider an arbitrary round of the S&OP and let qkr represents the given demand
from the sales department for quality grade k at market region r. Note that
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according to (21) and the explanation right after this equation in Section 3.2.2,
qkr can be expressed as follows:

qkr =






 Dr τ − ∆p1r

r

τr
∆α1r






∆pkr
Dr ∆pk−1,r
−
 τr ∆αk−1,r
∆αkr









 Dr ∆pm−1,r − pmr
τr

∆αm−1,r

αmr

k = 1;
(22)

k = 2, . . . , m − 1;
k = m.

The operations team designs an optimal transportation plan to meet the demand
of each quality grade k at each market r. To model this problem, let us first
define decision variables xkijt to represent the number units with quality grade k
that are shipped from node i to node j (it can be from each supplier to each DC
or from each DC to each market region) by transportation option t ∈ Nij . The
transportation model for each market region r is given as follows:

Tr :

min

X
k∈Q



X



p
T
+ Cijt
Cki
xkijt +

X

T
Cirt
xkirt



(23)

(i,r,t)∈E dr

(i,j,t)∈E sd

subject to
X

xkdrt ≤

t∈Ndr

XX X

XX X

xlsdt λlksdt

k ∈ Q, d ∈ D

(24)

l≤k s∈S t∈Nsd

xldrt λlkdrt ≥ qkr

k = 1, 2, . . . , m

(25)

l≤k d∈D t∈Ndr

xkijt ∈ Z+

k ∈ Q, (i, j, t) ∈ E.

(26)

The objective function (23) is to minimize the transportation cost for delivering
different quality grades of products to customers at market region r. Constraints
(24) are the flow conservation constraints limiting the total number of units with
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quality grade k sent out from each distribution center d to the number of units with
quality grade k received at that distribution center. Constraints (25) guarantee
that the quantity of each quality grade transported to market r satisfies the demands given by the sales department. Finally, constraints (26) are the integrality
restrictions.
Model Tr is an integer program (IP) that can be solved by any state-of-theart IP solver. Upon solving this problem and computing the optimal solution
X ∗ = {x∗kijt , k ∈ Q, (i, j, t) ∈ E}, the operations department finds the total transportation cost for each market r. However, the operations department needs to
provide an estimation of a per-unit transportation cost ĉkr (to be used in Algorithm 1) for each quality grade k. Since higher quality grade products deteriorate
during transportation, the retailer has the option of full-filling the lower grade
demand from these unintended, but inevitable, by-products of transportation of
higher quality grades. Therefore, the method used for cost accounting of these
by-products becomes crucial in determining ĉkr .
We estimate ĉkr by calculating the average per-unit cost based on the initial quality
grade of products. In this approach, ĉkr for each quality grade k at each market
r is the total cost of purchasing and shipping items with quality grade k divided
by the demand of the corresponding grade at market r. We discuss this approach
in more detail as we apply it to our illustrative case study in Section 3.5.3.
Note that the transportation model Tr is designed to consider each market separately. Instead, one may consider an aggregated model that collectively considers
all markets in a single model. Even though this may improve the overall trans-
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portation cost, it will complicate the per-unit transportation cost estimation as it
provides the possibility of using the by-products of shipping higher quality grades
to one market for meeting the demand of lower quality grades in another market.

3.3.2

Optimal Decisions of the Sales Department

Receiving the estimated unit transportation costs ĉkr from the operations departments, at any arbitrary round of the S&OP, the sales department aims to maximize
the profit by determining the optimal prices and corresponding sales of different
quality grades at different markets. To model the sales problem, we define decision
variables pkr to indicate the price of each quality grade k at each market region r.
The sales model is given bellow.
!

SA:

max

∆p1r
Dr
(p1r − ĉ1r ) τr −
+
∆α1r
r∈R τr
X

X
Dr m−1
∆pkr
∆pk−1,r
(pkr − ĉkr )
−
∆αk−1,r ∆αkr
r∈R τr k=2

!

X

(27)

Dr
pmr
∆pm−1,r
+
(pmr − ĉmr )
−
∆αm−1,r αmr
r∈R τr

!

X

subject to
∆p1r
≤ τr
∆α1r
∆pkr
∆pk−1,r
≤
∆αkr
∆αk−1,r
pmr
∆pm−1,r
≤
αmr
∆αm−1,r
pkr ≥ 0

r∈R

(28)
2 ≤ k ≤ m − 1, r ∈ R

r∈R

(29)
(30)

k ∈ Q, r ∈ R.

(31)

The objective function (27) captures the total profit over all quality grades at
all markets by multiplying the profit margin based on the input from Step 1 of
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Algorithm 1, pkr − ĉkr , by the corresponding demand qkr , as derived in equation
(22). Constraints (28)-(30) restrict candidate prices to the set discussed in Section
3.2.2. Constraints (31) are non-negativity constraints.
The objective function (27) is a quadratic function of pkr and, hence, model SA
is a quadratic optimization problem. The following theorem shows the concavity
of the objective function.
Theorem 1. The objective function (27) of model SA is a concave function of
(p1r , p2r , ..., pmr ) for any r ∈ R.
Proof. See Appendix.

Therefore, model SA is to maximize a concave quadratic function over a convex
set, and the optimal prices can be derived by studying the first-order conditions
for (27), as presented in Theorem 2.
Theorem 2. The optimal price p∗kr for each quality grade k at each market r is
given as follows:
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p∗1r

p∗kr

=

=





 τr α1r2+ĉ1r

if

ĉ1r −ĉ2r
∆α1r

< τr






if

ĉ1r −ĉ2r
∆α1r

≥ τr

p∗2r + τr ∆α1r





 τr αkr2+ĉkr


p∗
∆α +p∗
∆α

 k−1,r kr k+1,r k−1,r
αk−1,r −αk+1,r

p∗mr

if

ĉkr −ĉk+1,r
∆αkr

if

ĉkr −ĉk+1,r
∆αkr

<

ĉk−1,r −ĉkr
∆αk−1,r

≥

ĉk−1,r −ĉkr
∆αk−1,r





 τr αmr2+ĉmr

if

ĉmr
αmr

<

ĉm−1,r −ĉmr
∆αm−1,r


α p∗

 mr m−1,r

if

ĉmr
αmr

≥

ĉm−1,r −ĉmr
∆αm−1,r

=

αm−1,r

2≤k ≤m−1

Proof. See Appendix.

The ratio

ĉkr −ĉk+1,r
,
αkr −αk+1,r

appearing in the conditions for optimal prices in Theorem 2,

represents the change in the operational cost for each unit of change in the product
value if quality improves from grade k + 1 to grade k. Theorem 2 indicates that if
this change is smaller than the change of improving from k to k − 1, it is optimal
to provide grade k products at market r. Under this condition, the selling price
p∗kr should be the average of the grade k’s maximum value at that market, τr αkr ,
and the operational cost ĉkr of providing it. In contrast, for any quality grade
where this condition does not hold, the increase in the value of the product (in
comparison to the adjacent quality grade) does not justify the extra cost associated
with providing that quality grade. Therefore, it is optimal to set the price high
enough to shift the demand to the adjacent quality grade(s), as it is discussed
following equation (21).
Upon solving SA, the sales department obtains the optimal selling prices for each
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quality grade at each market and provides the operations team with the updated
demand levels for possible modifications in the cost estimation, as depicted in
Algorithm 1. While this sequential process can provide a near optimal pricing
and transportation policies, the estimation of ĉkr may affect the quality of the
solution significantly. In next section, we offer an integrated model that allows for
considering cost and revenue management simultaneously and erases the need for
approximating the operational cost.

3.4

Optimal Decisions in the Integrated System

In this section, we present the mathematical model and its solution method for the
integrated system in which joint pricing and transportation decisions are used to
determine a network-level optimum solution. Being focused on the retailer’s supply
chain network level (and not on the individual department level), the integrated
optimization eliminates the concept of sequential S&OP and, hence, is more fixable
in removing suboptimal decisions.
Let us first define a set of new decision variables zkr to track the number of units
with quality grade k sold at market r. Using these new decision variables and the
notation introduced in Section 3.2, we propose the below mixed-integer quadratic
programming (MIQP) model that can simultaneously handle transportation decisions and pricing policies to maximize the retailer’s profit.
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IN:

max

X X

pkr zkr −

k∈Q r∈R

X
k∈Q



X

p
Cks

+

T
Cijt



xkijt +

(i,j,t)∈E sd

X

T
Cijt



xkijt

(i,j,t)∈E dr

(32)
subject to
X X

xkdrt ≤

r∈R t∈Ndr

zkr ≤

XX X

xlsdt λlksdt

k ∈ Q, d ∈ D

(33)

l≤k s∈S t∈Nsd

XX X

xldrt λlkdrt

k ∈ Q, r ∈ R

(34)

l≤k d∈D t∈Ndr

!

∆p1r Dr
z1r ≤ τr −
r∈R
∆α1r τr
!
∆pk−1,r
∆pkr Dr
zkr ≤
−
2 ≤ k ≤ m − 1, r ∈ R
∆αk−1,r ∆αkr τr
!
∆pm−1,r
pmr Dr
zmr ≤
−
r∈R
∆αm−1,r αmr τr
∆p1r
≤ τr
r∈R
∆α1r
∆pkr
∆pk−1,r
≤
2 ≤ k ≤ m − 1, r ∈ R
∆αkr
∆αk−1,r
∆pm−1,r
pmr
≤
r∈R
αmr
∆αm−1,r
xkijt ∈ Z+
zkr ∈ Z+
pkr ≥ 0

k ∈ Q, (i, j, t) ∈ E
k ∈ Q, r ∈ R

(35)
(36)
(37)
(38)
(39)
(40)
(41)
(42)

k ∈ Q, r ∈ R.

(43)

The objective function (32) is to maximize the profit of selling different quality
grades of products to customers at different markets by taking into account the
procurement and the transportation costs. Constraints (33) are flow conservation
constraints as defined in (24). The right-hand side of constraint (34) captures the
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inventory of quality k units at market r and along with corresponding demand
constraints (35)-(37) guarantee that the sales amount for each quality grade at
each market is the minimum of the available inventory and the demand. Constraints (38)-(40) restrict the candidate prices to the set discussed in Section
3.2.2. Finally, constraints (41)-(43) are the set of integrality and non-negativity
constraints.
The goal of model IN is to minimize a non-convex quadratic function over a nonconvex set, which makes the problem very challenging for any of the state-of-theart solvers. In the next section, we present our solution methodology for solving
this program to optimality.

3.4.1

Solution Methodology

The non-linearity of model IN stems from the bilinear terms pkr zkr , k ∈ Q and
r ∈ R in (32). A classic relaxation approach to deal with this non-linearity relies
on McCormick envelopes (McCormick 1976), where bounded auxiliary variables
y, representing the product of two variables p and z, along with the following
inequalities are added to the problem.

z
ykr ≤ Ukr
pkr

k ∈ Q, r ∈ R

(44)

p
ykr ≤ Ukr
zkr

k ∈ Q, r ∈ R

(45)

p
p
z
z
ykr ≥ Ukr
pkr + Ukr
zkr − Ukr
Ukr

k ∈ Q, r ∈ R

(46)

k ∈ Q, r ∈ R.

(47)

ykr ≥ 0
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In this new model (formulation IN with additional constraints (44)-(47)), if variables p and z are at their bounds, the auxiliary variable y will assume the value
of the product pz; therefore, the relaxation will then be exact. Otherwise, this
new formulation is only a relaxation of the original formulation IN, and one needs
to branch on integer feasible solutions to obtain the true optimum value (see,
for instance Gupte et al. 2013, Fischetti and Monaci 2020, for more details).
The Reformulation-Linearization Technique (RLT) (Sherali and Adams 2013) is
a more general approach to generate valid constraints using linear equations and
inequalities, including the bounding constraints, and thus strengthening the relaxation. Applications of RLT combined with a branch-and-cut and branch-andbound algorithms have been applied for many nonconvex binary and quadratically constrained quadratic programming problems (see, for instance Rostami and
Malucelli 2014, Audet et al. 2000).
Dealing with these types of linearizations, two different concerns appear: the increasing size of the problem in terms of the number of variables and constraints,
and also the tightness of the obtained lower bounds. Since these types of linearizations do not take our problem structure into account, which in turn yields weak
reformulations of the problem, in the following we develop a customized solution
method that exploits the special structure of model IN to obtain an optimal solution that outperforms the current best state-of-the-art solver for nonconvex binary
quadratic programs (see Section 3.5.5). Our methodology relies on partitioning
IN into a master problem and a set of subproblems and developing a branch-andcut algorithm based on outer approximation cuts, where the cuts are generated
on the fly by efficiently solving separation subproblems.
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3.4.2

A decomposition based approach

Consider the problem formulation IN in (32)-(43). Because pkr variables are a
bottleneck for MILP solvers, we just remove them from IN and introduce in the
objective function a new set of continuous variables wr , one for each market r ∈ R,
to rewrite IN as follows:

RIN:

min

X
k∈Q

X





p
T
Cks
+ Cijt
xkijt +

(i,j,t)∈E sd

X



T
Cijt
xkijt −

(i,j,t)∈E dr

X

wr

r∈R

(48)
subject to wr ≥ φr (zr )

r∈R

(33), (34), (41), (42),

where, φr (zr ) represents the revenue at market r ∈ R for a given vector zr =
(z1r , z2r , . . . , zmr ) of sold units in different quality grades, provided by solving
MILP subproblems. Given feasible solution (x̂, ẑ) satisfies (33) – (34), and (41)
– (42), the subproblem for each market r ∈ R, which we refer to as SPr (ẑr ), is
obtained by fixing z variable to ẑ in model IN and reads as follows:
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SPr (ẑr ): φr (ẑr ) = min

X

−pkr ẑkr

k∈Q

subject to

Dr ∆p1r
≤ Dr − ẑ1r
τr ∆α1r
!
Dr
∆pk−1,r
∆pkr
−
+
≤ −ẑkr
τr
∆αk−1,r ∆αkr
!
Dr
∆pm−1,r
pmr
−
+
≤ −ẑmr
τr
∆αm−1,r αmr
∆p1r
≤ τr
∆α1r
∆pkr
∆pk−1,r
≤
2≤k ≤m−1
∆αkr
∆αk−1,r
pmr
∆pm−1,r
≤
αmr
∆αm−1,r
pkr ≥ 0,

(49)
2≤k ≤m−1

(50)
(51)
(52)
(53)
(54)

k ∈ Q.

This subproblem is a linear program in variables pkr that computes the optimal
prices p̂kr for each quality grade k ∈ Q at market r. The following theorem
presents the boundedness property of function φr : Zm → R, which is also a
necessary condition for RIN to being a valid reformulation of IN.
Theorem 3. For any given feasible solution (x̂, ẑ), the subproblem SPr (ẑr ), r ∈ R,
is always feasible, and the value of φr (zr ) is bounded.
Proof. See Appendix.

Using Theorem 3, constraints defining x and z are enough to ensure feasibility, and
boundedness of functions φr (zr ), r ∈ R. Moreover, since the objective function
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of RIN is linear, its optimal solution always lies on the boundary of the convex
hull of the feasible set. This allows us to use cutting-plane techniques to solve
the problem. More precisely, inspired by the generalized Benders decomposition
of Geoffrion (1972) and outer approximation of Duran and Grossmann (1986), we
linearize function φr (zr ) around ẑr for each market r taken in a set of K feasible
points Pr = {ẑ1r , ẑ2r , . . . , ẑK
r } for some constant K to obtain the following master
problem:

RIN(P): min

X
k∈Q

X



p
Cks

+

T
Cijt

(i,j,t)∈E sd



xkijt +

X

T
Cijt



xkijt −

(i,j,t)∈E dr

subject to wr ≥ φr (ẑr ) + δ̂r (zr − ẑr )

X

wr

r∈R

ẑr ∈ Pr , r ∈ R
(55)

(33), (34), (41), (42),

where, δ̂r in (55) is a subgradient of function φr (zr ) at ẑr for each r ∈ R.
If RIN (P) contains a suitable set of points, then it has the same optimal value as
RIN. The algorithm will reach the suitable set of point, when enough optimality
cuts have been added to the master problem such that the best lower bound equals
the upper bound. However, it is not practical to solve RIN (P) because one would
have to first enumerate all feasible solutions (x̂, ẑ). Instead, we solve RIN (P)
as a MILP by a branch-and-cut algorithm, where constraints (55) are generated
on the fly using callbacks of the state-of-the-art commercial MILP solver. In the
following Section, we describe how to find the optimality cuts (55).
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3.4.3

Computing Optimality Cuts

For a given feasible solution (x̂, ẑ) at a given node of the enumeration tree within
the branch-and-bound scheme for RIN (P), let p̂r = (p̂1r , . . . , p̂mr ) be an optimal primal solution of the linear subprogram SPr (ẑr ). Let ŷr = (ŷ1r , . . . , ŷ2mr )
where ŷ1r , (ŷ2r , . . . , ŷm−1,r ), ŷmr , ŷm+1,r , (ŷm+2,r , . . . , ŷ2m−1,r ), and ŷ2m,r are the optimal dual variables corresponding to constraints (49) to (54), respectively. The
Lagrangian function in (ẑr , p̂r , ŷr ) then reads as follows:
!

X

Dr ∆p1r
Dr − ẑ1r −
+
τr ∆α1r

p̂kr ẑkr + ŷ1r

k∈Q
m−1
X
k=2

ŷmr

ŷkr

Dr
−ẑkr +
τr

Dr
−ẑmr +
τr

∆pk−1,r
∆pkr
−
∆αk−1,r ∆αkr

pmr
∆pm−1,r
−
∆αm−1,r αmr

!!

+

!!

.

Using Lagrangian duality and Karush–Kuhn–Tucker conditions, the subgradient
δ̂r ∈ ∂φ(zr ) at ẑr for each k ∈ Q is given by

δ̂kr = −ŷkr + p̂kr

(56)

and the subgradient cut (55) can be rewritten as

wr ≥ φr (ẑr ) +

X

δ̂kr (zkr − ẑkr )

r ∈ R.

(57)

k∈Q

To compute subgradient δ̂kr and, hence, generating cuts (57), one needs to solve
the subproblem SPr (ẑr ) for each r ∈ R. The subproblems and their dual problems
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are linear programs that can be solved efficiently by the state-of-the-art solvers.
However, at each iteration of our decomposition approach, |R| of these linear
programming problems needed to be solved to generate optimality cuts (57) which
is very time consuming. To accelerate the method, we propose an alternative that
exploits the structure of SPr (ẑr ) to compute subgradient δkr in (56) more efficiently
than by using an LP solver. The following theorem gives the main results.
Theorem 4. For a given r ∈ R, a subgradient of φr (zr ) at ẑr can be obtained as

δ̂kr =




τr


(α1r Dr

Dr





−2

Pm

l=1

αlr ẑlr )

k = 1,

Pk
Pm
τr
α
ẑ
−
2
(α
D
−
2
kr
lr
kr
r
l=1
l=k+1 αlr ẑlr )

D
r





P


 τr (αmr Dr − 2 m
l=1 αmr ẑlr )
Dr

2≤k ≤m−1
k = m.

Proof. See Appendix.

The overall procedure of our solution methodology is summarized as follows. Starting with an empty set of subgradient cuts at the root node of the branch-andbound, the linear programming relaxation of RIN(P) is solved at each node of
the search tree to obtain (x̂, ẑ). The subgradient cut (57) is then generated using
Theorem 4 and is added to RIN(P) if it is violated. Otherwise, the algorithm
proceeds by branching on integer variables (x, z) with non-integer values.
Remark. It is worth to note that, through the proof of Theorem 3 and Theorem
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4, we can see

p̂1r

m
X
τr
α1r (Dr − ẑ1r ) −
αkr ẑkr
=
Dr
k=2

p̂kr

k
m
X
X
τr 
=
αkr (Dr −
ẑlr ) −
αlr ẑlr 
Dr
l=1
l=k+1



!



2≤k ≤m−1

m
X
τr αmr
=
Dr −
ẑkr .
Dr
k=1

!

p̂mr

is the optimal solution for SPr (ẑr ) for each r ∈ R. From the sales and operations
perspective, p̂r = (p̂1r , p̂2r , . . . , p̂mr ) shows the optimal prices, given the number
of units of products ẑr planned to be sold for each quality grade at that market.
We can observe from the structure of p̂r that the price for each quality grade is
negatively affected by the sales amount of all other quality grades. Moreover, the
optimal price of each quality grade is more sensitive to the sales level of products
with better qualities and less affected by that of the ones with worse quality grades,
recall that α1r ≥ α2r ≥ ... ≥ αmr .

3.5

Numerical Study and Observations

In this section, we present the computational experiments we have carried out
to evaluate the empirical performance of our proposed methodologies in Sections
3.3 and 3.4. We consider an illustrative case study looking at lettuce distribution
network in Eastern Canada. In Sections 3.5.1 and 3.5.2 we set up our illustrative
case study and estimate values of our model parameters based on the real-world
data and industry standards for transporting lettuce through Eastern Canada. In
Section 3.5.3, we compare the results for the sequential model versus the integrated
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model in terms of profit and waste. In Section 3.5.4 we provide managerial insights
by studying the sensitivity of our results with respect to different parameter values.
Finally, in Section 3.5.5, we compare the performance of our decomposition-based
method with a state-of-the-art solver in solving the integrated model of our case
study.

3.5.1

Illustrative Case Study

In this section, we set up an illustrative case study by focusing on the supply chain
network of a retailer providing lettuce in Eastern Canada. As shown in Figure
4, we consider a three-stage network consisting of processors, distribution centers
and the final markets, following the lettuce distribution network discussed in Beni
et al. (2011). There are three domestic lettuce processors in Eastern Canada (blue
pins in Figure 4). Two distribution centers (black Pins) are located based on DCs
of a major Canadian retailer. Finally, twelve most populated cities in Eastern
Canada (red pins) are considered as market regions.
Freshness keeping efforts regarding lettuce are discussed in Thomas et al. (2016).
Typically, lettuce should be stored and transported at a low temperature (0°C
to 2°C). Relative humidity, although affecting the product quality, is often a
secondary consideration and is less often controlled. The optimum relative humidity for lettuce is 98-100%. Modified/controlled Atmosphere (MA/CA), where
the oxygen concentration is lowered and 2-3% CO2 is added, is another tool to
maintain the freshness of lettuce products during transit. Considering plausible
combinations of above methods, we assume three different transportation options
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Figure 4: Network Map
are available between each pair of nodes. These options differ from each other in
their desired temperature, humidity, and atmosphere.
We limit the number of quality grades to two, in line with the Canadian standard
quality grades concerning head and iceberg types of lettuce: Canada No.1 and
Canada No.2 (Canadian Food Inspection Agency 2018).
To capture the quality deterioration of lettuce in transit, we adapt the model
presented in Yu and Nagurney (2013). We let e−βkn tij represent the probability
that a quality grade k product survives (i.e., its quality does not drop below the
least acceptable grade) after being transported from node i to node j, where tij
is the travel time between nodes i and j and βkn is the decay factor associated
with quality grade k ∈ {1: Canada No.1, 2: Canada No.2} and transportation
option n ∈ {1: Option 1, 2: Option 2, 3: Option 3}. By definition, this probability equals 1 −

m
P

λklijn in our model (as defined in section 3.2.1). Since we

l=k

consider only two quality grades for lettuce, for a product at quality grade 2, we
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have λ22ijn = e−β2n tij . If a product is at quality grade 1 at node i and survives the
transportation to node j, we assume its quality remains at grade 1 (with probability µ) or deteriorates to grade 2 (with probability 1 − µ). Hence, λ11ijn = µe−β1n tij
and λ12ijn = (1 − µ)e−β1n tij .
We include all costs from the time lettuce was first cut in the field until it was
packed in containers and loaded into refrigerated trucks in the procurement cost of
each quality grade from each processor. Finally, we define the transportation and
ij
T
,
handling cost between nodes i and j by transportation option n as Cijn
= κ βt1n

where κ is a constant multiplier. It is intuitive that the transportation cost is
increasing in the travel time tij , and has a reverse relationship with the decay rate
β1n .

3.5.2

Parameter Values

We selected our parameters’ values such that the resulted network reflects the
actual supply chain activities. The value of parameters regarding processors and
market regions are provided in Tables 3 and 4, respectively. The second and the
third columns in Tables 3 and 4 provide the transit time between the processors
and distribution centers and between distribution centers and final markets, respectively (estimated using Google maps). Procurement costs are generated based
on an estimate of the real-world cost and are shown in the last two columns of
Table 3. The potential demand in each market region, as shown in the fourth
column of Table 4, is considered to be proportionate to the region’s population.
The average lettuce price in each market (as of December 2019) has been used as
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a proxy to estimate the customers’ valuation of each quality grade, α1 and α2 in
the last two columns of Table 4.
We normalized the upper limit for the quality sensitivity τr to 1 for all market
regions. Decay factor βqn for each option is arbitrarily (but in line with standard
practice) chosen and are presented in Table 5. Note that the decay rate increases
as the freshness keeping efforts are reduced from transportation option 1 to 3.
Also, products with lower quality are assumed to have higher decay rate which is
in line with the standard assumption of exponential quality decay of perishable
products. Finally, the value of parameters µ and κ are assumed to be 80% and
0.005, respectively.
Table 3: Processors related parameters

Processor 1
Processor 2
Processor 3

Travel time (h)

Procurement cost ($)

DC1

DC2

grade 1

grade 2

1.3
5.8
0.25

4.8
1.55
4.43

0.57
0.54
0.5

0.3
0.38
0.34

Our designed transportation network consists of 17 nodes and 90 links. In the
next section, given the presented parameters, we study the performance of our
sequential and integrated models to optimally transport lettuce products with
two different quality grades through this network.
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Table 4: Market related parameters
Travel time(h)
Toronto
Ottawa
Hamilton
Kitchener
London
Oshawa
Windsor
Montreal
Quebec City
Moncton
Halifax
Charlottetown

DC1

DC2

Demand

α1

α2

0.5
4.33
0.86
0.83
1.62
1
3.3
5.5
8
15
17
17

4.3
1.6
4.83
5
6
3.66
7.61
1.2
3.66
10.63
12
12

271476
49478
34682
23500
19171
15443
14353
175979
35255
5431
15835
1800

4.17
3.825
3
2.55
3.315
2.985
2.49
3.555
4.005
4.635
4.635
4.635

1.85
1.7
1.33
1.13
1.47
1.32
1.1
1.58
1.78
2.06
2.06
2.06

Table 5: Decay rates of transportation options
Decay Rate

Option 1
Option 2
Option 3

3.5.3

Grade 1

Grade 2

0.05
0.1
0.15

0.1
0.15
0.2

Computational Results for Sequential Model versus Integrated
Model

To evaluate the sequential and the integrated modelling approaches studied in
Sections 3.3 and 3.4, we compare their performance in determining the optimal
decisions for our illustrative case study. We implemented both models in Python
using Gurobi. In what follows, we first discuss the implementation details for
the sequential modelling approach (the implementation of the integrated case is
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discussed in Section 3.5.5), and then present the results for both sequential and
integrated models, and compare them in terms of the retailer’s total profit and
the product waste occurred in the transportation process.
Let us consider the sequential system. We initialize Algorithm 1 of the sequential
system by choosing feasible prices for each quality grade at each market. To this
end, we start with feasible prices p1r = p2r = 0 that satisfy (28) to (31). Using
this set of prices, we calculate the demand for each quality grade using equation
(22). Step 1 of Algorithm 1 is then started by substituting this demand in model
Tr . Given the optimal solution to the model Tr , X ∗ = {x∗kijt , k ∈ Q, (i, j, t) ∈ E},
we need to calculate ĉkr which is the unit transportation cost for delivering quality
grade k to market r.
We follow the estimation process introduced in Section 3.3.1 which considers an
average per-unit cost based on the initial quality grade of products:
P

ĉkr =


(i,j,t)∈E sd



P
T
C1s
+ Cijt
x∗kijt +

qkr

P

(i,r,t)∈E dr

T ∗
Cirt
xkirt

.

Including only grade k products in estimating ĉkr means that cost of byproducts
are considered at their initial quality grade, not their final grade. For example, if
the whole demand for a quality grade at a market is met by using the by-products
of transportation of products with higher quality to that market, then the cost of
providing that grade at that market becomes zero. However, if the sales target
for any of the low-quality grades is high enough that the demand can no longer
be met using only the by-products, then the operations team needs to incur extra
cost for transporting that quality grade.
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The calculated estimated costs at the end of each round of Algorithm 1 will be
given to the sales problem to update the prices for the next round. We set the
maximum number of iterations to 20 and used it as a stopping condition for
the algorithm. However, for our illustrative case, on average, the prices and the
associated transportation plan converged after six iterations, i.e., we reached a
solution that can’t be modified any further. In general, the sequential approach
is very fast and reaches the final solution in less than 100 seconds.
Table 6 shows the final prices (p1r , p2r ) and the number of units sold (Z1r , Z2r )
at each market r for quality grades 1 and 2 under both integrated and sequential
modelling approaches. As discussed in Section 3.3.1, in the sequential model, the
retailer does not benefit from quality based consolidation between different cities,
since by-products of providing a grade 1 in one market cannot be used for meeting
the demand of a grade 2 in another market. Therefore, the sequential model tends
to overestimate the per-unit transportation cost ĉkr and thus sets higher prices p1r
and p2r . This fact can be observed in Table 6 where prices for sequential model are
generally higher than that of the integrated one. Due to charging higher prices
in the sequential model, the total acquired demand in markets when managed
by the sequential model is less than that of the integrated managed markets.
As a result, the sequential model suggests not to serve cities which are farther
from the DCs as depicted in Table 6 where NS stands for “Not Served”. More
precisely, under the sequential system, out of 12 markets, 4 markets in Windsor,
Moncton, Halifax, and Charlottetown are not served at all and no items with
quality grade 2 is sold in Quebec City. However, all markets are served under the
integrated system. Furthermore, it appears that in multiple market regions using
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the integrated model decreases the sales of grade 1 products, while increases the
sales of grade 2, in comparison to the sequential model. This again derives from
better opportunities for managing grade 2 products in an integrated system, such
as using by-products for serving different markets as explained before.
Table 6: Prices and unit sales under integrated and sequential models
Market Region
Toronto
Ottawa
Hamilton
Kitchener
London
Oshawa
Windsor
Montreal
Quebec City
Moncton
Halifax
Charlottetown
Total
*

Sequential Model

Integrated Model

p1r

p2r

Z1r

Z2r

p1r

p2r

Z1r

Z2r

2.54
2.59
1.98
1.76
2.21
1.98
NS*
2.46
2.96
NS
NS
NS

0.96
1.12
0.81
0.74
0.93
0.82
NS
1.08
NS
NS
NS
NS

86041
15155
10267
6673
5865
4577
NS
53276
12203
NS
NS
NS
191020

45084
1712
3299
1422
1210
1301
NS
1747
NS
NS
NS
NS
55779

2.52
2.52
1.95
1.73
2.17
1.96
1.91
2.4
2.84
4.18
4.44
4.44

0.97
0.99
0.71
0.62
0.82
0.72
0.72
0.93
1.19
1.83
1.96
1.96

90232
13714
8974
5016
5145
3920
2051
45113
9216
480
596
68
184534

38453
7033
7091
5593
3340
3099
2928
27207
2304
120
149
17
97334

NS stands for Not Served

Table 7 shows the overall performance of the sequential and the integrated model
for our illustrative case in terms of the operational cost, revenue, profit and the
amount of waste generated by the each model’s prescriptions. As expected, the
sequential system provides a sub-optimal transportation and sales plan compare
to the integrated one. In particular, the integrated model decreases the transportation cost and increases sales revenue and thus yields 6.3% higher profit in
comparison with the sequential model. Moreover, the integrated model decreases
the waste substantially. The waste in both systems is calculated as the difference
between the total number of sales in the markets and the total number of units
71

purchased from processors. As a result better management of the grade 2 products
in the integrated system, the waste ratio (i.e., waste per unit of sale) is reduced
from 0.38 in the sequential model to 0.215 in the integrated model.
Table 7: Profit and waste of integrated and sequential models
Sequential Model
Integrated Model

3.5.4

Operations Cost
$217583.99
$214135.27

Revenue
$523415.52
$539204.09

Profit
$305831.53
$325068.81

Waste
93705 Units
60535 Units

Sensitivity Analysis

As our illustrative case involves many parameter values, this section conducts
sensitivity analysis to determine the effects of different settings of parameter values
on the results. The optimization results in section 3.5.3 showed that the integrated
model outperforms the sequential model and can effectively increase the profit and
decrease the waste. Therefore, we focus on the integrated model for the purpose
of the sensitivity analysis. Additional scenarios are considered to investigate the
effect of (1) consumer’s quality sensitivity at each market τr , and (2) transportation
cost factor κ of available transportation options (κ is the constant multiplier in
ij
T
presented in section 3.5.1).
our transportation cost function Cijn
= κ βt1n

One potential strategy to decrease the waste in fresh produce supply chains is
to encourage and educate customers to buy imperfect products, i.e., products in
lower quality grades. Implementing such strategy will lead to an increase in τr
value in our model. In section 3.5.2, we assumed that τr = 1 for all market regions.
Here, we consider different values for parameter τr to study what happens when
markets have consumers who are more quality sensitive. We model ten scenarios
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by increasing the value of τr from 0.5 to 1, with increment of 0.05. Figure 5 shows
the analysis results.
When customers are less quality sensitive (i.e., at higher τr value), their valuation
of the product increases. Thus the retailer can charge higher prices to absorb the
customers’ surplus. As a result, while the total profit increases in τr , the waste to
sales ratio is not improving. In fact, since the retailer’s profit margin increases,
they become less sensitive to the product waste, and counter-intuitively, the waste
also increases in τr .

Waste per unit of sale

·105

Total Profit

3

2

1
0.5

0.6

0.7

0.8

0.9

1

0.2

0.18
0.5

τr

0.6

0.7

0.8

0.9

1

τr

Figure 5: Effect of customer’s quality sensitivity on profit and waste-ratio
Since the major trade-off of decreasing the deterioration rate of perishable products
is the increase in the transportation cost, in our second sensitivity analysis, we
consider the effect of an increase in the transportation cost factor κ. We increase
κ from 0.005 to 0.05 by an increment of 0.005. As it is depicted in Figure 6, the
waste ratio is not monotone in the value of κ. Upon increasing the transportation
cost factor, the retailer shifts to less expensive transportation options with higher
deterioration rates and we see an increase in the waste ratio. However, if we keep
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increasing the κ value, the waste ratio starts to decline as a result of a shift in the
pricing policy. The retailer, being forced to choose transportation options with
high deterioration rates, will chose to purchase and ship products with higher
quality grades in order to avoid obsolescence during transport, thus the waste

Waste per unit of sale

ratio declines.
0.28
0.26
0.24
0.22
0

1

2

3
κ

4

5
−2

·10

Figure 6: Effect of transportation cost factor on waste ratio

Our sensitivity analysis result implies that implementing good management techniques and investing in technology to decrease the transportation cost of high
quality transportation options can be used as effective strategies for decreasing
the waste in fresh produce supply chains. Encouraging customers to buy lower
quality grades, however, does not seem to be effective in decreasing the waste as
it only leads to an increase in prices for lower quality grades.
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3.5.5

Benchmarking the performance of our decomposition based algorithm with Gurobi bilinear solver

In this section, we demonstrate the efficiency of our decomposition-based solution
method in solving the non-convex mixed-integer quadratic problem developed in
Section 3.4.1 for the integrated model. We compare the performance of our method
with new version of Gurobi solver for the Mixed Integer Quadratically Constrained
Program (MIQCP). The bilinear solver is a new feature in Gurobi 9.0, which can
solve problems with non-convex quadratic objectives to global optimality using
spatial branching techniques (Gurobi Optimization 2019). The Gurobi bilinear
solver implements all the regular MILP cuts, as well as the RLT and Boolean
Quadric Polytope (BQP) cuts, which are special cuts for quadratic problems (see
Rostami et al. 2018, for more details).
Coding in Python and employing gurobipy, we first let Gurobi build and solve the
integrated model for the illustrative case using the bilinear solver . Then we implemented our decomposition-based solution method by computing the subgradient
values according to Theorem 4 and adding subgradient cuts (57), as Lazy constraints using a callback. This callback is called whenever the MILP solver finds
a new candidate incumbent solution. All the experiments are conducted using a
single thread of the Intel (R) Core (TM) i5-8350U (1.70 GHz) processor with 8
gigabytes of RAM and the computational CPU time is limited to 20,000 seconds
for each method.
Table 8 presents the results for the illustrative case. For each algorithm, we report
the best solution found (lower bound), the total number of nodes enumerated in
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the search tree, the total acquired computation time in seconds, final percentage
optimality gap (the difference between the best solution found and the global
optimum solution), and the MIP gap (the difference between the best upper bound
an lower bound found by the algorithm). As can be seen from the table, our
decomposition-based algorithm solved the instance to optimality in 1630s whereas
Gurobi bilinear solver couldn’t solve the problem within the time limit of 20,000
seconds. The best solution found by Gurobi within the time limits is still 10% away
from the optimal solution found by our algorithm. Note that without knowing
the optimal solution (derived from our method), the MIP gap from Gurobi is
33.3% after running for 20,000 seconds. To analyze such behavior, we plot the
Gurobi performance in terms of lower bound and upper bound with respect to
the computational time in Figure 7. The horizontal axis represents the time in
seconds on a logarithmic scale, whereas the vertical axis shows the lower bound
and upper bound obtained by Gurobi. As can be seen both upper bound and
lower bound improve very slow. Very small improvement can be seen for the lower
bound and the improvement process for upper bound almost stops after the first
1600 S.
Table 8: Comparing the performance of Gurobi bilinear solver with the decomposition based algorithm
Gurobi solver
Our algorithm

Best solution
$322,635
$325,068

# nodes
16,357,568
6,699,424

Time(s)
20,000
1,630

Optimality Gap
10%
0%

MIP Gap
33.3%
0%

We further analyze the performance of the two algorithms visually in Figures
8 and 9 in finding the best upper bound and the best objective (lower bound)
for the illustrative case, respectively. The horizontal axis represent the time in
76

×103
Gurobi Solver LB
Gurobi Solver UB

500

400

300
1

10

100

1,000

10,000

Time (seconds)
Figure 7: Evolution of the MIP gap for Gurobi bilinear solver
seconds on a logarithmic scale, whereas the vertical axis shows the upper bound,
in Figure 8, and the best objective, in Figure 9, obtained by each algorithm. Both
figures show how faster our algorithm is in converging to the optimal solution. It
can be observed in Figures 8 that the first good upper bound found by Gurobi
bilinear solver is obtained after 300 seconds (with a MIP gap of 39.9%). As shown
in Figure 9, the best objective (lower bond) found by Gurobi bilinear solver is
obtained after 1600 seconds (with a MIP gap of 33.5%) and the solution quality
does not improve noticeably after that. The decomposition algorithm, on the
other hand, as shown in Figures 8, has found a relatively good upper bound in
less than 1 second and the best found objective as shown in Figure 9 has improved
gradually until optimality is proven in 1630 seconds.
While increasing the computational time limit might potentially lead to an optimal
solution when using Gurobi bilinear solver, the number of nodes in the decision
tree (see Table 8) increases exponentially which may lead to memory limit. The
overall results indicate the superiority of our decomposition method in solving
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the integrated model which can be applied to much larger networks than the
illustrative case explored in this chapter.

Upper bound
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Our algorithm
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Figure 8: Comparing upper bounds found by Gurobi bilinear solver and the decomposition based algorithm
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Figure 9: Comparing best objective values found by Gurobi bilinear solver and
the decomposition based algorithm
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3.6

Conclusions

In this chapter, we have studied the profit maximization pricing and transportation
policies for a fresh produce retailer who procures perishable products from producers, transports them along the supply chain, and sells them at its markets. We have
modelled customers’ response to price and quality levels offered by the retailer,
and developed two frameworks for coordinating pricing and transportation decisions: a sequential system, where decisions are coordinated through an iterative
process, and an integrated system that jointly optimizes pricing and transportation policies. We have exploited the special structure of the latter formulation and
developed a Benders type decomposition method that embeds effective optimality
cuts within a branch-and-bound framework to find the optimal solution. This
method can be applied to structurally similar pricing-transportation problems.
Through an illustrative case study, we have shown while it is common and potentially faster to optimize transportation and pricing separately and coordinate
them through S&OP meetings or sequential iterative systems, this approach may
yield lower profit and higher product waste. We have observed that the product
waste to sales ratio increases in customers’ quality sensitivity, but it can have a
non-monotone relation with transportation costs.
One crucial advantage of our modelling structure for both sequential and integrated systems is that they can be modified to incorporate more complex transportation constraints without affecting the rest of the solution. For example, they
can easily accommodate capacity constraints for distribution centers or transportation options. This flexibility lays a foundation for future work to explore further
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problems on managing perishable products supply chains. Moreover, to study
general demand functions or more complex purchasing behaviour of customers,
one can apply our approaches by updating solutions to the sales model in the sequential approach, or to the subproblems of the integrated approach accordingly.
We have focused for simplicity on a single product type with multiple quality
grades. However, our framework can be extended to allow for multiple products
to be considered together. While it is straightforward to decompose the problem
if products are independent, the problem becomes challenging if products are substitutable or complementary. Since different products at different quality grades
with correlated demand functions cannot be vertically differentiated, the quality
based demand allocation will be more complicated than the model discussed in
this chapter.
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APPENDIX
Proof of Theorem 1

Given (27)-(30), the model can be decomposed in r. Therefore, for each market
r we face the following equation as the objective function:

fr :

Dr
∆p1r
max
(p1r − c1r ) τr −
τr
∆α1r

!

X
Dr m−1
∆pk−1,r
∆pkr
+
(pkr − ckr )
−
τr k=2
∆αk−1,r ∆αkr

!

(58)
+

Dr
∆pm−1,r
pmr
(pmr − cmr )
−
τr
∆αm−1,r αmr

!

Given (58) we get:
∂fr
Dr
2
2
c1r − c2r
=
τr −
p1r +
p2r +
∂p1r
τr
∆α1r
∆α1r
∆α1r




Dr
∂fr
=
×
∂pkr
τr
!
!
2
2
ckr − ck+1,r ck−1,r − ckr
2
2
pk−1,r −
+
pkr +
pk+1,r +
−
∆αk−1,r
∆αk−1,r ∆αkr
∆αkr
∆αkr
∆αk−1,r
2≤k ≤m−1

∂fr
Dr
=
∂pmr
τr

!

2
2
cmr
cm−1,r − cmr
pm−1,r −
+
pmr +
−
∆αm−1,r
αmr ∆αm−1,r
αmr
∆αm−1,r
2
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!

Therefore, the second derivative of (58), Hm,m , follows as


Hm,m =



Dr 

τr 



−2
∆α1r
2
∆α1r

2
∆α1r
−2
∆α1r

.
.
.
0
0

−2
+ ∆α
2r



···
···
···

0

···

···

···

0



2
∆α2r

···

···

···

0

.

.

.

.
.
.









···
···
···

.

.

.

.

2
∆αm−2,r

···
···

−2
∆αm−2,r

0

.

.

+ ∆α −2
m−1,r

2
∆αm−1,r



2
∆αm−1,r

−2
∆αm−1,r

+ α−2

mr

H is negative semi-definite as: (i) H is a symmetric matrix of order m with a
tridiagonal structure, (ii) All the diagonal entries are negative (iii) H is diagonally
dominant as for each row we have |hi,i | ≥

P

j6=i

|hi,j |, where hi,j represents the value

in the ith row and j th column, and (iv) For row m we have:



−2
∆αm−1,r

+

−2
αmr



>

2
| ∆αm−1,r
|. Therefore, fr , for each r ∈ R, is a concave function of (p1r , p2r , ..., pmr )

which also concludes the concavity of F .


Proof of Theorem 2

Let’s introduce a new variable µkr , k ∈ Q, and construct the Lagrangian function
Lr for each market r as below.

m−1
X
∆pk−1,r
∆pkr
∆p1r
− τr −
µkr
−
∆α1r
∆αkr ∆αk−1,r
k=2

!

Lr =fr − µ1r

!

− µmr

∆pm−1,r
pmr
−
αmr ∆αm−1,r
(59)

→
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!

Dr
τr
Lr =
µ1r
p1r − c1r +
τr
Dr


∆pk−1,r
∆pkr
−
∆αk−1,r ∆αkr

!



∆p1r
τr −
∆α1r

!


X
Dr m−1
τr
+
µkr ×
pkr − ckr +
τr k=2
Dr

Dr
τr
+
µmr
pmr − cmr +
τr
Dr




∆pm−1,r
pmr
−
∆αm−1,r αmr

!

In optimality, if each of the Lagrangian multipliers is greater than zero, then the
associated constraint of that will be a boundary constraint, and that implies that
the coefficient in the objective function will get the value of zero, i.e., the resulted
revenue for that quality level will be zero. Thus, we can argue that in optimality,
the Lagrangian multiplier for quality grade k will be zero if there is a feasible
point for which the first-order conditions are satisfied. Given that µkr = 0 for all
constraints, we get the first order conditions as below:
Dr
2
2
c1r − c2r
∂fr
=
τr −
p1r +
p2r +
∂p1r
τr
∆α1r
∆α1r
∆α1r




=0

∂fr
Dr
=
×
∂pkr
τr




2
2
2
2
ckr − ck+1,r
ck−1,r − ckr
pk−1,r −
+
pkr +
pk+1,r +
−
∆αk−1,r
∆αk−1,r
∆αkr
∆αkr
∆αkr
∆αk−1,r
=0

2≤k ≤m−1

∂fr
Dr
=
∂pmr
τr

!

2
2
cmr
cm−1,r − cmr
pm−1,r −
+
pmr +
−
∆αm−1,r
αmr ∆αm−1,r
αmr
∆αm−1,r
2

!

=0
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By substituting p∗kr =

τr αkr +ckr
2

in first order conditions above it is easy to show

that p∗kr satisfies the first order conditions. Checking p∗kr in equations (28), (29),
and (30) we get:
p∗1r − p∗2r
c1r − c2r
< τr →
< τr
∆α1r
∆α1r

p∗
− p∗kr
p∗kr − p∗k+1,r
ckr − ck+1,r
ck−1,r − ckr
< k−1,r
→
<
∆αkr
∆αk−1,r
∆αkr
∆αk−1,r

(60)

2≤k ≤m−1
(61)

− p∗mr
p∗
p∗mr
cmr
cm−1,r − cmr
< m−1,r
→
<
αmr
∆αm−1,r
αmr
∆αm−1,r
Therefore, p∗kr =

τr αkr +ckr
2

(62)

is the optimal solution to the sales problem as long as

(79), (61), and (62) are valid. Now suppose that equations (79), (61), and (62) is
not satisfied for some quality grade(s). In that case, the critical point calculated
using first-order conditions is not feasible. However, as we’re looking at a concave
function on a closed interval, the upper bound will be optimal for this case. The
upper bound can be determined using the price of adjacent quality grades and are
formulated using the equations (28), (29), and (30).
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p1r − p∗2r
= τr
∆α1r
pkr − p∗k+1,r
p∗
− pkr
= k−1,r
∆αkr
∆αk−1,r
∗
−
p
p
pmr
mr
= m−1,r
αmr
∆αm−1,r

→ p1r = p∗2r + τr ∆α1r
p∗k−1,r ∆αkr + p∗k+1,r ∆αk−1,r
αk−1,r − αk+1,r
αmr p∗m−1,r
=
αm−1,r

→ pkr =
→ pmr

2≤k ≤m−1



Proof of Theorem 3

We define p̂ as follow:

p̂1r

m
X
τr
αkr ẑkr
α1r (Dr − ẑ1r ) −
=
Dr
k=2

p̂kr

k
m
X
X
τr 
=
αkr (Dr −
ẑlr ) −
αlr ẑlr 
Dr
l=1
l=k+1



!

(63)


m
X
τr αmr
=
Dr −
ẑkr .
Dr
k=1

2≤k ≤m−1

(64)

!

p̂mr

(65)

We need to show that p̂r = (p̂1r , p̂2r , . . . , p̂mr ) satisfies the constraints of SPr (ẑr ).
To this end, we first compute the values of ∆p̂1r and ∆p̂kr , 2 ≤ k ≤ m − 1, as
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shown below:
m
2
m
X
X
X
τr
=
α1r (Dr − ẑ1r ) −
αlr ẑlr − α2r (Dr −
ẑlr ) −
αlr ẑlr
Dr
l=2
l=1
l=3
τr ∆α1r
=
(Dr − ẑ1r )
Dr



∆p̂1r





!

(66)
∆p̂kr =

τr
×
Dr


 αkr (Dr

=

−

k
X

ẑlr ) −

k̂=1
k
X

τr ∆αkr
(Dr −
ẑlr )
Dr
l=1

m
X



αlr ẑlr

αk+1,r (Dr −

l=k+1

k+1
X
l=1

ẑk̂+1r ) −

m
X





αlr ẑlr 

l=k+2

2 ≤ k ≤ m − 1.
(67)

Using (66) and (67) it is easy to verify that constraints (49), (50), and (51) are
tight at p̂r . It is enough to show the feasibility of (52), (53) and (54). For
constraint (52), we have
∆p̂1r
ẑ1r
= τr (1 −
) ≤ τr
∆α1r
Dr
where the last inequality follows from the fact that ẑ1r , Dr ≥ 0 and ẑ1r ≤ Dr .
Constraint (53) and (54) are also satisfied at p̂r because
∆p̂k,r
∆p̂k−1,r
τr ẑkr
−
=−
≤0
∆αkr
∆αk−1,r
Dr
p̂mr
∆p̂m−1,r
τr ẑmr
−
=−
≤ 0.
αmr ∆αm−1,r
Dr
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2≤k ≤m−1

Therefore, p̂r is a feasible solution for SPr (ẑr ). Moreover, the objective value of
SPr (ẑr ) at p̂r is computed as below
m
k−1
X
X
τr
α1r ẑ1r (Dr − ẑ1r ) +
αkr ẑkr (Dr − 2
ẑlr − ẑkr )
φr (ẑr ) =
Dr
k=2
l=1

!

which proves the boundedness result for function φr (ẑr ).


Proof of Theorem 4

To prove the results, according to (56), we need to obtain the optimal primal and
dual solutions p̂r and ŷr . To this end, we construct feasible solutions of primal
and dual problems and show that their corresponding objective values are equal.
For the primal feasible solution, we consider p̂r as constructed in Lemma 3. Next,
we consider the dual of the slave problem SPr (ẑr ) which reads as follows:

max Wr (ẑr ) = (Dr − ẑ1r )y1r −

m
X

ẑkr ykr + τr ym+1,r

k=2

(68)
Dr y1r − y2r
ym+1,r − ym+2,r
+
≥ ẑ1r
(69)
τr
∆α1r
∆α1r
!
yk−1,r − ykr ykr − yk+1,r
ym+k−1,r − ym+k,r
Dr
−
+
−
+
τr
∆αk−1,r
∆αkr
∆αk−1,r
ym+k,r − ym+k+1,r
≥ ẑkr
2≤k ≤m−1
(70)
∆αkr
!
Dr
ym−1,r − ymr
ymr
y2m−1,r − y2m,r y2m,r
−
+
−
+
≥ ẑmr (71)
τr
∆αm−1,r
αmr
∆αm−1,r
αmr


subject to



ykr ≤ 0 k = 1, . . . , 2m.

(72)
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We constructed the following feasible solution for the dual problem:

ŷ1r

m
τr X
αlr ẑlr
=
Dr l=1

ŷkr

k
m
X
X
τr 
=
αkr
ẑlr +
αlr ẑlr 
Dr
l=1
l=k+1



ŷmr =



2≤k ≤m−1

m
X
τr
αmr
ẑlr
Dr
l=1

m + 1 ≤ i ≤ 2m

ŷir = 0

∀r∈R

To verify the feasibility of ŷr = (ŷ1r , ŷ2r , ..., ŷmr , ŷm+1,r , ..., ŷ2mr ) for the dual problem, we need to show that ŷr satisfies the constraints of Wr (ẑr ). To this end, we
first compute the values of ∆ŷ1r = ŷ1r − ŷ2r and ∆ŷkr = ŷkr − ŷk+1,r , 2 ≤ k ≤ m−1,
as shown below:

∆ŷ1r

m
2
m
X
X
τr X
τr
τr
αlr ẑlr =
ẑlr +
αlr ẑlr −
α2r
=
ẑ1r ∆α1r
Dr l=1
Dr
Dr
l=3
l=1

∆ŷkr

m
m
k
k+1
X
X
X
X
τr 
τr 
αlr ẑlr  −
αlr ẑlr 
ẑlr +
ẑlr +
αkr
αk+1,r
=
Dr
Dr
l=k+1
l=k+2
l=1
l=1

!



=

k
X
τr
∆αkr
ẑlr
Dr
l=1





2≤k ≤m−1

(73)


(74)

Using (73) and (74) it is easy to verify that (69), (70), and (71) are tight at ŷr .
Therefore, ŷr is a feasible solution for Wr (ẑr ).
The objective function of the dual (68) at ŷr will be as follows.
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m
k−1
X
X
τr
α1r ẑ1r (Dr − ẑ1r ) +
αkr ẑkr (Dr − 2
ẑlr − ẑkr )
Wr (ẑr , ŷr ) =
Dr
k=2
l=1

!

which is equal to φr (ẑr ) according to Lemma 3. Hence, the objective function of the
primal and dual problem are equal to each other while both problems are feasible.
This concludes to the optimality of p̂r and ŷr for their corresponding problems by
strong duality conditions. By subtracting ŷkr from p̂kr for each k ∈ Q, the result
of the theorem follows and the proof is completed.
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4

4.1

Attractiveness Factors in Retail Category Space
Location/Allocation Problem
Introduction

Physical retailing (i.e., in-store sales) continues to be the most significant player
in the retail industry despite positive trends of E-commerce retailing. Current
estimates of physical retailing sales exceed $22.13 trillion in 2020, which is more
than 5 times larger than e-commerce retail sales with $4.13 trillion (StatistaResearch-Department-2020). Even though e-commerce retailing is becoming more
popular, market studies predict that physical retailing will still play a notable role
in the retail market and would stay with us for a long time (Fisher and Raman
2018). However, in-store retailers can no longer effectively increase their sales
by simply opening new stores or expanding the space available in current stores.
Instead, it is essential for physical retailing to recognize customers’ needs and
utilize the in-store space accordingly (Fisher et al. 2017).
The increasing number of product categories to be allocated to the limited in-store
space, the narrow margins in retail, and the increasingly competitive environment
have significantly increased the importance of in-store space planning in physical
retailing (Hübner and Kuhn 2012). Furthermore, the wide availability of data
such as the available data on customer shopping basket and shopping behaviour
(Bradlow et al. 2017), can turn the store-wide space allocation from a simple
experience-based placement to an analytic engine. Hence, physical retailing requires efficient decision support tools that use all available information to bring

93

the right amount of goods to the right places.
The decision-making process for store space planning comprises two hierarchical levels: macro-level and micro-level. The macro-level, which is more tactical,
determines the space (e.g., aisle or shelf) allocated to each category (e.g., beverages, chocolate) considering the store’s limited space and the trade-off among all
categories. The micro-level, which is more operational, focuses on constructing
planograms and involves allocating individual products within each category to
the shelf (e.g., to put 10 facings of chocolate A besides 5 facings of chocolate B),
considering its impact on the demand. In other words, a macro-level problem
considers a travelling shopper in a store and how he/she would walk around the
shelves and visits different categories of products. The micro-level problem, on
the other hand, is defined in the context of a customer standing in front of a shelf
aiming to purchase a specific item from a particular category while the dimensions
and locations of the shelf allocated to each category are predetermined.
The macro-level process receives input from the assortment planning (i.e., listing
or delisting of products from store layout or shelf space capacity considerations)
and provides instructions to the micro-level process (Hübner and Kuhn 2012).
An efficient and optimized macro-level store design can specifically affect impulse
purchases which are the ones that a customer has not considered at the category
level before entering the store. According to POPAI (2014), unplanned purchases
count for 62% and 55% of all purchase decisions in mass merchandise stores and
grocery stores, respectively, and therefore play a significant role in the overall
profitability of retailers.
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Despite the restraining effects of the macro-level decisions and consequently their
huge impact on the overall space productivity, the majority of the state-of-theart research, as well as existing commercial software, assume the decisions of the
macro-level to be known in advance and only addresses the micro-level decisions
(Duesterhoeft 2020). In fact, practitioners often address the macro-level decision
using their experience, rule of thumb, or in best cases, a trial-and-error approach
that may lead to sub-optimal decisions. Our work will focus on the category space
allocation at the macro-level and explores how considering essential design factors,
specifically location-based and product-based attractiveness, may improve retailers’
overall space productivity and profitability.
Location-based attractiveness is an important determinant of allocation of categories to different parts of the store. Empirical studies identified various factors
affecting the attractiveness of each specific location at the store, independent of
the product categories assigned to each location. An example of the store-level
factor is the customers’ preference for visiting wider aisles (Frickus and van Kleef
2017), and of the shelf-level factor is the central bias in customers’ attention when
looking at a shelf (Atalay et al. 2012). Using tracking technologies and the available data from customer behaviour studies, one can discretize the store aisles into
different zones and sort them according to their location-based attractiveness.
While the location-based attractiveness has been considered in a few category
location/allocation models in the literature (Flamand et al. 2016, 2018, Ghoniem
et al. 2016), current models fail to consider the dynamic relationship between the
attractiveness of different parts of the store and product categories assigned to
those locations. Conveniently, these papers assume customers traffic densities are
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exogenously determined and can be used to estimate the attractiveness of different
locations of the store. However, customer traffic can be affected by the location of
categories included in their shopping list. We address this dynamic relationship
in our model by defining a new metric, product-based attractiveness.

4.1.1

Contribution to Literature

The product-based attractiveness captures the mutual effect of product categories’
locations on the purchase likelihood of each other. This measure is a function of the
set of product categories that have been located together in an aisle or are included
in an specific customer shopping path. When a product category is placed near
a high-demand category or in a customer’s path toward a high demand category,
its exposure will improve, which will further increase the probability of impulse
purchase of that category.
Our work provides a general model for assigning product categories to shelves,
considering the location-based attractiveness of each location and the dynamic
relationship between product-based attractiveness and the assignment decisions.
The goal is to maximize the overall profitability measure for the store considering the categories’ profitability measure, relative demand volumes, and impulse
purchase potential.
We provide a model that jointly decides on : (i) assigning each product category
to an aisle in the store, (ii) determining the width of the segment allocated to each
category, and (ii) sorting the products and determining the exact location of each
category’s segment inside each aisle. We also provide a decomposition heuristic
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approach which first decides on the assignment and space allocation decisions and
then considers the sorting problem. The decomposition approach can be used for
large instances to generate near-optimal answers.
To evaluate the proposed model, we perform a numerical study on a motivational case resulted from the integration of data sets provided by Ghoniem et al.
(2016), Flamand et al. (2016), and Flamand et al. (2018). The results show
the importance of considering product-based attractiveness in conjunction with
location-based attractiveness in category space problem, and pinpoints some essential trade-offs such as congestion issues that should be considered by retailers
when deciding on their store-design.
The rest of this chapter is organized as follows. Section 4.2 briefly reviews the
related literature. Section 4.3 formally defines our problem and discusses the
notations used for modelling. Section 4.4 proposes a maximization model for
determining the optimal store-wide category placement decisions considering both
location-based and product-based attractiveness and presents a heuristic approach
for solving the model. Section 4.6 describes an illustrative case study and analyses
the impact of considering the dynamic relationship between attractiveness and
placement decisions on the store’s final design. Finally, section 4.7 concludes with
a summary of this research’s contributions and discusses future extensions.

4.2

literature Review

Retail store space management literature is rich in micro-level shelf management
decisions. The main objective of the majority of these models is to construct op97

timal planograms by determining the number of facings of different items in each
given category and determine how they will be placed on the shelf, considering
the capacity constraints, the demand, and the impact of assignment decisions on
the demand (Bianchi-Aguiar et al. 2021, Duesterhoeft 2020). Our work, however, studies the shelf space allocation at the macro-level and focuses on product
categories and how they should be arranged inside the store.
A crucial component of macro-level category space planning is the proper consideration of attractiveness of different locations (aisles, shelves, etc.) in the store.
Depending on how products are clustered together in the store, the literature on
location-based attractiveness is further categorized to vertical-location-based attractiveness and horizontal-location-based attractiveness. Vertical-location-based
attractiveness factors are relevant when products in each category are placed next
to each other on the same shelf level. In such cases, categories located on shelves
within eye-level to knee-level are more likely to attract customers’ attention (Dreze
et al. 1994, Underhill 2009, Chandon et al. 2009, Gidlöf et al. 2017). Horizontallocation-based attractiveness factors are relevant when products in a category are
spread over several, or even all, shelf levels, resulting in a rectangular shape. For
such arrangements, some studies revealed higher customer traffics for end of aisle
segments (Ghoniem et al. 2016, Flamand et al. 2016, 2018). A central bias in
customer’s attention is also discussed in the literature. Chandon et al. (2009)
showed that placing a product at the horizontal center of a shelf can increase customer’s attention by %22, and Atalay et al. (2012) used eye-tracking to reveal the
customer’s bias toward choosing the option positioned in the center of an array.
Some other studies, instead of focusing on customers’ response to arrangement of
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items in an aisle, study the patterns of customers’ attention as they walk through
the aisles in the store and visit different segments and categories. Frickus and van
Kleef (2017) showed that people prefer wider aisles when they shop. Burke et al.
(2014) used a virtual simulated shopping environment to gather eye-tracking data
and study shoppers’ attention patterns. The results showed that customers spend
two to four times longer time around special displays such as promotions signs,
and people tend to scan the store horizontally and about four feet of the floor.
In the store space planning literature, aside from behavioral studies, there are
mathematical models capturing the location-based attractiveness in both micro
and macro-levels. In the micro level models, the location-based factors are considered using position-dependent demand functions (Hwang et al. 2005, Lim et al.
2004). In the macro-level models, the attractiveness of different segments of the
store is captured by sorting store segments based on customer traffic densities and
assigning attractiveness score to each segment accordingly. The attractiveness
scores are then used in the objective function, which maximizes the total store rewards. Ghoniem et al. (2016) consider a store-wide category placement by viewing
each shelf in store as a knapsack with a fixed capacity. Each knapsack is further
divided into different segments with fixed and predetermined attractiveness scores.
The model presented in Ghoniem et al. (2016) is extended in Flamand et al. (2016)
to include the stimulation of impulse buying using a strategic category placement.
Flamand et al. (2016) also discuss the desirability and undesirability of locating
specific product categories together, inside a same aisle. Their model is then further extended in Flamand et al. (2018) by integrating assortment planning with
category placement problem. Considering the impulse purchases potential of each
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product category, they develop a similar mixed-integer programming model as the
former papers to decide which categories to be presented in the store and their
space and location.
While there is no doubt that customers’ attention is affected by some fixed locationbased factors independent of product categories, ignoring the dynamic relationship between customer traffic and assignment decisions may lead to sub-optimal
arrangements. The location of popular items, included in the shopping lists of
most customers, affects their traffic pattern inside the store, and thus influences
the attractiveness of different store segments (Gidlöf et al. 2017). Therefore, a
specific store segment might have high traffic densities, not because its physical
location is attractive and accessible, but because a high demand product category
is located in that segment.
Botsali (2009) discusses this dynamic relationship by considering a travelling customer inside a retail facility with grid, serpentine, or hub-and-spoke layouts. They
consider different customer paths under each layout and compare each layout performance in terms of impulse purchases, revenue, and customer travel distance.
Their result show that the length of the shopping list is a vital factor in determining each layout’s effectiveness. While providing interesting insights, their model
fails to generate detailed specifications for category placements in store.
Our research will consider the product-based in conjunction with the locationbased attractiveness and close the literature gap in studying the dynamic relationship between customer traffic and the store design decisions at the macro
level.
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4.3

Problem Description and Notations

The goal of our category space location/allocation model is to determine the optimal location for each category while considering (1) each category’s profitability,
(2) the location-based visibility level of different parts of the store and (3) the
product-based visibility level which is determined by the allocation of categories
and its effect on customers’ shopping path.
We consider M store-wide available aisles, index by i, each with capacity W i . The
retailer allocates N categories of products, indexed by j, to aisles. At each aisle,
categories are separated horizontally: product items in a same category are spread
over all shelf levels resulting in a rectangular shape which we call a segment. The
retailer decides on the aisle allocated to each category, the width of the segment
assigned to each category, and specific location of each segment inside each aisle.
We consider different characteristics of each product category:ρj for relative profitability rate , Ij for impulse purchase rate, dj for relative demand volume, and
minimum and maximum space requirement shown by lj and uj , as discussed below
in detail. Table 9 summarizes the notation.
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Table 9: Summary of Notation
Indices
I
Set of store-wide available aisles {1, ..., M }
J
Set of product categories {1, ..., N }
Ki
Set of attractive zones in aisle i, {1, .., κi }
Problem Parameters
Wi
Capacity of aisle i
ρj
Relative profitability point for category j
dj
Relative demand volume for category j
Ij
Impulse purchase rate for category j
lj /uj Minimum/ Maximum space requirement for category j
f ik
Location-based attractiveness point for zone k at aisle i
ik
z
Width of the attractiveness zone k at aisle i

The profitability rate of category j can be estimated by averaging the profit margins of different products in category j. Without loss of generality, we assume
the profitability rate of the most profitable category is 1 and normalize the rate
of other categories accordingly to determine the relative profitability rate. The
relative demand volume is the potential demand volume for category j based on
the available data on customers’ shopping lists, again normalized to 1. The impulse purchase rate, Ij ≥ 1, shows the potential for increasing category j’s sales by
inducing impulse purchases. An impulse rate of 1 shows the lack of impulse purchase potential. For example, high-demand essential categories such as "Milk" or
"Bread", which are usually included in customers shopping lists, have an impulse
rate close to 1. Impulse purchase rates higher than 1 depicts the possibility of
increasing sales by strategically placing a category on a shelf with high visibility.
For example, if the retailer can increase the sales of a non-essential product such
as "Candy and Bars" up to 20% by locating it at the best location in the store,
we assign an impulse purchase rate of 1.2 to that category. Given our definition
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for ρj , dj , and Ij , the term ρj × dj × Ij reflects the maximum possible profit rate
for category j. This notation is in line with the work by Flamand et al. (2018).
We also consider lower and an upper bound for the space allocated to each category. These bounds should be determined by the retailer’s strategic planning
and historical demand levels, and we treat them as model parameters exogenously
determined. Lower bounds insure a minimum space representation (e.g., for new
products or private brands with a representation contract) and can also be used to
to maintain a minimum service level (e.g., controlling the probability of stock out
for each category in replenishment periods). Upper bounds, on the other hand, can
reserve some vacant space for other categories not included in the macro planning
step, to keep the store’s flexibility to refresh product assortment.
Besides categories’ specific characteristics and requirements, the retailer should
consider the attractiveness of different parts of the store as well as customer’s
shopping paths and their dynamic relationship with product allocation decisions.
In the next two subsections, we explain how each of these factors is considered in
our model.

4.3.1

Location-Based Attractiveness

Different aisles in store have different attractiveness based on physical location
factors, such as, closure to the entrance or exit doors, relative location with respect
to points of sale, or being positioned on peripheral corridors. Moreover, regardless
of product categories filled an aisle, different parts of the aisle have varying appeal
to the shoppers, due to ease of access, and visibility and exposure to the shoppers’
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attention.
We assign an attractiveness score to each part of each aisle as detailed below.
Following the model presented in Ghoniem et al. (2016), we assume that each aisle
consists of different horizontally separated attractive zones. The attractiveness
score is fixed over each zone, but can be different from other zones in the same
aisle. These attractive zones are predefined throughout the aisle and known in
advance.
We divide each aisle i into κi distinct zones, and let f ik represent the attractiveness
score of zone k ∈ {1, ..., κi } in aisle i. We also define z ik as the width of the zone k
in aisle i. Figure 10 illustrate an aisle with five distinct attractive zones separated
by dashed lines, and their corresponding width and attractiveness score.

Figure 10: Attractive zones in a single aisle
Changes in attractiveness scores of different zones of an aisle represent how a customer’s attention varies as they move through the aisle, from one end to another.
For example, the zones at either ends of an aisle are considered to be located in
prime location as they tend to be more visible, and therefore more attractive, than
center-aisle zones (Flamand et al. 2018). Therefore, we expect higher values of f ik
for k = 1 or k = κi , than for middle values of k. As another example, a retailer
can attract customers’ attention by placing a secondary display at the middle of
an aisle (Burke et al. 2014). Such in-aisle displays increase f ik for middle zones
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of the corresponding aisle.

4.3.2

Product-Based Attractiveness

Another important aspect of attractiveness of an aisle is the lineup of products
which are assigned to it or assigned to other aisles that share a shopping path
with it. For example, when the high-demand categories are assigned to an aisle or
when an aisle is in the customer’s shopping path toward high-demand categories,
the number of customer visiting the aisle, and thus its attractiveness increases.
In practice, retailers use standard guidelines to capture this product-based attractiveness in their store design. For example, it is common to locate high-demand
products (such as milk or bread in grocery stores) in the store’s corners to force
customers to visit more parts of the store. However, despite such intuitive guidelines, to the best of our knowledge, there is no analytical model considering this
critical factor in the category space location/allocation problem.
We show by pi the product-based attractiveness of aisle i that is defined as the
probability that a typical customer visits aisle i. To estimate pi , we consider the
overall demand volume of categories assigned to aisle i and to the set of aisles that
aisle i is in a customer’s path to reach them. Therefore, the exact formulation
of pi depends on the store layout and customers’ shopping paths. To provide an
example of such dependency, we use two sample store layouts as depicted in Figure
11.
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(a) Free-flow layout

(b) Forced-path layout

Figure 11: Customer shopping path considering different store layouts

Figure 11(a) represents a free-flow layout, where customers can enter the store from
either of entrance doors, wander through aisles in any direction, and exit from the
door they prefer. In contrast, the forced-path layout in Figure 11(b), requires
customers to enter from the top door, move through one-way shopping aisles,
and exit from the bottom door. These different layouts affect how the relative
demand volume of categories assigned to each aisle contribute to the product-based
attractiveness of other aisles. For example, in the free-flow layout, a customer
aiming to buy a category located at aisle 2, may visit either of aisles 1 or 3 before
reaching to aisle 2. But, in the forced-path layout, same product assignment
yields visiting aisle 1 before arriving at aisle 2, and aisle 3 afterwards. We provide
a formal definition of pi and discuss how it can be calculated under different
assumptions in section 4.5.1.
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4.4

Model Formulation

The goal of the problem described in Section 4.3 is to maximize the store’s overall
profitability by considering the potential profit rate ρj × dj × Ij for each category j ∈ J as well as the location-based attractiveness f ik and the assignmentdependent product-based attractiveness pi of each aisle i ∈ I. To reach this goal,
the retailer has three main decisions to make: I) assigning each product category
to an aisle, II) determining the width of the segment assigned to each category
in the corresponding aisle, and III) sorting categories inside their corresponding
aisles. In what follows, we provide a mathematical programming formulation of
the problem that jointly considers all these three decisions.
We assume products are separated horizontally. Therefore, all products in each
category will be placed together in a rectangular shape, where the height and
depth dimensions are fixed by the store configurations. Let variable sik
j represents
the width of attractiveness zone k in aisle i allocated to category j. While sik
j
can provide us with the final allocation plan, for modelling purposes, we define
following binary variables: xij which gets value 1 if and only if the product category
j is assigned to aisle i and binary variable yjik which gets value 1 if and only if
category j is assigned to zone k in aisle i.
The location-based attractiveness of different zones are given model parameters.
However, we need to formulate the product-based attractiveness pi of each aisle i
as a function of the assignment decision. This function should capture the demand
volume of the categories assigned to the aisle, and the weighted demand volume
for categories assigned to the set of aisles that aisle i is in a customer’s path to
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reach them. In order to model different store layouts and shopping paths, we
define pi as:

pi =

X
l∈I

αil

X

xlj dj ,

(75)

j∈J

where, 0 ≤ αil ≤ 1 is the probability that aisle i is included in a customer’s
shopping path toward aisle l, and

P

j∈J

xlj dj is the total demand volume of products

assigned to aisle l. Clearly, if aisle i is not included in customers shopping path
toward aisle l, αil = 0.
Note that while the impulse purchases can happen either before or after a customer
reach their destination aisle, shoppers’ visual attention and purchase interests are
strongly influenced by their purchase goals (Burke et al. 2014). Therefore, for the
sake of simplicity, we limit our model to exposure to categories prior to purchase
the product in the shopping list. In other words, αil gets a positive value only if
aisle i is visited in the path to reach aisle l, not in the path from aisle l to exit
the store. However, this is not a restrictive assumption, and different values of αil
can be used to model any impulse purchase behavior.
Assuming a width of sik
j of attractiveness zone k in aisle i is allocated to category
j, the contribution of this category into the store’s profitability can be estimated
by
(ρj × dj × Ij ) pi f ik sik
j

(76)

where ρj × dj × Ij expresses the potential profit rate per unit of width assigned to
category j, and pi and f ik are product- and location-based attractiveness of the
zone k in aisle i, respectively.
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Utilizing (76), we present our model, the IN T model, that expands the formulation introduced in Ghoniem et al. (2016) to include the product-based attractiveness.
i

M X
N X
κ
X

IN T : max

(ρj × dj × Ij )f ik pi sik
j

(77)

i=1 j=1 k=1

Subject to
pi =

X

αil

xlj dj

i∈I

(78)

j∈J

(79)

i ∈ I, j ∈ J, k ∈ κi

(80)

i ∈ I, j ∈ J

(81)

i ∈ I, j ∈ J

(82)

i ∈ I, j ∈ J, k ∈ κi

(83)

i ∈ I, k ∈ κi

(84)

j∈J

l∈I
M
X

X

xij = 1

i=1

yjik ≤ xij
i

κ
X

yjik ≥ xij

k=1
i

lj xij ≤

κ
X

i
sik
j ≤ u j xj

k=1
ik ik
sik
j ≤ z yj
N
X

ik
sik
j ≤ z

j=1
ik2 ik1
2
sik
(yj + yjik3 − 1)
j ≥ z

i ∈ I, j ∈ J, k1 , k2 , k3 ∈ κi |k1 < k2 < k3
(85)

qjik ≥ yji,k+1 + yjik − 1
N
X

qjik ≤ 1

i ∈ I, j ∈ J, k ∈ {1, ..., κi − 1}

(86)

i ∈ I, k ∈ κi

(87)

i ∈ I, j ∈ J, k ∈ κi

(88)

j=1
ik
xij , yjik ∈ {0, 1} sik
j , qj ≥ 0

The objective function (77), maximizes the store overall profitability measure.
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Constraint (78) links the product-based attractiveness to assignment decisions.
Constraint (79) guarantees that each category j is assigned to exactly one aisle.
Constraints (80) and (81) govern the relationship between yjik and xij : Constraints
(80) ensures that category will be placed in an attractive zone of an aisle, only if
the category is assigned to that aisle, and (81) ensures that the categories which
have been assigned to an aisle will be placed in at least one attractive zone in the
corresponding aisle.
Constraint (82) ensures that if category j is assigned to aisle i, its allocated
space meets the minimum and the maximum space requirement. Constraint (83)
ensures that no space is allocated to category j in zone k if the category has not
been assigned to that zone (i.e., if yjik = 0). Constraint (84) limits the total space
allocated to the categories at each zone to the width of the zone. Constraint (85)
ensures that should an item is assigned to more than one zone in an aisle, the
designated zones should be consecutive.
Constraints (86) and (87) together guarantee that not more than one item can
overlap pairs of consecutive zones in an aisle. We define variable qjik as a nonnegative continuous variable. If a category j overlaps pair of consecutive zones of
k and k + 1, given the binary definition for yjik and yjik+1 variables, constraint (86)
will force qjik to be greater than 1. Such condition, together with constraint (87),
will force qjik = 1 which further preclude any other categories to overlap pair of
consecutive zones of k and k + 1. Finally, constraint (88) applies the binary and
non-negative restrictions for the decision variables.
Note that considering product-based attractiveness encourages arrangements where
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high-demand products might be located in the vicinity of each other. Such assignments have the potential for creating a risk of congestion in store. A crowded aisle
can negatively affect the profitability. Mani et al. (2015) showed that eliminating
congestion issues during peak hours can increase sales and profitability by %7.21
and %5.87, respectively. Therefore, it is critical to prevent design patterns that
might lead to situations such as long line-ups or crowded areas inside the store.
Our definition of product-based attractiveness of each aisle enable us to preclude
such potentially crowded regions. Considering C i as the maximum product-based
attractiveness desired for aisle i, we can add the following constraint to our model:

pi ≤ C i

∀i ∈ I

(89)

In our model , we consider the effect of product categories on each other through
affecting customers’ shopping paths. However, there may be other interrelationships between product categories. Two general types of interrelationships between
product categories have been considered in the literature: (i) Allocation affinity, which refers to product category pairs that should be placed together, either
consecutively or within the same aisle. Examples of such pairs with affinity relationships would be pencils and pencil sharpeners or cakes and cake icings. (ii)
Allocation dis-affinity, which precludes the placement of certain product categories, such as bread and detergent, at the same aisle (Esparcia-Alcázar et al.
2006). These interrelationships are commonly represented as a set of adjacency
preference constraints (Flamand et al. 2018) and, if necessary, can be easily added
to our model as well.
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4.5

Decomposition-based Heuristic Solution Method

The model presented in section 4.4 can be computationally challenging for the
state-of-the-art commercial solvers; when having large instances with large number
of categories needed to be allocated to numerous aisles inside an store. To be
able to cope with such computationally onerous cases, we developed a hierarchical
decomposition technique that can be implemented easily and is capable of proving
near optimal solutions.
In our heuristic approach, we first assign product categories to aisles and decides
on the corresponding width (Section 4.5.1). Given the output of this stage, we
sort the categories in each aisle such that the overall profitability measure of the
aisle is maximized (Section 4.5.2).
Such hierarchical modelling approach fits the natural hierarchy of decision-making
processes in retail organizations and is also in accordance with models developed
in the literature (e.g., see Irion et al. 2011, Geismar et al. 2015). However, the
solution obtained from the two-stage hierarchical procedure would be sub-optimal
as information derived from the second-stage decision will not be fed into the first
stage model. We study the performance of our heuristic in using an illustrative
case study in section 4.6.1.

4.5.1

First Stage: Assign Categories to Aisles

The first stage model focuses on determining the width of the segment allocated
to each product category in each aisle, without trying to sort products inside each
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aisle. The goal is to maximize the overall store profitability measure.
In this stage, we are not concerned with the exact location of product categories
inside corresponding aisles. Therefore, we can substitute

Pκi

k=1

sik
j with variable

wji ≥ 0 which denotes the width of aisle i allocated to category j. Intuitively,
wji = 0 means item j is not assigned to aisle i.
Moreover, instead of focusing on attractive zones inside each aisle, we can consider
an overall location-based attractiveness score for each aisle, denote by f¯i for aisle
i. This overall score enables us to compare the attractiveness of different aisles to
determine the optimal assignment decision. One simple estimation of this overall
score can be the weighted average of attractiveness scores of different zones:
f¯i =

Pκi

z ik f ik
,
Wi

k=1

where z ik and f ik are the width and attractiveness score of zone k, respectively,
and W i =

Pκi

k=1

z ik is the total width of aisle i.
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The resulting formulation for the first-stage model is given as follows:

SP 1:

M X
N
X

max

(ρj × dj × Ij )pi f¯i wji

(90)

i=1 j=1

subject to
(78), (79)
N
X

wji ≤ W i

i∈I

(91)

i ∈ I, j ∈ J

(92)

i ∈ I, j ∈ J

(93)

j=1

lj xij ≤ wji ≤ uj xij
xij ∈ {0, 1}

pi , wji ≥ 0.

The objective function (90) maximizes the store’s total profitability measure considering average location-based attractiveness factor for each aisle, f¯i . Constraints
(78) and (79) assign categories to aisles and determine pi accordingly. Constraint
(91) ensures that the total space assigned to the categories allocated to each aisle
does not exceed the aisle’s capacity. Constraint (92) guarantees that if a space
in an aisle is assigned to a category, it meets the minimum and maximum space
requirements. Finally, constraint (93) applies the binary and non-negative restrictions for the decision variables.

4.5.2

Second Stage: Arrange Categories Inside Aisles

After each category has been assigned to an aisle and its corresponding width
is determined, the categories must be arranged within their aisle. Note that the
decision variables of the first stage problem become parameters of the second stage
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problem, represented by x̄ij and w̄ji in this stage. These assignments also dictates
the product-based attractiveness of each aisle, represented by p̄i . The second stage
model reads as follows:

i

SP 2:

max

M X
N X
κ
X

(ρj × dj × Ij )p̄i f ik sik
j

(94)

i=1 j=1 k=1

subject to
(83), (84), (85), (86), (87)
yjik ≤ x̄ij

i ∈ I, j ∈ J, k ∈ κi

(95)

yjik ≥ x̄ij

i ∈ I, j ∈ J

(96)

i
sik
j = w̄j

i ∈ I, j ∈ J

(97)

i ∈ I, j ∈ J, k ∈ κi

(98)

i

κ
X
k=1
i

κ
X
k=1

yjik ∈ {0, 1}

ik
sik
j , qj ≥ 0.

The objective function (94) maximizes the total profitability measure. Constraints
(83)-(87) express how categories are assigned to attractiveness zones. Constraints
(95) ensures that a category will be assigned to an attractive zone in aisle i only
if the category was assigned to that aisle in the first stage model. Constraint
(96) ensures that the categories which have been assigned to an aisle in first-stage
model will be placed in at least one attractive zone in the corresponding aisle.
Constraint (97) guarantees that the total space allocated to each category equals
the width determined for that category in the first stage. Finally, constraint (98)
applies the binary and non-negative restrictions for the decision variables.
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Solving this second stage MIP gives an optimal solution (ȳ, s̄, q̄) which combined
with the optimal solution (x̄, w̄, p̄) of the first stage provide a feasible solution
for the original model INT. The objective value of INT in this constructed feasible solution gives a lower bound on the true objective value of INT which is
computationally proved to be very tight (See Section 4.6.1).

4.6

Illustrative Case Study

In this section, we set up an illustrative case study by integrating the data sets
available for two retail stores in New England and Northeastern, USA. Parameters
regarding the product categories, ρj , dj , Ij , lj , uj , are gathered by integrating the
data in Ghoniem et al. (2016) and Flamand et al. (2016, 2018) and presented
in Appendix. Store layout features such as aisle capacities and the structure of
attractive zones are adopted from Ghoniem et al. (2016). Our problem involves
37 product categories that need to be allocated to 8 aisles in the store with the
objective of maximizing the total profitability of the store. We consider a grid
layout (Figure 12) including eight aisles with length of 20 feet each, and one
26-feet long aisle.
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Figure 12: Considered store layout

Following the literature the store’s peripheral corridors have the highest locationbased attractiveness. In Figure 12, the aisles are numbered in accordance with
their average location-based attractiveness, where the store’s peripheral corridors
have the highest location-based attractiveness. Moreover, each aisle is divided into
eight attractive zones, each with a different attractiveness score. Figure 13 shows
the location-based attractiveness of each zone along an aisle. Note that zones in
the middle of the aisle receive the lowest attractiveness score.
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Figure 13: Attractiveness function for an aisle in (Ghoniem et al. 2016) with
W i = 20

To study the effect of product-based attractiveness on customers’ shopping path
we consider two different scenarios for shopping behaviour. The first scenario
assumes that customers move quickly through the store and will be attracted
only to their destination aisle, which is the one containing their desired product
category. Under this assumption, αii = 1 and αil = 0 for all l 6= i. Therefore, the
product based attractiveness of each aisle depends only on the items it includes:

pi =

X

xij dj

i∈I

(99)

j∈J

In the second scenario we assume that customers may also purchase product categories which are placed in their path to their destination aisle. Particularly, for
the layout presented in Figure 11, we assume customers aiming to buy a product
category in mid-store aisles (i.e., aisles number 1, 5, 7, 8, 6, and 4), will also
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browse one of the aisle 2 or 3 before reaching their destination. Assuming customers randomly choose one of the peripheral aisles 2 or 3 to reach the mid-store
aisles, we have:

p2 =

X

p3 =

x2j dj + 0.5(

X

j

X

x3j dj + 0.5(

j

x4j dj +

X

j

X

x4j dj +

j

x6j dj +

X

j

X

x6j dj +

j

x8j dj +

X

j

X

x8j dj +

j

x7j dj +

X

j

X

x7j dj +

j

x5j dj +

X

j

j

X

x5j dj +

X

j

x1j dj )
x1j dj )

j

Also we assume customers explore the aisle which shares a corridor with their
destination aisle (i.e., aisles 1 & 5, 7 & 8, 6 & 4). Therefore,

p1 = p5 =

X

x1j dj +

j

X

x5j dj

j

x4j dj +

X

j

j

X

x7j dj +

X

p4 = p6 =

X

p7 = p8 =

j

x6j dj
x8j dj .

j

In the following subsections, we first run a computational experiment in Section
4.6.1, based on the presented illustrative case, to study the performance of our
two-stage heuristic solution approach. Later, in Section 4.6.2, we further analyze our result and discuss the impact of considering location- and product-based
attractiveness factors in category space planning.
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4.6.1

Computational Study

In this section, we assess the computational performance of the model presented
in Section 4.4 and the advantage of the proposed two-stage hierarchical approach,
presented in Section 4.5, for larger problem instances. Our test instances are
subproblems of the case illustrated in section 4.6. In all instances, we considered
the first scenario for product-based attractiveness, i.e., pi follows from (99).
Both the IN T model and the first-stage model of our heuristic are mixed-integer
quadratic problems, and our second stage model is a mixed-integer problem. By
coding the models in Python and employing gurobipy, we let Gurobi build and
solve the models using the Mixed Integer Programming (MIP) and bilinear solvers.
The bilinear solver is a new feature in Gurobi 9.0, which can solve problems
with non-convex quadratic objectives to global optimality using spatial branching
techniques (Gurobi Optimization 2019). The Gurobi bilinear solver implements
all the regular MIP cuts, as well as the Reformulation Linearization Technique
(RLT) and Boolean Quadratic Polytope (BQP) cuts, which are special cuts for
quadratic problems (see Rostami et al. 2018, for more details).
All the experiments are conducted using a single thread of the Intel (R) Core (TM)
i5-8350U (1.70 GHz) processor with 8 gigabytes of RAM and the computational
CPU time is limited to 21,600 seconds (6 hours) for each method.
Table 10 reports and contrasts our computational results for the IN T model and
the two-stage decomposition approach over five instances. The first column of
the table presents the number of aisles and product categories considered in each
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instance. Columns 2 and 3 provide the solution % MIP gap at termination, and
the CPU time in seconds, respectively. It can be seen that, for the IN T model,
Gurobi failed to solve the last two instances to optimality within the preset time
limit of 6 hours.
Column 4 in Table 10 reports the % gap for the two-stage solution, which is computed using the best lower bound (BLB) found by the IN T model in termination
and best objective (BO) found by the two-stage model, i.e. Gap=

BLB−BO
BLB

× 100,

and finally Column 5 provides the CPU time required to reach this gap. Table
10 shows that using the two-stage approach yielded near-optimal solutions with a
gap ranging from 0.24% in the first instance to 0.55% for the last instance. As
such, the two-stage approach can be used to get high-quality solutions while also
achieving substantial CPU savings.
It is worth noting that in this research, we are examining a problem at a tactical
level. Therefore, the retailer might not need to compensate for the CPU time.
Moreover, the reported CPU times are not the necessarily the time to reach the
best solution, and a good part of that may have been used by Gurobi solver to
prove the optimality. This further shows the benefits of using INT model and
Gurobi bilinear solver for solving it. However, for large enough configurations,
an optimal global solution for the INT model may not be achievable, even by
spending more computation time.

121

Table 10: Performance of the hierarchical two stage model vs the IN T model
Instances

The IN T Model

Two-stage Model

(#Aisles, #Categories)

MIP Gap

CPU (s)

Gap

CPU (s)

(2,8)
(3,10)
(4,14)
(5,20)
(6,25)

0%
0%
0%
8.71 %
6.95 %

0.64
6.06
77.31
21600
21600

0.24%
0.4%
0.45%
0.28%
0.55%

0
0.14
0.22
1.46
4.73

4.6.2

Case Results

In this section we present the optimal store designs for the illustrative case under
our two scenarios regarding customers’ behaviour. We use our decompositionbased approach to reach the final store design in each scenario, given its reasonable
accuracy discussed in the previous section.

4.6.2.1

Store Design in Scenario 1

Figure 14 shows the optimal store design for the first customers’ shopping path scenario, where high demand categories are shown by stared numbers, and categories
with higher impulse purchase potential are shown by yellow segments.
Figure 14 reveals that high demand categories are mainly placed in peripheral
aisles, which have highest location-based attractiveness score. While categories
with higher impulse purchases potential have not received the first priority, but
they are placed in vacant highly attractive parts of the store, i.e. the end of aisle
zones. Analyzing the solution further, we see that while some highly profitable
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categories, such as Novelties (#14), are placed in attractive places, but the space
allocated to them is less than their corresponding maximum limit. This is the
result of the trade-off between the amount and the attractiveness of the space
allocated to each category.
The above observations are in line with results presented in (Flamand et al. 2018),
in which only the location-based attractiveness is considered. In other words,
considering product-based attractiveness would have a minimal effect on the final
store design, if customers spend most of their shopping time on their preplanned
product categories.

Figure 14: Store design considering product attractiveness

123

4.6.2.2

Store Design in Scenario 2

The store design under the second scenario for customers’ shopping behaviour is
presented in Figure 15. Under this scenario, the high-demand categories are concentrated at the end of the store to push customers to visit other aisles as walking
to their destination. This design generates a synergy between those high demand
categories and can also potentially increase impulse purchases and therefore increasing the overall profitability of the store.

Figure 15: Store design considering customer shopping path
Note that the solution illustrated in figure 15 has a high risk of creating congestion
in some areas of the store, especially during peak hours. Specifically, “Road 2”
in the back of the store has the potential for creating congestion as aisles 1 and 5
are filled with very high demand categories. This emphasizes the importance of
considering congestion constraints in the model.
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To avoid such congestion risks and strengthen the model’s practicality, we add the
congestion-avoiding constraints, as explained in (89), to the model and illustrate
the results in Figure 16. It is interesting to note that when congestion constraints
are added to the model, some high-demand product categories are moved to the
middle store aisles or the less crowded peripheral aisles. Their location at the
back-store aisles is then filled with high-impulse categories. While avoiding the
congestion issues in the store, such settlement can increase profitability as customers attracted to back-store aisles for buying the remaining high-demand categories might be tempted to add some high-impulse products to their shopping
basket.

Figure 16: Store design under the second scenario and considering congestion
constraints
Not surprisingly, adding congestion constraints reduced the objective value (by
%7). Therefore, in deciding on the congestion constraints, the retailers should
consider the trade-off between the lost profit as a result of losing some attractive125

ness and the gained due to preventing congested areas in the store.

4.7

Conclusion and Future Research

In this chapter, we have studied the problem of category space allocation at the
macro-level and explored how considering location-based and product-based attractiveness can improve a retailer’s overall space profitability. Our research contributes to the literature by being the first to consider the dynamic relation between the allocation decisions and customers’ shopping paths.
We have integrated both location-based and product-based attractiveness factors
in a mixed integer quadratic problem. However, large-scale instances of this problem is computationally challenging to solve, even by state-of-the-art commercial
solvers. Therefore, we have provided a two-stage heuristic solution method that
generates a near-optimal solution in a significantly shorter CPU times.
Using our two-stage model we have explored the optimal store design for an illustrative case study. Through our results, we have linked the optimal category space
allocation to customers’ shopping path and created a balance between the placement of high-demand and high-impulse product categories. Our observation also
shows that focusing on product-based attractiveness exposes the store to the congestion risk which can be prevented by adding constraints limiting the congestion
in different aisles of the store.
Our model is able to capture different shopping paths, purchase behavior, and
congestion concerns. This flexibility makes our model a viable option to be used
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in unique situations. One outstanding recent example is the set of restrictions
on shopping paths and store congestion imposed by COVID-19 regulations. Our
model would be a reliable tool to regularly update the space planning in store,
adjusting with developing directives.
We note that considering the product-based attractiveness in category placement
problems generally results in store-designs that aim to increase the distance travelled by customers in the store. Such arrangements can negatively affect the
customer satisfaction. To include this trade-off in space planning models, future
research in this field should also consider customer satisfaction related measures.
Currently, our model is based on discrete attractive zones. However, our model can
be expanded to consider general location-based attractiveness functions, generated
by closely studying customer behavior .
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APPENDIX

Table 11: Parameters regarding the product categories in our illustrative case
Category

j

ρj

Eggs
1
3.09
Biscuits
2
1.62
Butter
3
4.32
Cheese
4
3.005
Sour cream
5
3.4
Yogurt
6
3.22
Juice
7
6.88
Coffee creamer
8
4.25
Milk
9
6.35
Quick Meals
10
4.8
Fresh Meat
11
5.34
Pies and Toppings
12
4.35
Desserts and Fruit
13 4.2075
Novelties
14 4.215
Ice cream
15
7.32
Vegetable
16
3.93
Fries and Onions
17
4.38
Ethnic meals
18
3.04
Organic
19
4.84
Waffles
20 1.645
Breakfast
21
4.36
Bread and Bagels
22
1.94
Juice
23
6.73
Iced tea
24
34.6
Poultry and meats
25
4.05
Dinners
26
6.04
Entrees
27
4.95
Side dishes
28
5.83
Snacks
29
5.18
Pizza
30 3.0525
Stuffing and coating
31 2.9775
Bread Crumbs
32 3.0675
Gravies
33 10.23
Bread
34
3.25
Peanut butter and Jelly 35
3.7
128
Stationery
36
2.88
Cups and Plates
37
4.3

dj

Ij

572
1.03
223
1.24
211
1.009
6009 1.04
2113
1.12
1324
1.22
5969 1.04
1911
1.13
6144 1.005
1784
1.21
6348 1.03
158
1.31
871
1.43
700
1.42
2100
1.4
4641
1.12
102
1.15
102
1.22
102
1.13
102
1.2
1911
1.24
10052 1.21
5969
1.2
98
1.02
381
1.01
4529
1.23
102
1.22
102
1.24
988
1.32
2384
1.34
102
1.14
568
1.1
102
1.12
9530
1.01
1588
1.11
867
1.02
914
1.02

lj

uj

1.8
0.9
2.7
3.6
2.7
4.5
7.2
5.4
9
14.4
12.6
1.8
1.8
3.6
10.8
2.7
0.9
0.9
1.8
1.8
5.4
1.8
0.9
1.8
2.7
2.7
0.45
0.9
1.35
9.9
1.8
1.8
2.7
11.7
6.3
6.3
7.2

2.2
1.1
3.3
4.4
3.3
5.5
8.8
6.6
11
17.6
15.4
2.2
2.2
4.4
13.2
3.3
1.1
1.1
2.2
2.2
6.6
2.2
1.1
2.2
3.3
3.3
0.55
1.1
1.65
12.1
2.2
2.2
3.3
14.3
7.7
7.7
8.8
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