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A to¨bbva´ltozo´s eloszla´sok elme´lete — idee´rtve a norma´lis eloszla´st is — a
matematikai statisztika egy hallatlanul e´rdekes teru¨lete. Haba´r elme´letu¨k a
sza´zadfordulo´ig nyu´lik vissza, e´s a to¨bbdimenzio´s norma´lis eloszla´shoz kap-
csolo´do´ statisztikai kutata´sok mo¨go¨tt is legala´bb 50 e´v a´ll, az alkalmazo´k
me´g a mai napig is vonakodnak a szu¨kse´ges teszteket elve´gezni. A te´ma
va´laszta´sa´nak is ez a te´ny volt a legfo˝bb oka.
Ko¨zgazdasa´gi tanulma´nyaim sora´n mikor sokva´ltozo´s statisztikai alkal-
maza´ssal tala´lkoztam, a to¨bbdimenzio´s normalita´s ke´rde´se mindig homa´ly-
ban maradt. Pedig sza´mtalan igen elterjedt sokva´ltozo´s mo´dszer, u´gy mint
a faktor anal´ızis, a fo˝komponens elemze´s, a diszkriminancia anal´ızis, a kor-
rela´cio´s modell, a to¨bbdimenzio´s normalita´s hipote´zise´re e´p´ıt. Ha a hipote´zis
nem igaz, akkor az elemze´s kimenetele bizonytalan, ma´rpedig a to¨bbdi-
menzio´s normalita´s egy igen ero˝s ko¨vetelme´ny.
A disszerta´cio´ meg´ıra´sa´nak kiindulo´ pontja a Benedek [1999] tanulma´ny
volt, mely egyben a legto¨bb inspira´cio´t e´s o¨tletet is adta. A szerzo˝ egy vari-
ancia cso¨kkento˝ mo´dszert haszna´lt fel pe´nzu¨gyi modellje´nek kisza´mı´ta´sa´hoz,
mely egy sokva´ltozo´s statisztikai o¨sszefu¨gge´sen alapul. Az opcio´a´r eloszla´sa´-
nak va´rhato´ e´rte´k becsle´se´hez volt szu¨kse´g egy ,,alacsony“ variancia´ju´ becslo˝
fu¨ggve´nyre. Az opcio´a´rakra vonatkozo´ minta´t ugyanis egy sza´mı´to´ge´pes szi-
mula´cio´s modellbo˝l genera´lta a szerzo˝, melynek sza´mı´ta´sige´nye igen magas.




a variancia´ja, ahol n a mintame´retet jelo¨li. A mintame´ret no¨vele´se´vel teha´t
a becsle´s variancia´ja cso¨kkentheto˝, de nem aka´rmeddig, hiszen sza´mı´ta´si
korla´taink vannak. Ha viszont tala´lunk egy ma´sik olyan va´ltozo´t, az u´n.
kontroll va´ltozo´t, melynek eloszla´sa e´s elme´leti parame´terei ismertek, va-
lamint korrela´l az opcio´a´rral, akkor a korrela´cio´t e´s a kontroll va´ltozo´ is-
mert centruma´t illetve ingadoza´sa´t kihaszna´lva a va´rhato´ e´rte´kre vonta-
kozo´an jobb becsle´st ke´sz´ıthetu¨nk. A legke´zenvekvo˝bb persze linea´ris becslo˝
fu¨ggve´nyt konstrua´lni, melyben a linearita´st az opcio´a´r e´s a kontroll va´ltozo´
egyu¨ttes normalita´sa´ra vontakozo´ hipote´zis implika´lja.
A tanulma´ny sza´momra egyik legnagyobb ere´nye, hogy a hipote´zis el-
leno˝rze´se´t a kolle´ga explicite el is ve´gzi. A forra´s, mely a felhaszna´lt to¨bb-
dimenzio´s teszt alkalmaza´sa´hoz legfo˝bb u´tmutato´ul szolga´lt, a Tew-Wilson
[1992] cikk volt. A szerzo˝k a Shapiro-Wilk [1965] a´ltal bevezetett W -teszt
egy to¨bbdimenzio´s varia´nsa´t haszna´lta´k, amint azt Malkovich e´s Affifi de-
finia´lta´k egy 1973-as cikku¨kben (Malkovich-Affifi [1973]). A sokva´ltozo´s
alkalmaza´sokna´l tapasztalhato´ hia´nyossa´gokat jo´l illusztra´lja, hogy a W -
teszten alapulo´ to¨bbdimenzio´s va´ltozat(ok)nak nincsen sem kereskedelmi
forgalomban kaphato´, sem pedig szabadon hozza´fe´rheto˝ implementa´cio´ja.
Ennek hia´nya´ban a teszt elve´gze´se´hez a szerzo˝k maguk implementa´lta´k az
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elja´ra´st, e´s a szignifikancia szintek kisza´mı´ta´sa´hoz a Monte-Carlo szimu-
la´cio´val hata´roztak meg ku¨szo¨be´rte´keket. Megjegyezzu¨k, hogy az eml´ıtett
varia´ns aW -teszt legkora´bbi ismert, to¨bbdimenzio´ra valo´ a´ltala´nos´ıta´sa. Ta-
nulma´nyunk ko¨zponti eleme´t ennek a va´ltozatnak a vizsga´lata ke´pezi, mely
u´gy tu˝nik, nem keru¨lt a kutato´i ko¨zo¨sse´g fo´kusza´ba.
Mindo¨ssze 3 e´vvel kora´bban publika´lt Mardia egy cikket (Mardia [1970]),
mely egy ke´so˝bbi to¨bbdimenzio´s normalita´s teszt csala´d kiindulo´ pontja
lett. Mardia a ferdese´g e´s csu´csossa´g to¨bbdimenzo´s kiterjeszte´se´re adott ja-
vaslatot, mely to¨bbdimenzio´s norma´lis alapeloszla´s esete´n meghata´rozhato´
hata´reloszla´ssal rendelkezik. Ennek nyoma´n — a W -teszttel ellente´tben —
sza´mos ke´so˝bbi javaslat szu¨letett a ferdese´g e´s csu´csossa´g to¨bbdimenzio´ra
valo´ a´ltala´nos´ıta´sa´ra illetve az ezekbo˝l konstrua´lhato´ tesztekre, u´gy mint
Bera-John [1983], Mardia [1980] e´s Mardia-Foster [1983].
Mardia az 1980-as cikke´ben meg is jegyzi, hogy minden u´j javasolt to¨bb-
dimenzo´s tesztet a to¨bbdimenzio´s ferdese´gen illetve csu´csossa´gon alapulo´
tesztekhez vagy a Shapiro-Wilk teszt Malkovich-Affifi-fe´le kiterjeszte´se´hez
kell hasonl´ıtani (Mardia [1980]). Ennek ellene´re 1973 uta´n egyetlen cik-
ket sem tala´ltunk, mely a Malkovich-Affifi varia´nssal az eml´ıte´s szintje´n
tu´l foglalkozott volna. Az alapcikkben tala´lunk Monte-Carlo szimula´cio´s
vizsga´latokat a pro´ba´k ereje´re vonatkozo´an, de a kor technikai sz´ınvonala´nak
megfelelo˝en megleheto˝sen alacsony replika´cio´ sza´m (r = 500) mellett.1 Az
ido˝ teha´t haladt, a teszt pedig elfeledtetett. A cikk ugyanakkor javasolt
ferdese´gre e´s csu´csossa´gra vonatkozo´ to¨bbdimenzio´s kiterjeszte´seket, melye-
ket viszont meglepo˝ mo´don azta´n ma´s kutato´k tanulma´nyoztak e´s tova´bb
fejlesztettek (Baringhaus-Henze [1991] e´s [1992]).
Etto˝l fu¨ggetlenu¨l a ke´so˝bbiekben to¨rte´nt ugyan ne´ha´ny k´ıse´rlet a Shapiro-
Wilk teszt to¨bbdimenzio´s kiterjeszte´se´re (Royston [1983], Mudholkar et al.
[1995]), de ezek a tanulma´nyok is mello˝zte´k a kora´bbi varia´nsokkal to¨rte´no˝
o¨sszehasonl´ıta´st. Ennek nem tudni, mi a valo´s oka, hiszen ezen cikkek mind-
egyike hivatkozott az eredeti 1973-as cikkre. A kutato´k sza´ma´ra teha´t a
dolgozat ismert volt, ba´r mint eml´ıtettu¨k, inka´bb ma´s aspektusbo´l tala´lta´k
fontosnak.
A ferdese´gre e´s csu´csossa´gra, valamint a W -tesztre e´pu¨lo˝ to¨bbdimenzio´s
tesztek voltak a legjelento˝sebb eredme´nyek, melyek e´rdemben elmozdula´st
jelentettek a to¨bbdimenzio´s normalita´s tesztele´s ira´nya´ba. A ferdese´get
e´s a csu´csossa´got egydimenzio´s esetben elo˝szerettel alkalmazta´k, hiszen a
norma´lis eloszla´st jo´l jellemzo˝ mutato´kro´l van szo´. Az u´n. Jarque-Bera
teszt (Bera-Jarque [1981]) pe´lda´ul a ke´t mutato´ kombina´cio´ja´t haszna´lja
fel ido˝sorok tesztele´se´hez. A teszt e´rze´kenyse´get mutat az ido˝sorokban
1A replika´cio´k sza´ma a mintave´teleze´sek sza´ma´t jelenti. Monte-Carlo szimula´cio´na´l az
isme´telt mintave´teleze´sek sora´n a minta´kbo´l sza´mı´tott parame´ter becsle´sekre ugyancsak
egy minta´t kapunk. A fe´lree´rte´s elkeru¨le´se ve´gett uto´bbi minta me´rete´re mindig mint rep-
lika´cio´k illetve makro-replika´cio´k sza´ma´ra hivatkozunk. A ke´so˝bbiekben ezek a fogalmak
a haszna´lat sora´n vila´gossabba´ va´lnak majd.
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megle´vo˝ esetleges autokorrela´cio´ra, eze´rt ezen az alkalmaza´si teru¨leten a leg-
kedveltebb teszt. Az egydimenzio´s Shapiro-Wilk teszt is igen elterjedt, amit
elso˝sorban az omnibusz tulajdonsa´ga´nak ko¨szo¨nhet. A teszt statisztika ke´t
mutato´sza´m ha´nyadosa, mely norma´lis eloszla´s esete´n ugyanazt az elme´leti
parame´tert, e´spedig a variancia´t becsu¨li. A sza´mla´lo´ a szo´ra´s ne´gyzete´nek
egy szorzo´ konstansto´l eltekintve a norma´lis eloszla´sbo´l sza´rmazo´ rendezett
statisztika´kbo´l sza´mı´tott legjobb linea´ris torz´ıtatlan (BLUE) becsle´se, a ne-
vezo˝ pedig az a´tlagto´l valo´ elte´re´s ne´gyzeto¨sszege, vagyis a tapasztalati va-
riancia (n− 1)-szerese. Tulajdonsa´gait empirikusan behato´an vizsga´lta´k.
Szimmetrikus e´s koncentra´lt eloszla´sokra e´s a legto¨bb csu´csos eloszla´sra W
optima´lis (Shapiro et al. [1968], Pearson et al. [1976]), e´s bizonyos ese-
tekben nagysa´grendekkel ero˝sebb, mint ba´rmely ma´s teszt. Ugyanakkor
hosszan elnyu´lo´ eloszla´sokra gyakran alulmarad ma´s alternat´ıva´kkal szem-
ben (Filliben [1975]). Bevett gyakorlat, hogy egydimenzio´ban haszna´lt e´s
kedvezo˝ tulajdonsa´gokkal rendelkezo˝ elja´ra´sokat pro´ba´lnak magasabb di-
menzio´kra a´ltala´nos´ıtani, e´s ı´gy megpro´ba´lni a to¨bbdimenzio´s normalita´sra
vonatkozo´an jo´ teszteket konstrua´lni.
Az egydimenzio´s eloszla´s csu´csossa´gi e´s ferdese´gi mutato´ibo´l konstrua´lt
tesztek esete´ben, ha az alapeloszla´s norma´lis, akkor a teszt statisztika´knak
rendszerint van valamilyen meghata´rozhato´ (to¨bbnyire χ2) eloszla´sa. Ez
alapja´n pedig leheto˝se´g van a teszt empirikus szignifikancia szintje´nek, ma´s
szo´val a p-e´rte´knek a kisza´mı´ta´sa´ra, mely a tesztele´s elve´gze´se´hez elenged-
hetetlen. Megjegyezzu¨k, hogy a ku¨szo¨be´rte´kek illetve a szignifikancia sza´-
mı´ta´sok csak nagy minta´k esete´ben kello˝en pontosak. A W -teszt szigni-
fikancia szintje´nek kisza´mı´ta´sa´val az egydimenzio´s esetben viszont kezdet-
ben proble´ma´k voltak, hiszen a teszt statisztika´nak n > 3 esete´n isme-
retlen eloszla´sa van. Ebben hatalmas elo˝rele´pe´st jelentettek a Royston-
fe´le cikkek, melyek a gyakorlatban haszna´lhato´ elja´ra´st adtak az empiri-
kus szignifikancia szintek kisza´mı´ta´sa´ra. Ennek a ke´tse´gk´ıvu¨l igen nagy
jelento˝se´ge´t nem vitatva megjegyezzu¨k, hogy a sza´mı´ta´sok polinomia´lis reg-
resszio´s ko¨zel´ıte´sekbo˝l sza´rmaztak. Mo´dszertanilag teha´t viszonylag egy-
szeru˝ elja´ra´sokro´l van szo´, s me´gis, a to¨bbdimenzio´s va´ltozat(ok)hoz me´gsem
ke´szu¨ltek ko¨zel´ıto˝ elja´ra´sok a p-e´rte´k kisza´mı´ta´sa´ra.
A jelen te´zistervezetnek az elo˝bbiekben felva´zolt hia´nyok po´tla´sa a ce´lja,
vagyis szeretne´nk megtudni, hogy:
• Milyenek a W -teszt tulajdonsa´gai a Malkovich e´s Affifi a´ltal javasolt
to¨bbdimenzio´s kiterjeszte´s alapja´n?
• Hogyan lehet a to¨bbdimenzio´s esetben a teszt p−e´rte´ke´nek kisza´mı´ta´sa´ra
gyakorlatban haszna´lhato´ elja´ra´st adni?
• Milyen alkalmaza´si teru¨leten sza´mı´that e´rdeklo˝de´sre?
A teszt tulajdonsa´gainak vizsga´lata´hoz az a´ltala´ban szoka´sos H1 elosz-
la´sokra vizsga´ltuk meg a pro´ba ereje´t, u´gy mint to¨bbdimenzio´s χ2, Stu-
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dent t, Cauchy, kevert norma´lis, lognorma´lis e´s logisztikus eloszla´sok. A
disszerta´cio´nak nem ce´lja a to¨bbdimenzio´s normalita´ssal kapcsolatos szaki-
rodalom a´ttekinte´se, sem pedig az uto´bbi harminc e´vben szu¨letett konkre´t
teszt javaslatok vizsga´lata, mivel az o¨nmaga´ban egy vagy to¨bb o¨na´llo´ disszer-
ta´cio´t kitenne. Viszont a to¨bbdimenzio´s Shapiro-Wilk tesztek ,,uta´ni“ kuta-
ta´s eredme´nyeke´nt a´ttekintu¨nk ne´ha´ny fellelheto˝ W -tesztre e´pu¨lo˝ va´ltozatot,
e´s referenciapontke´nt felhaszna´ltuk az a´ltalunk vizsga´lt varia´ns empirikus
pro´ba ereje´nek vizsga´lata´ban. Mivel azonban ez egy ko¨zgazdasa´gi disszer-
ta´cio´, nagyon fontos azt megvizsga´lni, hogy ko¨zgazdasa´gi adatsorokra jel-
lemzo˝ eloszla´sok esete´n milyenek a tesztek tulajdonsa´gai. Eze´rt bootstrap
technika´val ke´t alkalmaza´si teru¨leten is ve´geztu¨nk vizsga´latokat a pro´ba´k
ereje´re vonatkozo´an.
A ma´sodik ke´rde´sre adando´ va´laszhoz ta´mpontot az eml´ıtett Royston-
fe´le cikkek adtak (Royston [1982a], [1982b], [1992], [1995]). A szerzo˝ sza´-
mı´to´ge´pes implementa´la´sra alkalmas elja´ra´sokat adott a teszttel kapcsolatos
sza´mı´ta´sokhoz, idee´rtve a p−e´rte´k sza´mı´ta´sokat is. A Royal Statistical So-
ciety a´ltal karbantartott Applied Statistics Library (StatLib) is az a´ltala
fejlesztett algoritmust tartalmazza, de ne´ha´ny statisztikai szoftverbe illetve
algoritmus ko¨nyvta´rba (pl. Statistica, IMSL) is ezt a va´ltozatot e´p´ıtette´k
be. A StatLib-ben tala´lhato´ algoritmusokra e´p´ıtve ke´sz´ıtettem el saja´t al-
goritmusaimat.
Ami a harmadik ke´rde´st illeti, a pe´nzu¨gy tu˝nik a teszt szempontja´bo´l
megfelelo˝ alkalmaza´si teru¨letnek. Ez aze´rt egy e´rdekes szakteru¨let, mert itt
lehet a normalita´s proble´ma´ja´t legkeve´sbe´ a szo˝nyeg ala´ so¨po¨rni. A norma-
lita´sra e´pu¨lo˝ modellekkel a legfo˝bb proble´ma´t a kiugro´ elemek (outlier -ek),
illetve a vastag farku´sa´g okozta. A pe´nzu¨gytan szempontja´bo´l egye´b ellipti-
kus eloszla´soknak, mint pe´lda´ul a Student t, kevert norma´lis eloszla´soknak,
valamint az α−szimmetrikus eloszla´soknak — mint amilyen a Le´vy eloszla´s
is — fontosabb szerep jut, mint a norma´lis eloszla´snak. A disszerta´cio´ban
vizsga´lt teszt pedig, u´gy tu˝nik, az ilyen t´ıpusu´ eloszla´sokra e´rze´kenyebb mint
a vizsga´latban szereplo˝ egye´b va´ltozatok.
Gyakran azonban az elliptikussa´g is tu´l idea´lis felteve´s pe´nzu¨gyi ido˝sor
vektorok modelleze´se´hez. A pe´nzu¨gyi adatsorok normalita´sa´nak vizsga´lata´n
tu´l az is ce´lunk volt, hogy alternat´ıv modelleket bemutassunk, melyek nem
e´p´ıtenek az egyu¨ttes normalita´s megleheto˝sen szigoru´ alapfelteve´se´re. Az
alkalmazott modelleze´s ugyanis nem meru¨lhet ki azzal, hogy ,,A“ modell
nem jo´. Az sem ce´lravezeto˝, ba´r a ko¨zgazdasa´gban elterjedt szoka´s, hogy
a tesztek alapja´n az ,,A“ modell alapfelteve´sei nem teljesu¨lnek ugyan ma-
rade´ktalanul, azta´n pedig nincsen se ,,de“, sem pedig ,,eze´rt“. A korrekt
elja´ra´s szerintu¨nk az, hogy az egyszeru˝bb e´s szebb ,,A“ modell helyett van
egy ,,B“ alternat´ıva is, vagyis az egyu¨ttes normalita´s proble´ma´ja nyilva´n-
valo´an o¨sszefu¨gg alternat´ıv modellek kerese´se´vel. Reme´lju¨k, ı´gy azokban
az alkalmazott ko¨zgazda´szokban, akik ı´ra´sunkat olvassa´k, ne´mileg cso¨kken
a frusztra´cio´ amiatt, hogy modellju¨kben a kiindulo´ normalita´sra tett fel-
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teve´sek a levego˝ben lo´gnak, illetve ba´trabban nyu´lnak alternat´ıv modellek-
hez, ha ez adott esetben elme´letileg indokolt. Demonstra´lni szeretne´nk,
hogy ma´s megko¨zel´ıte´sek haszna´lata nem jelent leku¨zdhetlen nehe´zse´geket
sem mo´dszertanilag, sem sza´mı´ta´stechnikailag.
A munka jellege´t tekintve nem ta´maszkodhattunk kereskedelmi szoftve-
rekre. Egyre´szt az a´ltalunk ve´gzett vizsga´lathoz e´rtelemszeru˝en nem le´teznek
implementa´cio´k, ma´sre´szt a Monte-Carlo szimula´cio´s vizsga´latokhoz auto-
matiza´lt szoftver megolda´sra van szu¨kse´g, mely ugyanakkor kello˝en hate´kony
is. A legto¨bb alap algoritmust (pl. ve´letlen sza´mok, linea´ris algebrai mu˝-
veletek stb.) a Press e´s szerzo˝ ta´rsai a´ltal ı´rott ko¨nyvbo˝l vettu¨k (Press et
al. [1992]), mely a tudoma´nyos e´letben a IMSL algoritmus ko¨nyvta´rhoz
hasonlo´an de facto standard. Emellett az algoritmusok ANSI C, FORT-
RAN 77, PASCAL, valamint a pa´rhuzamos sza´mı´to´ge´pek leheto˝se´geit is ki-
haszna´lo´ FORTRAN 90 nyelveken megkaphato´ak viszonylag ele´rheto˝ a´ron.
Maga a ko¨nyv bizonyos felte´telek mellett fejezetenke´nt ingyen is leto¨ltheto˝
a www.nr.com c´ımro˝l. A StatLib ko¨nyvta´r, mely statisztikai algoritmuso-
kat tartalmaz FORTRAN 77 nyelven, ingyen leto¨ltheto˝ kutata´si ce´lokra,
a le´ıra´suk pedig az Applied Statistics (Royal Statistical Society, Series C)
folyo´iratban keru¨l publika´la´sra.
A disszerta´cio´ elso˝ fejezete a (to¨bbdimenzio´s) normalita´shoz kapcsolo´do´,
a vizsga´lat szempontja´bo´l e´rdekes defin´ıcio´kat e´s te´teleket ismerteti. Olyan
fogalmakat szerettu¨nk volna o¨sszegyu˝jteni, melyek seg´ıtenek mege´rteni a
to¨bbdimenzio´s (norma´lis e´s elliptikus) eloszla´sok struktu´ra´ja´t, e´s ı´gy a nor-
malita´s tesztek mo¨go¨tt rejlo˝ logika´t. Nem felte´tlen fontos a felsorolt de-
fin´ıcio´kat e´s te´teleket a disszerta´cio´ eleje´n re´szletesen tanulma´nyozni, de
a dolgozatban alkalmazott mo´dszerek mege´rte´se´hez mindenke´ppen szu¨kse´g
van ra´juk, ı´gy ido˝nke´nt vissza fogunk ra´juk hivatkozni. Ennek a fejezetnek
a ma´sodik alpontja´ban van egy ro¨vid a´ttekinte´s a to¨bbdimenzio´s tesztek
ke´sz´ıte´se´ne´l haszna´lt megko¨zel´ıte´sekro˝l. Mo´dszertanilag a dolgozatnak ez
egy fontos re´sze, mivel az a´ltalunk vizsga´lat tesztek mindegyike egy-egy
megko¨zel´ıte´st ke´pvisel.
A ma´sodik fejezet a Shapiro-Wilk tesztet, illetve annak a´ltalam vizs-
ga´lando´ to¨bbdimenzio´s kiterjeszte´se´t ismerteti. A fejezet elso˝ alpontja´ban
jo´re´szt a Shapiro-Wilk [1965] cikkben publika´lt eredme´nyeket ismertetju¨k,
a ko¨vetkezo˝ alpont pedig a Malkovich-Affifi-fe´le to¨bbdimenzio´s va´ltozatot
mutatja be a Malkovich-Affifi [1973] dolgozat alapja´n. A cikk egy Ph.D.
disszerta´cio´ eredme´nyeinek ro¨vid ko¨zle´se, melyet sajnos nem sikeru¨lt meg-
szereznu¨nk. ı´gy jo´re´szt saja´t ismereteinkre ta´maszkodva pro´ba´ljuk meg el-
magyara´zni a teszt mo¨go¨ttes logika´ja´t illetve a szerzo˝ va´laszta´sa´nak mo-
tiva´cio´it, mely a szu˝kre szabott cikkbo˝l nemigen deru¨l ki.
A harmadik fejezet a p−e´rte´k to¨rtkitevo˝s polinomokkal valo´ ko¨zel´ıte´se´nek
mo´dszere´vel foglalkozik. Itt egy relat´ıve u´j technika´ro´l van szo´, mely ba´r
mo´dszertanilag egyszeru˝, me´gsem keru¨lt be eddig a modellezo˝k tudata´ba. A
le´nyeg az, hogy polinomia´lis regresszio´kban nem ege´sz kitevo˝k haszna´lata´val
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va´ltozatosabb fu¨ggve´nyforma´khoz jutunk, mint ege´sz e´rte´ku˝ kitevo˝k hasz-
na´lata esete´n. Egy polinom illeszkede´se akkor jav´ıthato´, ha bevonjuk a
magyara´zo´ va´ltozo´(k) magasabb foksza´mu´ tagjait is. Ekkor viszont cso¨kken
a szabadsa´gfok, e´s nagy u¨temben no˝ a modell varia´nsok sza´ma, vagyis hogy
mely va´ltozo´k milyen foksza´mu´ hatva´nyait haszna´ljuk fel. To¨rt kitevo˝k
haszna´lata esete´n alacsonyabb foksza´m mellett is jo´ illeszkede´st tudunk
ele´rni, e´s ı´gy az optima´lis modell specifika´cio´ kiva´laszta´sa is egyszeru˝bb
feladat. A mo´dszertani a´ttekinte´s mellett ismertetju¨k a StatLib-ko¨nyvta´r
R94-es algoritmusa´t (Royston [1995]), mely az egydimenzio´s esetben alkal-
mazott p-e´rte´k sza´mı´ta´s sza´mı´to´ge´pes implementa´cio´ja.
A to¨rtkitevo˝s polinomok seg´ıtse´ge´vel a negyedik fejezetben elve´geztu¨k
a to¨bbdimenzio´s W -teszt szignifikancia szintje´nek becsle´se´t a Royston-cik-
kekbo˝l illetve az R94-es algoritmusbo´l kiindulva. Az egydimenzio´s esethez
ke´pest jo´val nehezebb feladatunk volt a magas mu˝veletige´ny e´s a becsle´s
alapja´ul szolga´lo´ alapadatok jo´val nagyobb mennyise´ge miatt. Emellett
to¨bbdimenzio´s esetben a W -statisztika eloszla´sa ku¨lo¨nbo¨zo˝ dimenzio´kban
ne´mileg mo´dosul, vagyis eloszla´sa´t nemcsak a mintame´ret, hanem a dimenzio´
sza´m is befolya´solja.
Miuta´n sza´mı´to´ge´pes algoritmust ke´sz´ıtettu¨nk a p-e´rte´k kisza´mı´ta´sa´ra,
egy ku¨lo¨n fejezetet szenteltu¨nk a teszt empirikus vizsga´lata´nak. Hogy a
to¨rte´net kerek legyen, egy ro¨vid szakirodalmi a´ttekinte´s mellett bevontuk
a vizsga´latba a W -teszt egye´b, a´ltalunk fellelt to¨bbdimenzio´s va´ltozatait
is. ı´gy leheto˝se´g van az egyes varia´nsok o¨sszevete´se´re. Ez aze´rt is e´rdekes,
e´s szerintu¨nk fontos is, mivel az egyes va´ltozatok a 1.2. pontban ta´rgyalt
ku¨lo¨nbo¨zo˝ megko¨zel´ıte´sek valamelyike´hez tartoznak. Az o¨sszehasonl´ıta´st
mesterse´ges adatokon ve´geztu¨k, vagyis ismert eloszla´scsala´dokbo´l vettu¨k a
minta´kat. Valo´s adatokon to¨rte´no˝ o¨sszehasonl´ıta´st az alkalmaza´sokon ke-
resztu¨l mutatunk be a ra´ko¨vetkezo˝ fejezetben.
A hatodik fejezetben ke´t pe´nzu¨gyi alkalmaza´st mutatunk be. A 6.1.
pontban ismertetett elso˝ alkalmaza´s a disszerta´cio´ kiindulo´ pontja´t ke´pezo˝
Benedek [1999] dolgozatbo´l sza´rmazik, melyben az opcio´a´r va´rhato´ e´rte´ke´t
pro´ba´ljuk becsu¨lni (linea´ris) variancia cso¨kkento˝ mo´dszer haszna´lata´val. Is-
mertetju¨k az ott ko¨zo¨lt eredme´nyeket, majd az alkalmaza´st bo˝v´ıtju¨k a to¨bb-
dimenzio´s W -tesztre vonatkozo´ o¨sszehasonl´ıto´ vizsga´lattal. Bootstrap tech-
nika´t alkalmazva elemezzu¨k a pro´ba´k ereje´t valo´s adatsorokon, pontosabban
egy valo´s gazdasa´gi szitua´cio´t le´ıro´ diszkre´t szimula´cio´s modell a´ltal genera´lt
ismeretlen eloszla´su´ minta´kon. Mindezek mellett, ahogy ı´ge´rtu¨k, bemuta-
tunk egy alternat´ıv megko¨zel´ıte´st is, melyhez nincsen szu¨kse´g a to¨bbdi-
menzio´s normalita´s alapfelteve´se´re. Ahogy va´rhato´, az egyes megko¨zel´ıte´sek
ko¨zo¨tt nincsen mino˝se´gi sorrend. A normalita´sra e´pu¨lo˝ linea´ris modellro˝l
tudunk analitikusan to¨bbet mondani, viszont ennek korla´tozottabb az al-
kalmazhato´sa´ga.
A ma´sik alkalmaza´s (6.2. alpont) egy elo˝ke´szu¨letben le´vu˝ tanulma´ny
re´sze (Benedek et.al.[2001]), melynek magam is ta´rsszerzo˝je vagyok. To˝zsdei
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re´szve´nyek hozamainak ido˝sor vektoraira pro´ba´lunk to¨bbdimenzio´s model-
leket illeszteni. A vizsga´lat fo˝ ce´lja, hogy a ku¨lo¨nbo¨zo˝ re´szve´nyek ko¨zo¨tt
megfelelo˝ fu¨ggo˝se´gi, kapcsolatszorossa´gi me´rte´ket tala´ljunk, mely a portfo´lio´
kocka´zatossa´ga´t valo´sa´ghu˝en jellemzi. A proble´ma´t az jelenti, hogy a (line-
a´ris) korrela´cio´s egyu¨tthato´ vajon felhaszna´lhato´-e a kocka´zatkezele´sben e´s
az adatsorokra vonatkozo´an az egyu¨ttes normalita´s felteve´se tarthato´-e. A
linea´ris korrela´cio´ alternat´ıva´jake´nt bemutatunk ma´s fu¨ggo˝se´gi struktu´ra´kat,
mely a kopula fogalma´n keresztu¨l leheto˝se´get ad rugalmasabb, nem felte´tlen
szimmetrikus eloszla´sok konstrua´la´sa´ra. Haba´r ezek a modellek mo´dszerta-
nilag nem tu´l bonyolultak, me´gis hangsu´lyozni szeretne´nk a kisza´mı´ta´sukkal
kapcsolatban felmeru¨lo˝ numerikus proble´ma´kat. Csaku´gy, mint az elo˝zo˝ al-
kalmaza´s este´ben, itt is elve´gezzu¨k a to¨bbdimenzio´s Shapiro-Wilk tesztek
o¨sszehasonl´ıto´ vizsga´lata´t a modell alapadatain.
A negyedik e´s o¨to¨dik fejezet teljes ege´sze´ben o¨na´llo´ eredme´ny. Ezekben
a fejezetekben becsle´st e´s algoritmust ke´sz´ıtu¨nk a to¨bbdimenzio´s Shapiro-
Wilk teszt p-e´rte´ke´nek kisza´mı´ta´sa´ra, illetve o¨sszehasonl´ıtva ma´s, a W -
teszten alapulo´ kiterjeszte´sekkel megvizsga´ljuk a tulajdonsa´gait empiriku-
san. Az 6.1. alpontban az opcio´a´ras modellen elve´gzett tova´bbi vizsga´lat
a korrela´cio´ indukcio´s mo´dszer felhaszna´la´sa´val szinte´n saja´t eredme´ny. A
6.2. alpontban ismertetett to¨bbszerzo˝s tanulma´nyban a sza´mı´to´ge´pes imp-
lementa´cio´ e´s a modellek kisza´mı´ta´sa ugyancsak egye´ni hozza´ja´rula´sunk.
Emellett mindke´t, a 6.1-6.2. alpontokban a to¨bbdimenzio´s W -teszteknek
modellek alapadatain elve´gzett o¨sszehasonl´ıto´ vizsga´lata a saja´t sza´mı´ta´sa-
inkon alapul.
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1. A normalita´s fogalma
1.1. Defin´ıcio´k, te´telek
Ezt az alpontot a defin´ıcio´k e´s te´telek ismertete´se´nek szentelju¨k. Ne´ha´ny
defin´ıcio´n keresztu¨l szeretne´nk megvila´g´ıtani, hogy a to¨bbdimenzio´s nor-
malita´s milyen struktura´lis tulajdonsa´gokkal b´ır. Ez fontos abbo´l a szem-
pontbo´l, hogy a to¨bbdimenzio´s normalita´si teszteket jobban mege´rtsu¨k, va-
lamint fontos az alkalmaza´sok mege´rte´se szempontja´bo´l is. Didaktikailag
szu¨kse´ges az ala´bbi fogalmakat itt bevezetni, hisz a ke´so˝bbiek sora´n folyama-
tosan haszna´lni fogjuk o˝ket. Mege´rte´su¨k azonban sokkal egyszeru˝bb alkal-
maza´sokon keresztu¨l, ı´gy ha az olvaso´ elso˝re nem e´rti a defin´ıcio´k tartalma´t,
javasoljuk hogy ke´so˝bb te´rjen vissza, amikor az adott fogalmat illetve te´telt
haszna´lni fogjuk.
Elso˝ke´nt defnia´ljuk maga´t a norma´lis eloszla´st.
1. Defin´ıcio´. Az egydimenzio´s standard norma´lis eloszla´s N (0, 1) a




alaku´ karakterisztikus fu¨ggve´nnyel jellemezheto˝.
2. Defin´ıcio´. Azm−dimenzio´s standard norma´lis eloszla´s terme´szetszeru˝leg
az







alaku´ fu¨ggve´ny szerint ado´dik.
Jo´l ismert te´ny, hogy a norma´lis eloszla´s elso˝- e´s ma´sodrendu˝ momentu-
mai le´teznek, e´s ezek az eloszla´st egye´rtelmu˝en meg is hata´rozza´k. A nem
centra´lis esetben a 1. e´s 2. defin´ıcio´k a ko¨vetkezo˝ke´ppen fogalmazhato´k
meg:
3. Defin´ıcio´. Azm−dimenzio´s norma´lis eloszla´s karakterisztikus fu¨ggve´nye
ψ (t) = eit
′µ− 12 t′Σt
ahol µ az eloszla´s va´rhato´ e´rte´k vektora, Σ pedig az eloszla´s forma pa-
rame´tere.
Gyakorlati sza´mı´ta´sokhoz hasznosabb az eloszla´st su˝ru˝se´gfu¨ggve´nye´vel
megadni. Mint tudjuk, norma´lis eloszla´s esete´n ez is le´tezik, ha a forma
parame´ter pozit´ıv definit. Ez esetben Σ−a´t kovariancia ma´trixnak h´ıvjuk.
4. Defin´ıcio´. Az m−dimenzio´s norma´lis eloszla´s su˝ru˝se´gfu¨ggve´nye
K |Σ|− 12 e− 12 (x−µ)′Σ(x−µ) (1)
ahol K alkalmas normaliza´lo´ konstans.
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5. Te´tel. A to¨bbdimenzio´s norma´lis eloszla´s peremeloszla´sai is norma´lis el-
oszla´su´ak.
Bizony´ıta´s. Ba´rmely alap valo´sz´ınu˝se´gsza´mı´ta´si ko¨nyvben megtala´lhato´,
ld. pe´lda´ul Anderson [1958].
Ennek megford´ıta´sa a´ltala´ban nem igaz. Mege´rte´se´hez megadjuk a to¨bb-
dimenzio´s normalita´s egy u´jabb defin´ıcio´ja´t. Ehhez elo˝szo¨r bevezetju¨k a
kopula fogalma´t. Ismeretes, hogy ha F (.) egydimenzio´s eloszla´sfu¨ggve´ny,
akkor az y = F (x) transzforma´lt va´ltozo´ eloszla´sa egyenletes a [0, 1] inter-
vallumon. Erre alapozva definia´lhatunk egy olyan to¨bbdimenzio´s eloszla´s-
csala´dot, melynek peremei a [0, 1] intervallumon egyenletes eloszla´sok, ı´gy
teszo˝leges egydimenzio´s eloszla´sokat kombina´lhatunk egy a´ltalunk megva´-
lasztott fu¨ggo˝se´gi struktu´ra´val.
6. Defin´ıcio´. Kopula alatt az m−dimenzio´s, egyenletes eloszla´su´ peremek-
kel rendelkezo˝ valo´sz´ınu˝se´gi vektor eloszla´sfu¨ggve´nye´t e´rtju¨k. Ma´s szavakkal
a kopula egy olyan C : [0, 1]m → [0, 1] leke´pze´s, ami rendelkezik az ala´bbi
ha´rom tulajdonsa´ggal:
1. C (x1, ..., xm) minden komponense´ben szigoru´an monoton
2. C (1, ..., xj , ..., 1) = xj minden j = 1...m−re, xj ∈ [0, 1]






(−1)j1+...+jm C (x1j1 , ..., xmjm) ≥ 0
xk1 = ak, xk2 = bk, k = 1, ...,m.
A kopula fontos szerepet ja´tszik eloszla´sok konstrua´la´sa´ban. Jelen disz-
szerta´cio´ ugyanis nem kiza´ro´lag a normalita´s ke´rde´seivel foglalkozik, de al-
ternat´ıv modelleket is be k´ıva´n mutatni. A kopula fogalma pedig alapveto˝
a valo´sz´ınu˝se´gi va´ltozo´k fu¨ggo˝se´ge´nek mege´rte´se´ben, illetve nemszimmet-
rikus eloszla´sokra e´pu¨lo˝ modellek e´p´ıte´se´ben. A kopula fogalma´ra e´p´ıtve
a norma´lis eloszla´st is u´jra definia´lhatjuk, mint egydimenzio´s norma´lis el-
oszla´sok kombina´cio´ja´t, ugyanis
7. Te´tel. Sklar te´tele (Sklar [1996]): Legyen H egy m−dimenzio´s eloszla´s-
fu¨ggve´ny F1, ..., Fm peremekkel. Ekkor le´tezik m−dimenzio´s kopula, vagyis
H (x1, ..., xm) = C (F1 (x1) , ..., Fm (xm))
Megford´ıtva, ha C egym−dimenzio´s kopula e´s F1, ..., Fm eloszla´sfu¨ggve´nyek,
akkor a fent megadott H egy m−dimenzio´s eloszla´sfu¨ggve´ny F1, ..., Fm pe-
remekkel.
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8. Ko¨vetkezme´ny. Ha H folytonos m−dimenzio´s eloszla´s F1, ..., Fm pere-
meloszla´sokkal e´s F−11 , ..., F
−1
m kvantilis fu¨ggve´nyekkel, akkor a
C (u1, ..., um) = H
(





Ha H nem folytonos, akkor ko¨ru¨ltekinto˝en kell elja´rni a te´tel alkal-
maza´sakor. A te´tel alapja´n megadhatjuk a Gauss-fe´le kopula defin´ıcio´ja´t,
mely egydimenzio´s norma´lis eloszla´su´ peremekkel to¨bbdimenzio´s norma´lis
eloszla´st eredme´nyez.







K |Σ|− 12 e− 12 (x−µ)′Σ(x−µ)dxm...dx1
fu¨ggve´nyt e´rtju¨k.
A kopula le´nyege teha´t abban a´ll, hogy az eloszla´st felbontjuk pereme-
loszla´sokra illetve az ezeket kombina´lo´ kovariancia struktu´ra´ra. Ha norma´lis
eloszla´su´ peremekre nem-gaussi kopula´t teszu¨nk, akkor olyan eloszla´sokat
tudunk konstrua´lni, melyek nem norma´lisak norma´lis eloszla´su´ peremekkel.
Az elme´let a´ltala´nosabb abban az e´rtelemben is, hogy a kapcsolat szo-
rossa´ga nemcsak a kovariancia´val (illetve a ke´so˝bb definia´lando´ linea´ris kor-
rela´cio´val) adhato´ meg, hanem etto˝l a´ltala´nosabb fogalmakkal is.
10. Defin´ıcio´. Legyen x = [x1,x2] egy m−dimenzio´s valo´sz´ınu˝se´gi vektor-
va´ltozo´. Ekkor x1−nek az x2−re vonatkozo´ felte´teles va´rhato´ e´rte´ke´t, vagyis
az
f (x2) ≡ E (x1|x2)
fu¨ggve´nyt elso˝faju´ regresszio´nak nevezzu¨k.
A norma´lis eloszla´s nevezetes tulajdonsa´ga, hogy ez a fu¨ggve´ny linea´ris.
11. Te´tel. (Anderson [1958]) Az elso˝faju´ regresszio´ norma´lis eloszla´s esete´n
linea´ris, vagyis ha x = [x1,x2] ∼ N(µ,Σ), akkor
x1 ∼ N(µ1,Σ11) valamint x2 ∼ N(µ2,Σ22),
x1-nek x2-re vonatkozo´ felte´teles eloszla´sa pedig szinte´n norma´lis
µ1|2 = µ1 + Σ12Σ−122 (x2 − µ2)
Σ11|2 = Σ11 − Σ12Σ−122 Σ21
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parame´terekkel.






particiona´la´st. A felte´teles su˝ru˝se´gfu¨ggve´ny meghata´roza´sa´hoz ke´peznu¨nk
kell a |Σ| determina´nst, valamint a Σ−1 inverzet, ami az ala´bbi:
|Σ| = |Σ22|




−Σ−122 Σ21Σ−111|2 Σ−122 + Σ−122 Σ21Σ−111|2Σ12Σ−122
]
Ezt az (1) ke´pletbe helyettes´ıtve az f (x1,x2) = f (x1|x2) f(x2) alakhoz
jutunk, melyben az elso˝ te´nyezo˝ a felte´teles su˝ru˝se´gfu¨ggve´ny. Ennek va´rhato´
e´rte´ke, vagyis az elso˝faju´ regresszio´ µ1|2, ami linea´ris.
A normalita´s az a´ltala implika´lt linearita´s, e´s az ebbo˝l fakado´ egyszeru˝
kezelheto˝se´g miatt a regresszio´s elemze´sek kedvelt alapfelteve´se. Ezen kap-
csolat szorossa´ga´nak le´ıra´sa´ra definia´ljuk a linea´ris korrela´cio´s egyu¨tthato´t.
12. Defin´ıcio´. Az xj e´s xk valo´sz´ınu˝se´gi va´ltozo´ linea´ris korrela´cio´s egyu¨tt-
hato´ja az ala´bbi forma´ju´:
ρ (xj , xk) ≡ cov (xj , xk)√
var (xj) var (xk)
Le´tezik a norma´lis eloszla´sna´l a´ltala´nosabb eloszla´scsala´d is, mely a nor-
ma´lis eloszla´s bizonyos kedvezo˝ tulajdonsa´gaival rendelkezik. Ezek az u´n.
ko¨rko¨ro¨s e´s elliptikus eloszla´sok. Vannak esetek ugyanis, mikor a norma´lis
eloszla´snak csak bizonyos tulajdonsa´gaira (szimmetria, linearita´s) e´p´ıtu¨nk,
illetve ma´s okbo´l u´gy ado´dik, hogy nem a norma´lis eloszla´su´ modell a meg-
felelo˝ hipote´zis.
13. Defin´ıcio´. Az x valo´sz´ınu˝se´gi vektorva´ltozo´ eloszla´sa akkor ko¨rko¨ro¨s
(spherical), ha tetszo˝leges U ortogona´lis transzforma´cio´ra Ux eloszla´sa azo-
nos x eloszla´sa´val, forma´lisan
x =d Ux
Az ilyen t´ıpusu´ eloszla´sok karakterisztikus fu¨ggve´nye igen egyszeru˝, mivel
14. Te´tel. (Fang. et.al. [1990]) Egy m−dimenzio´s x valo´sz´ınu˝se´gi vek-
tor eloszla´sa pontosan akkor ko¨rko¨ro¨s, ha ψ (t) karakterisztikus fu¨ggve´nye
teljes´ıti az ala´bbi ke´t — egyma´ssal ekvivalens — felte´telek egyike´t:
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1. ψ (t) = ψ (Ut) ahol U ortogona´lis
2. Le´tezik egy olyan φ (.) egyva´ltozo´s fu¨ggve´ny, hogy ψ (t) = φ (t′t)
Bizony´ıta´s. Tetszo˝leges A kvadratikus ma´trixra Ax karakterisztikus















eze´rt az elso˝ a´ll´ıta´s szerint x =d Ux. Ugyanakkor ψ (t) invaria´ns az orto-
gona´lis transzforma´cio´kra, aminek a maxima´lis invaria´nsa t′t, ı´gy ψ (t) a t′t
fu¨ggve´nye kell, hogy legyen, vagyis ebbo˝l ko¨vetkezik a ma´sodik a´ll´ıta´s.
Ha x karakterisztikus fu¨ggve´nye φ (t′t) alaku´, akkor ezt a tova´bbiakban
ı´gy jelo¨lju¨k: x ∼Sm (φ) , φ−t pedig a ko¨rko¨ro¨s eloszla´s karakterisztikus ge-
nera´tor fu¨ggve´ny e´nek nevezzu¨k. Bizony´ıta´s ne´lku¨l ko¨zlu¨nk me´g egy fontos
te´telt.
Legyen Φm = {φ (.) |φ (t′t) m− dimenzio´s karakterisztikus fu¨ggve´ny} .



















Sm az egyse´ggo¨mb felu¨lete, Ωm (t′t) pedig az m−dimenzio´s egyenletes el-
oszla´s karakterisztikus fu¨ggve´nye.
16. Ko¨vetkezme´ny. Legyen x karakterisztikus fu¨ggve´nye φ (t′t) alaku´. Ek-
kor x sztochasztikus a´bra´zola´sa
x =dru(m)
ahol r e´s u fu¨ggetlenek, r ∼ F (x)
Ha x−nek le´tezik su˝ru˝se´gfu¨ggve´nye is, akkor az elo˝bbi o¨sszefu¨gge´st f (x) =
g (x′x) = g
(




alakban ı´rhatjuk fel, ahol f e´s g su˝ru˝se´gfu¨ggve´nyek.
Ez azt jelenti, hogy a ko¨rko¨ro¨s eloszla´sok szintvonalai (hiperfelu¨letei) ko¨ro¨k
(go¨mbo¨k). Ko¨nnyen bizony´ıthato´, hogy a standard norma´lis eloszla´s is ilyen.
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17. A´ll´ıta´s. Az m−dimenzio´s standard norma´lis eloszla´s ko¨rko¨ro¨s.
Bizony´ıta´s. A standard norma´lis eloszla´s karakterisztikus fu¨ggve´nye











18. Megjegyze´s. Ebben az esetben az r =
√
x21 + ...+ x2m sugaru´ hiper-
go¨mbo¨n a su˝ru˝se´get a χ2m eloszla´sbo´l kell kisza´mı´tani, vagyis az o¨sszefu¨gge´sben
szereplo˝ g leke´pze´s ennek az eloszla´snak a su˝ru˝se´gfu¨ggve´nye´t jelo¨li.
A ko¨rko¨ro¨s eloszla´sokna´l a´ltala´nosabb eloszla´scsala´dot alkotnak az ellip-
tikus eloszla´sok, melyek az N (µ,Σ) eloszla´s a´ltala´nos´ıta´sai.
19. Defin´ıcio´. Az x valo´sz´ınu˝se´gi vektorva´ltozo´ eloszla´sa akkor elliptikus
(elliptically contoured) µ e´s Σ parame´terekkel, ha
x =d µ+ A′y y ∼Sk (φ)
ahol µ :m× 1, Σ :m×m, A :k ×m, A′A = Σ, valamint Σ rangja k.
20. Te´tel. Az elliptikus eloszla´s peremeloszla´sai is elliptikus eloszla´su´ak.
E´rtelemszeru˝en N (µ,Σ) maga elliptikus.
21. A´ll´ıta´s. Az m−dimenzio´s norma´lis eloszla´s elliptikus.
Bizony´ıta´s. Az x valo´sz´ınu˝se´gi vektorva´ltozo´ eloszla´sa akkorNm (µ,Σ) ,
Σ = A′A, ha fel´ırhato´ a
x =d µ+ A′y y ∼Nk (0, Ik)
alakban. Ekkor y ∼Sk (φ) , ahol is φ = e−u2 .
22. Megjegyze´s. Ha k = m, akkor le´tezik a su˝ru˝se´gfu¨ggve´ny is. A k < m
esetben degenera´lt eloszla´st kapunk, mely a te´r egy k-dimenzio´s altere felett
koncentra´lo´dik.
A Σ jelente´se tova´bbra is ugyanaz marad, a linea´ris fu¨ggo˝se´g me´rte´ke´t
illetve az eloszla´s forma´ja´t hata´rozza meg. Azt is szoka´s mondani, hogy
kovariancia kompatibilis az elliptikus eloszla´sokkal. Az elliptikus eloszla´sok
csala´dja´ban a ma´sodik legfontosabb eloszla´s a Pearson VII t´ıpusu´ eloszla´s,
ma´sne´ven a Student t-eloszla´s.
23. Defin´ıcio´. Az x valo´sz´ınu˝se´gi vektorva´ltozo´ eloszla´sa akkor ko¨vet m--
va´ltozo´s ν szabadsa´gfoku´ (centra´lis) Student t−eloszla´st, ha
x =d ν1/2y/s y ∼Nm (0, Im) , s ∼ χν
Jelo¨le´se: x ∼Mtm (ν,0, Im)
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24. Megjegyze´s. ν = 1 esetet Cauchy-eloszla´snak h´ıvjuk.
25. A´ll´ıta´s. A centra´lis Student t−eloszla´s ko¨rko¨ro¨s.
Bizony´ıta´s. Tegyu¨k fel x t−eloszla´su´, ekkor
x = ν1/2y/s =d ν1/2ru(τ)/s = r∗u(τ)
ahol r ∼ χτ , s e´s u(τ) fu¨ggetlenek, r∗ = ν1/2r/s (r∗/τ ∼ F τν ), ı´gy x ko¨rko¨ro¨s.
26. Megjegyze´s. Ez esetben pedig r mente´n a su˝ru˝se´get az Fnm eloszla´sbo´l
kell kisza´mı´tani.
27. Defin´ıcio´. Az x valo´sz´ınu˝se´gi vektorva´ltozo´ akkor ko¨vet m−dimenzio´s,
ν szabadsa´gfoku´, µ e´s Σ (Σ = A′A) parame´teru˝ (nem centra´lis) Student
t−eloszla´st, ha
x =d µ+ A′y y ∼Mtm (ν,0, Im)
Jelo¨le´se: x ∼Mtm (ν, µ,Σ)
28. A´ll´ıta´s. Az m−dimenzio´s µ e´s Σ parame´teru˝ (nem centra´lis) Student
t−eloszla´s elliptikus.
29. Megjegyze´s. Mı´g a norma´lis eloszla´st a µ e´s Σ parame´terek egye´rtel-
mu˝en meghata´rozta´k, addig a t-eloszla´s egy (ν, µ,Σ) parame´terha´rmassal
adhato´ meg egye´rtelmu˝en. Az elliptikus eloszla´sok kompatibilisek a kova-
riancia (illetve korrela´cio´) fogalma´val, de az eloszla´s meghata´roza´sa´hoz a
norma´lis eloszla´st kive´ve nem ele´gse´gesek.
A to¨bbdimenzio´s t-eloszla´s fontos szerepet ja´tszik ku¨lo¨no¨sen pe´nzu¨gyi al-
kalmaza´sokban, illetve olyan alkalmaza´sokban, melyekne´l gyakoriak a kiugro´
elemek illetve extre´m eseme´nyek. Fu¨ggo˝se´gi struktu´ra´ja o¨sszetettebb, mint
a norma´lis eloszla´se´, eze´rt rugalmasabban alkalmazhato´. Emellett specia´lis
esetke´nt (ν =∞) tartalmazza a norma´lis eloszla´st is, e´s sok tulajdonsa´ga´ban
hasonl´ıt is ra´.
A kevert norma´lis eloszla´s szinte´n egy igen fontos eloszla´s az elliptikus
csala´don belu¨l.
30. Defin´ıcio´. Legyen g (x; 0,Σ) az x ∼Nm (0,Σ) eloszla´su´ va´ltozo´ su˝ru˝-
se´gfu¨ggve´nye e´s legyen w (v) ≥ 0 monoton no¨vekvo˝ su´lyfu¨ggve´ny, vagyis
∞∫
0
dw (v) = 1
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31. A´ll´ıta´s. A kevert norma´lis eloszla´s elliptikus.
Bizony´ıta´s. Tekintsu¨k az
x =wy
sztochasztikus reprezenta´cio´t, ahol w e´s y ∼Nm (0,Σ) fu¨ggetlenek, w (v) ≥ 0
e´s eloszla´sfu¨ggve´ny. Ebbo˝l ma´r az a´ll´ıta´s ko¨nnyen levezetheto˝.
Ez az eloszla´scsala´d a norma´lis eloszla´s egy ma´sik alternat´ıva´ja. Specia´lis
esetke´nt (w (v) = 1, ν = [0, 1]) szinte´n tartalmazza a norma´lis eloszla´st, ı´gy
a t-eloszla´shoz hasonlo´an a norma´lis eloszla´s egy ma´sik ira´nyu´ kiterjeszte´se,
e´s ugyancsak elliptikus. Analitikusan is viszonylag egyszeru˝en kezelheto˝,
eze´rt igen kedvelt eloszla´sfajta.
Haba´r ke´so˝bbi elemze´seinkhez nem kapcsolhato´, me´gis szo´t kell me´g ej-
tenu¨nk az u´n. α−szimmetrikus eloszla´sokro´l. A ko¨rko¨ro¨s eloszla´sok egy
ma´sik ira´nyban to¨rte´no˝ a´ltala´nos´ıta´sa´ro´l van szo´, a matematikai statisztika
egy keve´sbe´ kutatott, felto¨retlen teru¨lete. Ide tartozik a norma´lis eloszla´s,
a Cauchy-eloszla´s, valamint egydimenzio´s esetben a Le´vy-eloszla´s, melynek
a pe´nzu¨gytanban van gyakorlati jelento˝se´ge.
32. Defin´ıcio´. Az m−dimenzio´s α−szimmetrikus eloszla´s karakterisztikus
fu¨ggve´nye
ψ (t) = e−c
Pm
j=1|tj |α 0 < α ≤ 2, c > 0
alaku´.
c = 1/2 α = 2 esete´n a norma´lis eloszla´st kapjuk, ı´gy teha´t
33. A´ll´ıta´s. Az m−dimenzio´s standard norma´lis eloszla´s α−szimmetrikus.
m = 1, 0 < α < 1 esetet a gyakorlatban Le´vy eloszla´ske´nt emlegetik.
m > 1 esete´n 0 < α ≤ 2 sajnos me´g ele´g keveset tudunk az eloszla´sok
le´teze´se´ro˝l. Az α = 1, vagyis 1−szimmetrikus eloszla´scsala´dot vizsga´lta´k
eddig behato´bban, megeml´ıtju¨k, hogy a Cauchy-eloszla´s is idetartozik. Ha
le´tezik is az eloszla´s, su˝ru˝se´gfu¨ggve´ny akkor is ritka´n le´tezik, eze´rt az al-
kalmazo´k ele´gge´ keru¨lik ezt az eloszla´scsala´dot. A te´ma´ro´l ld. Fang et.al.
[1990].
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A kovariancia e´s a (linea´ris) korrela´cio´ az elliptikus eloszla´sokkal kon-
zisztens fogalmak. A defin´ıcio´ban megadott forma parame´ter (Σ) jelente´se
azonos, a linea´ris pa´ronke´nti fu¨ggo˝se´get me´ri. A legfo˝bb proble´ma viszont az
vele, hogy a minta´bo´l sza´mı´tott tapasztalati korrela´cio´s egyu¨tthato´val nem
mindig becsu¨lheto˝, mivel uto´bbi az eloszla´s momentumaira e´pu¨l. ı´gy ha nem
le´tezik az eloszla´s elso˝ e´s/vagy ma´sodik momentuma, illetve az ve´gtelen,
akkor ez a kapcsolatszorossa´g me´ro˝sza´m nem sza´mı´thato´ (ui. a nevezo˝
ve´gtelen). Egy ma´sik gyakorlati proble´ma a minta kovariancia e´rze´kenyse´ge
a kiugro´ elemekre. ı´gy a nem norma´lis eloszla´su´ adatok elemze´sekor a becsu¨lt
linea´ris korrela´cio´ megleheto˝sen instabil is lehet, eze´rt ce´lszeru˝ egye´b, ro-
busztusabb becsle´seit haszna´lni.
Lindskog [2000a] cikke´ben kimer´ıto˝ empirikus elemze´st ad a linea´ris kor-
rela´cio´ alternat´ıv becsle´si leheto˝se´geiro˝l, e´s ezek viselkede´se´ro˝l ku¨lo¨nbo¨zo˝
(elliptikus e´s nem elliptikus) eloszla´sok esete´n. A legto¨bb szempontbo´l si-
keres mo´dszereket mi is felhaszna´ltuk egy ke´so˝bbi fejezetben bemutata´sra
keru¨lo˝ alkalmaza´sban. Ezen mutato´k defin´ıcio´it adjuk meg a ko¨vetkezo˝kben.
34. Defin´ıcio´. Kendall-fe´le rangkorrela´cio´ (vagy Kendall-fe´le tau) alatt az

























Mint la´thato´ a defin´ıcio´bo´l, ez egy rangkorrela´cio´. Nem fu¨gg az eloszla´s
momentumaito´l, ı´gy mindig kisza´mı´thato´. Fontos szerepe van az ellipti-
kus eloszla´sok elme´lete´ben, mivel szoros kapcsolatban van a linea´ris kor-
rela´cio´val.
35. A´ll´ıta´s. A linea´ris korrela´cio´s egyu¨tthato´ e´s a Kendall-fe´le rangkor-





Hasznos lehet teha´t a linea´ris korrela´cio´ mellett a Kendall-fe´le tau hasz-
na´lata is, hiszen mindig kisza´mı´thato´, emellett e´rte´ke stabilabb, mint a
minta´bo´l sza´mı´tott korrela´cio´e´. Pe´lda´ul egy ν = 3 szabadsa´gfoku´ t-elosz-
la´sban gyakoriak a kiugro´ elemek, amire a minta kovariancia igen e´rze´keny,
ν = 1, 2 szabadsa´gfokokra pedig ki sem sza´mı´thato´, hiszen ve´gtelen a vari-
ancia. Ilyen esetekben ce´lszeru˝bb a linea´ris korrela´cio´t Kendall-fe´le tau-bo´l
kisza´mı´tani. A ρτ sajnos nem torz´ıtatlan becsle´se ρ−nak (Kendall-Gibbons
[1990]), az empirikus elemze´sek alapja´n azonban ez a torz´ıta´s igen kicsi.
Egy ma´sik jo´l vizsga´zott me´ro˝sza´m a linea´ris korrela´cio´s ma´trix becsle´se´re
egy itera´cio´s elja´ra´st ad (Gnanadesikan-Kettenring [1972]).
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36. Defin´ıcio´. To¨bbdimenzio´s kiegyensu´lyoza´s (trimming) mo´dszere az ala´bbi:
1. Rendezzu¨k cso¨kkeno˝ sorrendbe az xi (i = 1, ..., n) mintaelemeket a
ko¨ze´ppontto´l (µˆ) sza´mı´tott Euklideszi ta´volsa´g, d = (xi − µˆ)′ (xi − µˆ)
alapja´n.






(xi − µˆ) (xi − µˆ)′
Ha n− l > m, akkor Cˆ pozit´ıv definit majdnem biztosan.
3. Rendezzu¨k cso¨kkeno˝ sorrendbe az xi mintaelemeket a ko¨ze´ppontto´l (µˆ)
sza´mı´tott Mahalanobis ta´volsa´g, d = (xi − µˆ)′ Cˆ−1 (xi − µˆ) alapja´n.






(xi − µˆ) (xi − µˆ)′
Ha n− l > m, akkor Cˆ pozit´ıv definit majdnem biztosan.
5. Legyen Rˆ = DCˆD, ahol D diagona´lis ma´trix djj = 1/
√
cˆjj diago-
na´lisokkal. Ha Rˆ stabil, akkor az elja´ra´s ve´get e´r, ellenkezo˝ esetben
isme´telju¨k meg a 3. le´pe´sto˝l.
Az elja´ra´sban α e´s β a felhaszna´lo´ a´ltal bea´ll´ıtott parame´terek.
A trimming le´nyege teha´t abban van, hogy a pa´ronke´nti linea´ris kor-
rela´cio´s egyu¨tthato´kat nem a va´ltozo´ pa´rok ke´tdimenzio´s adatsoraibo´l, ha-
nem szimulta´n, az m-dimenzio´s minta´bo´l sza´mı´tjuk ki. Ha ugyanis az ellip-
tikus alapeloszla´s nem norma´lis eloszla´s, akkor a tapasztalati linea´ris kor-
rela´cio´ instabilita´sa´bo´l fakado´an elo˝fordulhat, hogy az Rˆ becsu¨lt korrela´cio´s
ma´trix ko¨zel szingula´ris lesz! Mint tudjuk, norma´lis eloszla´sna´l, ha n > m,
akkor ilyen eseme´ny ze´rus valo´sz´ınu˝se´ggel fordul elo˝, e´s Rˆ rendszerint jo´l
kondiciona´lt.
Fontos szerepe van me´g egy, a kopula fogalma´hoz kapcsolo´do´, aszimpto-
tikus kapcsolatszorossa´gi me´ro˝sza´mnak.
37. Defin´ıcio´. Legyen xj e´s xk valo´sz´ınu˝se´gi va´ltozo´k Fj e´s Fk folytonos
eloszla´sfu¨ggve´nnyel. A xj e´s xk felso˝ farkokban vagy felso˝ sze´lekben valo´
fu¨ggo˝se´ge (tail dependence) alatt a
λu = lim
u→1
P [xk > Fk (u) |xj > Fj (u)]
egyu¨tthato´t e´rtju¨k. Az also´ farkokban valo´ fu¨ggo˝se´g e´rtelemszeru˝en ko¨vet-
kezik.
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Az aszimptotikus fu¨ggo˝se´g a (linea´ris) korrela´cio´s egyu¨tthato´hoz ha-
sonlo´an pa´ronke´nti fu¨ggo˝se´get me´r. Mint megismertu¨k az elo˝zo˝ekben, az
elliptikus eloszla´sok ko¨zo¨tt csak a norma´lis eloszla´st hata´rozza meg egye´r-
telmu˝en a kovariancia illetve korrela´cio´s ma´trix. Ma´s elliptikus eloszla´sok
fu¨ggo˝se´gi struktu´ra´ja azonban o¨sszetettebb. A t−kopula esete´n pe´lda´ul a
szabadsa´gfok cso¨kkene´se´vel no¨vekszik az aszimptotikus fu¨ggo˝se´g (Embrechts
et al. [1999]). Ez nagyon hasznos lehet, ha pe´lda´ul extre´m eseme´nyeket sze-
retne´nk modellezni. Jo´ pe´lda erre a to˝zsdei e´rte´kpap´ırok hozama. Ha valami
rendk´ıvu¨li eseme´ny ra´zza meg ugyanis a piacot, akkor ez rendszerint to¨bb
e´rte´kpap´ırt is e´rint. Az extre´m eseme´nyek hata´sa´ra eze´rt to¨bb, egye´bke´nt
esetleg gyenge´n korrela´lt pap´ır elkezd egyu¨tt mozogni. Az 6.2. fejezetben be-
mutatott alkalmaza´sna´l pedig majd tala´lkozni fogunk olyan kopula´kkal, me-
lyek ezen felu¨l me´g rendelkeznek u´n. globa´lis fu¨ggo˝se´gi parame´terrel, vagyis
a pa´ronke´nti fu¨ggo˝se´g e´s az aszimptotikus fu¨ggo˝se´g mellett az m va´ltozo´
egyu¨ttmozga´sa´t is tudjuk jellemezni. A te´ma´ro´l jo´ a´ttekinte´s tala´lhato´ az
Artzner et.al.[1999] e´s Embrechts et.al.[1999] cikkekben.
38. Megjegyze´s. Bizony´ıta´s ne´lku¨l megjegyezzu¨k azt nem meglepo˝ te´nyt,
hogy a gaussi kopula (illetve a to¨bbdimenzio´s norma´lis eloszla´s) aszimptoti-
kusan fu¨ggetlen. Ez ele´g logikus, hiszen a linea´ris korrela´cio´ teljes me´rte´kben
jellemzi ennek a kopula´nak a fu¨ggo˝se´gi struktu´ra´ja´t.
1.2. A to¨bbdimenzio´s normalita´s tesztek
Az elo˝bbiekben la´ttuk, hogy a normalita´s kiterjeszte´se to¨bbdimenzio´s eset-
ben sokfe´le mo´don megteheto˝, s ez alapja´n ismertettu¨k a to¨bbdimenzio´s
norma´lis eloszla´s ne´ha´ny karakterisztika´ja´t (pl. linearita´s, ko¨rko¨ro¨sse´g, nor-
ma´lis peremek, α−szimmetria stb.). Ennek megfelelo˝en a to¨bbdimenzio´s
normalita´sto´l valo´ elte´re´s to¨bbfe´le ira´nyban lehetse´ges, eze´rt to¨bbfe´le tech-
nika le´tezik, melyek elte´ro˝ mo´don e´rze´kenyek az esetleges defektusokra. Leg-
jobb univerza´lis mo´dszer nem le´tezik, de egy ilyen mo´dszer ve´lheto˝en nem
is lenne gazdasa´gosan alkalmazhato´. A´ltala´ban a konkre´t alkalmaza´sto´l
fu¨gg, hogy melyek azok a tulajdonsa´gok, melyekre a mo´dszer haszna´lata´hoz
felte´tlen szu¨kse´g van. Ha pe´lda´ul piaci kocka´zatot szeretne´nk becsu¨lni, akkor
a hosszan elnyu´lo´, vastag sze´lek ,,ellen kell ve´dekeznu¨nk”, mı´g regresszio´s
becsle´sekne´l az eloszla´s elliptikussa´ga az elemze´s szempontja´bo´l kritikus ka-
rakterisztika.
A ku¨lo¨nbo¨zo˝ megko¨zel´ıte´seket alapveto˝en az ala´bbi ha´rom csoportba le-
het besorolni (Gnanadesikan [1977], Andrews et.al. [1972]):
T1 Peremeloszla´sok normalita´sa´nak vizsga´lata
T2 Egyu¨ttes normalita´s vizsga´lata
T3 Egydimenzio´s vetu¨leteken alapulo´ tesztek
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Az elso˝ csoport egy igen passz´ıv megko¨zel´ıte´s. Abbo´l indul ki, hogy haba´r
a peremeloszla´sok normalita´sa nem implika´lja az egyu¨ttes normalita´st, me´gis
sok esetben a normalita´s hia´nya a peremeloszla´sokban is tu¨kro¨zo˝dik. Ezt a
megko¨zel´ıte´st azonban semmike´ppen sem szabad ala´becsu¨lni. Elo˝fordulnak
olyan esetek, mikor az egyu¨ttes normalita´s hia´nya egye´b megko¨zel´ıte´sen
alapulo´ mo´dszerekkel nehezen detekta´lhato´, pedig a peremekben jo´l tet-
ten e´rheto˝. Dolgozatunkban egy ilyen t´ıpusu´ tesztet is fogunk vizsga´lni.
A 6.2. fejezetben bemutatott alkalmaza´sban pe´lda´ul a re´szve´nyek hozamai
jellemzo˝en csu´csos eloszla´sok, amik a peremeloszla´sokon elve´gzett forma´lis
tesztek is ke´tse´get kiza´ro´an igazolnak, ugyanakkor az egyu¨ttes normalita´snak
me´gis fogjuk jele´t la´tni. A 6.1. fejezetben viszont mutatunk egy olyan
pe´nzu¨gyi alkalmaza´st, mely ennek a megko¨zel´ıte´snek a hia´nyossa´gait fogja
jo´l demonstra´lni. Haba´r a ke´tdimenzio´s eloszla´s mindke´t pereme ko¨zel´ıto˝leg
norma´lis eloszla´su´, az egyu¨ttes eloszla´suk me´gsem az, ı´gy az alkalmazott
sokva´ltozo´s statisztikai mo´dszer torz´ıtott becsle´st fog eredme´nyezni.
A korrekt teszt elve´gze´se´hez az elo˝zo˝ megko¨zel´ıte´sne´l me´gis e´rze´kenyebb
mo´dszerekre van szu¨kse´g, melyek magukat a to¨bbdimenzio´s karakterisz-
tika´kat veszik figyelembe. A legegyszeru˝bb e´s legke´zenfekvo˝bb lenne az
illeszkede´s vizsga´latra vonatkozo´ χ2 teszt elve´gze´se. A mo´dszer ha´tra´nya,
hogy a teszt ereje fu¨gg a ke´pzett oszta´lyko¨zo¨k sza´ma´to´l, mely magasabb
dimenzio´kban me´ginka´bb proble´ma´t okoz. Ide tartoznak ku¨lo¨nbo¨zo˝ transz-
forma´cio´s mo´dszerek, melyek seg´ıtse´ge´vel az m-dimenzio´s minta´t egysze-
ru˝bben kezelheto˝ struktu´ra´kra ke´pezzu¨k le. A transzforma´cio´ lehet pe´lda´ul
maga az eloszla´sfu¨ggve´ny, mely a minta´t az egyse´g hiperkocka´ra ke´pzi le, ha
az norma´lis eloszla´sbo´l sza´rmazik. Ugyanakkor Healy [1968] pe´lda´ul meg-
mutatta, hogy a
r2 = (xi−x¯) S−1 (xi−x¯)
ko¨zel´ıto˝leg χ2m eloszla´su´. Ebben a dolgozatban olyan megko¨zel´ıte´st fogunk
bemutani, mely arra a tulajdonsa´gra e´pu¨l, hogy a peremeknek az egyma´sra
vonatkozo´ felte´teles eloszla´sa linea´ris. Mivel azonban ez nemcsak a norma´lis
eloszla´s, hanem az elliptikus eloszla´sok saja´tja is, eze´rt ennek a megko¨zel´ı-
te´snek is vannak fogyate´kossa´gai.
A harmadik csoport az elso˝ megko¨zel´ıte´snek egy intelligensebb va´ltozata.
A peremeloszla´sok vizsga´lata´n alapulo´ tesztek sza´mı´ta´stechnikai szempont-
bo´l igen gazdasa´gosak, hiszen a mu˝veletige´ny a dimenzio´nak csak linea´ris
fu¨ggve´nye. A peremek helyett azonban ce´lravezeto˝bb lehet ma´s, egydi-
menzio´s metszetek vizsga´lata. Tudjuk, ha egy to¨bbdimenzio´s eloszla´s min-
den lehetse´ges metszete´t megvizsga´lva norma´lis eloszla´st kapna´nk, akkor
ebbo˝l ma´r ko¨vetkezne az egyu¨ttes normalita´s. Viszont bizonyos kitu¨nte-
tett metszetek vizsga´lata is ele´gse´ges lehet, ami nem felte´tlen a perem. A
disszerta´cio´ vizsga´lata´nak ko¨zeppontja´ban a Shapiro-Wilk teszt Malkovich
e´s Affifi a´ltal javasolt va´ltozata a´ll, melyben az eloszla´s Roy-fe´le metszete´re
alkalmazzuk az egydimenzio´s tesztet (Roy [1958]).
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Megeml´ıtju¨k me´g, hogy a teszteket kategoriza´lhatjuk me´g mint parame´-
teres e´s nemparame´teres teszteket. Az a´ltalunk vizsga´lt tesztek mindegyike
parame´teres. Jelen te´zistervezetben nem k´ıva´nunk foglalkozni a nempara-
me´teres tesztekkel.
A ko¨vetkezo˝ pontban a legjobb omnibusz tesztke´nt ismert normalita´si
tesztet, illetve az azt kisza´mı´to´ algoritmusokat ismertetju¨k. Ezuta´n egy
tova´bbi pontban re´szletesen foglalkozunk a teszt szignifikancia´ja´nak kisza´-
mı´ta´sa´val egydimenzio´s esetben, majd pedig mo´dszert adunk az eredeti,
Malkovich-Affifi-fe´le kiterjeszte´s empirikus szignifikancia szintje´nek kisza´mı´-
ta´sa´ra. Ezen eszko¨zre ta´maszkodva egy tova´bbi pontban vizsga´latot ve´gzu¨nk
a pro´ba ereje´re vonatkozo´an, e´s o¨sszevetju¨k ne´ha´ny, a szakirodalomban fel-
lelheto˝ egye´b varia´nssal.
2. A Shapiro-Wilk teszt, mint a legjobb omnibusz
teszt
A klasszikus hipote´zis tesztele´s u´gy mu˝ko¨dik, hogy definia´lunk a statisztikai
sokasa´gbo´l vett ve´letlen minta´ra egy becslo˝fu¨ggve´nyt, mely egy pontosan
meghata´rozhato´ eloszla´st fog ko¨vetni, ha a ke´rde´ses minta a felte´telezett
eloszla´sbo´l sza´rmazik. Forma´lisan fela´ll´ıtunk egy H0, u´n. null hipote´zist
a felte´telezett eloszla´sra vonatkozo´an, illetve egy H1 alternat´ıv hipote´zist,
mely fena´ll, ha H0 nem igaz. A klasszikus, Neyman-Pearson-fe´le metho-
dolo´gia alapja´n a mintateret felosztjuk ke´t tartoma´nyra. Ha a teszt statisz-
tika az elutas´ıta´si — vagy ma´s szo´val kritikus — tartoma´nyba esik, a null
hipote´zist elvetju¨k. Ha pedig az elfogada´si tartoma´nyba esik, elfogadjuk.
Az elfogada´si tartoma´ny rendszerint a H0 eloszla´s e´rtelmeze´si tartoma´-
nya´nak azon re´sze, mely felett az eloszla´s legnagyobb re´sze, to¨bbnyire 90, 95
vagy 99%−a koncentra´lo´dik. A teszt statisztika adott minta´bo´l sza´mı´tott
e´rte´ke ui. nagy valo´sz´ınu˝se´ggel (a felsorolt valo´sz´ınu˝se´gekkel) ide fog esni.
Ha ez az eseme´ny nem ko¨vetkezik be, ”hajlamosak vagyunk azt gondolni”,
hogy a minta nem a felte´telezett eloszla´sbo´l sza´rmazik, ennek a valo´sz´ınu˝se´ge
ugyanis igen cseke´ly volt, a pe´ldake´nt eml´ıtett esetekben 10, 5 illetve 1%.
Ekkor elutas´ıtjuk H0−t, e´s elfogadjuk H1−et. A kritikus tartoma´ny fe-
lett kisza´mı´tott valo´sz´ınu˝se´get szignifikancia szintnek nevezzu¨k, e´s a´ltala´ban
α−val jelo¨lju¨k.
Mivel do¨nte´su¨nket bizonytalansa´g mellett hozzuk, eze´rt terme´szetesen
do¨nte´su¨nk hiba´s is lehet. Pe´lda´ul a teszt statisztika e´rte´ke a kis valo´sz´ınu˝se´gu˝
elutas´ıta´si tartoma´nyba esik, pedig a felte´telezett eloszla´sbo´l sza´rmazik. Ek-
kor a null hipote´zist — helytelenu¨l — elutas´ıtjuk. Annak az ese´lye teha´t,
hogy te´vedtu¨nk, pontosan α−val lesz egyenlo˝. Ez az u´n. elso˝faju´ hiba
elko¨vete´se´nek a valo´sz´ınu˝se´ge.
39. Defin´ıcio´. Az elso˝faju´ hiba elko¨vete´se´nek valo´sz´ınu˝se´ge´t a teszt me´re-
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te´nek nevezzu¨k. Ezzel ekvivalens elneveze´s a szignifikancia szint. Jelo¨le´se:
α
Az elso˝faju´ hiba valo´sz´ınu˝se´ge teha´t pontosan megadhato´, ugyanakkor
kontrolla´lhato´ is, hiszen α e´rte´ke´t az alkalmazo´ hata´rozza meg. Elo˝fordulhat
azonban az is, hogy a teszt statisztika adott minta´ra sza´mı´tott e´rte´ke az
elfogada´si tartoma´nyba esik, e´s me´gis a H1−ben megfogalmazott eloszla´st
ko¨veti. Ilyenkor megint csak hiba´s do¨nte´st hozunk, elko¨vetju¨k az u´n. ma´-
sodfaju´ hiba´t. Ennek a hiba´nak a nagysa´ga atto´l fu¨gg, hogy a H0 illetve
H1 eloszla´sok mennyire fedik a´t egyma´st. E´rte´ke´nek pontos kisza´mı´ta´sa´hoz
tudnunk kellene H1 egzakt eloszla´sa´t, ami a´ltala´ban nem ismert.
40. Megjegyze´s. A gyakorlatban a ma´sodfaju´ hiba nagysa´ga egyszeru˝ H1
alternat´ıva´k esete´n emprikusan becsu¨lheto˝ Monte-Carlo szimula´cio´s tech-
nika´val. Amint a ke´so˝bbi fejezetekben majd bemutatjuk, r isme´telt minta´t
genera´lunk egyma´sto´l fu¨ggetlenu¨l a H1 eloszla´sbo´l, e´s kisza´mı´tjuk az elu-
tas´ıta´si ha´nyadot. Ezt egybo˝l kivonva az empirikusan becsu¨lt ma´sodfaju´
hiba e´rte´ke´t (βˆ) kapjuk.
Ha az elso˝faju´ hiba elko¨vete´se´nek valo´sz´ınu˝se´ge´t cso¨kkenteni akarjuk,
akkor a ma´sodfaju´ hiba valo´sz´ınu˝se´ge´t no¨velju¨k, e´s ford´ıtva. Ez ko¨nnyen
bela´thato´, hiszen mine´l nagyobb az elfogada´si tartoma´ny, anna´l nagyobb a
ma´sodfaju´ hiba, illetve anna´l kisebb a szignifikancia szint, vagyis az elso˝faju´
hiba. Mivel egy adott elja´ra´s esete´n a ke´tfe´le t´ıpusu´ hiba csak egyma´s
rova´sa´ra me´rse´kelheto˝, eze´rt a hiba´k cso¨kkente´se ku¨lo¨nbo¨zo˝ teszt elja´ra´sok
ko¨zti va´laszta´s re´ve´n valo´s´ıthato´ meg. Teha´t adott elja´ra´sok ko¨zu¨l azt fog-
juk va´lasztani, mely adott α−szignifikancia esete´n a legkisebb ma´sodfaju´
hiba´t eredme´nyezi, vagyis nagyobb az ereje.
41. Defin´ıcio´. A pro´ba ereje´n annak valo´sz´ınu˝se´ge´t e´rtju¨k, hogy a null hi-
pote´zist helyesen elvetju¨k, vagyis
δ = 1− β
ahol β a ma´sodfaju´ hiba´t jelo¨li.
Az elo˝bbiek szerint δˆ = 1− βˆ o¨sszefu¨gge´s miatt a 40. megjegyze´s szerint
kisza´mı´tott elutas´ıta´si ha´nyaddal viszont a pro´ba ereje´t becsu¨lju¨k meg, ezt
nevezzu¨k a pro´bafu¨ggve´ny empirikus e´rte´ke´nek.
Ha a null hipote´zis egy parame´tert vagy parame´ter egyu¨ttest fogalmaz
meg, akkor a pro´ba ereje alternat´ıv hipote´zisben megfogalmazott parame´ter
e´rte´k(ek)to˝l is fu¨gg. Ekkor krite´riumke´nt megfogalmazhato´, hogy az adott
teszt egyenletesen a legero˝sebb, vagyis UMP legyen. Ez azt jelenti, hogy
az o¨sszes szo´bajo¨heto˝ H1−re o¨sszehasonl´ıtjuk a teszteket a pro´ba´k ereje´t
tekintve, e´s azt va´lasztjuk legjobbnak, amelyik mindig ero˝sebbnek bizonyul.
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Az UMP krite´rium alkalmaza´sa megleheto˝sen szu˝k teru¨letre korla´tozo´dik,
to¨bbnyire modell parame´terek becsle´seinek hipote´zis vizsga´lata´hoz hasz-
na´ljuk. Ha a null hipote´zisben eloszla´st fogalmazunk meg, akkor alter-
nat´ıv hipote´ziske´nt o¨nke´nyesen va´lasztunk meg eloszla´sokat. Itt nehezebb
krite´riumke´nt megfogalmazni, hogy ”minden alternat´ıva esete´n a legero˝sebb
legyen”, hiszen a gyakorlatban egyik elja´ra´s az egyik H1 ellene´ben bizonyul
jobbnak, mı´g a ma´sik elja´ra´s ma´s H1 ellene´ben. Ilyenkor az egyes elja´ra´sok
ko¨zti do¨nte´st meghata´rozhatja az, hogy milyen H1−et valo´sz´ınu˝s´ıtu¨nk2.
Ha me´gis legjobbat, vagyis univerza´lis elja´ra´st akarunk va´lasztani, akkor
va´laszthatunk egy olyan elja´ra´st, ami a vizsga´lt alternat´ıv eloszla´sok esete´n
legto¨bbszo¨r jobbnak bizonyul, mint a to¨bbi. Ha le´tezik ilyen elja´ra´s, akkor
ezt omnibusz teszt-nek szoktuk nevezni.
A tesztekkel szemben megfogalmazhato´ me´g ke´t a´ltala´nos krite´rium.
42. Defin´ıcio´. A teszt akkor torz´ıtatlan, ha
1− β ≥ α
vagyis ha a pro´ba ereje nagyobb, mint a va´lasztott szignifikancia szint.
Ez azt jelenti, hogy ha a H0 eloszla´sbo´l veszu¨nk ve´gtelen sok minta´t,
akkor α = 5% esete´n a minta´k legala´bb 5%-a´t el kell, hogy utas´ıtsuk.
Tetszo˝leges H1 esete´n ugyanis mindenke´ppen efelett a szint felett kell ma-
radnunk, e´s a ,,legrosszabb” (leghasonlo´bb) H1 maga a H0.
43. Defin´ıcio´. A teszt akkor konzisztens, ha a minta me´rete´t no¨velve a
pro´ba ereje 1−hez tart.
Vila´gos, hogy mine´l nagyobb me´retu˝ a minta´nk, anna´l jobban karak-
teriza´lhato´ H1. Elva´rjuk a tesztto˝l, hogy biztosabban elva´lassza a ke´t hi-
pote´zist.
A vizsga´latunk ko¨ze´ppontja´ban a Shapiro-Wilk statisztika to¨bbdimen-
zio´s varia´nsai a´llnak. Aze´rt va´lasztottuk ezt a tesztet, mivel az eredeti,
egydimenzio´s va´ltozat, melyet Shapiro e´s Wilk [1965] vezetett be biomet-
rikai alkalmaza´sokban, rendelkezik az elo˝bbiekben eml´ıtett omnibusz tulaj-
donsa´ggal. Az empirikus vizsga´latok szerint a pro´ba ereje nagy egy sor al-
ternat´ıv H1 eloszla´s esete´n (ld. pe´lda´ul Shapiro et.al. [1968], Filliben [1975]
e´s Pearson et.al. [1977]). Ke´zenfekvo˝nek tu˝nik a ke´rde´s, hogy vajon le-
hetse´ges-e hasonlo´an jo´ tulajdonsa´gu´ to¨bbdimenzio´s va´ltozatot konstrua´lni.
2Erre jo´ pe´lda a Jarque-Bera-fe´le normalita´s teszt, mely ido˝sorok esete´ben igen jo´l
alkalmazhato´ (Bera-Jarque [1981]).
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2.1. Az egydimenzio´s eset










ahol yi {i = 1, 2, ...n} a rendezett mintaelemeket jelo¨li,






m e´s V pedig n darab standard norma´lis eloszla´su´ rendezett statisztika
va´rhato´ e´rte´k vektora e´s kovariancia ma´trixa.
A teszt arra az o¨sszefu¨gge´sre e´pu¨l, hogy a teszt sza´mla´lo´ja e´s nevezo˝je










(yi − y¯)2 / (n− 1) mennyise´g pedig a korriga´lt tapasztalati szo´ra´s.
Az a vektor antiszimmetrikus, vagyis ai = −an−i+1, tova´bba´ ha n pa´ratlan,
akkor a[n/2]+1 = 0. Igaz ugyanakkor, hogy
n∑
i=1




Egy normalita´s tesztto˝l elva´rjuk, hogy ska´la e´s origo´ invaria´ns legyen.
Ez azt jelenti, hogy a teszt elve´gze´se´hez nem szu¨kse´ges az eloszla´s ke´t pa-
rame´tere (µ e´s σ), amit egye´bke´nt jellemzo˝en nem ismeru¨nk. Az origo´ in-
variancia abbo´l ko¨vetkezik, hogy nem ko¨zvetlenu¨l az yi-vel, hanem min-
dig az (yi − y¯) mennyise´ggel sza´molunk. A ska´la invariancia a teszt lo-
gika´ja´bo´l ado´dik, ugyanis egy sˆ2/s˜2 ha´nyados, ahol sˆ2 e´s s˜2 a variancia ke´t
ku¨lo¨nbo¨zo˝ becsle´se, eze´rt nem le´nyeges az alapeloszla´s szo´ra´sa´t ismernu¨nk.
A ke´so˝bbiekben me´g haszna´t vesszu¨k a ko¨vetkezo˝ ke´t te´telnek, illetve a bi-
zony´ıta´soknak.
45. Te´tel. (Shapiro-Wilk [1965]) Wmax = 1.











)2 ≤∑ a2i ∑ y2i = ∑ yi2
felhaszna´lva, hogy
∑
a2i = 1, eze´rt W felso˝ korla´tja 1. Ez a korla´t az yi = λai
pontban el is e´retik.
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Bizony´ıta´s. Mivel a teszt yi−ben nullad fokon homoge´n, eze´rt a sza´mla´lo´
e´rte´ke´t ro¨gz´ıthetju¨k, vagyis legyen
∑
aiyi = 1. Vezessu¨k be tova´bba´ a∑
yi = 0 felte´telt. Ekkor a nevezo˝,
∑
y2i maximuma´t keressu¨k az elo˝bbi ke´t
felte´tel a´ltal megadott polie´deren. Mivel a kifejeze´s konvex, eze´rt a maxi-












n (a1 + a2)
,
(n− 2)
n (a1 + a2)
, ...,
−2
n (a1 + a2)
]
...[ −1
n (a1 + ...+ an−1)
,
−1
n (a1 + ...+ an−1)
, ...,
− (n− 1)
n (a1 + ...+ an−1)
]
Ko¨nnyen bela´thato´, hogy az optimum a legelso˝ csu´cspontban van.
Az ai koefficiensek kisza´mı´ta´sa azonban kora´ntsem egyszeru˝. Az m e´s V
kisza´mı´thato´ Royston [1982c], valamint a Davies-Stephen [1978] cikkekben
ko¨zo¨lt algoritmusokkal, illetve a Shea-Scallan [1988] a´ltal adott mo´dos´ıta´-
sokkal. Mivel V szimmetrikus, eze´rt n me´retu˝ minta esete´n n+n (n+ 1) /2
me´retu˝ ta´rkapacita´sra van szu¨kse´ges e´s n×n me´retu˝ ma´trixot kell inverta´lni.
Ne´ha´ny sza´z elemne´l nagyobb me´retu˝ minta´kna´l a direkt kisza´mı´ta´sa nem
lehetse´ges.
Shapiro e´s Wilk 1965-o¨s cikke´nek megjelene´sekor a koefficiensek egzakt
e´rte´ke n = 20−ig volt ismert (Sarhan-Greenberg [1956]), a szerzo˝k n = 50-ig
a tova´bbi e´rte´kekre becsle´seket ko¨zo¨lnek. 1982-ben Royston publika´lt egy
elja´ra´st (Royston [1982a]), amivel a teszt kisza´mı´thato´ volt n ≤ 2000 me´retu˝
minta´kra, ugyanakkor elja´ra´sa´hoz egy sza´mı´to´ge´pes algoritmust is melle´kelt
(Royston [1982b]), mely az ai koefficenseket automatikusan kisza´molta. Ez
aze´rt e´rdekes, mert a teszt kisza´mı´ta´sa´hoz nem volt szu¨kse´g to¨bbe´ ta´bla´zatok
haszna´lata´ra.
Az elja´ra´s azta´n a ke´so˝bbiekben nem bizonyult adekva´tnak n ≥ 50
me´retu˝ minta´kra, egyma´sto´l fu¨ggetlenu¨l ke´t tanulma´ny is szu¨letett a prob-
le´ma megolda´sa´ra. Az egyiket maga Royston ı´rta (Royston [1992]) e´s ter-
me´szetesen algoritmust is ke´sz´ıtett (Royston [1995]). Az u´j elja´ra´s ma´r
n = 5000 me´retu˝ minta´kig volt alkalmazhato´, n = 50-ig megfelelo˝en ko¨zeli
e´rte´keket sza´mı´tott a re´gihez ke´pest, efelett a mintame´ret felett azonban a
sza´mı´tott e´rte´kek egyre ta´volodtak egyma´sto´l. Mahibbur Rahman e´s Govin-
darajulu [1997] ezen tanulma´nyto´l fu¨ggetlenu¨l korriga´lta az 1982-es cikket, e´s
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sza´mı´ta´stechnikailag egyszeru˝en megvalo´s´ıthato´ elja´ra´st dolgoztak ki nagy
minta´kra n = 2000-ig. Tapasztalataink szerint a ke´t elja´ra´s ko¨zel azonos
eredme´nyeket produka´l.
Tova´bbi proble´ma´t jelentett, hogy a statisztika eloszla´sa analitikusan
csak n ≤ 3−ra adhato´ meg. A teszt elve´gze´se´hez szu¨kse´ges a ku¨szo¨be´rte´kek
meghata´roza´sa, melyeket Monte-Carlo szimula´cio´ seg´ıtse´ge´vel nyerhetu¨nk.
Ahhoz azonban, hogy a tesztet ta´bla´zatok haszna´lata ne´lku¨l automatikusan,
sza´mı´to´ge´pes algoritmussal kisza´mı´thassuk, szinte´n ko¨zel´ıto˝ elja´ra´sokra van
szu¨kse´g. A Royston [1982b] e´s [1995] cikkekben publika´lt algoritmusokban
implementa´ltak ilyen ko¨zel´ıto˝ elja´ra´sokat.
2.2. A to¨bbdimenzio´s eset
47. Lemma. Egy x valo´sz´ınu˝se´gi vektorva´ltozo´ pontosan akkor ko¨vetN(µ,Σ)
parame´teru˝ to¨bbdimenzio´s norma´lis eloszla´st, ha y = c,x norma´lis eloszla´su´
N(c,µ, c,Σc) parame´terekkel, ahol c teszo˝leges, nem nulla konstans vektor.
Ezen egyszeru˝ a´ll´ıta´sra alapozva a Shapiro-Wilk teszt ko¨nnyen kiterjeszt-
heto˝ a to¨bbdimenzio´s esetre.
48. Defin´ıcio´. (Malkovich-Afifi [1973]) A to¨bbdimenzio´s normalita´s hipo-
te´zise´t akkor fogadjuk el, ha
min
c
W (c) ≥ kW (2)
ahol W (c) a 44. defin´ıcio´ szerint sza´mı´to´dik az yi = c,xi helyettes´ıte´ssel,
kW pedig alkalmas konstans (kritikus e´rte´k).
49. Megjegyze´s. Ez a va´ltozat a tala´n legkora´bbi ismert kiterjeszte´s. A
defin´ıcio´ le´nyege abban a´ll, hogy elegendo˝ egyetlen kitu¨ntetett metszetet,
me´gpedig a legrosszabb esetet megvizsga´lnunk. Ez teha´t az 1.2. alpontban
megadott csoportos´ıta´s szerint a T2 csala´dhoz tartozik.
A minimum akkor e´retik el, ha
c, (x1 − x¯) = (n− 1)
na1
c ∈ Rm, m ≤ n− 1
c, (xi − x¯) = −1
na1
i = 2, ..., n
teljesu¨l. Ez a rendszer tu´ldetermina´lt, a szerzo˝k eze´rt az ols ko¨zel´ıte´st al-















50. Megjegyze´s. Bizonyos x−ek mellett persze megoldhato´, eze´rt a teszt
minimuma tova´bbra is Wmin = na21/(n− 1).
A feladat megolda´sake´nt c = 1a1 A
−1 (x1 − x¯) ado´dik. Mivel x1 elvben
ba´rmelyik lehet, eze´rt a tesztet az ala´bbi algoritmus szerint sza´molja´k ki:
1. Legyen xm az a mintaelem, mely a
(xm − x¯), A−1 (xm − x¯) = max
1≤i≤n
{
(xi − x¯), A−1 (xi − x¯)
}
maximumot kiele´g´ıti, ahol A =
n∑
i=1
(xi − x¯) (xi − x¯),.
2. Rendezzu¨k no¨vekvo˝ sorrendbe az yi = (xm − x¯), A−1 (xi − x¯) statisz-
tika´kat.







(xm − x¯), A−1 (xm − x¯) (3)
szerint sza´mı´thato´, az ai koefficiensek tova´bbra is a 44. defin´ıcio´
alapja´n sza´molando´k.
51. Megjegyze´s. Megjegyezzu¨k, hogy az ai−k sza´mı´ta´sa nem fu¨gg a di-
menzio´to´l. Az eloszla´s valamely kitu¨ntetett metszete mente´n ve´gezzu¨k el az
egydimenzio´s tesztet, ez az elja´ra´s le´nyege.
52. Megjegyze´s. A (3) ke´pletben e´s a 44. defin´ıcio´ban megadott formula´k
nevezo˝je valo´ja´ban azonossa´g, viszont nyilva´n ce´lszeru˝ a sza´mı´ta´s 3. le´pcso˝-
je´ben amu´gy is rendelkeze´sre a´llo´ (xm − x¯), A−1 (xm − x¯) e´rte´ket behelyet-
tes´ıteni. Technikailag teha´t csak annyi to¨rte´nik, hogy alkalmas konstans
c vektorral rendezett statisztika´kat sza´molunk a to¨bbdimenzio´s minta´bo´l,
amire azta´n alkalmazzuk a 44. defin´ıcio´t.
53. Megjegyze´s. Ne felejtsu¨k el, hogy a defin´ıcio´ szerint az egydimenzio´s
minimumhoz ne´gyzetes hiba´ban a legko¨zelebbi pontot sza´mı´tjuk ki, ami nem
felte´tlen azonos a mincW (c) e´rte´kkel. Erre a proble´ma´ra a ke´so˝bbiekben
me´g visszate´ru¨nk.
A teszt kisza´mı´thato´sa´ga´n tu´lmeno˝en szu¨kse´g van ku¨szo¨be´rte´kekre, vagy
a szignifikancia szint valamilyen jo´ ko¨zel´ıte´se´re. Az elo˝zo˝ pontban egy mon-
dat ereje´ig megeml´ıtettu¨k, hogy egydimenzio´s esetben ma´r van olyan algo-
ritmus, mely sza´mı´t empirikus szignifikancia szintet. Az viszont kora´ntsem
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biztos, hogy to¨bbdimenzio´s esetben is ugyanazok a ku¨szo¨be´rte´kek jo´k lesz-
nek, vagyis ezek az algoritmusok nem haszna´lhato´ak to¨bbdimenzio´ban.3 A
megfelelo˝ percentilis e´rte´kek kisza´mı´ta´sa terme´szetesen lehetse´ges Monte-
Carlo szimula´cio´val, de hasznosabb lenne, ha a to¨bbdimenzio´s esetben is
tudna´nk jo´l haszna´lhato´ algoritmust adni szignifikancia szintek becsle´se´re.
A ko¨vetkezo˝ pont ilyen becslo˝ elja´ra´sok ke´sz´ıte´se´vel foglalkozik.
3. A p-e´rte´k kisza´mı´ta´sa az egydimenzio´s esetre
Ha a p-e´rte´k kisza´mı´ta´sa´ra nem a´ll rendelkeze´sre analitikus megolda´s, akkor
a legegyszeru˝bb polinom ko¨zel´ıte´st alkalmazni. Az elso˝ le´pe´s itt is az, hogy
Monte-Carlo szimula´cio´val legenera´ljuk a teszt adott mintame´rethez (n) il-
letve adott dimenzio´hoz (m) tartozo´ empirikus eloszla´sa´t. Ezuta´n pedig reg-
resszio´s technika alkalmaza´sa´val az n (illetve [n,m]) e´rte´ke´nek fu¨ggve´nye´ben
megpro´ba´lunk becsle´st adni a megfelelo˝ ku¨szo¨be´rte´kekre, vagy megpro´ba´ljuk
a teszt adott e´rte´ke´hez tartozo´ szignifikancia szintet megbecsu¨lni.
Megjegyezzu¨k, hogy ez a teru¨let regresszio´s mo´dszertana´nak fejlo˝de´se´t
is inspira´lta, a vizsga´latok szerint ugyanis jobb illeszkede´st kaphatunk, ha az
ege´sz kitevo˝s polinomok helyett to¨rtkitevo˝s polinomokat haszna´lunk. ı´ge´retes
megolda´snak tu˝nik statisztikai va´ltozo´k kapcsolata´nak sza´mszeru˝s´ıte´se´re.
3.1. Royston elja´ra´sai
A Shapiro-Wilk teszt p-e´rte´ke´nek kisza´mı´ta´sa´ra adott elja´ra´sok u´gy mu˝-
ko¨dnek, hogy a teszt statisztika empirikus eloszla´sa´t alkalmas normaliza´lo´
transzforma´cio´val a´tviszik ko¨zel´ıto˝leg norma´lis eloszla´sba, majd ezt stan-
dardiza´lva, a kapott N(0, 1) eloszla´sra sza´mı´tja´k ki a p-e´rte´ket. Erre ui.
le´teznek ma´r jo´ ko¨zel´ıte´st ado´ algoritmusok, melyek algoritmus ko¨nyvta´rak-
ban rendelkeze´sre a´llnak.
Royston ([1982a]) a ko¨vetkezo˝ transzforma´cio´t haszna´lta:
y = (1−W )λ e´s z = (y − µ)
σ
(4)
ahol λ becsu¨lt parame´ter, µ e´s σ pedig a normaliza´lt eloszla´s va´rhato´ e´rte´ke
e´s szo´ra´sa. A ha´rom parame´ter egyike sem ismert, csak becsu¨lheto˝, mint
ahogy maga´t az eloszla´st is szimula´cio´val hozzuk le´tre. A λ parame´ter
e´rte´ke´t optimaliza´la´sbo´l tudjuk meghata´rozni. A µ e´s σ parame´tereket ugyan-
csak becsu¨lni kell, hiszen a normaliza´lo´ transzforma´cio´ ko¨zel´ıto˝leg norma´lis
eloszla´sba viszi a´t a W eloszla´sa´t, de nem tudjuk, hogy az eloszla´snak mik
a parame´terei. Ezt pedig tudnunk kellene, hiszen neku¨nk standard norma´lis
eloszla´sra van szu¨kse´gu¨nk. Technikailag ke´t dolgot kell tennu¨nk. Elo˝szo¨r
is meg kell hata´roznunk minden n mintame´rethez a megfelelo˝ λ-a´t, ekkor µ
3Ko¨nnyen elleno˝rizheto˝, hogy to¨bbdimenzio´ban ma´sok a ku¨szo¨be´rte´kek.
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e´s σ ma´r kisza´mı´thato´.4 Ma´sre´szt a λ, µ, σ parame´terek e´s a mintame´ret
ko¨zo¨tt kellene a fu¨ggve´nyt kitala´lni, mivel az algoritmusnak mindha´rom pa-
rame´tert puszta´n a mintame´ret, vagyis n ismerete´ben kell reproduka´lnia.
A λ e´rte´ke a ko¨vetkezo˝ke´ppen hata´rozhato´ meg. Vegyu¨k a standard
norma´lis eloszla´st, valamint a Shapiro-Wilk eloszla´s ne´ha´ny kitu¨ntetett per-
centilise´t, me´gpedig 0.1, 0.5, 1, 2, 3, 5, 10, 20, 30, 40, 50, 60, 70, 80, 90, 95, 99%-
os e´rte´keket, e´s sza´moljuk ki ko¨zo¨ttu¨k a korrela´cio´t λ fu¨ggve´nye´ben. Az az
optima´lis λ, ahol a korrela´cio´ maxima´lis.
A λ, µ, σ parame´terek e´s n ko¨zo¨tti kapcsolatra ce´lszeru˝ polinomia´lis reg-
resszio´t becsu¨lni, vagyis egy-egy regresszio´val az n aktua´lis e´rte´ke´bo˝l rendre
kisza´mı´thatjuk a λˆ, µˆ e´s σˆ becsle´seket. Ekkor teha´t n−bo˝l meg tudjuk
becsu¨lni a parame´tereket, a parame´terek seg´ıtse´ge´vel pedig a (4) alapja´n a
W statisztika´bo´l ke´sz´ıthetu¨nk egy z statisztika´t.
Ez volt az az elja´ra´s, melyet az AS181 algoritmus haszna´lt. Ezt az al-
goritmust azta´n ke´so˝bb szerzo˝je korriga´lta, mivel az ai koefficiensekre adott
ko¨zel´ıte´s nem bizonyult megfelelo˝nek n ≥ 50 esete´n (Royston[1995]). Az
u´j, R94-es algoritmusban az egyszeru˝ ln (1−W ) transzforma´cio´t haszna´lta
fel, melyhez teha´t nincs szu¨kse´g a λ parame´ter becsle´se´re.5 Ezzel a transz-
forma´cio´val n = 12−5000 me´retu˝ minta´kna´l megfelelo˝en lehetett a norma´lis
eloszla´st ko¨zel´ıteni. Az algoritmus tova´bba´ ma´r nemcsak p-e´rte´ket tudott
sza´molni, de cenzora´lt minta´ra is mu˝ko¨do¨tt.
Megjegyezzu¨k, hogy a fentiekto˝l fu¨ggetlenu¨l megjelent egy ma´sik ta-
nulma´ny is (Mahibbur-Govindarajulu ([1997]), mely az ai koefficiensek ko¨ze-
l´ıte´se´re elja´ra´st ad. A szerzo˝k azonban nem adnak mo´dszert a szignifikancia
szintek kisza´mı´ta´sa´ra.
3.2. To¨rtkitevo˝s polinomok
Royston e´s Altman [1994] vezette be a polinomok egy kibo˝v´ıtett csala´dja´t,
melyet to¨rtkitevo˝s polinom-nak neveztek el. A hagyoma´nyos, pozit´ıv ege´sz
kitevo˝s polinomokkal szemben a kitevo˝k P halmaza´t kiterjesztette´k ne-
gat´ıv e´s nemege´sz valo´s elemekkel is. A to¨rtkitevo˝s polinomok csala´dja´ban
megle´vo˝ fu¨ggve´nyforma´k sokkal va´ltozatosabbak, mint a hagyoma´nyos po-
linomok csala´dja´ban. Empirikus eredme´nyeik pedig azt mutatja´k, hogy egy
k-ad foku´ to¨rtkitevo˝s polinom illeszkede´se jobb, mint egy azonos, so˝t bizo-
nyos esetekben egy magasabb foksza´mu´ hagyoma´nyos polinome´.
54. Defin´ıcio´. (Royston-Altman[1994]) A k-ad foku´, egyva´ltozo´s to¨rtki-
tevo˝s polinom alatt az ala´bbit e´rtju¨k:
4Ege´szen pontosan csak becsu¨lheto˝, de a Monte-Carlo szimula´cio´ me´rete a´ltala´ban igen
nagy. Az ı´gy kapott µ e´s σ e´rte´keket a valo´s parame´tereknek tekintju¨k.
5Az (1−W )λ transzforma´cio´ λ→ 0 hata´resetre az ln (1−W ) transzforma´cio´.
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ahol k pozit´ıv ege´sz, p = (p1, p2, ..., pk) valo´s e´rte´ku˝ kitevo˝k vektora (p1 <
p2 < ... < pk), ξ = (ξ1, ξ2, ..., ξk) valo´s e´rte´ku˝ egyu¨tthato´k, valamint a
kitevo˝ben a za´ro´jel a Box-Tidwell transzforma´cio´t jelo¨li.
55. Defin´ıcio´. Box-Tidwell transzforma´cio´ a ko¨vetkezo˝:
X(pj) =
{
Xpj , ha pj 6= 0
lnX, ha pj = 0
}
.
56. Megjegyze´s. pj = j, j = 1, 2, ..., k esete´n a k-ad foku´ ege´sz e´rte´ku˝
polinomot kapjuk vissza (felte´ve persze, hogy ξk 6= 0).
Az 54. defin´ıcio´ kiterjesztheto˝ oly mo´don, hogy megengedu¨nk isme´tlo˝do˝
kitevo˝ket is. A kiterjeszte´s u´gy ado´dik, hogy haba´r k = 2, p1 = p2 esete´n a
φ2(X; ξ,p) = ξ0 + (ξ1 + ξ2)X(p1)
polinom nem ma´sod-, hanem csak elso˝foku´, a
lim
p2−→p1
ξ0 + ξ1X(p1) + ξ2X(p1)
X(p2−p1) − 1
p2 − p1 = ξ0 + ξ1X
(p1) + ξ2X(p1) lnX
hata´re´rte´k azonban nem, s ı´gy a ha´rom parame´teres go¨rbe´k egy csala´dja´t
kapjuk. A fenti forma´hoz a standard φ2(X; ξ∗,p) = ξ∗0 + ξ∗1X(p1) + ξ∗2X(p2)
modellbo˝l a ξ0 = ξ∗0 , ξ1 = ξ∗1 + ξ∗2 , ξ2 = (p2 − p1) ξ∗2 helyettes´ıte´sekkel jutunk




(p1) (lnX)j−1. ı´gy az 54. defin´ıcio´ a´ltala´nos´ıtott va´ltozata az ala´bbi:
57. Defin´ıcio´. (Royston-Altman[1994]) Tetszo˝leges p1 ≤ p2 ≤ ... ≤ pk
valo´s kitevo˝k esete´n legyen H0(X) = 1 e´s p0 = 0, valamint
Hj (X) =
{
X(pj), ha pj 6= pj−1
Hj−1(X) lnX, ha pj = pj−1
}
j = 1, 2, ..k
Ekkor





To¨bb Xi (i = 1, 2, ...s) va´ltozo´ esete´re a defin´ıcio´ e´rtelemszeru˝en ado´dik.
A kitevo˝k halmaza´ra a szerzo˝k P = {−2,−1,−0.5, 0, 0.5, 1, 2...max (3, k)}
halmazt aja´nlja´k, mely a gyakorlatban felmeru¨lo˝ proble´ma´khoz ele´gse´gesnek
bizonyult (Royston-Altman[1997]).
A modellek maximum likelihood mo´dszerrel (ML) becsu¨lheto˝k. Te-
kintve, hogy a kitevo˝k csak egy ve´ges P halmaza´n keressu¨k az ML meg-
olda´st, a becsle´shez haszna´lhatjuk a legkisebb ne´gyzetek mo´dszere´t (OLS),
me´gpedig a ko¨vetkezo˝k miatt. Ha p folytonos va´ltozo´ lenne, akkor a modell
nemlinea´ris lenne a becsu¨lendo˝ p e´s ξ parame´terekkel, egy elo˝re ro¨gz´ıtett
p˜ esete´n azonban a modell ma´r linea´ris. Ez esetben pedig (adott ro¨gz´ıtett
p˜-re) a modell likelihood becsle´se maga az OLS becsle´s.
A modellva´laszta´s a ko¨vetkezo˝ke´ppen to¨rte´nik. Ha a p folytonos va´ltozo´
lenne, akkor a p e´s ξ parame´terekkel rendelkezo˝ modellre kapna´nk mondjuk
egy pˆ (maximum likelihood) becsle´st. Jelo¨lju¨k D(k,p)-vel a k foksza´mu´ p
kitevo˝ju˝ modell likelihood e´rte´ke´t. Ekkor D(k,p) − D(k, pˆ) aszimptotiku-
san χ2k eloszla´st ko¨vet, ahol p egy tetszo˝leges (nem felte´tlen ML) becsle´s.
Mivel D(k, p˜) ≥ D(k, pˆ), eze´rt G = D(k,p) − D(k, p˜) egy aszimptotiku-
san haszna´lhato´ teszt a p megfelelo˝ e´rte´ke´nek megva´laszta´sa´hoz. A kiin-
dulo´ modell legyen a linea´ris modell D(1, 1) likelihood-dal, e´s ezzel a´ll´ıtsuk
szembe φ1(X; ξ, p˜) modellt, ahol a p˜ a P halmaz egy a´ltalunk tetszo˝legesen
kiva´lasztott eleme, ennek likelihood e´rte´ke pedig D(1, p˜). Ekkor ha G =
D(1, 1)− D(1, p˜) > χ21(1−α), az u´j modellt prefera´ljuk az elo˝zo˝ – ez esetben
linea´ris – modellel szemben. A becsle´st e´s a tesztet azta´n megisme´telju¨k min-
den lehetse´ges p˜ e´rte´kre. A za´ro´jelben elhelyezett α a szignifikancia szintet
jelo¨li, melynek e´rte´ke´t a szerzo˝k α = 10%-nak javasolja´k megva´lasztani. A
k e´s k+1 foku´ modellek ko¨zti va´laszta´s esete´n pedig a χ22(1−α) ku¨szo¨be´rte´ket
kell haszna´lni.
To¨bbva´ltozo´s esetben a fentiekben le´ırt elja´ra´st elo˝szo¨r alkalmazzuk az
elso˝ va´ltozo´ra, vagyisX1-re, miko¨zben azX2, X3, ..., Xs va´ltozo´kat linea´risan
szerepeltetju¨k. A ko¨vetkezo˝ le´pe´sben azta´n az ı´gy kapott legjobb modell spe-
cifika´cio´t tekintju¨k kiindulo´ modellnek, e´s X2 fu¨ggve´nye´ben keressu¨k a leg-
jobb specifika´cio´t most X1, X3, ..., Xs ro¨gz´ıtett specifika´cio´ja mellett. Mikor
megtala´ltuk Xs fu¨ggve´nye´ben is a legjobb modellt, akkor folytatjuk tova´bb
az X1 va´ltozo´val. Az itera´cio´ akkor e´r ve´get, amikor a modell ma´r nem
va´ltozik.
4. A p-e´rte´k kisza´mı´ta´sa a to¨bbdimenzio´s esetre
A p-e´rte´k kisza´mı´ta´sa´ra m−dimenzio´s esetben – ismereteink szerint – me´g
nem va´llalkozott senki. Ez jo´re´szt abbo´l fakad, hogy ezt a varia´nst nem
vizsga´lta´k e´s ritka´n alkalmazta´k, re´szben pedig abbo´l, hogy a teszt sta-
tisztika kie´rte´kele´se to¨bbdimenzio´s esetben rendk´ıvu¨l sza´mı´ta´sige´nyes. Mi
ezt a hia´nyt szeretne´nk po´tolni, s e ce´lbo´l le´trehoztunk egy nagyme´retu˝
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adatba´zist, melyben a to¨bbdimenzio´s Shapiro-Wilk teszt empirikus eloszla´-
sait ta´roljuk. A technika elvileg rendelkeze´sre a´ll, szu¨kse´g van egy alkalmas
normaliza´lo´ transzforma´cio´ra, valamint megfelelo˝ (to¨rtkitevo˝s) polinom il-
leszte´se´re. Az itt ko¨zo¨lt eredme´nyekbo˝l egy cikk is ke´szu¨lt (Pataki [2001]).
Az eloszla´sokat r = 10.000 isme´telt mintave´teleze´ssel nyertu¨k. A kiin-
dulo´ egyenletes eloszla´su´ ve´letlen sza´mokhoz a ran1() elja´ra´st haszna´ltuk
fel, melynek le´ıra´sa a Press et.al.[1992] mu˝ben tala´lhato´. A Park e´s Miller-
fe´le mo´dszert implementa´lja a Bays-Durham a´ltal adott mo´dos´ıta´sokkal.
Az algoritmus az ide´zett mu˝ben szinte´n publika´lt diagnosztikai algoritmu-
sok alapja´n a legpontosabbnak bizonyult, s a szerzo˝k a´ll´ıta´sa szerint az
o¨sszes ismert teszten a´tmegy. A ciklus ideje nagyja´bo´l 108 ko¨ru¨li, ami az
ige´nyeinkhez ele´gse´gesnek bizonyul. Az algoritmusnak le´tezik egy ma´sik,
L’Eculer a´ltal javasolt varia´nsa is, melyben ke´t pszeudo-ve´letlen sza´msorozat
o¨sszekapcsola´sa´val nagyobb ciklusideju˝ ve´letlensza´m-genera´torhoz juthatunk.
Ez az ide´zett mu˝ben mint ran2 () elja´ra´s szerepel. A diagnosztikai tesz-
tek alapja´n hasonlo´ pontossa´gu´, mint a ran1() elja´ra´s, de ciklusideje ∼
2.3× 1018. Ez a legto¨bb gyakorlati proble´ma´hoz ele´gse´ges kell, hogy legyen.
Adatba´zisunk le´trehoza´sa´hoz mindketto˝t felhaszna´ltuk.
Az egydimenzio´s norma´lis eloszla´sba valo´ transzforma´cio´hoz az elterjedt
e´s igen jo´ tulajdonsa´gokkal b´ıro´ gasdev algoritmust haszna´ltuk, mely a Box-
Mu¨ller transzforma´cio´ re´ve´n ke´pez egyenletes eloszla´su´ ve´letlen sza´mokbo´l
norma´lis eloszla´su´ ve´letlen sza´mokat. Bo˝vebb le´ıra´sa a Knuth [1981] mu˝ben,
implementa´cio´ja pedig a Press et.al.[1992] ko¨nyvben megtala´lhato´. Transz-
forma´cio´s, elutas´ıta´sos mo´dszer, mely egy norma´lis eloszla´su´ ve´letlen sza´mhoz
a´tlagosan 2.4 egyenletes eloszla´su´ ve´letlen sza´mot haszna´l fel.
Ahhoz, hogy fu¨ggetlen standard norma´lis eloszla´su´ va´ltozo´kbo´l to¨bb-
dimenzio´s eloszla´st kapjunk adott µ e´s Σ parame´terekkel, ahhoz a jo´l is-
mert x = µ+ Ty transzforma´cio´t ce´lszeru˝ haszna´lni, ahol is x = [y1, ..., ym]
fu¨ggetlen, standard norma´lis eloszla´sbo´l genera´lt va´ltozo´k, e´s Σ = TTT. Mi-
vel a W -teszt origo´ invaria´ns, eze´rt a sebesse´g no¨vele´se e´rdeke´ben Σ = I -vel
sza´moltunk. Ez az jelenti, hogy ha yj j = 1, ...,m va´ltozo´kat egyma´sto´l
fu¨ggetlenu¨l genera´ljuk norma´lis eloszla´sbo´l, akkor y = [y1, ..., ym] to¨bbdi-
menzio´s norma´lis eloszla´su´ µ = 0 e´s Σ = I parame´terekkel.
A sza´mı´ta´sok dupla precizita´ssal ke´szu¨ltek ALPHA AXP 2100-as mun-
kaa´lloma´son. A programot ANSI C-ben implementa´ltuk, a sza´mı´ta´sok i-
do˝ige´nye ı´gy ke´t-ha´rom he´t volt. A futtata´sok teljes ideje alatt numerikus
hiba illetve programhiba nem a´llt elo˝, az adatba´zisban sem tala´ltunk instabil
e´rte´keket. Az eredme´nyeket — a pontossa´g mego˝rze´se e´rdeke´ben — bina´ris
forma´ban ta´roltuk mego˝rizve ezzel a teljes ge´pi pontossa´got.
Az adatba´zist az R94 algoritmusnak(Royston [1995]), illetve a Rahman-
Govindaraluju-fe´le algoritmusnak a Malkovich-Affifi a´ltal javasolt kiterjesz-
te´se´vel sza´moltuk az ala´bbi esetekre:
m = 1 − 15 dimenzio´kra, valamint n = 3 − 100(1), n = 110 − 200(10),
n = 250−1000(50), n = 1500−5000(500) me´retu˝ minta´kra, ahol a za´ro´jelbe
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tett e´rte´k a le´pe´sko¨zt jelo¨li.
A ke´t kiindulo´ egyenletes eloszla´su´ ve´letlensza´m-genera´torral e´s ke´t ku¨-
lo¨nbo¨zo˝ Shapiro-Wilk-fe´le implementa´cio´val ı´gy ne´gyszer genera´ltuk le az
eloszla´sokat, az ı´gy kapott adatba´zis me´rete ∼ 4× 120MB.
4.1. Az egydimenzio´s esetben alkalmazott mo´dszer adapta´la´sa
Az egyes (n,m) pa´rokhoz tartozo´ empirikus eloszla´sokat normaliza´ltuk, majd
kisza´mı´tottuk az a´tlagok e´s szo´ra´sok adatsorait, ezekre kell majd regresszio´t
fel´ırnunk. Az egydimenzio´s esethez ke´pest most ke´t magyara´zo´ va´ltozo´nk
van, e´spedig a dimenzio´ (m), mely a regresszio´ban mint X1 magyara´zo´
va´ltozo´ szerepel, valamint a mintame´ret (n), mely az X2 magyara´zo´ va´ltozo´
lesz. Az egydimenzio´s W -statisztika p-e´rte´ke´nek kisza´mı´ta´sa´na´l haszna´lt
y = ln (1−W ) normaliza´la´st haszna´ltuk fel a Shapiro-Wilk eloszla´s nor-
maliza´la´sa´hoz. A transzforma´cio´ m = 9-ig kiele´g´ıto˝nek bizonyult, efelett
azonban ma´r nem. A hiba´k alakula´sa´ban a dimenzio´sza´m no¨vekede´se´vel
szisztematikus va´ltoza´s figyelheto˝ meg, ami azt sugallja, hogy to¨bbdimenzio´s
esetben a mo´dszer mo´dos´ıta´sa szu¨kse´ges.
4.2. A mo´dszer mo´dos´ıta´sa
Az elso˝ pro´ba´lkoza´s nem eredme´nyezett haszna´lhato´ becsle´seket, ı´gy az em-
pirikus eloszla´sokat alaposabb vizsga´latnak vetettu¨k ala´. Ve´leme´nyu¨nk sze-
rint a proble´ma´t az okozza, hogy m > 1 esetben a statisztika nem e´ri el
az egydimenzio´s esetben kisza´mı´tott maximumot, az 1-et. Az ln(1 − W )
normaliza´lo´ transzforma´cio´ elvileg ln(Wmax −W ), a Shapiro-Wilk eloszla´s
egy lognorma´lis eloszla´s ko¨zel´ıto˝leg tu¨ko¨rke´pe. To¨bbdimenzio´s esetben is
e´rtelemszeru˝en Wmax-ot kellene az origo´ba vinni, felte´ve, hogy a ko¨zel´ıto˝
lognormalita´s itt is e´rve´nyes.
A javasolt mo´dos´ıta´s ma´r akkor is meglepo˝en jo´l mu˝ko¨dik, ha a ma-
ximumot a W10000 + ε e´rte´kkel ko¨zel´ıtju¨k, vagyis az empirikus eloszla´sok
legnagyobb eleme´vel. Azt tapasztaltuk, hogy a statisztikus szempontja´bo´l
e´rdekes percentilisekre (0 − 30%) megfelelo˝ az illeszkede´s, az m e´s n pa-
rame´terek va´ltoza´sa´val a pontatlansa´gban nem figyelheto˝ meg szisztemati-
kussa´g. Az eloszla´sok ko¨zepe´n va´lik az elte´re´s ±1%-ot ele´ro˝ nagysa´grendu˝ve´,
ezek ma´r nem elfogadhato´ak.
A te´nyleges Wmax kisza´mı´ta´sa azonban kora´ntsem egyszeru˝. Analitikus
megolda´sra ezideig sza´mos k´ıse´rletet tettu¨nk, egyelo˝re eredme´nytelenu¨l. Nu-
merikusan elvben lehetse´ges, a statisztika alkalmas mo´dos´ıta´sa´val ugyanis
ele´rheto˝, hogy a W legala´bb folytonos legyen, ı´gy GO6 mo´dszerekkel a ma-
ximum egzakt mo´don kisza´mı´thato´.
6GO ne´ven a vonatkozo´ szakirodalomban globa´lis optimaliza´cio´t e´rtenek. A te´ma´ro´l
jo´ a´ttekinte´st nyu´jtanak a Pinte´r [1996] e´s Zhigljavsky [1991] mu˝vek.
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W (c,x1, ...,xn) (5)
ahol is W a (2) e´s (3) ke´pletek szerint adott, azzal a keve´s mo´dos´ıta´ssal,
hogy az yi = (xm − x¯), A−1 (xi − x¯) statisztika´k rendeze´se nem szu¨kse´ges.
Ko¨nnyen bela´thato´ ugyanis, hogy az optima´lis megolda´st olyan minta adja,
ahol yi-k ma´r sorban vannak. A c parame´terben to¨rte´no˝ minimaliza´la´s is
kiva´lthato´ a (x1 − x¯), A−1 (x1 − x¯) ≥ (xi − x¯), A−1 (xi − x¯) i = 1, ..., n kor-
la´tok bevezete´se´vel, ı´gy egy folytonos maximum proble´ma´val a´llunk szem-
ben.
Ez a direkt megko¨zel´ıte´s a feladat me´rete´bo˝l ado´do´an a gyakorlatban
nem kivitelezheto˝, mivel a lehetse´ges megolda´sok halmaza n×m dimenzio´s,
mely to¨bb va´ltozo´ esete´n nagy minta´kna´l igen nagy lehet.7 Eze´rt egy ma´sik
utat kell ko¨vetnu¨nk.
Vezessu¨k be a zi = A−1/2 (xi − x¯) i = 1, ..., n standardiza´lt va´ltozo´kat.










i = I. Ma´trix algebrai
jelo¨le´sekkel y = ZTZe1, 1TZ = 0, e´s ZZT= I, ahol Z = [z1, ..., zn].
Most vezessu¨k be a B = ZT jelo¨le´st. A fel´ıra´s ı´gy y = BBTe1,
BT1 = 0 (6)
BTB = I (7)




















forma´t o¨lti. ‖a‖ = 1 terme´szetesen, a ke´pletben csak a vila´gosabb mege´rte´s
ve´gett szerepeltettu¨k. A teszt ugyanis, mint a formula´bo´l la´thato´, valo´ja´ban




szaba´ly a´ltal elo˝a´ll´ıtott vektor szo¨ge´nek koszinuszne´gyzete.
58. Megjegyze´s. Az ‖s1‖≥‖si‖ i = 1, ..., n felte´teli korla´t alapja´n va´laszt-
juk s1-et, ez felel meg az (x1 − x¯), A−1 (x1 − x¯) ≥ (xi − x¯), A−1 (xi − x¯)
krite´riumnak. Megfogalmazhatjuk u´gy is, hogy BBT legelso˝ diagona´lis
eleme´nek kell a legnagyobbnak lenni.
7m = 10, n = 5000 esete´n pe´lda´ul egy 50000 va´ltozo´s feladat ado´dik!
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A (7) ke´plet szerint a [bj ] rendszer ortonorma´lt, az a´ltala kifesz´ıtett alte´r
pedig mero˝leges az o¨sszegzo˝ vektorra (ld. (6) ke´plet). A 5. feladatot teha´t a
ko¨vetkezo˝ke´ppen fogalmaztuk a´t: Vegyu¨nk egy, az 1 vektorra mero˝leges n−1
dimenzio´s alte´rbo˝l egy ortonorma´lt ba´zist, e´s a ba´zisvektorokbo´l m darabot
kiva´lasztva a´ll´ıtsuk elo˝ azt az s1-et, mely a-val a legkisebb szo¨get za´rja be.
Ismert matematikai te´tel, hogy ba´rmely ortonorma´lt ba´zisbo´l eljuthatunk
ba´rmely ma´sik ortonorma´lt rendszerbe ortogona´lis transzforma´cio´val, vagyis
forgata´ssal.
59. Defin´ıcio´. Egyszeru˝ forgata´snak nevezzu¨k az olyan valo´di ortogona´lis
transzforma´cio´t, mely ke´tdimenzio´s s´ıkbeli forgata´st jelent, de va´ltozatlanul













ahol az i index az ei, ei+1 egyse´gvektorok a´ltal kifesz´ıtett s´ıkban to¨rte´no˝
forgata´sra utal.
60. Megjegyze´s. Azokat az ortogona´lis transzforma´cio´kat nevezzu¨k valo´-
dinak, melyek determina´nsa +1.
Egy (n − 1) dimenzio´ban to¨rte´no˝ forgata´st to¨bb egyma´st ko¨veto˝ egy-
szeru˝ forgata´ssal tudunk ve´gezni, ege´szen pontosan n − 2 darabbal. Mi-
vel a feladatban szereplo˝ n − 1 dimenzio´s alte´rnek az o¨sszegzo˝ vektorra
kell ortogona´lisnak lenni, eze´rt mindenekelo˝tt a trivia´lis (e1, ..., en−1, en)
ba´zisro´l a´t kell te´rnu¨nk egy olyan ma´sik ba´zisra, melynek egyik eleme,
pe´lda´ul az n-dik e´ppen 1‖1‖ (vagyis en a normaliza´lt o¨sszegzo˝ vektorba
megy a´t). ı´gy az elso˝ n − 1 ba´zisvektor a´ltal kifesz´ıtett alte´r erre lesz
mero˝leges. Az elo˝bbiekben mondottak szerint ez forgata´ssal ele´rheto˝, legyen
a forgata´s ma´trixa T ≡ T1 × ...×Tn−1. Most ma´r a megfelelo˝ alte´rben va-
gyunk, a ko¨vetkezo˝ le´pe´sben ennek ba´zisa´t kell oly mo´don elforgatni, hogy
az a´tfogalmazott feladat optima´lis megolda´sa´t adja. Az elo˝bbiek szerint
ehhez ma´r csak n − 2 egyszeru˝ forgata´sra van szu¨kse´g, ennek ma´trixa le-
gyen Q ≡ Q1 × ... × Qn−2. A keletkezett QT rendszerbo˝l kell m darabot
kivenni, ehhez vezessu¨k be az S =
[
ei1 , ..., eim
]
szelekcio´s ma´trixot, ahol
ij ∈ {1, ..., n−1}, j = 1, ...,m. A (8) ke´pletbe helyettes´ıtve teha´t B = QTS.
A fel´ıra´sban T e´s S konstans, Q pedig n − 2 va´ltozo´, α = [α1, ..., αn−2]
fu¨ggve´nye. Az ortonorma´lt rendszerek ku¨lo¨nleges struktu´ra´ja´bo´l ado´do´an
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ı´gy ez a feladat csak n−2 dimenzio´s (szemben a kora´bbi n×m−es me´rettel),
e´s fu¨ggetlen atto´l, hogy m mekkora. Ez legrosszabb esetben is 4998 va´ltozo´t
jelent, melyet a mai sza´mı´ta´si kapacita´sok mellett ma´r meg lehet oldani.
Megjegyezzu¨k, hogy a (6) e´s (7) ke´pletek a´ltal megfogalmazott normaliza´la´st
a kora´bbi direkt megko¨zel´ıte´sne´l el kellett ve´gezni (vagy elo˝´ırni felte´teli
korla´tke´nt), itt azonban - e´rtelemszeru˝en - nincsen ra´ szu¨kse´g, ı´gy a sza´mı´ta´si
ige´ny tova´bb cso¨kken.
A T forgata´s meghata´roza´sa viszonylag egyszeru˝, a´ltala´nos alakja az
ala´bbi:
T =







sin γ1 cos γ2 cos γ1 . ∓ cos γn−1 cos γ1
n−2∏
i=2




0 sin γ2 . ± cos γn−1 cos γ2
n−2∏
i=3




0 0 . . .
. . . sin γn−1 cos γn−1
0 0 . 0 0

Ebbo˝l elo˝szo¨r γ1−et tudjuk kisza´molni a cos γ1 + sin γ1 = 0 egyenlet meg-
olda´sa´val, majd pedig γ2−o˝t a cos γ2(cos γ1− sin γ1)+sin γ2 = 0 egyenletbo˝l
e´s ı´gy tova´bb.
Mielo˝tt nekila´tna´nk a maximum kisza´mola´sa´nak, e´rdemes megvizsga´lni
egy tova´bbi leheto˝se´get.
4.3. Egy ma´sik megko¨zel´ıte´s
Az elo˝zo˝ pontokban azzal a hipote´zissel e´ltu¨nk, hogy a megfelelo˝ normaliza´lo´
transzforma´cio´ ln(Wmax −W ) alaku´, s ennek megfelelo˝en megk´ıse´reltu¨k a
formula´ban szereplo˝ maximumot kisza´mı´tani. Ne felejtsu¨k el azonban, hogy
annak me´rte´ke, hogy egy ko¨zel´ıte´s mennyire jo´, a Monte-Carlo szimula´cio´
u´tja´n nyert empirikus eloszla´sokon alapszik, azaz, hogy mennyire jo´l tudjuk
a sza´munkra releva´ns percentiliseket ko¨zel´ıteni. E´ppen eze´rt nem felte´tlen
e´rdemes ragaszkodni ahhoz a felteve´shez, hogy Wmax a Shapiro-Wilk teszt
maximuma legyen, ha ezen hipote´zisto˝l fu¨ggetlenu¨l tudunk tala´lni egy olyan
log(λ − W ) alaku´ ko¨zel´ıte´st, amelyne´l az illeszkede´s kello˝en pontos vagy






λ ∈ (W10.000, 1.0]
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1. a´bra. A ce´lfu¨ggve´ny e´rte´ke´nek alakula´sa az m = 10, n = 50 esetben
optimaliza´la´si feladatot, ahol ζi−k a standard norma´lis eloszla´sbo´l vett pon-
tok alkalmasan megva´lasztott percentilisekne´l (a ce´lfu¨ggve´ny parame´terei),
zαi (λ) =
[
− |log(λ−Wαi)|1/2 − µ
]
/σ pedig adott λ parame´ter melletti
ko¨zel´ıtett norma´lis eloszla´su´ va´ltozo´, vagyis az ζi pont visszabecsle´se.8 Az
optimum krite´riuma teha´t az, hogy az egyes percentilisekne´l a becsu¨lt e´s
te´nyleges norma´lis eloszla´su´ statisztika ne´gyzetes elte´re´se minima´lis legyen.
Atto´l fu¨ggo˝en, hogy milyen normaliza´la´st alkalmazunk, a sze´lso˝e´rte´k fe-
ladatnak elvben le´tezhet analitikus megolda´sa. A numerikus vizsga´latok
alapja´n neku¨nk a fenti normaliza´la´s tu˝nt a legpontosabbnak, ez esetben
azonban nem le´tezik analitikus megolda´s. A numerikus megolda´s azon-
ban nem jelent komoly sza´mı´ta´si nehe´zse´get, mivel a feladat egyva´ltozo´s,
a ce´lfu¨ggve´ny pedig - az empirikus vizsga´latok szerint - konvex.
Legyen αi ∈ {0.01, 0.02, 0.05, 0.1, 0.5, 0.9, 0.95, 0.99} .
A 1. a´bra´n a ce´lfu¨ggve´ny alakula´sa´t la´tjuk a λ ∈ (W10.000, 1.0] tar-
toma´nyban egy tala´lomra kivett esetben. Klasszikus optimaliza´la´si mo´d-
szerek haszna´lata´val (Conn et.al. [1992]) elo˝a´ll´ıtottuk teha´t a λ∗ e´rte´kek
halmaza´t.
Ezek uta´n ha´rom parame´tert kellett regresszio´val becsu¨lnu¨nk: µ, σ e´s
λ e´rte´ke´t. Egy darab ha´romva´ltozo´s (m e´s n fu¨ggve´nye´ben fel´ırt µ, σ e´s
λ va´ltozo´k) regresszio´val nem sikeru¨lt kiele´g´ıto˝ eredme´nyt kapnunk. Ta-
pasztalataink alapja´n a ha´romva´ltozo´s esetben nem lehet jo´ illeszkede´st
ele´rni, ku¨lo¨no¨sen az adatsorok sze´lein gyenge´k a ko¨zel´ıte´sek. Eze´rt u´gy
do¨nto¨ttu¨nk, minden egyes m = {2, ..., 15} dimenzio´sza´mra ku¨lo¨n regresszio´t
illesztu¨nk, a mintame´reteket pedig az n1 = {(2m+ 3)− 100 (1)} , n2 =
{110− 200(10), 250− 1000(50)} , n3 = {1500− 5000(500)} tartoma´nyokra
8A − |log(λ−Wαi)|1/2 transzforma´cio´ pontosabbnak bizonyult, mint a log(λ −Wαi)
transzforma´cio´, eze´rt ve´gu¨l is az elo˝bbit haszna´ltuk.
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bontottuk. Teha´t 42 ku¨lo¨nbo¨zo˝ regresszio´t kellett illesztenu¨nk minden egyes
parame´ter becsle´se´hez, ami azonban praktikusan implementa´lhato´, mivel
mindegyiku¨k elso˝foku´9. Magukat a kapott foksza´mokat e´s koefficienseket
szu¨kse´gtelennek tartottuk felsorolni, viszont elve´geztu¨k a kapott regresszio´k
felhaszna´la´sa´val a p-e´rte´kek visszabecsle´se´t. A becsle´sek abszolu´t hiba´it,
vagyis a Φ (zαi (λ)) − αi ku¨lo¨nbse´geket elemeztu¨k, a pontossa´g krite´riuma
az volt, hogy 1, 5 illetve 10% esete´n a hiba ne e´rje el a fe´l sza´zale´kpontot,
mı´g 1− 5 ezrele´k esete´n a fe´l ezrele´ket (ba´r uto´bbi nem tu´l e´rdekes gyakor-
lati proble´ma´kna´l). Az elo˝jelek alapja´n arra ko¨vetkeztethettu¨nk, hogy nincs
szisztematikus hiba a becsle´sekben. Megjegyezzu¨k, hogy a percentilisek, me-
lyeken a becsle´s alapszik, szinte´n tartalmaznak ne´mi hiba´t, ba´r kicsit, hiszen
r = 10.000 me´retu˝ Monte-Carlo szimula´cio´bo´l sza´rmaznak.
4.4. Az egyes megko¨zel´ıte´sek e´rte´kele´se
Az eredme´nyek szerint λ∗ ∼ Wmax , legala´bbis egy bizonyos m−to˝l kezdve.
Kisebb m−ekre a λ optima´lis e´rte´ke igen ko¨zel esik 1−hez a legto¨bb min-
tame´ret esete´n (mı´g Wmax kis minta´kna´l kisebb 1−ne´l). U´gy tu˝nik teha´t,
hogy a min
∑
[zαi (λ)− ζi]2 feladat megolda´sa´val kapott ko¨zel´ıte´s stabilabb
e´s pontosabb ko¨zel´ıte´s, emellett kisza´mı´ta´sa nem k´ıva´n ku¨lo¨no¨sebb ge´pi
ero˝forra´st.
1. ta´bla´zat. Abszolu´t hiba´k, m=10
n = 0.001 0.005 0.01 0.05 0.1 W10.000 + 
25 0.001 0.005 0.006 0.007 0.008 0.87080765
30 0.001 0.003 0.004 0.007 0.006 0.90064373
35 0 0.001 0.003 0.007 0.005 0.91930916
40 0.001 0.002 0.004 0.011 0.01 0.92727591
50 0 0.003 0.005 0.006 0.01 0.94490731
2. ta´bla´zat. Abszolu´t hiba´k, m=10
n = 0.001 0.005 0.01 0.05 0.1 λ∗
25 0 0.001 0 −0.003 −0.002 0.90084653
30 0 0 −0.001 −0.001 −0.002 0.91997325
35 0 0 0 0.001 −0.001 0.92779875
40 0 0 0 0.003 0.002 0.93881353
50 0 0 0.001 −0.001 0.002 0.95288836
A 1. e´s 2. ta´bla´zatokban ko¨zo¨lju¨k egy tetszo˝legesen kiva´lasztott esetben
a ke´tfe´le megko¨zel´ıte´s alapja´n sza´mı´tott abszolu´t hiba´kat.
9Ez persze nem jelenti azt, hogy linea´risak is, a to¨rtkitevo˝s polinomokra adott foksza´m
defin´ıcio´ alapja´n elso˝foku´ak.
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Ha Wmax egzakt e´rte´ke´t meg tudna´nk hata´rozni, tala´n e´rdemes lenne
a megko¨zel´ıte´st tova´bbvinni, hiszen egy analitikus megolda´st a pontossa´g
e´rdeke´ben prefera´lna´nk egy numerikusan meghata´rozott, majd pedig po-
linommal ko¨zel´ıtett megolda´ssal szemben. Mivel azonban Wmax pontos
e´rte´ke´t nem tudjuk megadni (legala´bbis egyelo˝re), ı´gy nem indokolt egy n−2
me´retu˝ numerikus feladattal foglalkozni, ha le´tezik pontosabb, egyva´ltozo´s
alternat´ıva.
5. A Shapiro-Wilk teszt egye´b to¨bbdimenzio´s ki-
terjeszte´sei
A Shapiro-Wilk-fe´le teszt to¨bbdimenzio´s kiterjeszte´se´re sza´mos varia´ns ke´szu¨lt.
A ko¨vetkezo˝ alpontot ezek ismertete´se´nek szentelju¨k. Ezuta´n vizsga´latot
ve´gzu¨nk a pro´ba´k ereje´re vonatkozo´an, bevonva a vizsga´lo´da´sba az a´ltalunk
ta´rgyalt Malkovich-Affifi a´ltal javasolt va´ltozatot.
5.1. Ro¨vid a´ttekinte´s
A Shapiro-Wilk teszt to¨bbdimenzio´s kiterjeszte´sei szinte kive´tel ne´lku¨l azt
az elvet ko¨vetik, hogy valamilyen alkalmas transzforma´cio´val vagy dekom-
poz´ıcio´val az alapeloszla´st visszavezetju¨k egy vagy to¨bb egyva´ltozo´s proble´-
ma´ra.
A Malkovich-Affifi [1973] a´ltal javasolt kiterjeszte´st ma´r ismertettu¨k az
elo˝zo˝ pontokban re´szletesen. Itt az y = c,x linea´ris transzforma´cio´val ke´-
peztu¨nk egydimenzio´s eloszla´st, e´s erre alkalmaztuk a Shapiro-Wilk tesztet.
A Mudholkar et.al. [1995] tanulma´nyban a szerzo˝k az m−dimenzio´s
eloszla´st felbonja´k m darab egydimenzio´s eloszla´sra, majd kisza´mı´tja´k ezek
szignifikancia szintje´t, vagyis a p-e´rte´keket. A felbonta´s a ko¨vetkezo˝ke´ppen
to¨rte´nik. Legyen
X = [x1, ...,xn] xi ∈ Rm (9)
egy m−dimenzio´s norma´lis eloszla´sbo´l vett n elemu˝ minta, valamint ve-
zessu¨k be az B = XT = [b1, ...,bm] bj ∈ Rn jelo¨le´st. Legyen tova´bba´
b(k) = [1,b1, ...,bk−1] e´s becsu¨lju¨k a
bk = β(k)b(k) + (k) k = 2, ..,m




, ahol σ2k|12...(k−1) a felte´teles
variancia. Le´tezik olyan (n− k)×n me´retu˝ Gk ma´trix, hogy GkGTk = In−k
e´s Gkb(k) = 0. Most legyen
b∗k = Gkbk (10)
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Ekkor b∗k -nak b





vagyis b∗k fu¨ggetlen b1, ...,bk−1−to˝l e´s ı´gy fu¨ggetlen b∗2, ...,b∗k−1−to˝l is. Meg-
fogalmazhato´ a ko¨vetkezo˝ a´ll´ıta´s:
61. A´ll´ıta´s. A (9) minta to¨bbdimenzio´s normalita´sa´nak tesztele´se ekviva-
lens az m darab, a (10) a´ltal meghata´rozott b∗1 = b1,b∗2, ...,b∗m egydimenzio´s
minta´k normalita´sa´nak tesztele´se´vel.
A teszt elve´gze´se´hez illetve p-e´rte´kek kisza´mı´ta´sa´ra terme´szetesen a Roy-
ston-fe´le (Royston [1995]) algoritmust haszna´ltuk. Igaz a ko¨vetkezo˝ a´ll´ıta´s:
62. A´ll´ıta´s. A b∗1,b∗2, ...,b∗m minta´kbo´l sza´mı´tott W statisztika´k, valamint
az ehhez tartozo´ p1, ..., pm e´rte´kek fu¨ggetlenek.
A kapott p-e´rte´kek to¨bbfe´leke´ppen is kombina´lhato´k. Az egyes megko¨-
zel´ıte´sek a ko¨vetkezo˝k:
F Fisher-fe´le teszt: WF = −2
∑
log pj
L Logit statisztika: WL = A−1/2
∑
log (pj/ (1− pj)) , A = pi2m (5m+ 2) /
(15m+ 12)
N Lipta´k-fe´le teszt: WN =
∑
Φ−1 (1− pj)
T Tippet-fe´le teszt: WT = min pj
Maga Royston is javasolt to¨bbdimenzio´s Shapiro-Wilk tesztet (Royston
[1983]). Le´nyege abban a´ll, hogy komponensenke´nt az egydimenzio´s W -
teszt formula´ja´t alkalmazva olyan va´ltozo´khoz juthatunk, melyek ko¨zt kicsi
a korrela´cio´, fu¨ggetlenu¨l atto´l, hogy az alapeloszla´sban az egyes va´ltozo´k
mennyire voltak korrela´ltak. A 3.1. pontban ismertettu¨k, hogy a W -
statisztika´bo´l ko¨zel´ıto˝leg norma´lis eloszla´su´ va´ltozo´t tudunk transzforma´lni,
ahol a µ va´rhato´ e´rte´ket illetve σ szo´ra´st regresszio´s becsle´ssel a´ll´ıtjuk elo˝ a
mintame´retbo˝l (n).
Sza´mı´tsuk ki a z1, ..., zm statisztika´kat az elo˝bb le´ırt mo´don, ahol zj az









j = 1, ...,m
statisztika´kat. Ha a mintabeli va´ltozo´k korrela´latlanok volna´nak, akkor a







χ2m/m eloszla´st ko¨vetne. Ha pedig a korrela´cio´ egyse´gnyi lenne, akkor k1 =
k2 = ... = km miatt G ∼ χ21.
Gyakorlati szempontbo´l nyilva´nvalo´an a ko¨ztes eset e´rdekes, amit egy
G ∼ χ2e/e statisztika´val jellemezhetne´nk, ahol 1 < e < m nem felte´tlen
ege´sz sza´m.
63. Megjegyze´s. Ma´s szavakkal a peremekbo˝l nyert zj statisztika´k m−di-
menzio´s norma´lis eloszla´st ko¨vetnek, ha fu¨ggetlenek, e´s egydimenzio´s (dege-
nera´lt) eloszla´st, ha egyse´gnyi a korrela´cio´. A ko¨ztes eseteket u´gy lehetne
felfogni, mintha a norma´lis eloszla´st to¨rt-dimenzio´kra kiterjesztene´nk.









Mivel σ2kj = 2 e´s cij ≡ corr (ki, kj) = cov (ki, kj) /
√
2× 2 eze´rt





































Vagyis a kombina´lt to¨bbdimenzio´s normalita´steszt (H-teszt a tova´bbiakban)
a






64. Megjegyze´s. e = m ha cij = 0 i, j = 1, ...,m e´s i 6= j, valamint e = 1,
ha cij = 1.
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1− µν (1− rij)µ
]
, i 6= j
1, i = j
rij a minta´bo´l sza´mı´tott pa´ronke´nti korrela´cio´s egyu¨tthato´, a to¨bbi parame´-
terre pedig a λ = 5, µ = 0.715 e´s ν = 0.35 ko¨zel´ıte´sek haszna´lhato´k n = 2000
mintame´retig (Royston [1983]).
Ha az ismertetett Shapiro-Wilk-fe´le to¨bbdimenzio´s varia´nsokat oszta´-
lyozni szeretne´nk, akkor a H-teszt igen ko¨zel a´ll 1.2. pontban ismertett
t´ıpusok ko¨zu¨l a T1-hez. A peremekre vonatkozo´ informa´cio´k alapja´n pro´ba´l
ugyanis az egyu¨ttes normalita´sra ko¨vetkeztetni, e´s a teszt statisztika meg-
konstrua´la´sa´hoz az egyes va´ltozo´k ko¨zti linea´ris korrela´cio´t igyekszik kiszu˝rni.
Ezzel szemben az F -, L-, N - e´s T -tesztek a linea´ris regresszio´ illetve a linea´ris
korrela´cio´ fogalma´n keresztu¨l pro´ba´lja´k az egyu¨ttes normalita´s jellemzo˝it
megragadni, ı´gy besorolhatjuk o˝ket a T2 csoportba. A W -teszt defin´ıcio´ sze-
rint a T3 csoporthoz tartozik, hiszen a to¨bbdimenzio´s eloszla´s egy kitu¨nte-
tett metszete´nek vizsga´lata´ra e´pu¨l. To¨rte´nelmileg szerencse´sen alakultak
teha´t a te´nyek, ugyanarra az egydimenzio´s tesztre vonatkozo´ ha´rom olyan
kiterjeszte´st tudunk megvizsga´lni, melyek ha´rom ku¨lo¨nbo¨zo˝ megko¨zel´ıte´s
valamelyike´hez tartoznak.
5.2. A pro´ba´k ereje´nek vizsga´lata
A pro´ba´k ereje´nek vizsga´lata´hoz a Mudholkar et.al. [1995] cikket vettu¨k
alapul. A szerzo˝k ku¨lo¨nfe´le ke´t e´s ha´rom dimenzio´s eloszla´sokbo´l vettek 20−
50 elemu˝ minta´kat, e´s vizsga´lta´k az elutas´ıta´s me´rte´ke´t ku¨lo¨nbo¨zo˝ tesztek
esete´ben α = 10%, 5% e´s 1% szignifikancia szinteken. Konkre´tan a ko¨vetkezo˝
eloszla´sokro´l van szo´:
To¨bbdimenzio´s χ2 eloszla´sok: Legyenek x1,x2, ..., xm fu¨ggetlen χ2 eloszla´su´
va´ltozo´k ν1, ν2, ..., νm szabadsa´gfokokkal, valamint legyen x egy tova´bbi
fu¨ggetlen χ2 eloszla´su´ va´ltozo´ ν szabadsa´gfokkal. Ekkor yj = x + xj
va´ltozo´k fu¨ggetlenek, e´s a peremeloszla´suk ν + νj szabadsa´gfoku´ χ2
eloszla´s. Jelo¨le´se: χ2m (ν1, ..., νm; ν)
To¨bbdimenzio´s Cauchy e´s t−eloszla´s: Az m-dimenzio´s ν szabadsa´gfoku´







ahol s ν szabadsa´gfoku´ χ eloszla´su´ ve´letlen sza´m, z etto˝l fu¨ggetlen,
Nm(0, I) eloszla´sbo´l nyert vektor, µ pedig konstans, az eloszla´s va´rhato´
e´rte´ke. ν = 1 esete´n e´rtelemszeru˝en to¨bbdimenzio´s Cauchy-eloszla´st
kapunk.
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Kevert norma´lis eloszla´s: Kevert norma´lis eloszla´su´ ve´letlen sza´mokat a
y = µ+ λx1 + (1− λ) x2





γ ≥ 0, e´s λ ∼ Be, vagyis Pr (λ = 1) valo´sz´ınu˝se´ggel az egyik, Pr (λ = 0)
valo´sz´ınu˝se´ggel pedig a ma´sik eloszla´sbo´l vettu¨nk minta´t.
To¨bbdimenzio´s lognorma´lis eloszla´s: ebbo˝l az eloszla´sbo´l u´gy genera´lunk
ve´letlen sza´mokat, hogy elo˝szo¨r minta´t veszu¨nk egy Nm (0,Σ) elosz-
la´sbo´l, majd koordina´ta´nke´nt ke´pezzu¨k az yj = exj , j = 1, 2, ...m
transzforma´cio´t.
To¨bbdimenzio´s Burr-Pareto-Logisztikus eloszla´s: Vegyu¨nk elo˝szo¨r egy fu¨g-
getlen m elemu˝, x1, x2, ..., xm minta´t exponencia´lis eloszla´sbo´l, majd
pedig etto˝l fu¨ggetlenu¨l egy v elemet egy 1 ska´la parame´teru˝ gamma
eloszla´sbo´l. Ekkor
yj = (1 + xj/v)
−θ
az m− dimenzio´s Burr-Pareto-Logisztikus eloszla´su´ ve´letlen va´ltozo´
vektor egyes koordina´ta´it jelo¨li, θ alkalmas forma te´nyezo˝.
Ωm (µ,Σ, ν)-eloszla´s: ez egy a´ltalunk definia´lt eloszla´s, mely µj e´s σj pa-
rame´teru˝ norma´lis eloszla´su´ peremekkel rendelkezik, a fu¨ggo˝se´gi struk-
tu´ra´ja´t pedig egy (R, ν) parame´teru˝ t-kopula hata´rozza meg, ahol
σij = rijσiσj . A minta ve´tel u´gy to¨rte´nik, hogy genera´lunk a meg-
adott parame´teru˝ t-kopula´bo´l x1, x2, ..., xm ve´letlen sza´mokat, majd
ke´pezzu¨k az yj = Φ−1 (xj) transzforma´cio´kat, ahol Φ−1 (.) a norma´lis
eloszla´s inverz eloszla´sfu¨ggve´nye.
65. Megjegyze´s. Intuit´ıve ko¨nnyen bela´thato´, hogy Ωm (.) elliptikus el-
oszla´s.
A cikkben az m = 2, 3 eseteket vizsga´lta´k. Ezeket az eseteket repro-
duka´ltuk, de a szimula´cio´t kiterjesztettu¨k a minket e´rdeklo˝ m = 2, ..., 15 tar-
toma´nyra. A vizsga´latba ugyanakkor bevontuk e tanulma´ny ta´rgya´t ke´pezo˝
Malkovich-Affifi-fe´le varia´nst is, amit az egyszeru˝se´g kedve´e´rt a tova´bbiakban
W tesztke´nt eml´ıtu¨nk, valamint a kora´bban ismertetett Royston-fe´le H-
tesztet is. A mintame´ret tova´bbra is az n = 20 − 50, hiszen a pro´ba´k
ereje´nek vizsga´lata mindig a kis minta´kra e´rdekes.
Terjedelmi korla´tok miatt ne´ha´ny sza´mszeru˝ eredme´nyt mutatunk be az
I. Fu¨ggele´kben, a fontosabb ko¨vetkeztete´seinket grafikonokkal illusztra´ljuk.
A vizsga´lat igen meglepo˝ eredme´nnyel szolga´lt. Mı´g az F, L, N e´s T -tesztek
hasonlo´ eredme´nyeket produka´ltak, addig a W varia´ns a´ltala´ban jelento˝sen
elmaradt mo¨go¨ttu¨k, kive´ve ke´t esetet: a Student t−eloszla´st e´s a kevert
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2. a´bra. Pro´ba´k ereje´nek alakula´sa t-eloszla´s esete´n
3. a´bra.
Ke´tva´ltozo´s norma´lis eloszla´sbo´l vett minta´k, melyek a W = Wmax e´s
W = Wmine´rte´keket adja´k
norma´lis eloszla´st. Ami a t−eloszla´st illeti, a helyzet e´ppen a ford´ıtottja.
A H-teszt viszont a´ltala´ban jelento˝sen ero˝sebbnek bizonyult, mint ba´rmely
ma´sik. A t-eloszla´s esete´ben ez a teszt is jelento˝sen felu¨lmu´lta a to¨bbit, a
W -teszt azonban, u´gy tu˝nik, itt abszolu´t me´rte´kben a legjobb.
Illusztra´cio´ ce´lja´bo´l tala´lomra kivettu¨nk ke´t esetet, e´s megne´ztu¨k, ho-
gyan alakul a pro´ba´k ereje mondjuk α = 5% szignifikancia szintne´l, ahogy a
t-eloszla´s szabadsa´gfoka´t no¨velju¨k, vagyis tartunk a norma´lis eloszla´shoz.
Tekintsu¨k a 2. a´bra´t! A visszintes tengely a szabadsa´gfokokat jelo¨li,
a ν = 2, ..., 50 tartoma´nyt a´bra´zolja egyes le´pe´sko¨zo¨kkel, mı´g a fu¨ggo˝leges
tengely az elutas´ıta´s valo´sz´ınu˝se´ge´t jelo¨li. A ∗−minta´zatu´ go¨rbe jelo¨li a
Malkovich-Affifi-fe´le tesztet, a •−minta´zatu´ a H-tesztet, mı´g a sima vonalak
a ma´sik ne´gyet. Az a´bra´k o¨nmaguke´rt besze´lnek, a W -teszt ereje jelento˝sen
nagyobb a t-eloszla´s esete´ben, mint a ma´sik o¨te´. Ez aze´rt e´rdekes, mert a
t-eloszla´s igen hasonlo´ a norma´lis eloszla´shoz, e´s magasabb dimenzio´kban
e´ppen az okozza a proble´ma´t, hogy a´ltala´ban gyenge´k a tesztek.
Hogy mie´rt jobb a W -teszt a to¨bbine´l, az intuit´ıve nagyon ko¨nnyen
bela´thato´.
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Az 3. a´bra´n ke´tm = 2 dimenzio´s, standard norma´lis eloszla´sbo´l sza´rmazo´
minta´t a´bra´zoltunk. A bal oldali grafikon azt a minta´t a´bra´zolja, ahol a
W -tesztnek maximuma van, a jobb oldali pedig egy olyan minta´t, ahol mi-
nimuma van. A bal oldali egy tipikus norma´lis eloszla´su´ minta, nagyja´bo´l
ko¨rko¨ro¨sen helyezkednek el a mintaelemek, az origo´bo´l kifele´ haladva vi-
szonylag egyenletesen cso¨kken a minta´ba bekeru¨lo˝ elemek valo´sz´ınu˝se´ge (ba´r
ilyen kis minta´na´l ez az a´bra´n nemigen la´thato´). A jobb oldali egy extre´mebb,
de nyilva´n valo´s eset, ahol egy mintaelem kiugro´, mı´g a to¨bbi ehhez ke´pest
su˝ru˝bben helyezkedik el.
Az a´bra´n az egyes mintaelemeket vonallal ko¨to¨ttu¨k o¨ssze, me´gpedig a
norma´juk nagysa´ga szerint. Standard norma´lis eloszla´s esete´n a W statisz-
tika ke´pze´se geometriai e´rtelemben azt jelenti, hogy az egyes mintaelemeket
a legnagyobb norma´ju´ mintaelem e´s az origo´ a´ltal meghata´rozott egyenesre,
mint alte´rre ke´pezzu¨k le (a to¨bbdimenzio´s felu¨let egy egydimenzio´s szelete´t
vizsga´ljuk, ld. 1.2. re´sz). A megfelelo˝ altereket szinte´n szerepeltettu¨k az
a´bra´kon.
Az elo˝bbiek szerint teha´t ha van a minta´ban kiugro´ elem, akkor mindig az
a´ltala meghata´rozott alte´rbe to¨rte´nik a leke´pze´s. Az ilyen t´ıpusu´ minta´k pe-
dig a vastag farku´ eloszla´sok, ı´gy a t−eloszla´s esete´ben sokkal jellemzo˝bbek,
mint a norma´lis eloszla´sna´l. To¨bb kiugro´ mintaelem esete´n pedig — ku¨lo¨no¨-
sen magasabb dimenzio´kban — igen cseke´ly annak az ese´lye, hogy ezek mind
egy egyenesre esnek, teha´t az egydimenzio´s esetben megszokott szimmetria
elve´sz. A leghosszabb norma´ju´ elem a to¨bbi kiugro´ elem elhelyezkede´se´t a
leke´pze´s sora´n ve´lheto˝en jelento˝sen ,,torz´ıtani” fogja. Ez egy igen e´rdekes,
e´s felteheto˝en egy e´rte´kes tulajdonsa´ga ennek a va´ltozatnak.
A kevert eloszla´sok esete´ben a W statisztika egye´rtelmu˝en domina´lja
a to¨bbi varia´nst. A kevere´s alapja´ul szolga´lo´ egyik eloszla´s Σ variancia-
kovariancia ma´trixszal rendelkezik, a ma´sik pedig egy γΣ ma´trixszal, ahol
γ ≥ 1. A korrela´cio´s ma´trixuk teha´t azonos, e´s ez lesz a kevert norma´lis
eloszla´s korrela´cio´s ma´trixa is, a kevere´s alapja´ul szolga´lo´ ke´t norma´lis el-
oszla´s variancia´ja ku¨lo¨nbo¨zik. A 31. a´ll´ıta´s alapja´n tudjuk, hogy ez az
eloszla´s elliptikus, ı´gy a korrela´cio´s ma´trix jelente´se azonos a norma´lis el-
oszla´sna´l haszna´lt fogalommal. Ha γ = 1, akkor a norma´lis eloszla´st kapjuk
vissza, γ > 1 e´rte´kekre pedig egyre ta´volodunk a norma´lis eloszla´sto´l. A
normalita´sto´l valo´ elte´re´s me´rte´ke ugyanakkor a kevere´si ara´nyto´l is fu¨gg.
Ha az egyik eloszla´sbo´l vesszu¨k a minta jo´ re´sze´t, mondjuk 90%-a´t, akkor a
norma´lis eloszla´shoz megintcsak hasonlatos lesz a kapott eloszla´s.
Az empirikus eredme´nyek alapja´n a korrela´cio´ egya´ltala´n nem befolya´sol-
ja az F , L, N , T e´s W -tesztek ereje´t, eze´rt a Σ = I e´s γ = 2 bea´ll´ıta´s mellett
ve´geztu¨k el a vizsga´latot. A 4. a´bra´n ezt esetet a´bra´zoltuk, m = 10 e´s n =
30, 50 most is, a pro´ba´k ereje´t a kevere´si ara´ny fu¨ggve´nye´ben tu¨ntettu¨k fel.
A kisebb, n < 30 me´retu˝ minta´kna´l lehet nagyobb ku¨lo¨nbse´get megfigyelni
a tesztek ko¨zo¨tt, a W -teszt dominancia´ja itt a legszembetu˝no˝bb. Az is
leolvashato´ az a´bra´ro´l, hogy 50% ko¨ru¨li kevere´si ara´nyna´l a legnagyobb a
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4. a´bra. Pro´ba´k ereje´nek alakula´sa kevert norma´lis eloszla´s esete´n
5. a´bra.
Pro´ba´k ereje´nek alakula´sa a kiindulo´ ke´t norma´lis eloszla´s ta´volsa´ga´nak
fu¨ggve´nye´ben
normalita´sto´l valo´ elte´re´s, melyet intuit´ıve is gondoltunk.
Ha γ e´rte´ke´t no¨velju¨k, akkor ez no¨veli a normalita´sto´l valo´ elte´re´st, e´s
no¨vekszik a pro´ba´k ereje. A W -teszt dominancia´ja relat´ıve cso¨kken, hi-
szen a normalita´sto´l valo´ elte´re´st ko¨nnyebb felismerni. A 5. a´bra´n most
a γ fu¨ggve´nye´ben a´bra´zoltuk a pro´ba´k ereje´nek alakula´sa´t egy fix, 60%-os
kevere´si ara´ny mellett. A γ = 1 e´rte´kne´l minden teszt esete´ben 5% ko¨ru¨li
e´rte´ket becslu¨nk, hiszen ez norma´lis eloszla´s. Etto˝l ta´volo´dva a W -teszt ereje
a to¨bbieke´hez ke´pest rohamosan no¨vekszik, majd pedig magas γ e´rte´kekre
a to¨bbiek is felza´rko´znak. Levonhatjuk teha´t azt a ko¨vetkeztete´st, hogy a
W -teszt e´rze´kenyebb enne´l az eloszla´scsala´dna´l, mint a to¨bbiek.
A korrela´cio´ nagysa´ga´ra a tesztek invaria´nsak voltak, kive´ve a H-tesztet.
A 6. a´bra´n felrajzoltuk a H-teszten elve´gzett vizsga´lat eredme´nye´t rkj =
0.0 e´s rkj = 0.9 me´rte´ku˝ korrela´cio´ra. A korrela´cio´ no¨vekede´se´vel a teszt
drasztikusan gyengu¨l. Ennek az lehet egy intuit´ıv magyara´zata, hogy a
ko¨zel degenera´lt eloszla´sok kevere´sekor a peremek sokkal kisebb me´rte´kben
mo´dosulnak, mint ku¨lo¨nbo¨zo˝ variancia´ju´, de fu¨ggetlen peremekkel rendel-
kezo˝ norma´lis eloszla´sok kevere´sekor.
E´rdemes me´g nyomon ko¨vetni a pro´ba´k ereje´nek alakula´sa´t az m−di-
menzio´s χ2 eloszla´s esete´n, ha a peremek χ2k k = 3, ..., 50 szerint alakul-
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6. a´bra. A H-teszt ereje´nek alakula´sa ze´rus e´s ero˝s korrela´cio´ esete´n
7. a´bra. Pro´ba´k ereje´nek alakula´sa m-dimenzio´s χ2 eloszla´s esete´n
nak, itt la´tszik ugyanis a H−teszt gyengese´ge (ld. 7. a´bra). A peremek
a szabadsa´gfok no¨vekede´se´vel kezdenek egyre inka´bb egy haranggo¨rbe´hez
hasonl´ıtani, a χ2 eloszla´s peremei ko¨zel szimmetrikussa´ va´lnak. Sem a W -
tesztet, sem pedig az F − T teszteket ez nem ku¨lo¨no¨sebben befolya´solja,
hiszen valo´di to¨bbdimenzio´s karakterisztika´kra e´p´ıtenek (az F , L, N e´s T -
tesztek pe´lda´ul a normalita´s a´ltal implika´lt linearita´sra), a H-teszt ugyan-
akkor a peremekre vonatkozo´ informa´cio´kat o¨sszegzi egy tesztben. Eze´rt a
H−teszt gyakorlatilag a 1.2. pontban felsorolt csoportbo´l a T1-hez sorolhato´
(nem valo´di m−dimenzio´s teszt).
Ve´gezetu¨l ne´zzu¨k meg az Ωm (µ,Σ, ν) eloszla´sra vonatkozo´ eredme´nye-
ket! A 8. a´bra µ = 0, Σ = I e´s ν = 3, ..., 50 eseteket mutatja. Az eredme´ny
igencsak meglepo˝! Mı´g a W -teszt nagyon hasonlo´an viselkedik, mint egy
t-eloszla´s esete´n, addig a to¨bbi tesztne´l ko¨zel´ıto˝leg 5%-os elutas´ıta´si ra´ta´kat
sza´moltunk, ami az elso˝faju´ hiba valo´sz´ınu˝se´ge. Ez azt jelenti, hogy az
eloszla´st norma´lis eloszla´snak e´rze´kelik.
A 9. a´bra´n olyan esetet a´bra´zoltunk, amikor is Σ-ban σjj = 1 e´s
σjk = 0.9, vagyis ero˝s linea´ris korrela´cio´ van jelen. Az F , L, N e´s T -
tesztek itt ma´r e´rze´kelik a normalita´s hia´nya´t, a H-teszt azonban tova´bbra
sem. Mint tudjuk, a t-eloszla´s peremva´ltozo´i sohasem fu¨ggetlenek, me´g
ze´rus korrela´cio´ esete´n sem. Ezt a fu¨ggo˝se´get a H-teszt azonban egya´ltala´n
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8. a´bra. Norma´lis eloszla´su´ peremek e´s Student t−kopula, ze´rus korrela´cio´
9. a´bra. Norma´lis eloszla´su´ peremek e´s Student t−kopula, ero˝s korrela´cio´
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nem ke´pes e´rze´kelni, vagyis a peremeket fu¨ggetlennek ı´te´li. Ennek az lesz
a ko¨vetkezme´nye, hogy elfogadja az egyu¨ttes normalita´st, hiszen fu¨ggetlen
norma´lis eloszla´su´ va´ltozo´k egyu¨ttes eloszla´sa is norma´lis. Az F , L, N e´s T -
tesztek ezt a fu¨gge´st bizonyos szinten e´rze´kelik, de csakis korrela´ltsa´g esete´n.
Emle´kezzu¨nk ugyanis vissza, hogy ezeknek a teszteknek a konstrukcio´ja´ban
linea´ris regresszio´kat haszna´ltunk, melyek viszont ze´rus korrela´cio´na´l nem
mu˝ko¨dnek, ekkor ugyanis nincs linea´ris kapcsolat.
66. Megjegyze´s. A pro´ba´k ereje teha´t atto´l is fu¨gg, hogy az egyes varia´n-
sok mennyire e´rze´kelik a peremek ko¨zti fu¨ggo˝se´get. Az F , L, N e´s T -tesztek
csak a linea´ris korrela´cio´n keresztu¨l, annak me´rte´ke´ben ke´pesek az adott
eloszla´sban le´vo˝ nemlinea´ris fu¨ggo˝se´gi struktu´ra´t felismerni, mely elliptikus
H1-esete´n igen komoly ha´tra´ny. A H-teszt viszont elliptikus eloszla´sokra
csak akkor haszna´lhato´, ha a peremek jo´l megku¨lo¨nbo¨ztetheto˝k a norma´lis
eloszla´sto´l.
5.3. A valo´di to¨bbdimenzio´s Shapiro-Wilk teszt
A 2.2.pont 53. megjegyze´se´ben eml´ıtettu¨k, hogy a teszt kisza´mı´ta´sa´ra adott
elja´ra´s valo´ja´ban nem a mincW (c) e´rte´ket, hanem az egydimenzio´s esetben
a minimum helyhez ne´gyzetes hiba´ban legko¨zelebbi ponton sza´mı´tja ki a
teszt e´rte´ke´t. A ketto˝ viszont csak specia´lis felte´telek (pl. monotonita´s)
mellett esik egybe.
Az elo˝zo˝ pontban kapott eredme´nyeink alapja´n u´gy gondoltuk, e´rdekes
lenne megne´zni, vajon mennyiben va´ltoznak meg a teszt tulajdonsa´gai, ha a
tesztet a te´nyleges minimumban sza´mı´tjuk ki. Azt reme´lju¨k ugyanis, hogy
a teszt ereje´t jav´ıtani tudjuk majd. A teszt alkoto´inak eredeti sza´nde´ka
az volt, hogy a to¨bbdimenzio´s eloszla´s metszetei ko¨zu¨l a legrosszabb esetet
tekintsu¨k, ami annak felel meg, mikor a teszt e´rte´ke minima´lis. Mivel a
megvalo´s´ıtott va´ltozat te´nylegesen nem felel meg ennek az elgondola´snak,
eze´rt intuit´ıve azt gondoljuk, a teszt viselkede´se valo´sz´ınu˝leg ele´g labilis.
Adott minta szabja meg ugyanis a tesztnek, mint fu¨ggve´nynek az alakja´t, ı´gy
minta´ro´l minta´ra a sza´mı´tott e´rte´k illetve a te´nyleges minimum hol ko¨zelebb,
hol ta´volabb van egyma´sto´l.
A kisza´mı´ta´shoz jo´ kiindulo´ alapot szolga´ltat az egydimenzio´s esetben
ko¨vetett elja´ra´s (ld. 46. te´tel). A ku¨lo¨nbse´g annyi, hogy nem yi−ben,
hanem c−ben keressu¨k a megolda´st.
Legyen teha´t xi ∈ Rm, i = 1, ...n ( m+1 < n) az m−dimenzio´s norma´lis
eloszla´sbo´l sza´rmazo´ minta, e´s tegyu¨k fel, hogy
∑
xi = 0, vagyis norma´ljuk
































szinten most is megko¨thetju¨k a sza´mla´lo´ e´rte´ke´t. A teszt e´rte´ke akkor mi-
nima´lis, ha a nevezo˝ maxima´lis. Mivel a tesztet rendezett statisztika´kra
kell kisza´mı´tani, eze´rt az optimumban a c,xi ≤ c,xi+1 o¨sszefu¨gge´seknek
teljesu¨lniu¨k kell.
67. Megjegyze´s. Amikor a 4.2.pontban a teszt maximuma´t szerettu¨k volna
x−ben kisza´mı´tani, akkor nem kellett a rendeze´s miatt aggo´dnunk, a ma-
xima´lis korrela´cio´t ugyanis a rendezett minta adta. Mivel itt minimumra
to¨rekszu¨nk, a rendezettse´g nyilva´nvalo´an egy effekt´ıv korla´tot fog jelenteni.




































vagyis a fu¨ggve´ny Hesse-ma´trixa a minta´bo´l sza´mı´tott variancia-kovariancia
ma´trix (ege´szen pontosan annak 2n−szerese), ami viszont m+ 1 < n esete´n
pozit´ıv definit (1 valo´sz´ınu˝se´ggel). A felte´telek a´ltal megadott halmaz pedig
egy konvex polie´der, ı´gy a maximum ennek valamelyik csu´csa´ban e´retik el.
Egy tova´bbi proble´ma´t okoz azonban, hogy hogyan rendezzu¨k az eredeti,
m−dimenzio´s minta´t! Egy minta illetve annak valamely permuta´ltja nyilva´n
ugyanaz a minta. Mi azt a rendeze´st tekintettu¨k me´rvado´nak, amelyne´l
1. a (11) feladatnak le´tezik megolda´sa, valamint
2. a legkisebb optimumot szolga´ltatja
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Az elso˝ ko¨zel´ıte´sben ı´gy n! esetet kellene ve´gig ne´znu¨nk, ami ma´r n = 10
esete´n is igen ido˝ige´nyes, vagyis a´ltala´nosan ez az u´t nem ja´rhato´. Mi azon-
ban ve´geztu¨nk sza´mı´ta´sokat annak e´rdeke´ben, hogy megtudjuk, e´rdemes-e
ezzel a proble´ma´val behato´bban foglalkozni.
A Burr-Pareto-Logisztikus eloszla´s a teszt gyenge´je´nek bizonyult, itt ma´r
n = 8, 9 me´retu˝ minta´k esete´n is jo´l megfigyelheto˝ek a pro´ba´k ereje´ben
levo˝ ku¨lo¨nbse´gek. Eze´rt ezen eloszla´sra, valamint a ν = 3 szabadsa´gfoku´
t−eloszla´sra ve´geztu¨nk sza´mı´ta´sokat, eredme´nyeinket a 3. e´s 4. ta´bla´zatban
mutatjuk be.
3. ta´bla´zat. Burr-Pareto-Logisztikus e´s t-eloszla´s, m = 2, n = 8
10% 5% 1%
F 0.4048 0.2846 0.1242
L 0.3076 0.2222 0.0956
N 0.4166 0.3012 0.1346
T 0.3506 0.2328 0.0818
W 0.2696 0.1750 0.0654
W+ 0.3234 0.2056 0.0584
H 0.4876 0.3518 0.1514
10% 5% 1%
F 0.2190 0.1530 0.0650
L 0.1874 0.1198 0.0484
N 0.2054 0.1332 0.0526
T 0.2176 0.1492 0.0678
W 0.3566 0.2600 0.1136
W+ 0.2946 0.2170 0.0846
H 0.2790 0.2016 0.0998
4. ta´bla´zat. Burr-Pareto-Logisztikus e´s t-eloszla´s, m = 2, n = 9
10% 5% 1%
F 0.4614 0.3304 0.1538
L 0.3528 0.2570 0.1192
N 0.4740 0.3526 0.1696
T 0.4052 0.2664 0.1018
W 0.2750 0.1816 0.0668
W+ 0.3658 0.2312 0.0632
H 0.5446 0.4082 0.1862
10% 5% 1%
F 0.2460 0.1782 0.0900
L 0.2118 0.1456 0.0638
N 0.2340 0.1582 0.0686
T 0.2442 0.1760 0.0872
W 0.3642 0.2730 0.1286
W+ 0.3174 0.2300 0.0928
H 0.3004 0.2268 0.1194
A W sorok jelentik az eredeti implementa´cio´t, a W+ sorok pedig a
valo´s minimumban sza´mı´tott tesztre vonatkozo´ vizsga´latokat. Ma´r ilyen
kis minta´kna´l is jo´l kiveheto˝, hogy a k´ıva´nt javula´s beko¨vetkezett. Haba´r a
t−eloszla´s esete´ben a pro´ba´k ereje ne´mileg cso¨kkent, me´g ı´gy is igen je-
lento˝sen felu¨lmu´lja a to¨bbit. A H−tesztne´l is magasabb marad, ami a
ma´sodik legero˝sebb volt a t−eloszla´s ellene´ben. A 10. grafikonon a ke´t
teszt empirikus eloszla´sa´t a´bra´zoltuk az m = 2, n = 8 esetre, r = 2000
isme´telt mintave´teleze´s esete´n. A W+ e´rte´kek, mint ahogyan va´rhato´ volt,
to¨bbnyire alacsonyabbak, mint a W e´rte´kek, eze´rt az eloszla´s balra do˝l. A
ku¨lo¨nbse´g la´tva´nyos, ami azt jelenti, hogy a W -teszt kisza´mı´ta´sa´ra adott
elja´ra´ssal valo´ja´ban igen sokat te´vedu¨nk.
A pro´baero˝ vizsga´latok alapja´n u´gy la´tjuk, mindenke´ppen e´rdemes aW+
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10. a´bra. A W e´s W+ tesztek empirikus eloszla´sa
teszttel behato´bban foglalkozni. Mivel a´ltala´ban domina´lja a to¨bbi tesztet,
eze´rt alkalmas omnibusz tesztnek.
5.4. Ko¨vetkeztete´sek
A Malkovich-Affifi-fe´le tesztre vonatkozo´ vizsga´latok igen e´rdekes eredme´ny-
nyel szolga´ltak. A tesztnek voltak nyilva´nvalo´ gyenge´i, illetve ma´s esetekben
kimagaslott a to¨bbi teszt ko¨zu¨l. Az elliptikus eloszla´sok a teszt egye´rtelmu˝
ero˝sse´gei, mı´g a χ2 e´s Burr-Pareto-Logisztikus eloszla´sok esete´ben szere´nyebb
teljes´ıtme´nyt nyu´jtott a to¨bbi alternat´ıva´val szemben. Az is e´rdekes ered-
me´ny, hogy a H-teszt, ami a peremekre vonatkozo´ informa´cio´kat kombina´lja,
sok esetben vetekszik a W -teszttel. A peremek vizsga´lata teha´t, mint elso˝
le´pe´s, mindenke´ppen ce´lravezeto˝ a to¨bbdimenzio´s normalita´s tesztele´se´ben.
A W -teszt kisza´mı´ta´sa´ra szolga´lo´ elja´ra´st korriga´ltuk, mivel a te´nyleges




teszt eloszla´sa ma´s, mint a megvalo´s´ıtott elja´ra´s, ami a teszt ereje´ben is
tu¨kro¨zo˝dik. Egyelo˝re azonban nem tudtunk a´ltala´nosan haszna´lhato´ mo´d-
szert adni a valo´s W+ teszt kisza´mı´ta´sa´ra.
Pe´nzu¨gyi alkalmaza´sokban, mint a´ltala´ban a ko¨zgazdasa´gtan egye´b teru¨-
letein, kezdetben a ke´zenfekvo˝ to¨bbdimenzio´s normalita´s hipote´zise´vel e´ltek.
Az u´jabb keletu˝ kutata´sok azonban egyre inka´bb fordulnak egye´b eloszla´sok
fele´, mivel a norma´lis eloszla´ssal valo´ ko¨zel´ıte´sek hiba´i igen magasak. A
norma´lis eloszla´s kedvezo˝ tulajdonsa´gai ko¨zu¨l valo´ja´ban ele´gse´ges az elosz-
la´s elliptikus tulajdonsa´gaira e´p´ıteni (Embrechts et.al. [1999], Fang et.al.
[1990]), a pe´nzu¨gytan szempontja´bo´l eze´rt az u´n. ko¨rko¨ro¨s (spherical) il-
letve elliptikus (elliptical) eloszla´sok csala´dja, nem pedig maga a norma´lis
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eloszla´s ja´tszik ko¨zponti szerepet. Ebbe a csala´dba tartoznak — to¨bbek
ko¨zo¨tt — a to¨bbdimenzio´s Student t- e´s kevert norma´lis eloszla´sok is, melyek
a norma´lis eloszla´sna´l fontosabb szerephez jutnak. La´ttuk, hogy a to¨bbdi-
menzio´s Shapiro–Wilk teszt F , L, N e´s T , valamint H-va´ltozata gyenge´nek
bizonyul elliptikus H1 alternat´ıva´kra. Ez abbo´l fakad, hogy a norma´lis el-
oszla´snak egy olyan tulajdonsa´ga´ra e´p´ıtenek (linearita´s, linea´ris korrela´cio´),
mely az elliptikus eloszla´soknak is saja´tja. Ezzel szemben a Malkovich e´s Af-
fifi a´ltal javasolt va´ltozat e´rze´kenynek mutatkozik elliptikus alternat´ıva´kra
is, ku¨lo¨no¨sen pedig azokra, melyekben gyakoriak a kiugro´ e´rte´kek. Ezen
eloszla´scsala´don belu¨l pedig e´rdeklo˝de´sre sza´mı´that egy olyan teszt, mely
specia´lisan alkalmas elliptikus eloszla´sok — pe´lda´ul a norma´lis e´s Student
t-eloszla´sok — sze´tva´laszta´sa´ra.
Az o¨konometria´ban illetve a statisztika´ban is fontos szerephez jut a t-
modellek alkalmaza´sa olyan adatmodellek esete´ben, melyekne´l a hibatag el-
oszla´sa hosszan elnyu´lo´, gyakoriak a kiugro´ elemek (outlier-ek). Ezen mo-
dellek alkalmaza´sa valo´ja´ban igen re´gre nyu´lik vissza (Jeffreys, [1939]), e´s a
teru¨leten napjainkban is akt´ıv kutata´sok folynak.
A forma´lisan megadott eloszla´sokkal ve´gzett vizsga´latok mellett nyilva´n
azonos fontossa´gu´, hogy valo´s adatsorok esete´ben milyen teljes´ıtme´nyt nyu´j-
tanak az egyes tesztek. Ke´t alkalmaza´st fogunk bemutatni, majd az alapa-
datokon bootstrap technika´val kisminta´s pro´ba´kat fogunk ve´gezni. Az elso˝
alkalmaza´sna´l a peremekre vonatkozo´ normalita´s intuit´ıve sejtheto˝, melyet
a forma´lis tesztek is ala´ta´masztanak. Az egyu¨ttes normalita´s tesztele´se´t
teha´t etto˝l e´rze´kenyebb mo´dszerekkel is el kell ve´gezni. A ma´sodik alkal-
maza´sna´l viszont a perem informa´cio´ lesz a do¨nto˝ a normalita´s hipote´zise´nek
elvete´se´ben, hiszen mint la´tni fogjuk, teljesen ku¨lo¨nbo¨zo˝ peremek mellett
ne´melyik teszt el fogja a normalita´st fogadni.
6. Alkalmaza´sok
Gyakorlati pe´ldake´nt ke´t pe´nzu¨gyi alkalmaza´st va´lasztottunk. A to¨bbdi-
menzio´s normalita´s hipote´zise egy igen szigoru´ ko¨vetelme´ny, e´s ebbo˝l a szem-
pontbo´l a pe´nzu¨gy egy kritikus alkalmaza´si teru¨let. A normalita´s hia´nya´nak
figyelmen k´ıvu¨l hagya´sa e´s a helytelen modellva´laszta´s ko¨vetkezme´nyei igen
su´lyosak lehetnek. A legegyszeru˝bb arra az esetre gondolni, hogy befek-
tete´seink va´rhato´ kocka´zata´t alulbecsu¨lju¨k, melynek anyagi ko¨vetekezme´nyei
bela´thatatlanok. A pe´nzu¨gyi piacon egy-ke´t sza´zale´kos te´vede´s a va´rhato´
vesztese´gekben millio´ forintos abszolu´t vesztese´geket eredme´nyezhet.
Emellett nem melle´kes, hogy a pe´nzu¨gyi ido˝sorok vektorai felelnek meg
legkeve´sbe´ az egyu¨ttes normalita´s ko¨vetelme´nye´nek ma´s ko¨zgazdasa´gi teru¨le-
tekhez hasonl´ıtva. Ez is az oka annak, hogy a´ltala´nosabb, nemlinea´ris mo-
dellek fejlo˝de´se´t e´s alkalmaza´sa´t ez a teru¨let rendk´ıvu¨li me´rte´kben inspira´lja.
A to¨bbdimenzio´s norma´lis eloszla´s mellett fontosabb szerephez jutnak az
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elliptikus eloszla´sok, ezen belu¨l a t- illetve kevert norma´lis eloszla´su´ mo-
dellek igen kedveltek. A kopula´k haszna´lata´nak elterjede´se´vel ugyanakkor
kile´phetu¨nk az elliptikus eloszla´sok vila´ga´bo´l, e´s az elliptikus modellekne´l
rugalmasabb modelleket e´p´ıthetu¨nk.
Az elso˝ alpontban egy olyan alkalmaza´st mutatunk be, melyne´l ke´t
va´ltozo´ mindegyike´re vonatkozo´an az egydimenzio´s normalita´s felteve´se meg-
a´llja a helye´t, viszont az alkalmazott sokva´ltozo´s mo´dszer az egyu¨ttes nor-
malita´s teljesu¨le´se´t is megko¨veteli. Ez jo´ pe´lda alkalmaza´s annak mega´llap´ı-
ta´sa´ra, hogy mely tesztek e´rze´kenyek a to¨bbdimenzio´s karakterisztika´kra, e´s
melyek azok, amelyek a perem informa´cio´kra e´p´ıtenek. Itt azt pro´ba´ljuk meg
illusztra´lni szimula´cio´s vizsga´lattal, hogy a normalita´sto´l valo´ elte´re´s milyen
me´rte´ku˝ torz´ıta´st visz az opcio´a´rak va´rhato´ e´rte´ke´re vonatkozo´ becsle´sekbe.
A ma´sodik alkalmaza´s a piaci kocka´zatkezele´s teru¨lete´re kalauzol el ben-
nu¨nket, ahol a norma´lis eloszla´sra e´pu¨lo˝ modellek kora ma´r leja´rt. A re´sz-
ve´nyhozamok egyu¨ttes eloszla´sa illetve a re´szve´nyekbo˝l o¨sszea´ll´ıthato´ port-
fo´lio´k hozama´nak eloszla´sa jellemzo˝en csu´csos, hosszan elnyu´lo´. Pe´lda´kon
keresztu¨l mutatjuk meg, hogy a t-modellek haszna´lata megfelelo˝bbnek bi-
zonyul, mint a gaussi modelleke´. A 5.2. pontbo´l azt sejtju¨k, hogy az ilyen
t´ıpusu´ eloszla´sokra az a´ltalunk vizsga´lt W -teszt nagyobb e´rze´kenyse´get mu-
tat, mint a to¨bbi varia´ns. Ce´lszeru˝ megvizsga´lni, hogy valo´s adatsorok
esete´ben a dolog hogyan a´ll.
6.1. Opcio´a´raza´s numerikus mo´dszerekkel
A to˝zsde napjaink nagy e´rdeklo˝de´st kiva´lto´ gazdasa´gelme´leti teru¨lete. Az a
felismere´s, hogy a ku¨lo¨nbo¨zo˝ e´rte´kpap´ırok a´rfolyamainak mozga´sa jo´l le´ırhato´
sztochasztikus folyamattal, megnyitotta az utat a to˝zsde, illetve a ku¨lo¨nbo¨zo˝
e´rte´kpap´ırok e´s sza´rmaze´kaik a´rfolyamainak matematikai modelleze´se ira´-
nya´ba. Ehhez jelento˝s me´rte´kben az a te´ny is hozza´ja´rult, hogy az elme´leti
fizikai kutata´sok ma´r foglalkoztak hasonlo´ modellekkel, s ı´gy ke´szen k´ına´lta´k
bonyolultabb differencia´l egyenletek megolda´sait; igaz, ma´s mo¨go¨ttes tar-
talommal. Ku¨lo¨no¨sen nagy figyelmet kaptak az opcio´a´raza´sa´ra vonatkozo´
modellek.
Ezen alpont jo´re´szt a Benedek [1999] tanulma´nyra ta´maszkodik, mely-
ben a szerzo˝ a Black-Scholes-fe´le formula´t e´s a kapcsolo´do´ (sztochasztikus)
modellt mutatja be. Bizonyos idea´lis felte´telek mellett az eml´ıtett modellnek
le´tezik analitikus megolda´sa, az opcio´a´r egzakt mo´don megadhato´. A szerzo˝
a modell idea´lis vila´ga´t ta´g´ıtva feloldja az egyik alapfelteve´st, e´spedig a ze´rus
tranzakcio´s ko¨ltse´gekre vonatkozo´ ke´nyszer felte´telt. A felte´tel felolda´sa´val
azonban az analitikus megolda´sro´l le kell mondanunk, a Black-Scholes for-
mula to¨bbe´ nem haszna´lhato´. Az a´ltala´nos´ıtott esetben diszkre´t szimula´cio´
alkalmaza´sa´val a feladatot numerikusan kell megoldanunk. Egy valo´sa´ghoz
ko¨zelebb a´llo´ modellt ke´sz´ıtu¨nk, melyben az opcio´ a´ra — mint la´tjuk majd
— to¨bbe´ nem egy fix e´rte´k, hanem egy valo´sz´ınu˝se´geloszla´s. A sztochaszti-
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kus modellbo˝l sza´mı´to´ge´ppel genera´ljuk az opcio´a´r ismeretlen G eloszla´sa´t,
illetve abbo´l egy ve´ges minta´t, majd pedig a ke´rde´ses sokasa´gi parame´tert,
vagyis az opcio´a´r va´rhato´ e´rte´ke´t ebbo˝l a minta´bo´l becsu¨lju¨k.
Haba´r a statisztikai becsle´s csak ko¨zel´ıte´se (becsle´se) az elme´leti e´rte´knek,
a mintame´ret no¨vele´se´vel becsle´su¨nk variancia´ja egyre kisebb lesz, vagyis
egyre biztosabban keru¨l az elme´leti e´rte´k ko¨zele´be. A minta me´rete´nek
no¨vele´se´vel azonban ko¨nnyen ero˝forra´skorla´tokba u¨tko¨zhetu¨nk, mivel egy
szimula´cio´s modell kie´rte´kele´se a´ltala´ban magas mu˝veletige´nyu˝. Ahhoz,
hogy a megle´vo˝ sza´mı´ta´si kapacita´son belu¨l maradjunk, de becsle´su¨nk va-
riancia´ja´t cso¨kkentsu¨k, illetve adott esetben hata´sossa´ga´t no¨velju¨k, vari-
ancia cso¨kkento˝ mo´dszereket szu¨kse´ges alkalmaznunk. A legke´zenfekvo˝bb
megolda´s az, hogy nem fu¨ggetlen azonos eloszla´su´, vagyis FAE minta´t ge-
nera´lunk a modellbo˝l, hanem korrela´lt minta´t. Mint tudjuk, a FAE minta´t
ko¨nnyebb kezelheto˝se´ge miatt haszna´ljuk, azonban ennek a minta´nak a leg-
kisebb az informa´cio´tartalma. A va´rhato´ e´rte´knek az egyszeru˝ mintaa´tlaggal
valo´ becsle´se azonban akkor is torz´ıtlan marad, ha a mintaelemek nem
fu¨ggetlenu¨l lettek mintave´telezve, ı´gy teha´t ke´zenfekvo˝, hogy a FAE minta´bo´l
sza´mı´tott egyszeru˝ a´tlag nem hata´sos becsle´s.
Egy ma´sik elja´ra´s arra a technikai felte´telre ta´maszkodik, hogy minden
szimula´cio´s modellben genera´lunk olyan ve´letlen va´ltozo´kat aka´r inputke´nt,
aka´r valamilyen ko¨zbenso˝ sege´dva´ltozo´ke´nt, melyeknek az eloszla´sa illetve
sokasa´gi parame´terei ismertek. Az opcio´a´raza´sos modell esete´ben pe´lda´ul
maga´t a piacot kell szimula´lnunk a´ltalunk megva´lasztott (vagy becsu¨lt) pa-
rame´terekkel, vagyis ismerju¨k a modell inputja´t ke´pezo˝ eloszla´st. Emellett
a modell inputja nyilva´n valamilyen szinten korrela´l az output va´ltozo´val
is (hiszen e´ppen ezt az o¨sszefu¨gge´st vizsga´ljuk), melynek eloszla´sa´t jelle-
mezni k´ıva´njuk, esetu¨nkben a va´rhato´ e´rte´kkel. Ezt a fu¨ggo˝se´get, tova´bba´
azt a te´nyt kihaszna´lva, hogy az input vagy egye´b ko¨zbenso˝ sege´dva´ltozo´
eloszla´sa´t ismerju¨k, a vizsga´lt output va´ltozo´ ingadoza´sa´t csillap´ıthatjuk.
Ez az u´n. kontroll va´ltozo´s mo´dszer, ahol is a kontroll az ismert eloszla´su´
sege´dva´ltozo´ vagy va´ltozo´ vektor.10 Egy sokva´ltozo´s statisztikai mo´dszerro˝l
van teha´t szo´, mely az





o¨sszefu¨gge´sre e´p´ıt (Wolff [1989]), ahol is a c kontroll va´ltozo´ k-dimenzio´s
eloszla´sa´nak t´ıpusa e´s parame´terei ismertek, az y eredme´ny va´ltozo´ pa-
rame´terei becsu¨lendo˝k, eloszla´sa´nak t´ıpusa ismert vagy ismeretlen. Ebbo˝l
ko¨vetkezo˝en a Gk+1 egyu¨ttes eloszla´s nem ismert. Azt is tudjuk ugyanakkor,
hogy
E [y | c] = E [E [y | c = C]] = µy (13)
10A mo´dszerro˝l Nelson [1990] ad jo´ a´ttekinte´st.
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a ke´tszeres va´rhato´ e´rte´k te´telbo˝l (Bickel-Doksum [1977]). Ahhoz azonban,
hogy a (13) felte´teles va´rhato´ e´rte´ket becsu¨lni tudjuk, szu¨kse´ges a G el-
oszla´sra vonatkozo´an hipote´zissel e´lnu¨nk. Mint bemutattuk a 1.1. pontban,
a (13) elso˝faju´ regresszio´ linea´ris, ha G k + 1 dimenzio´s norma´lis eloszla´st
ko¨vet.
Mielo˝tt azonban tova´bbi re´szletekbe menne´nk, bemutatjuk maga´t az
opcio´a´r modellt.
6.1.1. A Black-Scholes-fe´le opcio´a´raza´s e´s az ,,idea´lis“ piaci fel-
teve´sek
Vegyu¨nk egy darab valamilyen re´szve´nyre vonatkozo´ ve´teli opcio´t (call op-
tion). A ve´teli opcio´ valamilyen eszko¨z, esetu¨nkben re´szve´ny ve´tele´re valo´
jogot jelent egy meghata´rozott ido˝n, a leja´rati ido˝n belu¨l. Az opcio´ leh´ıva´sa
azt jelenti, hogy az adott eszko¨zt egy elo˝re meghata´rozott a´ron, az u´n.
ko¨te´si a´rfolyamon a tulajdonosa megva´sa´rolja. Az amerikai t´ıpusu´ opcio´na´l
a leja´rati ido˝n belu¨l ba´rmikor, az euro´pai t´ıpusu´ opcio´na´l csak a leja´rati
ido˝pontban lehet az opcio´t leh´ıvni. A leja´ratig tarto´ ido˝ az opcio´ futami-
deje. Az a´ltalunk vizsga´lt modellben a ve´teli opcio´ euro´pai t´ıpusu´.
Mi az e´rte´ke egy - a T leja´rati ido˝ elo˝tti - t ido˝pontban az euro´pai ve´teli
opcio´nak? Tegyu¨k fel, hogy a re´szve´ny a´rfolyama, melyre az opcio´ vonat-
kozik, a t ido˝pontban St. Ha a ko¨te´si a´rfolyam E, akkor a t ido˝pontban a
jelene´rte´ke E(t) = Ee−r(T−t). Ekkor ha St > E(t), akkor az opcio´t le fogja´k
h´ıvni, ı´gy az opcio´ e´rte´ke St − E(t), mı´g ha St < E(t), akkor az opcio´t nem
fogja´k leh´ıvni, vagyis e´rte´ke nulla. Forma´lisan
C (St, t) = max
{
St − Ee−r(T−t), 0
}
= e−r(T−t) max {ST − E, 0} (14)
ahol C (.) az opcio´ e´rte´ke´t jelo¨li a t ido˝pontban, ha St a t ido˝pontbeli
a´rfolyam. La´thato´, hogy ha a t ido˝pont a leja´rathoz ko¨zel esik, akkor
az opcio´ e´rte´ke a re´szve´nya´rfolyam mı´nusz a ko¨te´si a´rfolyam. Ha viszont
a leja´rat nagyon ta´voli, akkor ko¨te´si a´rfolyam jelene´rte´ke elhanyagolhato´
a re´szve´nya´rfolyamhoz ke´pest, ı´gy az opcio´ e´rte´ke megegyezik a re´szve´ny
a´ra´val.
Ez lenne a helyzet, ha a re´szve´nya´rfolyam determinisztikus folyama-
tot ko¨vetne, vagyis a (14) ke´pletben ST e´rte´ke´t pontosan meg tudna´nk
hata´rozni. Csakhogy a re´szve´ny a´rfolyama sztochasztikus folyamatot ko¨vet,
ı´gy az elo˝bbi egyszeru˝ jelene´rte´k-sza´mı´ta´s nem mu˝ko¨dik a valo´s esetben.
Ne´zzu¨k meg, milyen sztochasztikus folyamatok alkalmasak az a´rfolyam
mozga´sa´nak le´ıra´sa´ra? Ehelyu¨tt elo˝re bocsa´tjuk, hogy mivel a Black-Scholes-
fe´le modell folytonos, mi pedig a ko¨vetkezo˝ pontban szu¨kse´gszeru˝en diszkre´t
modellt fogunk e´p´ıteni, eze´rt a sztochasztikus folyamatok ismertete´se´ne´l be-
mutatjuk mind a folytonos, mind pedig a diszkre´t va´ltozatokat.
A fehe´r zajt alap statisztikai tanulma´nyunkbo´l ma´r ismerju¨k.
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68. Defin´ıcio´. Az St sztochasztikus folyamat fehe´r zaj, ha
St = εt εt ∼ N (0, σ) , t = 0, 1..., T diszkre´t esetben
S (t) = ε (t) ε (t) ∼ N (0, σ) , t ∈ [0, T ] folytonos esetben
A fehe´r zaj folyamatra diszkre´t e´s folytonos esetben is igaz, hogy E [St] =
0, V ar [St] = σ2 e´s Cov [St, Sk] = 0 (t 6= k), azaz va´rhato´ e´rte´ke min-
den ido˝pontban ze´rus, szo´ra´sa σ e´s ke´t ku¨lo¨nbo¨zo˝ ido˝pontban felvett e´rte´k
egyma´sto´l fu¨ggetlen. A bolyonga´si folyamat a fehe´r zajbo´l sza´rmazik:
69. Defin´ıcio´. Az St sztochasztikus folyamat ve´letlen bolyonga´s, ha
St = St−1 + εt, t = 0, 1..., T diszkre´t esetben
dS (t) = ε (t) t ∈ [0, T ] folytonos esetben
ahol εt (illetve ε (t)) fehe´r zaj.
A bolyonga´si folyamatnak teha´t a differencia´ja fehe´r zaj. Diszkre´t eset-
ben igazak a ko¨vetkezo˝ o¨sszefu¨gge´sek:
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Az elo˝bbiek folytonos esetre is igazak, ba´r bizony´ıta´suk nem ennyire ke´zen-
fekvo˝, mivel az ε (t)−nek minden pontja´ban szakada´sa van, ı´gy pe´lda´ul az
t∫
k=0
ε (k) dk integra´l nem le´tezik.
Az elo˝bbiek szerint teha´t S0−to´l indulva a fehe´r zaj folyamat va´rhato´
e´rte´ke a t ido˝pontban ze´rus, mı´g a bolyonga´si folyamate´ S0. Ha azonban a
va´rhato´ e´rte´ket becsu¨lni szeretne´nk, akkor a becsle´s ta´volabbi ido˝pontokra
uto´bbi esete´ben egyre bizonytalanabb, hiszen a variancia t−ben no¨vekszik.
Ez megfelel a re´szve´nypiac tulajdonsa´gainak. Ha a t − 1 ido˝pontban sze-
retne´nk megbecsu¨lni a t ido˝pontbeli e´rte´ket, akkor ez fehe´r zaj esete´ben
megint csak ze´rus, mı´g a bolyonga´si folyamat esete´ben St−1. Ezek alapja´n
azt mondhatjuk, hogy a re´szve´nya´rfolyamok is valamifajta bolyonga´sszeru˝
mozga´st ve´geznek. Mine´l hosszabb ta´vra becsu¨lju¨k elo˝re re´szve´nyu¨nk a´r-
folyama´t, anna´l kevesbe´ vagyunk biztosak abban, hogy a becsu¨lt a´rfolyam
majd a valo´s a´rfolyam ko¨zele´ben lesz.
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Mivel az a´rfolyammozga´sok a´ltala´ban trendet is tartalmaznak, eze´rt mo-
dellke´nt ce´lszeru˝bb a trenddel bo˝v´ıtett
St = St−1 + µ+ εt, t = 0, 1..., T diszkre´t esetben
dS (t) = µ+ ε (t) t ∈ [0, T ] folytonos esetben
alakokat felhaszna´lni. Egy specia´lis bolyonga´sos folyamat a Wiener-folyamat:
70. Defin´ıcio´. A zt sztochasztikus folyamat Wiener-folyamat, ha
∆zt = εt
√
∆t εt ∼ N (0, 1) diszkre´t esetben
dz (t) = ε (t)
√
dt ε (t) ∼ N (0, 1) folytonos esetben
vagyis a z (t) (zt) va´ltoza´sa norma´lis eloszla´su´ ze´rus va´rhato´ e´rte´kkel e´s dt
(∆t) variancia´val.
Hasonlo´an a ve´letlen bolyonga´shoz, ko¨nnyen levezetheto˝, hogy a zt fo-
lyamat va´rhato´ e´rte´ke E [zt] = z0, variancia´ja pedig az eltelt ido˝, vagyis
V ar [zt] = t. A Wiener-folyamat a´ltala´nos´ıthato´ olyan mo´don, hogy kibo˝v´ıt-
ju¨k trenddel, valamint alkalmassa´ tesszu¨k ku¨lo¨nbo¨zo˝ kocka´zatu´ e´rte´kpap´ırok
modelleze´se´re. Legyen teha´t az a´ltala´nos´ıtott modell




dS (t) = adt+ bdz (t) folytonos esetben
Az a egyu¨tthato´ a trend - vagy drift -, a b parame´ter pedig a variancia -
vagy volatilita´s - meghata´rozo´ja. Bizony´ıthato´, hogy
E [∆St] = a∆t




S0 + at, b2t
)
vagyis az a´ltala´nos´ıtott Wiener-folyamatot ko¨veto˝ re´szve´ny a´rfolyama min-
den ido˝pillanatban a fenti parame´terekkel rendelkezo˝ norma´lis eloszla´su´ va-
lo´sz´ınu˝se´gi va´ltozo´.
Ha feltesszu¨k, hogy S0 a re´szve´ny indulo´ a´rfolyama´t jelo¨li, e´s a drift 12,
akkor egy ido˝szak mu´lva E [∆St] = a∆t = 12, vagyis St = S0 + 12. Ez
pedig azt jelenti, hogy S0 = 100 esete´n St = 112, S0 = 1000 esete´n St =
1012. Mi azt szeretne´nk, ha mindke´t esetben 12%-os lenne a va´ltoza´s, eze´rt
ce´lravezeto˝bb St−vel az a´rfolyam logaritmusa´t jelo¨lni. Ekkor ui. ∆ log (S) =
log (St/St−1) e´s d log (S) = dS/S, vagyis a (15) ke´pletekben a bal oldalon a
va´ltoza´s helyett a sza´zale´kos va´ltoza´st szerepeltetju¨k. Az a´rfolyamok logarit-
musa´ban a drift parame´ter a´ltal induka´lt addit´ıv va´ltoza´s az a´rfolyamokban
ma´r multiplikat´ıv, vagyis sza´zale´kos va´ltoza´st eredme´nyez.
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71. Megjegyze´s. Mivel minden t ido˝pillanatra vonatkozo´an log (St) ko¨vet











A lognorma´lis eloszla´s ugyanakkor alkalmasabb is re´szve´nya´rfolyamok
modelleze´se´re, mivel nem vesz fel negat´ıv e´rte´ket, e´s nagyobb valo´sz´ınu˝se´get
enged kiugro´an magas a´rfolyamoknak, mint a norma´lis eloszla´s.
La´thato´ teha´t, hogy a norma´lis eloszla´s felteve´se itt sem a´llja meg a
helye´t. Az extre´m piaci eseme´nyek modelleze´se´re ugyanis ez az eloszla´s nem
alkalmas. Az a´rfolyamok esete´ben a jobbra hosszan elnyu´lo´ eloszla´sok, mint
pe´lda´ul a lognorma´lis eloszla´s sokkal rea´lisabb felteve´s11. Ebben az eset-
ben azonban egy olyan eloszla´st haszna´lunk, mely visszavezetheto˝ norma´lis
eloszla´sra (ui. az a´rfolyamok logaritmusa´ra tesszu¨k fel a normalita´st).
72. Megjegyze´s. A teljesse´g kedve´e´rt megeml´ıtju¨k, hogy az a´rfolyamok
logaritmusa´ban fel´ırt a´ltala´nos´ıtott Wiener-folyamat az a´rfolyamokban egy
ma´sik nevezetes sztochasztikus folyamat, ui.
d log (S) = dS/S = adt+ bdz =⇒ dS = aSdt+ bSdz
amit geometriai Brown-mozga´snak nevezu¨nk.
A sztochasztikus folyamatokba valo´ ro¨vid bevezeto˝ uta´n ne´zzu¨k meg
maga´t a Black-Scholes modellt! Te´telezzu¨k fel teha´t, hogy egy re´szve´nyre
vonatkozo´ ve´teli opcio´t va´sa´rolunk, a re´szve´nya´rfolyam logaritmusa a´ltala´-
nos´ıtott Wiener-folyamatot ko¨vet µ e´s σ parame´terekkel, vagyis
d log (S) = µdt+ σdz illetve a 72. megjegyze´s alapja´n (F1)
dS = µSdt+ σSdz
A ve´teli opcio´ a´rfolyama´t egy
C = F (S, t)
alaku´ — egyelo˝re ismeretlen — fu¨ggve´ny hata´rozza meg. Feltesszu¨k tova´bba´,
hogy a piaci kamatla´b, mely kocka´zatmentes befektete´st biztos´ıt, az opcio´
futamideje alatt konstans, vagyis
r = konstans a futamido˝ alatt (F2)
11Mint ke´so˝bb la´tni fogjuk, hozamok esete´ben pozit´ıv e´s negat´ıv extre´m eseme´nyek
beko¨vetkeze´se´t kell alkalmas eloszla´ssal le´ırnunk.
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Tova´bbi felteve´s, hogy a re´szve´ny a futamido˝ alatt nem fizet osztale´kot,
teha´t
rS = 0 (F3)
Nincsenek tranzakcio´s ko¨ltse´gek. Leheto˝se´g van u´n. short selling-re, azaz
eladhatunk u´gy egy re´szve´nyt valakinek, hogy az nincs a birtokunkban,
csak megegyeze´s szerint helyt kell a´llnunk e´rte valamikor a jo¨vo˝ben. A
felte´teleze´s szerint a short selling-nek nincsenek to¨bbletko¨ltse´gei. Nincs
tova´bba´ ko¨ltse´ge a ko¨lcso¨nve´telnek sem, azaz leheto˝se´gu¨nk van kocka´zat-
mentes kamatla´b mellett ko¨lcso¨nt felvenni. Minden ido˝pillanatban — foly-
tonosan — leheto˝se´g van kereskede´sre. Legyen teha´t
TC = 0 (F4)
euro´pai t´ıpusu´ opcio´ro´l van szo´ (F5)
vagyis csak a leja´ratkor h´ıvhato´ le, e´s
nincs leheto˝se´g arbitra´zsra. (F6)
A Black-Scholes ke´plet teha´t elvileg csak olyan idea´lis ko¨ru¨lme´nyek ko¨zt
haszna´lhato´, amire a vila´gon sehol sincs pe´lda12. Ennek ellene´re a formula´t
me´gis elo˝szeretettel alkalmazza´k, e´s bee´p´ıtik sok kocka´zatkezelo˝ szoftverbe.
Tekintsu¨nk egy olyan portfo´lio´t, ahol eladunk egy darab ve´teli opcio´t e´s
va´sa´rolunk FS darab re´szve´nyt e´s FS = ∂F/∂S. Ez valami olyasmit jelent,
hogy amint megva´ltozik az opcio´ a´ra, azonnal mo´dos´ıtjuk portfo´lio´nkat.
Ekkor a portfo´lio´nk e´rte´ke
Π = −F (S, t) + FSS
a portfo´lio´ e´rte´ke´nek va´ltoza´sa pedig
dΠ = −dF (S, t) + FSdS = −FSdS − Ftdt− 12FSS (dS)
2 + FSdS (16)
= −Ftdt− 12FSSσ
2S2dt
A levezete´sben felhaszna´ltuk az u´n. Ito-lemma´t, ennek le´ıra´sa´t la´sd Black-
Scholes [1973] e´s Hull [1993] mu˝vekben. Ha megvizsga´ljuk a kapott o¨sz-
szefu¨gge´st, azt tapasztaljuk, hogy a sztochasztikus va´ltozo´t tartalmazo´ tag
(dS) kiesett, vagyis portfo´lio´nk e´rte´ke´nek va´ltoza´sa nem fu¨gg a ve´letlento˝l.
Ezek szerint portfo´lio´nk mindaddig kocka´zatmentes marad, ameddig a re´sz-
ve´nya´rfolyam va´ltoza´sa´ra azonnal reaga´lva kiege´sz´ıtju¨k portfo´lio´nk e´rte´ke´t.
12A modell a´ltala´nos´ıta´sai megtala´lhato´ak a ko¨vetkezo˝ mu˝vekben: Cox-Ross [1976],
Hull-White[1987], Cox et al. [1979].
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Ezt a szakirodalom dinamikus fedeze´snek (dynamic hedging) h´ıvja. Mi-
vel portfo´lio´nkat ilyen strate´gia´val kocka´zatmentesen tudjuk tartani, eze´rt a
portfo´lio´ e´rte´ke´nek no¨vekme´nye meg kell hogy egyezzen a portfo´lio´ e´rte´ke´nek
kocka´zatmentes kamattal sza´mı´tott no¨vekede´se´vel. Ellenkezo˝ esetben ar-
bitra´zsra lenne leheto˝se´g, vagyis
dΠ = Πrdt (17)
Ha a (17)-be behelyettes´ıtju¨k a (16) o¨sszefu¨gge´st, kiesik a dt tag, e´s vissza-
marad egy differencia´l egyenlet




2S2 = rF (S, t)
ahol az ismeretlen az opcio´a´r fu¨ggve´nye (F (S, t)). Ahhoz, hogy az egyenlet-
nek egyetlen megolda´sa legyen, szu¨kse´g van egy kezdeti felte´telre. Kezdeti
felte´telke´nt a (14) o¨sszefu¨gge´st haszna´ljuk t = T helyettes´ıte´s mellett. Ek-
kor a feladat a´talak´ıthato´ egy olyan parcia´lis differencia´l egyenlette´, mely a
fizika´ban ismert ho˝vezete´s egyenlete e´s megolda´sa ismert (Churchill [1963]):














r − σ2/2) (T − t)
σ
√
T − t = d1 − σ
√
T − t
e´s Φ (.) a standard norma´lis eloszla´s eloszla´sfu¨ggve´nye.
6.1.2. Opcio´a´raza´s tranzakcio´s ko¨ltse´gek mellett
Ebben az alpontban bemutatjuk, hogy sikeru¨lt az opcio´ a´ra´t meghata´rozni
olyan esetben, amikor analitikus ke´plet nem a´ll rendelkeze´sre. Az (F4)
felte´telt fogjuk feloldani, azaz bevezetju¨k a modellbe a tranzakcio´s ko¨ltse´geket.
Mint la´ttuk, optima´lis esetben a piaci szereplo˝ a dinamikus hedge-le´si stra-
te´gia´t va´lasztja, vagyis a re´szve´ny a´rfolyama´nak va´ltoza´sa´ra azonnal reaga´l,
me´gpedig ,,folytonosan“. Ezt megteheti, hiszen tetszo˝leges sza´mu´, konti-
nuum sza´mossa´gu´ tranzakcio´t lebonyol´ıthat ko¨ltse´gmentesen e´s ba´rmikor
tova´bbi pe´nzforra´sokhoz juthat.
A tranzakcio´s ko¨ltse´gek bevezete´se´vel azonban a helyzet do¨nto˝en megva´l-
tozik. A kiege´sz´ıte´sek magas sza´ma ugyanis magas tranzakcio´s ko¨ltse´gekkel
ja´r egyu¨tt. A piaci szereplo˝ megteheti, hogy cso¨kkentve´n tranzakcio´s ko¨ltse´-
geit, kevesebbszer ege´sz´ıti ki portfo´lio´ja´t pl. mege´rze´seire alapozva, de mint
ke´so˝bb la´tni fogjuk, ı´gy fokozott kocka´zatnak fogja maga´t kitenni.
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Fele´p´ıtu¨nk egy olyan modellt, mely minden egyes kiege´sz´ıte´shez TC
nagysa´gu´ tranzakcio´s ko¨ltse´get rendel, valamint fel´ırunk egy do¨nte´si szaba´lyt
arra vonatkozo´an, hogy a piaci szereplo˝ mikor, milyen eseme´nyek hata´sa´ra
ege´sz´ıti ki a portfo´lio´ja´t. Ellente´tben a Black-Scholes-fe´le modellel, mi egy
diszkre´t modellt e´p´ıtu¨nk, ahol is a kontinuum ido˝ tengelyt felva´ltjuk napok-
kal, ho´napokkal, negyede´vekkel stb. Az eseme´nyek teha´t diszkre´t le´pte´kekben
to¨rte´nnek, ı´gy a do¨nte´s alapja sem a pillanatnyi, hanem a napi za´ro´a´rfolyam,
illetve a megfelelo˝ ido˝intervallumonke´nt (nap, ho´nap, negyede´v stb.) annak
megva´ltoza´sa. A dinamikus hedge-le´s ebben az esetben teha´t nem folyto-
nos, hanem szinte´n diszkre´t egyse´gekben valo´sul meg, s ı´gy az ido˝ ,,kello˝en
finom“ feloszta´sa esete´n a Black-Scholes-fe´le eredme´ny jo´ ko¨zel´ıte´se´t kell
visszakapnunk.
Bemeno˝ adatok genera´la´sa. Elso˝ le´pcso˝ben elo˝ kell a´ll´ıtanunk maga´t
a piaci ko¨rnyezetet, vagyis a re´szve´ny ido˝sora´t. A (15) ke´pletet St helyett
log (St)−re alkalmazva a
log (St+∆t/St) =
(





rekurz´ıv formula´t kapjuk, ahol ε ∼ N (0, 1). Mivel a modell logaritmusokra
van fel´ırva, eze´rt a drift illetve volatilita´st meghata´rozo´ parame´tereket is
ennek megfelelo˝en a´tva´ltottuk.13 A parame´terek a ko¨vetkezo˝k:
MU a Wiener-folyamat µ parame´tere
SI a Wiener-folyamat σ parame´tere
S0 a re´szve´ny indulo´ a´rfolyama
N ha´ny naponke´nt genera´ljunk u´j re´szve´nya´rfolyamot
T ido˝szak hossza
EV egy e´v ha´ny nap hosszu´ legyen
SSIZE mintame´ret
Pe´lda´ul ha N = 1, EV = 365 e´s T = 30, akkor egy napta´ri ho´nap az
ido˝szak hossza, e´s ∆t = N/EV = 1/365. Ekkor egy T hosszu´sa´gu´ ido˝sort
genera´lunk, melynek a kezdo˝ e´rte´ke konstans, e´spedig S0. Az EV va´ltozo´ra
megadhatunk hipotetikus sza´mokat is, pe´lda´ul EV = 730 e´rte´ket, ekkor
szimula´lhatunk fe´lnapos, illetve kello˝en nagy E esete´n percenke´nti a´rfolyam
szcena´rio´kat is.











Egy ido˝sor, vagyis egy szcena´rio´ a piaci folyamat egy lehetse´ges meg-
valo´sula´sa, amibo˝l az opcio´a´r egy lehetse´ges e´rte´ke´t hata´rozhatjuk meg.
Mivel azonban a folyamat nem determinisztikus, eze´rt az opcio´a´r va´rhato´
e´rte´ke´nek meghata´roza´sa´hoz to¨bb ku¨lo¨nbo¨zo˝ szcena´rio´ eredme´nye´t kell sza´-
mı´ta´sba venni, vagyis az opcio´a´rra vonatkozo´an egy minta´t kell genera´lnunk.
A SSIZE parame´terrel a´ll´ıtjuk be a szcena´rio´k sza´ma´t, vagyis a minta
me´rete´t, melybo˝l az opcio´a´r va´rhato´ e´rte´ke´t k´ıva´njuk megbecsu¨lni. Az
ido˝sorhoz szu¨kse´ges kiindulo´ standard norma´lis eloszla´sbo´l sza´rmazo´ pszeudo-
ve´letlen sza´mokat a 4. pontban ma´r ismertettu¨k.
A szimula´cio´. Ma´sodik le´pe´sben definia´ljuk a piaci szereplo˝ viselkede´se´t
e´s a piaci mechanizmusokat. A parame´terek a ko¨vetkezo˝k:
E az opcio´ ko¨te´si a´rfolyama
R a kocka´zatmentes kamatla´b




δ az opcio´ delta´ja (fedezeti ara´nya)
Elso˝ nap tudjuk, hogy a re´szve´ny a´rfolyama az indulo´a´rfolyam. Elke´sz´ıtju¨k
az elso˝ napi portfo´lio´nkat: eladunk egy darab ve´teli opcio´t e´s va´sa´rolunk δ
darab re´szve´nyt, ahol a (18) formula´t alapul ve´ve
δ ≡ FS = Φ (d1)
Tegyu¨k fel, hogy az opcio´e´rt semmit sem kapunk, mı´g a re´szve´nyek va´sa´rla´sa´t
R kamat mellett ko¨lcso¨nbo˝l finansz´ırozzuk. Pe´nzu¨nk ı´gy az elso˝ nap
P0 = −S0δ0 (1 + TC)
La´thato´, hogy a tranzakcio´s ko¨ltse´get a kereskede´s o¨ssze´rte´ke´vel ara´nyosan
adjuk meg (nincs fix minimumko¨ltse´g). A tova´bbi napokban mindig ugyanaz
to¨rte´nik, ege´szen az utolso´ napig. Elo˝szo¨r megfizetju¨k pe´nzu¨nkre (ko¨lcso¨n)
a kamatot:
Pt = Pt−NeR·N/EV
14Azaz TC = 0.01 esete´n 100 forint e´rte´ku˝ re´szve´ny elada´sa´nak/ve´tele´nek tranzakcio´s
ko¨ltse´ge 1 forint.
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Ezuta´n vesszu¨k a soron ko¨vetkezo˝ St re´szve´nya´rfolyamot, seg´ıtse´ge´vel kisza´-
moljuk az u´j δ-a´t. A portfo´lio´nkban le´vo˝ re´szve´nyek sza´ma´t erre az e´rte´kre
kell bea´ll´ıtanunk, teha´t vagy eladunk, vagy veszu¨nk tova´bbi re´szve´nyeket.
Pe´nzu¨nk a ko¨vetkezo˝ke´ppen va´ltozik:
dPt
{
St (δt−N − δt) (1− TC) , ha δt−N ≥ δt
−St (δt − δt−N ) (1− TC) ku¨lo¨nben
Az utolso´ napon hasonlo´an az elo˝zo˝ekhez megfizetju¨k a kamatokat, e´s beol-
vassuk az utolso´ naphoz tartozo´ re´szve´nya´rfolyamot. A portfo´lio´nkat viszont
ma´r nem ege´sz´ıtju¨k ki, so˝t eladjuk re´szve´nyeinket, e´s helyta´llunk az opcio´na´l,
azaz:
dPT = ST δt−N (1− TC)−max{ST − E, 0}
Ve´gu¨l az elso˝ napra diszkonta´ljuk a kapott e´rte´ket e´s vesszu¨k a mı´nusz egy-
szerese´t:
C = −PT e−R·T/EV
A kapott e´rte´k (C) az opcio´ a´ra´t adja meg a perio´dus eleje´n, hiszen
ha pont ennyie´rt adtuk volna el az opcio´t az elso˝ perio´dusban, akkor az
utolso´ perio´dusban pe´nzu¨nk nulla´val lenne egyenlo˝. Az opcio´a´r, illetve
opcio´a´rfolyam teha´t azt az e´rte´ket jelenti, mely az adott szcena´rio´ meg-
valo´sula´sa esete´n ze´rus ido˝szak ve´gi egyenleget adna, ha a piaci szereplo˝
optima´lis strate´gia alapja´n do¨ntene a teljes ido˝szakban. Az elo˝bbiekben de-
finia´lt modellt BSTC modellnek (Black-Scholes Transaction Costs) neveztu¨k
el.
Ahhoz, hogy az opcio´a´r va´rhato´ e´rte´ke´t becsu¨lni tudjuk, a k´ıse´rletet
to¨bbszo¨r (SSIZE-szor) meg kell isme´telnu¨nk. Az opcio´a´rat elso˝ le´pcso˝ben
az egyszeru˝ mintaa´tlaggal becsu¨lju¨k. Az a´tlag mellett azonban szo´ra´st is
sza´molunk, hiszen az opcio´a´r most egy eloszla´s. Bizonytalansa´g mellett
fogjuk a do¨nte´su¨nket meghozni, eze´rt azt is fontos tudnunk, hogy do¨nte´su¨nk
mekkora kocka´zattal ja´r, vagyis hogy a lognorma´lis eloszla´su´ opcio´a´rnak
mekkora a variancia´ja (illetve szo´ra´sa).
A fenti modellt nagyon sok ku¨lo¨nbo¨zo˝ parame´terre ve´gigsza´moltuk, e´s
minden esetben az 5. ta´bla´zattal konzisztens eredme´nyeket kaptunk, ı´gy
csak a ko¨vetkezo˝ parame´ter-bea´ll´ıta´sok eredme´nyeit k´ıva´njuk bemutatni:
MU = 0.12 SI = 0.30 S0 = 100
E = 100 R = 0.05 SSIZE = 5000
Az opcio´ futamideje 30 nap volt, ı´gy a Black-Scholes formula szerint az
opcio´ e´rte´ke: 3.6321.
Jo´l la´thato´, hogy a modell ze´rus tranzakcio´s ko¨ltse´gek mellett ke´t ti-
zedesjegy pontossa´ggal megko¨zel´ıti a Black-Scholes e´rte´ket. Azt is tapasz-
talhatjuk, hogy mine´l kisebbre va´lasztjuk a le´pe´sko¨zt, anna´l alacsonyabb a
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5. ta´bla´zat. A BSTC modell eredme´nyei
Ha´nyszor TC = 0 TC = 0.01
ege´sz´ıtu¨nk ki? Va´rhato´ e´rte´k Szo´ra´s Va´rhato´ e´rte´k Szo´ra´s
Naponta 5x (150) 3.6310 0.2414 8.6447 1.5247
Naponta 2x (60) 3.6309 0.3769 7.1760 1.0877
Naponta (30) 3.6333 0.5280 6.4315 0.9710
Ke´tnaponke´nt (15) 3.6211 0.7327 5.5895 1.0325
O¨tnaponke´nt (6) 3.6240 1.1391 5.4094 1.3448
Csak elso˝ nap (1) 3.6207 2.5572 4.6957 2.5631
Soha (0) 3.8940 5.5273 3.8940 5.5273
szo´ra´s. Hata´re´rte´kben nyilva´n eltu˝nik a szo´ra´s, az opcio´a´r eloszla´sa egyet-
len pontta´ zsugorodik, e´s ezt a´ll´ıtja a Black-Scholes levezete´s is. Vagyis
ha opcio´val u¨zletelu¨nk, e´s adott esetben nincsenek (vagy nem kereskede´s
ara´nyosak) a tranzakcio´s ko¨ltse´gek, ne habozzunk olyan gyakran kiege´sz´ıteni
portfo´lio´nkat, amilyen gyakran csak lehet!
Ze´rus tranzakcio´s ko¨ltse´gek mellett az opcio´a´r va´rhato´ e´rte´ke ba´rmilyen
le´pe´sko¨z esete´n a Black-Scholes formula a´ltal sza´mı´tott e´rte´k. A le´pe´sko¨z az
opcio´a´r eloszla´sa´nak szo´ra´s parame´tere´t befolya´solja, a va´rhato´ e´rte´ke´t nem.
Abban az esetben azonban, ha vannak tranzakcio´s ko¨ltse´gek, mine´l to¨bbszo¨r
kereskedu¨nk, anna´l magasabb e´rte´ket kapunk az opcio´ra. Hata´re´rte´kben az
opcio´ a´ra ba´rmilyen pozit´ıv tranzakcio´s ko¨ltse´g esete´n a ve´gtelenbe tart. A
kiege´sz´ıte´sek no¨vele´se´vel azonban tranzakcio´s ko¨ltse´gek esete´n is cso¨kkent-
heto˝ az opcio´ kocka´zatossa´ga15. Ezek szerint, ha cso¨kkenteni szeretne´nk
kocka´zatunkat (egy bizonyos fokig), gyakrabban kell kiege´sz´ıtenu¨nk, va´llalva
ezzel az esetleges kisebb nyerese´get, mı´g ha keve´sbe´ vagyunk e´rze´kenyek a
kocka´zatra, akkor ege´sz´ıtsu¨nk ki ritka´bban, va´llalva azt, hogy a va´rt na-
gyobb hozam mellett esetleg nagyot bukunk. Az alacsonyabb kocka´zat teha´t
alcsonyabb va´rhato´ nyerese´ggel (magasabb opcio´a´rral) pa´rosul e´s ford´ıtva.16
O¨sszefoglalva, a BSTC modell konzisztens eredme´nyt adott a Black-Scholes
formula´val e´s va´rakoza´sainknak megfelelo˝ e´rte´keket nyu´jtott a tranzakcio´s
ko¨ltse´gek bevezete´sekor.
A tova´bbiakban a modell egy olyan, adapt´ıv va´ltozata´t mutatjuk be,
melyben a le´pe´sko¨zt, vagyis a kiege´sz´ıte´sek sza´ma´t nem ro¨gz´ıtju¨k elo˝re, ha-
nem a szimula´cio´ sora´n a helyzetnek megfelelo˝en alak´ıtjuk. A ke´pzeletbeli pi-
aci szereplo˝ az o˝t jellemzo˝ ku¨szo¨be´rte´kek alapja´n do¨nt arro´l, hogy va´ltoztat-e
15Egyre su˝ru˝bb kiege´sz´ıte´s esete´n azonban az opcio´a´r-emelkede´s mellett no¨vekedni kezd
a szo´ra´s. Etto˝l az e´rte´kto˝l kezdve a kiege´sz´ıte´sek ma´r biztosan nem hate´konyak.
16A va´rhato´ e´rte´kre e´s a szo´ra´sra vonatkozo´an egy vektor maximum proble´ma´val
tala´lkozunk, ahol a ke´tdimenzio´s ce´lte´r minden pontja efficiens. Erre a halmazra
ke´sz´ıthetne´nk egy hasznossa´gi fu¨ggve´nyt, amelynek maximaliza´la´sa megadja az optima´lis




Optima´lis strate´gia kerese´se, a K-DH modell. Az alapo¨tlet az, hogy
ha nem mo´dos´ıthatjuk minden ido˝pillanatban a portfo´lio´nkat, akkor leg-
jobb lenne azokban az ido˝pontokban mo´dos´ıtani, amikor arra a leginka´bb
szu¨kse´g van. Ke´pzelju¨nk el egy tu˝re´shata´r sa´vot, e´s mondjuk azt, hogy
abban az esetben, ha a megk´ıva´nt (sza´mı´tott) delta e´rte´k (δ) e´s a jelen-
legi re´szve´nymennyise´g (egy kora´bbi delta) ku¨lo¨nbse´ge a sa´von belu¨l mozog,
akkor nem va´ltoztatunk a portfo´lio´ o¨sszete´tele´n, de ha a sa´vbo´l kimozdul,
akkor a megk´ıva´nt delta e´rte´kre korriga´ljuk a re´szve´nyek sza´ma´t. Mine´l
kisebb ez a tu˝re´shata´r, anna´l inka´bb ko¨zel´ıtu¨nk a BSTC modell minden
ido˝pontbeli kiege´sz´ıte´s eredme´nye´hez, e´s mine´l sze´lesebb, anna´l inka´bb tar-
tunk a kiege´sz´ıte´s ne´lku¨li eredme´nyhez.
A szimula´cio´s megvalo´s´ıta´s fele´p´ıte´se´ben egyezik az elo˝zo˝ modellel, csak
ne´ha´ny felte´telt kellett beiktatnunk. Megjegyezzu¨k tova´bba´, hogy ke´t K-
DH modellt ke´sz´ıtettu¨nk, az elso˝ben a kezdeti perio´dusban a sa´vnagysa´gto´l
fu¨ggetlenu¨l mindig kiege´sz´ıtettu¨nk (K-DH1 ), mı´g a ma´sikban az elso˝ perio´-
dusra is vonatkozott a kiege´sz´ıte´si felte´tel (K-DH2 ).
Maga a felte´tel a ko¨vetkezo˝:
vanKieg =
{
igaz ha, |δaktua´lis − δt| · St ≥ S0 · TC ·K
hamis ku¨lo¨nben
A jobb oldal a K parame´ter fu¨ggve´nye´ben egy sa´vot jelo¨l ki, ez a tu˝re´s-
hata´r, maga´t a K parame´tert a tu˝re´shata´r sa´vsze´lesse´ge´nek neveztu¨k el. A
K parame´ter a modell futtata´sa alatt egy ro¨gz´ıtett e´rte´k, egy bizonyos pre-
ferencia´ju´ — kocka´zat keru¨lo˝ vagy kocka´zat kereso˝ — piaci szereplo˝t testes´ıt
meg, e´s e´rte´ke a nem negat´ıv sza´mokon e´rtelmezett. K = 0 bea´ll´ıta´sna´l a
szereplo˝ minden perio´dusban kiege´sz´ıt, mı´g K = ∞ hata´resetben soha sem
ege´sz´ıt ki.
Legre´szletesebben ezt a modellt vizsga´ltuk, s ennek a modellnek a vizs-
ga´lata sora´n deru¨lt fe´ny ne´ha´ny tova´bbi ke´rde´sre. Ne´zzu¨k elo˝szo¨r a fenti
parame´terbea´ll´ıta´sok mellett, milyen eredme´nyeket adott a modell (N = 1,
T = 30, EV = 365, TC = 0.01) (6. ta´bla´zat). A 6. ta´bla´zatban jo´l la´thato´,
hogy mine´l inka´bb kocka´zatkeru¨lo˝ a befekteto˝, anna´l kisebb K parame´terrel
jellemezheto˝, e´s anna´l magasabb e´rte´ket kap az opcio´ va´rhato´ e´rte´ke´re. Az
is la´thato´, hogy ha a parame´tert nagyon nagyra va´lasztja, akkor a futamido˝
alatt egya´ltala´n nem kereskedik a befekteto˝, e´s ı´gy az opcio´ a´ra´t nem terheli a
tranzakcio´s ko¨ltse´g, teha´t az e´rte´k azonos az 5. ta´bla´zat megfelelo˝ e´rte´ke´vel.
Miuta´n elke´sz´ıtettu¨k a modellt, e´s meggyo˝zo˝dtu¨nk a modell helyesse´ge´ro˝l,
az opcio´a´r eloszla´sa´t vizsga´ltuk.
A 11. a´bra bal oldali grafikonja azt az esetet mutatja, amikor nulla
tranzakcio´s ko¨ltse´g mellett mindennap kiege´sz´ıtettu¨k a portfo´lio´nkat. A
va´rhato´ e´rte´k nyilva´n a Black-Scholes megolda´s, e´s a futamido˝ feloszta´sa´nak
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6. ta´bla´zat. A K-DH2 modell eredme´nyei
K parame´ter Va´rhato´ e´rte´k Szo´ra´s A´tlagos kiege´sz´ıte´sek
0.0 6.4315 0.9710 30
4.0 6.2544 0.9886 16
13.0 5.7128 1.0662 6
48.0 5.0740 2.2766 2
999.0 3.8940 5.5273 0
11. a´bra.
Opcio´a´rak eloszla´sa a BSTC modellne´l valamint a K-DH modellne´l a
K = 0 esetben
finomı´ta´sa´val a go¨rbe egyre csu´csosabba´ teheto˝ (a szo´ra´s cso¨kken), mı´g
folytonos esetben ra´hu´zo´dik a Black-Scholes e´rte´kre (eltu˝nik a szo´ra´s). A
11. a´bra jobb oldali grafikonja a tranzakcio´s ko¨ltse´gekkel kibo˝v´ıtett modell
eredme´nye´t mutatja, ahol a K parame´tert ze´rusnak vettu¨k, s ı´gy ugyanu´gy,
mint a BSTC esetben, mindennap kiege´sz´ıtettu¨k a portfo´lio´nkat. Jo´l la´thato´,
hogy a va´rhato´ e´rte´k e´s a szo´ra´s megno¨vekedett, az eloszla´s pedig log-
norma´lisnak tu˝nik. Az elo˝zo˝ekben la´ttuk, hogy a K parame´ter no¨vele´se´re a
va´rhato´ e´rte´k cso¨kken e´s a szo´ra´s no¨vekszik.
A 12-13. a´bra´k azt is megmutatja´k, hogy K no¨vele´se´vel az eloszla´s is
dra´mai va´ltoza´son megy keresztu¨l. Lognorma´lis illeszte´s helyett az opcio´a´rak
logaritmusa´ra pro´ba´ltunk norma´lis eloszla´st illeszteni. La´thato´, hogy nem
tu´l nagy K e´rte´kekre igen jo´ az illeszkede´s, de ahogy no˝ K, u´gy tolo´dik
ki jobbra az eloszla´s csu´csa, tova´bba´ megfigyelheto˝, hogy egyre nagyobb
az ese´lye az extre´m kicsi e´rte´keknek. Egy bizonyos parame´terto˝l azta´n
sze´trobban az eloszla´s. Ekkor az to¨rte´nik, hogy bizonyos esetekben az
opcio´ e´rte´ke ze´rus. (Nagy K-ra ugyanis elke´pzelheto˝, hogy a szimula´cio´
sora´n egyszer sem to¨rte´nik kiege´sz´ıte´s, e´s az utolso´ perio´dusban pedig nem
kell helyta´llni az opcio´na´l, mivel a re´szve´ny a´ra nem haladja meg a ko¨te´si
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12. a´bra. A K-DH modell eredme´nye K = 0-ra e´s K = 4-re
13. a´bra. A K-DH modell eredme´nye K = 16-ra e´s K = 32-re
a´rfolyamot.) Az opcio´ a´ra ilyen esetben egy vegyes eloszla´st ko¨vet. E´rte´ke
p valo´sz´ınu˝se´ggel nulla, e´s (1− p) valo´sz´ınu˝se´ggel valamilyen folytonos el-
oszla´s, amely hasonlatos a lognorma´lis eloszla´shoz.
6.1.3. Az opcio´a´r becsle´se variancia cso¨kkento˝ mo´dszerek hasz-
na´lata´val
Tegyu¨k fel, adott parame´ter bea´ll´ıta´s mellett az opcio´a´r eloszla´sa µX va´rhato´
e´rte´kkel e´s σX szo´ra´ssal jellemzett eloszla´s. Az opcio´a´r egy realiza´cio´ja, mely
te´nylegesen kialakul, nyilva´n nem azonos a µX -vel, melyet a piaci szereplo˝
felhaszna´l do¨nte´se´hez. Azt szoktuk mondani, ha ve´gtelen sokszor kellene
do¨nte´st hoznia, akkor biztosan a pe´nze´ne´l lenne, ı´gy viszont bizonytalan az
u¨zlet kimenetele. A bizonytalansa´g me´rte´ke pedig σX -to˝l fu¨gg. Emellett
a do¨nte´shozo´ valo´ja´ban nem is µX alapja´n do¨nt, hiszen azt csak becsu¨lni
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tudja, pe´lda´ul az egyszeru˝ mintaa´tlaggal (X¯). A do¨nte´s alapja´t teha´t nem
a valo´s parame´ter ke´pezi, e´s nem mindegy, hogy ez a te´nylegesto˝l milyen





= σ2X/SSIZE me´rte´ku˝. A becsle´s variancia´ja teha´t a mintame´ret
no¨vele´se´vel cso¨kkentheto˝, azonban mint eml´ıtettu¨k, a modell (to¨bbszo¨ri)
kie´rte´kele´se jelento˝s ero˝forra´sige´nnyel ja´r. Variancia cso¨kkento˝ mo´dszerek
haszna´lata´val azonban jav´ıthatunk becsle´su¨nk tulajdonsa´gain.
73. Megjegyze´s. Amikor az opcio´a´r eloszla´sa´nak parame´tere´ro˝l besze´lu¨nk,
akkor mindig a szo´ra´s fogalma´t haszna´ljuk (σX), megku¨lo¨nbo¨ztetve a becsle´s
variancia´ja´to´l (σ2X/SSIZE).
Az u´n. kontroll va´ltozo´s mo´dszer egy sokva´ltozo´s elja´ra´s, melynek alkal-
maza´sa´hoz szu¨kse´ges lesz a to¨bbdimenzo´s normalita´s tesztek haszna´lata´ra.
Ez ke´pezi a jelen fejezetben bemutatott modellnek a disszerta´cio´ szem-
pontja´bo´l releva´ns re´sze´t, mellyel demonstra´lni fogjuk a normalita´s hia´nya´-
nak egy lehetse´ges ko¨vetkezme´nye´t. A becslo˝fu¨ggve´ny ugyanis csak akkor
marad torz´ıtatlan, ha a mo´dszer alapja´t ke´pezo˝ to¨bbdimenzio´s normalita´s
szigoru´ hipote´zise teljesu¨l.
A torz´ıta´st empirikusan, Monte-Carlo szimula´cio´ seg´ıtse´ge´vel fogjuk meg-
hata´rozni, mely azonban az igen nagy me´retu˝ replika´cio´k ellene´re kis me´rte´ku˝
mintave´teli ingadoza´snak van kite´ve. Ahhoz, hogy a torz´ıta´sro´l e´s a min-
tave´teli hiba me´rte´ke´ro˝l fogalmunk legyen, bemutatunk egy ma´sik variancia
cso¨kkento˝ mo´dszert, e´spedig a korrela´cio´ indukcio´s mo´dszert, mely az alape-
loszla´sto´l fu¨ggetlenu¨l torz´ıtatlan becsle´st eredme´nyez. Az elme´letileg ze´rus
torz´ıta´st szinte´n Monte-Carlo szimula´cio´val fogjuk kisza´mı´tani, ı´gy la´thatjuk
majd, hogy milyen nagysa´grendu˝ ve´letlen hata´ssal kell sza´molnunk a torz´ıta´s
becsle´se´ne´l.
74. Megjegyze´s. Az opcio´a´r variancia´ja tova´bbra is σ2X marad, mivel nem
az opcio´a´r eloszla´sa´t befolya´soljuk, hanem parame´tereinek becsle´se´hez konst-
rua´lunk jobb becslo˝ fu¨ggve´nyt!
A kontroll va´ltozo´s mo´dszer. Az ido˝szak ve´gi opcio´a´r eloszla´sa´nak kva-
litat´ıv vizsga´lata (12-13. a´bra´k) sora´n azt felte´telezzu¨k, hogy ko¨zel´ıto˝leg
lognorma´lis eloszla´st ko¨vetnek, vagyis logaritmusuk ko¨vet norma´lis eloszla´st
a K parame´ter egy megfelelo˝ tartoma´nya´n. Az eloszla´snak, mint tudjuk,
ke´t parame´tere van (µx e´s σX), esetu¨nkben egyik sem ismert, minta´bo´l kell
becsu¨lnu¨nk.
A 6.1. pont bevezeto˝ re´sze´ben azt mondtuk, hogy minden szimula´cio´s
modellben nyilva´nvalo´an genera´lunk inputke´nt ve´letlen va´ltozo´kat, melyek
eloszla´sa´nak t´ıpusa e´s parame´terei ismertek. Emellett a modellen belu¨li
transzforma´cio´k sora´n keletkez(het)nek tova´bbi va´ltozo´k, melyek eloszla´sa´t
illetve parame´tereit meg tudjuk hata´rozni. esetu¨nkben pl. a kiindulo´ ve´letlen
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sza´mok a [0, 1] intervallum egyenletes eloszla´sbo´l sza´rmaznak, ezekbo˝l transz-
forma´lunk standard norma´lis va´ltozo´kat, melybo˝l azta´n elo˝a´ll´ıtjuk a re´szve´-
nyek ido˝sora´t, mely Wiener-folyamot ko¨vet. Mind az input, mind pedig a
belo˝le sza´rmaztatott va´ltozo´k valamilyen szinten korrela´lnak az eredme´ny
va´ltozo´val, ma´sku¨lo¨nben a modell outputja fu¨ggetlen lenne az inputto´l.17
Ezt a fu¨ggo˝se´get kihaszna´lhatjuk, ha ismerju¨k ezen va´ltozo´k (a tova´bbiakban:
kontroll va´ltozo´k) eloszla´sa´t, annak t´ıpusa´t e´s parame´tereit (ld. (12) o¨ssze-
fu¨gge´st). Mi to¨bb, ha a kontroll va´ltozo´k e´s a modell eredme´ny va´ltozo´ja´nak
egyu¨ttes eloszla´sa to¨bbdimenzio´s norma´lis eloszla´st ko¨vet, akkor linea´ris mo-
dellt e´p´ıthetu¨nk.
A 1.1. pontban ismertettu¨nk egy alapveto˝ sokva´ltozo´s statisztikai o¨ssze-
fu¨gge´st (11. te´tel), mely azt a´ll´ıtja, hogy a to¨bbdimenzo´s norma´lis el-
oszla´s peremeloszla´sai, valamint va´ltozo´inak egyma´sra vonatkozo´ felte´teles
eloszla´sai is norma´lis eloszla´su´ak. Az egyszeru˝bb ko¨vetheto˝se´g miatt a te´telt
ehelyu¨tt megisme´telju¨k.
Tekinsu¨nk egy x ∼ N(µ,Σ) to¨bbdimenzio´s norma´lis eloszla´st, e´s ve´gezzu¨k
el a ko¨vetkezo˝ particiona´la´sokat:






11. Te´tel. (Anderson [1958]): Ha x = [x1,x2] ∼ N(µ,Σ), akkor
x1 ∼ N(µ1,Σ11) valamint x2 ∼ N(µ2,Σ22),
x1-nek x2-re vonatkozo´ felte´teles eloszla´sa pedig szinte´n norma´lis
µ1|2 = µ1 + Σ12Σ−122 (x2 − µ2)
Σ11|2 = Σ11 − Σ12Σ−122 Σ21
parame´terekkel.
75. Megjegyze´s. Ha Σ12 6= 0, akkor Σ11|2 ≤ Σ11, vagyis ha a ke´t va´lto-
zo´csoport ko¨zo¨tt van korrela´cio´, akkor x1|2 va´ltozo´ variancia´ja kisebb, mint
x1 va´ltozo´e´.
Erre a te´telre e´pu¨l a ko¨vetkezo˝ linea´ris variancia cso¨kkento˝ mo´dszer.
Te´telezzu¨k fel, hogy a szimula´cio´s modellu¨nk egyik eredme´ny va´ltozo´ja´nak
(Y ) eloszla´sa´t k´ıva´njuk jellemezni annak va´rhato´ e´rte´ke´vel, erre szeretne´nk
egy alacsony variancia´ju´, leheto˝leg torz´ıtatlan becsle´st konstrua´lni. Fel-
teve´su¨nk szerint Y ko¨zel´ıto˝leg norma´lis eloszla´st ko¨vet. A modellben kiva´-
lasztunk egy kontroll va´ltozo´t (C) is, melyro˝l viszont tudjuk, hogy norma´lis
eloszla´st ko¨vet µc e´s σc parame´terekkel.
17Itt most arra pro´ba´lunk kilyukadni, hogy ebben a modellben linea´ris o¨sszefu¨gge´s van,
eze´rt haszna´ljuk a fu¨ggetlense´g fogalma´t. Ze´rus korrela´cio´ esete´n valamilyen nemlinea´ris
mo´dszer uta´n kellene ne´znu¨nk.
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76. Megjegyze´s. A futamido˝ ve´gi a´rfolyamok K bizonyos e´rte´keire fel-
teve´su¨nk szerint lognorma´lis eloszla´st ko¨vetnek, vagyis logaritmusukra te´te-
lezu¨nk fel norma´lis eloszla´st. A 71. megjegyze´s alapja´n viszont tudjuk, hogy
a re´szve´nya´rfolyamok t ido˝pontbeli eloszla´sa szinte´n lognorma´lis eloszla´su´,
parame´tereit pedig ismerju¨k, hiszen az a´rfolyamokat mi genera´ljuk.
Bevezetju¨k a ko¨vetkezo˝ becslo˝fu¨ggve´nyt:
YCV = Y − β (C − µC)
ahol Y a szimula´cio´s modell (egyik) eredme´ny va´ltozo´ja, C a kontroll va´ltozo´,
melynek ismert elme´leti va´rhato´ e´rte´ke µC , β pedig az u´n. kontroll pa-
rame´ter. Ez a becsle´s torz´ıtatlan, hiszen
µY = E [YCV ] = E [Y ]− βE [(C − µC)] = E [Y ] (21)
felte´ve, hogy β konstans. A becsle´s akkor hata´sos, ha YCV variancia´ja ki-






ahol σY C az output va´ltozo´ e´s a kontroll va´ltozo´ kovariancia´ja, σ2C pedig
a kontroll va´ltozo´ variancia´ja. A tova´bbiakban σ-val mindig az elme´leti
e´rte´ket, s-el pedig a minta´bo´l sza´mı´tott e´rte´ket jelo¨lju¨k.
77. Megjegyze´s. A (13) fel´ıra´snak esetu¨nkben a (21) formula felel meg. Az
elso˝faju´ regresszio´s becsle´st haszna´ljuk egyu¨ttesen norma´lis eloszla´st ko¨veto˝
va´ltozo´kra, melynek konkre´t alakja´t a (11) te´telbo˝l nyertu¨k.
78. Megjegyze´s. A gyakorlatban terme´szetesen nem egyelemu˝ minta´bo´l
becsu¨lu¨nk. Az egyszeru˝ mintaa´tlagra a (21) o¨sszefu¨gge´s e´rtelemszeru˝en





A variancia cso¨kkene´s me´rte´ke anna´l nagyobb, mine´l nagyobb az ered-
me´ny va´ltozo´ e´s a kontroll va´ltozo´ ko¨zti korrela´cio´, valamint mine´l kisebb a
kontroll va´ltozo´ variancia´ja, ugyanis
V ar (YCV ) = σ2Y + β
2σ2C − 2βσY C
A becsle´s akkor hata´sos, ha β2σ2C − 2βσY C ≤ 0. Ekkor a (22) fel-





≤ 0, azaz σY C
σ2C
= ρ2Y C ≥ 0. (23)
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Mivel ρY C korrela´cio´s egyu¨tthato´, eze´rt la´thato´, hogy a variancia cso¨kkente´s
felte´tele a becsu¨lt e´s a kontroll va´ltozo´ ko¨zti korrela´cio´.
Az Y e´s C egyu¨ttes eloszla´sa´t nem ismerju¨k, ı´gy σY C sem ismert, eze´rt
a kontroll parame´tert minta´bo´l kell becsu¨lnu¨nk. Legyen
βˆ = b =
sY C
σ2C
Mivel a kontroll parame´tert is minta´bo´l kell becsu¨lnu¨nk, eze´rt a szabadsa´gfokok




o¨sszefu¨gge´s, ahol q a kontroll va´ltozo´k sza´ma, n pedig a mintame´ret. A
va´rhato´ variancia cso¨kkene´s me´rte´ke pedig
η =
n− 2





79. Megjegyze´s. Esetu¨nkben q = 1 e´s n = SSIZE.
Most viszont a (21) o¨sszefu¨gge´s ma´r nem felte´tlen igaz, hiszen b nem
konstans, a minta fu¨ggve´nye. Tegyu¨k fel, hogy (Y,C) ∼ G2 (µY , σY , µC , σC , σY C)
ahol G2 ke´tdimenzio´s norma´lis eloszla´s. Ekkor igaz, hogy











E [(C − µC)] = E [Y ]
mivel a norma´lis eloszla´s a´tlagvektora e´s a minta kovariancia ma´trixa fu¨gget-
len statisztika´k (ld. pe´lda´ul Anderson[1958], Mo´ry-Sze´kely [1986]).
Az elo˝bbi o¨sszefu¨gge´st ko¨zvetlenu¨l alkalmazhatna´nk modellu¨nkre, ha
mind az eredme´ny va´ltozo´ (opcio´a´r), mind pedig a kontroll va´ltozo´ (t ido˝-
pontbeli re´szve´nya´rfolyam) norma´lis eloszla´st ko¨vetne.18 Csakhogy a loga-
ritmusuk ko¨vet norma´lis eloszla´st. A kontroll va´ltozo´ esete´ben ez nem okoz
proble´ma´t, hiszen ha C ′ ∼ LN (µC′ , σC′) a t. ido˝szaki a´rfolyam eloszla´sa,












, ı´gy a becsle´shez fel tudjuk haszna´lni.
Az output va´ltozo´ esete´ben szinte´n elve´gezhetju¨k az Y = log (X) transz-
forma´cio´t, ahol X az opcio´a´rat jelo¨li, e´s kisza´mı´thatjuk a YCV becsle´st. Az
18Ez persze csak az elso˝ le´pcso˝. Neku¨nk ugyanis arra van szu¨kse´gu¨nk, hogy az egyu¨ttes
eloszla´suk legyen norma´lis. Az egyu¨ttes normalita´snak viszont a peremek normalita´sa
szu¨kse´ges felte´tele.
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YCV egzakt eloszla´sa´t azonban ma´r nem ismerju¨k19, ı´gy nem tudunk vissza-
jutni az X va´ltozo´ tere´be. Mi ui. µX egy becsle´se´t akarjuk megadni, nem





legala´bbis nem bizony´ıthato´. Eze´rt megpro´ba´lunk X-re vonatkozo´an ko¨zvet-
lenu¨l egy becsle´st elo˝a´ll´ıtani.
Legyen Y = log (X) tova´bbra is, valamint C = log (C ′) e´s tekintsu¨k a
XCV = X − b (C − µC) (25)
becsle´st, ahol b = sY C/σ2C ! Ez a kora´bban elmondottak alapja´n szinte´n
torz´ıtatlan becsle´s, mivel a kontroll parame´ter ugyanaz, vagyis E [XCV ] =
µX . Az viszont nem biztos, hogy b illetve β most is optima´lis, ugyanis
V ar (XCV ) = σ2X + β
2σ2C − 2βσXC ahol β =
σY C
σ2C
























Ezek szerint variancia cso¨kkene´s abban az esetben va´rhato´, ha X e´s C kova-
riancia´ja legala´bb fele akkora , mint Y e´s C kovariancia´ja. Bela´thato´, hogy a
variancia cso¨kkente´s akkor maxima´lis, ha a fenti ha´nyados e´ppen egyse´gnyi,
azaz σY C = σXC , teha´t β = σXC/σ2C az optima´lis kontroll.
Mivel σXC sem ismert, eze´rt annak becsle´se´t kell haszna´lnunk, jelo¨lju¨k
ezt sXC-vel. A torz´ıtatlansa´ghoz azt kellene bela´tnunk, hogy sXC e´s C
(illetve C¯) fu¨ggetlenek. Ez viszont igaz, hiszen a sXC = f (sY C) leke´pze´s
le´tezik, bijekt´ıv e´s folytonos is. Gondoljuk meg ugyanis, hogy az empirikus
kovariancia (sY C) valo´ja´ban egy leke´pze´s az Y n × Cn mintate´rbo˝l a valo´s
sza´megyenesre (ahol n a mintame´ret). Az sXC leke´pze´s esete´ben pedig az n
darab Y tengely helyett azok szigoru´an monoton transzforma´cio´ja´t, X = eY
tengelyeket haszna´ljuk. Teha´t a ke´t leke´pze´s szintfelu¨letei bijekt´ıv viszony-
ban a´llnak egyma´ssal. Ekkor pedig a valo´sz´ınu˝se´gi va´ltozo´k fu¨ggve´nyeire






kontroll nemcsak optima´lis, de torz´ıtatlan becsle´st is eredme´nyez.
19Ha a kontroll parame´ter (β) konstans lenne, akkor a (11) te´tel alapja´n YCV eloszla´sa
norma´lis lenne. A helyzet viszont az, hogy a kontroll parame´tert minta´bo´l kell becsu¨lni.
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80. Megjegyze´s. Ez a gondolatmenet nyilva´n nem csak a lognorma´lis el-
oszla´s esete´ben igaz. Minden olyan eloszla´s esete´ben haszna´lhato´, mely
norma´lis eloszla´sbo´l sza´rmaztathato´. Eze´rt a normalita´st, illetve to¨bbdimen-
zio´s normalita´st megko¨vetelo˝ mo´dszerek a norma´lis eloszla´sra, illetve adott
esetben a linea´risra visszavezetheto˝ modellek esete´ben is haszna´lhato´ak ma-
radnak.
A (25) linea´ris becsle´st fogjuk felhaszna´lni, ahol b a (26) szerint hata´-
rozo´dik meg. A modell eredme´ny va´ltozo´ja´t, vagyis az opcio´a´rat X-szel
jelo¨ltu¨k, e´s felteve´su¨nk szerint lognorma´lis eloszla´st ko¨vet ismeretlen µX e´s
σX parame´terekkel. Definia´ltuk tova´bba´ Y -t, mint X logaritmusa´t, mely, ha
a felteve´su¨nk helyes, norma´lis eloszla´su´. Kontroll va´ltozo´nak va´laszthatjuk
valamely t (pe´lda´ul t = T ) ido˝pontra vonatkozo´ re´szve´nya´rfolyamot (C ′),
pontosabban annak logaritmusa´t (C = log (C ′)), melyro˝l viszont tudjuk,
hogy norma´lis eloszla´su´ µC e´s σC parame´terekkel. Azt kell most ma´r csak
bela´tnunk, hogy a ke´t va´ltozo´ egyu¨ttes eloszla´sa is norma´lis, vagyis le´tezik
a (20) struktu´ra, hiszen a kontroll parame´tert minta´bo´l kell becsu¨lnu¨nk.
O¨sszefoglalva teha´t a ko¨vetkezo˝ helyzet a´llt elo˝:
Y ∼ Nˆ (µˆY , σˆY )
C ∼ N (µC , σC)
(Y,C) ∼ Nˆ2 (µˆY , σˆY , µC , σC , σˆY C)
ahol kalapos betu˝k jelzik, hogy a ke´rde´ses e´rte´k illetve eloszla´s ismeretlen, a
va´ltozo´ e´rte´ke´t becsu¨lju¨k, illetve az eloszla´sra vonatkozo´an felteve´ssel e´lu¨nk.
81. Megjegyze´s. Enne´l a mo´dszerne´l teha´t kihaszna´ljuk a norma´lis el-
oszla´s a´ltal implika´lt linearita´st e´s a minta statisztika´k fu¨ggetlense´ge´t. Ugyan-
akkor ha (Y,C) egyu¨ttes eloszla´s norma´lis, akkor defin´ıcio´ szerint (X,C ′)
ke´tdimenzio´s lognorma´lis eloszla´s, teha´t a ke´t eloszla´st´ıpus haszna´lata´hoz
gyakorlatilag azonos az eszko¨zta´runk.
Ce´lunk elso˝sorban az, hogy valo´s adatokon is o¨sszehasonl´ıtsuk az a´ltalunk
vizsga´lt teszteket, valamint hogy e´rze´keltessu¨k a normalita´s hia´nya´nak ko¨vet-
kezme´nyeit a gyakorlatban. Mivel a 5.1. re´szben bemutatott F , L, N e´s T
tesztek hasonlo´ eredme´nyeket adtak, eze´rt az o¨sszehasonl´ıta´shoz csak az F
varia´nst va´lasztottuk ki. A vizsga´latba terme´szetesen bevontuk a W e´s a
H-tesztet.
A kontroll va´ltozo´s mo´dszer esete´ben a normalita´s hia´nya´nak valo´sz´ınu˝
ko¨vetkezme´nye az lesz, hogy torz´ıtott becsle´seket kapunk.20 A torz´ıta´sok
me´rte´ke´t empirikusan, Monte-Carlo szimula´cio´val becsu¨lhetju¨k a ko¨vetke-
zo˝ke´ppen. Futtassuk le a modellt valamely parame´terbea´ll´ıta´s mellett, e´s
20A normalita´s, mint eml´ıtettu¨k, ahhoz is szu¨kse´ges, hogy linea´ris becsle´st
haszna´lhassunk. Ezzel a ke´rde´ssel ehelyu¨tt nem k´ıva´nunk foglalkozni.
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legyen a mintame´ret SSIZE. Sza´mı´tsuk ki az opcio´a´rak egyszeru˝ a´tlaga´t
(X¯(1)), valamint a (21) a´ltal megadott korriga´lt becsle´st (X¯(1)CV ). Isme´telju¨k
meg a k´ıse´rletet r-szer ku¨lo¨nbo¨zo˝, egyma´sto´l fu¨ggetlenu¨l vett minta´kra, ı´gy
a X¯(1), ..., X¯(r) illetve X¯(1)CV , ..., X¯
(r)
CV becsle´seket kapjuk. Az elme´leti torz´ıta´s
µˆX − µX , vagyis a becsu¨lt parame´ter va´rhato´ e´rte´ke´nek e´s a valo´s pa-
rame´ternek a ku¨lo¨nbse´ge. Empirikusan a va´rhato´ e´rte´ket ebben az esetben
is a mintaa´tlaggal becsu¨lju¨k, ahol a mintame´ret most r, a replika´cio´k vagy
makro-replika´cio´k sza´ma. Mı´g SSIZE tipikusan egy alacsony e´rte´k, ad-
dig r-et magasnak va´lasztjuk meg, hiszen elme´leti parame´tereket akarunk
empirikusan vizsga´lni. A µX torz´ıtatlan becsle´se az egyszeru˝ mintaa´tlagok
a´tlaga, ami pedig az o¨sszes r · SSIZE darab becsle´s egyszeru˝ a´tlaga´val







A 7. ta´bla´zat F , W e´s H oszlopa ko¨zli, hogy egy adott K parame´ter
mellett a to¨bbdimenzio´s Shapiro-Wilk tesztek elfogadja´k-e a kontroll va´ltozo´
e´s a modell eredme´ny va´ltozo´ja´nak egyu¨ttes normalita´sa´ra vonatkozo´ fel-
teve´st. Minden egyes replika´cio´ alkalma´val elve´gezve az egyes teszteket,
sza´mla´ljuk az elutas´ıta´sok sza´ma´t α = 0.10, 0.05, 0.01 szignifikancia szinte-
ken. A normalita´s akkor fogadhato´ el, ha az elutas´ıta´si ra´ta´k rendre mege-
gyeznek a megadott szignifikancia szintekkel, vagyis pe´lda´ul α = 0.05 szinten
a minta´knak nagyja´bo´l az 5%-a´t utas´ıtjuk el, hiszen ennyi az elso˝faju´ hiba







































































































































































































































































































































































































































































































































































Az egyes szignfikancia szintekhez tartozo´ elutas´ıta´si ha´nyadosokat az
a´ttekintheto˝se´g kedve´e´rt ku¨lo¨nbo¨zo˝ t´ıpusu´ betu˝kkel szedtu¨k. A α = 0.10
szintet norma´l, α = 0.05 szintet fe´lko¨ve´r, α = 0.01 szintet pedig do˝lt betu˝vel
szedtu¨k. A ta´bla´zatban ko¨zo¨lju¨k ezenfelu¨l az egyszeru˝ mintaa´tlag (σ2) il-
letve a korriga´lt mintaa´tlag variancia´it (σ2CV ), valamint a torz´ıta´st e´s a leg-
kisebb ne´gyzetes hiba´kat (MSE, MSECV ). Ahol a tesztek alapja´n u´gy
do¨ntu¨nk, hogy elfogadjuk a norma´lis eloszla´s hipote´zise´t, vagyis torz´ıtatlan
a becsle´su¨nk, ott a variancia cso¨kkente´s me´rte´ke a modell e´rte´kele´se´nek
krite´riuma, egye´b esetben a legkisebb ne´gyzetes hiba´ban ele´rt cso¨kkene´s.
A ta´bla´zat ρ oszlopa tartalmazza a becsu¨lt korrela´cio´s egyu¨tthato´kat, η0,
η e´s ηMSE oszlopok pedig a va´rhato´ variancia/legkisebb ne´gyzetes hiba´ban
beko¨vetkezo˝ cso¨kkene´s me´rte´ke´t:
η0 = (SSIZE − 2) / (SSIZE − 3)
(
1− ρ2) (elme´leti)
η = σ2CV /σ
2
ηMSE = MSECV /MSE
A ta´bla´zatbo´l ha´rom fontos ko¨vetkeztete´s vonhato´ le. Elo˝szo¨r is a W−
teszt mindve´gig szigoru´bbnak bizonyult, mint a ma´sik ketto˝. Sikeru¨lt teha´t
olyan alkalmaza´st tala´lnunk, ahol ezen teszt elo˝nyei hasznos´ıthato´k.
Ma´sodszor mind az F, mind pedig a W−teszt nagyja´bo´l a K ∈ [8.0, 10.0]
tartoma´nyban fogadja el leginka´bb a normalita´st. Az α = 0.05 szinten
pe´lda´ul (fe´lko¨ve´r betu˝) F -teszt e´rte´kei 0.0657 − 0.0737, a W -teszt e´rte´kei
pedig 0.0722−0.0773. Ezen a tartoma´nyon k´ıvu¨l mindenhol magasabbak az
elutas´ıta´si ra´ta´k. Ha az empirikus torz´ıta´sokra pillantunk, akkor la´thatjuk,
hogy ebben a tartoma´nyban a legalacsonyabbak (0.0017 e´s −0.0008). A
K ∈ [0.0, 8.0] esete´n a becsle´s felfele´, a K ∈ [10.0, 50.0] tartoma´nyban pedig
lefele´ torz´ıt.
A harmadik fontos e´szreve´tel, hogy a H−teszt esete´ben az elutas´ıta´si
ra´ta´k nagyja´bo´l 5% ko¨ru¨l mozognak (0.47−0.62) a K ∈ [0, 10.0] tartoma´ny-
ban, majd efelett K no¨vekede´se´vel monoton no¨vekednek. Vagyis csak a
K ∈ [10.0, 50.0] tartoma´nyban utas´ıtja el az egyu¨ttes normalita´s hipote´zise´t,
e´s itt is gyenge´bbnek bizonyul a to¨bbine´l. Ez abbo´l fakad, hogy az opcio´a´r
logaritmusa kis K e´rte´kekre ko¨zel´ıto˝leg norma´lis eloszla´su´, majd K no¨ve-
kede´se´vel egyre inka´bb elfajul (ld. 12-13 a´bra´k). A H−teszt ero˝sen a pere-
mekre e´p´ıt, ı´gy ezt az elmozdula´st ke´pes csak e´rze´kelni, az egyu¨ttes eloszla´s
struktu´ra´ja´ban beko¨vetkezo˝ va´ltoza´st nem. A pe´lda jo´l illusztra´lja, hogy
haba´r a K = 0 esete´n a legszebbek a peremek, az egyu¨ttes normalita´shoz
hasonlatos struktu´ra´t me´gis csak a K ∈ [8.0, 10.0] e´rte´kek esete´n tala´lunk. A
tesztek eredme´nyeit a kontroll va´ltozo´s mo´dszeren ve´gzett torz´ıta´svizsga´lat
is ala´ta´masztja, vagyis a mo´dszer te´nyleg ott mu˝ko¨dik a legjobban, ahol
a teszt az alapeloszla´st a leginka´bb norma´lisnak e´rte´keli. Megjegyezzu¨k,
hogy ahol az egyu¨ttes normalita´s teljesu¨l, ott ezt a H−teszt is elfogadja a
peremekre alapozva, teha´t az eredme´nyek konzisztensek.
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14. a´bra. To¨bbdimenzio´s normalita´s tesztek e´s empirikus torz´ıta´s
A 14. a´bra´n az illusztra´cio´ kedve´e´rt grafikonon is szemle´ltetju¨k ered-
me´nyeinket. A bal oldali grafikon mutatja a pro´bafu¨ggve´nyek empirikus
e´rte´keit a ha´rom teszt esete´ben. La´thato´, hogy az F e´s W -tesztek U-alaku´
go¨rbe´k, mı´g a H-teszt ford´ıtott L-alaku´. Az is megfigyelheto˝, hogy a W -teszt
jelento˝sen domina´lja a ma´sik ketto˝t. A 7. ta´bla´zatbo´l kiolvashato´, hogy pl.
K = 50 esete´n a W -teszt ma´r majdnem biztosan elutas´ıtja a normalita´st
(0.9685), az F -teszt csak az esetek 70%-a´ban (0.6858), a H-teszt pedig alig
to¨bb, mint az esetek fele´ben (0.5449). A jobb oldali grafikon a torz´ıta´s
alakula´sa´t mutatja teljes o¨sszhangban a tesztek eredme´nyeivel. A kontroll
va´ltozo´s mo´dszer nyilva´nvalo´an e´rze´keny az egyu¨ttes normalita´s hia´nya´ra, a
normalita´s pedig a K e´rte´ke´to˝l fu¨gg e´rze´kenyen.
Az empirikus torz´ıta´sok e´rte´kele´se´ne´l sza´mı´ta´sba kell venni a mintave´teli
hiba´t, illetve a ve´letlensza´m-genera´tor hiba´ja´t is, ami harmadik e´s negyedik
tizedesjegyen ma´r jelentkezik. Ahhoz, hogy ennek me´rte´ke´ro˝l fogalmunk
legyen, megvizsga´ltuk a modellt egy ma´sik variancia cso¨kkento˝ mo´dszerrel.
A korrela´cio´ indukcio´s mo´dszer. A fu¨ggetlen azonos eloszla´su´ minta´t
az egyszeru˝ kezelheto˝se´ge miatt haszna´ljuk, azonban korrela´lt minta´bo´l a´l-
tala´ban hata´sosabb becsle´st ke´sz´ıthetu¨nk. Ha a va´rhato´ e´rte´ket k´ıva´njuk
becsu¨lni az egyszeru˝ mintaa´tlaggal, akkor nem a FAE minta a legjobb va´lasz-





E [Xi] te´tel ugyanis a´ltala´nosan igaz, nem szu¨kse´ges






Az opcio´a´r modellt u´jra futtatuk, de a modell bemeno˝ adatait nem
egyma´sto´l fu¨ggetlenu¨l genera´ltuk, hanem az u´n. korrela´cio´ indukcio´s mo´d-
szerrel mintave´teleztu¨k. Az elo˝zo˝ekben u´gy genera´ltuk a bemeno˝ adato-
kat, hogy a [0, 1] intervallumon egyenletes eloszla´su´, fu¨ggetlen U (1)1 , ..., U
(1)
T
kiindulo´ adatokat genera´ltunk, ahol t = 1, ..., T az egyes ido˝szakokat je-
lenti. Ez volt a modell inputja, ezeket norma´lis eloszla´su´ va´ltozo´kka´ transz-
foma´ltuk, majd a (19) formula alapja´n le´trehoztuk a re´szve´nya´rfolyamok
egy szcena´rio´ja´t az adott hosszu´sa´gu´ futamido˝re, majd a modellt futtatva
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kisza´mı´tottuk az opcio´a´rat. Ezt SSIZE-szor isme´teltu¨k meg, me´gpedig oly
mo´don, hogy az i+1-dik le´pe´sben az U (i+1)1 , ..., U
(i+1)
T input adatokat az elo˝zo˝
U
(i)
1 , ..., U
(i)
T adatokto´l fu¨ggetlenu¨l genera´ltuk. Vagyis az egyes szcena´rio´kbo´l
kisza´mı´tott opcio´a´rakbo´l egy SSIZE me´retu˝ FAE minta´t nyertu¨nk, e´s ebbo˝l
a minta´bo´l becsu¨ltu¨k az opcio´a´r va´rhato´ e´rte´ke´t. A korrela´cio´ indukcio´s
mo´dszer (CI ) esete´ben az egyes szcena´rio´kat nem egyma´sto´l fu¨ggetlenu¨l ge-
nera´ljuk, amint azt a (27) se´ma mutatja.
fu¨ggetlen va´ltozo´k︷ ︸︸ ︷
U
(1)


















A korrela´cio´ indukcio´ mege´rte´se´hez mindenekelo˝tt megismerkedu¨nk a ne-
gat´ıv s´ıknegyedben valo´ fu¨ggo˝se´g (n.q.d.) fogalma´val.
82. Defin´ıcio´. Az (A1, A2) ke´tdimenzio´s ve´letlen va´ltozo´ vektor akkor n.q.d.,
ha
Pr (A1 ≤ a1, A2 ≤ a2) ≤ Pr (A1 ≤ a1) Pr (A2 ≤ a2)
tetszo˝leges a1 e´s a2-re
Ha egyenlo˝se´g a´ll fenn, akkor fu¨ggetlenek. Az n.q.d. koncepcio´ja´ra ala-
pozva bevezetju¨k az eloszla´sok egy G oszta´lya´t, melyet a szimula´cio´s model-
lek ve´letlen va´ltozo´ inputjake´nt fogunk felhaszna´lni.
83. Defin´ıcio´. Legyen G(SSIZE) ∈ G, ekkor
CI1 : SSIZE ≥ 2−re G(SSIZE) egy SSIZE dimenzio´s eloszla´s U (0, 1)
eloszla´su´ peremekkel
CI2 : G(SSIZE) mindegyik ke´tdimenzio´s peremeloszla´sa n.q.d.










i = 1, ..., SSIZE (28)










t = 1, ..., T (29)
vagyis a (27) se´ma´ban a t-dik oszlop. A mintave´teli terv ekkor
SC1 : az Ut ve´letlen vektor eloszla´sa G(SSIZE) ∈ G ∈, t = 1, .., T
SC2 : az U1, ...,UT vektorok pa´ronke´nt fu¨ggetlenek
79
Az SC1 felte´tel szerint a U
(1)
t , ..., U
(SSIZE)
t va´ltozo´k (vagyis a sorok) pa´ronke´nt
a negat´ıv s´ıknegyedben o¨sszefu¨ggo˝ek (CI1 tulajdonsa´g), az SC2 pedig a CI2
tulajdonsa´g miatt biztos´ıtja, hogy a U (i)1 , ..., U
(i)
T va´ltozo´k (oszlopok) a [0, 1]
intervallumon egyenletes, fu¨ggetlen azonos eloszla´su´ va´ltozo´k legyenek.
84. Defin´ıcio´. Az {Xi, i = 1, ..., SSIZE} minta´t G(SSIZE)-minta´nak ne-
vezzu¨k, ha a (28) e´s (29) fel´ıra´sok alapja´n az SC1 e´s SC2 felte´telek a´ltal
meghata´rozott mintave´teli terv szerint genera´ltuk.
A ko¨vetkezo˝ ke´t a´ll´ıta´s arra vonatkozik, hogy a szimula´cio´s modell ered-
me´ny va´ltozo´ja´ban valo´ban variancia cso¨kkene´s ko¨vetkezik be.
85. Ko¨vetkezme´ny. Ha G(SSIZE) ∈ G, tova´bba´ {Xi : i = 1, ..., SSIZE}
G(SSIZE)-minta e´s ϕ (.) minden argumentuma´ban monoton fu¨ggve´ny, akkor
[Xi, Xj ]i6=j n.q.d..
86. Ko¨vetkezme´ny. Ha a (A1, A2) ke´tdimenzio´s vektor n.q.d., akkor
Cov (A1, A2) ≤ 0,
e´s egyenlo˝se´g akkor e´s csak akkor a´ll fenn, ha A1 e´s A2 fu¨ggetlenek.
A 85. ko¨vetkezme´ny valo´ja´ban az 1. te´tel, a 86. ko¨vetkezme´ny pedig a











V ar [Xi] + 2
∑
i 6=j
Cov [Xi, Xj ] ≤
SSIZE∑
i=1
V ar [Xi] ,
eze´rt az a´tlag becsle´s variancia´ja valo´ban kisebb lesz, mint FAE minta esete´n,
me´gpedig a pa´ronke´nti kovariancia´k o¨sszege´vel.
A ϕ (.) leke´pze´s monotonita´sa´nak biztos´ıta´sa´hoz mo´dos´ıtani kellett a
norma´lis eloszla´su´ ve´letlen sza´m genera´la´st. A gasdev algoritmus, mint is-
mertettu¨k, elvete´ses mo´dszert haszna´l, vagyis adott bemeno˝ U (i)1 , ..., U
(i)
T
va´ltozo´k e´s a keletkezo˝ norma´lis eloszla´su´ Z(i)1 , ..., Z
(i)
T va´ltozo´k, s ı´gy a
Xi eredme´ny va´ltozo´ ko¨zo¨tt nincs fu¨ggve´nyszeru˝ kapcsolat. Ehelyett az
egyszeru˝bb Z = Φ−1 (U) transzforma´cio´t haszna´ltuk, ahol az U egyenle-
tes eloszla´sbo´l sza´rmazo´ ve´letlen sza´mbo´l a Φ−1 (.) fu¨ggve´nnyel, a norma´lis
eloszla´s inverz eloszla´sfu¨ggve´nye´vel ke´peztu¨nk norma´lis eloszla´su´ va´ltozo´t.
Elme´letben ugyan ez lenne a trivia´lis mo´dszer, de mint tudjuk, Φ−1 (.) za´rt
alakban nem ismert, csak polinom ko¨zel´ıte´se´t tudjuk haszna´lni. Modellu¨nk-
ben az AS241 algoritmust haszna´ltuk fel (Wichura [1988]).
A korrela´cio´ indukcio´s mo´dszerne´l gyakori e´s kedvelt mintave´teli tech-
nika a latin hiperkocka (LHS ) mintave´teleze´s, melyet mi is haszna´ltunk.
Genera´ljunk a [0, 1] intervallumon fu¨ggetlen egyenletes eloszla´su´ U (i)t (t =
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t ∼ U (0, 1) i.i.d., t = 1, ..., T e´s i = 1, ..., SSIZE
ahol pit (1) , ..., pit (SSIZE) az elso˝ SSIZE ege´sz sza´m egy ve´letlen per-
muta´cio´ja. Veszu¨nk teha´t T darab egyma´sto´l fu¨ggetlen permuta´cio´t, e´s
elve´gezve az elo˝bbi transzforma´cio´t a k´ıva´nt tulajdonsa´gu´ U˜ (i)t (t = 1, ..., T
e´s i = 1, ..., SSIZE) input adatokat nyerju¨k. Az LHS technika hasonl´ıt az
EV (egyszeru˝ ve´letlen minta) mintave´telhez abban, hogy a pit (i) va´ltozo´kat
a S = {1, ..., SSIZE} halmazbo´l visszateve´s ne´lku¨l ve´letlenszeru˝en vesszu¨k.
Emellett viszont a pi1 (i) , ..., piT (i) e´rte´keket egyma´sto´l fu¨ggetlenu¨l vissza-
teve´ssel mintave´telezzu¨k.
87. A´ll´ıta´s. A (30) formula alapja´n genera´lt G(SSIZE)LHS minta a G csala´dhoz
tartozik.
A mo´dszert behato´bban vizsga´lta McKay et al.[1979], Stein [1987] e´s
Owen [1992a, b].
Az opcio´a´r modellt teha´t u´jrafuttattuk, de a kiindulo´ egyenletes eloszla´su´
ve´letlen sza´mokat latin hiperkocka mintave´teleze´ssel genera´ltuk. A vizsga´lat
eredme´nye´t a 8. ta´bla´zatban ko¨zo¨lju¨k 21. Az opcio´a´r eloszla´sa´to´l fu¨ggetlenu¨l
teha´t elme´letileg torz´ıtatlan becsle´st kapunk. Ce´lunk most azt vizsga´lni,
hogy az elme´letileg ze´rus torz´ıta´sokat va´lasztott r = 1000 makro-replika´cio´k
mellett22 mekkora hiba´val ko¨zel´ıtju¨k. Ez alapja´n sze´t tudjuk va´lasztani a
kontroll va´ltozo´s mo´dszerrel kapott eredme´nyeinkben a mintave´teli hiba´t a
mo´dszer a´ltal implika´lt torz´ıta´sto´l.
Az empirikus torz´ıta´sokra pillantva itt nem la´thato´ az a szisztemati-
kus va´ltoza´s, ami a kontroll va´ltozo´s becsle´si mo´dszer esete´n tapasztalhato´:
elo˝szo¨r cso¨kkene´s nagyja´bo´l K = 10-ig, majd pedig — abszolu´t e´rte´kben —
isme´t no¨vekszik a torz´ıta´s. A becsu¨lt torz´ıta´sok elo˝jele a korrela´cio´ indukcio´s
mo´dszerne´l teljesen ve´letlenszeru˝, mı´g a kontroll va´ltozo´s becsle´s esete´n ala-
csony K e´rte´kekre felfele´, magasabb K e´rte´kekre pedig lefele´ torz´ıt a becsle´s.
A hiba´k nagysa´grendje is jo´val alacsonyabb, a legto¨bb e´rte´k csak a negyedik
tizedes jegyen szignifika´ns.
A mo´dszer ke´tse´gtelen elo˝nye, hogy eloszla´sfu¨ggetlen, vagyis nincs szu¨kse´g
a to¨bbdimenzio´s normalita´s alaphipote´zise´re ahhoz, hogy torz´ıtatlan becsle´st
kapjunk. Az is la´thato´, hogy a Monte-Carlo szimula´cio´ eredme´nyei alapja´n
21Jelmagyara´zat a ma´sik ke´t ta´bla´zate´val azonos, kive´ve, hogy itt σCI oszlop szerepel,
a korrela´cio´ indukcio´s mo´dszerrel becsu¨lt a´tlag variancia´ja. Tekintve, hogy ez a mo´dszer
elme´letileg nem torz´ıtott becsle´st eredme´nyez, az MSE oszlopok hia´nyoznak. Nem szere-
pel tova´bba´ — e´rtelemszeru˝en — a korrela´cio´ra vonatkozo´ becsle´s sem.
22Vagyis 1000 db becsle´st sza´molunk ki.
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8. ta´bla´zat. Korrela´cio´ indukcio´s mo´dszer
K σ2 σ2CI η Torz´ıta´s
0.0 0.0202 0.0102 50.61 −0.000514
2.0 0.0207 0.0105 50.86 0.000250
4.0 0.0211 0.0107 50.58 −0.002393
8.0 0.0226 0.0120 53.01 0.000137
10.0 0.0236 0.0129 54.74 −0.000745
16.0 0.0260 0.0183 70.45 −0.000012
32.0 0.0441 0.0353 80.07 −0.007234
50.0 0.1356 0.1121 90.05 0.006427
igen jelento˝s me´rte´ku˝ variancia cso¨kkente´st (50%!) tudtunk ele´rni. A prob-
le´ma´t me´gis az okozza, hogy a variancia cso¨kkene´s me´rte´ke´t analitikusan
(ex-ante) nem lehet meghata´rozni. Ha pl. SSIZE = 1000 me´retu˝ minta´bo´l
megb´ızhato´an tudna´nk a va´rhato´ e´rte´ket becsu¨lni, de ez k´ınosan hosszu´
futa´si ido˝t eredme´nyez, akkor a kontroll va´ltozo´s mo´dszer esete´n a (24) for-
mula alapja´n meghata´rozhatjuk, hogy mondjuk SSIZE = 800 ugyanezt a
pontossa´got biztos´ıtja. A korrela´cio´ indukcio´s mo´dszer esete´n csak annyit
tudunk (e´spedig a 86. ko¨vetkezme´ny alapja´n), hogy a variancia biztosan ala-
csonyabb lesz adott SSIZE = 1000 me´retu˝ minta´bo´l sza´mı´tott becsle´sre,
de nem tudunk spo´rolni a futa´si ido˝vel.
Tova´bbi proble´ma, hogy az opcio´a´r eloszla´sa´nak a ma´sik parame´tere, a
szo´ra´s (σX) is e´rdekel bennu¨nket. A korrela´cio´ indukcio´s mo´dszerne´l azon-
ban mo´dos´ıtjuk az input adatokat, ı´gy az opcio´a´rra olyan minta´t kapunk,
melybo˝l a va´rhato´ e´rte´k me´g torz´ıtatlanul becsu¨lheto˝, a szo´ra´s azonban
ma´r nem. A kontroll va´ltozo´s mo´dszer haszna´lata esete´n σX tova´bbra is
torz´ıtatlanul becsu¨lheto˝ a korriga´lt tapasztalati szo´ra´ssal.
Megjegyezzu¨k, hogy a kontroll va´ltozo´s mo´dszerre vonatkozo´an le´teznek
aszimptotikus te´telek, vagyis melyek nagy minta´k esete´n jo´l mu˝ko¨dnek (Nel-
son [1990]). A nagy alatt egy olyan mintame´retet kell e´rteni, mely az
aszimptotikus tulajdonsa´gokhoz ele´gse´ges, de me´g elfogadhato´ ra´ford´ıta´s
mellett kisza´molhato´ modellt eredme´nyez. A norma´lis eloszla´s hipote´zise´re
e´pu¨lo˝ modellek vila´ga´t teha´t a kutato´k igyekeznek ta´g´ıtani, ameddig csak
lehetse´ges. Sajnos azonban vannak olyan teru¨letek, ahol a piac teljesen ma´s
mo¨go¨ttes logika szerint mu˝ko¨dik, ı´gy a modellek e´p´ıte´se´hez u´j mo´dszertanra
van szu¨kse´g. Ilyen teru¨let a piaci kocka´zatkezele´s, melyre pe´lda´t a most
ko¨vetkezo˝ re´szben mutatunk be.
6.2. Kocka´ztatott e´rte´k sza´mı´ta´s
A modern piaci kocka´zatme´re´s legne´pszeru˝bb elemze´si rendszere´t a kocka´z-
tatott e´rte´k — Value at Risk; VaR— sza´mı´ta´sa´hoz kapcsolo´do´ mo´dszerek
jelentik. Ez tipikusan egy olyan alkalmaza´si teru¨let, ahol az alapeloszla´sra —
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esetu¨nkben a piaci hozamok eloszla´sa´ra — vonatkozo´ normalita´s hipote´zise
legkeve´sbe´ a´llja meg a helye´t. Az alapadatok komponensenke´nti, egydi-
menzio´s ido˝soraira to¨bbnyire a csu´csossa´g, illetve a hosszan elnyu´lo´, vastag
sze´lek a jellemzo˝ek.
A piaci hozamok ido˝sora´t lehet statikus illetve dinamikus modellel le´ırni.
A statikus esetben felte´telezzu¨k, hogy az adatok variancia´ja minden ido˝-
pontban azonos, mı´g a dinamikus esetben a variancia valamilyen sztochasz-
tikus folyamat (pl. ARCH, GARCH) szerint va´ltozik. Mi most a sta-
tikus esettel foglalkozunk, vagyis igyekeztu¨nk olyan ido˝sort tala´lni, ami
a variancia´ra vonatkozo´ felteve´snek megfelel. Az itt ko¨zo¨lt elemze´s egy
elo˝ke´szu¨letben le´vo˝ tanulma´ny re´sze, melynek magam is ta´rsszerzo˝je vagyok
(Benedek et.al.[2001]).
A portfo´lio´ diverzifika´cio´ja a kocka´zatkezele´sben kiemelkedo˝ fontossa´ggal
b´ır, erre Markovitz tanulma´nya h´ıvta fel a figyelmet (Markovitz [1959]).
A diverzifika´cio´ u´gy mu˝ko¨dik, hogy ha a portfo´lio´t to¨bb kocka´zati faktor
ko¨zo¨tt alloka´ljuk, akkor haba´r egyes faktorok kedvezo˝tlen elmozdula´sa miatt
vesz´ıthetu¨nk, ma´s faktorok gyenge vagy negat´ıv korrela´ltsa´guk miatt kom-
penza´lja´k az elo˝bbi vesztese´get. Az, hogy meghata´rozott valo´sz´ınu˝se´gi szin-
ten a normalita´s ko¨ru¨lme´nyeihez ke´pest jo´val nagyobb vesztese´g keletkezhet,
ma´ra ma´r szervesen bee´pu¨lt a kocka´zatkezelo˝k tudata´ba. Azonban azt is
vila´gosan kell la´tni, hogy a to˝kepiaci va´lsa´gok esete´n, ami egy ege´sz szektort
vagy fo¨ldrajzi re´gio´t e´rint, az egyes faktorok egyu¨ttesen produka´lhatnak ha-
talmas vesztese´get. Ma´sszo´val portfo´lio´k esete´n a legsu´lyosabb proble´ma´t
nem az okozza, hogy egy faktor extre´m viselkede´st produka´l, hanem az, hogy
az extremita´st egyu¨ttesen, egyszerre ke´pesek mutatni, e´s ekkor a diverzi-
fika´cio´ ma´r nem jelent akkora ve´delmet, mint azt norma´lis piaci ko¨ru¨lme´nyek
ko¨zt va´rna´nk. Persze nem kell felte´tlenu¨l ritka´n beko¨vetkezo˝ krach-okra gon-
dolni. A mindennapok sora´n az egyu¨ttesen beko¨vetkezo˝ vesztese´gek gyako-
risa´ga jo´val nagyobb, mint azt az elliptikus kontu´rok alapja´n gondolhatna´nk.
Ahhoz, hogy a re´szve´nyhozamok egyu¨ttmozga´sa´t jobban mege´rtsu¨k, e´s
a kocka´zatot mine´l valo´szeru˝bben meg tudjuk ragadni, ma´r nem ele´gse´ges a
linea´ris korrela´cio´ fogalma. Ennek legfo˝bb oka az, hogy a linea´ris korrela´cio´
csak akkor alkalmazhato´, ha az alapeloszla´s elliptikus. Ezen belu¨l pedig
csak a to¨bbdimenzio´s egyu¨ttes norma´lis eloszla´s esete´ben ele´gse´ges a kap-
csolatszorossa´g me´re´se´re, hiszen csak ebben az esetben ı´rja le teljesko¨ru˝en
az eloszla´s fu¨ggo˝se´gi viszonyait (ld. 29. illetve 66. megjegyze´sek).
Ha az alapeloszla´s nem teljes´ıti az egyu¨ttes normalita´s ko¨vetelme´nye´t,
akkor alternat´ıv fu¨ggo˝se´gi me´ro˝sza´mokra van szu¨kse´g. Ilyen lehet pe´lda´ul
az aszimptotikus fu¨ggo˝se´g (37. defin´ıcio´), mely a to˝zsdei extre´m eseme´nyek
me´re´se´re alkalmasnak la´tszik. Lehetse´ges ugyanis, hogy a napi mozga´sokat
tekintve az egyes pap´ırok ko¨zo¨tt ko¨zepes vagy gyenge korrela´cio´t me´ru¨nk,
me´gis, ha valami rendk´ıvu¨li eseme´ny to¨rte´nik, ezek a pap´ırok egyszerre kez-
denek zuhanni vagy emelkedni. Vagyis extre´m eseme´ny (tail event) beko¨vet-
keze´se az egyik va´ltozo´ban egyu¨ttja´r egy ma´sik va´ltozo´ e´rte´ke´ben beko¨vet-
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kezo˝ extremita´ssal. Ebbo˝l a szempontbo´l a norma´lis eloszla´s ele´g kedvezo˝tlen
modellva´laszta´s lenne, hiszen tudjuk a 38. megjegyze´s alapja´n, hogy az el-
oszla´s aszimptotikusan fu¨ggetlen. Ugyanakkor a Student t-eloszla´s pe´lda´ul,
ku¨lo¨no¨sen alacsony szabadsa´gfokokna´l, aszimptotikusan o¨sszefu¨ggo˝. A 9.
ta´bla´zatot az Embrechts et al. [1999] cikkbo˝l vettu¨k a´t.
9. ta´bla´zat. A t-kopula aszimptotikus fu¨ggo˝se´ge
ν/rij −0.5 0.0 0.5 0.9 1.0
2.0 0.06 0.18 0.39 0.72 1
4.0 0.01 0.08 0.25 0.63 1
10.0 0.00 0.01 0.08 0.46 1
∞ 0 0 0 0 1
Az oszlopok ke´t perem ko¨zti ku¨lo¨nbo¨zo˝ korrela´cio´ mellett, a sorok pedig
ke´t ku¨lo¨nbo¨zo˝ szabadsa´gfok (ν) parame´ter mellett mutatja´k az aszimpto-
tikus fu¨ggo˝se´g e´rte´keit. La´thato´, hogy a korrela´cio´ no¨vekede´se´vel illetve a
szabadsa´gfok cso¨kkene´se´vel no˝ az aszimptotikus fu¨ggo˝se´g. Mivel ν → ∞
norma´lis eloszla´s, eze´rt a norma´lis eloszla´s szimptotikusan fu¨ggetlen. A 15.
a´bra´n egy gaussi illetve egy t2 kopula´bo´l vett genera´lt minta´t a´bra´zoltunk
r = 0.8 korrela´cio´ mellett. A t2 kopula´na´l jo´l la´thato´ az egyu¨ttes extre´m
eseme´nyek nagyobb gyakorisa´ga, a pontfelho˝ elnyu´ltabb, to¨bb a kiugro´ e´rte´k.
Tova´bbi fu¨ggo˝se´gi struktu´ra´k le´ıra´sa´ra e´s fu¨ggo˝se´gek me´re´se´re ad le-
heto˝se´get a kopula fogalma (ld. 6. defin´ıcio´). Ennek seg´ıtse´ge´vel adott
peremeloszla´sokat tetszo˝leges fu¨ggo˝se´gi struktu´ra´val kapcsolhatjuk o¨ssze.
Ketto˝ne´l to¨bb dimenzio´s esetben pedig specia´lis konstrukcio´kkal olyan ko-
pula´kat definia´lhatunk, melyek a pa´ronke´nti fu¨ggo˝se´g mellett rendelkeznek
u´n. globa´lis fu¨ggo˝se´gi parame´terrel.
Ebben az alpontban olyan modelleket fogunk bemutatni, melyek a nor-
ma´lis eloszla´sra e´pu¨lo˝ modellek lehetse´ges alternat´ıva´i. Az aszimptotikus
fu¨ggo˝se´g e´s kopula fogalmak seg´ıtse´ge´vel fogunk modellt e´p´ıteni, melyet fo˝leg
a ko¨nnyu˝ uto´tesztelheto˝se´ge miatt V aR sza´mı´ta´sokkal fogunk illusztra´lni.




pijzj j ∈ {1, 2, 3}
alaku´ egyszeru˝ portfo´lio´kat, ahol pij az j indexu˝ pap´ır e´rte´ke, zj pedig an-
nak hozama. Jelo¨lje FΠ a portfo´lio´ eloszla´sfu¨ggve´nye´t, ekkor a V aR e´rte´k
kisza´mı´ta´sa α valo´sz´ınu˝se´gi szinten forma´lisan
V aRα (Π) = − inf {v ∈ R : FΠ (v) ≥ 1− α}
vagyis a portfo´lio´ jo¨vo˝beli e´rte´keinek az adott valo´sz´ınu˝se´gi szinthez tar-
tozo´ percentilise. Ha az FΠ eloszla´sfu¨ggve´ny inverze nem ismert, akkor a
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15. a´bra.
Gaussi e´s t2-kopula´bo´l genera´lt minta´k norma´lis eloszla´su´ peremekkel,
r = 0.8
V aR e´rte´ket Monte-Carlo szimula´cio´ seg´ıtse´ge´vel tudjuk becsu¨lni. A tech-
nika pontosan ugyanaz, mint mikor a Shapiro-Wilk statisztika´hoz kritikus
e´rte´keket kerestu¨nk. Esetu¨nkben mondjuk r ku¨lo¨nbo¨zo˝ lehetse´ges eseme´ny
esete´n α = 0.95 szinten a 0.05r−dik legrosszabb elem. A pap´ırok e´rte´ke´t
egyse´gnyinek va´lasztjuk, vagyis pij = 1 minden j − re.
Tegyu¨k fel, hogy van a re´szve´nyek hozama´ra vonatkozo´an egy n me´retu˝
Z
(1)
j , ..., Z
(n)
j , j = 1, 2, 3 minta´nk, e´s erre szeretne´nk modellt illeszteni. Ek-
kor ke´t leheto˝se´gu¨nk van. Fel´ırhatunk egydimenzio´s modellt a portfo´lio´ el-




j e´s erre illesztju¨k FΠ-et, majd ennek becsu¨lju¨k a megadott ku¨szo¨be´rte´-
ke´t. A ma´sik u´t az, ha egy to¨bbdimenzio´s G3 eloszla´st illesztu¨nk a hozamok
to¨bbdimenzio´s minta´ja´bo´l, majd pedig a ζ =
∑
j
ζj va´ltozo´ra sza´mı´tunk per-
centiliseket, ahol [ζ1, ζ2, ζ3] ∼ G3. Uto´bbi bonyolultabb, de kifinomultabb
megolda´s, hiszen a portfo´lio´ban egyma´sto´l jelento˝sen elte´ro˝ kocka´zatossa´gu´
instrumentumok is lehetnek, melyeket a portfo´lio´ modell esetleg - az agg-
rega´cio´ miatt - o¨sszemos. Mi mindke´t megko¨zel´ıte´st bemutatjuk.
A V aR, mint mondtuk, egy jo¨vo˝beli e´rte´kre vonatkozo´ becsle´s. Egy
adott minta ido˝szakra, melyet ablaknak is szoka´s nevezni, megbecsu¨lju¨k az
eloszla´st. Mivel feltettu¨k, hogy a variancia a´llando´, eze´rt egy t = 1, ..., T
ido˝sort egy minta´nak tekintu¨nk, e´s erre illesztju¨k a kiva´lasztott eloszla´st. A
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V aRα e´rte´k a becsu¨lt eloszla´s 1−α percentilise, melyet a (T + 1)-dik napra
vonatkoztatunk. A ta´rgynapra vonatkozo´ becsle´su¨nket teha´t a ta´rgynapot
megelo˝zo˝ T nap eseme´nyeire alapozzuk. A becsle´s alapja´n hozott do¨nte´su¨nk
bizonyos kocka´zatot is maga´ban rejt. Egy α = 95%-os V aR e´rte´k ugyanis
azt jelenti, hogy az esetek 5%-a´ban te´vedni fogunk. Azt, hogy modellu¨nk
helyes-e, vagyis hogy te´nylegesen ekkora-e a hibasza´zale´k, u´gy elleno˝rizhetju¨k,
hogy to¨bb becsle´st ve´gzu¨nk, e´s megvizsga´ljuk a hibaara´nyt empirikusan. A
t = 1, ..., T ablakot tova´bb csu´sztatjuk a t = 2, ..., (T + 1) ido˝szakra, e´s
megbecsu¨lju¨k a (T + 2) ta´rgynapi V aR e´rte´ket e´s ı´gy tova´bb. A kapott
becsle´sekbo˝l azta´n hibaara´nyt sza´molunk, e´s tesztelju¨k (ld. ke´so˝bb), hogy
az empirikus hibaara´ny elte´re´se az elme´leti e´rte´kto˝l szignifika´ns-e (elfogad-
hato´-e), vagy sem.
Egydimenzio´s portfo´lio´ modellek. Ke´t modellt vizsga´ltunk. Az elso˝ben
a portfo´lio´ eloszla´sa´ra normalita´st felte´teleztu¨nk, mı´g a ma´sodikban a port-
fo´lio´t t-eloszla´su´nak felte´teleztu¨k. Mivel a szabadsa´gfok no¨vekede´se´vel a
t-eloszla´s a norma´lis eloszla´shoz tart, eze´rt elme´letileg csak egy modellro˝l
van szo´. A gyakorlatban a ν = 50 szabadsa´gi fok felett a ke´t eloszla´s ko¨zo¨tt
nincs is ku¨lo¨nbse´g. Mivel a t-eloszla´s a (µ, σ) parame´tereiben folytonos, a
ν parame´terben pedig diszkre´t, eze´rt iterat´ıv becsle´st haszna´ltunk. Adott
ν ∈ [1, 2, ..., 50] e´rte´kekre elo˝a´ll´ıtottuk a (µ, σ) parame´ter egyu¨ttes likelihood
becsle´seit, majd azt va´lasztottuk ki, melyne´l a likelihood e´rte´ke a legnagyobb
volt. Mivel ν-ben a likelihood e´rte´kek ,,konka´v“-ak, eze´rt a becsle´st ν = 1-
to˝l kiindulva addig e´rdemes folytatni, mı´g a likelihood e´rte´k el nem kezd
cso¨kkenni. Norma´lis eloszla´st felte´telezve a parame´terek likelihood becsle´se
az egyszeru˝ mintaa´tlag e´s a korriga´latlan tapasztalati variancia.
A becsu¨lt norma´lis eloszla´s megfelelo˝ percentilis e´rte´keit a norma´lis el-
oszla´s inverz eloszla´sfu¨ggve´nye´bo˝l (Wichura [1988]), a t-eloszla´s percentili-
seit pedig az inverz be´ta-fu¨ggve´ny seg´ıtse´ge´vel sza´mı´thatjuk ki.
Kopula modellek. Ke´t modellcsala´dot vizsga´ltunk. Az egyikben a fu¨g-
go˝se´gi struktu´ra´t t-kopula´val ı´rjuk le, a ma´sikban u´n. MMx kopula´kat il-
lesztu¨nk, melyeket ro¨videsen ismertetu¨nk. Peremeknek azonban mindke´t
esetben t-eloszla´st va´lasztottunk. A gyakorlatban ugyanis a hozamok el-
oszla´sa´t vagy t-eloszla´su´nak, vagy α-szimmetrikus eloszla´su´nak (ld 32. de-
fin´ıcio´) felte´telezik.
88. Megjegyze´s. Ha u´gy tetszik, ke´t riva´lis modellro˝l van szo´. Az α-
szimmetrikus (vagy stabil) eloszla´s haszna´lata elme´letileg jobban indokol-
hato´, a t-eloszla´s viszont igen jo´l illeszkedik a hozamok ido˝soraira. Az
e´rdeklo˝do˝ olvaso´nak aja´nljuk a Pala´gyi [2001] dolgozatot, mely egy kolle´ga´nk
ugyancsak a te´ma´ban ı´rott disszerta´cio´ja.
A kopula modellek becsle´se´nek menete a ko¨vetkezo˝:
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1. Megbecsu¨lju¨k a tj (zj ;µj , σj , νj) peremeloszla´sokat az elo˝zo˝ekben le´ırt




j ; µˆj , σˆj , νˆj
)
j = 1, 2, 3 e´s
i = 1, ..., n valo´sz´ınu˝se´geket.
2. Az ı´gy kapott U (n)j , ..., U
(n)
j j = 1, 2, 3 to¨bbdimenzio´s minta´ra illesztju¨k
a C3 (u; θ) kopula´t szinte´n likelihood mo´dszerrel.
3. A becsu¨lt eloszla´s teha´t a
G3 ≡ C3
(
t1 (z1; µˆ1, σˆ1, νˆ1) , tj (z2; µˆ2, σˆ2, νˆ2) , t3 (z3; µˆ3, σˆ3, νˆ3) ; θˆ
)
alakot o¨lti, melybo˝l azta´n Monte-Carlo szimula´cio´val r fu¨ggetlen ve´letlen
vektort genera´lunk. Legyen ez a ζ(1)j , ..., ζ
(r)
j , j = 1, 2, 3 halmaz.





j statisztika´kat, e´s rendezzu¨k o˝ket, vagyis
legyen ζ(1) ≤ ... ≤ ζ(r) A V aRα e´rte´k az r (1− α)−dik legkisebb
elem lesz.
89. Megjegyze´s. A kopula egy eloszla´sfu¨ggve´ny, teha´t a parame´tereit a
szoka´sos mo´dszerekkel becsu¨lju¨k. Ha a likelihood becsle´st va´lasztjuk, akkor
persze szu¨kse´g van a su˝ru˝se´gfu¨ggve´nyre is.
A t-kopula a t-eloszla´s eloszla´sfu¨ggve´nye´bo˝l az 1.1. pont 8. ko¨vet-
kezme´nye alapja´n sza´rmaztathato´. Ha teha´t HT (.) folytonos m−dimenzio´s
t-eloszla´s t1 (.) , ..., tm (.) peremeloszla´sokkal e´s t−11 (.) , ..., t
−1
m (.) inverz elosz-
la´sfu¨ggve´nyekkel, akkor a
CT (u1, ..., um) = HT
(




eloszla´sfu¨ggve´ny a t-kopula, mely egye´rtelmu˝. Ugyanez igaz ba´rmely ma´s
folytonos eloszla´sfu¨ggve´nyre is. Ha a kopula´t elliptikus eloszla´sbo´l sza´rmaz-
tatjuk a fent le´ırt mo´don, akkor elliptikus kopula´nak h´ıvjuk.
Megjegyezzu¨k, hogy ku¨lo¨nbo¨zo˝ peremeloszla´sokkal rendelkezo˝ eloszla´s
norma´lis vagy t-kopula´val ma´r nem elliptikus eloszla´s, az elliptikussa´g a
fu¨ggo˝se´gi struktu´ra´ja´ra igaz, az eloszla´sra maga´ra ma´r nem. A mi modell-
jeinkne´l pedig ez a helyzet, hiszen minden egyes peremre ku¨lo¨n illesztu¨nk
t-eloszla´st, melyek szabadsa´gfokai ku¨lo¨nbo¨zhetnek. De mi lehet a forma pa-
rame´ter (illetve korrela´cio´s egyu¨tthato´) jelente´se ebben az esetben? Tegyu¨k
fel, a korrela´cio´ egyse´gnyi a k-dik e´s j-dik perem ko¨zo¨tt, ami linea´ris fu¨gg-
ve´nyszeru˝ kapcsolatot jelent, vagyis uj = uk23, ahol uj e´s uk a kopula k-dik e´s
j-dik pereme. Ekkor az eloszla´s megfelelo˝ ke´t perem va´ltozo´ja zj = t−1j (uj) ,
zk = t−1k (uj) e´s ı´gy zj = F
−1
j (Fk (zk)), vagyis zj nemlinea´ris fu¨ggve´nye zk-
nak. A va´lasz teha´t, hogy a nemlinea´ris pa´ronke´nti korrela´cio´t me´ri.
23A linea´ris fu¨ggve´nyszeru˝ kapcsolat azt jelenti, hogy uj = αuk + β. Ugyanakkor a
t−kopula esete´n α = 1 e´s β = 0 mivel a uj = t−1νj (xj) va´ltozo´k nulla va´rhato´ e´rte´ku˝ e´s
egyse´gnyi variancia´ju´ ve´letlen va´ltozo´k.
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90. Megjegyze´s. Az elo˝bbiekben a fu¨ggo˝se´g (e´s a kocka´zat) alternat´ıv
megko¨zel´ıte´seire koncentra´ltunk. A kopula´k haszna´lata´val azonban nemcsak
a gaussi modellek vila´ga´bo´l le´pu¨nk ki, hanem az elliptikus eloszla´soke´bo´l
is. Ma´r egy egyszeru˝ t-kopula modellel is, melyekhez t-peremeloszla´sokat
rendelu¨nk, mino˝se´gileg nagyot le´pu¨nk, hiszen amellett, hogy az egyes inst-
rumentumok viselkede´se´t egyedileg tudjuk modellezni, a linea´ris korrela´cio´
fogalma´t implicite a´ltala´nos´ıtjuk.
Az elliptikus kopula´k sza´rmaztata´sa teha´t relat´ıve egyszeru˝ feladat, ebbo˝l
a vila´gbo´l kile´pve azonban to¨bbdimenzio´s kopula´k konstrua´la´sa nem egy-
szeru˝ feladat. A´ltala´nos esetben to¨bbdimenzio´s kopula´k le´trehoza´sa´ban fon-
tos szerepet to¨ltenek be a Laplace-transzforma´cio´k. Jelen alkalmaza´sban ke´t
ilyen transzforma´cio´t mutatunk be, az a´ltala´nos ta´rgyala´st illeto˝en aja´nljuk
a Joe [1997] mu˝vet.
91. Defin´ıcio´. LTA. (pozit´ıv stabil)




θ ≥ 1 (31)
92. Defin´ıcio´. LTB. (gamma)
ψ (s) = (1 + s)−1/θ (32)
Ezek seg´ıtse´ge´vel fele´p´ıtheto˝ a kopula´k egy olyan csala´dja, mely igen
a´ltala´nos fu¨ggo˝se´gi struktu´ra´val rendelkezik. Mivel a kopula´k elme´lete igen
messzire vezet, ehelyu¨tt nem k´ıva´nunk re´szletekbe bocsa´tkozni. A (33) for-
mula a kopula´k egy ilyen csala´dja´t definia´lja, melynek m (m− 1) /2 pa´ron-
ke´nti fu¨ggo˝se´gi parame´tere van, egy darab globa´lis fu¨ggo˝se´gi parame´tere e´s
m darab szimmetria parame´tere van.
















A fel´ıra´sban ψ (s) a Laplace-transzforma´cio´t jelenti, a Kij fu¨ggve´nyek pedig
ke´tdimenzio´s kopula´kat. A Joe [1997] ko¨nyv alapja´n ezt a csala´dot az MMx
kopula´knak fogjuk a ko¨vetkezo˝kben nevezni.
A Kij fu¨ggve´nyek, vagyis a ke´tdimenzio´s kopula´k ke´pezik a magasabb di-
menzio´sza´mu´ kopula´k e´p´ıto˝ko¨veit. Ke´tdimenzio´s kopula´k egyszeru˝ struktu´-
ra´ju´ak e´s egyszeru˝en konstrua´lhato´ak. Elo˝szeretettel haszna´lja´k o˝ket ugyan-
akkor, mivel me´g grafikusan a´bra´zolhato´ak. Ugyanakkor keve´sbe´ praktiku-
sak, hiszen a ke´tdimenzio´s portfo´lio´k vizsga´lata´nak nincsen gyakorlati je-
lento˝se´ge. Ke´t fontos ke´tva´ltozo´s kopula´t ismertetu¨nk, melyek a szakiroda-
lomban sze´les ko¨rben elterjedtek, e´s amelyeket ebben a tanulma´nyban is fel
fogunk haszna´lni.
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93. Defin´ıcio´. B6 csala´d (Gumbel [1960]). 1 ≤ δ ≤ ∞ korla´tok mellett









ahol is zj = − log uj .
94. Defin´ıcio´. B7 csala´d (Galambos [1975]). 1 ≤ δ ≤ ∞ korla´tok mellett







ahol is zj = − log uj .
A 91-94. defin´ıcio´kra alapozva a ko¨vetkezo˝ ha´rom, nem-elliptikus kopula´t
haszna´ltuk fel ro¨vid elemze´su¨nkben. Ha ψ LTA e´s Kij-k a B6 csala´dbo´l
valo´k, akkor az MM1 kopula´t kapjuk, ha ψ LTB e´s Kij-k a B7 csala´dhoz
tartoznak, akkor az MM2 kopula´t kapjuk, ha pedig ψ LTA e´s Kij-k B7
csala´dhoz tartoznak, akkor MM3 kopula´t kapjuk meg. A parame´terek
e´rtelmeze´se a ko¨vetkezo˝: A ψ (s)-hez tartozo´ θ parame´ter hata´rozza meg
a globa´lis fu¨ggo˝se´g me´rte´ke´t, a Kij kopula´k δij koefficiensei a pa´ronke´nti
fu¨ggo˝se´geket, νj parame´terek pedig a szimmetria me´rte´ke´t hata´rozza´k meg.
Tekintve, hogy behelyettes´ıte´s uta´n a konkre´t forma´k igen bonyolultak, eze´rt
ehelyu¨tt nem jelen´ıtju¨k meg. Az e´rdeklo˝do˝ olvaso´ megtala´lja a levezete´seket
a forra´scikkben.
95. Megjegyze´s. Bizony´ıthato´, hogy a felsorolt MM1-MM3 kopula´k mind-
egyike aszimptotikusan o¨sszefu¨ggo˝. Emellett la´ttuk, hogy ennek a kopula-
csala´dnak van globa´lis fu¨ggo˝se´gi parame´tere is (θ). Mint elemze´seinkbo˝l
majd kideru¨l, a t-kopula´na´l hasonlo´ funkcio´t to¨lt be a szabadsa´gfok pa-
rame´ter (ν). Magasabb szabadsa´gfok ugyanis kisebb aszimptotikus e´s kisebb
globa´lis fu¨ggo˝se´get jelent e´s megford´ıtva.
Mivel a modell becsle´se´t likelihood mo´dszerrel fogjuk ve´gezni, eze´rt szu¨k-
se´gu¨nk van a su˝ru˝se´gfu¨ggve´nyekre. Ez, mint ismeretes, az eloszla´sfu¨ggve´ny




A (33) ke´pletbo˝l la´thato´, hogy az
h (x1, ..., xm) = f [g (x1, ..., xm)]
a´ltala´nos formula´nak kell a vegyes parcia´lisait elo˝a´ll´ıtanunk m foksza´mig.
Mivel a g (.) leke´pze´s a Kij ke´tdimenzio´s kopula´k o¨sszege´bo˝l a´ll o¨ssze, eze´rt
csak az elso˝- e´s ma´sodrendu˝ vegyes parcia´lis deriva´ltjai lehetnek ze´rusto´l
ku¨lo¨nbo¨zo˝ek, ami ne´mileg egyszeru˝s´ıti a sza´mı´ta´sokat.
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96. Megjegyze´s. Mi egy egyszeru˝ szimbolikus deriva´lo´ algoritmust ke´sz´ı-
tettu¨nk, mely az MMx kopula´k vegyes parcia´lisait elo˝a´ll´ıtja tetszo˝leges m-
re. Megjegyezzu¨k, hogy m = 6 esete´n 96 tagu´ a deriva´lt, mely igen nagy
u¨temben emelkedikm no¨vele´se´vel. Az MMx su˝ru˝se´gfu¨ggve´nye´nek elo˝a´ll´ıta´sa
teha´t sza´mı´ta´stechnikai szempontbo´l igen ko¨ltse´ges.
A Student t-kopula´bo´l valo´ mintave´tel viszonylag egyszeru˝ feladat. Elso˝
le´pcso˝ben egy x1, ..., xm ve´letlen minta´t veszu¨nk az (R, ν) parame´teru˝ to¨bb-
dimenzio´s t-eloszla´sbo´l. Ehhez elo˝szo¨r a to¨bbdimenzio´s standard t-eloszla´sbo´l






z ∼ Nm (0, I) , χν =
√
ξ21 + ...+ ξ2ν , ξj ∼ i.i.d N (0, 1)
formula alapja´n, majd a (27) defin´ıcio´ alapja´n a k´ıva´nt parame´terekkel ren-
delkezo˝ eloszla´su´ vektorra´ alak´ıtjuk. Ezt a vektort azta´n komponensenke´nt
egyenletes eloszla´su´ va´ltozo´kka´ transzforma´ljuk a u1 = tν (x1) , ..., um =
tν (xm) formula alapja´n, ahol tν (.) a standard t-eloszla´st jelenti.
Az MMx kopula´k esete´n ilyen egyszeru˝ mo´dszer nem a´ll rendelkeze´sre,
eze´rt egy ma´sik utat kell ko¨vetnu¨nk.
• Vegyu¨nk egy p1 egyenletes eloszla´su´ va´ltozo´t e´s oldjuk meg a p1 =
C (u1, 1, ..., 1) egyenletet u1-re
• Vegyu¨nk egy pj egyenletes eloszla´su´ va´ltozo´t e´s oldjuk meg a pj =
Cj (uj |u1, ..., uj−1) egyenletet uj-re
ahol
Cj (uj |u1, ..., uj−1) = Pr (Uj ≤ uj |U1 = u1, ..., Uj−1 = uj−1)
=
∂j−1C (u1, ..., uj−1, uj , ..., 1)
∂u1...∂uj−1
/
∂j−1C (u1, ..., uj−1, 1, ..., 1)
∂u1...∂uj−1
e´s ezt isme´telju¨k j = 2, ...,m-re.
Ha C−1j (.) nem ı´rhato´ fel za´rt alakban, akkor uj-ket numerikus gyo¨kke-
reso˝ mo´dszerrel kell kisza´mı´tanunk. A Cj(.) deriva´ltjainak kisza´mı´ta´sa az
MMx kopula´k esete´ben bonyolult, ı´gy ce´lszeru˝ olyan algoritmus haszna´lata,
mely nem ige´nyli a gradiens kisza´mı´ta´sa´t. Mi Brent mo´dszere´t haszna´ltuk,
mely a Press et al. [1992] mu˝ben megtala´lhato´.
Mindke´t eloszla´st´ıpus esete´n a mintave´tel elso˝ le´pe´se mindig az, hogy
egyenletes eloszla´sbo´l kell egy ve´letlen vektort genera´lni, majd ezt transz-
forma´ljuk a k´ıva´nt eloszla´ssa´. Mivel to¨bb ido˝szakra vonatkozo´an illesztju¨k
ugyanazokat a modelleket, eze´rt ce´lszeru˝ a kiindulo´ egyenletes eloszla´sbo´l
sza´rmazo´ ve´letlen sza´moknak ugyanazzal a halmaza´val dolgozni minden
ido˝szakban, e´s az adott ido˝szakra becsu¨lt kopula parame´terek alapja´n a
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k´ıva´nt eloszla´sba transzforma´lni. Ezzel cso¨kkentheto˝ a becsle´sek variancia´ja,
hiszen a becsle´sek nincsenek mintave´teli ingadoza´snak kite´ve, csupa´n a pa-
rame´ter becsle´sek hiba´ja´val terheltek.
A t-kopula modell parame´tere´nek likelihood becsle´se´hez loka´lis optima-
liza´lo´ mo´dszert haszna´ltunk, amivel kedvezo˝ tapasztalataink voltak. Az
MMx kopula´kna´l viszont a feladat komplexita´sa´bo´l ado´do´an globa´lis mo´dszer
haszna´lata va´lt szu¨kse´gesse´. Mi a Gablonksy [2000] a´ltal ke´sz´ıtett e´s pub-
lika´lt Lipschitz optimaliza´lo´ algoritmust haszna´ltuk fel.24
97. Megjegyze´s. Elemze´su¨nkben nem mutatunk be to¨bbdimenzio´s gaussi
modellt, ugyanis mint la´tni fogjuk, nem e´rdemes. A portfo´lio´k egydimenzio´s
eloszla´sa´ra illesztettu¨nk viszont norma´lis eloszla´st. Ha ugyanis a norma-
lita´st valo´sz´ınu˝se´gi va´ltozo´k o¨sszege´nek eloszla´sa´ra ko¨vetelju¨k meg, nem pe-
dig minden egyes va´ltozo´ra, akkor a normalita´s szempontja´bo´l nyilva´nvalo´an
egy engede´kenyebb modellt kapunk. Amint la´tni fogjuk majd, ez a modell
is alulmarad a to¨bbi alternat´ıva´val szemben.
Ke´t piacot fogunk vizsga´lni, az amerikai e´s a magyar piacot. A 3-3
Dow Jones e´s BUX re´szve´nybo˝l ke´sz´ıtu¨nk portfo´lio´kat, e´s ezek hozama-
ira pro´ba´ljuk meg a fent le´ırt 6 modellt illeszteni. A modellek e´rte´kele´se´t
ha´rom krite´rium alapja´n ve´gezzu¨k. Elo˝szo¨r χ2-teszt seg´ıtse´ge´vel a modellek
illeszkede´se´t vizsga´ljuk meg. Ezuta´n α = 95, 99 e´s 99.5%-os V aR e´rte´keket
sza´molunk, melyeket szinte´n forma´lis teszt alapja´n e´rte´kelu¨nk. A forma´lis
tesztek uta´n kvalitat´ıv elemze´st ve´gzu¨nk, vagyis grafikonok seg´ıtse´ge´vel pro´-
ba´ljuk e´rtelmezni a eredme´nyeinket.
A modellek becsle´se e´s e´rte´kele´se uta´n megvizsga´ljuk to¨bbdimenzio´s nor-
malita´s tesztjeinket. Az opcio´a´raza´sos alkalmaza´sna´l bemutatott, bootstrap
technika´val ve´gzett elemze´st megisme´telju¨k a kiva´lasztott amerikai e´s ma-
gyar re´szve´nyek hozamainak ido˝sor vektoraira.
6.2.1. Dow Jones re´szve´nyek
Alapadatok:
Minta ido˝szak: 1990. februa´r 26. - 2001. februa´r 22. (2778 megfigyele´s)
Re´szve´nyek: General Electric (GE), General Motors (GM), Citigroup
(CI)
Ablak me´rete: 500 (o¨sszesen 2279 perio´dus)
Monte-Carlo szimula´cio´ me´rete: r = 10000
Illeszkede´s vizsga´lat. A portfo´lio´ modellek esete´ben jo´ illeszkede´st ta-
pasztaltunk. Az egydimenzio´s t-modell illeszkede´se´t legala´bb 5%-os szignifi-
kancia szinten a legto¨bb perio´dusban elfogadtuk.A to¨bbdimenzio´s modellek
24A te´ma´ro´l kiva´lo´ a´ttekinte´st tala´l az olvaso´ a Pinte´r [1996] e´s Zhigljavsky [1991]
mu˝vekben.
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ko¨zu¨l a t-kopula modell e´s az MM2 modell (mindketto˝ t-eloszla´su´ peremek-
kel) bizonyult szignifika´nsnak a tesztek alapja´n, a legto¨bb perio´dusban az
illeszkede´s 5%-na´l magasabb szinten elfogadhato´ volt. 1996 e´s 1998 ko¨zo¨tt
voltak ,,gyenge“ perio´dusok, amikor az illeszkede´sek szignifikancia´ja alacso-
nyabb volt, de az 1%-os szint felett maradt. Az MM1 e´s MM3 kopula
modellek a legto¨bb esetben me´g az 1%-os szintu˝ illeszkede´st sem e´rte´k el.
VaR becsle´sek. A forma´lis tesztek eredme´nyeit a 10-15. ta´bla´zatokban
foglaltuk o¨ssze. α = 5%, 1% e´s 0.5% szintu˝ VaR e´rte´ket sza´moltunk. Az
empirikus hiba´k e´rte´ke´t fe´lko¨ve´r betu˝kkel szedtu¨k e´s a ta´bla´zatok ma´sodik
soraiban tala´lhato´ak. Az utolso´ sorok tartalmazza´k a Kupiec-teszt (Kupiec
[1995]) e´rte´ke´t illetve az empirikus szignifikancia´ja´t, vagyis a p-e´rte´ket. A
teszt alapelve az, hogy a pl. 5%-os VaR e´rte´kne´l csak az esetek nagyja´bo´l
5%-a´ban kaphatunk nagyobb vesztese´get. A Kupiec-teszt azt elleno˝rzi, hogy
az etto˝l valo´ elte´re´s szignifika´ns-e vagy csak a mintave´teli ingadoza´s okozza.
10. ta´bla´zat. Egydimenzio´s gaussi modell
VaR konfidencia szint 5% 1% 0.5%
Hibaara´ny 4.70% 1.32% 1.05%
Kupiec 0.46 2.10 10.61
p-e´rte´k 49.99% 14.77% 0.11%
11. ta´bla´zat. Egydimenzio´s Student t−modell
VaR konfidencia szint 5% 1% 0.5%
Hibaara´ny 4.91% 1.10% 0.70%
Kupiec 0.04 0.21 1.66
p-e´rte´k 85.09% 64.69% 19.75%
Mindke´t portfo´lio´ modell esete´ben elfogadhato´ illeszkede´st tapasztal-
tunk, ba´r a t-modellre vontakozo´ eredme´nyek jo´val meggyo˝zo˝bbek. A gaussi
modellbo˝l sza´mı´tott empirikus hiba´k 1 e´s 5%-os szinteken megleheto˝sen na-
gyok. Ha sza´mı´ta´sba vesszu¨k, hogy a t-modell nem sokkal bonyolultabb,
e´s nem ige´nyel jelento˝sebb sza´mı´ta´stechnikai kapacita´sokat, mint a norma´lis
modell, akkor mindenke´ppen a t-modellt e´rdemes va´lasztani.
Az illeszkede´s vizsga´lat eredme´nyeivel o¨sszhangban a t-kopula e´s az MM2
modellekbo˝l sza´mı´tott V aR e´rte´kek a forma´lis teszten a´tmentek, mı´g a ma´sik
ke´t modellbo˝l sza´mı´tottak nem. Az MM1 e´s MM3 kopula modellekbo˝l
sza´mı´tott empirikus hiba´k igen magasak, ennek megfelelo˝en a p−e´rte´kek
nulla´k. A t-kopula modell V aR0.99 e´rte´ke kicsit jobb teszt eredme´nyt mu-
tat, mint az MM2 modellbo˝l sza´mı´tott, mı´g V aR0.95 e´rte´k uto´bbina´l bi-
zonyult biztosabbnak. A V aR0.995 e´rte´kne´l gyakorlatilag azonosak a teszt
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12. ta´bla´zat. Student t−kopula
VaR konfidencia szint 5% 1% 0.5%
Hibaara´ny 4.17% 1.05% 0.61%
Kupiec 3.51 0.06 0.56
p-e´rte´k 6.11% 80.06% 45.52%
13. ta´bla´zat. MM1 kopula
VaR konfidencia szint 5% 1% 0.5%
Hibaara´ny 7.15% 2.15% 1.18%
Kupiec 19.72 22.90 15.48
p-e´rte´k 0.00% 0.00% 0.01%
14. ta´bla´zat. MM2 kopula
VaR konfidencia szint 5% 1% 0.5%
Hibaara´ny 5.66% 1.10% 0.61%
Kupiec 2.01 0.21 0.56
p-e´rte´k 15.62% 64.69% 45.52%
15. ta´bla´zat. MM3 kopula
VaR konfidencia szint 5% 1% 0.5%
Hibaara´ny 7.06% 2.15% 1.23%
Kupiec 18.23 22.90 17.26
p-e´rte´k 0.00% 0.00% 0.00%
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eredme´nyek.
Kvalitat´ıv vizsga´lat. A Dow Jones piacon ve´gbemeno˝ folyamatok jo´l
nyomon ko¨vetheto˝ek a globa´lis fu¨ggo˝se´get me´ro˝ parame´terek va´ltoza´sa´n ke-
resztu¨l. Az MMx kopula´knak van is egy ilyen parame´tere (θ), mı´g a t-
kopula esete´ben a globa´lis fu¨ggo˝se´get a szabadsa´gfok parame´teren (ν) ke-
resztu¨l tudjuk megragadni. A 16. grafikonon ezek e´rte´ke´t a´bra´zoltuk az
egyes perio´dusokra. Mivel az MM1 e´s MM3 kopula´k a´ltala´ban hasonlo´
eredme´nyeket produka´ltak, ı´gy csak egyiko˝ju¨k parame´tere´t tettu¨k fel a gra-
fikonra.
Amint az illeszkede´s tesztek eredme´nyeiben beko¨vetkezo˝ bizonytalansa´g
is utalt ra´, az 1996-1998 ko¨zo¨tti ido˝szakban egy dra´mai va´ltoza´s ko¨vetke-
zett be a piacon, legala´bbis a ha´rom vizsga´lt re´szve´nyt illeto˝en. Ezekben a
perio´dusokban a globa´lis fu¨ggo˝se´g cso¨kkent (ami a t-kopula modell esete´ben
a ν parame´ter no¨vekede´se´vel ja´r egyu¨tt), a piac u´gymond ,,sze´tszakadt“.
A peremeloszla´sokra pillantva azt la´tjuk (18. a´bra), hogy GE re´szve´ny ho-
zama´ra illesztett t-eloszla´s szabadsa´gfoka a νGE = 30−50 tartoma´nyban mo-
zog, vagyis ko¨zel´ıto˝leg norma´lis eloszla´su´. Ezzel ellente´tben GM hozamokna´l
νGM = 7 − 12 szabadsa´gfokokat becsu¨ltu¨nk, ami leptokurtikus eloszla´sra
utal. A harmadik re´szve´nyre becsu¨lt szabadsa´gfokok (CI ) a νCI = 33
e´rte´kro˝l νCI = 7 e´rte´kre cso¨kkentek, az eloszla´s 1998 ve´ge´re csu´csossa´,
hosszan elnyu´lo´va´ va´lt25. Ke´so˝bb a piac isme´t visszaa´llt, e´s mindha´rom
re´szve´nyre becsu¨lt parame´terek visszate´rtek a kora´bbi ν = 4 − 15 ko¨ru¨li
szintre. Az 1996-os eseme´nyekhez hasonlo´ to¨rte´nt u´jra 2000 tavasza ko¨ru¨l.
La´tszo´lag a GE re´szve´nynek tulajdon´ıthato´k tu´lnyomo´ re´szben az eml´ıtett
va´ltoza´sok, hiszen ezen re´szve´ny szabadsa´gfoka ta´volodik el a to¨bbieke´to˝l
mindke´t esetben, ami a globa´lis fu¨ggo˝se´g cso¨kkene´se´t vonja maga uta´n.
A 17. a´bra´ra pillantva azt tala´ljuk, hogy a V aR0.99 e´rte´kek pontosan
ko¨vetik a globa´lis fu¨ggo˝se´g va´ltoza´sa´t. Amikor ugyanis az egyes re´szve´nyek
elkezdenek ku¨lo¨nbo¨zo˝ke´ppen viselkedni, vagyis diverzifika´lo´dik a portfo´lio´nk,
akkor az egyma´sto´l valo´ globa´lis fu¨ggo˝se´g cso¨kken, ami alacsonyabb kocka´-
zatot jelent, s eze´rt az egyes modellekbo˝l sza´mı´tott V aR e´rte´kek is alacso-
nyabbak lesznek.
A teljesse´g kedve´e´rt egy pa´r szo´t szo´lunk a pa´ronke´nti fu¨ggo˝se´gro˝l is.
Az MM2 kopula δij parame´tere´nek ido˝sora ba´r zajos, me´gis egy struktu´ra
la´tszik ko¨rvonalazo´dni benne. A δGE,GM parame´ter monoton cso¨kkent, mı´g
a δGE,CI parame´ter monoton no˝tt (vagyis egyre ero˝sebben egyu¨tt mozogtak)
a teljes vizsga´lt ido˝szakra a gyenge ido˝szakot kive´ve, amikoris a tendencia
megfordult. Ezalatt δGM,CI konstans maradt, e´s gyenge fu¨ggo˝se´get muta-
tott. Mivel a pa´ronke´nti fu¨ggo˝se´g e´s a portfo´lio´ kocka´zata ko¨zo¨tt nehe´z
a kapcsolatot megtala´lni, ı´gy ezek a parame´terek o¨nmagukban nem sok
25Ez a tendencia ege´szen 2000. augusztusig folytato´dott, mikor a ν = 4 minima´lis
e´rte´ket e´rt el.
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16. a´bra. Globa´lis fu¨ggo˝se´g - Dow Jones re´szve´nyek
konklu´zio´val szolga´lnak.
Haba´r a t-kopula e´s az MM2−kopula modellekbo˝l nagyja´bo´l ugyanak-
kora VaR e´rte´keket sza´molunk, a t-kopula modell becsle´sei megleheto˝sen
zajosak. Ez ku¨lo¨no¨sen a gyenge perio´dusokban e´rze´kelheto˝, amikor a GE ho-
zamok e´s a kopula szabadsa´gfok parame´terei is magasak. Ez abbo´l a te´nybo˝l
ered, hogy a szabadsa´gfokok magasabb tartoma´nya´ban, pe´lda´ul egy t20 e´s
t25 modell ko¨zo¨tt, nincs igaza´n nagy ku¨lo¨nbse´g, mı´g mondjuk egy t2 e´s t3
modell ko¨zo¨tt igen e´les a hata´r.
A to¨bbdimenzio´s normalita´s tesztek eredme´nyei egyhangu´an azt sugall-
ta´k, hogy a normalita´s hipote´zise az 1997 janua´r - 1997 a´prilis e´s 2000 no-
vember - 2001 janua´r ido˝szakokat kive´ve nem a´llja meg a helye´t. Nem meg-
lepo˝en mindke´t ido˝szak a gyenge ido˝szakokba esik, amikor is diverzifika´ltabb
portfo´lio´nk van, e´s alacsonyabb vesztese´get va´runk a becsu¨lt VaR e´rte´kek
alapja´n. Haba´r ero˝sen megke´rdo˝jelezheto˝, hogy ezekben az ido˝szakokban
az egyu¨ttes eloszla´s valo´ban norma´lis26, ez re´szben me´gis magyara´zatul
szolga´l arra, hogy a kora´bbi, a normalita´s hipote´zise´re e´p´ıtett modellek mie´rt
la´tszottak mu˝ko¨dni bizonyos ido˝szakokban. Ezek a korai modellek akkor val-
lottak kudarcot, mikor extre´m eseme´nyek egyszerre ko¨vetkeztek be, melyek
modelleze´se´re a jelen alpontban bemutatott modellek alkalmasak, a gaussi
26A peremeloszla´sok ugyanis igen elte´ro˝ek, ami egy nem szimmetrikus egyu¨ttes el-
oszla´sra utal. Az egyik perem ko¨zel norma´lis eloszla´su´, mı´g ma´s peremek leptokurtikus
eloszla´sok, ezek ko¨zt me´g t7−eloszla´st is tala´lunk.
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17. a´bra. V aR0.99 becsle´sek - Dow Jones re´szve´nyek
18. a´bra. Peremeloszla´sok - Dow Jones re´szve´nyek
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19. a´bra. A to¨bbdimenzio´s normalita´s tesztek p-e´rte´kei




Minta ido˝szak: 1997. november 17. - 2001. ma´jus 8. (864 megfigyele´s)
Re´szve´nyek: MOL Rt., Mata´v Rt., OTP Bank Rt.
Ablak me´rete: 250 (o¨sszesen 615 perio´dus)
Monte-Carlo szimula´cio´ me´rete: r = 10000
Illeszkede´s vizsga´lat. A portfo´lio´ modellek, ku¨lo¨no¨ske´ppen az egydi-
menzio´s t-modell, igen jo´ illeszkede´st produka´ltak, a tesztbo˝l sza´mı´tott em-
pirikus szignifikancia szintek 5% felett voltak a legto¨bb ido˝szakban. A t-
kopula modell hasonlo´an jo´l illeszkedett 5% illetve 10% szinten a legto¨bb
perio´dusban. Az MMx modellek egyike sem volt szignifika´ns a teljes vizsga´lt
ido˝szakban. Az MM2 jo´l illeszkedett az elso˝ perio´dusokban, 5%-os szinten
elfogadhato´ volt, majd 2000. november ko¨rnye´ke´n ma´r 1% ala´ esett. Az
MM1 e´s MM3 modellek az 1999. szeptember e´s 2000. november ko¨zti
perio´dusokban mutatott szignifika´ns illeszkede´st. Ezuta´n az ido˝pont uta´n
csak a t-kopula modell illeszkedett, e´s az illeszkede´se nem romlott.
VaR becsle´sek. A forma´lis tesztek eredme´nyeit a 16-21. ta´bla´zatokban
foglaltuk o¨ssze.
Az egydimenzio´s norma´lis e´s t-modellekre hasonlo´ eredme´nyeket kap-
tunk. A V aR0.95 (α = 5%) becsle´sek megleheto˝sen konzervat´ıvak, ami az
alacsony backteszt e´rte´kekben tu¨kro¨zo˝dik. A V aR0.99 e´s V aR0.995 vesz-
tese´geket a t-modell felu¨l-, mı´g a norma´lis modell alulbecsu¨li. Az o¨sszes
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16. ta´bla´zat. Egydimenzio´s gaussi model
VaR konfidencia szint 5% 1% 0.5%
Hibaara´ny 3.58% 1.14% 0.81%
Kupiec 2.90 0.11 1.02
p-e´rte´k 8.87% 73.61% 31.31%
17. ta´bla´zat. Egydimenzio´s Student t−modell
VaR konfidencia szint 5% 1% 0.5%
Hibaara´ny 3.74% 0.81% 0.33%
Kupiec 2.24 0.23 0.43
p-e´rte´k 13.41% 63.00% 51.14%
sza´mı´tott becsle´s szignifika´ns 5%-os szinten. Mindent o¨sszevetve a t-modell
a jobb alternat´ıva.
18. ta´bla´zat. Student t−kopula
VaR konfidencia szint 5% 1% 0.5%
Hibaara´ny 1.79% 0.65% 0.33%
Kupiec 17.54 0.87 0.43
p-e´rte´k 0.00% 35.20% 51.14%
Az illeszkede´s vizsga´lat a´ltal hozott eredme´nyekkel ellente´tben az MM1
e´s MM3 kopula modellek igen jo´ becsle´seket adtak. Az empirikus hiba´k
ko¨zel estek a megadott α = 5, 1 e´s 0.5%-os e´rte´kekhez e´s szignifika´nsnak
bizonyultak. A t-kopula e´s az MM2 -kopula modellek becsle´sei megleheto˝sen
konzervat´ıvak, de minden szignifikancia szinten elfogadhato´ak (kive´ve a t-
kopula modell V aR0.95 becsle´se´t). Megjegyezzu¨k, hogy mivel az MM2 az
illeszkede´s teszten nem mindenhol ment a´t, eze´rt teljes biztonsa´ggal csak a
Student t-kopula modell aja´nlhato´.
Kvalitat´ıv vizsga´lat. Mivel a minta ido˝szak megleheto˝sen ro¨vid volt,
eze´rt igaza´n komoly ko¨vetkeztete´seket nem lehet az eredme´nyekbo˝l levonni.
Ez a piac ege´szen ma´s mo¨go¨ttes logika szerint mu˝ko¨dik, mint a Dow Jones
re´szve´nyek piaca. Valo´ja´ban ez a piac sokkal e´rdekesebb is, hiszen az extre´m
eseme´nyek egyu¨ttes beko¨vetkeze´se´nek valo´sz´ınu˝se´ge sokkal nagyobb, eze´rt a
befektete´sek va´rhato´ kocka´zata is magasabb.
Elo˝szo¨r pillantsunk a 20. grafikonra, ahol a globa´lis fu¨ggo˝se´get meg-
hata´rozo´ parame´terek ido˝sora´t a´bra´zoltuk a t-kopula, az MM1 e´s MM2 mo-
dellek esete´ben. A helyzet a ko¨vetkezo˝: Nagyja´bo´l 1999. decembere´ig egy
kocka´zatos ido˝szakot tala´lunk, amit a t-kopula modellre becsu¨lt alacsony,
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19. ta´bla´zat. MM1 kopula
VaR konfidencia szint 5% 1% 0.5%
Hibaara´ny 4.39% 1.14% 0.49%
Kupiec 0.50 0.11 0.00
p-e´rte´k 47.90% 73.61% 96.57%
20. ta´bla´zat. MM2 kopula
VaR konfidencia szint 5% 1% 0.5%
Hibaara´ny 3.90% 0.65% 0.33%
Kupiec 1.68 0.87 0.43
p-e´rte´k 19.47% 35.20% 51.14%
ν = 4 − 7 szabadsa´gfokok, illetve az MMx modellekre becsu¨lt magas θ-a´k
sejtetnek. Megjegyezzu¨k, hogy MM1 e´s MM2 modelleket ku¨lo¨nbo¨zo˝ LT -
vel konstrua´ltuk, ı´gy θ-iknak is ma´s az also´ korla´tja. Egy alacsony globa´lis
fu¨ggo˝se´ggel jellemzett csendesebb ido˝szak ko¨vetkezik nagyja´bo´l 2000. no-
vember-decembere´ig, azuta´n pedig a globa´lis fu¨ggo˝se´g isme´t no¨vekedni kezd.
Ebben az utolso´ szakaszban gyengu¨l az MMx modellek illeszkede´se.
A 99%-os V aR e´rte´kek ugyanezt a mozga´st ı´rja´k le, amint azt a 21. a´bra´n
la´thatjuk. A kocka´zatos ido˝szakban a va´rhato´ vesztese´gek magasabbak, mı´g
az 1999. decembere´to˝l 2000. decembere´ig tarto´ ido˝szakban ez me´rse´klo˝dik.
Ezuta´n pedig a portfo´lio´ isme´t kocka´zatossa´ va´lik.
Ha megne´zzu¨k a peremeloszla´sokat (ld. 22. grafikon), vila´gosan la´tszik,
hogy egyetlen re´szve´ny (MOL) egymaga´ban felelo˝s a portfo´lio´ diverzifika´-
cio´ja´e´rt. 1999 decembere´ig a portfo´lio´nkban ν = 4 − 7 szabadsa´gfoku´ t-
kopula e´s ν = 4−5 szabadsa´gfoku´ t-peremeloszla´sokkal le´ırhato´ hozamokkal
b´ıro´ re´szve´nyek vannak. Etto˝l az ido˝pontto´l kezdve viszont a MOL pap´ırok
hozama´nak eloszla´sa kezd a norma´lis eloszla´shoz ko¨zel´ıteni (vagyis a sza-
badsa´gfoka no¨vekedni kezd, mı´g nem ele´ri a maxima´lis ν = 50 e´rte´ket).
Ezzel pa´rhuzamosan cso¨kken a globa´lis fu¨ggo˝se´g, a kopula szabadsa´gfoka
ν = 25 e´rte´kig emelkedik. Mikor pedig νMOL isme´t cso¨kkenni kezd, a globa´lis
fu¨ggo˝se´g e´s a portfo´lio´ kocka´zatossa´ga megint no¨vekedni kezd.
A to¨bbdimenzio´s normalita´s tesztek az egyu¨ttes normalita´snak semmi-
21. ta´bla´zat. MM3 kopula
VaR konfidencia szint 5% 1% 0.5%
Hibaara´ny 4.23% 1.14% 0.49%
Kupiec 0.81 0.11 0.00
p-e´rte´k 36.72% 73.61% 96.57%
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20. a´bra. Globa´lis fu¨ggo˝se´g - BUX re´szve´nyek
21. a´bra. V aR0.99 becsle´sek - BUX re´szve´nyek
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22. a´bra. Peremeloszla´sok - BUX re´szve´nyek
lyen jele´t sem mutatta´k. A magyar piac kocka´zatossa´ga miatt teha´t egy
tipikusan olyan alkalmaza´si teru¨let, ahol a normalita´sra e´pu¨lo˝ modelleknek
nincsen gyakorlati relevancia´ja.
6.2.3. A pro´ba´k ereje´nek vizsga´lata
Az elo˝bbi ro¨vid elemze´sek alapja´n arra a ko¨vetkeztete´sre juthatunk, hogy a
t-kopula e´s az MM2−kopula modellek t-eloszla´su´ peremekkel jo´l jellemzik
a Dow Jones re´szve´nyek hozamainak ido˝sorait. Az illeszkede´s vizsga´latok
szignifika´ns illeszkede´st mutattak, e´s a becsu¨lt VaR e´rte´kek is a´tmentek
a forma´lis teszten. A portfo´lio´ modellek is elfogadhato´an illeszkedtek, de
a VaR e´rte´kek tesztje bizonytalanabb volt, e´s mint a grafikonon la´ttuk, a
gaussi modell a´ltal becsu¨lt vesztese´gek sokkal alacsonyabbak voltak, mint
az elo˝bbi ke´t modell esete´ben. Az elo˝rejelzett vesztese´gek ko¨zti ku¨lo¨nbse´g
abban az ido˝szakban volt a legkisebb, mikor a to¨bbdimenzio´s normalita´s
tesztek normalita´st ve´ltek az ido˝sor vektorban felfedezni. A kocka´zatosabb
ido˝szakokban azonban a V aR ollo´ kiny´ılt, s ez a BUX re´szve´nyek esete´ben
- le´ve´n magasabb kocka´zatu´ak - sokkal szembetu˝no˝bb volt.
A BUX re´szve´nyek piaca´n is hasonlo´ ko¨vetkeztete´sekre jutottunk a mo-
dellva´laszta´ssal kapcsolatban. Haba´r a Kupiec-teszt a teljes ido˝szakra vo-
natkozo´an elfogadhato´nak ı´te´lte az egydimenzo´s norma´lis eloszla´su´ modellt,
me´gis sokkal kisebb vesztese´geket becsu¨ltu¨nk belo˝le27, mint a to¨bbi mo-
27A backteszt hiba´k szinte´n alacsony V aR e´rte´ket mutattak, de a keve´sbe´ kocka´zatos
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23. a´bra. Pro´ba´k ereje, Dow Jones re´szve´nyek hozamai
dellekbo˝l a kocka´zatosabb ido˝szakban (ld. 21. a´bra). Ezzel ellente´tben
a t-kopula modell rendk´ıvu¨l konzervat´ıv becsle´seket eredme´nyezett, vagyis
tu´lbecsu¨lte a va´rhato´ vesztese´geket, mı´g az MM2 -kopula valahol a ketto˝
ko¨zo¨tt foglal helyet.
Az ido˝sor vektorokra vonatkozo´an elve´geztu¨k a normalita´s teszteket,
ebben az alpontban megvizsga´ljuk a pro´ba´k ereje´t kis minta´kra bootstrap
mo´dszerrel. Mind a Dow Jones, mind pedig a BUX pap´ırok esete´ben ke´t-
ke´t ablakot va´lasztottunk ki: egyet a kocka´zatosabb, egyet pedig a keve´sbe´
kocka´zatos ido˝szakbo´l. Az ablakbo´l n = 10, ..., 50 me´retu˝ minta´kat vettu¨nk,
me´gpedig r = 5000 darabot, e´s kisza´mı´tottuk mindegyikre az F , W e´s
H-teszteket. Sza´mla´ltuk, hogy az r darab minta´bo´l ha´nyat utas´ıtanak el,
az elutas´ıta´si ha´nyaddal becsu¨ltu¨k a pro´ba´k ereje´t. Eredme´nyeinket a 23-
24. a´bra´kon mutatjuk be. A 23. a´bra bal oldali grafikonja az amerikai
piac egy kocka´zatosabb ido˝szaka´ban mutatja a hozameloszla´sra vonatkozo´
vizsga´latot, a jobb oldali pedig egy nyugodtabb ido˝szakban. A kocka´zatos
ido˝szakban a tesztek ko¨zt nincs jelento˝s ku¨lo¨nbse´g, ba´r a H- e´s W -teszt
ne´mileg ero˝sebb. A mintame´ret no¨vekede´se´vel a pro´ba´k ereje no¨vekszik.
n = 40 me´retu˝ minta´na´l a pro´ba´k ereje 0.4 − 0.5, n = 50 minta´na´l pedig
0.5 − 0.6. A keve´sbe´ kocka´zatos ido˝szakban a pro´ba´k ereje kisebb, az F e´s
H-teszt esete´ben n = 50 me´retu˝ minta´na´l mindo¨ssze 0.15. A W -teszt ugyan-
akkor jo´val ero˝sebbnek la´tszik a to¨bbine´l, ami igen pozit´ıv dolog, hiszen a
normalita´s hia´nya´t akkor kell nagy biztonsa´ggal felismerni, mikor az nem
nyilva´nvalo´.
A magyar re´szve´nyek esete´ben (24. a´bra) a pro´ba´k ereje valamelyest na-
gyobb. A BUX re´szve´nyek hozamainak eloszla´sa´ra ugyanis a csu´csossa´g e´s
a magasabb globa´lis fu¨ggo˝se´g (alacsonyabb szabadsa´gi fok a t-modellekne´l)
jellemzo˝, eze´rt a tesztek biztosabban felismerik a normalita´s hia´nya´t. A
keve´sbe´ kocka´zatos ido˝szakban azonban most a H-teszt la´tszik a legero˝seb-
bnek, mı´g az F e´s W -tesztek hasonlo´ak. Mivel a H-teszt elso˝sorban a perem
perio´dusok kompenza´lta´k az itt ve´tett hiba´kat.
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24. a´bra. Pro´ba´k ereje, BUX re´szve´nyek hozamai
infoma´cio´kra e´p´ıt, eze´rt ve´lheto˝en igen e´rze´keny a magyar pap´ırokna´l tapasz-
talhato´ alacsony szabadsa´gfoku´ t-peremekre. Ez azt sugallja, hogy az ilyen
t´ıpusu´ tesztekre is szu¨kse´g lehet, hiszen elo˝fordulhat, hogy a peremekre vo-
natkozo´ informa´cio´ a´rulkodo´bb, mint az eloszla´s to¨bbdimenzio´s struktu´ra´ja.
6.3. Ko¨vetkeztete´sek
A Shapiro-Wilk teszt ku¨lo¨nbo¨zo˝ varia´nsait vizsga´ltuk meg valo´s adatsoro-
kon. Az elso˝ alkalmaza´sna´l a peremek vizsga´lata alapja´n a to¨bbdimenzio´s
normalita´s hipote´zise´t nem lehetett elvetni, eze´rt az egyu¨ttes normalita´s
tesztele´se kulcsfontossa´gu´ volt. Nem meglepo˝ mo´don a H-teszt gyenge´nek
bizonyult ezekre az adatsorokra, hiszen ez a teszt a perem informa´cio´kat
kombina´lja. A K parame´ter no¨vekede´se´vel azonban az egyik perem egyre
inka´bb ,,eldeforma´lo´dott“, melyre ma´r a H-teszt is reaga´lt. A legjobb
teljes´ıtme´nyt a W -teszt nyu´jtotta, e´s a normalita´s vizsga´lata´ra vonatkozo´
eredme´nyek a torz´ıta´s vizsga´lat eredme´nyeivel is konzisztensek voltak. A
torz´ıta´s ott va´lt ze´russa´, ahol a kisminta´s bootstrap elemze´sekben a pro´ba´k
empirikus e´rte´ke a legnagyobb volt.
A ma´sodik alkalmaza´sna´l hozamokra vonatkozo´ adatsor vektoraink vol-
tak, melyro˝l tudjuk, hogy jellemzo˝en csu´csos, hosszan elnyu´lo´ eloszla´sok.
Emellett a modell illeszte´sne´l azt tapasztaltuk, hogy a peremeloszla´sok gyak-
ran igen elte´ro˝ek. Ezen ke´t jellemzo˝ nagy biztonsa´ggal kiza´rja az egyu¨ttes
normalita´st, me´gis voltak olyan ablakok, mikor ennek jele´t la´ttuk. Ezzel
ku¨lo¨no¨s o¨sszhangban a becsu¨lt vesztese´gek is itt voltak a legalacsonyabbak.
A legjobb teljes´ıtme´nyt a H-teszt e´s/vagy a W -teszt nyu´jtotta, az F -teszt
mindig gyenge´bb volt.
A keve´sbe´ kocka´zatos ido˝szakokban voltak ugyan olyan re´szve´nyhozamok,
melyek jo´ ko¨zel´ıte´ssel norma´lis eloszla´su´ak voltak, olyan eset azonban so-
hasem a´llt elo˝, hogy ez a portfo´lio´ minden re´szve´nye´re egyideju˝leg fenna´llt
volna. Ez pedig azt jelenti, hogy az egyu¨ttes normalita´s hipote´zise elme´letileg
nem megalapozott. A peremekre vonatkozo´ vizsga´lat ele´g meggyo˝zo˝ annak
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eldo¨nte´se´hez, hogy olyan modelleket itt nem alkalmazhatunk, melyek a to¨bb-
dimenzio´s normalita´s teljesu¨le´se´t megko¨vetelik.
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I. Fu¨ggele´k
Illusztra´cio´ke´ppen ko¨zlu¨nk ne´ha´ny sza´mszeru˝ eredme´nyt. A bal oldali ta´b-
la´zatok az m = 10 n = 30, a jobb oldali ta´bla´zatok pedig az m = 10 n = 50
esetet a´bra´zolja´k.
Az o¨sszes eset ( m = 2 − 15, n = 20, 30, 40, 50) ko¨zle´se helyhia´ny miatt
nem lehetse´ges, de nem is lenne ce´lszeru˝. Az ala´bb kiva´lasztott ke´t eset
nagyja´bo´l jo´l reprezenta´lja a vizsga´lat eredme´nye´t. A leginka´bb e´szreveheto˝
elte´re´s — e´rtelemszeru˝en — a kisebb minta´k (n = 30) esete´n van.
22. ta´bla´zat. To¨bbva´ltozo´s χ2 eloszla´s χ23 peremekkel
10% 5% 1%
F 0.9998 0.9996 0.9950
L 0.9982 0.9968 0.9916
N 0.9990 0.9976 0.9918
T 0.9922 0.9768 0.8712
W 0.7812 0.6702 0.4138
H 1.0002 1.0002 1.0002
10% 5% 1%
F 1.0002 1.0002 1.0002
L 1.0002 1.0002 1.0002
N 1.0002 1.0002 1.0002
T 1.0002 1.0002 0.9992
W 0.9478 0.9066 0.7542
H 1.0002 1.0002 1.0002
23. ta´bla´zat. To¨bbva´ltozo´s χ2 eloszla´s χ24 peremekkel
10% 5% 1%
F 0.9980 0.9956 0.9844
L 0.9926 0.9884 0.9692
N 0.9958 0.9916 0.9712
T 0.9778 0.9510 0.7890
W 0.7490 0.6316 0.3788
H 1.0002 1.0000 0.9982
10% 5% 1%
F 1.0002 1.0002 1.0002
L 1.0002 1.0002 1.0002
N 1.0002 1.0002 1.0002
T 1.0002 1.0000 0.9926
W 0.9444 0.8894 0.7272
H 1.0002 1.0002 1.0002
24. ta´bla´zat. To¨bbva´ltozo´s χ2 eloszla´s χ25 peremekkel
10% 5% 1%
F 0.9972 0.9932 0.9750
L 0.9884 0.9816 0.9504
N 0.9942 0.9864 0.9580
T 0.9684 0.9310 0.7536
W 0.7248 0.6058 0.3570
H 0.9934 0.9882 0.9682
10% 5% 1%
F 1.0002 1.0002 1.0002
L 1.0002 1.0002 1.0002
N 1.0002 1.0002 1.0002
T 0.9998 0.9996 0.9876
W 0.9292 0.8698 0.6872
H 1.0002 1.0002 1.0002
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25. ta´bla´zat. To¨bbva´ltozo´s t−eloszla´s, df = 3
10% 5% 1%
F 0.7076 0.6272 0.4570
L 0.5486 0.4658 0.3146
N 0.5924 0.4832 0.3004
T 0.6690 0.5792 0.4044
W 0.9640 0.9342 0.8370
H 0.9480 0.9260 0.8706
10% 5% 1%
F 0.9588 0.9340 0.8678
L 0.9100 0.8782 0.7922
N 0.9240 0.8860 0.7756
T 0.9204 0.8716 0.7544
W 0.9982 0.9962 0.9804
H 0.9950 0.9918 0.9814
26. ta´bla´zat. To¨bbva´ltozo´s Cauchy-eloszla´s
10% 5% 1%
F 0.9992 0.9976 0.9906
L 0.9926 0.9876 0.9798
N 0.9924 0.9888 0.9762
T 0.9962 0.9920 0.9710
W 1.0002 1.0000 0.9998
H 1.0002 1.0002 1.0000
10% 5% 1%
F 1.0002 1.0002 1.0002
L 1.0002 1.0002 1.0000
N 1.0002 1.0002 1.0002
T 1.0002 1.0002 1.0000
W 1.0002 1.0002 1.0002
H 1.0002 1.0002 1.0002
27. ta´bla´zat. To¨bbva´ltozo´s lognorma´lis eloszla´s
10% 5% 1%
F 1.0002 1.0002 1.0002
L 1.0002 1.0002 1.0002
N 1.0002 1.0002 1.0002
T 1.0002 1.0002 1.0000
W 0.9914 0.9816 0.9316
H 1.0002 1.0002 1.0002
10% 5% 1%
F 1.0002 1.0002 1.0002
L 1.0002 1.0002 1.0002
N 1.0002 1.0002 1.0002
T 1.0002 1.0002 1.0002
W 1.0002 1.0002 0.9994
H 1.0002 1.0002 1.0002
28. ta´bla´zat. To¨bbva´ltozo´s kevert norma´lis eloszla´s (0.8, 9.0)
10% 5% 1%
F 0.7866 0.7102 0.5342
L 0.6232 0.5440 0.3742
N 0.6656 0.5672 0.3662
T 0.7534 0.6548 0.4238
W 0.9946 0.9912 0.9418
H 0.9938 0.9892 0.9734
10% 5% 1%
F 0.9864 0.9774 0.9400
L 0.9612 0.9414 0.8812
N 0.9656 0.9446 0.8706
T 0.9694 0.9446 0.8216
W 1.0002 1.0002 0.9990
H 0.9994 0.9994 0.9990
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29. ta´bla´zat. To¨bbva´ltozo´s kevert norma´lis eloszla´s (0.9,16.0)
10% 5% 1%
F 0.7826 0.7184 0.5822
L 0.6266 0.5614 0.4228
N 0.6338 0.5420 0.3688
T 0.7936 0.7334 0.5878
W 0.9604 0.9580 0.9498
H 0.9590 0.9568 0.9488
10% 5% 1%
F 0.9694 0.9548 0.9220
L 0.9336 0.9154 0.8638
N 0.9310 0.8978 0.8226
T 0.9640 0.9526 0.9068
W 0.9954 0.9952 0.9940
H 0.9936 0.9934 0.9914
30. ta´bla´zat. To¨bbva´ltozo´s Burr-Pareto-Logisztikus eloszla´s
10% 5% 1%
F 0.9904 0.9786 0.9286
L 0.9704 0.9470 0.8844
N 0.9818 0.9648 0.9032
T 0.9236 0.8270 0.5000
W 0.2206 0.1318 0.0382
H 1.0002 1.0002 1.0002
10% 5% 1%
F 1.0002 1.0002 1.0000
L 1.0002 1.0002 0.9996
N 1.0002 1.0002 0.9996
T 0.9990 0.9944 0.9186
W 0.1824 0.0974 0.0216
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