We modify the stochastic frontier model of Aigner, Loveil, and Schmidt to allow the one-sided part of the disturbance to have a two-parameter Gamma distribution rather than the less flexible half-normal distribution. Maximum-likelihood estimation and the estimation of firm-specific ine~ciency estimates require the evaluation of integrals which have no closed form and for which there are no polynomial approximations available. We consider two methods of computing these integrals. We also present a corrected OLS estimator based on the methods of moments.
Introduction
A large part of the recent empirical literature on efficiency in production has been carried out in the framework of Aigner, Lovell, and Schmidt's (1977) [and Meeusen and van den Broeck's (1977) l composed error or stochastic frontier model. But, the one-sided disturbance as a model of ine~ciency continues to have an appeal. See, for example, Aguilar (1988) , Greene (1980) , Kopp and Diewert (1982) , and Fare, Grosskopf, and Love11 (198.5) . The half-normal distribution proposed by Aigner, Lovell, and Schmidt is a bit inflexible in that it is a single-parameter distribution and it does embody the assumption that the density of the disturbances is most concentrated near zero. In view of this, Stevenson (1980) suggested shifting the half-normal distribution by allowing a nonzero mode, producing a general truncated normal distribution instead. Stevenson also proposed a restricted version of the Gamma model analyzed here. Thus, various methods of relaxing the restrictions implicit in the half-normal have appeared in the literature. Still, the model of Aigner, Lovell, and Schmidt continues to dominate the received empirical analysis. This paper will report development of an alternative model based on the Gamma distribution instead of the half-normal. The Gamma frontier model was proposed by Greene (1980) [The preceding and all of the derivations to follow employ the notation of Aigner, Lovell, and Schmidt (1977) in order to facilitate comparison of the results.] Maximum-likelihood estimation and corrected least-squares estimation are discussed in Greene (1980) , to which the reader is referred for further details. The salient features of this model are, foremost, its one-sided disturbance, and, second, the useful features of the Gamma distribution. In particular, the asymmet~ of the distribution is contained in the parameter P; 0 is just a scale parameter. The skewness coefficient is larger the smaller is P. The efficiency gain of maximum-likelihood estimation over least-squares estimation in this model is P/(P -2). The distribution approaches symmetry as P goes to infinity. The OLS constant term remains inconsistent, however.' In spite of their aesthetic appeal, one-sided disturbances have a serious practical shortcoming. Any measurement error in the dependent variable will have extremely detrimental effects on the anaiysis, and a single errant observation can dominate even a large sample. We propose in this paper to combine the Gamma frontier model with Aigner et al.'s stochastic frontier specification. Thus, the model to be analyzed here is y=f (-r,B) +u--UP where u = N [0,a2] and u N G[O, P],
This refinement of the stochastic frontier model was suggested by Stevenson (1980) , who gives results for a few integer values of P. A formulation of the log-likelihood and its gradient appears in Beckers and Hammond (1987) ,2 but no practical application of the model has appeared previously. The plan of this paper is as follows: Section 2 will briefly review the formulation of the stochastic frontier model to provide more detail on the specific context of this model In section 3, we derive a formulation of the probability distribution of the difference between a normally distributed random variabIe and one with a Gamma distribution. In section 4, we present a m~imum-iikeli~~d estimator and procedures for evaluating these integral expressions. This section will also present an estimator of the firm-specific ine~cien~y component. In section 5, we present a corrected ordinary least-'For analysis of this point, see Deprins and Simar (1986) .
2They present alternative forms of our (29), (331, (35), (37), and (42). squares estimator that could be used in its own right, though we are primarily interested in a consistent starting value for the maximum-likelihood estimator. Some empirical estimates are given in section 6 to illustrate the technique. Conclusions are drawn in section 7.
The stochastic frontier model
The stochastic frontier model departs from an idealized production function.
Y* =f(x>P).
( 3) For any producer, the frontier is stochastic for a variety of reasons including, for example, simpte good luck. Thus, for any individual firm,
Inefficiency enters the production model through a positive disturbance, U, that is independent of U. For the ith firm, Aigner, Lovell, and Schmidt present the probability distribution of E under the assumption that c is distributed as N[O, $1 and u is the absolute value of a variable which is independent of c' and is distributed as N[O, ~j!]. The log-1ikeIihood for a sample of N observations is
where @p [ .I and & .] (used below) are the CDF and PDF of the standard normal distribution, respectively, a2 = a,? + aU2 and A = ~~,,/a,,.
Once the parameters are estimated, primary interest centers on the estimation of inefficiency, u,. E[u,] is a summary measure which, for obvious reasons, is not particularly satisfactory. Jondrow, Lovell, Materov, and Schmidt (1982) suggest a firm-specific estimate,
For our purposes in this study, Stevenson's (1980) extension of the model is important. He analyzes the case in which U, still truncated at zero, has a truncated normal distribution with parameters CL, which is allowed to differ from zero in either direction, and ai. Details on this model, including the appIi~able log-likelihood function used in estimation, may be found in his paper. The counterpart to (7) (which he does not present) is obtained by replacing E$/U in (7) with 3. Combining the gamma distribution with the stochastic frontier
We now consider a stochastic frontier model, (2), in which ui has the gamma distribution in (1). This specification enjoys essentially the same properties as normal/half-normal model with the additional advantage of the flexibility of a two-parameter distribution. The primary advantage is that it does not require that the firm-specific inefficiency measures be predominately near zero. For values of P between 0 and 1, it has the shape of the exponential (which has also been proposed as an alternative modeJ3 though it has rarely been used empirically). Thus, for these values, the mass of the distribution is still concentrated near zero. But, for values of P greater than 1, the terminal value of f(u) is zero. As such, the distribution of disturbances is concentrated at a point away from zero. The larger is P, the greater is this effect. (The mean is P/O.) Note that in Greene's (1980) paper, the requirement that P be greater than 2 implied this second general characteristic. This restriction was needed to ensure regularity of the log-likelihood function. Since the range of the random variable, E, is no longer restricted, there is no such requirement in the model we consider here. We only require that P be positive. The distribution of inefficiency can have many different shapes.
The density of a gamma distributed variable is given in (1). The expected value and variance of the disturbance in the frontier model (2) are
and (9) The third central moment for a gamma-distributed variate can be derived by 3See Meeusen and van den Broeck (1977) .
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expanding the raw moment and using the result for the gamma distribution,
Thus, the skewness coefficient for this disturbance is
For purposes of estimation, we require the density of the compound disturbance E = c' -U. The joint density of E and u is f(e,u) =f,.(e + U)fU(U).
Now, insert the normal density of u and the gamma density of u to obtain
We now expand this and collect terms. Thus,
-'/2e-"*/2"*e-U2/2"* e -Eu/o=
Gathering terms in U, = 1y e-FZ/2crZe-rr2/2LI*-ufe/ol+O)UP-1 >
where K is the leading product of constants. Then, f(e.+) =li;e-"2/2"*e-1/2[~=+211u2(f/~*+Ot]/a~UP-l.
Completing the square in the second exponent produces ~(E,u) = Ke-"2'2"2e - 
To obtain the marginal distribution of E, we must integrate expression. The first term does not involve U. Carrying part of integral produces h = juW(27rc2) -'~2e-1/2["+'"+~"')]*/"2u~-1~u u out of this K inside the (18) Let QI& be a normally distributed variable with mean -(E f @a') and variance u2. Then,
As such, after cancelling the constants, we find that
This is the density of a random variable with truncated normal distribution. Therefore, the desired integral in (18) can be written as
where Q has the truncated normal distribution in (20). Returning to the marginal density, we have
Expanding the exponent and collecting terms, we arrive, finally, at
where Q/E is normally distributed with mean and variance 
The fatter term in f(c) is a fractional moment of the truncated normal distribution. Since P need not be an integer, there will be no closed form for h(P -1, E) and thus none for the density. Finally, for estimation of a cost frontier rather than a production frontier, where u enters positively rather than negatively in (3, we must change the sign of E in the exponent and the mean of Q to E -0~~.
We are also interested in estimation of the conditional moments of the efficiency component, u. Following Jondrow et al., we obtain the conditional mean function, E [u(F] . To derive E[u/F], we begin with Inserting our earlier results and cancelling terms in the fraction, we find (27) Jondrow et al. present the counterpart to (27) for the special case in which u has an exponential distribution. They find the conditional distribution is a truncated normal distribution where the untruncated structurat normal variable has mean -(E + 0cr2) and variance a2 (using our notation). Their result follows after the substitution (T = u(, and 0 = l/o,. The exponential case corresponds to P = 1. If P = 1, in (27), h(P -1, E) = 1 and the truncated normal distribution emerges.
Multiplying and dividing (27) by Prob[Q > 0 Is] produces Jondrow et al. (1982, (5) on p. 236) give an expression for E [uIE] for the case in which u has an exponential distribution. With P = 1, h(P -1, E) equals 1 while h(P, E) is just the expected value EEQIQ > 01 when Q has mean -(E + @a'). After this substitution, as expected, their (5) emerges as the special case.4
Maximum-likelihood estimation
The log-likelihood function for a sample of N observations is
The log-likelihood cannot be evaluated in the form given above. The stan-
can be approximated by the familiar polynomial approximation.
The one given by Abramovitz and Stegun (1964) is typically used. But this leaves (181, the integral in the expectation function, h(P -1, E).
For purposes of estimation, we used a U-point Laguerre quadrature.' This was fast and accurate and replicated the computation of the exponential model (see section 6 below) in which computation of Iz(Y,E) is bypassed, to within a difference of less than 1%. But, we found that in computation of E[u Is], the quadrature formula performed rather poorly in the tails of the distribution (when E[ule] was very small), so in order to calculate the ratio h(P, c)/h(P -1, E) at the MLE, we used instead a Newton-Cotes quadrature with 500 segments. 6, ' We required two modifications of this rule for our purposes. The range of integration in (18) is [O,m>, so the trapezoid rule is not quite appropriate. But, the normal distribution has finite moments of al1 orders. Thus, in the tails of the distribution, f(u) must fall to zero. As an approximation, we applied the rule over the range 0 to +5 standard devia4The same procedure produces au* 1 E] = h(P + 1, e)/h(P -1, E) which can be used to find the variance. For integer powers, E[u' 1 E] = h(P + r -1, .z)/h(P -1, E).
'See Abramovitz and Stegun (1964, p. 890) .
%or discussion, see Kennedy and Gentle (1980, pp. 87-88) . 'The Monte Carlo method of integration [see, e.g., McFadden (1989) or Manski and Lerman (197711 is another possibility. However, we found the sample sizes needed to obtain stable enough values of the function to use in an iterative procedure were too large (over 5000) to be practical.
tions of the range of Q. If P is less than 1, the termina1 value is not computable when-we evaluate h(P -1, E). To avoid the division by zero, we used +O.OOOl standard deviations instead of zero for a. For our applications we used 500 segments. For a few known values, this was accurate to six digits. ~though far too slow for estimation, this method was preferable for computing the MLE of E[uIEI.
We now obtain the derivatives of the log-likelihood. Write
Since the limits of integration are not dependent on the parameters, we may pass the differentiation through the integral. Thus, 
The ratio of integrals is a sum of three terms. But, the second and third do not involve U, so they may be factored out of the ratio, which then evaluates to one. The third term, involving --u , is of the same form we used to obtain E[u [E] . Combining terms and using the results derived earlier, we find
From the original specification, E =y -p'x, so
The derivatives of the log-likelihood are obtained by summing this expression over the N observations.
Proceeding in similar fashion,
As before the latter two of the three terms in the integral become constants times one, and the third reduces as previously, so we obtain
Continuing,
This has the same form as several earlier expressions. Dividing numerator and denominator by the relevant probability produces
The latter part of (37) may be recognized as E[ln U/E], which produces a useful formulation of d In f/aP,
To differentiate with respect to (T*, it is convenient to define 
This is the weighting function in the preceding integrals. We will require
qdu 0
Let w = u + F + Orr*. Then,
After some tedious algebra, this reduces to
In ah f/aa2, the terms in dq/&r2 which do not involve u can be moved outside the integral, and the ratio of integrals will be one. The terms involving u and U* are of the form derived earlier as ratios of the function h(r, ~1. The third term in brackets above integrates simply to -@/2 which cancels the leading term in the derivative. Combining all of these results produces
As in (33), the effect of the asymmetry is to displace the familiar result for the classical normal regression model. As before, this can be written as the classical regression counterpart plus a moment of ~1.5:
The derivatives are useful to improve the search for a maximum-IikeIihood estimator, since the numerical derivatives may have some rounding error. This is likely to be more problematic than usual in the current context because of the need to approximate h(r, E). They will also be usable for estimating the asymptotic covariance matrix of the MLE using the Berndt et a1._(1974) estimator.
A consistent method-of-moments estimator based on OLS
As has been documented a number of times in the received literature, in the stochastic frontier model (and the one-sided gamma frontier model as well), the OLS slope estimators are consistent, but the OLS constant term is biased. It is offset by the nonzero mean of the disturbance. Greene (1980) obtained estimators for the parameters of the disturbance distribution, and thus the constant term, in the gamma frontier model by manipulating the OLS residuals.
[Waldman (1982) presents a counterpart for the normal/half-normal model. Gabrielsen (1975) and Aguilar (1988) present some general results on the method of proof used in Greene (1980) .] A similar procedure can be used here. Note, first,
The least-squares residuals have mean zero by construction, so the mean residual is not useful. But, higher central moments of F can be consistently estimated by using the counterpart for the OLS residuals. Thus, s2 = e'e/N is a consistent estimator of
In obtaining the third and fourth moments, it is useful to note that
Since E[ VI = 0, we can easily expand these functions for values of r using the binomial expansions, and, thereafter, use the well-known central moments for the normal and gamma distributions. Thus, taking the third and fourth powers, we have
All terms are zero except the last. The third central moment of the gamma The method of moments estimators are 6 = -3m,/m,*, Only the first two are actually needed to correct the OLS intercept, though the variance is also useful for other purposes. Note that the procedure breaks down if the third moment of the residuals is positive while 0 and P will both be zero if the residuals are distributed symmetrically.* %n this connection, see the results of Waldman (1982) .
This gives a complete set of estimates. The OLS estimated standard errors are appropriate for all coefficients save for the intercept. The appropriate asymptotic standard error for the corrected constant term and for the estimates of the nuisance parameters can be obtained using Newey's (1984) results for GMM estimators. Since these are generally not needed for inference in this model, in the interest of brevity, they are omitted. In principle, we can also use the earlier results to compute conditional estimates of the firm-specific efficiency values, E[u(E]. The corrected OLS estimates can also be used as starting for an iterative maximum-likelihood procedure or to begin the two-step procedure described below.
Since expressions for the first derivatives have been obtained, a single Newton-like step from these initial consistent estimates using the BHHH as~ptotic covariance estimator provides a set of estimates which have the same asymptotic properties as the MLE's.
Application
To illustrate the preceding, we have used the data from Christensen and Greene's (1976) study of the U.S. electric utility industry. The model to be fit is a cost function rather than a production function.' We use one of the restricted specifications for the cost function, In (Cost/Pf) = PO + pi In Q + P2 In2 Q + P3 ln(P,/P_)
Output <Q> is a function of three factors, labor (I), capital (k), and fuel (f>. The three factor prices are Pl, Pk, and pr. The restriction of linear homogeneity in the factor prices has been imposed a priori in the cost function. Further details on the model and data construction can be found in Christensen and Greene. The data used to estimate the model appear in the appendix. Since we are estimating a cost frontier rather than a production frontier, the disturbance in (2) is u + u rather than u -u. Some minor changes are required in several results and derivations. For the convenience of the interested practitioner, those in the estimating equations are as "See Schmidt and Love11 (1979) for discussion of the two formulations.
'"Without the factor share equations, estimation of Christensen and Greene's full translog model in this framework was hampered by a severe problem of multi~llinearity. The correct formulation of the relationship between the disturbances in the share equations and the efficiency component in the cost function remains to be derived. Thus, the estimates presented here are intended only to be illustrative of the differences which arise when the several models are applied to the same data. follows: 15.5 (1) In f(c), the exponent OE is changed to -OF [see (23) and (2911. (2) In all results using h(r, E), the mean of Q is now F -@a'. (3) The sign of E is changed in (34). (4) The last term in the brackets in (41) is now added. (5) The terms 2&h(P, E) in (42) and ~EE [uIE] in (43) are now subtracted. Table 1 lists the Aigner et al. stochastic frontier and the corrected ordinary least-squares estimates of the parameters in (46). The COLS estimates differ from OLS only in the adjusted constant term, which is the OLS constant plus the estimate of P/O. We have also computed the estimates for the exponential model which results when P is constrained to equal one in the gamma model. With this restriction, the log-likelihood and derivatives simplify considerably:
In f( E,) = In 0 + 02cr2/2 -O.5; + in @[ ( Fi -@a*)/~] (with the sign of ci reversed for a production frontier). Maximization of the log-likelihood is straightforward and does not require computation of h(r, E). For convenience, this is parameterized in terms of u instead of V' using the formulation suggested in Aigner et al. Here, our 0 equals their l/4. Finally, we have obtained the estimates of Stevenson's generalization of the model. Table 1 shows the maximum-likelihood estimates for the various formulations for this model. The maximum-Iikelihood estimates of the gamma frontier model were computed using the estimates from the exponential model as the starting point for the DFP iterations.
The estimates of the parameters of the cost function obtained with the four models are roughly similar. Stevenson's extension of the ALS model is rejected by the Wald statistic. " It is worth noting, however, the very large changes in the variance parameters which arise with this model. The hypothesis of the exponential model is also strongly rejected by the likelihood ratio statistic of 91.28. Likewise, the Lagrange multiplier statistic is 123.00 which leads to the same conclusion. It is interesting that the Wald statistic is so small (1.73), but the power of the test in the presence of such a different value of 0 may be problematic. The fact that the full translog model is known to be a preferable specification for these data" suggests that these specification tests may be picking up some of the effect of the missing variables as well as the differences in the disturbance processes assumed. 
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KH. Greene, A gamma-distributed stochastic frontier model Table 2 summarizes the estimates of E[u 1~1 based on (7) for the ALS model and Stevenson's extension and (27) for the gamma and exponential models. Once again, for the exponential model, the computation is considerably simpler:
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where y equals E -@a* for a cost frontier and -(E -@a') for a production frontier.13 The two distributions of disturbances based on the truncated normal distribution are quite similar to each other, but rather different from those based on the gamma model. Based on the half-normal frontier model we find that var[u] accounts for 43.2% of the estimated variance of E. The exponential model is similar; the counterpart is 47.1%. But, the gamma model allocates only (P/02>/(rr2 + P/O21 = 22.4% of the total variance of the disturbance to the inefficiency term. Fig. 1 shows the estimated density functions for the four models. The gamma model is alone among the four in its nonzero mode. It appears that the estimated inefficiencies based on the gamma model are generally smaller than those based on the half-normal. Inspection of the data suggests this as well. It is noteworthy that the simple correlation of the inefficiency estimates based on the half-normal and the COLS/gamma estimates is 0.906, while that of the MLE/gamma estimates with the ALS estimates is 0.918. We find that in those cases in which the ALS model suggests a very large disturbance, the gamma model follows suit, through with a smaller estimate. For those disturbances not obviously in the tail the gamma model predicts values very similar to the other two. 
7, Conclusions
The gamma model appears to offer a promising alternative to the half-normal and exponential models for the stochastic frontier. For our data, the half-normal, truncated normal, and exponential models give essentially the same distribution. But, the likelihood ratio and LM tests strongly reject the restriction of the exponential model. This suggests that the restriction in both the half-normal and exponential models may have a large influence on the pattern of the estimated inefficiency.
The estimated inefficiencies suggest that the restricted models (and Stevenson's extension) produce much larger values than the more general gamma distribution for most of the observations in the sample. But, for those data points for which the former two models suggest large inefficiency estimates, the gamma model gives largely the same conclusion. The upshot would seem to be that the single-parameter models are providing a more pessimistic impression than is warranted. Stevenson's extension of the ALS model bears some similarity to the gamma model in that its second parameter allows some greater flexibility in the shape of the distribution. Nonetheless, this model looks quite similar to the other two for these data, while the gamma model is qualitatively different. The marked difference suggested in fig. 1 is strongly suggestive. Table 3 Data used in the analysis of production costs. 
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