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If p > 3 is a prime, it is shown that a Howell design of type H(p - 1, p + I) 
can be constructed. When p = 5 or p > 3 and p = &3, &13 (mod 40), the 
construction can be accomplished by an extension of the familiar strong starter 
method used to build Room squares. 
1. INTR~DIJC~~N 
Suppose X is a set such that 1 X 1 = 2n. A Howell design on X of type 
H(s, 2n) consists of a square array of side s such that (1) each cell is either 
empty or contains an unordered pair of elements taken from X, (2) each 
element of X appears exactly once in each row and each column of the square, 
and (3) every unordered pair appears at most once in a cell of the square. 
Itiseasytoseethatn<s<2n-I. 
Howell designs of type H(2n - I, 2n) are often called Room ,quure,s. 
Room squares are known to exist for all n except n = 2,3. A condensed 
proof of this fact has recently been published [9]. In [7] some of the techniques 
developed for building Room squares were generalized to show the existence 
of large families of Howell designs. But many cases were left unsettled and 
some of the existence results depend upon designs for 2n < 30 that were 
found by ad hoc procedures. 
In this paper, the primary focus will be on Howell designs of type 
H(2n - 2,2n). The constructions in [7] that yield this type of design are 
multiplicative ones. If we have an H(2n - 2,2n) then it is possible to “multiply 
it” by a Room square and build an H(2m - 2,2m), for certain values of 
m, m > n. 
The main result of this paper is that if p > 3 is a prime, then there exists 
an H( p - 1,p + I). These designs can be used in conjunction with the 
multiplication theorems of [7] to show the existence of many Howell designs 
of previously unsettled type. The proof is split into two parts: p = 1 (mod 4) 
and p = 3 (mod 4). If p = 1 (mod 4), it turns out that both 1-factorizations 
of the complete graph on p + 1 points, KD+l , that arise as part of the design 
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are “starter” induced. Here we use “starter” in the broad sense of [2] or [7]. 
Whenp = 5 orp > 3 andp = ~3, kl3 (mod 40), it is possible to show that 
the familiar strong starter construction for Room squares can be generalized 
to obtain an H(p - 1,~ + 1). Thus for some primes p, we construct an 
H(p - 1,p + 1) in two ways. 
For more information on starter-adder methods of Howell design con- 
struction, see [5, 71. 
2. PRELIMINARIES 
We begin by recalling the definition of an ordinary starter. 
DEFINITION 1. Suppose rz is a positive integer and G is an Abelian group 
of order 2n + 1 written additively. Then 5’ is a starter for G iff 
S = {{x1, yl},..., {x% , yn}} such that every nonzero element of G occurs as 
(i) an element of some pair of S and (ii) a difference of some pair of S. If, 
for 1 < i < n, xi + yi = 0, then S is called the patterned starter for G 
and denoted by PS. 
As mentioned above, let K,,, denote the complete graph on m points. Every 
starter S for G induces a l-factorization F(S) on K2m+2 as follows. Label the 
points of K2s+2 by co and the elements of G. Extend the group operation 
by defining co + g = g + cc = co for every g in G. If S* = S u {a, 0}, 
then F(S) = {S* + g: g E G}. 
We now restrict our consideration to cyclic groups of odd order, denoted 
by -&+I . 
DEFINITION 2. Suppose g E Zzn+l . Let 7g be the function from 
Z zn+l u { oo} onto itself defined by am = y + g and T~( co) = co. If, 
in addition (g, 2n - I) = 1, let Us be the function from Zsn+l U {a} 
onto itself defined by u~( y) = gy and u~( co) = co. 
DEFINITION 3. Suppose S is a starter for Z9,,+1 and F(S) is the induced 
l-factorization of K2n+2 . For i c (Z2n+l - {O}), let 
RFn+l = {{x, y} : {x - y, y - x} = {i, -i}}. z 
If g e Zzn+l and i E (Zzn+r - {0}), then (S* + g) n Rp+’ = {u, uj. Let 
&@‘+I z #“+I %.I2 - t% $9 u tc% 4 LJ 1% 4. 
Clearly each Rp+l(RMt,t+l) considered as a subgraph of K2n+2 splits 
into pairwise disjoint cycles. It will be convenient to orient these closed 
cycles i.e., express them as closed trails. When we wish to emphasize that 
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the cycles are oriented, we will use the notation ROY+’ (RMO$+‘) in place 
of Ry+’ (RM:,:+‘). In most of the paper, the superscript 2n + 1 will be clear 
so we will omit it and write Ri (ROJ instead of @%+’ (ROi>+‘). The starter 
under consideration will also usually be clear from context. 
The following results are easily verified. 
LEMMA I. Suppose S is a starter for Z z,,+I and F(S) is the induced l-fac- 
torization of Kzfl+z . 
(i) i+j=OimpliesRi=Rj; 
(ii) g, h E Zzn+* implies rJRJ = Ri and rh-g[RMi,g] = RMCsb ; 
(iii) g, h E Zgm+I and ( g, 2n - 1) = I imply og[Ri] = Roi ; 
(iv) g E Zsn+I implies T~[S* + h] = S* + (h + g); 
(v) if 2n + I is a prime, then each RC is a single cycle; 
(vi) if 2n + 1 is a prime, g # 0 and each Ri is oriented in the direction 
0 + i, then u~[RO~] = ROgi . 
DEFINITION 4. Supposep is a prime andpk = 3 (mod 4). Let Q be the set 
set of quadratic residues and N be the nonzero nonresidues of the finite 
field GF[pk]. If n EN, define 
It is well known [6, S] that each G,, is a starter for the additive group of 
GF[pk]. Note that if n = - I, then Gn = PS. The symmetries of the l-factori- 
zations arising from patterned starters and the starters defined above wil1 
make it easy to verify certain facts about our construction. If F is a l-factori- 
zation of Kzn , we will use the notation L’[F] to denote the group of permu- 
tations of the vertices of Kz,, that take F onto itself. 
LEMMA 2. Supposep > 3 is a prime and PS is the patterned starterfor Z9 . 
(i) g E Z9 implies TV E L’[F(PS)]; in fact TJPS* + h] = PS* + (h + g); 
(ii) g E ZD - {0} implies ug E LC[F(PS)]; in fact u&PS* + h] = 
PS* i- gh. 
Ifp = 3 (mod 4) and Q, N and Gn are as in Dejinition 4, then 
(iii) g E Zp implies rg E Z[F(GJ]; in fact TJG~* + h] = G%* + (h + g); 
(iv) g E Q implies erg E z[F(G,J]; infict uJG~* + h] = G-* + gh. 
ProojI All the verifications here are straightforward [l, 41. 
Suppose S is a starter for ZP , p > 3 is a prime and g E ZP . Consider 
Wfi,g : 1 < i < (p - 1)/2j. Since p is a prime, we know that each Ri 
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is a single cycle in K9+I that does not go through co. Thus, each RMi,O is a 
Hamiltonian cycle on KD+I of even length p + 1. It follows that each RMi,g 
can be split into 2 disjoint l-factors of KD+I . Let us denote these l-factors 
by SJ’(f, g, I) and SF(i, g, 2). 
DEFINITION 5. Suppose S is a starter for ZD , p > 3 is a prime, and 
geZD. Let 
P(S + g) = (S* + g) u {SF(i, g,j): 1 < i < (p - 1)/2 and I <j < 2}. 
Remurk I. The following statements hold. 
(i) P(S + g) is a l-factorization of Kg+I . 
(ii) (S* + g) is a l-factor of both F(S) and F#(,S + g). 
(iii) If g, /r c ZD , then F#(S + g) and F#(S + /r) are isomorphic. 
ProojI Clearly if I < i < k < (p - 1)/2, then Ri and Rk are edge 
disjoint cycles and S* + g intersects them in disjoint pairs. Thus RMi,g 
and RIW~,~ are edge disjoint Hamiltonian cycles. Hence {RMi,g : I < i < 
(p - 1)/2} leads to p - 1 pairwise disjoint l-factors of KD+I and the edges 
remaining obviously are those of (S* + g). We have thus shown (i), and (ii) 
is apparent. Finally (iii) follows easily from Lemma 1 parts (ii) and (iv). 
DEFINITION 6, Two 1-factorizations F = {Fi : 1 < i < 2n - 11 and 
G = {Gj : 1 <j < 2n - I} on Kz,, will be called almost orthogonul iff 
(i) there is an x and a y such that Fx = GV , and 
(ii) if k # x and m # y, then Fk and Gm have at most one pair in 
common. 
We refer to the 1-factorizations F(S) and F#(S + g) as oblique l-factori- 
zations. It is obvious that almost orthogonal I-factorizations of Kzn will 
give an ZY(2n - 2,2~z). The idea of the paper is to determine starters S such 
that F(S) and F#(S + g) are almost orthogonal. The problem is as follows. 
Ri certainly contains one edge from each l-factor of F(S). But RLV~,~ loses 
the edge from S* + g and now has two edges from two l-factors of F(S). 
We want to choose things so that the edges of RMi,g that belong to the same 
l-factor of F(S) are split into different l-factors of F+(S + g). The next 
result shows that we need only concern ourselves with the l-factor S* of 
KO 
Remark 2. If g, h E Zp , then F#(S + g) is almost orthogonal to F(S) 
iff F#(S + h) is almost orthogonal to F(S). 
ProoJ Again this follows from Lemma I, parts (ii) and (iv). 
HOWELL DESIGNS 135 
3. STARTER SOLUTIONS 
The first step in the solution is to show that the symmetries of the starter- 
induced l-factorizations that we are considering are sufficient to allow us 
to deal only with R1 . 
As usual, suppose p > 3 is a prime and S is starter for ZD . Let 
S* n R1 = {u, u + l}. It follows that 
and 
As in Lemma 1, orient each Rf in the direction 0 -+ i. This clearly induces an 
orientation RA40i,0 on RMi,,, . 
LEMMA 3. The foZlowing stuternents hold. In (i) we ussume thut the sturter 
S is PS und in (ii) thut S is Gn . 
(i) If g, i E ZD - {O}, then crJPS*] = PS*, uJRM~J = RMOi,O, 
und uJRMO~,J = RMOgi,,, . 
(ii) If p = 3 (mod 4), g E Q, und i E ZD - {O}, then u~[G~*] = Ga*, 
uJRA4J = RiklOi,O, und uJRMO~,J = RMOgi,O . 
Proof Clearly (i) follows from Lemma 2(ii) and Lemma 1, parts (iii) 
and (vi), while (ii) is similar. 
Now, Lemmas 2, 3, and Eq. (1) above allow us to conclude that in the 
special cases where either S* = PS* or S* = Gn*, if the two l-factors of 
RM1,O split up the edges of (S* + u) and [S* + (u + 1)], then the two 
l-factors of RMg,O split up the edges of (S* + gu) and [S* + (gu + g)]. 
In the Gn* case, -Q = jV and in either case we can build an II(p - 1, p + I) 
if our starter S is such that {co, u}, {2u, 2u + 1} are in different l-factors of 
RMI,c, . 
The Hamiltonian cycle Rkfl,O is 
u, co, u + 1, u + 2, u + 3 ,..., 0, l,..., 0, I ,..., u - 1, u. 
Thus the l-factor that contains {co, u} is 
WL 0, 11 = t a% 4 u {lb + Qm - Wncd P), (a + Whmd PII: 
1 < m < (P - lhQ1. 
Therefore, if {2u, 2u + 1} is to be in @(I, 0, 2), u must be even. We have 
reduced the problem to the following 
THEOREM I. Suppose p > 3 is u prime und S is u sturter for ZD such thut 
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S* n R1 = {a, a + l}. If S = PS or p = 3 (mod 4) and S = G* , then 
F(S) and F?+(S) induce an H(p - 1, p + 1) z$” a is even. 
We finish the construction by showing that it is always possible to choose 
S so that a is even. 
Clearly p prime implies that 
Now (p - I)/2 is even exactly whenp = I (mod 4). 
THEOREM 2. If p = I (mod 4), then F(PS) and F+(PS) are almost ortho- 
gonal I-factorizations of KD+l and induce an H(p - 1, p + 1). 
Ifp = 3 (mod 4) then (p - I)/2 is odd so that F(PS) and F#(PS) are not 
almost orthogonal. 
THEOREM 3. If 3 < p = 3 (mod 4), there is an n E N such that F(G,J and 
F+(G,J are almost orthogonal l-factorizations of KV+l and induce an 
WP - 1, P + 11. 
Proof We use the Legendre symbol (a / !I). Suppose first that p = 3 
(mod 8). Then, as is well known, (9 1 p) = I and (2 1 p) = -1 so that 
(8 1 p) = -1. Now 9~ = 8 (modp) has a unique solution modp and by 
the properties of the Legendre symbol, (x 1 p) = -1. Thus x E N and 
{8, 9} E GE . Since a = 8 for this Gz , the result follows. 
Suppose finally that p = 7 (mod 8). Consider the cycle R1 . There are 
(p - 1)/2 edges of the type {odd, odd + I} in this cycle and (p + 1)/2 
edges of the type {even, even + 1). Of course {p - I, 01 and {O, 11 cannot 
be a pair of any Gm since {cc, 0} is in all G% . Furthermore, (2 1 p) = I 
so that {l, 2} is not a pair of any G,, . It is clear that if n, m E N and n # m 
then Gn and Gm do not have any pairs in common. Since 1 N 1 = (p - 1)/2, 
we may conclude that 
j{Gn n R1 : n E N}l = (p - 1)/2. 
But { 1,2} is not in this set and consequently, there must be an edge of the 
type {even, even + 1} in the set. 
COROLLARY 1. If p # 2, 3, 7 is a prime and m > 3, then there is an 
H((p - 1)(2m - I), (p - 1)(2m - 1) + 2). 
Proof This is immediate from the above Theorems 2 and 3 and Theorem 6 
of [7]. 
These results and [7, Theorems 6 and IO] yield many new Howell designs. 
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4. THE 1-FACTORIZATIONS P(I5’) 
In this section we show that if p > 3 is a prime and PS is the patterned 
starter for ZP , then P(P,S) is also “starter” induced. In order to show this, 
we consider the following extension of the starter concept [2, 3, 71. 
DEFINITION 7. Suppose n is a positive integer and G is an Abelian group 
of order 2n written additively. Suppose further that G has exactly one element, 
g#, of order 2. Then Eis an even sturter for G iff E = {{xi , JJ~},..., {x+~ , JJ~&} 
such that (i) every nonzero element of G except one, denoted by m, occurs as 
an element in some pair of E and (ii) every nonzero element of G except g# 
occurs as a difference of some pair of G. If 1 < i < j < rr - 1 implies that 
xi + A # xj + yj ad m # g#, we will say that E is a good even starter. 
If Eis a good even starter and 1 < i < n - 1 implies that 0 # xi + JJ~ # 2m, 
we will say that E is a strong even starter. 
Strong even starters are of interest here because they generate Howell 
designs of type H(2n, 2n + 2) in the same way that ordinary strong starters 
generate Room squares [2, 81. Every even starter E for G induces a l-factori- 
zation F(E) on Kzn+z as follows. Label the points of Kzs+z by co1 , co2 and 
the elements of G. Extend the group operation by defining a1 + g = 
g + a1 = a1 and co2 + g = g + co2 = aZ for every g in G. Let 
Then it is easy to see that F(E) = {E* + g: g E G} u Q* is a l-factorization. 
In what follows p is an odd prime and r is a primitive root of GF[p]. 
Define the following extension of the indexing function 
by f(c~l = ~1, f@l = c+z 3 and j(#) = i. Clearly f is a l-l onto map. 
Let K be the l-factor of P&Y) that contains {co, l}. 
THEOREM 4. If p > 3 is a prime, then F#(PS) is induced by the good even 
sturterf[K] undj[PS*] = Q*. 
ProoJ Since p - 1 = 29, t odd, and -1 = rzn-lt, it is clear that if 
0 # x e .ZP and x = rd, then j({x, -x}) = {i, i + (p - 1)/2} E Q*. Thus 
j[PS*] = Q*. Now j({ a, I}) = { co1 , 0} so we wish to consider K. By 
definition K is the l-factor of F+(PS) that contains {CQ, I}. Thus K is the 
l-factor of RM2,0 that contains {ce, l}. 
RMzsO = CCI, I, 3, 5 ,..., p - 4, p - 2, 0, 2,4, 6 ,..., p - 5, p - 3, p - I, CD. 
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Suppose x, y E ZP - {O} and {x, JJ} is an edge of RMz,,-, . Let us call {x, yj 
and {--a~, -yj c~rre,s~~n&g edges of RIM~,~ . It is easy to see that f takes 
corresponding edges to pairs that have the same differences mod JJ - 1. 
Furthermore, K does not contain any corresponding edges. Since f is 1 - 1 
and f [PS*] = Q*, the endpoints of an edge of RM2,0 cannot be mapped 
to points that differ by g# = (p - 1)/2 in ZDP1 . Thus f [K] will be an even 
starter for ZDpl if it can be shown that 
1 < n c m < (p - 3)/2 implies 
[f (2nj - f @ + 91 * zt Lf Pm) - f Pm + 31 
Let2=rk,n=ri,andm=rj.Theni#jand 
rk(ri + 1) = ra and rk(rj + 1) = 
by the restrictions on n and m. Suppose first that 
[f (2.9 - f (h + 31 = Lf @ml - f Qm + 31 
Then 
(modp - 1). (2) 
(modp - 1). 
[(k + i) - f (rk(ri + l))] = L(lc + .d - f (+V + INI (modp - 1) 
and 
i-u=(j-b) (modp - 1). 
Thus rb+t = rj+a (mod JJ) and this leads to the contradiction rc = rj (mod p). 
Suppose now that 
[f (24 - f (2n + 31 = -If (h4 - f (2m + 31 (modp - 1). 
An argument like the above reduces to t-j + ri = -1 (mod p). But this is 
impossible by the restrictions on n and m and it follows that f [K] is an even 
starter for ZD-l . 
It is straightforward to show that if K‘ is the other l-factor of RMz,o, 
then f [K’] = f [K] + (p - 1)/2. If I < i < (p - 1)/2 and g = i2-l, then 
by Lemma 3, IJJRM~,,,] = RMf,o. RMf,o splits into the l-factors u,JK] 
and uJK’]. If g = rj, then 
f id41 = .i + f WI 
and 
This completes the proof that P(PS) is even starter induced. 
Still to be shown is that f [K] is a good even starter. First we verify that 
m # g+ in f [KJ. It is clear that either m = f (2) or m = f (-2) and that 
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g+ = (p - 1)/2. If 2 = rk, then we wish to know if k = (p - I)/2 or k = 0. 
If k = (p - 1)/2, then -2 = 1 and p = 3. If k = 0, then 2 = 1 and in 
any case, m # g#. 
Finally, we show that the sums of the pairs off [K] are distinct mod p - 1. 
Consider RMz,, again. It is clear that corresponding edges have inverse 
sums mod p and thus that corresponding edges are mapped byfto pairs with 
the same sum mod p - 1. Thus, it suflices to show that 
1 < rr < 1~ < (p - 3)/2 implies 
LfP71 +mfl + 31 + Lfchj -kfG?m + 31 (modp - 1). 
(4) 
As before, let 2 = rk, n = ri, and m = rj. The same type of argument as 
given previously leads to 
ri(ri + 1) = rj(ri + 1) (mod P) 
which reduces to ri + rj = - 1 (mod p), a contradiction. 
As was pointed out to me by P. Leonard, it is easy to characterize the primes 
p such that the associatedf[K] is a strong even starter. 
THEOREM 5. Suppose p > 3 is a prime. Then f [K] is a strong even starter 
and thus f [K] induces an H(p - 1, p + 1) zz p = 5 or p = &3, &I3 
(mod 40). 
ProoJ By arguments similar to those given above, p will have the required 
properties iff for 1 < n < (p - 3)/2, neither (a) rz(n + 1) = 1 (modp) 
nor (b) 4n(rr + I) = 1 (modp) has a solution. If p > 5, then (p - 1)/2 is 
not a solution of either (a) or (b) and if n is a solution to either (a) or (b), 
so is -rr - 1. This reduces the problem to looking for the primes p such that 
there are no solutions at all to (a) and (b). The quadratic equations involved 
show that (a) has no solution iff (5 / p) = - 1 and (b) has no solution iff 
(2 1 p) = - I. The result now follows by well-known methods. 
The 1-factorizations F*(G,J are not in general even starter induced. 
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