Early lifestages of the Pacific oyster (Crassostrea gigas) are highly susceptible to infection by OsHV-1 mVar, but little information exists regarding metabolic or pathophysiological responses of larval hosts. Using a metabolomics approach, we identified a range of metabolic and immunological responses in oyster larvae exposed to OsHV-1 mVar; some of which have not previously been reported in molluscs. Multivariate analyses of entire metabolite profiles were able to separate infected from non-infected larvae. Correlation analysis revealed the presence of major perturbations in the underlying biochemical networks and secondary pathway analysis of functionally-related metabolites identified a number of prospective pathways differentially regulated in virus-exposed larvae. These results provide new insights into the pathogenic mechanisms of OsHV-1 infection in oyster larvae, which may be applied to develop disease mitigation strategies and/or as new phenotypic information for selective breeding programmes aiming to enhance viral resistance.
Introduction
With an estimated value of $4.17 billion USD (FAO, 2016) , oysters are one of the most commercially important groups of aquatic organisms in the world. In 2014, global aquaculture harvests reached 5.2 million tonnes, representing one third of all cultivated marine molluscs. Although total production volume remains high, growth of the industry has been severely hampered in recent years by extreme disease outbreaks during warmer summer months. Ostreid Herpesvirus (OsHV-1) is a new and emerging viral disease of several molluscan taxa, including oysters (Batista et al., 2015; Sanmartín et al., 2016) , scallops Ren et al., 2013) , and clams (Xia et al., 2015a; Bai et al., 2016) . OsHV-1 has also been detected in mussels, but without signs of infectivity or adverse consequences (Burge et al., 2011; Domeneghetti et al., 2014) , making them a potential reservoir for the virus. Over the past couple of decades, OsHV-1 has been widely associated with mass mortalities of farmed oysters around the globe. A growing number of epidemiology studies and experimental trials suggest that the virus is a causal factor in these events (Friedman et al., 2005; Burge et al., 2007; Segarra et al., 2010; Garcia et al., 2011; Schikorski et al., 2011a,b; D egremont et al., 2015a,b) . With stock losses of up to 100%, economic and social consequences due to the spread of the disease have been devastating in countries such as France, Ireland, USA, China, Australia and New Zealand where oyster aquaculture is a vital primary industry (Burge et al., 2006; Lewis et al., 2012; Castinel et al., 2015) . From the perspectives of many scientists, farmers and stakeholders alike, OsHV-1 has been articulated to represent the biggest individual threat to oyster production that the sector has ever faced (Lewis et al., 2012; Castinel et al., 2015) .
First evidences for the presence of herpesvirus genetic material in bivalves was obtained in 1976 from samples of Ostrea edulis in the UK (Davison et al., 2005) . However, widespread detection of herpesviruses and associations with mass mortalities of shellfish were not apparent until the early 1990's (Renault et al., 1995) .
During the following decade, many occurrences of viral infections were documented around the world, and by 2005 molecular characterisations had led to the designation of the pathogen as the OsHV-1 reference genotype (GenBank accession no. AY509253.2) Davison et al., 2005) . More recently, there has been an emergence of numerous OsHV-1 variants affiliated with mortalities in different bivalve species displaying different epidemiological characteristics, and it appears that OsHV-1 is undergoing rapid evolution (Grijalva-Chon et al., 2013; Renault et al., 2014; Bai et al., 2015; Martenot et al., 2015) . In 2008, the detection of a highly virulent new strain, OsHV-1 mVar (GenBank accession no. HQ842610.1), was described in association with massive losses of oyster spat in France, Ireland and the UK (Segarra et al., 2010) . By 2010, this new variant had reached the coasts of Australia and New Zealand, killing huge numbers of oyster stock within days and leading to sector collapses in certain regions over the following few years (Jenkins et al., 2013; Keeling et al., 2014) . Between 2011 and 2013, genetic analysis of cultured oysters from China, Korea and Japan revealed widespread herpesvirus infections from numerous genotypes across the East Asiatic region (Shimahara et al., 2012; Hwang et al., 2013; Jee et al., 2013; Bai et al., 2015 Bai et al., , 2016 . High mortalities associated with OsHV-1 mVar were observed in Swedish and Norwegian hatcheries towards the end of 2014 (Mortensen et al., 2016) . More recently, a new outbreak in Tasmania in 2016 has crippled the Australian oyster aquaculture sector and its selective breeding program (Davis, 2016; Milne, 2016; Whittington et al., 2016) . Thus, it is clear that the extent of this new variant's geographical reach is indeed a major global concern.
Due to the widespread prevalence and substantial socioeconomic consequences of OsHV-1 mVar, it is vital that knowledge of the interactions between the virus and its hosts are obtained to better understand pathogenesis of the disease, develop mitigation strategies, and guide management decisions. To provide such knowledge, a series of focused research themes relating to the spread of the virus and its mechanisms of infection have been conducted in recent years including genotyping and phylogenetics (Renault et al., 2012; Martenot et al., 2015; Mineur et al., 2015; Burioli et al., 2016) , development of experimental infection models (Paul-Pont et al., 2015) , modes of transmission (Burge and Friedman, 2012; Lionel et al., 2013; Petton et al., 2013; Evans et al., 2016) , viral replication and virulence processes (Segarra et al., 2014a Green et al., 2015; Martenot et al., 2016) , antiviral features of immunity and host responses at transcriptomic and proteomic levels (Renault et al., 2011; Corporeau et al., 2014; Green et al., 2014a,b; Normand et al., 2014; Segarra et al., 2014a,b; He et al., 2015) and identification of virus-resistant traits for selective breeding trials (D egremont, 2013; D egremont et al., 2015a,b) . Most of these studies have focused on post-metamorphic life stages. However, size and age are significant factors in viral susceptibility and pre-metamorphic larval forms appear to be more vulnerable than their juvenile or adult counterparts (Oden et al., 2011; D egremont, 2013; Paul-Pont et al., 2013; Az ema et al., 2016; D egremont et al., 2016) . Many oyster farms rely on large-scale hatchery production of larvae to supply spat for growout, with increasing demand and stakeholder interests to enhance larval production capacities (Barnard, 2014) . Thus, it is essential that we extend our knowledge to characterise the pathophysiology of the disease during early ontogeny. Furthermore, the impacts of OsHV-1 mVar on the health of wild populations and their connectivity through larval mortalities, altered larval dispersal potentials, and reduced spat-falls are almost wholly unknown, but are likely to be substantial (D egremont et al., 2016) . In order to assess the ecological consequences of the disease and understand natural vectors and boundaries which may influence its spread, it is important to focus research across all developmental stages. In addition, the identification of specific genotypic and phenotypic traits in larvae which reflect disease susceptibility/resistance would be highly beneficial for monitoring early outcomes of selective breeding programs. Detailed physiological analysis of the host-virus interaction via use of eomics technologies (e.g., transcriptomics, proteomics and metabolomics) may provide fruitful for discovering such traits (G omez-Chiarri et al., 2015) . There are very few studies which have focused on the highly susceptible pre-metamorphic life-stage and, to our knowledge, none which have utilised metabolomic-based approaches to better understand the physiological effect of OsHV-1 infection on homeostatic control mechanisms of metabolism and immunity.
Metabolomics is a newly developing and rapidly advancing field under the eomics banner which aims to provide global snapshots of alterations in the metabolite, or small molecule (<1 KDa), cellular component (Holmes et al., 2008) . Metabolites are the ultimate endproducts of gene expression and are strongly influenced by endogenous regulatory mechanisms, as well as by external elements (Fiehn, 2002) . As intermediates of metabolism, metabolites comprise the available biochemical depot of macromolecular precursors and energy transfer molecules required for optimal organismal growth and functioning. Thus, the composition of the metabolite pool and their flux dynamics provide a closer representation of an organism's phenotype than molecular features at other levels of biological organisation, such as gene transcripts, which may display considerable temporal variations in expression compared to the final phenotypic response, or be entirely decoupled from downstream metabolic processes (Cascante and Marin, 2008; Winter and Kr€ omer, 2013; Feussner and Polle, 2015) . With many recent applications across the life sciences (e.g., functional genomics (S evin et al., 2015) , selective breeding (Hill et al., 2015; Hong et al., 2016) , aquaculture-related research (Young et al., 2015 Alfaro and Young, 2016) , toxicology (Bouhifd et al., 2013; Størseth and Hammer, 2014; Chen et al., 2016a) and disease diagnostics, monitoring and prevention (Pallares-M endez et al., 2016; Wishart, 2016) ), metabolomics is proving extremely valuable as a highly efficient approach for generating new hypotheses and deciphering complex metabolic and gene regulatory networks of vertebrate and invertebrate models.
By scanning broad sets of metabolic features in whole organisms, tissues or biological fluids in response to environmental influences, such as bacterial or viral infections, metabolomics-based approaches can provide novel information to gain insights into the mechanisms of disease progression, resistance and remediation in aquatic organisms (reviewed by Alfaro and Young, 2016; . For example, metabolomics has recently been successfully applied to identify biomarkers for Vibrio spp. infections in mussels and crabs (Wu et al., 2013; Ellis et al., 2014; Su et al., 2014; Ye et al., 2016) , to gain detailed metabolic information on tissuespecific host responses of shrimp and crayfish to white spot syndrome virus Chen et al., 2016b; Fan et al., 2016) , and to develop practical treatment methods for streptococcal disease in fish Zhao et al., 2015) . Although limitedly applied to the investigation of marine invertebrate early life stages thus far, metabolomics has great potential to provide new insights into the interactions between OsHV-1 mVar and its oyster larval hosts. Thus, we have conducted the first metabolomics study to assess gross compositional alterations within the oyster larval metabolome in response to OsHV-1 infection.
Methods
Refer to the Supplementary Methods file for detailed method descriptors.
Larval challenge
OsHV-1 mVar inoculum was prepared from oysters that had been stored at À80 C and previously tested positive by qPCR (primers: GTCGCATCTTTGGATTTAACAA [BF] and ACTGGGATCCGACTGACAAC [B4], after Martenot et al. (2010) ). A whole tissue homogenate was filtered and the virus concentration was determined via qPCR using BF and B4 primers in a SYBR Green assay. Oyster larvae were produced from selectively bred broodstock maintained by the Cawthron Institute (Nelson, New Zealand) and reared in a 170 L conical flowthrough tank to 16 days post-fertilisation, using standard industry protocols. A cohort of healthy larvae was distributed among 12 Â 2 L beakers containing sterile synthetic seawater, at a density of 7 larvae mL
À1
. OshV-1 inoculum was added to six beakers at a concentration previously determined to cause mortality, with the remaining beakers serving as negative controls (i.e., six replicates per treatment). After 48 h, behavioural observations were made and all larvae were snap frozen and stored at À80 C until metabolite analysis.
Metabolite extraction, analysis and identification
Metabolites were co-extracted with an internal standard using a cold methanol-water method and derivatised via methyl chloroformate (MCF) alkylation according to Villas-Bôas et al. (2011) , then analysed via gas chromatography mass spectrometry (Thermo Trace GC Ultra system) according to Smart et al. (2010) . Deconvolution of chromatographic data was performed using the Automated Mass Spectral Deconvolution and Identification System (AMDIS v2.66) software. Metabolites were identified using Chemstation software (Agilent Technologies) and customised R xcmsbased scripts (Aggio et al., 2011) to interrogate an in-house library of MCF derivatised compounds.
Statistics
Peak intensity data were normalised against the internal standard and by sample-specific biomass, prior to being autoscaled. All statistical analyses were conducted using Metaboanalyst 3.0 (Xia et al., 2015b) . Univariate analyses were performed to screen metabolite profile differences between controls and treatments, including foldchange analysis, students t-test, Significant Analysis of Metabolites/Microarrays (SAM) and Empirical Bayes Analysis of Metabolites/Microarrays (EBAM). Agglomerative Hierarchical Cluster Analysis (HCA), k-means clustering (kMC) and Principal Components Analysis (PCA) were used as unsupervised multivariate cluster analyses to identify natural groupings of samples based on the underlying structure of the data. Projection to Latent Structures Discriminant Analysis (PLS-DA) and Random Forest (RF) analysis were used as supervised multivariate classification analysis methods. The PLS-DA model was validated using Leave One Out Cross Validation (LOOCV), the model performance was assessed via R 2 and Q 2 values, and important classifiers were identified via their Variable Importance in Projection (VIP) scores. RF Receiver Operator Characteristic (ROS) curves were generated by Monte-Carlo Cross Validation (MCCV) using balanced subsampling. Quantitative Enrichment Analysis (QEA (Xia and Wishart, 2010) ) and Network Topology Analysis (NTA (Nikiforova and Willmitzer, 2007) ) were used as pathway analysis methods to investigate functional relationships among the annotated metabolites. Biochemical pathways in the Kyoto Encyclopedia of Genes and Genomes database (Kanehisa and Goto, 2000) involving two or more annotated metabolites with simultaneous QEA pvalues < 0.05, QEA false discovery rates [FDRs] < 0.1, and with NTA Pathway Impact (PI) scores > 0.1 were considered as potential primary target pathways of interest. Correlation analysis was used to identify major differences in pairwise metabolite correlations (Pearson). Correlation Network Analysis (CNA) was performed to provide enhanced visualisation of metabolite relationships using Cytoscape 3.0 software (Shannon et al., 2003) and the ExpressionCorrelation plugin (Karnovsky et al., 2012) .
Results
The metabolite profiles of oyster larvae exposed to OsHV-1 mVar were compared to those from non-exposed control larvae in order to gain insights into the pathogenic mechanisms of infection. Observations of larval behaviour were made every 12 h during the trial until first signs of differences between virus-exposed larvae and controls were discerned, i.e., changes in swimming speeds, trajectories and distributions within the water column. After 48 h, organisms that had been challenged with OsHV-1 mVar tended to be aggregated in the lower 30e50% of the water columns compared to control larvae which were more evenly distributed. When examined under the microscope, virus-exposed larvae also displayed slower motility and abnormal swimming patterns (i.e., horizontal planar circular motions rather than random) characteristic of OsHV-1 infections reported previously (Burge and Friedman, 2012; DoA, 2015; OIE, 2016) . However, larval coloration (a commonly used crude assessment which can indicate severe poor health status) generally appeared to be visually similar between treatments. Mortality assessments revealed that 100% of oyster larvae in all beakers were alive at the time of sampling for metabolomics.
Univariate analysis
GC-MS analysis of larval extracts detected a total of 105 unique metabolites after QC filtering of the data. Of these, 75 were attributed specific chemical identities by matching chromatographic and mass spectral information against our in-house metabolite library (Supplementary Table 1 ). The remaining 30 features are currently listed as 'unknowns' since no matches were found (Supplementary Table 2 ). Univariate statistical analyses showed a number of differences in the metabolite profiles between control and virus-infected larvae (Fig. 1) . SAM identified 30 metabolites as being differentially (p < 0.05) expressed between larvae exposed to OsHV-1 mVar and control larvae with an FDR of 3.1% (Fig. 1A) , whereas EBAM identified 28 metabolites as being differentially expressed with an FDR of 4.7% (Fig. 1B) . The summarised results of student's t-test, SAM and EBAM are displayed in Fig. 1C , along with their relative fold changes. Taking the results of these analyses together, the abundances of nine metabolites were likely under expressed in virus-infected larvae compared to the metabolic baseline of control organisms, and 20 metabolites were likely over expressed. Full details of the univariate statistical analyses are provided in Supplementary Tables 1 and 2 
Unsupervised multivariate cluster analysis
Unsupervised multivariate analyses of entire metabolite profiles revealed that good separation between control and virus-infected larvae could be obtained based on the underlying structure of the data (Fig. 2) . HCA correctly positioned samples into two main groups (group 1, controls n ¼ 6; group 2, treatment n ¼ 6) ( Fig. 2A) , indicating that the within-class variation was considerably lower than the between-class variation. kMC corroborated this by also correctly assigning larval samples into groups based on the treatment that they received ( Fig. 2B ; inserted table). PCA produced a 2-D score plot containing two distinct clusters of samples which appropriately reflected their class labels and with no indication of sample outliers (Fig. 2C ). The two clusters are separated along PC1 with the relative abundances of around 40 metabolites explaining much of the divide (see Supplementary Tables 1 and 2 for the PCA loadings). Although the calculated 95% confidence interval ellipses overlapped, the accumulative variation among all samples explained by PC1 and PC2 was only 46.0%. It is therefore possible that the OsHV-1 mVar-infected larval samples may be separated from control samples along other PC vectors not discernible in the 2-D score plot which might be revealed via supervised multivariate techniques.
Supervised multivariate classification analysis
Supervised multivariate classification analysis was clearly able to discriminate larval samples based on the treatment they received (Fig. 3) . Compared to PCA, the 2-D PLS-DA score plot better separated virus-infected from control larval samples along the xaxis (Fig. 3A) , with good cross-validated model performance using the first two latent variables (Accuracy ¼ 100%; R 2 ¼ 96.9%; (Fig. 3B ). PLS-DA additionally informed upon which metabolites were most important for the classification model via their VIP scores (Fig. 3C ). Significant classifiers for the separation between virus-infected and control groups were ranked, yielding 43 metabolites (35 annotated and 8 unannotated) with VIP Tables 1 and 2 ). In addition to the 30 differing metabolite abundances identified via SAM and/ or EBAM ( Fig. 1C) , PLS-DA also recognised 2-aminobutyric acid, glycine, hexanoic acid, homocysteine, putrescine, valine, and four additional unannotated metabolites as being important classifiers. The RF machine learning algorithm was further employed as a complimentary feature selection method to similarly rank the most salient metabolite features responsible for class separation via a different statistical approach more resistant to over fitting than PLS-DA (Fig. 4) . A default RF classification model was first constructed using ten features (i.e.,~√n) and 500 permutations, which correctly classified all samples. A series of ROC curve analyses were then performed to generate various n-feature classification models which were validated using MCCV sub-sampling to assess predictive accuracies (Fig. 4A) . The predictive accuracies of the 5-, 10-, and 15-feature RF models were 94.5, 98.0, and 100%, respectively, with AUC's of 0.985, 1.0, and 1.0, respectively (Fig. 4B) . ROC curve analysis of the 5-feature model with corresponding confidence intervals is shown in Fig. 4C , and the predicted class probabilities of the model is shown in Fig. 4D . The average importance and selected frequencies of metabolites in the 5-feature RF model are shown in Fig. 4E and F, respectively. Most metabolites identified as potential biomarker candidates via SAM, EBAM and PLS-DA were also selected to some degree by RF which further corroborates their significance as key classifiers of larval health condition. The most frequently selected compounds (>20%) with high measures of average importance (>1.0) were fumaric acid, 4-hydroxyphenylacetic acid, glutamine, glutaric acid, myristic acid, 2-aminoadipic acid, and two unannotated metabolites. As indicated by RF, a low error of classification could be obtained with few compounds.
Functional biochemical pathway analysis
Based on the profiles of annotated metabolites, metabolic pathway analyses were performed to reveal the most relevant pathways related to the pathophysiology of oyster larvae exposed to OsHV-1 mVar (Fig. 5 ) (see Supplementary Table 3 for full analysis details). A total of 43 biochemical pathways were recognised from within the KEGG database which contained one or more of the annotated metabolites detected. Pathways involving two or more detected metabolites and with simultaneous QEA p-values < 0.05, QEA FDR values < 0.1, and NTA Pathway Impact (PI) values > 0.1 were screened as potential primary target pathways of interest relating to the treatment effect. According to these selection criteria, 12 biochemical pathways were identified with evidence of metabolic disturbances in virus-exposed larvae (Fig. 5A) , comprising: glycolysis/gluconeogenesis; pyruvate metabolism; tricarboxylic acid cycle; glyoxylate and dicarboxylate metabolism; aminoacyl-tRNA biosynthesis; tyrosine metabolism; alanine, aspartate and glutamate metabolism; arginine and proline metabolism; glycine, serine and threonine metabolism; cysteine and methionine metabolism; D-glutamine and D-glutamate metabolism; and nicotinate and nicotinamide metabolism. Nine further pathways that were identified statistically via QEA (p < 0.05) but did not meet one or more of our other ideal impact assessment criteria were screened as potential secondary target pathways of interest, comprising: purine metabolism; pyrimidine metabolism; tryptophan metabolism, lysine degradation; nitrogen metabolism; fatty acid biosynthesis; fatty acid elongation in mitochondria; biosynthesis of unsaturated fatty acids, and fatty acid metabolism.
Correlation analysis
Pairwise metaboliteemetabolite correlation matrices of Pearson coefficients for each treatment group were separately constructed and displayed at heatmaps (Fig. 6 ). In general, substantial treatment-induced differences in the relationships between metabolites were exposed, as demonstrated by the many contrasting colours of same cells between the two heatmaps. From these totals of 5565 pairwise comparisons within each dataset, 167 strong linear correlations (R 2 values > 0.7 or < À0.7) were found to be highly differentially expressed (i.e., positive vs negative relationships) between larvae infected with OshV-1 mVar and baseline controls. Correlation Network Analyses(CNA) with selection criteria of R 2 > 0.9 or < À0.9 were then separately performed on control and virus-exposed larval datasets to summarise and reveal the major correlation differences in the metabolic networks (Fig. 7) . 
Discussion
The aim of this study was to evaluate changes in the C. gigas oyster larval metabolome induced by ostreid herpesvirus and determine whether metabolomics-based approaches can deliver novel mechanistic insights into immunological defence systems of early life-stage marine invertebrates. Thus, we performed a comprehensive determination of metabolic alterations in oyster larvae exposed to the newly emerging and highly virulent OsHV-1 mVar genotype via GC/MS-based metabolomics. Our findings revealed that viral exposure had an effect on many metabolites involved in central carbon metabolism, across broad chemical classes with various functional roles. These virus-induced changes in the metabolite profiles enabled us to discriminate healthy from unhealthy larvae via multivariate clustering and classification techniques, discern relationships among metabolites, identify entire biochemical pathways evidenced of being altered, and further focused our attention towards specific mechanisms of immunity characteristic of the pathophysiological condition. We identified coordinated changes in tricarboxylic acid (TCA) cyclerelated metabolites in virus-exposed larvae indicative of abnormal energy metabolism and biosynthesis of an antimicrobial product, and also detected subtle signs of potential oxidative stress, transformation or degradation of extracellular matrix scaffolding, and disruption of normal lipid metabolism suggestive of requirements for viral appropriation of host-cell biomaterial, among other processes. Confirmation of these hypotheses based on the metabolomics data will require further investigation using Boxes which vary from yellow to red represent metabolites (KEGG ID codes) that were detected and annotated with our methods. Their colour indicates the level of significance (light yellow: p > 0.05, light orange to red: p < 0.05) from unpaired t-tests (control vs treatment). Light blue boxes/compounds in the pathways were not detected, but were used as background information for QEA to calculate the proportion of identified compounds within each pathway, and in NTA to determine the position (relative-betweeness centrality) and importance of each metabolite. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) Fig. 6 . Metaboliteemetabolite Pearson correlation heatmaps of healthy control larvae (A) vs. unhealthy virus-exposed larvae (B). The order of metabolites are the same for each of the heatmaps so direct comparisons can be made for particular regions.
functional assays at other levels of biological organisation.
Lipid metabolism
Enveloped viruses, such as those from the herpesviridae family, are known to physically and metabolically remodel host cells during infection to create optimal environments for their replication by manipulating lipid signalling and metabolism (Chukkapalli et al., 2012; Rosenwasser et al., 2016) . Such viruses instructively alter host metabolism in order to supply the high quantities of fatty acids which are required as vital lipid envelope components during virion assembly (Koyuncu et al., 2013) . Although the precise induction mechanisms have not yet been elucidated, enrichment of host fatty acid (FA) production is a common response of different organisms to infection by various enveloped viruses (Mazzon and Mercer, 2014; Hsieh et al., 2015; , including herpes-type viruses such as human cytomegalovirus (HMCV) (Spencer et al., 2011; Seo and Cresswell, 2013; Purdy et al., 2015) and Kaposi's sarcoma-associated herpesvirus (Bhatt et al., 2012) . An emerging theme is that these lipid-modifying pathways are linked to innate antiviral responses which can be modulated to inhibit viral replication (Chukkapalli et al., 2012) . For example, HCMV stimulates free fatty acid (FFA) production to enable and enhance assembly of infectious virions by activating expression of ACC1 host mRNA, the gene encoding for the rate-limiting enzyme acetyl-CoA carboxylase (ACC) involved in the initial commitment stage of de novo FA synthesis (Spencer et al., 2011) ; whereas pharmacological inhibition of host ACC substantially limits the ability of HCMV to replicate (Munger et al., 2008) . More recently, Koyuncu et al. (2013) reported that siRNA-induced knockdown of a suite of other enzymes involved in FA synthesis (fatty acyl-CoA synthetases and elongases) inhibited herpesvirus replications, whereas knockdown of proteins responsible for FA catabolism (the peroxisomal b-oxidation enzyme acetyl-CoA acyl-transferase 1) and the first step of triglyceride synthesis (1-acylglycerol-3-phosphate O-acyltransferase 9) enhanced viral replication by elevating the available FFA pool. Thus, the FA synthesis pathway is currently gaining considerable attention as a prime target for the development of innovative therapeutics that are not dependent on mechanisms of adaptive immunity, and therefore resilient to emerging virus variants which have become resistant to anti-viral therapies (Goodwin et al., 2015) .
Looking at the global metabolic changes in larvae induced by
OsHV-1 mVar exposure, there was a signature consisting of FFAs, presumably involving either a change in the relative rates of production and/or breakdown. These variation patterns contributed towards earmarking FA pathways (FA metabolism, FA b-oxidation and FA elongation in mitochondria) as being candidate targets of interest in our study via secondary bioinformatics techniques, and also were key metabolites causative to the perturbations observed within the differential metabolic correlation networks. Under the starvation conditions we employed during the viral challenge, an effect on basal lipolysis would be the most obvious potential mechanism for the FFA changes observed here. Compared to noninfected control larvae, the general increase in medium and long chain FFAs (C16:0, C18:3n-6, C20:4n-6, C20:5n-3, C22:2n6, C22:6n-3) and microalgal-derived dietary FFAs (C14:0, C16:1n-7) in virusinfected larvae are indicative of enhanced catabolism of endogenous triacylglycerol lipid supplies. This pre-metamorphic hostresponse appears to be somewhat similar to that of postmetamorphic life stages. Proteomic-based analyses of adult Pacific oysters experimentally infected with OsHV-1 mVar recently identified that a key enzyme involved in the first step of lipid hydrolysis, triacylglycerol lipase (TGL), was over-accumulated in virus-exposed animals which likely reflects enhanced lipolysis during initial stages of infection . Furthermore, transcriptomic-based analyses revealed over-expression of genes encoding for TGL and phospholipase A2 (an enzyme that releases FAs from the second carbon group of glycerol in phospholipids) in OsHV-1 mVar-infected oysters , and several other studies also report triglyceride levels being substantially decreased in juvenile and adult oyster hosts exposed to the virus (Pernet et al., 2010 Tamayo et al., 2014) . In adult oysters, FFA accumulations do not appear to coincide with the reduced lipid contents following OsHV-1 mVar infection likely due to them being transitory intermediates , for which simultaneously enhanced rates of b-oxidation could explain. However, infected adult oysters display a down-accumulation in fatty acidbinding protein (FABP) , a chaperone involved in trafficking FFAs across the mitochondrial membrane, and, at the height of the viral load, decreased Fabp transcription and expression of a gene encoding the alpha subunit of FA oxidation complex , all of which would limit b-oxidation rather than promote it. Thus, aside from being used for host energy metabolism, the FFAs produced during virus-induced lipolysis in oysters may be used as precursor synthesis molecules for constructing the lipid envelope during virus assembly and proliferation; as previously reported for HCMV infections.
Although FFA levels at a particular time reflect the complex metabolic balance between lipolysis, b-oxidation, and any other FA production (e.g., de novo synthesis) or consuming processes (e.g., triglyceride synthesis and utilisation for virion assembly), the FFA accumulations we observed are consistent with the general findings of other studies which have investigated various models of herpes-type infections. Perhaps a key point of difference in hostvirus interactions between OsHV-1 and vertebrate-infecting herpesviruses could be the primary source from which the FAs are derived from (i.e., lipolysis vs de novo synthesis). We recommend that targeted analyses of these pathways are additionally conducted at transcriptional and translational levels, in combination with metabolite profiling, in order to tease out the mechanistic intricacies of OsHV-1 mVar-induced modulation of host lipid metabolism in oyster larvae. With FAs being necessary components required for OsHV-1 replication and proliferation, establishing the precise viral targets of host lipid metabolism could assist in the development of antiviral therapeutics, and/or identification of unique disease resistant genomic or metabolic traits for selective breeding purposes.
TCA cycle and immunoresponsive gene 1
Host metabolism changes are suggestive of immunoresponsive gene 1 (Irg1) like activation, which directly affects carbon flux through the TCA cycle and modifies energy metabolism. Irg1 is commonly and highly expressed in vertebrate macrophages during inflammation and infection by a variety of pathogens (Preusse et al., 2013) . Irg1 encodes immune-responsive gene 1 protein/cis-aconitic acid decarboxylase (IRG1/CAD) which links cellular metabolism with immune defence by catalysing the decarboxylation of cisaconitic acid (the citrate / isocitrate isomerisation intermediate in the TCA cycle) to itaconic acid (ITA) (Michelucci et al., 2013; Vuoristo et al., 2015) . ITA is a metabolite with potent antimicrobial properties (Naujoks et al., 2016) , and was identified in our study as being over-accumulated in virus-exposed oyster larvae. ITA being discovered as the gene product of Irg1 is arguably one of the most important biological insights made in recent times (S evin et al., 2015) , and was only revealed through taking a nonhypothesis driven metabolomics profiling approach as we have in the current study. ITA has newly been recognised as a crucial regulatory metabolite involved in posttranscriptional mechanisms of reprogramming mitochondrial metabolism through modulation of substrate level phosphorylation, TCA cycle flux and succinic acid signalling (Mills & O'Neill, 2016; Cordes et al., 2016; N emeth et al., 2016) , production of inflammatory cytokines (Lampropoulou et al., 2016) and its ability to alter cellular redox balance (Tretter et al., 2016) .
Upregulation of Irg1 transcription leads to a characteristic metabolic signature of a "broken TCA cycle" in stimulated macrophages O'Neill and Pearce, 2016; . ITA accumulation represents the first of two distinctive breakpoints in the pathway due to decreased transcription of isocitrate dehydrogenase (IDH; catalyses isocitrate / a-ketoglutarate), and the redirection of cis-aconitic acid metabolism via enriched Irg1-encoded IRG1/CAD expression (Jha et al., 2015; Yamamoto et al., 2015) . The increased production of ITA decreases citric acid oxidation through the cycle. To compensate for the reduced flux under such conditions, Meiser et al. (2016) showed that glutamine uptake is co-enhanced with Irg1 expression, serving to replenish the pathway with a-ketoglutaric acid through glutaminolysis. In agreement, the reduction in free glutamine content that we observed in OsHV-1 mVar-exposed larvae is consistent with such an anaplerotic mechanism. Herpes-infected human cells can switch substrate utilisation from glucose to glutamine to accommodate the biosynthetic and energetic needs of the viral infection, and allow glucose to alternatively be used biosynthetically (Chambers et al., 2010) . Virus-induced reprogramming of glutamine metabolism and anaplerosis of the TCA cycle at this particular point appears to be critical for successful replication of herpes-type viruses, as well as maintenance of cellular viability during latent infections Thai et al., 2015) .
The second characteristic break-point in the TCA cycle occurs at succinate dehydrogenase/respiratory Complex II (SDH/CII), the enzyme which catalyses the oxidation of succinate / fumarate, and also crucially regulates respiration in the electron transport chain (Mills & O'Neill, 2016) . ITA is a competitive inhibitor of SDH/ CII (Cordes et al., 2016) , and thus, when ITA levels increase, enzyme activity is attenuated leading to an accumulation of succinic acid and a concomitant decrease in oxidative phosphorylation (OxPhos) (Lampropoulou et al., 2016) . Directly in line with this second TCA cycle break-point feature, oyster larvae exposed to OsHV-1 mVar exhibited elevated levels of succinic acid. The functional purpose of reprogramming host cell metabolism to accumulate succinic acid in response to pathogen infections appears to stem in part from its ability to mediate inflammatory responses. Aside from having a fundamental role in the TCA cycle, succinic acid can act as a regulatory signal, via succinate receptor 1 (GPR91/SUCNR1), to induce production of pro-inflammatory cytokines (TNF-a, IL-1b) which can enhance immune-stimulatory capacity, but also can exasperate disease when produced in excess (Rubic et al., 2008; Tannahill et al., 2013; Mills & O'Neill, 2014; Littlewood-Evans et al., 2016) . GPR91/ SUCNR1 is therefore involved in sensing the immunological danger exposed by Irg1/ITA-induced succinic acid accumulations, thus further establishing direct links between immunity and cellular respiration.
Rather than downstream TCA cycle intermediates being depleted as a consequence of this second break at SDH/CII, the metabolic response involves enrichment of the aspartatearginosuccinate shunt pathway which provides a compensatory mechanism to replenish the system (Jha et al., 2015) , thus leading to significant increases in levels of fumaric and malic acids regardless of SDH/CII inhibition (Lampropoulou et al., 2016) . In agreement, both of these TCA metabolites were over-accumulated in virusexposed larvae. Thus, our metabolite data suggest that larval oyster cells have a comparable host response to OsHV-1 mVar as mammalian macrophages when stimulated or infected with other viruses. To the best of our knowledge, this is the first report of such metabolic reprogramming of the TCA cycle in an invertebrate with the specific metabolite signature of pathogen-induced Irg1 transcription directly in accordance with vertebrate cell models. How OsHV-1 might stimulate genomic components leading to activation of Irg1 transcription in oysters is not known, but would likely share some parallels with mechanisms of higher taxa (see Owens and Malham, 2015; Naujoks et al., 2016; Tallam et al., 2016) .
Only two cases of Irg1 involvement in marine mollusc immune responses have thus far been reported. Martín-G omez et al. (2012) detected an up-regulation of Irg1 transcription in the flat oyster, Ostrea edulis, exposed to Bonamiosis disease under light and heavy infection scenarios, which suggest that Irg1 could play a role at early infection stages with prolonged expression at later stages. Furthermore, although not stated nor discussed in their manuscript, He et al. (2015 [supplementary material] ) identified via untargeted gene expression profiling that the C. gigas Irg1 transcript was over-expressed 9-fold in adult oysters exposed to OsHV-1 at the height of the viral replication process. In combination with our findings of a classic metabolic signature for Irg1 over-expression and enhanced aconitase activity in virus-exposed larvae, these data are supportive of an active role of Irg1 and its metabolic product, ITA, in the innate immunity of oysters, and further provide the first reports of such associated pathophysiological mechanisms of disease in marine invertebrates. Moreover, these data also suggest that this particular metabolic reprogramming mechanism develops very early in the oyster lifecycle, and is a conserved feature of immunity across the metamorphic boundary. These findings provide fresh insights into the early evolution of innate immunity. We suggest that a detailed characterisation of this system, including endogenous regulatory networks and exogenous effectors, be conducted through ontogeny which may provide useful information for identifying disease resistant traits. Investigation of other mechanisms associated with altered host energy metabolism, such as the Warburg effect, may also deliver important insights into the pathophysiology of the disease.
Warburg effect
The Warburg effect is an abnormal metabolic shift that was first discovered in proliferating cancer cells (Ferreira, 2010) . It has since been detected in vertebrate cells infected by viruses (Delgado et al., 2010; Darekar et al., 2012; Thai et al., 2014) , and was recently implicated as an actuated pathway during viral infections in shrimp and oysters Su et al., 2014; Hsieh et al., 2015; Fan et al., 2016; Li et al., 2016) . Herpes-type viruses are known to activate oncogenes, thus providing a mechanistic link with cancerous cell phenotypes (Mesri et al., 2014) . The Warburg effect is distinguished by a high rate of glycolytic flux and unusual aerobic fermentation of glucose to lactic acid even though there is enough oxygen available for OxPhos to proceed (Kelly & O'Neill, 2015) . It is often accompanied by the activation or enrichment of other metabolic pathways that provide energy and direct the flow of carbon and nitrogen, such as the pentose phosphate pathway, nucleotide biosynthesis, lipolysis, and glutaminolysis (Zaidi et al., 2013; Tannahill et al., 2013; Su et al., 2014; Li et al., 2016) , and also with mechanisms of innate immunity such as Irg1 activation/ITA over-accumulation (Kelly & O'Neill, 2015) .
Metabolic alterations characteristic of the Warburg effect involve increased glycolysis, elevated levels of lactic acid, and changes in rates of nicotinamide adenine dinucleotide phosphate (NADPH) production/utilisation. These effects result from the diversion of glucose metabolism, glutamine oxidation, and requirements of reducing equivalents for FA biosynthesis and for mounting anti-oxidant responses to Reactive Oxygen Species (ROS) via re-oxidisation of glutathione (Vander Heiden et al., 2009; Weljie and Jirik, 2011; Senyilmaz and Teleman, 2015) . Although the precise initiating mechanism/s responsible for reprogramming the glycolytic and gluconeogenic pathways that result in these metabolite changes are not yet completely understood (Vijayakumar et al., 2015) , succinic acid accumulations act as an innate immunity regulatory signal to trigger a switch in core metabolism from OxPhos to glycolysis. Succinic acid stabilises the alpha subunit of hypoxia inducible factor 1 (HIF-1a) thereby activating transcription of genes which downregulates OxPhos (e.g., via indirect inhibition of pyruvate kinase to reduce TCA cycle flux), enhances glycolysis (e.g., via increased production of hexokinase and glucose transporters), and promotes lactic acid production (e.g., via regulation of lactate dehydrogenase and monocarboxylate transporter 4) (Ben-Shlomo et al Selak et al., 2005; Semenza, 2010; PalssonMcDermott & O'neill, 2013; Tannahill et al., 2013; Mills & O'Neill, 2014) . Thus, with ITA-induced inhibition of SDH/CII, succinic acid may be an important metabolite linking Irg1 activation with the Warburg effect in virus infected cells.
Compared to baseline control larvae, lactic acid was overaccumulated in OsHV-1 mVar-exposed larvae, whereas NADPH levels were lower. Secondary bioinformatics analysis of the metabolomics data also recognised glycolysis/gluconeogenesis and nucleotide metabolism as being differentially modulated as a larval host response to the virus, which could reflect an active Warburglike effect. Our findings align with those of Corporeau et al. (2014) who utilised a proteomic-based approach to assess global protein changes in adult oysters infected with OsHV-1 mVar. Altered host protein expressions included changes in mitochondrial membrane permeability (accumulation of voltage-dependant anion channels [VDAC]), and enhanced glycolysis via an increase in the glycolytic enzyme Triose phosphate isomerase and decreases in the gluconeogenic enzymes Fructose 1,6-biphosphatase and Malate dehydrogenase (MDH); signatures which resemble induction of the Warburg effect (Chen et al., 2011; Maldonado and Lemasters, 2012; Corporeau et al., 2014) . Supporting the findings of Corporeau et al. (2014) , increased and decreased expressions of genes encoding VDAC and MDH, respectively, were detected in adult oysters exposed to the virus (Renault et al., 2011; He et al., 2015) . Taken together, these characteristic evidences at various levels of organisation (i.e., gene, protein and metabolite) suggest an involvement of the Warburg effect as a pathophysiological feature of OsHV-1
It is thought that the Warburg effect in cancer cells is adapted to facilitate the uptake and incorporation of nutrients into the biomass needed to produce new cells during proliferation at the expense of efficient, albeit slow, ATP production via OxPhos (Vander Heiden et al., 2009; Zhang et al., 2012) . The functional purpose for selection of energy inefficient lactic acid fermentation over OxPhos in virus-exposed oysters is less clear. However, it is possible that the Warburg effect is 'strategically' induced by OsHV-1 as a metabolic reprogramming mechanism beneficial to the pathogen. With the catabolism of glucose exceeding the bioenergetics needs of cells during Warburg activation (Thompson, 2014) , the high yields of intermediates created through enriched glycolysis and a truncated TCA cycle could be used for production of purine and pyrimidine nucleotides and other components required for viral DNA synthesis and envelope assembly. Aerobic fermentation would also provide energy for these processes more swiftly than through OxPhos and with less risk of constraining glycolytic flux via ATP-induced negative feedback inhibition (Zhang et al., 2012; , thus facilitating rapid and persistent viral replication.
Oxidative stress
We hypothesised that significant changes in the abundances of metabolites reflective of oxidative stress would be represented in OsHV-1 Var-exposed oyster larvae. Exposure to invading pathogens initially triggers robust innate immune responses, and a rapid release of reactive oxygen species (ROS) called an oxidative burst is usually registered soon afterwards (Torres et al., 2006) . ROS are beneficial since they can facilitate degradation of invading pathogen biomaterial, and also act as signalling molecules to potentiate other immune responses, such as activation of interferons and their regulatory factors (Chiang et al., 2006) . However, when produced in excess, they can cause irreparable damage to crucial host cells through degradation of macromolecular cellular components, including lipids, proteins, and DNA (Pisoschi and Pop, 2015) . During viral infections, this can actually promote virus proliferation by enhancing dispersion from lysed or apoptotic cells (Stehbens, 2004) . Thus, oxidative bursts should ideally be reduced before attaining critical levels, and can be achieved through an intricate balance of co-regulated antioxidant processes. These include production of the antioxidant metabolite glutathione (GSH) and a number of enzymes which regulate GSH turnover, directly recycles ROS, or are involved in repairing ROS-induced damage (Knight, 2000; Apel and Hirt, 2004) . Adult and juvenile oysters exposed to OsHV-1, or showing variable susceptibilities to disease associated with the virus, display differential expression of these enzymes, and/or the genes which encode them (Fleury et al., 2010; Fleury and Huvet, 2012; Schmitt et al., 2013; Normand et al., 2014; Corporeau et al., 2014; He et al., 2015) . This indicates a change in ROS balance and induction of oxidative stress as a response to the infection, and also suggests that the ROS-regulatory system is an important feature which underpins disease resistance.
We detected a relatively high coverage of metabolites within the glutathione metabolism pathway. However, subtle variations of metabolites central to network topology, such as glutathione itself, were not differentially expressed resulting in the entire pathway being only marginally affected (p ¼ 0.057). On the other hand, the transulphuration pathway (cysteine and methionine metabolism) which is responsible for supplying precursor metabolites for glutathione synthesis under low-mid stress conditions was altered, which indicates a mild oxidative stress response. The subtle signs of oxidative stress and perturbed redox balance in virus-exposed larvae indicate that the homeostatic control mechanisms responsible for governing the production and detoxification of ROS were functioning at optimal capacities and well within acceptable boundaries. These findings suggest that OsHV-1 either does not induce major oxidative stress in oyster larvae beyond the adaptive ability of the ROS-regulatory system, or that the level or stage of infection in our study was low or early, respectively. These results also may highlight a potential limitation in the exclusive use of metabolomic-based approaches to recognise changes in metabolic activity under circumstances where enzymatic regulation tightly constrain metabolite levels within the range of normal baseline variations. Indeed, cellular metabolism, and glutathione turnover/ ROS regulation in particular, is extremely well-adapted to achieve this feat. Thus, to better define the influence of OsHV-1 on oxidative stress parameters, further analysis of enzymes associated with glutathione recycling and ROS regulation would be required.
Other signatures
A number of other metabolites were considered to be important features responsible for larval health class discrimination in PCA, PLS-DA and RF models. These included elevated levels of 4-hydroxyphenylacetic acid, 4-hydroxyproline, and 2-aminoadipic acid and a reduction in nicotinic acid contents. Four unannotated metabolites were also important in the multivariate models. Future efforts to identify these molecules may further complement our interpretations or provide new insights into the virus-host interaction.
4-hydroxyphenylacetic acid (4-HPA) is a tyrosine-derived metabolite with antioxidant activity that can scavenge reactive oxygen and nitrogen species in vitro and in vivo (Biskup et al., 2013) , and also has an ability to reduce excessive release of proinflammatory cytokines which protects against inflammation and disease (Liu et al., 2014; Ford et al., 2016) . Increased levels of 4-HPA are associated with various mammalian disease pathologies and inborn errors in metabolism (Kikuchi et al., 2010; Nishiumi et al., 2010; Hori et al., 2011; Manna et al., 2015; Xiong et al., 2015; Kurko et al., 2016 ). An accumulation of this metabolite during such disease onsets has been attributed to differential catabolic pathways of tyrosine . In our study, tyrosine metabolism was identified as a pathway with signs of being differentially regulated. It was recently demonstrated that the mechanism by which 4-HPA reduces proinflammatory cytokine production involves suppression of their transcription via promotion of HIF-1a protein degradation (Liu et al., 2014) . Thus, with a functional role in downregulating HIF-1 activity, 4-HPA could directly compete with Irg1/ITA/succinic acid-induced HIF-1a stabilisation. As a result, HIF-1 induced enrichment of pathways responsible for redirecting carbon and nitrogen metabolism in trajectories which support OsHV-1 proliferation might be moderated, whereas the negative host consequences associated with coinduced respiratory dysfunction and excessive inflammation may partially be alleviated.
4-hydroxyproline (4-HP) is produced via the posttranslational hydroxylation of proline and is formed in proteins only after peptide linkage . 4-HP is predominantly found in collagen, a major structural component of the extracellular matrix (ECM) scaffold in marine invertebrate embryos and larvae (Spiegel et al., 1989; Phang et al., 2010) . Thus, accumulation of free 4-HP is a specific biomarker of collagen degradation, and indicator of cell structure damage through compositional transformation of the ECM (Karna and Pałka, 2002; Phang et al., 2008) . The production of free 4-HP resulting from ECM degradation is thought to play a role in initiating the apoptotic cascade via activation of the caspase-9 protease , as well as promoting HIF-1 activity by inhibiting the degradation of HIF-1a (Surazynski et al., 2008) . Matrix metalloproteinases (MMPs), are responsible for degrading the ECM. MMPs play crucial roles during normal embryonic and larval development, such as in cell growth and differentiation, tissue remodelling, and mechanisms of immunological defense (Mannello et al., 2003 (Mannello et al., , 2005 Mok et al., 2009 ). However, MMPs can be excessively produced in pathological situations (Itoh et al., 2006; Phang et al., 2008) . Physical stress, oncogenic transformation, ROS and cytokines are all inducible factors (Mancini and di Battista, 2006; Reuter et al., 2010) . MMPs and their importance in restructuring the ECM as a response to pathogens have previously been implicated in OsHV-1 infections and disease resistance vs susceptibility traits of oysters Rosani et al., 2015) . The elevated levels of free 4-HP in OsHV-1 mVar-exposed larvae indicates that collagen degradation in the ECM was enhanced, although further investigation will be required to determine whether the 4-HP accumulations represent negative consequences for the host due to significant cell structure damage.
2-aminoadipic acid (2-AAA) is a component of the lysine metabolism pathway and is recognised as a small-molecule biomarker of oxidative stress (Sell et al., 2007; Zeitoun-Ghandour et al., 2011) . Its presence has been linked with regulation of glucose homeostasis (Yuan et al., 2011; Wang et al., 2013) , and elevated levels have been reported as a putative biosignature of respiration chain disorders (Smuts et al., 2013) . Production of 2-AAA in fish is associated with low oxygen transport capacity (Allen et al., 2015) , and can be induced in shellfish by exposure to physiological stressors Koyama et al., 2015) . Accumulations of 2-AAA are also associated with oncogene activation and carcinogenesis, leading to its recent candidacy as a potential new clinical biomarker for various cancers (Hori et al., 2011; Bellance et al., 2012; Jung et al., 2013; Rosi et al., 2015; Ren et al., 2016) . Production of 2-AAA correlates with the bioenergetic signature characteristic of a switch in cellular respiration modes from OxPhos to aerobic glucose fermentation (Hori et al., 2011; Aa et al., 2012; Bellance et al., 2012) . Thus, the accumulation of 2-AAA in virus-exposed larvae is consistent with the global changes we detected in organic acid metabolism reflective of TCA cycle reprogramming, reduced mitochondrial respiration and ATP production, activation of the Warburg effect, and subtle signs of oxidative stress.
Nicotinic acid (NA) plays an important role in redox reactions and can be converted to nicotinamide (NAM) in vivo. In invertebrates and some fish, NA and NAM are important precursors for synthesis of the pyrimidine nucleotide coenzymes NAD þ and NADP þ which participate in many hydrogen transfer processes, such as fatty acid synthesis, lipolysis and glycolysis (Ng et al., 1997; Sauve, 2008; Houtkooper et al., 2010; Cant o et al., 2015; . NAD þ is also a substrate and signalling metabolite required for regulation of transcription, proteasomal function, and posttranslational protein modifications involved in DNA replication, recombination, repair mechanisms and maintenance of genomic stability (Bürkle, 2001; Surjana et al., 2010; Vyas et al., 2013; Fouquerel and Sobol, 2014; Cant o et al., 2015) . Unlike most metabolic redox reactions which reversibly oxidise or reduce pyrimidine nucleotides to maintain constant levels of NAD þ /NADP þ , substrate utilisation and NAD þ -dependant signalling processes are highly consumptive, and regeneration from niacin precursors is required when such mechanisms are activated (Lin, 2007; Chiarugi et al., 2012) . The reduction of free NA in virusexposed larvae is consistent with its role in these processes which are upregulated during herpes-type viral infections (Grady et al., 2012; Li et al., 2012) . Herpes-induced consumption of NAD þ as a substrate for enzymes involved in host DNA modifications is likely a response to DNA damage pathways being activated by replication of the viral genome (Grady et al., 2012) . However, efficient virus replication itself and synthesis of viral proteins are also reliant on NAD þ substrate supply . Thus, the importance of NA and NAD þ /NADP þ metabolism in host-pathogen interactions is gaining considerable attention as targets for the treatment of infectious diseases in humans (Mesquita et al., 2016) . Interestingly, activation of the Warburg effect involves the unusual overproduction of NAD þ via enhanced fermentation of glucose (i.e., pyruvic acid þ NADH / lactic acid þ NAD þ ) (Chiarugi et al., 2012) , and may serve/function as a replenishing mechanism in response to NAD þ depletion to complement de novo synthesis from its niacin precursors.
Study limitations
During an infection, viruses have an ability to alter host metabolites in order to benefit their replication. However, the host can also mount responses against the pathogen via changes in host metabolism pathways, such as triggering inflammation. Unfortunately, at this early stage of the research we do not know which metabolic features have roles in virus pathogenesis and which of the signatures can be attributed to host defence. This is an important aspect to decipher, and will require highly focused investigation. A critical step to achieve this will be to characterise the functional genome of OsHV-1 mVar. Furthermore, our study did not include a temporal sampling design. During an infection, viruses can trigger various metabolic changes at different replication stages. For example, the Warburg effect may be triggered at the stage of virus genome replication, whereas lipid metabolism may be altered at the stage of virion assembly prior to release of mature virion particles from host cells. In order to contextualise host metabolic perturbations within the framework of viral propagation, future efforts should be made to incorporate a fine scale temporal sampling design, analysis of multiple targets (genes, proteins and metabolites), and a detailed characterisation of the virus replication process; although, lack of bivalve cell lines continue to hamper virus research in these taxa (Yoshino et al., 2013) .
Conclusion
In summary, we identified and measured the metabolic responses of oyster larvae during exposure to the virulent ostreid herpesvirus microvariant which has recently been responsible for mass mortalities of shellfish around the globe. Viruses can reshape their host's metabolism to create a unique metabolic state that supports their specific requirements. Indeed, profiling of larval metabolites revealed virus-induced reprogramming of hostencoded metabolic networks, including alterations to the glycolytic pathway, the TCA cycle, and lipid metabolism. Intriguingly, we observed metabolic response parallels with a number of innate immune system mechanisms previously characterised in mammalian cell models, such as induction of the Warburg effect and downstream metabolic consequences of immunoresponsive gene 1 like activation. The functional genomes of OsHV-1 and its variants are mostly unknown at present, but it is likely that virusencoded auxiliary genes also provide infected host cells with novel metabolic capabilities, and the outcomes of their transcription may be manifested within our results. These findings provide the first comprehensive insights into early ontogenic host physiology and susceptibility of oysters towards OsHV-1 mVar. Characterisation of host-virus interactions can provide knowledge to enable development of therapeutic agents and identify traits for improving the outcome of selective breeding programmes. Our study also highlights the value of metabolomics-based approaches in elucidating host-virus interactions and the metabolic networks which characterise and underpin the pathophysiological state, and further supports its application for investigating pathogenesis of disease in early life stage oyster models.
