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YONEDA LEMMA FOR SIMPLICIAL SPACES
NIMA RASEKH
Abstract. We study and prove the Yoneda lemma for arbitrary simplicial spaces. In order to
do that we define left fibrations for simplicial spaces and show it comes with a model structure.
We then show how the Yoneda Lemma can be applied to understand the theory of left fibrations.
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Introduction
0.1 Motivation. The Yoneda lemma is one of the fundamental results of classical category the-
ory. It has been generalized to the realm of higher categories by several authors, notably Andre´
Joyal ([Jo08], [Jo09]) Jacob Lurie ([Lu09]) using quasi-categories, by de Brito ([dB16]) and Kazhdan
and Varshavsky ([KV14]) using Segal spaces, and by Riehl and Verity using ∞-cosmoi ([RV17]).
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The focus here will be on studying the Yoneda lemma for any simplicial space. We will do so by
looking at it from the perspective of Segal spaces.
0.2 Main Results. The main goal is to prove the Yoneda Lemma:
Proposition 0.1. (Proposition 3.28) Let X be a simplicial space.
(1) Let Y be a simplicial space over X. Then for every x : F (0) → X there is a diagonal
equivalence
X/x ×
X
Y ≃ F (0)×
X
Yˆ
where Yˆ is a choice of a left fibrant replacement of Y over X and X/x a choice of right
fibrant replacement of x.
(2) A map Y → Z over X is a covariant equivalence if and only if for every x : F (0)→ X
X/x ×
X
Y → X/x ×
X
Z
is a diagonal equivalence, where X/x a choice of right fibrant replacement of x.
The Yoneda lemma allows us to get a good understanding of the covariant model structure
(Theorem 3.14). Some of the main results we prove are the following:
Theorem 0.2. Let X be simplicial space. There is a unique model structure on sS/X such that
(1) It is a simplicial, left proper model category (Theorem 3.14)
(2) The fibrant objects are the left fibrations over X (Theorem 3.14)
(3) A map between left fibrations is a covariant equivalence if and only if it is a Reedy equivalence
if and only if it is a Kan equivalence if and only if it is a fiber-wise diagonal equivalence.
(Lemma 3.30)
(4) A map Y → Z is a covariant equivalence if and only if X/x×X Y → X/x×XZ is a diagonal
equivalence for every x : F (0) → X. Here X/x is a contravariant fibrant replacement of
x : F (0)→ X. (Proposition 3.28)
(5) If X is also a Segal space, then for any object x ∈ X the map
F (0)→ XF (1) ×
X
F (0)
is a covariant equivalence over X. Here XF (1)×XF (0) is the Segal space of objects under x.
Thus we can recover covariant equivalences from the theory of over-Segal spaces. (Theorem
4.2)
(6) A map f : X → Y gives us a Quillen adjunction (Theorem 3.15)
(sS/X)
cov (sS/Y )
cov
f!
f∗
which is an Quillen equivalence if f is an equivalence in the CSS model structure. (The-
orem 4.8)
(7) The covariant model structure is a localization of the CSS model structure on sS/X (Theorem
4.12)
(8) Base change by left fibrations preserves CSS equivalences. (Theorem 5.29
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Some of those results have already been proven in the context of quasi-categories in [Lu09], but
often the proofs there rely on translating the problem into the language of simplicial categories
and then proving it there, which we will avoid. Some of the proofs can also be found in [Jo08]
and [Jo09], again using quasi-categories, where Joyal makes extensive use of the combinatorial
properties of simplicial sets. While some parts here also rely on such techniques, we will largely
try to avoid using combinatorial properties of simplicial spaces. Some of the results have also been
proven independently in [dB16], however, only where the base space is a Segal space. The work
here will generalize several of its definitions and results.
0.3 Outline. The first section is mostly informative and serves as a motivation for the rest, by
showing various faces of the Yoneda lemma in the context of classical category theory.
In the second section we introduce basic notation regarding spaces (simplicial sets) (Subsection
2.1), simplicial spaces (Subsection 2.2) and the Reedy model structure on simplicial spaces (Subsec-
tion 2.3). We also introduce two different localizations of the Reedy model structure, each of which
is equivalent to the Kan model structure (Subsection 2.4). Finally, we also review the concept of
complete Segal spaces as we will heavily rely on the theory of complete Segal spaces in order to
understand left fibration (Subsection 2.5).
In the third section we give our definition of a left fibration (Definition 3.1) and show that it comes
with a model structure by using the theory of localizations (Theorem 3.14). More importantly, we
prove the existence of a very computational and useful criterion to detect equivalences in this model
structure, namely the Yoneda lemma for simplicial spaces (Proposition 3.28).
In the fourth section we do an extensive study of the relationship between (complete) Segal spaces
and the theory of left fibrations using the results of Section 3. In particular, we show that under-
Segal spaces are fibrant replacements (Subsection 4.1), show that the covariant model structure is
invariant under base change by CSS equivalences (Subsection 4.2) and that the covariant model
structure is a localization of the CSS model structure (4.3)
In the fifth section we will discuss some other interesting applications that follow from the Yoneda
lemma. In particular, we characterize representable left fibrations (Subsection 5.2), study colimits
in Segal spaces (Subsection 5.3), show how the main result is a generalization of Quillen’s Theorem
A (Subsection 5.4) and that base change by left fibration preserves CSS equivalences (Subsec 5.6).
The sixth section is reserved for the proof of the main theorem (Theorem 3.32), which is the
main ingredient of the proof of Proposition 3.28. It is completely independent of Sections 4, 5.
The last section hides any remaining technical proof. This gives the reader the freedom to skip
some of the more intricate steps of the proofs and then come back to them if need be.
There are two appendix sections. In the first one we state the most important lemmas we use
from the theory of model categories. In the second part we show that our definition of a left fibration
agrees with the definition introduced by Lurie in [Lu09].
0.4 Background. The main language here is the language of model categories and complete
Segal spaces. So, we assume familiarity with both throughout. Only a few results are explicitly
stated here. For a basic introduction to the theory of model categories see [DS95] or [Ho98]. For
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an introduction to complete Segal spaces we will mostly rely on [Ra18a]. There is also the original
source [Re01].
0.5 Acknowledgements. I want to thank my advisor Charles Rezk who has guided me through
every step of the work. I want to in particular thank him for many helpful remarks on previous
drafts. I also want to thank Matt Ando for many fruitful conversations and suggestions.
Another Look at the Yoneda Lemma for Categories
The Yoneda lemma is an important result in classical category theory and it can be found in
any introductory book on classical category theory. Here is a version that can be found in [ML98,
Page 61].
Lemma 1.1. (Hom version of Yoneda for functors) If F : C → Set is a functor and C ∈ C an
object, then there is a bijection
y : Nat(HomC(C,−), F )
∼=
−−−−→ F (C)
which sends each natural transformation α : HomC(C,−)→ F to αC(idC) the image of the identity
idC : C → C.
There is however a different way this equivalence can be phrased. It relies on the Hom-Tensor
Adjunction.
1.1 Tensor Product of Functors and Yoneda Lemma. Most of the material in this subsec-
tion can be found in greater detail in [MM92, VII.2]. For this subsection let C be a fixed category
and F : C→ Set and P : Cop → Set be two functors. Then our we define the tensor product as the
following colimit diagram F ⊗C P .
∐
C,C′∈C
P (C)×HomC(C,C
′)× F (C)
∐
C∈C
P (C)× F (C) F ⊗
C
P
ϕ
ψ
∼=
where ϕ(a, f, b) = (P (f)(a), b) and ψ(a, f, b) = (a, F (f)(b)). So the tensor product of two functors
is the product of the values quotiented out by the mapping relations. This definition generalizes
the tensor product of two rings, which is the motivation for this notation. Similar to the case of
rings this definition of a tensor product fits into a hom-tensor adjunction.
Theorem 1.2. Let C be a category and F : C→ Set a functor. Then we have the adjunction
SetC
op
Set
−⊗CF
HomC(F (−),−)
where the left adjoint takes P to P ⊗C F and the right adjoint takes a set S to the functor which
takes an object C to HomC(F (C), S).
Remark 1.3. Note that we could have made the same construction for the case where Set is replaced
with any category which has all colimits. However, here we do not need to work at this level of
generality. For more details on the general construction see [MM92, Page 358].
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With the tensor product at hand we can state another version of the Yoneda lemma.
Theorem 1.4. (Tensor version of Yoneda for functors) If F : Cop → Set is a functor and C ∈ C
an object, then there is a bijection
y : HomC(C,−)⊗
C
F
∼=
−−−−→ F (C)
which sends each tuple (f, a) ∈ HomC(C,C′)× F (C′) to F (f)(a) ∈ F (C).
This version of the Yoneda lemma has the following basic corollaries, which should look quite
familiar.
Corollary 1.5. Let C be a category and C,C′ two objects. Then we have the following isomorphism.
HomC(C,−)⊗
C
HomC(−, C
′) ∼= HomC(C,C
′)
Corollary 1.6. Let C be a category and F,G : Cop → Set be two functors. Then a natural
transformation α : F → G is a natural equivalence if and only if
HomC(C,−)⊗
C
F → HomC(C,−)⊗
C
G
is a bijection for every object C ∈ C.
1.2 Yoneda Lemma for Fibered Categories. The two versions of the Yoneda lemma we
discussed above are very useful and allow us to study categories from many angles. However, in
the world of higher categories and simplicial spaces these versions are very difficult to handle, as
functors have higher coherence data which is difficult to manage. Therefore, it is better to work
with an appropriate notion of a fibration over the given category. In the classical situation they
are called categories fibered in sets. In this subsection we introduce Yoneda lemma for categories
fibered in sets.
Definition 1.7. A functor P : D → C is called fibered in sets over C if for any map f : C → C′
in C and object D′ in D such that P (D′) = C′, there exists a unique lift fˆ : D → D′ such that
P (fˆ) = f . Similarly, P is called cofibered in sets if for any object D in D such that P (D) = C there
exists a unique lift fˆ : D → D′ such that P (fˆ) = f .
Remark 1.8. Note that this has the following direct implication. If in the above setting g : D → D′
is a map in D such that P (g) = idC for some object C ∈ C then D = D′ and g = idD′ . This
follows from the uniqueness condition, because idD′ is already a lift. This implies that for any
object C ∈ C, the full subcategory of D which has objects D such that P (D) = C is actually a
set. Using pullback notation we can also denote ths subcategory as{C}×C D. The same is true for
categories cofibered over sets.
Before we can state the Yoneda lemma we have to define fibered categories which play the role
of representable functors.
Definition 1.9. Let C be a category and C an object. Then there is a category, C/C , called the
category of objects over C or simply over-category. The objects are maps in C which have target
C and morphisms are commuting triangles. There is a natural functor πC : C/C → C which takes
every map to its source and makes it into a category over C fibered in sets. In a similar manner, we
define CC/, called the category of objects under C or simply under-category. The objects are maps
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with domain C and maps again commuting triangles. Again there is a natural functor π : CC/ → C
which takes every map to its target and it makes it into a category cofibered in sets.
With the previous remarks at hand we can now phrase the first fibered version of the Yoneda
Lemma:
Theorem 1.10. (Hom version of Yoneda for fibered categories) Let P : D→ C be a category fibered
in sets over C. Then we have an isomorphism
y : Fun/C(C/C ,D)
∼=−−−−→ {C} ×
C
D
that takes every functor F : C/C → D to the object F (idC).
Similar to the previous part we also have a tensor version of the Yoneda lemma for fibered
categories. First, however, we have to define a notion of tensor product for fibered categories. The
analogue of the tensor product of two categories D and E over C should be the pullback D ×C E.
However, the pullback is not necessarily a set by itself and so we have to make the necessary
adjustments. This means we have the following:
D⊗
C
E = π0N(D×
C
E)
where N is the nerve of a category and π0 is the set of connected components. With this definition
we can state our last version of the Yoneda lemma
Theorem 1.11. (Tensor version of Yoneda for fibered categories) Let P : D→ C be fibered in sets
over C. Then we have an isomorphism
y : CC/ ⊗
C
D
∼=
−−−−→ {C} ⊗
C
D
which takes (f : C → C′, D′) to the domain of the unique lift of f .
This last version of the Yoneda lemma can be generalized to simplicial spaces.
Our goal in the coming sections is to build the necessary machinery to define as well as prove
the simplicial space version of the Yoneda lemma. In particular, we will define the correct analogue
to categories fibered in sets and study its properties.
Basics & Conventions
Throughout this note we use the theory of complete Segal spaces. For results on complete Segal
spaces we either refer to the explainer [Ra18a] or the original source [Re01]. Here we will only cover
the basic notations.
2.1 Simplicial Sets. S will denote the category of simplicial sets, which we will also call spaces.
We will use the following notation with regard to spaces:
(1) ∆ is the indexing category with objects posets [n] = {0, 1, ..., n} and mappings maps of
posets.
(2) ∆[n] denotes the simplicial set representing [n] i.e. ∆[n]k = Hom∆([k], [n]).
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(3) ∂∆[n] denotes the boundary of ∆[n] i.e. the largest sub-simplicial set which does not include
id[n] : [n] → [n]. Similarly Λ[n]l denotes the largest simplicial set in ∆[n] which doesn’t
have the lth face.
(4) For a simplicial set S we denote the face maps by di : Sn → Sn−1 and the degeneracy maps
by si : Sn → Sn+1.
(5) Let I[l] be the category with l objects and one unique isomorphisms between any two
objects. Then we denote the nerve of I[l] as J [l]. It is a Kan fibrant replacement of ∆[l]
and comes with an inclusion ∆[l]֌ J [l], which is a Kan equivalence.
2.2 Simplicial Spaces. sS =Map(∆op, S) denotes the category of simplicial spaces (bisimplicial
sets). We have the following basic notations with regard to simplicial spaces:
(1) We embed the category of spaces inside the category of simplicial spaces as constant sim-
plicial spaces (i.e. the simplicial spaces S such that, Sn = S0 for all n).
(2) Denote F (n) to be the discrete simplicial space defined as
F (n)k = Hom∆([k], [n]).
(3) ∂F [n] denotes the boundary of F (n). Similarly L(n)l denotes the largest simplicial space
in F (n) which lacks the lth face.
(4) For a simplicial space X we have Xn ∼= HomsS(F (n), X).
2.3 Reedy Model Structure. The category of simplicial spaces has a Reedy model structure,
which is defined as follows:
F A map f : Y → X is a (trivial) fibration if the following map of spaces is a (trivial) Kan
fibration
MapsS(F (n), Y )→MapsS(∂F (n), Y ) ×
MapsS(∂F (n),X)
MapsS(F (n), X).
W A map f : Y → X is a Reedy equivalence if it is a level-wise Kan equivalence.
C A map f : Y → X is a Reedy cofibration if it is an inclusion.
The Reedy model structure is very helpful as it enjoys many features that can help us while doing
computations. In particular, it is cofibrantly generated, simplicial and proper. Moreover, it is also
compatible with Cartesian closure, by which we mean that if i : A → B and j : C → D are
cofibrations and p : X → Y is a fibration then the map
A×D
∐
A×C
B × C → B ×D
is a cofibration and the map
XB → XA ×
Y A
Y B
is a fibration, which are trivial if any of the involved maps are trivial.
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2.4 Diagonal & Kan Model Structure. There are two localizations of the Reedy model
structure which we are going to need in the coming sections.
Theorem 2.1. There is a unique, cofibrantly generated, simplicial model structure on sS, called
the Diagonal Model Structure, with the following specifications.
W A map f : X → Y is a weak equivalence if the diagonal map of spaces {fnn : Xnn → Ynn}n
is a Kan equivalence.
C A map f : X → Y is a cofibration if it is an inclusion.
F A map f : X → Y is a fibration if it satisfies the right lifting condition for trivial cofibra-
tions.
In particular, an object W is fibrant if it is Reedy fibrant and a homotopically constant simplicial
space i.e. the degeneracy maps s : W0 →Wn are weak equivalences.
Proof. The model structure is the localization of the Reedy model structure with respect to the
maps
L = {F (0)→ F (n) : n ≥ 0}.
A simple lifting argument shows that an object W is fibrant if it is Reedy fibrant and W0 →Wn is
a weak equivalence for each n ≥ 0. Now let f : X → Y be a map. Then {fnn : Xnn → Ynn}n is
a Kan equivalence if and only if Map(Y,W )→Map(X,W ) is a Kan equivalence for every fibrant
object W . 
Remark 2.2. A space K embedded as a constant simplicial space is not fibrant in this model
structure, as it is not Reedy fibrant. Rather the fibrant replacement is the simplicial space which
at level n is equal to K∆[n].
Theorem 2.3. There is a unique, cofibrantly generated, simplicial model structure on sS, called
the Kan Model Structure, with the following specification.
W A map f : X → Y is a weak equivalence if f0 : X0 → Y0 is a Kan equivalence.
C A map f : X → Y is a cofibration if it is an inclusion.
F A map f : X → Y is a fibration if it satisfies the right lifting condition for trivial cofibra-
tions.
In particular, an object W is fibrant if it is Reedy fibrant and the map
Map(F (n),W )→Map(∂F (n),W )
is a trivial Kan fibration for n > 0.
Proof. Similar to the previous theorem this model structure is a localization of the Reedy model
structure with respect to maps
L = {∂F (n)→ F (n) : n > 0}.
Basic lifting argument tells us that W is fibrant if and only if it is a Reedy fibration and
Wn →Map(∂F (n),W )
is a trivial Kan fibration for n > 0. This also implies that f0 : X0 → Y0 is a Kan equivalence if and
only if Map(Y,W )→Map(X,W ) is a Kan equivalence for every fibrant object W . 
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These model structures all fit nicely into a chain of Quillen equivalences.
Theorem 2.4. There is the following chain of Quillen equivalences:
(sS)Diag (S)Kan (sS)Kan
Diag#
Diag∗
i#
i∗
Here Diag : ∆ → ∆ × ∆ is the diagonal map which induces an adjunction (Diag#, Diag∗) on
functor categories. Also, i : ∆→ ∆×∆ is the map that takes [n] to ([n], [0]) which also induces an
adjunction (i#, i
∗) on functor categories.
Proof. (Diag#, Diag
∗): By definition, a map of simplicial spaces f is a diagonal equivalence if and
only if Diag#(f) is a Kan equivalence. Moreover, basic computation shows that the counit map
Diag#Diag
∗K → K is a Kan equivalence for every Kan complex K.
(i#, i
∗): By the same argument a map of simplicial spaces f is a Kan equivalence if and only if
i∗(f) is a Kan equivalence. Finally, the derived unit map K → i∗Ri#(K) is a Kan equivalence for
every Kan complex K as i∗Ri#(K) = K. 
This implies that the diagonal and Kan model structure are Quillen equivalent, however, that
does not mean that they are actually the same model structure.
2.5 Complete Segal Spaces. The Reedy model structure can be localized such that it models
an (∞, 1)-category. This is done in two steps. First we define Segal spaces.
Definition 2.5. [Re01, Page 11] A Reedy fibrant simplicial space X is called a Segal space if the
map
Xn
≃
−−−→ X1 ×
X0
... ×
X0
X1
is an equivalence for n ≥ 2.
Segal spaces come with a model structure, namely the Segal space model structure.
Theorem 2.6. [Re01, Theorem 7.1] There is a simplicial closed model category structure on the
category sSSeg of simplicial spaces, called the Segal space model category structure, with the following
properties.
(1) The cofibrations are precisely the monomorphisms.
(2) The fibrant objects are precisely the Segal spaces.
(3) The weak equivalences are precisely the maps f such that MapsS(f,W ) is a weak equivalence
of spaces for every Segal space W .
(4) A Reedy weak equivalence between any two objects is a weak equivalence in the Segal space
model category structure, and if both objects are themselves Segal spaces then the converse
holds.
(5) The model category structure is compatible with the cartesian closed structure.
(6) The model structure is the localization of the Reedy model structure with respect to the maps
G(n) = F (1)
∐
F (0)
...
∐
F (0)
F (1)→ F (n)
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for n ≥ 2.
A Segal space already has many characteristics of a category, such as objects and morphisms (as
can be witnessed in [Re01, Section 5]), however, it is still does not model an actual (∞, 1)-category.
For that we need complete Segal spaces.
Definition 2.7. Let J [n] be the fibrant replacement of ∆[n] in the Kan model structure described
in Subsection 2.1. We define a discrete simplicial space E(n) as
E(n)kl = J [n]k.
In particular, E(1) is the free invertible arrow.
Definition 2.8. A Segal space W is called a complete Segal space if it satisfies one of the the
following equivalent conditions.
(1) The map
Map(E(1),W )
≃
−−−→Map(F (0),W ) =W0
is a trivial Kan fibration. Here E(1) is the free invertible arrow (Definition 2.7).
(2) In the following commutative rectangle
W0 W3
W1 W
s
1 ×
W0
sW t1 ×
W0
tW1
W0 ×W0 W1 ×W1
p
the top square is a homotopy pullback square in the Kan model structure. Equivalently,
the large rectangle is a homotopy pullback square in the Kan model structure.
Complete Segal spaces come with their own model structure, the complete Segal space model
structure.
Theorem 2.9. [Re01, Theorem 7.2] There is a simplicial closed model category structure on the
category sS of simplicial spaces, called the complete Segal space model category structure, with the
following properties.
(1) The cofibrations are precisely the monomorphisms.
(2) The fibrant objects are precisely the complete Segal spaces.
(3) The weak equivalences are precisely the maps f such that MapsS(f,W ) is a weak equivalence
of spaces for every complete Segal space W .
(4) A Reedy weak equivalence between any two objects is a weak equivalence in the complete
Segal space model category structure, and if both objects are themselves Segal spaces then
the converse holds.
(5) The model category structure is compatible with the cartesian closed structure.
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(6) The model structure is the localization of the Segal space model structure with respect to the
map
F (0)→ E(1).
A complete Segal space is a model for a (∞, 1)-category. For a better understanding of complete
Segal either see [Re01, Sections 5,6] or [Ra18a, Section 2,3].
Left Fibrations and the Covariant Model Structure
In this section we introduce left fibrations for simplicial spaces and show that they are the fibrant
objects in a certain model structure. Then we will prove the main theorem which will allow us to
precisely characterize weak equivalences in this model structure.
3.1 Basic Features of Left Fibrations. In this subsection we introduce the covariant model
structure on the category of simplicial spaces over a fixed simplicial space. The covariant model
structure relies on the idea of a left fibration. This definition here is due to Charles Rezk. A special
case of this definition can be found in [dB16, Page 1] and in [KV14, Definition 2.1.1].
Definition 3.1. A map of simplicial spaces f : Y → X is called a left fibration if it is a Reedy
fibration such that the following square is a homotopy pullback square
Yn Y0
Xn X0
0∗
fn
p
f0
0∗
where the horizontal maps come from the map 0 : [0]→ [n] taking the point to 0 ∈ [n].
Equivalently, we can say the map
Yn
≃
−−−→ Xn ×
X0
Y0
is a weak equivalence in the Kan model structure.
Remark 3.2. Note that the map F (0) → F (n) is a cofibration which means that if Y → X is a
Reedy fibration then the map
Map(F (n), Y )→MapsS(F (0), Y ) ×
MapsS(F (0),X)
MapsS(F (n), X)
or, equivalently, the map
Yn → Xn ×
X0
Y0
is always a fibration. We just proved that the map Yn
≃
−−−→ Xn ×X0 Y0 is a weak equivalence if
and only if it is a trivial fibration.
There are several other ways to define left fibrations.
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Lemma 3.3. Let f : Y → X be a Reedy fibration. The following two are equivalent:
(1) The map Yn → Xn ×X0 Y0 is a weak equivalence for all n ≥ 0.
(2) The map Yn → Xn ×Xn−1 Yn−1 is a weak equivalence for all n ≥ 0.
Proof. We have the following diagram:
Yn Yn−1 Y0
Xn Xn−1 X0
(1 ⇒ 2) In this case the rectangle and the right square is a homotopy pullback and therefore the
left hand square is also a homotopy pullback.
(2⇒ 1) For this case we use induction. The case n = 1 is clear. If it is true for n− 1 then this
means that in the diagram above the right hand square is a homotopy pullback. By assumption the
left hand square is a homotopy pullback and so the whole rectangle has to be a homotopy pullback
and we are done. 
Remark 3.4. Intuitively a left fibrations over X is a model for “functors from X into spaces”, where
the fiber over each point should play the role of the “image”. There are ways to make this argument
precise ([Lu09, Chapter]), but we will not do so. However, keeping that fact in mind can sometimes
serve as a useful guide.
Left fibrations behave well with respect to many basic operations.
Lemma 3.5. The pullback of a left fibration is a left fibration.
Proof. Let Y ′ = Y ×X X ′ where Y → X is a left fibration. We have the following diagram
Y ′n Y
′
0
Yn Y0
X ′n X
′
0
Xn X0
q q
p
The fact that the three side squares are pullback squares implies that the back square is a also
pullback square. 
Lemma 3.6. Let f : Y → X and g : Z → Y be two Reedy fibrations.
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(1) If f and g are left fibrations then fg is also a left fibration.
(2) If f and fg are left fibrations then g is also a left fibration.
Proof. We have the following diagram:
Zn Z0
Yn Y0
Xn X0
p
p
If f and g are left fibrations then both squares are homotopy pullbacks and so the rectangle is a
pullback. If f and fg are left fibrations then the lower square and the rectangle are homotopy
pullbacks which implies that the upper square is a homotopy pullback. 
Lemma 3.7. Let L→ X be a left fibration and Y be a simplicial space. Then LY → XY is also a
left fibration.
Proof. We first prove that the result holds for the case Y = F (m). Then we prove the general case.
The special case follows from the fact that in the following diagram
Map(F (n)× F (m), L) Map(F (m), L) Map(F (0), L)
Map(F (n)× F (m), X) Map(F (m), X) Map(F (0), X)
the rectangle and the right hand square are homotopy pullbacks and so the left hand square will
also be a homotopy pullback.
Now we prove the general case. In order to prove that LY → XY is a left fibration we have to
show that the square is a homotopy pullback square.
Map(F (m), LY ) Map(F (0), LY )
Map(F (m), XY ) Map(F (0), XY )
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Using adjunctions this is equivalent to being a homotopy pullback square.
Map(F (m)× Y, L) Map(F (0)× Y, L)
Map(F (m)× Y,X) Map(F (0)× Y,X)
Using the adjunction again, we see that it suffices to show that the following is a homotopy pullback
square.
Map(Y, LF (m)) Map(Y, L)
Map(Y,XF (m)) Map(Y,X)
This is equivalent to saying that
LF (m) L
XF (m) X
is a homotopy pullback square. In other words we want to show that the map
LF (m) → L×
X
XF (m)
is a trivial Reedy fibration.
In the first part we showed that LF (m) is a left fibration over XF (m). Moreover, L×X XF (m) is
a left fibration over XF (m) as it is the pullback of the left fibration L → X . This implies that in
the following commutative square the vertical maps are Kan equivalences.
(LF (m))k Lk ×
Xk
(XF (m))k
(LF (m))0 ×
(XF (m))0
(XF (m))k L0 ×
X0
(XF (m))0 ×
(XF (m))0
(XF (m))k
≃ ≃
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So, the top map is a Kan equivalence if and only if the bottom map
(LF (m))0 ×
(XF (m))0
(XF (m))k → L0 ×
X0
(XF (m))0 ×
(XF (m))0
(XF (m))k
is an equivalence. In order to prove this is a Kan equivalence it suffices to show that the map
(LF (m))0 → L0 ×
X0
(XF (m))0
is a Kan equivalence, as the Kan model structure is proper. By definition this is just
Lm → L0 ×X0 Xm
which is clearly a Kan equivalence as L→ X is a left fibration. 
There is also a local way to find left fibrations.
Lemma 3.8. A Reedy fibration L→ X is a left fibration if and only if for every map F (n)→ X,
the induced pullback map
L×
X
F (n)→ F (n)
is a left fibration.
Proof. In Lemma 3.5 we showed that if L → X is a left fibration then every pullback is a left
fibration as well. For the other side, let F (0)
i
−−−→ F (n)
p
−−−→ X be a given map. The map p gives
us an adjunction
sS/F (n) sS/X
p!
p∗
.
Because of the adjunction, in the commutative diagram
Map/X(F (n), L) Map/X(F (0), L)
Map/F (n)(F (n), L×
X
F (n)) Map/F (n)(F (0), L×
X
F (n))
∼= ∼=
≃
the vertical maps are isomorphisms. Moreover L ×X F (n) is a left fibration over F (n) and so the
bottom map is a Kan equivalence. Thus the top map is a Kan equivalence as well and we are
done. 
Under favorable conditions on X and Y the definition can be simplified.
Lemma 3.9. Let X and Y be Segal spaces and Y → X a Reedy fibration. Then the following are
equivalent:
(1) f is a left fibration.
(2) The following square is a homotopy pullback square.
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Y1 Y0
X1 X0
0∗
f1
p
f0
0∗
Proof. One side is obvious. For the other side notice we have following diagram
Yn Xn ×
X0
Y0
(X1 ×
X0
... ×
X0
X1) ×
X0
Y0
Y1 ×Y0 ...×Y0 Y1 (X1 ×
X0
Y0) ×
X0
... ×
X0
(X1 ×
X0
Y0)
≃
≃
≃
≃
The vertical maps are equivalences because of the Segal condition and the bottom map is an
equivalence by assumption, which means the top map has to be an equivalence. 
Corollary 3.10. Let X be a Segal space and f : Y → X a fibration in the Segal space model
structure. Then f is a left fibration if and only if Y1 → X1 ×X0 Y0 is a weak equivalence.
Proof. If f is a fibration in the Segal space model structure over a Segal space X then Y is a Segal
space and f is a Reedy fibration. The rest then follows from the previous lemma. 
Let us see the most famous example of a left fibration.
Example 3.11. Let W be a Segal space and x an object in W . Then we can define the simplicial
space of objects under x as
Wx/ =W
F (1) d0 ×
W
x F (0)
which comes with a natural projection map p : Wx/ → W . We show that this projection map is a
left fibration. For that we need to show that
(Wx/)n
(0∗,pn)
−−−−→ (Wx/)0 ×
W0
Wn
is a trivial Kan fibration, which by definition means we have to show:
∆[0] ×
Wn
(WF (n)×F (1))0 → ∆[0] ×
W0
W1 ×
W0
Wn
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is a weak Kan equivalence. Note that the map F (0) → W1 → Wn factors through W0 and so it
suffices to show that the map
∆[0] ×
W0
W0 ×
Wn
(WF (n)×F (1))0 → ∆[0] ×
W0
W1 ×
W0
Wn
However, this map is just the fiber of the map
W0 ×
Wn
(WF (n)×F (1))0 →W1 ×
W0
Wn
over the point x. Thus the desired result would follow if we could show that this map is a Kan
equivalence. Using map notation we can rewrite this map as follows.
Map(F (0),W ) ×
Map(F (n),W )
Map(F (n)× F (1),W )→Map(F (1),W ) ×
Map(F (0),W )
Map(F (n),W )
Commuting colimits this is the same as the map
Map(F (0)
∐
F (n)
(F (n)× F (1)),W )→Map(F (1)
∐
F (0)
F (n),W )
But W is a Segal space and so the the above is a Kan equivalence if and only if the map
F (1)
∐
F (0)
F (n)→ F (0)
∐
F (n)
(F (n)× F (1))
is a trivial cofibration in the Segal model structure. Notice at this level we can give a concrete
description of our map. Namely it is the composition
F (1)
∐
F (0)
F (n)
(0, id)
∐
(0,1)
(id, 1)
−−−−−−−−−−−−→ F (n)× F (1)
i
−−→ F (0)
∐
F (n)
(F (n)× F (1))
where i is natural inclusion into into a pushout. To simplify notations we denote this composition
as in. The proof that in is a Segal equivalence relies on some basic computations that are carried
out in Lemma 7.1.
Remark 3.12. Note that this result also implies that Wx/ = W
F (1) d0 ×
W
x F (0) is actually a Segal
space. Indeed, this follows from
in : F (1)
∐
F (0)
F (n)→ F (0)
∐
F (n)
(F (n)× F (1))
being an equivalence in the Segal space model structure for n > 1.
Interestingly, this fact suggests another method of proof for the fact that the projection map is
a left fibration. Namely first showing it is a Segal space and then using Lemma 3.9 and the fact
that
i1 : F (1)
∐
F (0)
F (1)→ F (0)
∐
F (1)
(F (1)× F (1))
is an equivalence in the Segal space model structure.
The similarity between the proof for the projection being a left fibration and the proof that the
simplicial space is a Segal space is actually not a coincidence. We will later see that every left
fibration is indeed a Segal fibration (Theorem 4.12)
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Remark 3.13. The Segal space condition in Example 3.11 is necessary. Let us see a counter-example
for G(2). Clearly it is not a Segal space. We can define G(2)0/ = F (0)×G(2)G(2)
F (1), which again
comes with the natural projection G(2)0/ → G(2). This map is not a left fibration. For that it
suffices to see that the following map is not a trivial Kan fibration
(G(2)0/)1 → (G(2)0/)0 ×
G(2)0
G(2)1
Note that G(2) is a discrete simplicial space, and so trivial Kan fibrations are just bijections of sets.
So, it suffices to show that the two sides have different cardinalities.
On the right hand side G(2)0 = {0, 1, 2} and G(2)1 = {00, 01, 11, 12, 22} and (G(2)0/)0 =
{00, 01}. So, the right hand pullback will be
(G(2)0/)0 ×
G(2)0
G(2)1 = {(00, 00), (00, 01), (01, 11), (01, 12)}
The left hand side, however, is the set of maps F (1) × F (1) → G(2) such that the left hand edge
maps to 0. There are exactly three such maps, represented by the following 3 squares
0 0
0 0
0 1
0 1
0 0
0 1
This means that we do not have an isomorphism and so the map is not a left fibration.
Later we will show that for any point in X we can build a left fibration over X , even if X is not
a Segal space (Example 4.16). However, we will also show that the two constructions agree in the
case that the base is a Segal space (Theorem 4.2)
3.2 The Covariant Model Structure. In this section let X be a fixed object in sS. We now
define a new model structure on the category sS/X , which we call the covariant model structure.
The goal should be that the fibrant objects are the left fibrations over X . In order to build such
a model structure, we localize the Reedy model structure on sS/X (Definition A.7) with respect to
the appropriate maps.
Theorem 3.14. There is a unique model structure on the category sS/X , called the covariant model
structure and denoted by (sS/X)
cov, which satisfies the following conditions:
(1) It is a simplicial model category.
(2) The fibrant objects are the left fibrations over X.
(3) Cofibrations are monomorphisms.
(4) A map f : A→ B over X is a weak equivalence if
mapsS/X (B,L)→ mapsS/X (A,L)
is an equivalence for every left fibration L→ X.
(5) A weak equivalence (covariant fibration) between fibrant objects is a level-wise equivalence
(Reedy fibration).
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Proof. Let L be the collection of maps of the following form
L = {F (0) →֒ F (n)→ X}.
Note that L is a set of cofibrations in sS/X with the Reedy model structure. This allows us to
use the theory of Bousfield localizations (Theorem A.3) with respect to L on the category sS/X .
It results in a model structure on sS/X which automatically satisfies all the conditions we stated
above except for the fact that fibrant objects are exactly the left fibrations, which we will prove
here.
So, let L→ X be a Reedy fibration. We will show that L→ X is a left fibration if and only if it
is fibrant in the localization model structure. By assumption we have following commuting triangle
Map(F (n), L) Map(F (0), L) ×
Map(F (0),X)
Map(F (n), X)
Map(F (n), X)
where the vertical arrows are Kan fibrations. The top map is an equivalence if and only if L→ X
is a left fibration. By Corollary A.2 the top map is an equivalence if and only if the fiber over
f ∈Map(F (n), X)
Map(F (n), L)×Map(F (n),X) ∆[0]→Map(F (0), L)×Map(F (0),X) Map(F (n), X)×Map(F (n),X) ∆[0]
is a Kan equivalence. However, this map simplifies to
Map/X(F (n), L)→Map/X(F (0), L)
which is equivalent to L→ X being fibrant in the covariant model structure. 
Note the covariant model structure behaves well with respect to base change.
Theorem 3.15. Let f : X → Y be map of simplicial spaces. Then the following adjunction
(sS/X)
cov (sS/Y )
cov
f!
f∗
is a Quillen adjunction. Here f! is the composition map and f
∗ is the pullback map.
Proof. We will use lemma A.5. Clearly f! preserves inclusions. Also, the pullback of the Reedy
fibration is a Reedy fibration. Finally, by Lemma 3.5, the pullback of a left fibration is a left
fibration. 
Remark 3.16. Later we will prove that if f is an equivalence in the CSS model structure then the
Quillen adjunction is actually a Quillen equivalence (Theorem 4.8).
Theorem 3.17. The following is a Quillen adjunction
(sS/X)
cov (sS/X)
diag
id
id
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where the left side has the covariant model structure and the right side has the induced diagonal
model structure (Definition A.7). This implies that the diagonal model structure is a localization of
the covariant model structure
Proof. We will use Corollary A.5. The identity takes cofibrations to cofibrations as they are exactly
the same on both sides. Also, Reedy fibrations clearly go to Reedy fibrations. So all we have to show
is that if Y → X is diagonal fibration then Y → X is a left fibration. Clearly it is a Reedy fibration
so what remains is the locality condition i.e. we have to show that for any map F (0)→ F (n)→ X
the following map is a trivial Kan fibration:
Map/X(F (n), Y )→Map/X(F (0), Y )
which directly follows if we are able to show that F (0)→ F (n) is a trivial diagonal cofibration over
X . However, this follows right from the definition because Diag∗(F (0)) = ∆[0] and Diag∗(F (n)) =
∆[n] and the map ∆[0]→ ∆[n] is a trivial cofibration in the Kan model structure. 
Remark 3.18. This theorem implies that every covariant equivalence is a diagonal equivalence. The
opposite direction is clearly not true, but not all hope is lost. The point of the main proposition
(Proposition 3.28) is that we can correct for that by looking at the right collection of maps. So
we can determine whether a map is a covariant equivalence by checking whether certain maps are
diagonal equivalences.
With all these facts in our bag we can finally look at an important example.
Example 3.19. Let X be a homotopically constant simplicial space. Without loss of generality, we
can assume that X is Reedy fibrant (remember these are exactly the fibrant objects in the diagonal
model structure). In this case every left fibration L→ X is also a constant simplicial space, as
Ln
≃
−−−→ L0 ×
X0
Xn
≃
−−−→ L0 ×
X0
X0 = L0
So L→ X is a Reedy fibration between two fibrant objects in the diagonal model structure and so
is also a diagonal fibration. But diagonal fibrations are the fibrant objects in the induced diagonal
model structure as X is diagonally fibrant (Lemma A.11).
We just showed that the following Quillen adjunction
(sS/X)
cov (sS/X)
Diag
id
id
is a Quillen equivalence (actually an isomorphism of model structures) as they have the same set
of cofibrations and fibrant objects.
Example 3.20. One very important case of the previous example is the case of X = F (0). The
previous example shows that sScov is the same as sSDiag.
Right Fibrations Whenever there is a left, there should also be a right. This leads us to the
following definition.
Definition 3.21. A map of simplicial spaces Y → X is a right fibration if it is a Reedy fibration
and the following diagram is a homotopy pullback
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Yn Y0
Xn X0
n∗
fn
p
f0
n∗
where the map n∗ comes from the map n : [0]→ [n] which sends 0 to n.
There is one important example of a right fibration.
Example 3.22. Let W be a Segal space and x an object in W . Then this gives us a over-Segal
space W/x = W
F (1) ×W F (0), which comes with a natural projection map p : W/x → W . By the
same argument as in Example 3.11 we can deduce that p is a right fibration.
We have the following lemma relating right and left fibrations.
Lemma 3.23. A map Y → X is a left fibration if and only if Y op → Xop is a right fibrations.
Proof. This follows from the simple fact that we have 0op = n : [0] → [n] where 0 : [0]→ [n] takes
the unique point to 0 ∈ [n]. 
Remark 3.24. Every result in this section also holds for right fibrations. In particular, we have a
model structure where the right fibrations are the fibrant objects. It is called the contravariant
model structure and is also a localization of the Reedy model structure.
3.3 The Yoneda Lemma. Before we can state our goal for this subsection we need the following
notation
Notation 3.25. Let x : F (0)→ X . We denote a choice of covariant replacement of x as Xx/ → X .
Similarly, we denote a choice of a contravariant replacement of x as X/x → X .
Remark 3.26. If X is a Segal space then it might seem we are using the same notation for two
different objects, under-Segal spaces and fibrant replacements. However, in Theorem 4.2 we show
that they are the two notions agree and no ambiguity exists.
Remark 3.27. Recall that a choice of fibrant replacement is not canonical, however, any two choices
are Reedy equivalent.
Our goal for this subsection is to prove the Yoneda lemma for simplicial spaces. Concretely we
will prove the following.
Proposition 3.28. Let X be a simplicial space.
(1) Let Y be a simplicial space over X. For every x : F (0)→ X the simplicial spaces
X/x ×
X
Y ≃ F (0)×
X
Yˆ
are diagonally equivalent. Here Yˆ is a choice of a left fibrant replacement of Y over X.
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(2) The map g : Y → Z over X is a covariant equivalence if and only if for every x : F (0)→ X
X/x ×
X
Y → X/x ×
X
Z
is a diagonal equivalence.
Remark 3.29. Note that the equivalence in part (1) does not come from a direct map but comes
from a zigzag of equivalences.
The proof has the following steps:
(1) Show it is true for left fibrations (Lemma 3.30)
(2) Show that covariant equivalences preserve this result (Theorem 3.32)
(3) Use fibrant replacements to prove it for arbitrary maps (Proof 3.3)
Lemma 3.30. Let Y → X and Z → X be left fibrations and f : Y → Z a map over X. The
following are equivalent:
(1) f is a covariant equivalence.
(2) f is a Reedy equivalence.
(3) f is a Kan equivalence.
(4) f is a fiberwise Kan equivalence (Y ×X F (0)→ Z ×X F (0) is a Kan equivalence for every
map F (0)→ X).
(5) For every path component of X0 there exists a point x : F (0) → X in the chosen path
component such that
F (0)×
X
Y
≃
−−→ F (0)×
X
Z
is a Kan equivalence.
(6) f is a fiberwise diagonal equivalence (Y ×X F (0) → Z ×X F (0) is a diagonal equivalence
for every map F (0)→ X).
Remark 3.31. In Remark 3.4 we stated that left fibrations should behave like functors valued in
spaces, where the fibers play the role of the values at each point. From this point of view part (5)
and (6) the lemma above read as “two functors are equivalent if and only if the values are equivalent
at each point”.
Proof. (1 ⇔ 2) Follows from the definition of localization as left fibrations are the fibrant objects.
(3 ⇔ 2) Clearly (2) implies (3). For the other side let f be a Kan equivalence, then f0 : Y0 → Z0
is a Kan equivalence of spaces. This implies that in the diagram
Yn Zn
Y0 ×
X0
Xn Z0 ×
X0
Xn
≃
fn
≃
(f0,id)
≃
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the two vertical maps and the horizontal map are Kan equivalences. Thus fn : Yn → Zn is a Kan
equivalence as well, which implies that f is a Reedy equivalence.
(3 ⇔ 4) This follows immediately from Corollary A.2 as every left fibration is a level-wise Kan
fibration.
(4 ⇔ 5) Clearly (4) implies (5). For the other side let y : F (0)→ X be an arbitrary point. By
assumption there exists a path γ : ∆[1] → X0 such that γ(0) = y and γ(1) = x and the fiber over
x is a diagonal equivalence.
F (0)×
X
Y
≃
−−→ F (0)×
X
Z
Thus we get following diagram
Y ×x
X
F (0) Y ×γ
X
∆[1] Y ×y
X
F (0)
Z ×x
X
F (0) Z ×γ
X
∆[1] Z ×y
X
F (0)
≃
≃ ≃
≃ ≃
The left hand vertical map is a Kan equivalence by assumption and all horizontal maps are equiv-
alences as the Kan model structure is right proper and ∆[1] is contractible in the Kan model
structure. Thus the right hand vertical map is also a Kan equivalence.
(4 ⇔ 6) This is a result of the specific fact that for a left fibration Y → X , F (0)×X Y is always
a homotopically constant simplicial space (which follows from Example 3.20). Therefore,
(F (0)×
X
Y )0 ≃ Diag∗(F (0)×
X
Y ).
This gives us the result we wanted and hence we are done.

Theorem 3.32. Let p : R→ X be a right fibration. The following is a Quillen adjunction:
(sS/X)
cov (sS/X)
cov
p!p
∗
p∗p
∗
Proof. The proof of this theorem is the topic of all of Section 6. We will only provide a sketch here
and the interested reader can find all the details in Section 6.
(1) First we reduce the argument to proving that for any left fibration L → X , p∗p∗(L) → X
is also a left fibration (Corollary A.5).
(2) Then we make a stop to do a very precise analysis of right fibrations over F (n) as we will
need it in the next steps (Lemma 6.9).
(3) Next, we show we can reduce the argument to
F (0)×
X
R
[0]×id
−−−−→ F (n)×
X
R
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being a covariant equivalence over F (n). (Lemma 6.18)
(4) Finally we combine all this to show that the map
MapF (n)(F (n)×
X
R,L)
[0]×id
−−−−→MapF (n)(F (0)×
X
R,L)
is a Kan equivalence of spaces (Corollary 6.20).

Remark 3.33. This result has also been proven independently by Joyal [Jo09, Theorem 11.9] and
Lurie [Lu09, Proposition 4.1.2.15] using quasi-categories.
We are finally in a position to prove our main proposition:
Proof. (Proof of Proposition 3.28)
(1) Let i : Y → Yˆ be a left fibrant replacement of Y . Then we have the following zigzag of
equivalences
Y ×
X
X/x
cov≃
−−−−−→ Yˆ ×
X
X/x
contra≃
←−−−−−−−− Yˆ ×
X
F (0)
By Theorem 3.32 the first map is a covariant equivalence because X/x is a right fibration. By the
same lemma the second map is a contravariant equivalence because Yˆ is a left fibration. So, by
Theorem 3.17, both are diagonal equivalences which means that all three are diagonally equivalent.
(2) Let g : Yˆ → Zˆ be a left fibrant replacement. Note that g : Y → Z is a covariant equivalence
if and only if gˆ : Yˆ → Zˆ is a Reedy equivalence. Using the argument of the previous part we get
the following commuting diagram:
Y ×
X
X/x Z ×
X
X/x
Yˆ ×
X
X/x Zˆ ×
X
X/x
Yˆ ×
X
F (0) Zˆ ×
X
F (0)
g×id
≃i×id ≃ j×id
gˆ×id
gˆ×id
≃ ≃
The top map is a diagonal equivalence if and only if the bottom map is. But the bottom map being
an equivalence for every x : F (0)→ X is equivalent to Yˆ → Zˆ being a Reedy equivalence which is
equivalent to Y → Z being a covariant equivalence and hence we are done. 
YONEDA LEMMA FOR SIMPLICIAL SPACES 25
Complete Segal Spaces and Covariant Model Structure
There is an innate connection between the theory of complete Segal spaces and the theory of left
fibrations and the goal of this section to carefully examine this connection. In the first subsection
we study the covariant model structure when the base is a Segal space. We apply those results
in the second subsection where we show that covariant model structures are invariant under CSS
equivalences. Then we also show that the covariant model structure is a localization of the CSS
model structure. Finally we use all this knowledge to rephrase our main lemma in the language of
complete Segal spaces.
4.1 Left Fibrations over Segal Spaces. Our first goal is to study the covariant model structure
when the base is a Segal space (Definition 2.5). The goal of this section is to finally justify using the
notation Xx/ as the left fibrant replacement of the map x : F (0) → X by showing that the under
Segal space F (0) ×X XF (1) (Example 3.11) is a left fibrant replacement of x : F (0) → X when X
is a Segal space.
Notation 4.1. In order to avoid any confusion in the next theorem, we will always denote the
under-Segal space as F (0)×X XF (1) and the covariant fibrant replacement of the map F (0)→ X
as Xx/.
Theorem 4.2. Let F (0)→ X be a map. The map F (0)→ F (0)×X XF (1) is a covariant equiva-
lence.
Proof. We will prove that the following three maps are covariant equivalences over X :
F (0)×
X
XF (1)
(a)
−−−−→ Xx/ ×
X
XF (1)
(b)
←−−−− (Xx/)
F (1) (c)−−−−→ Xx/
The key to proving these equivalences is the following lemma.
Let d0 : X
F (1) → X. For any covariant equivalence Y → Z over X the map Y ×X X
F (1) →
Z ×X XF (1) is a covariant equivalence over X.
This will be proven in Lemma 7.2.
Now we show these three maps are covariant equivalences:
(a) This follows directly from the lemma stated above
(b) We first show that Xx/ ×X X
F (1) and (Xx/)
F (1) are both left fibrations over XF (1). First,
Xx/ ×X X
F (1) is clearly a left fibration as it is just a pullback of a left fibration. Second,
(Xx/)
F (1) is a left fibration over XF (1) by Lemma 3.7. By Proposition 3.30 it therefore
suffices to compare the zero spaces. However, the map (Xx/)1 → (X/x)0 ×X0 X1 is clearly
a Kan equivalence as Xx/ → X is a left fibration. This proves that the map is a Reedy
equivalence, which in particular is a covariant equivalence.
(c) For any simplicial space Y we have following chain of diagonal equivalences:
Yx/ ×
Y
Y = Yx/
≃
←−−− F (0)×
Y
Y F (1)
≃
−−−→ Yx/ ×
Y
Y F (1)
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where the first equivalence follows from part (b) and the second follows from the lemma
stated above. By Proposition 3.28, this implies that for every Y , Y F (1) → Y is a covariant
equivalence.

Remark 4.3. A direct corollary of this theorem is that for every left fibration L over X ,
Map/X(Xx/, L)
≃
−−→Map/X(F (0), L) = F (0)×
X
L
This is called the the Yoneda Lemma for Segal spaces, which we have generalized to the case of
simplicial spaces.
Remark 4.4. As this is a very famous result, it has been proven by many people, including [dB16,
Lemma 1.31] in the context of Segal spaces. It also been proven by Lurie [Lu09], where it follows from
the straightening construction, and by Joyal [Jo09, Chapter 11], using quasi-categories. Finally,
there is also a proof using ∞-cosmoi [RV17, Theorem 6.0.1].
One direct implication of this theorem is the following:
Definition 4.5. Let X be a Segal space. We say an object x in X is initial if the natural projection
map Xx/ → X is a trivial Reedy fibration.
Corollary 4.6. Let X be a Segal space with initial object x. Then the map x : F (0) → X is a
covariant equivalence over X.
We can use this to prove the following.
Theorem 4.7. Let X be a Segal space and x be an object in X. Then Xx/ has an initial object.
Proof. We have following diagram.
(Xx/)idx/
F (0) Xx/
X
pi
x
ididx
≃
idx
≃
p
Xx/ is a left fibration over X . (Xx/)idx/ is also a left fibration over X as the composition of left
fibrations is a left fibration. By the corollary above, the map idx is a covariant equivalence over X .
By the same corollary, the map ididx is a covariant equivalence over Xx/, which implies it is also a
covariant equivalence over X . By 2 out of 3, we get that π is a covariant equivalence over X . But
π is a map between left fibrations over X and thus must be a trivial Reedy fibration. 
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4.2 Invariance of Covariant Model Structure under CSS Equivalences. In this subsec-
tion we show that the covariant model structure is invariant under CSS equivalences.
Theorem 4.8. Let f : X → Y be a CSS equivalence. Then the adjunction
(sS/X)
cov (sS/Y )
cov
f!
f∗
is a Quillen equivalence
Proof. Let X be a simplicial space. By the small object argument there is a map i : X → Xˆ such
that Xˆ is a complete Segal space and i is a filtered colimit of the following three types of maps:
(1) R = {rnli : ∂F (n)×∆[l]
∐
∂F (n)×Λ[l]i
F (n)×Λ[l]i → F (n)×∆[l] : n ≥ 0, l ≥ 0 and 0 ≤ i ≤ l}.
(2) S = {snl : G(n)×∆[l]
∐
G(n)×∂∆[l]
F (n)× ∂∆[l]→ F (n)×∆[l] : n ≥ 0, l ≥ 0}.
(3) C = {cl : F (0)×∆[l]
∐
F (0)×∂∆[l]
Z × ∂∆[l]→ Z ×∆[l] : l ≥ 0}.
We will prove that (i!, i
∗) is a Quillen equivalence and the general statement follows directly. By
Lemma A.6 it suffices to show that i! reflects equivalences between fibrant objects and the unit map
is an equivalence.
Reflecting Equivalences: We have to show that for any two left fibrations L1 and L2 over Xˆ a map
f : L1 → L2 over Xˆ is a covariant equivalence if and only if the pullback map L1×XˆX → L2×XˆX
is a covariant equivalence over X . The only if part follows from Theorem 3.15. So, let us assume
that the pullback map L1 ×Xˆ X → L2 ×Xˆ X is a covariant equivalence over X . Based on Part
(5) of Lemma 3.30, it suffices to show that for every path component of X there exists a point
y : F (0)→ X such that the induced map
L1 ×
Xˆ
F (0)→ L2 ×
Xˆ
F (0)
is a diagonal equivalence.
Let us fix a path component. The map i0 is surjective on path components, because all maps in
R ∪ S ∪ C are connected. Thus there exists a point x ∈ X0, such that i(x) is in our chosen path
component. This gives us following square
L1 ×
Xˆ
i(x) F (0) L2 ×
Xˆ
i(x) F (0)
L1 ×
Xˆ
X ×
X
x F (0) L2 ×
Xˆ
X ×
X
x F (0)
≃ ≃
≃
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The vertical maps are diagonal equivalences by the property of pullbacks and the bottom horizontal
map is diagonal equivalence by assumption. Thus we have finished the first part.
Unit: For this part the goal is to show that for any left fibration p : L → X , the composition
ip : L → Xˆ has a fibrant replacement , pˆ : Lˆ → Xˆ, such that the pullback Lˆ ×Xˆ X is covariantly
equivalent to L over X .
In order to achieve this goal we will prove following Lemma: Let L→ X be a left fibration over
X . There exists a commutative diagram
L Lˆ
X Xˆ
iˆ
p pˆ
i
that satisfies following conditions:
(1) pˆ : Lˆ→ Xˆ is a left fibration.
(2) iˆ : L→ Lˆ is a covariant equivalence over Xˆ.
(3) The commutative square is a homotopy pullback square in the Reedy model structure.
Proving that such a diagram exists is quite intricate and needs several steps:
(1) First we use the fact that filtered colimits of left fibrations are left fibrations. Thus it
suffices to show the result holds for maps j ∈ R ∪ S ∪ C.
(2) If j ∈ R then we can prove the lemma using the fact that j is a Reedy equivalence, as every
covariant equivalence is a Reedy equivalence.
(3) If j ∈ S ∪ C then we give an explicit construction of a commutative square and show it
satisfies the desired properties.
As this proof is quite long we postponed it to the last section. The interested reader can find a
proof for the three steps outlined above in Lemma 7.3. 
Remark 4.9. This result is also proven by Lurie [Lu09, Remark 2.1.4.11], however, there it relies
on translating the problem into the world of simplicial categories and then proving it there, which
we managed to avoid.
Remark 4.10. Interestingly enough the result does not hold if we replace “CSS equivalence” with
covariant or contravariant equivalence. For that it suffices to look at the simple case of F (0)→ F (1),
as the covariant model structure over F (0) is just the diagonal model structure, which is certainly
not equivalent to the covariant or contravariant model structure over F (1).
Remark 4.11. There are maps which are not CSS equivalences, but still induce a Quillen equivalence
of covariant model structures. For more details see [Lu09, Subsections 4.4.5 and 5.1.4].
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4.3 Covariant Model Structure is a Localization of CSS Model Structure. Finally we
are in the position to compare the covariant and CSS model structure using the tools of the previous
subsections.
Theorem 4.12. Let X be a simplicial space. Then the following adjunction
(sS/X)
CSS (sS/X)
cov
id
id
is a Quillen adjunction. Here the left hand side has the induced CSS model structure (Definition
A.7) and the right hand side has the covariant model structure. This implies that the covariant
model structure is a localization of the CSS model structure.
Proof. Clearly it preserves cofibrations. Let i : Y → Z be a trivial CSS cofibration. Then, by
Theorem 4.8, we have following Quillen equivalence
(sS/Y )
cov (sS/Z )
cov
i!
i∗
.
Thus the map i!i
∗Z → Z is a covariant equivalence over Z. But i!i
∗Z = Y which means that
i : Y → Z is a covariant equivalence over Z. Thus i is also a covariant equivalence over X
(Theorem 3.15). 
Remark 4.13. Note that we can use the same proofs with the contravariant model structure to show
that the contravariant model structure is a localization of the CSS model structure as well.
The result above has following very important corollary.
Corollary 4.14. Every left (and right) fibration is a CSS fibration.
Remark 4.15. This is also proven in [dB16, Subsection 1.4] but only for the case where the base is
a Segal space. Lurie proves the same over an arbitrary simplicial set [Lu09, Theorem 3.1.5.1], but
relies on Cartesian fibrations and the straightening construction.
4.4 Understanding Covariant Equivalences from the CSS Perspective. The results of
this section help us gain a better understanding of our main proposition (Proposition 3.28). First, we
see how we can get a better understanding of the left fibrant replacement of the map x : F (0)→ X .
Example 4.16. Let X be a simplicial space and i : X → Xˆ be a chosen CSS fibrant replacement of
X . Then for any map x : F (0)→ X → Xˆ, the right fibrant replacement of x over Xˆ is just the over
CSS XˆF (1) ×Xˆ F (0). By Theorem 4.8, the pullback of this right fibration, X ×Xˆ Xˆ
F (1) ×Xˆ F (0),
is a right fibrant replacement of F (0)→ X .
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F (0) X ×Xˆ Xˆ
F (1) ×Xˆ F (0) Xˆ
F (1) ×Xˆ F (0)
X Xˆ
≃covX
x
pi1
≃cov
Xˆ
p
i
≃CSS
This gives us following corollary:
Corollary 4.17. Let X be a simplicial space and i : X → Xˆ be a chosen CSS fibrant replacement.
Then a map Y → Z over X is a covariant equivalence if and only if the map
Y ×
Xˆ
XˆF (1) ×
Xˆ
F (0)→ Z ×
Xˆ
XˆF (1) ×
Xˆ
F (0)
is a diagonal equivalence for each map x : F (0)→ X.
Proof. By the example above X ×Xˆ Xˆ
F (1) ×Xˆ F (0) is a right fibrant replacement of F (0) → X .
This means that Y → Z is a covariant equivalence over X if and only if
Y ×
X
X ×
Xˆ
XˆF (1) ×
Xˆ
F (0)→ Z ×
X
X ×
Xˆ
XˆF (1) ×
Xˆ
F (0)
is a diagonal equivalence, which simplifies to
Y ×
Xˆ
XˆF (1) ×
Xˆ
F (0)→ Z ×
Xˆ
XˆF (1) ×
Xˆ
F (0)
being a diagonal equivalence. 
This corollary is very reminicent of a result from classical homotopy theory. A map X → Y is a
diagonal equivalence of spaces if the homotopy fiber X×Y Y F (1) is contractible. Thus it generalizes
Serre fibrations from algebraic topology by giving it a sense of direction.
Other Applications of the Yoneda Lemma
5.1 Left Fibrations over F(n). The results of section Section 3 (and also Subsection 4.1) give
us a good understanding of left fibration over F (n).
First of all we can very precisely determine right fibrant replacements of a map i : F (0)→ F (n).
We know that F (n) is a Segal space and so the right fibrant replacement is just the over Segal space
F (n)/i, which gives us following diagram:
0 F (n)/i = F (i)
F (n)
contra ≃F (n)
i inc
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This means that our main theorem has following concrete format:
Corollary 5.1. A map X → Y over F (n) is a covariant equivalence if and only if the map
X ×
F (n)
F (i)→ Y ×
F (n)
F (i)
is a diagonal equivalence for 0 ≤ i ≤ n, where F (i)→ F (n) is the standard inclusion.
Remark 5.2. We discussed how we can think of left fibrations as “functors into spaces”. (Remark
3.4) One way we showed how this intuition work is to see how equivalences look between left
fibrations and how this compares to our intuition of functors (Remark 3.31). Now the corollary
above gives us a certain idea on how to think about covariant equivalences between arbitrary
simplicial spaces. Essentially, two simplicial spaces are covariantly equivalent if the fibers over
paths that end at the same point are equivalent, rather than just fibers over any point.
For the particular case where our maps are left fibrations the “functoriality” will already take
care of the “paths” and so checking equivalence for each point is enough.
5.2 Representable Left Fibrations. In classical category theory, for every category C and
object C ∈ C, we get a functor
Hom(c,−) : C→ Set
which takes each object d to the set Hom(c, d). The composition rules show that this definition is
functorial. This called the corepresentable functor which is corepresented by c.
We want to be able to do the same thing with Segal spaces. So, every object x ∈ X in a Segal
object X should give us a map
mapX(x,−) : X → Spaces
which takes each object x to the mapping space mapX(x, y). However, this is a very difficult thing
to do as there is no strict composition map, but rather a contractible choice of compositions. We
can either strictify our compositions or use another approach, namely left fibrations.
As we discussed before (Remark 3.4) left fibrations should be thought of as functors valued
in spaces, where the fiber plays the role of the “image”. Thus the left fibration analogue of a
representable functor is a left fibration, which has fibers equivalent to mapping spaces. This leads
to following definition.
Definition 5.3. Let X be a simplicial space. A left fibration L→ X is called representable if there
exists a diagram
F (0) L
X
x
≃
l
p
such that the map l is a covariant equivalence over X . In other words L is just the fibrant replace-
ment of x.
Example 5.4. Let X be a Segal space and x an object in X . Then the under Segal space Xx/ → X
is a representable left fibration (Theorem 4.2).
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The last example gives us following corollary.
Corollary 5.5. Let X be a Segal space. Then a left fibration L → X is representable if and only
if there exists an object x in X, such that L is Reedy equivalent to Xx/ over X.
This corollary gives us an internal characterization of representable left fibration.
Theorem 5.6. Let X be a Segal space. A left fibration p : L→ X is a representable if and only if
L has an initial object.
Proof. Recall that L is indeed a Segal space as every left fibration is a Segal fibration (Corollary
4.14). If L is representable then it is Reedy equivalent to Xx/ for some x which means that it has
an initial object as Xx/ has an initial object (Theorem 4.7).
On the other side, if L has an initial object there exists a covariant equivalence l : F (0)→ L over
L. So, l is also a covariant equivalence over X . However, this implies that L is Reedy equivalent to
Xp(l)/, which means L is representable. 
Remark 5.7. It is noteworthy that this condition does not depend on simplicial spaces and thus is
suitable for generalizations to other settings.
5.3 Colimits in Complete Segal Spaces. One intricate subject in higher category theory is
the study of limits and colimits. Setting up the machinery of left fibration allows us to effectively
study colimits in higher categories. For this subsection let X be a Segal space.
Definition 5.8. Let p : K → X be a map of simplicial spaces. We define the Segal space of cocones
under K, denoted by Xp/ as
Xp/ = F (0) ×
XK
XF (1)×K ×
XK
X
Notation 5.9. If the given map is clear from the context we will sometimes use XK/ instead of Xp/.
Example 5.10. In case K = F (0) then p is determined by a choice of point x in X and we have
Xp/ = Xx/, the Segal space of objects under x.
Lemma 5.11. Let p : K → X be a map of simplicial spaces. The projection map
π : Xp/ → X
is a left fibration.
Proof. In the following pullback diagram
Xp/ F (0) ×
XK
XK×F (1)
X XK
p
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the right vertical map is a left fibration and so the left vertical map must be a left fibration as well
as left fibrations are closed under pullbacks (Lemma 3.5). 
Definition 5.12. We say the map p : K → X has a colimit if the Segal space Xp/ has an initial
object (Definition 4.5).
More concretely p has a colimit if we have a diagram of the form
F (0) Xp/
X
σ
≃
v
pi1
where the top map is a covariant equivalence overX . The map σ : F (0)→ Xp/ gives us the universal
cocone. Each cocone has a vertex point, which is the projection v : F (0)→ X . Sometimes we abuse
notation and call the object v the colimit, but we should keep in mind that the data of a colimit is
really the whole cone.
Combining the facts above with our main Proposition gives us following result.
Theorem 5.13. Let p : K → X be a map of simplicial spaces which has colimit cocone σ : F (0)→
Xp/ with vertex point v. Let y be any object in X. This gives us a constant map ∆y : K → F (0)→
X. There is a Kan equivalence of spaces
mapX(v, y)
≃
−−−−→ mapXK (σ,∆y)
Proof. The object y gives us a right fibration of object over y, X/y. As F (0)→ Xp/ is a covariant
equivalence of X , we get a covariant equivalence
F (0)×
X
X/y
≃
−−−→ Xp/ ×
X
X/y
The left hand side is by definition equivalent to mapX(v, y). For the right hand side we have
following computation:
Xp/ ×
X
X/y ∼= F (0) ×
XK
XF (1)×K ×
XK
X ×
X
XF (1) ×
X
F (0) ∼=
F (0) ×
XK
XF (1)×K ×
XK
XK ×
XK
XK×F (1) ×
XK
F (0) ∼=
F (0) ×
XK
XF (1)×K ×
XK
XK×F (1) ×
XK
F (0) ∼=
F (0) ×
XK
XK×F (1) ×
XK
F (0) = mapXK (σ,∆y)
Hence we are done. 
Remark 5.14. This theorem is just the higher categorical analogue of the fact that in order to give
a map out of a diagram it suffices to give a map out of the colimit vertex.
Remark 5.15. This theorem also shows that the functor modeled by the right fibration X/y takes
colimits to limits in spaces.
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Up to here we discussed how we can define colimits using left fibrations. However, this does not
tell us how to compute colimits and also does not help us simplify diagrams and computations. For
that we need to introduce new concepts.
Definition 5.16. A map f : X → Y is called cofinal if f is a contravariant equivalence over Y .
Lemma 5.17. Let f : X → Y be a map of simplicial spaces. The following are equivalent
(1) f is a cofinal map
(2) For any map g : Y → Z the map f is a contravariant equivalence over Z
(3) For any right fibration R→ Y the induced map
Map/Y (Y,R)→Map/Y (X,R)
is a Kan equivalence
Proof. (1 ⇔ 2) One side follows from Theorem 3.15 applied to g and the other is just the special
case where g = idY .
(2 ⇔ 3) Follows from the definition of contravariant equivalences. 
Remark 5.18. Although cofinal maps are defined as certain contravariant equivalences, yet they do
not always behave similar to equivalences in the model categorical sense. In particular, they do not
satisfy the ”2 out of 3” property. For example, in the chain
F (0)
0
−−−→ F (1)
p
−−−→ F (0)
the map p and the composition idF (0) are cofinal, but 0 : F (0)→ F (1) is not.
Corollary 5.19. If f : X → Y is a CSS equivalence then it is cofinal.
Proof. This follows directly from Theorem 4.12. 
Before we move on let us note that this gives us one exception to the remark above:
Lemma 5.20. Let X
f
−−→ Y
g
−−→ Z be a chain of maps such that g is a CSS equivalence. Then f
is an cofinal map if and only if gf is a cofinal map.
Proof. First note that g is a cofinal map. So, if f is also one then simple composition implies that
gf is also a cofinal map. On the other side, by Theorem 4.8, the following adjunction is a Quillen
equivalence:
(sS/Y )
contra (sS/Z)
contra
g!
g∗
which implies that X → Y is a contravariant equivalence over Y if and only if X → Y is a
contravariant equivalence over Z. The result now follows from 2 out of 3 as g and gf are also
contravariant equivalences over Z. 
Having discussed cofinal maps we can now show how it allows us to simplify colimit diagrams.
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Lemma 5.21. Let g : A→ B be a cofinal map. Then for any map f : B → X the induced map
Xf/ → Xfg/
is a Reedy equivalence.
Proof. Note that both are left fibrations over X , so, by Lemma 3.30, it suffices to show that they
are fiber-wise Kan equivalent, which means we have to show that for every object x in X the map
(Xf/)0 ×
X0
F (0)→ (Xfg/)0 ×
X0
F (0)
is a Kan equivalence.
By simply tracing through the definitions, we have following equalities.
(Xf/)0 ×
X0
F (0) = (F (0) ×
XB
XF (1)×B ×
XB
X)0 ×
X0
F (0) =
F (0) ×
Map(B,X)
Map(B × F (1), X) ×
Map(B,X)
X0 ×
X0
F (0) ∼=
F (0) ×
Map(B,X)
Map(B × F (1), X) ×
Map(B,X)
F (0) ∼=
F (0) ×
Map(B,X)
Map(B,XF (1)) ×
Map(B,X)
F (0) ∼=
F (0) ×
Map(B,X)
Map(B,XF (1) ×
X
F (0)) =
F (0) ×
Map(B,X)
Map(B,X/x) =MapX(B,X/x)
The same is true for the right hand side. Thus we can simplify the map above to
Map/X(B,X/x)→Map/X(A,X/x)
however this is a Kan equivalence by the definition of a cofinal map. 
Corollary 5.22. Let K be a simplicial space with a final object, meaning a map v : F (0)→ K that
is cofinal. Then by the result above, for every map f : K → X we get a Reedy equivalence
Xf/ → Xf(v)/
Remark 5.23. Here we focused on left fibrations and colimits. We can use a similar approach to
define limits using right fibrations.
5.4 Cofinality and Quillen’s Theorem A. One problem in classical category theory is recog-
nizing when a map is cofinal. Here the main proposition gives a very useful computational tool.
Theorem 5.24. Let f : X → Y be a map of simplicial spaces. The following are equivalent
(1) f is a cofinal map
(2) For any y : F (0)→ Y , the space Yy/ ×Y X is diagonally contractible.
Proof. By our main proposition (Proposition 3.28) X → Y is a contravariant equivalence if and
only if Yy/×Y X → Yy/ is a diagonal equivalence. But Y/y is always diagonally contractible and so
this means it is equivalent to X ×Y Y/y being diagonally contractible. 
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Thus we can think of this as a vast generalization of Quillen’s Theorem A:
Theorem 5.25. Let F : C → D be a functor of categories such that for every object d ∈ D, the
nerve of the pullback C×D Dd/ has a weakly contractible nerve. Then F induces a weak homotopy
equivalence between the nerves of the categories.
Remark 5.26. This result also appears in [Lu09, Theorem 4.1.3.1] where it is attributed to Joyal.
Remark 5.27. From this point of view we can think of the main proposition (Proposition 3.28) as
a two step generalization of Quillen’s Theorem A.
(1) First we add a sense of direction to generalize it to the setting of simplicial spaces and
cofinal maps
(2) We allow the base to vary to get a relative version, which is then a result about contravariant
equivalences between simplicial spaces over any base.
5.5 Left and Right Fibrations. We have studied left and right fibrations independently, how-
ever, we might wonder under what conditions a map is a left and right fibration at the same time.
In particular, if a map is already a left fibration, then under which conditions is it also a right
fibration? In this subsection we wil address this question using the tools we have developed.
Theorem 5.28. Let p : L → X be a left fibration. Then it is also a right fibration if and only if
for every map F (1)→ X the pullback map L×X F (1)→ F (1) is a right fibration.
Proof. If p : L→ X is a left and right fibration then every pullback is a right fibration as well. On
the other side, let us assume L×X F (1)→ F (1) is a right fibration for every F (1)→ X . We want
to prove that L → X is a right fibration. By Lemma 3.8 it suffices to show that for every map
F (n)→ X , the induced map F (n)×X L→ F (n) is a right fibration.
If n = 0 then this just means that F (0)×X L is homotopically constant. This is true as L→ X
is a left fibration. For n = 1 it follows by assumption. So, from now on we assume n ≥ 2. In this
case, the map G(n)→ F (n) gives us following pullback diagram.
G(n)×
X
L F (n)×
X
L L
G(n) F (n) X
p p
As the map G(n)→ F (n) is CSS equivalence, F (n)×X L→ F (n) is a right fibration if and only if
G(n)×X L→ G(n) is a right fibration.
We already know that G(n) ×X L → G(n) is a left fibration over G(n), so in order to finish
the proof we need a better understanding of left fibrations over F (1). By Lemma 6.9, every left
fibration over F (1) is Reedy equivalent to a left fibration M → F (1) that is completely determined
by the following diagram
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M01
M0 M1
≃
We also know that
G(n) = F (1)
∐
F (0)
...
∐
F (0)
F (1)
Thus, the data of a left fibration G(n) ×X L over G(n) is the following diagram
L01 L12 ... Ln−1,n
L0 L1 L2 ... Ln−1 Ln
≃ ≃ ≃
where the boundary map Li,i+1 → Li are Kan equivalences. This map is a right fibration if and
only if the other boundary map Li,i+1 → Li+1 is also a Kan equivalence.
For 0 ≤ i < n let αi : F (1) → F (n) be the map that takes 0 to i and 1 to i + 1. First of all
this map factors through G(n) (In fact G(n) is the pushout of the maps αi for 0 ≤ i < n). Now fix
0 ≤ i < n. We get following pullback diagram.
F (1)×
X
L G(n)×
X
L L
F (1) G(n) X
p p
αi
The left hand vertical map F (1)×XL→ F (1) is a left fibration over F (1). Using the characterization
of our left fibration over G(n), we see that F (1)×X L→ F (1) is the data of following diagram.
Li,i+1
Li Li+1
≃
≃
The left hand boundary map is a equivalence as it is a left fibration. But by assumption it is also a
right fibration over F (1), which means the other boundary map also has to be a Kan equivalence.
As i was arbitrary we just showed that the boundary map Li,i+1 → Li+1 is a Kan equivalence for
every 0 ≤ i < n. Thus L→ X is also a right fibration.

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5.6 CSS Equivalences are stable under Base Change with Right Fibrations. Combining
the techniques of Section 3 and Section 4, we can prove the following:
Theorem 5.29. Let p : R→ X be a right fibration. Then the adjunction
(sS/X)
CSS (sS/X)
CSS
p!p
∗
p∗p
∗
is a Quillen adjunction. Here both sides have the induced CSS model structure (A.7).
Proof. As we pointed out, there are two separate steps, first we use Section 4 to reduce it to the
case where X is a CSS. Then we use Section 3 to prove it.
(I) Clearly, the left adjoint takes cofibrations to cofibrations. This means that we have to show
that for any CSS equivalence Y → Z over X , Y ×X R → Z ×X R is also a CSS equivalence. Let
X → Xˆ be a chosen CSS fibrant replacement of X . Then we get a contravariant fibrant replacement
R → Rˆ over Xˆ By Theorem 4.8, we have a Reedy equivalence R → X ×Xˆ Rˆ. This means we get
following square
Y ×
X
R Z ×
X
R
Y ×
X
X ×
Xˆ
Rˆ Z ×
X
X ×
Xˆ
Rˆ
Y ×
Xˆ
Rˆ Z ×
Xˆ
Rˆ
≃ ≃
= =
which implies that in order to show the top map is an equivalence it suffices to show the bottom
map is an equivalence, where Xˆ is a CSS.
(II) All that is left is to show the theorem is true for the case where X is a CSS. For this case,
by Lemma A.11, we can think of (sS/X)
CSS as a localization of the Reedy model structure. Thus
the proof will follow exactly along the same lines of the main theorem (Theorem 3.32). The only
difference is the last step which has to be specific to CSS and can be found in Corollary 6.22. 
Remark 5.30. Note that Part (II) could have already been proven in Section 3. What we needed
from this section is the ability to reduce it to the case over a CSS.
Remark 5.31. Analyzing the proof shows that the result also holds if we use Segal equivalences.
Thus the pullback of a Segal equivalence along a right fibration is also a Segal equivalence.
Remark 5.32. The CSS model structure is symmetric and so the same result is true if we pull back
along a left fibration.
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Remark 5.33. This same result is stated in [Jo09] (Remark 11.10 on Page 368) in the language of
quasi-categories, however without a proof.
The theorem has following helpful corollary
Corollary 5.34. Let X → Y be a CSS equivalence and F → Y either a right or left fibration over
Y . Then the map X ×Y F → F is also a CSS equivalence.
This result is indeed helpful, as the CSS model structure is not right proper i.e. generally weak
equivalences are not preserved by pullbacks. We can easily see this in the following example.
Example 5.35. The map G(2) → F (2) is a Segal equivalence. Let F (1) → F (2) be the unique
map that takes 0 to 0 and 1 to 2. Note that this map is a CSS fibration but neither a left fibration
nor a right fibration. Now the pullback
F (1) ×
F (2)
G(2)→ F (1)
is clearly not a Segal equivalence as the left hand side is just F (0)
∐
F (0).
Proof of Main Theorem
In this section we will prove the main theorem. Note that all results and proofs stated in this
section only depend onn results stated before Theorem 3.32. For sake of clarity, let us start by
stating the main theorem again.
Theorem 6.1. Let p : R→ X be a right fibration. The following is a Quillen adjunction:
(sS/X)
cov (sS/X)
cov
p!p
∗
p∗p
∗
Before we can prove that main theorem we need several combinatorial definitions and lemmas.
Definition 6.2. A map of posets p : A→ B is a right convex injection if it is injective and for any
b ∈ B such that there exists b1 ∈ f(A) with b ≤ b1 we have b ∈ f(A).
Definition 6.3. A map of posets p : A → B is a right convex surjection if for any point b ∈ B
there exist a ∈ A such that b ≤ f(a).
Lemma 6.4. Every map f : [n]→ [m] can be factored uniquely into a right convex surjection, pf ,
followed by a right convex injection, if .
Proof. First we show that every map can be factored:
The map f can be factored into a surjection p′ : A→ Imf followed by an injection i′ : Imf → [m].
We factor the map i′ by the injection j : Imf → [f(n)] followed by the identity inclusion map
i : [f(n)] → [m]. Now we let p = j ◦ p′ and we show that (p, i) is a factorization which satisfies
the conditions. Clearly the map i is a right convex injection. Now, if a ∈ [f(n)], then by definition
a ≤ f(n) and so the map is a right convex surjection. This proves existence.
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Next we show uniqueness. Let f have two such factorizations (p : [n] → [l], i : [l] → [m]) and
(p′ : [n] → [l′], i′ : [l′] → [m]). p is a right convex surjection and so l ≤ f(a) for some a ∈ [n].
But l is the maximum and so l = p(a) for some a which implies p(n) = l. By the same argument
p′(n) = l′. This implies that i(l) = ip(n) = f(n) = i′p′(n) = i′(l′). But a right convex injection is
completely determined by where it sends the final object and so i = i′ and so p = p′. Finally, for
any a, ip(a) = f(a) = i′p′(a) = ip′(a) but i is injective which implies p(a) = p′(a), which means
p = p′ and hence we are done. 
Remark 6.5. We can denote a map f : [n] → [m] as an increasing sequence (a1 ≤ ... ≤ an). From
this point of view we have [l] = {0, 1, ..., an} and so pf is essentially the same (a1 ≤ ... ≤ an) (as [l]
includes the image of f). Also, if : [l]→ [m] will simply be the sequence (0 ≤ 1 ≤ ... ≤ an).
Later we will need following definition for posets.
Definition 6.6. Let m ≤ n. Then we define the map of posets se(m,n) : [m] → [n] as the map
that takes the point i to i. In particular, se(n, n) = idn.
Notation 6.7. Remember that F (n)m = Hom([m], [n]) = Hom(F (m), F (n)). So, like in the pre-
vious remark we can characterize an element f ∈ F (n)m as an increasing sequence of m natural
numbers in the set {1, ..., n}, so (a1 ≤ ... ≤ am).
Additionally, let p : X → F (n) be a map of simplicial spaces. Then we denote the space that
lies over the point f = (a1 ≤ ... ≤ am) : F (m)→ F (n) as:
X/f = X/a1...am =MapF (n)(F (m), X).
This means in particular that we denote the space lying over the zero-cell i as
X/i =MapF (n)(F (0), X) = (F (0) ×
F (n)
X)0.
This implies that for every map F (m1)
δ
−−→ F (m2)
f
−−→ F (n) (or equivalently maps [m1]
δ
−−→
[m2]
f
−−→ [n]) we get an induced map
δ∗ : X/f → X/fδ
In particular, every face map i : F (m− 1)→ F (m)→ F (n) results in a map of spaces
i∗ : X/a1...ai...am → Xa1...aˆi...am ,
whereas every degeneracy map d : F (m+ 1)→ F (m)→ F (n) gives me a map of spaces
d∗ : X/a1...ai...am → Xa1...aiai...am
Lemma 6.8. Let R → F (n) be a right fibration over F (n). Let f : F (m1) → F (n) and g :
F (m2)→ F (n) be two maps. If f(m1) = g(m2) then R/f and R/g are Kan equivalent spaces.
Proof. It clearly suffices to show that for any f ∈ F (n)m the natural face map R/f → R/f(m) is a
Kan equivalence. Indeed the definition of a right fibration implies that we have following homotopy
pullback square:
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∐
f∈F (n)m
R/f
∐
0≤i≤n
R/i
F (n)m F (n)0
p
The top map is defined as follows. Every map f : F (m) → F (n) can be restricted to a map
f(m) : F (0)→ F (n) using the map m∗ : F (0)→ F (m). That gives a map
R/f → R/f(m) →
∐
0≤i≤n
R/i
Using the universal property of coproducts this gives us the top map.∐
f∈F (n)m
R/f →
∐
0≤i≤n
R/i
The fact that this commutative square is a pullback square implies that each map f : F (m)→ F (n)
gives us a Kan equivalence
R/f
≃
−−−→ {f} ×
{f(m)}
R/f(m) ∼= R/f(m).

Lemma 6.9. For every right fibration R → F (n) there is a right fibration Rst over F (n) with a
Reedy equivalence Rst → R over F (n), such that Rst satisfies following condition:
Let δ : [m1]→ [m2] and f : [m2]→ [n] be maps such that fδ(m1) = f(m2). Then the induced
map
δ∗ : Rst/f → R
st
/fδ
is the identity map.
Proof. We define Rst in three steps.
(1) First we define the space Rstm for each m ≥ 0.
(2) Then we define simplicial maps δ∗ : Rstm2 → R
st
m1 for each map δ : [m1]→ [m2]
(3) Finally show that this construction is functorial.
(1): For each m we define Rstm as
Rstm =
∐
f∈F (n)m
R/if
Here we are using the fact that every element f ∈ F (n)m corresponds to a map f : [m] → [n],
which, by Lemma 6.4, can be factored into maps if and pf . Thus this construction is well-defined.
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(2): Now we show that this level-wise definition has simplicial maps. Fix a map δ : [m1]→ [m2].
We need to construct a map
Rstm2 =
∐
f∈F (n)m2
R/if →
∐
g∈F (n)m1
R/ig = R
st
m1
by the universal property of coproducts it suffices to define a map
R/if →
∐
g∈F (n)m1
R/ig
for some fixed map f : [m2]→ [n]. In fact we will show there is a map
R/if → R/ifδ
which will give us the desired result by post composition.
In order to construct such a map we first have to take a careful look at the factorization of maps
of posets. We have following diagram.
[fδ(m1)]
[m1] [m2] [n]
[f(m2)]
ifδ
se(fδ(m1),f(m2))
δ
pfδ
f
pf if
We know that fδ(m1) ≤ f(m2) which means that there is a map se(fδ(m1), f(m2)) which makes
the diagram commute (using Definition 6.6). This gives us following diagram of spaces
R/if R/f
R/ifδ R/fδ
p∗f
se(fδ(m1),f(m2))
∗
δ∗
p∗fδ
Thus se(fδ(m1), f(m2))
∗ gives us the desired map and finishes step 2.
(3) Finally we have to show that this construction is functorial. Let δ1 : [m1] → [m2] and
δ2 : [m2]→ [m3] be two maps and a map f : [m2]→ [n]. Then we get following diagram
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R/if R/f
R/ifδ2 R/fδ2
R/ifδ2δ1 R/fδ2δ1
p∗f
se(fδ2(m2),f(m3))
∗
se(fδ2δ1(m1),f(m3))
∗
δ∗2
δ∗1δ
∗
2
p∗fδ2
se(fδ2δ1(m1),fδ2(m2))
∗ δ∗1
p∗fδ2δ1
In order to prove that the maps are functorial we have to show that
se(fδ2δ1(m1), f(m3))
∗ = se(fδ2δ1(m1), fδ2(m2))
∗ ◦ se(fδ2(m2), f(m3))
∗
but this follows directly from the fact that
se(fδ2δ1(m1), f(m3)) = se(fδ2δ1(m1), fδ2(m2)) ◦ se(fδ2(m2), f(m3))
as maps of posets. Thus we have shown all three steps which give us a simplicial space Rst.
Satisfies Condition of Lemma: Next note that if δ : [m1]→ [m2] and f : [m2]→ [n] are maps of
posets such that fδ(m1) = f(m2), then se(fδ(m1), f(m2)) = id, which implies that the map
se(fδ(m1), f(m2))
∗ : R/if → R/ifδ
is just the identity map. Thus it satisfies the condition stated above.
Map to R: Finally, for each f the map pf gives a map
p∗f : R
st
/f = R/if → R/f
which is a Kan equivalence by Lemma 6.8. The construction of Rst shows that we get a map of
simplicial spaces
(p∗)− : R
st → R
that is a Reedy equivalence. 
Corollary 6.10. If f : [m1] → [n] and g : [m2] → [n] are two maps of posets such that f(m1) =
g(m2) then we have an equality of spaces
Rst/f = R
st
/g
Remark 6.11. Notice that the spaces are equal and not just equivalent. Essentially we have
“straightened” the fibers so that all fibers that should be equivalent are now equal to each other.
Recall (Rst)0 is a disjoint union of n + 1 spaces. The result implies that level-wise the (R
st)m is
completely determined by those n + 1 spaces. Notice that (Rst)0 only gives us the levels of this
simplicial space not the maps between them.
Given the importance of (Rst)0, let us take a closer look at it.
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Example 6.12. If R→ F (n) is a right fibration then the 0th space of R is the following.
R0 = R/0
∐
R/1
∐
...
∐
R/n
This follows from the fact that F (n)0 = {0, 1, ..., n} and so at level 0 the right fibration is just the
disjoint union of the fibers over each one of those points. Now Rst will be the following:
Rst0 = R/0
∐
R/01
∐
...
∐
R/01...n
where R0...i is the fiber of R over (0, 1, ..., i) ∈ F (n)i. Notice the fiber over 0 remains untouched,
whereas all the other fibers have been adjusted.
Example 6.13. Let us see how this lemma works out in a concrete case of F (2). Note that
pictorially we can think of F (2) a the following
[1]
[01] [012] [12]
[0] [02] [2]
where [0], [1] and [2] represent the 0-cells, [01], [12] and [02] the non-degenerate 1-cells and [012] the
unique non-degenerate 2-cell. Because these are the only non-degenerate cells the data of a right
fibration over R→ F (2) is equivalent to following diagram of spaces
R/1
R/01 R/012 R/12
R/0 R/02 R/2
The fact that R→ F (2) is a right fibration implies that the following maps are equivalences
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R/1
R/01 R/012 R/12
R/0 R/02 R/2
≃
≃
≃
≃ ≃
≃
Having specified R we will now show how Rst looks like in terms of the same data. Rst takes each
fiber and replaces it with the fiber over the right convex injection. So, for examples R/0 remains
itself, but R/1 is replaced with R/01 and R/02 is replaced with R/012. Based on the construction,
Rst will be the following
R/01
R/01 R/012 R/012
R/0 R/012 R/012
id
id
id
id id
id
which is Reedy equivalent to the original right fibration. Note that after replacing R with Rst the
data of this diagram has been reduced to the three spaces R/0, R/01 and R/012 and the two arrows
R/012 → R/01 and R/01 → R/0 (which are marked red above).
Remark 6.14. What the argument above suggests is that we can intuitively think of a right fibration
over F (n) as a chain of n+1 spaces. There is a way to make this intuition precise as has been done
in [Lu09, Chapter 2].
Remark 6.15. Note that the same is true for left fibrations over F (n). So, for every left fibration
L → F (n) there is a Reedy equivalent left fibration Lst → L over F (n) that satisfies a similar
conditions to the one stated in Lemma 6.9.
Using this construction, we can understand maps out of right fibrations over F (n).
Lemma 6.16. Let W → F (n) be a Reedy fibration and R → F (n) be a right fibration. Then the
following restriction map:
Map/F (n)(R,W )
≃
−−−−→
MapS(R/0...n,W/0...n) ×
MapS(R/0...n,W/0...n−1)
Map/F (n−1)(R ×
F (n)
F (n− 1),W ×
F (n)
F (n− 1))
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is a weak equivalence of simplicial sets. Here the map F (n − 1) → F (n) is induced by the map of
posets se(n− 1, n) : [n− 1]→ [n].
Proof. W → F (n) is a Reedy fibration so we get a Kan equivalence:
Map/F (n)(R,W )
≃
−−−→Map/F (n)(R
st,W )
where Rst was defined in Lemma 6.9. Similarly we get a Kan equivalence
MapS(R/0...n,W/0...n) ×
MapS(R/0...n,W/0...n−1)
Map/F (n−1)(R ×
F (n)
F (n− 1),W ×
F (n)
F (n− 1))
MapS(R
st
/0...n,W/0...n) ×
MapS(Rst/0...n,W/0...n−1)
Map/F (n−1)(R
st ×
F (n)
F (n− 1),W ×
F (n)
F (n− 1))
≃
Thus it would suffice to prove that the map
Map/F (n)(R
st,W )
∼=−−−→
MapS(R
st
/0...n,W/0...n) ×
MapS(Rst/0...n,W/0...n−1)
Map/F (n−1)(R
st ×F (n) F (n− 1),W ×
F (n)
F (n− 1))
is an isomorphism of simplicial sets to finish the proof of this lemma. Hence from now on, without
loss of generalization, we assume that our right fibration R satisfies the assumption of Lemma 6.9.
In order to finish our proof it suffices to find an inverse function. So, let (β, α) be an l-simplex
in Map/F (n)(R
st,W ), meaning that
β : R/0...n ×∆[l]→W/0...n
α : R×F (n) F (n− 1)×∆[l]→W ×
F (n)
F (n− 1)
and we have dWn f = α|R/0...n−1×∆[l]d
R
n meaning that following square commutes.
R/0...n ×∆[l] W/0...n
R/0...n−1 ×∆[l] W/0...n−1
β
(dn,id) dn
α|R/0...n−1×∆[l]
Before we define the inverse we remind the reader of following important fact. In the inclusion
se(n − 1, n) : F (n − 1) → F (n), a map f [m] → [n] ∈ F (n)m is in the image of se(n − 1, n) if
and only if f(m) < n. This clearly follows from the fact that if f(m) < n then it can be factored
through a map f : [m]→ [n− 1], which exactly means that it came from an element in F (n− 1).
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Now, we will define a map
αˆ : ∆[l]× R→W
only using the information of β, α and the commuting diagram above. First we define αˆ for each
given space. Let f : [m]→ [n] be an element in F (n)m. We define αˆ as
αˆ|∆[l]×R/f =
{
α|∆[l]×R/f ; if f(m) < n
β ; if f(m) = n
Here we are using the fact that if f(m) < n then f lies in image of F (n − 1) and for those α is
well-defined. If f(m) = n then R/f = R/0...n (by Corollary 6.10). Thus we have defined maps of
spaces
αˆm : Rm ×∆[l]→Wm.
Next we will show that this definition gives us a simplicial map, meaning that a map of posets
δ : [m1]→ [m2] gives us a commuting square
Rm2 ×∆[l] Wm2
Rm1 ×∆[l] Wm1
αˆm2
δ∗ δ∗
αˆm2
Using the fact that
Rm2 =
∐
f∈F (n)m2
R/f
it actually suffices to show that the following diagram is commutative
R/f ×∆[l] W/f
R/fδ ×∆[l] W/fδ
αˆ|R/f×∆[l]
δ∗ δ∗
αˆ|R/fδ×∆[l]
where f : [m2]→ [n] is a map of posets. There are three possible scenarios.
(1) If f(m2) < n then it is clear as αˆ|R/f×∆[l] = α|R/f×∆[l] and α|R/fδ×∆[l] = α|R/fδ×∆[l], and
α is a map of simplicial spaces.
(2) If f(m2) = n and f(δ(m1)) = n then again it is clear as our condition on R (Lemma 6.9)
implies that δ∗ : R/f → R/fδ is just the identity.
48 NIMA RASEKH
(3) If f(m2) = n and f(δ(m1)) < n then we have to be a little careful. First we notice that
δ(m1) < m2 ≤ n as otherwise this would imply that f(δ(m1)) = f(m2) = n, which is a
contradiction. Moreover, we know that R/f = R/01...n (again by the condition of Lemma
6.9). On the other other hand R/fδ = R/0...i where i < n. Thus our diagram above factors
as follows
R/01...n ×∆[l] W/01...n
R/01...n−1 ×∆[l] W/01...n−1
R/01...i ×∆[l] W/01...i
αˆ|R/01...n×∆[l]=β
(dn,id) (dn,id)
αˆ|R/01...n×∆[l]=α|R/01...n×∆[l]
δ∗ δ∗
αˆ|R/01...i×∆[l]=α|R/01...i×∆[l]
The first square commutes by assumption on α and β. The second square commutes by
part (1). Thus the rectangle commutes, which means we get functoriality in this case as
well.
Thus we have a simplicial map.
Finally, notice that this gives us an inverse map. Indeed, if we start with a (β, α) on the right
hand side and build αˆ out of it, then
αˆ|R/01...n×∆[l] = β
and
αˆ|R×F (n)F (n−1)×∆[l] = α
which gives us one side of the inverse condition. On the other side if we start with a map
γ : R ×∆[l]→W
then we can first restrict it to the pair
(γ|R/01...n , γ|R ×
F (n)
F (n−1)×∆[l]).
Then we can use the construction above to build γˆ out of this pair and by its construction it will
satisfy γˆ = γ. 
Remark 6.17. If we do an induction argument on the right hand side we see that it is equivalent
to:
MapS(R/0...n,W/0...n) ×
MapS(R/0...n,W/0...n−1)
... ×
MapS(R/0,W/01)
MapS(R/0,W/0)
There is a different way to think about this. Let R• be the functor from the poset [n]
op, which
maps to the objects R/0...i (0 ≤ i ≤ n) and the unique maps in between. We define W• similarly.
Then the mapping space above is simply the mapping space
MapFun([n]op,S)(R•,W•).
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Lemma 6.18. Let f : A → B be an inclusion of simplicial spaces. Let (sS/X)
Mf be the category
of simplicial spaces and Mf be the localization of the Reedy model structure with respect to the
inclusion f : A→ B → X over X. Let p : Y → X be a map. Then the adjunction
(sS/X)
Mf (sS/X)
Mf
p!p
∗
p∗p
∗
is a Quillen adjunction if and only if the map
f ×
X
Y : A×
X
Y → B ×
X
Y
is a trivial cofibration in the model structure (sS/B)
M.
Proof. We will use Corollary A.5. Clearly the map p!p
∗ takes cofibrations to cofibration (as they
are just the inclusions). Moreover the map p∗p
∗ takes Reedy fibrations to Reedy fibrations. So, all
that is left is to show that p∗p
∗ takes fibrant objects to fibrant objects. So, if we assume F → X is
fibrant then we have to show that p∗p
∗(F )→ X is fibrant. Clearly, it already is a Reedy fibration
so it suffices to show that it is local, which means we have to show that
Map/X(B, p∗p
∗(X))→Map/X(A, p∗p
∗(F ))
is a trivial Kan fibration. By adjunction this is equivalent to
Map/X(p!p
∗(B), F )→Map/X(p!p
∗(A), F )
being a trivial Kan fibration for every F . But F is an arbitrary fibrant object and so that is simply
equivalent to
f ×
X
Y : A×
X
Y → B ×
X
Y
being a trivial cofibration overX . Finally, note that the map B×X Y → X actually factors through
B and so it suffices to show that the map
f ×
X
Y : A×
X
Y → B ×
X
Y
is a trivial cofibration over B. 
Remark 6.19. Notice that the lemma still holds if the model structure on sS/X is obtained by
localizing with respect to a countable number of inclusions.
We have assembled all the tools we need to prove the two main results. The first is about the
covariant model structure and the second about the CSS model structure.
Corollary 6.20. Let (sS/X)
cov be the category of simplicial spaces with the covariant model struc-
ture and p : R→ X a right fibration. Then the adjunction
(sS/X)
cov (sS/X)
cov
p!p
∗
p∗p
∗
is a Quillen adjunction.
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Proof. Recall from Lemma 3.3 that the covariant model structure over X is a localization of the
Reedy model structure over X with respect to the set of inclusions F (n− 1)→ F (n)→ X , where
the map F (n− 1)→ F (n) comes from the map [n− 1]→ [n] that sends each vertex to itself. Thus,
by Lemma 6.18, it suffices to show that
g ×
X
R : F (n− 1)×
X
R→ F (n)×
X
R
is a covariant equivalence over F (n). In order to simplify notation we denote S = F (n)×X R and
note that is a right fibration over F (n). That means we have to show that
Map/F (n)(S,L)→Map/F (n)(F (n− 1) ×
F (n)
S,L)
is a Kan equivalence of spaces.
S is a right fibration over F (n) and so we can apply Lemma 6.16, which means that
Map/F (n)(S,L)
≃
−−→MapS(S/0..n, L/0...n) ×
MapS(S/0...n,L/0...n−1)
Map/F (n)(F (n− 1) ×
F (n)
S,L).
But by the covariant version of Lemma 6.8 the map L/0...n → L0...n−1 is a trivial Kan fibration and
so
MapS(S/0..n, L/0...n) ×
MapS(S/0...n,L/0...n−1)
Map/F (n)(F (n− 1) ×
F (n)
S,L)
Map/F (n)(F (n− 1) ×
F (n)
S,L)
≃
is a Kan equivalence and hence we are done. 
Before we can give an analoguous proof for complete Segal spaces, we need a better understanding
of the free invertible arrow E(1).
Remark 6.21. [Re01, Section 11] E(1) is a discrete simplicial space such that E(1)n = 2
n =
Hom([n], [2]). We will denote the set [2] = {x, y}. Then we can think of E(1)n as the set of
sequences of length n that only consist of the elements x and y. The first three spaces are the
following:
(1) E(1)0 = {x, y}
(2) E(1)1 = {xx, xy, yx, yy}
(3) E(1)2 = {xxx, xxy, xyx, yxx, xyy, yxy, yyx, yyy}
The boundary map di : E(1)n → E(1)n−1 will simply drop the i-th element in the sequence. The
face map si : E(1)n → E(1)n+1 will repeat the i-th element to make the sequence one element
longer. Based on this description every level has exactly two non-degenerate elements: xy...xy and
yxyx...yx i.e. the two sequences which constantly alternate between x and y, where one starts with
x and the other with y.
Corollary 6.22. Let X be a CSS and (sS/X)
CSS be the category of simplicial spaces with the CSS
model structure and p : R→ X a right fibration. Then the adjunction
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(sS/X)
CSS (sS/X)
CSS
p!p
∗
p∗p
∗
is a Quillen adjunction.
Proof. Again in this case we have the fact that the CSS model structure on simplicial spaces over
X is generated by the following two classes of inclusions
G(n)→ F (n)→ X where n ≥ 2 (Segal Equivalences)
F (0)→ E(1)→ X (CSS Equivalence)
Here it is crucial that X is a CSS itself or this model structure would not simply be a localization
of this form. Thus we can again use Lemma 6.18 and reduce it to the following case. We have to
show that for any n ≥ 2, the maps
G(n) ×
F (n)
R→ R over F (n)
F (0) ×
E(1)
R→ R over E(1)
are CSS equivalences. We will prove each case individually.
Segal Equivalence: By induction it suffices to show that the map
(F (n− 1)
∐
F (0)
F (1)) ×
F (n)
R→ R
is an equivalence over F (n). Let W be a CSS fibration over F (n), in particular it is a CSS itself.
Then by Lemma 6.16, the map
Map/F (n)(R,W )
MapS(R/0...n,W/0...n) ×
MapS(R/0...n,W/0...n−1)
Map/F (n−1)(R ×
F (n)
F (n− 1),W ×
F (n)
F (n− 1))
≃
is a weak equivalence.
From the fact that W → F (n) is a CSS fibration we know that the map
W/0...n →W/0...n−1 ×
Wn−1
W/n−1n
is a trivial Kan fibration, which implies that we have following equivalence of mapping spaces.
Map(R/0...n,W/0...n)→Map(R/0...n,W/0...n−1 ×
Wn−1
W/n−1n)
Combining this with our equivalence above we see that the map
MapS(R/0...n,W/0...n) ×
MapS(R/0...n,W/0...n−1)
Map/F (n−1)(R ×
F (n)
F (n− 1),W ×
F (n)
F (n− 1))
↓
MapS(R/0...n,W/n−1n) ×
MapS(R/0...n,W/n−1)
Map/F (n−1)(R ×
F (n)
F (n− 1),W ×
F (n)
F (n− 1))
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is a trivial Kan fibration. But the last part is clearly equivalent to
Map/F (n)((F (n− 1)
∐
F (0)
F (1)) ×
F (n)
R,W ).
So we have shown that the restriction map gives us the desired equivalence.
CSS Equivalence: First, we will analyze right fibrations over E(1). By Remark 6.21, E(1) is a
discrete simplicial space, such that E(1)n is the set of sequences of length n consisting of elements
x and y. The boundary map [n]∗ : E(1)n → E(1)0 takes a sequence to the last element in the
sequence. If R → E(1) is a right fibration then we will denote the fiber over the point xy...xy as
Rxy..xy. Let f : F (n)→ E(1) represent any such sequence in E(1)n. Using past notation the fiber
over f is R/f . The boundary map n : [0]→ [n] gives a map R/f → Rx or R/f → Ry depending on
whether the last element in the sequence f represents is an x or y. The right fibration condition
implies that this map is always an equivalence. This implies that any two sequences that end in
the same letter have Kan equivalent fibers.
Now we have following chain of maps:
Rxyxy
d3−−→ Rxyx
d2−−→ Rxy
d1−−→ Rx.
Based on the condition above both compositions
Rxyxy
d2d3−−−−→ Rxy
Rxyx
d1d2−−−−→ Rx
are trivial Kan fibrations. This implies that Rxyx
d2−−→ Rxy is a trivial Kan fibration. Therefore,
we have following chain of weak equivalences.
Rx
≃
←−− Rxy
≃
−−→ Ry.
But we already showed that every fiber is equivalent to either Rx or Ry so we have just shown that
every single fiber is equivalent to each other.
Thus, the next step of the proof is to simplify R to a simpler, yet equivalent, right fibration
over E(1). We can think of the simplicial space R : ∆op → S as a diagram in spaces. Spaces have
homotopy limits, which means we get an object
H = holim
∆op
R
Based on the explanation above all the maps in that diagram are equivalences. Thus the space H
is equivalent to the fiber over every point in E(1). In addition to that, as H is a limit, there is a
map of simplicial spaces over E(1)
E(1)×H → R.
However, as H is equivalent to the fiber over every point this is a Reedy equivalence over E(1).
Thus we just showed that every right fibration over E(1) is Reedy equivalent to a simple product
of E(1) with a Kan complex.
Thus, we can reduce it to proving that the following map is an equivalence
Map/E(1)(R,W )→Map/E(1)(F (0) ×
E(1)
R,W )
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where R = K ×E(1), for K a Kan complex. For this case we first notice that the map x : F (0)→
E(1) gives us following adjunction
sS/E(1) sS
x∗
x∗
which gives us an equivalence
Map/E(1)(K × E(1),W )
≃
−−→Map(K,x∗W )
Thus we need to understand the simplicial space x∗W . Using the adjunction above we get that
(x∗W )n ∼=Map(F (n), x∗W ) ≃Map/E(1)(F (n)× E(1),W )
≃
−−→Map/E(1)(F (n),W ).
Here we used the fact thatW is a CSS and the map F (n)
(id,x)
−−−−−→ F (n)×E(1) is a CSS equivalence.
For the next step we use the fact that every map F (n) → E(1) factors through F (0), giving us
F (n)→ F (0)
x
−−→ E(1). So
Map/E(1)(F (n),W ) =Map(F (n),W ×
E(1)
F (0)) ∼= (W ×
E(1)
F (0))n.
Thus we have shown that x∗W ≃ W ×E(1) F (0). This gives us the following final chain of equiva-
lences
Map/E(1)(K × E(1),W )
≃
−−→Map(K,x∗W ) =Map(K,W ×
E(1)
F (0)) ∼=
Map/E(1)(F (0) ×
E(1)
(K × E(1)),W )
This shows that
F (0) ×
E(1)
(K × E(1))→ K × E(1)
is a CSS equivalence and hence we are done. 
Proof of the Remaining Lemmas
In this section we will prove all the remaining technical lemmas.
Lemma 7.1. The map
F (1)
∐
F (0)
F (n)
in = i((0, id)
∐
(0,1)
(id, 1))
−−−−−−−−−−−−−−−−−−→ F (0)
∐
F (n)
(F (n)× F (1))
is a Segal space equivalence.
Proof. We have following diagram, where each of the vertical maps are equivalences in the Segal
space model structure.
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F (1)
∐
F (0)
F (n) F (0)
∐
F (n)
(F (n) × F (1))
G(n+ 1) F (0)
∐
F (1)
(G(n)× F (1))
G(2)
∐
F (1)
...
∐
F (1)
G(2) (F (0)
∐
F (1)
F (1)× F (1))
∐
F (1)
...
∐
F (1)
(F (0)
∐
F (1)
F (1)× F (1))
in
in|G(n+1)
≃ ≃
≃
i2
∐
idF (1)
...
∐
idF (1)
i2 ≃
Based on this diagram, as the Segal space model structure is left proper, it suffices to prove the
case n = 1. So, we have to show that the map
i1 : G(2) = F (1)
∐
F (0)
F (1)→ F (0)
∐
F (1)
(F (1)× F (1))
is a Segal space equivalence.
The map
F (1)
∐
F (0)
F (1) = G(2)→ F (2)
is a Segal space equivalence. Therefore the map
F (1) = (F (1)
∐
F (0)
F (1))
∐
F (1)
F (0)→ F (2)
∐
F (1)
F (0)
is a Segal space equivalence. This implies that we have the following chain of equivalences
F (1)
∐
F (0)
F (1)→ F (2) = F (1)
∐
F (1)
F (2)→ (F (2)
∐
F (1)
F (0))
∐
F (1)
F (2) = F (0)
∐
F (1)
(F (1)× F (1))
where we used the fact that F (1)×F (1) = F (2)
∐
F (1)
F (2). Thus we showed that i1 is a Segal space
equivalence. 
Lemma 7.2. Let Y → Z be a covariant equivalence over X. Let d0 : XF (1) → X. Then
Y ×
X
XF (1) → Z ×
X
XF (1)
is a covariant equivalence over X.
Proof. The statement above is equivalent to saying that the adjunction
(sS/X)
cov (sS/X)
cov
(d0)!(d0)
∗
(d0)∗(d0)
∗
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is a Quillen adjunction, where both sides have the covariant model structure. Using the techniques
we used in the proof of Lemma 6.18 it suffices to show that F (0) ×X XF (1) → F (n) ×X XF (1) is
a covariant equivalence over F (n). By our main proposition (Proposition 3.28) it suffices to show
that
F (m) ×
F (n)
F (0)×
X
XF (1) → F (m) ×
F (n)
F (n)×
X
XF (1)
is a diagonal equivalence. (Recall that F (m) → F (n) is a right fibrant replacement of the map
m : F (0)→ F (n)). We can simplify the map above to the following map
F (0)×
X
XF (1) → F (m)×
X
XF (1)
Thus we have to show that this map is a diagonal equivalence. We will prove this map is a diagonal
equivalence by showing that both sides are diagonally contractible.
First notice that there is a map µn : F (1)× F (n)→ F (n) which takes (s, t) ∈ F (1)0 × F (n)0 to
st ∈ F (n) (the product). For n = 1 this gives us a map µ1 : F (1)× F (1)→ F (1) which induces a
map µ∗1 : X
F (1) → XF (1)×F (1). Using adjunctions this results in a map µ∗1 : F (1)×X
F (1) → XF (1).
By its definition if we restrict the map to 0 the map will factor through X (it sends f ∈ XF (1) to
s0d0f ∈ XF (1)) and if we restrict to 1 we get the identity map.
Fix an inclusion f : F (n) → X . We can pull back the map XF (1) → X along f to get a map
F (n)×X XF (1) → XF (1). This gives us following diagram.
F (1)×XF (1) XF (1)
F (1)× (F (n)×
X
XF (1)) F (n)×
X
XF (1)
µ∗1
µ∗1
The map µ∗1 : F (1)× (F (n)×X X
F (1))→ XF (1) factors through F (n)×X XF (1) and thus gives us
a map
µ∗1 : F (1)× (F (n)×
X
XF (1))→ (F (n) ×
X
XF (1))
which is again the identity if we restrict to 1, but if we restrict to 0 the map will factor through
F (n)×X X = F (n). If n = 0 then this implies that F (n)×X XF (1) is contractible and we get the
desired result. So, let assume that n > 0. Then the map introduced above µn : F (1)×F (n)→ F (n)
gives us a homotopy between the identity (at 1) and a map that factors through F (n). So, for our
last step we find a homotopy from F (n) to F (0) which will show that the map above is homotopic
to a constant map.
The map
H : F (1)× F (n)×
X
XF (1)
µ∗1 |0−−−→ F (1)× F (n)
µn
−−−→ F (n)
(id,f)
−−−−→ F (n)×
X
XF (1)
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is a map that is equal to µ∗1|0 at 1 and a constant map at 0. This means we can build the map:
H
∐
µ∗1 : (F (1)
∐
F (0)
F (1))× F (n)×
X
XF (1) → F (n)×
X
XF (1)
which gives me a homotopy between the identity and the constant map. This proves that F (n)×X
XF (1) is contractible for every n. 
Lemma 7.3. Let p : L → X be a left fibration. Moreover, let i : X → Xˆ be a directed colimits of
maps
(1) R = {rnli : ∂F (n)×∆[l]
∐
∂F (n)×Λ[l]i
F (n)×Λ[l]i → F (n)×∆[l] : n ≥ 0, l ≥ 0 and 0 ≤ i ≤ l}.
(2) S = {snl : G(n)×∆[l]
∐
G(n)×∂∆[l]
F (n)× ∂∆[l]→ F (n)×∆[l] : n ≥ 0, l ≥ 0}.
(3) C = {cl : F (0)×∆[l]
∐
F (0)×∂∆[l]
Z × ∂∆[l]→ Z ×∆[l] : l ≥ 0}.
such that Xˆ is a complete Segal space, (such a map i exists by the small object argument). Then
there exists a commutative square
L Lˆ
X Xˆ
iˆ
p
p
pˆ
i
that satisfies following conditions
(1) pˆ : Lˆ→ Xˆ is a left fibration.
(2) iˆ : L→ Lˆ is a covariant equivalence over Xˆ.
(3) The commutative square is a homotopy pullback square in the Reedy model structure.
Proof. This proof has several steps. We will start by using the fact that Xˆ is a directed colimit.
(I) Directed Colimit of left Fibrations is a left Fibration: As outlined above Xˆ is a directed
colimit of X . For notational purposes we call the indexing set of this colimit I. For each α ∈ I we
get a subset I<α of all elements in I smaller than α. Thus for each α ∈ I we get a simplicial space
Xα, which is the colimit over the subset Iα. Let iα : X → Xα be the universal colimit map.
Let us assume that iα satisfies the assumptions above. Meaning that there exists a commutative
square
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L Lα
X Xα
iˆα
p
p
pα
iα
such that Lα → Xα is a left fibration, L → Lα is a covariant equivalence over Xα and the square
is a homotopy pullback square in the Reedy model structure. We will show that this condition
suffices to prove that X → Xˆ satisfies the conditions of the lemma.
First note that directed colimit of left fibrations is a left fibration. Indeed, all we have to show
is that any diagram of the following form lifts.
F (0)×∆[l]
∐
F (0)×∂∆[l]
F (n)× ∂∆[l] Lˆ
F (n)×∆[l] Xˆ
However F (n)×∆[l] is finite, thus there exists an α0 ∈ I such that our map above factors as
F (0)×∆[l]
∐
F (0)×∂∆[l]
F (n)× ∂∆[l] Lα0 Lˆ
F (n)×∆[l] Xα0 Xˆ
which will give us our desired lift, as the map Lα0 → Xα0 is a left fibration by assumption. Moreover,
the resulting commutative square
L Lˆ
X Xˆ
p
is a homotopy pullback square in the Reedy model structure, as simplicial spaces satisfy descent.
Finally, by assumption, the map L→ Lα is a covariant equivalence over Xα, which implies it also
is a covariant equivalence over Xˆ. But the covariant model structure is left proper, thus the colimit
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of these maps, which is the map L→ Lˆ is also a covariant equivalence over Xˆ. Thus we have shown
that we get a commutative square that satisfies all three conditions stated in the Lemma.
The argument above shows that in order to prove the lemma it suffices to show that for a map
j : A→ B ∈ R ∪ S ∪ C and pushout square
A B
X X
∐
A
B
j
j˜
the resulting map j˜ : X → X
∐
A
B satisfies the conditions of the Lemma.
(II) Analyzing the 3 Possible Scenarios: In this part we will show that for any map jˆ : X →
X
∐
A
B (as described above) there exists a commutative square
L Lˆ
X X
∐
A
B
jˆ
p
p
pˆ
j˜
such that pˆ is a left fibration, jˆ is a covariant equivalence overX
∐
AB and the square is a homotopy
pullback square in the Reedy model structure. In order to simplify notations we denote
X˜ = X
∐
A
B
for any map j ∈ R ∪ S ∪ C. We will study each of these three classes of maps individually.
Reedy (R): Let
j = rnli : ∂F (n)×∆[l]
∐
∂F (n)×Λ[l]i
F (n)× Λ[l]i → F (n)×∆[l].
In order simplify things we denote
B = F (n)×∆[l]
A = ∂F (n)×∆[l]
∐
∂F (n)×Λ[l]i
F (n)× Λ[l]i.
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Composing this map with p gives us a map j˜p : L→ X
∐
A
B = X˜. Let
L
jˆ
−−−→ Lˆ
pˆ
−−−→ X˜
be a factorization of j˜p into a trivial Reedy cofibration followed by a Reedy fibration. This gives
us following commutative square
L Lˆ
X X˜
jˆ
p
p
pˆ
j˜
We will show it satisfies all three conditions. First of all the the map Lˆ → X˜ is a left fibration as
it is a Reedy fibration and we have following commutative square
Ln Lˆn
Xn ×
X0
L0 (X˜)n ×
(X˜)0
Lˆ0
jˆn
≃
(pn,n
∗)≃ (pˆn,n
∗)
(j˜n,jˆ0)
≃
The vertical maps are equivalences as j˜ is a Reedy equivalence. The left hand horizontal map is
an equivalence as L → X is a left fibration. Thus the map Lˆ → X˜ is a left fibration. Also jˆ is
a covariant equivalence as it is a Reedy equivalence. Finally, the square is a homotopy pullback
square in the Reedy model structure as we have following diagram.
L
X ×
X˜
Lˆ Lˆ
X X˜
(p,jˆ)
jˆ
≃
p
pi1
≃
p
pˆ
j˜
≃
The map X ×X˜ Lˆ→ Lˆ is an equivalence as the Reedy model structure is right proper. So the map
(p, jˆ) is an equivalence by 2 out of 3. Thus we have the completed the proof for the case j ∈ R.
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Segal (S): Here we study the case when j ∈ S. In order to simplify things let us introduce
some notation. Fix two integers n ≥ 2 and l ≥ 0. Let
G(n, l) = G(n) ×∆[l]
∐
G(n)×∂∆[l]
F (n)× ∂∆[l]
F (n, l) = F (n)×∆[l].
Let c : G(n, l) → X be fixed. This map has one very important restrictions which we will need
later on, namely we can restrict c to the initial vertex (0∗, 0∗) : F (0) → G(n, l) which gives us an
element xc : F (0)
(0∗,0∗)
−−−−−−−→ G(n, l)
c
−−−→ X , which we henceforth call xc. Now, we make following
concrete definitions and notations
X˜ = X
∐
G(n,l)
F (n, l)
M =Map/X(G(n, l), L)
Lˆ = L
∐
M×G(n,l)
M× F (n, l)
The last pushout is well defined as we have an evaluation map
M×G(n, l)→ L
The construction comes with a map
L ∼= L
∐
M×F (0)
M× F (0)
jˆ = (id
∐
idM×xc
idM × xc)
−−−−−−−−−−−−−−−−−−−→ L
∐
M×G(n,l)
M× F (n, l) = Lˆ
and projection map
Lˆ = L
∐
M×G(n,l)
M× F (n, l)
pˆ = (p
∐
pi2
π2)
−−−−−−−−−−→ X
∐
G(n,l)
F (n, l) = Xˆ
All of the data above gives us following commutative square
L Lˆ
X X˜
jˆ
p pˆ
j˜
We can factor the map pˆ : Lˆ → X˜ into a trivial Reedy cofibration followed by a Reedy fibration,
which gives us a factorization Lˆ
j¯
−−−→ L¯
p¯
−−−→ X˜ . This gives us following commutative square.
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L L¯
X X˜
j¯jˆ
p p¯
j˜
The goal is to show that this commutative square satisfies the three conditions of our lemma. First
we show it is a homotopy pullback square in the Reedy model structure. By our construction
L = Lˆ×X˜ X . But we also know that Lˆ→ L¯ is a Reedy equivalence. Thus using the fact that the
Reedy model structure is right proper we get the fact that
L = Lˆ×
X˜
X
≃
−−−→ L¯×
X˜
X
is a Reedy equivalence.
Now we show that the top map is a covariant equivalence. The map j¯ is a Reedy equivalence,
which is a covariant equivalence over any base. Now, xc is the initial vertex in F (n, l) and G(n, l).
Thus the maps xc : F (0)→ G(n, l) and xc : F (0)→ F (n, l) are covariant equivalences regardless of
what the base is. This implies that the map
id× xc :M× F (0)→M× F (n, l)
id× xc :M× F (0)→M×G(n, l)
are also covariant equivalences. Finally the covariant model structure is left proper and so a pushout
of covariant equivalences along inclusions is a covariant equivalence. This implies that jˆ : L→ Lˆ is
a covariant equivalence over Xˆ . Thus the composition j¯jˆ is a covariant equivalence (actually over
any base).
Thus we only have to show that p¯ : L¯→ X˜ is a left fibration and we are finished. By definition
it is a Reedy fibration. Thus we only need to show it is local. However Lˆ is Reedy equivalent to
L¯ thus it would suffice to show that Lˆ→ X˜ is local. In order to do that we have to show that for
any m the commutative square
Lˆm Lˆ0
X˜m X˜0
pˆm
0∗ 0∗
pˆ0
is a homotopy pullback square in the Kan model structure. Before we can show that however, we
will analyze all these four spaces to get a better undestanding of the situation.
X˜0 and Lˆ0: In zero case G(n, l)0 = F (n, l)0 which means X˜0 = X0. For the same reason
Lˆ0 = L0.
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X˜m and Lˆm: In this case
G(n, l)m = (
∐
|G(n)m|
∆[l])
∐
(
∐
|F (n)m−G(n)m|
∂∆[l])
and
F (n, l)m =
∐
|F (n)m|
∆[l]
Recall that X˜ = X
∐
G(n,l)
F (n, l). This implies that
X˜m = Xm
∐
G(n,l)m
F (n, l)m = Xm
∐
[(
∐
|G(n)m|
∆[l])
∐
(
∐
|F (n)m−G(n)m|
∂∆[l])]
∐
|F (n)m|
∆[l]
In this pushout, j restricted to the part (
∐
|G(n)m|
∆[l]) is just the identity map and does not
contribute to the pushout and we can equally just have
X˜m = Xm
∐
[
∐
|F (n)m−G(n)m|
∂∆[l]]
∐
|F (n)m−G(n)m|
∆[l] =
Xm
∐
|F (n)m −G(n)m| × ∂∆[l]
∐
|F (n)m−G(n)m|
∆[l]
In order to simplify notation for n ≥ 2 and m ≥ 0 we define the integer g(n,m) as
g(n,m) = |F (n)m −G(n)m|
Combining these arguments and simplifcations we get
(X˜)m = Xm
∐
g(n,m)×∂∆[l]
g(n,m)×∆[l]
Using a similar argument for Lˆ we get
(Lˆ)m = Lm
∐
M×g(n,m)×∂∆[l]
M× g(n,m)×∆[l]
Thus we are trying to show that the following commutative square
Lm
∐
M×g(n,m)×∂∆[l]
M× g(n,m)×∆[l] L0
Xm
∐
g(n,m)×∂∆[l]
g(n,m)×∆[l] X0
0∗
pm
∐
pi2
π2 p0
0∗
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is a homotopy pullback square in the Kan model structure. Note we used the crucial fact that
X0 ∼= X0
∐
G(n)0×∆[l]
F (n)0 ×∆[l]. Thus if we restrict the bottom map 0∗ we get a map
0∗ : g(n,m)×∆[l]→ X0
and the map g(n,m)× ∂∆[l]→ X0 will factor through the map above.
We use properties about pullbacks to simplify the argument. First, spaces satisfy descent which
means that coproducts and pullbacks commute.Thus it suffices to prove that
Lm
∐
M×∂∆[l]
M×∆[l] L0
Xm
∐
∂∆[l]
∆[l] X0
is a homotopy pullback square. Again implicit in the commutative square are a map ∆[l]→ X and
again the map ∂∆[l] → X will factor through this map. Thus we need to show this is a pullback
diagram in the Kan model structure. Another application of the descent property gives us following
Kan equivalence of spaces
(Xm
∐
∂∆[l]
∆[l]) ×
X0
L0 → (Xm ×
X0
L0)
∐
∂∆[l]×
X0
L0
∆[l] ×
X0
L0.
In light of this Kan equivalence the goal is to prove that
Lm
∐
M×∂∆[l]
M×∆[l]→ Xm ×
X0
L0
∐
∂∆[l]×
X0
L0
∆[l] ×
X0
L0
is a Kan equivalence of spaces. Using the left properness of the Kan model structure and the fact
that ∂∆[l]→ ∆[l] is a cofibration means that it suffices to show that each of these three maps are
equivalences:
I
Lm → Xm ×
X0
L0
II
M×∆[l]→ ∆[l] ×
X0
L0
III
M× ∂∆[l]→ ∂∆[l] ×
X0
L0
We will prove each one of those three separately.
(I) This one follows from the fact that L→ X is a left fibration.
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(II) For this part we use following chain of equivalences
M×∆[l]
pi1−−−−→M =Map/X(G(n, l), L)
xc−−−−→Map/X(F (0), L) = ∆[0] ×
X0
L0
≃
−−−→ ∆[l] ×
X0
L0
The last step follows from the fact that the map ∆[0]→ ∆[l] is a Kan equivalence and L0 → X0
is a Kan fibration.
(III) For this part we use the fact that the map ∂∆[l] → X factors through ∆[l] thus we have
the equivalence
∂∆[l] ×
X0
L0 ∼= ∂∆[l]×∆[l]X0L0
Now the result follows from the previous part.
Thus we have shown that the the commutative square above is a homotopy pullback square in
the Kan model structure and we are done for this part.
Completeness (C): All that is left to finish the proof is to show that if j ∈ C then the
assumption holds. The proof for this case is very similar to the to case of j ∈ S. Thus we will set
up the relevant notation and skip any step that is analoguous to the one above. Let
B(l) = Z × ∂∆[l]
∐
∂∆[l]
∆[l]
Z(l) = Z ×∆[l].
Let c : B(l)→ X be fixed. This map has one very important restrictions which we will need later
on, namely we can restrict c to the initial vertex (0∗, 0∗) : F (0)→ B(l) which gives us an element
xc : F (0)
(0∗,0∗)
−−−−−−−→ B(l)
c
−−−→ X , which we henceforth call xc. Now, we make following concrete
definitions and notations
X˜ = X
∐
B(l)
Z(l)
M =Map/X(B(l), L)
Lˆ = L
∐
M×B(l)
M×B(l)
The last pushout is well defined as we have an evaluation map
M×B(l)→ L
The construction comes with a map
L ∼= L
∐
M×F (0)
M× F (0)
jˆ = (id
∐
idM×xc
idM × xc)
−−−−−−−−−−−−−−−−−−−→ L
∐
M×B(l)
M× Z(l) = Lˆ
and projection map
Lˆ = L
∐
M×B(l)
M× Z(l)
pˆ = (p
∐
pi2
π2)
−−−−−−−−−−→ X
∐
B(l)
Z(l) = Xˆ
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All of the data above gives us following commutative square
L Lˆ
X X˜
jˆ
p pˆ
j˜
We can factor the map pˆ : Lˆ → X˜ into a trivial Reedy cofibration followed by a Reedy fibration,
which gives us a factorization Lˆ
j¯
−−−→ L¯
p¯
−−−→ X˜ . This gives us following commutative square.
L L¯
X X˜
j¯jˆ
p p¯
j˜
The goal is to show that this commutative square satisfies the three conditions of our lemma. By
the same argument as above the map is again a homotopy pullback square. Moreover, the top map
is again a covariant equivalence, as xc is still initial.
Thus we only have to show that p¯ : L¯→ X˜ is a left fibration and we are finished. By definition
it is a Reedy fibration. Thus we only need to show it is local. However Lˆ is Reedy equivalent to
L¯ thus it would suffice to show that Lˆ→ X˜ is local. In order to do that we have to show that for
any m the commutative square
Lˆm Lˆ0
X˜m X˜0
pˆm
0∗ 0∗
pˆ0
is a homotopy pullback square in the Kan model structure. Before we can show that however, we
will analyze all these four spaces to get a better undestanding of the situation. In order to do that
we first break down the spaces B(l)m and Z(l)m for each m.
First notice that both are discrete simplicial spaces, which means they are levelwise sets. Let
z(m) = |Zm| − 1,where |Zm| is the cardinality of the mth space of the discrete simplicial space Z.
Now we have following equalities.
B(l)m = (Zm × ∂∆[l])
∐
∂∆[l]
∆ = ((z(m) + 1)× ∂∆[l])
∐
∂∆[l]
∆ = (z(m) + 1)× ∂∆[l]
∐
∆[l]
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We also have
Z(l)m = Zm ×∆[l] = (z(m) + 1)×∆[l]
B(l)m has one summand equal to ∆[l] and jm restricted to that summand is just the identity and
so it does not contribute to the pushout. Thus we can equally push out along the map
z(m)× ∂∆[l]→ z(m)×∆[l]
Having this set up we can easily determine the four relevant spaces.
For the 0 case the computation above shows that
X˜0 = X0
∐
z(0)×∆[l]
z(0)×∆[l] = X0
∐
∂∆[l]
∆[l]
Here we used the fact that Z has two 0 cells. For that same reason
Lˆ0 = L0
∐
M×∂∆
M×∆[l].
For the general case the computation above gives us
X˜m = Xm
∐
z(m)×∂∆[l]
z(m)×∆[l]
and
Lˆm = Lm
∐
M×z(m)×∂∆[l]
M× z(m)×∆[l].
Thus we are trying to show that the following commutative square
Lm
∐
M×z(m)×∂∆[l]
M× z(m)×∆[l] L0
∐
M×∂∆M×∆[l]
Xm
∐
z(m)×∂∆[l]
z(m)×∆[l] X0
∐
∂∆[l]
∆[l]
0∗
pm
∐
pi2
π2
p0
∐
pi2
π2
0∗
is a homotopy pullback square in the Kan model structure.
In order to show this holds we expand our square to following diagram
Lm
∐
M×z(m)×∂∆[l]
M× z(m)×∆[l] L0
∐
M×∂∆
M×∆[l] L0
Xm
∐
z(m)×∂∆[l]
z(m)×∆[l] X0
∐
∂∆[l]
∆[l] X0
pm
∐
pi2
π2
0∗ pi1
p0
∐
pi2
π2
p
p0
0∗ pi1
YONEDA LEMMA FOR SIMPLICIAL SPACES 67
By the previous part the right square and the rectangle are pullback squares. This implies that the
left square is also a pullback square and this finishes our proof.

Appendix Some Facts about Model Categories
We primarily used the theory of model categories to tackle issues of higher category theory. In
this section we will not introduce model categories as they are already several excellent sources. For
instance, the reader can refer to [Ho98] or [DS95] for readable introductions to the subject. Here
we will only state some technical lemmas we have used throughout this note.
Lemma A.1. Let p : S → T be a Kan fibration in S. Then p is a trivial Kan fibration if and only
if each fiber of p is contractible.
This lemma has following important corollary
Corollary A.2. Let p : S → K and q : T → K be two Kan fibrations. A map f : S → T over K
is a Kan equivalence if and only if for each point k : ∆[0]→ K the fiber
S ×
K
k → T ×
K
k
is a Kan equivalence.
Theorem A.3. [Re01, Proposition 9.1] Let L be a set of cofibrations in sS with the Reedy model
structure. There exists a cofibrantly generated, simplicial model category structure on sS with the
following properties:
(1) the cofibrations are exactly the monomorphisms.
(2) the fibrant objects (called L-local objects) are exactly the Reedy fibrant W ∈ sS such that
MapsS(B,W )→MapsS(A,W )
is a weak equivalence of spaces.
(3) the weak equivalences (called L-local weak equivalences) are exactly the maps g : X → Y
such that for every L-local object W , the induced map
MapsS(Y,W )→MapsS(X,W )
is a weak equivalence.
(4) a Reedy weak equivalence (fibration) between two objects is an L-local weak equivalence
(fibration), and if both objects are L-local then the converse holds.
We call this model category the localization model structure.
Lemma A.4. [JT07, Proposition 7.15] Let M and N be two model categories and
M N
F
G
be an adjunction of model categories, then the following are equivalent:
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(1) (F,G) is a Quillen adjunction.
(2) F takes cofibrations to cofibrations and G takes fibrations between fibrant objects to fibra-
tions.
This lemma has following useful corollary:
Corollary A.5. Let X be a simplicial space and let (sS/X ,M) and (sS/X ,N ) be two localizations
of the Reedy model structure. Then an adjunction
(sS/X)
M (sS/X)
N
F
G
is a Quillen adjunction if it satisfies following conditions:
(1) F takes cofibrations to cofibrations.
(2) G takes fibrants to fibrants.
(3) G takes Reedy fibrations to Reedy fibrations.
Lemma A.6. [JT07, Proposition 7.22] Let
M N
F
G
be a Quillen adjunction of model categories. Then the following are equivalent:
(1) (F,G) is a Quillen equivalence.
(2) F reflects weak equivalences between cofibrant objects and the derived counit map FLG(n)→
n is an equivalence for every fibrant-cofibrant object n ∈ N (Here LG(n) is a cofibrant
replacement of G(n) inside M).
(3) G reflects weak equivalences between fibrant objects and the derived unit map m→ GRF (m)
is an equivalence for every fibrant-cofibrant object m ∈ M (Here RF (m) is a fibrant re-
placement of F (m) inside N ).
There is only one lemma that we will actually prove here and that will allow us to compare
relative and absolute model structures. Before we do so we will have to review two different model
structures: the induced model structures and the relative localized model structure.
Definition A.7. Let M be a model structure on sS. Let X be a simplicial space. There is
a simplicial model structure on sS/X , which we call the induced model structure and denote by
(sS/X)
M, and which satisfies following conditions:
F A map f : Y → Z over X is a (trivial) fibration if Y → Z is a (trivial) fibration
W A map f : Y → Z over X is an equivalence if Y → Z is an equivalence
C A map f : Y → Z over X (trivial) cofibration if Y → Z is a (trivial) cofibration.
Remark A.8. This model structure can be defined for any model category and not just for model
structures on sS, but for our work there was no need for further generality.
Definition A.9. LetM be a model structure on sS, which is the localization of the Reedy model
structure with respect to the cofibration A → B. Let X be simplicial space. There is a simplicial
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model structure on (sS/X), which we call the relative localized model structure and denote by
(sS/X)
locM. It is the localization of the induced Reedy model structre on sS/X with respect to all
map A→ B → X .
Remark A.10. Note that the two model structures constructed above are generally not the same.
However, there is a special case where they coincidence.
Lemma A.11. Let M be a localization model structure on sS with respect to the map A→ B. Let
W be a fibrant object in that model structure. The following adjunction
(sS/W )
M (sS/W )
locM
id
id
is a Quillen equivalence. In fact, the two model structures are isomorphic.
Proof. Clearly, both model structures have the same set of cofibrations. We will show that they
have the same set of weak equivalences and the rest will follow. Both model structures are simplicial
and so the weak equivalences are determined by the set of fibrant objects. So, it suffices to show that
they have the same set of fibrant objects. Let Y → W be a map. We have following commutative
square:
MapsS(B, Y ) MapsS(B,W )
MapsS(A, Y ) MapsS(A,W )
≃
The right-hand map is always a trivial Kan fibration (because W is fibrant). So, this square
is homotopy pullback square if and only if the left-hand map is a trivial Kan fibration. But
being homotopy pullback square by definition means being fibrant in the relative localized model
structure, whereas being trivial Kan fibration means being a fibration in our model structure as a
Reedy fibration between two fibrant objects is a fibration. 
Appendix Comparison with Quasi-Categories
As we already mentioned, there is a covariant model structure for simplicial sets which is studied
extensively in [Lu09, Chapter 2]. In this part of the appendix we are going to review the definition of
the covariant model structure for simplicial sets and then show that it is equivalent to the definition
we introduced in Theorem 3.14.
Before we can do that review all relevant definitions from [Lu09, Chapter 2].
Notation B.1. Until now we used S to denote the category of simplicial sets with the Kan model
structures.In order to distinguish the Kan model structure from the Joyal model structure on
simplicial sets, we will denote the category of simplicial sets as sSet when we are using quasi-
categories.
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Definition B.2. [Lu09, Definition 2.0.0.3] A map f : S → T of simplicial sets is a left fibration if it
satisfies the right lifting property with respect to all inner horn conclusions of the form Λni → ∆[n],
where 0 ≤ i < n.
Definition B.3. [Lu09, Definition 2.1.4.5, Proposition 2.1.4.7] Let S ∈ S be a simplicial set. There
is a model structure on sSet/S , called the covariant model structure. A map f : T → U over S is a
weak equivalence if the following induced map is an equivalence of simplicial categories:
C[T⊳
∐
T
S]→ C[U⊳
∐
U
S].
Cofibrations are just inclusions and fibrations are the maps which satisfy the right lifting property
which respect to trivial cofibrations. This gives us a simplicial, combinatorial, left proper model
structure on the category sSet/S .
There is another important theorem about the covariant model structure we are going to need
later on.
Theorem B.4. [Lu09, Theorem 3.1.5.1] Let S be a simplicial set. Then the following adjunction
(sSet/S)
Joyal (sSet/S)
cov
id
id
is a Quillen adjunction, where the left hand side has the Joyal model structure and the right hand side
has the covariant model structure. This implies that the covariant model structure is a localization
of the Joyal model structure.
In order to compare our results with the already existing ones for the case of quasi-categories,
we will first need to go over two theorems by Joyal and Tierney, [JT07], which compare complete
Segal spaces and quasi-categories. Then we will use those results to prove that our definition is
equivalent to the definition introduced by Lurie.
Theorem B.5. [JT07, Theorem 4.11] Let p∗1 : sSet → sS be the map which associates to each
simplicial set S the discrete simplicial space p∗1(S) defined as (p
∗
1(S))nl = Sn and let i
∗
1 : sS→ sSet
be the map which associates to each simplicial space its first row. Then this gives us the following
adjunction
(sSet)Joy (sS)CSS
p∗1
i∗1
which is a Quillen equivalence, where S has the Joyal model structure and sS has the CSS model
structure.
Theorem B.6. [JT07, Theorem 4.12] Let t! : sS→ sSet be the left Kan extension of the map which
is defined on the generators F (n)×∆[l] as t!(F (n) ×∆[l]) = ∆[n]× J [l]. Let t! : sSet→ sS be the
right adjoint of this construction, i.e. t!(S)nl =MapsS(∆[n]× J [l], S). Then this defines a Quillen
equivalence
(sS)CSS (sSet)Joy
t!
t!
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with sS having the CSS model structure and sSet having the Joyal model structure.
Now we will go back to the to the main topic and prove the following two theorems
Theorem B.7. The adjunction
(sSet/i∗1X)
cov (sS/X)
cov
p∗1
i∗1
is a Quillen equivalence, where we give both sides the covariant model structure.
Theorem B.8. The adjunction
(sS/X)
cov (sSet/t!X)
cov
t!
t!
is a Quillen equivalence, where both sides have the covariant model structure.
We will prove the second theorem using the first one. For the first theorem, we need several
lemmas first.
Lemma B.9. If Y → X is a left fibration of simplicial spaces, then i∗1Y → i
∗
1X is a left fibration
of simplicial sets.
Proof. It suffices to prove that k : p∗1Λ
n
i → p
∗
1∆[n] → X , where 0 ≤ i < n, is a trivial cofibration
in the covariant model structure on sS/X . The cofibration part is clear and so we will focus on the
weak equivalence part. The case for n = 1 is the natural inclusion map F (0) →֒ F (1) and will be
covered separately so we assume n ≥ 2. The proof goes in several steps:
(1) Note that p∗1∆[n] = F (n)
(2) The natural inclusion map jn : F (n − 1) →֒ F (n) is a trivial cofibration in the covariant
model structure. This follows from the following diagram and 2 out of 3.
F (n− 1)
F (0)
F (n)
jn
≃
≃
Note that this covers the lemma for the case of n = 1.
(3) Λni is the colimit of a diagram of the following form:∐
∆[n− 2]⇒
∐
∆[n− 1]→ Λni
At least one of the maps in the diagram ∆[n− 2]→ ∆[n− 1] must come from the natural
inclusion [n− 2] →֒ [n− 1] (this follows from the fact that i 6= n). Also, note that and all
maps in the diagram are inclusions.
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(4) Building on the last point and combining it with point 1, this implies that p∗1Λ
n
i is the colimit
of F (n−1) along F (n−2) where at least one map in the diagram is jn : F (n−2)→ F (n−1).
From step 2 we know this map is a covariant equivalence. But a pushout along cofibrations
preserves weak equivalences (the covariant model structure is left proper), and so the natural
inclusion F (n− 1)→ p∗1Λ
n
i is a covariant equivalence.
(5) Finally we have the following diagram
p∗1Λ
n
i
F (n− 1)
F (n)
k
≃
≃
The result we wanted follows from this diagram and 2 out of 3.

Lemma B.10. The adjunction
(sSet/i∗1X)
cov (sS/X)
cov
p∗1
i∗1
is a Quillen adjunction, where we give both sides the covariant model structure.
Proof. We use Lemma A.4. Clearly, p∗1 takes cofibrations to cofibrations as they are just inclusions.
So, all that is left is to show that i∗1 takes fibrations between fibrants to fibrations. But a fibration
between fibrants is just a Reedy fibration on the right side and a categorical fibration on the left
side (Theorem B.4). So, it suffices to show that i∗1 takes fibrant objects to fibrant objects and Reedy
fibrations to categorical fibrations. The fact that i∗1 takes fibrants to fibrants is the statement of the
previous lemma. So, we only have to prove that i∗1 takes Reedy fibrations to categorical fibrations.
But that follows directly from Theorem B.6. 
Now, we can prove the first main theorem.
Proof. (Proof of Theorem B.8)We just showed it is a Quillen adjunction so all that is left is to show
that it is a Quillen equivalence. Here we use Lemma A.6. Let Y → X be a left fibration in sS/X .
As every object is cofibrant, we don’t need cofibrant replacement and so we just have to show that
the counit map i∗1p
∗
1Y → Y is an equivalence. From Theorem B.6 we know it is an equivalence in
the CSS model structure and from Theorem 4.12 we know that a CSS equivalence is a covariant
equivalence.
For the other side let T → i∗1X be a left fibration in sSet/i∗1X . We don’t know if p
∗
1T →
p∗1i
∗
1X → X is a left fibration in sS/X , however, we know that it is local in the sense that (p
∗
1T )n →
(p∗1T )0 ×X0 Xn is a trivial fibration. Indeed, the map ∆[0] → ∆[n] is a trivial cofibration in the
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covariant model structure on S/S (follows from a similar argument to the proof of Lemma B.9).
Also the model structure is simplicial, which means we have the following trivial fibrations:
Map(∆[n], T )
≃
−−−→Map(∆[0], T ) ×
Map(∆[0],i∗1X)
Map(∆[n], i∗1X)
which is equivalent to
Map(p∗1∆[n], p
∗
1T )
≃
−−−→Map(p∗1∆[0], p
∗
1T ) ×
Map(p∗1∆[0],p
∗
1i
∗
1X)
Map(p∗1∆[n], p
∗
1i
∗
1X)
which gives me
Map(F (n), p∗1T )
≃
−−−→Map(F (0), p∗1T ) ×
Map(F (0),p∗1i
∗
1X)
Map(F (n), p∗1i
∗
1X)
≃
−−−→Map(F (0), p∗1T ) ×
Map(F (0),X)
Map(F (n), X)
where the last equivalence follows from the fact that p∗1i
∗
1X → X is an equivalence in the CSS
model structure. Let
p∗1T Rp
∗
1T
X
j
be a Reedy fibrant replacement in sS/X (i.e. j is a Reedy equivalence). Then this replacement is
already a left fibration because we know it is still local. Taking i∗1 of both sides we get i
∗
1(j) : T =
i∗1p
∗
1T → i
∗
1Rp
∗
1T over i
∗
1X , which is a map between left fibrations. As j is a Reedy equivalence,
i∗1(j) is a categorical equivalence. But a categorical equivalence between left fibrations is a covariant
equivalence. Hence, we are done. 
In order to prove the second main theorem we will use the first one, but first we need two more
lemmas
Lemma B.11. The adjunction
(sS/X)
Cov (sSet/t!X)
Cov
t!
t!
is a Quillen adjunction where both sides have the covariant model structure.
Proof. We will show the adjunction satisfies the three conditions of Lemma A.4. Clearly, t! takes
cofibrations to cofibrations and t! takes categorical fibrations to Reedy fibrations. But we know
that fibrations between fibrant objects are simply categorical fibrations by Theorem B.4 and the
fact that t! is a right Quillen functor from the Joyal model structure (Theorem B.5). So, all that
is left is to show that t!T → t!t!X is a left fibration for every left fibration T → t!X . We already
know it is Reedy fibration (again by Theorem B.5), so all we need is to show it satisfies the locality
condition. However, for that it suffices to show that the map [0] : ∆[0]→ ∆[n] is a trivial fibration
of simplicial sets in the covariant model structure. This follows right away from B.8 which we just
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proved. Indeed, p∗1 reflects weak equivalences and we know that p
∗
1∆[0] = F (0) → F (n) = p
∗
1∆[n]
is an equivalence and so ∆[0]→ ∆[n] has to be an equivalence and so we are done. 
Lemma B.12. The map t!cX : i
∗
1X → t!X is a categorical equivalence.
Proof. First, let us describe the map. There is a natural counit map cX : p
∗
1i
∗
1X → X which is
a trivial cofibration in the CSS model structure. From of [JT07, Theorem 4.12] we know that
t!p
∗
1 = id. So we get t!c : i
∗
1X → t!X . This map is a categorical equivalence as t! takes trivial
cofibrations to trivial cofibrations. 
Now we can prove the second main theorem.
Proof. (Proof of Theorem B.7) We have the following chain of Quillen adjunctions:
(sSet/i∗1X)
cov (sS/X)
cov (sSet/t!X)
cov
p∗1
i∗1
t!
t!
.
The composition of the adjunctions takes an object f : T → i∗1X to the object (t!cXf) : T →
i∗1X → t!X . So the composition of the adjunctions gives us the following adjunction:
(sSet/i∗1X)
cov (sSet/t!X)
cov
(t!cX)!
(t!cX)
∗
.
So, this adjunction is just the base change by the map t!cX . As we showed in the lemma above,
the map is a categorical equivalence. By [Lu09, Remark 2.1.4.11], base change by a categorical
equivalence gives us a Quillen equivalence of covariant model structures. We already showed that
(p∗1, i
∗
1) and (t!p
∗
1, t
!i∗1) are Quillen equivalences of covariant model structures. By two out of three
this implies that (t!, t
!) is a Quillen equivalence. 
The Quillen equivalence above has an interesting corollary.
Corollary B.13. The covariant model structure on S/S is a localization of the Joyal model structure
with respect to the set of maps ∆[0]→ ∆[n]→ S.
Remark B.14. Essentially we proved that the two Quillen equivalences that Joyal and Tierney
introduced remain an equivalence after we localize both sides. Theoretically, we could have just
proven these theorem using the fact that localizing with respect to the ”same” maps on both
sides preserves Quillen equivalences. However, the issue is that we didn’t have a good enough
understanding of the localization of the Joyal model structure (i.e. it is not clear which maps we
are localizing with respect to). It is just after this proof that we get a clear sense of the localizing
maps.
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