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We develop a microscopic theory of a quantum impurity propagating in a one-dimensional Bose liquid. As a
result of scattering off thermally excited quasiparticles, the impurity experiences the friction. We find that, at low
temperatures, the resulting force scales either as the fourth or the eighth power of temperature, depending on the
system parameters. For temperatures higher than the chemical potential of the Bose liquid, the friction force is a
linear function of temperature. Our approach enables us to find the friction force in the crossover region between
the two limiting cases. In the integrable case, corresponding to the Yang-Gaudin model, the impurity becomes
transparent for quasiparticles and thus the friction force is absent. Our results could be further generalized to
study other kinetic phenomena.
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The motion of distinguishable particles (impurities)
through the Bose liquid is an old subject relevant for a large
class of systems. One of the first examples is the dynamics
of 3He atoms in a 4He superfluid, studied by Landau and co-
workers [1, 2]. The resurgent interest in this topic has arisen
due to various realizations with cold atoms [3–9] that, e.g.,
could simulate the motion of a spin excitation in a magnetic
system. The achieved unprecedented experimental control of
the system urges us to develop refined methods that accurately
describe and predict fundamental physical phenomena. The
studies of mobile impurities in one-dimensional liquid envi-
ronments have contributed to our understanding of the exci-
tation spectrum and the effective mass [10–15], various re-
sponse functions [16–20], the impurity dynamics [21–25], and
nonequilibrium phenomena [26–30].
A superfluid is the zero-temperature ground state of a quan-
tum Bose liquid [31]. A slow impurity flows through this
system without dissipation since it cannot emit quasiparticles.
The dissipation occurs at finite temperature due to scattering
with thermally excited quasiparticles. The resulting friction
force exerted on the impurity by a one-dimensional liquid
scales as the fourth power of temperature [21, 32]. However,
the detailed analytical study of the impurity dynamics is chal-
lenging as it requires a careful treatment of the correlation ef-
fects in the liquid in the presence of a mobile particle.
Recently, considerable progress in this direction has been
made using the so-called mobile impurity formalism [20, 23,
24, 33–36]. In this phenomenological approach, one consid-
ers the quasiparticle excitations of the longest wavelengths,
larger than the de Broglie wavelength of the impurity. One
thus accounts for scattering processes where the impurity ex-
periences a small relative change of the momentum. The ap-
proximation of the linear quasiparticle spectrum does not ap-
pear to be a limitation of this approach in describing the scat-
tering at low temperatures, which only excite the quasiparti-
cles at small momenta. For the friction force exerted on the
impurity, one confirms the above-mentioned scaling obtained
in Ref. [21], finding the full dependence on the system param-
eters [23, 24, 36].
In this Letter we study the dynamics of an impurity in a
one-dimensional Bose liquid. We find that by controlling the
system parameters, the friction force can dramatically change
its temperature dependence from T 4 [21, 23, 24] to T 8. Con-
trary to the naive expectation, this result, albeit valid at low
temperatures, requires us to account for the nonlinearity of
the quasiparticle spectrum at low momenta. We develop a mi-
croscopic hydrodynamic approach that considers the nonlin-
ear quasiparticle spectrum and thus enables us to analytically
calculate the full dependence of the friction force in a wide
range of temperatures. For temperatures above the chemical
potential of the Bose liquid, we find linear T dependence.
Apart from being relevant to experiments, our results bring
new insights into various phenomena. The detailed knowl-
edge of the friction force on the impurity is necessary for
studies of the driven impurity dynamics as well as for the un-
derstanding and detection of Bloch oscillations [23, 36]. The
Casimir interaction between impurities immersed in the quan-
tum liquid [37–39] will show new regimes [40] since it is gov-
erned by the same scattering mechanism as the friction force.
Finally, the developed microscopic theory allows us to fully
characterize the stochastic motion of the impurity caused by
collisions with the host liquid by studying the corresponding
kinetic equation [40].
The system of one-dimensional interacting bosons is de-
scribed by the Hamiltonian [41]
HL =
∫
dx
[
h¯2
2m
(∇ψ†)(∇ψ) + g
2
n2
]
. (1)
Here, ψ(x) and ψ†(x) are the bosonic single particle
operators that satisfy the standard commutation relation
[ψ(x), ψ†(y)] = δ(x − y), while n(x) = ψ†(x)ψ(x) denotes
the density of the particles. By m we denote the mass of the
particles, while g is the strength of the short-range repulsion.
The minimal model that captures the impurity dynamics is
H = HL +
h¯2
2M
∫
dx(∇Ψ†)(∇Ψ) +G
∫
dxΨ†Ψn. (2)
The second term of Eq. (2) is the kinetic energy of the impu-
rity of the mass M , described in terms of the field operator
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2Ψ(x). The impurity interacts with the liquid via a short-range
density-density interaction of the strength G, as given by the
last term in Eq. (2). We consider the case of weak interaction,
when the Luttinger liquid parameter K = pih¯
√
n0/mg  1.
Here, n0 is the mean density of the bosons. We study the
impurity weakly coupled to the liquid, G g√K.
We transform the Hamiltonian of the liquid by representing
the bosonic field operator as [42, 43] ψ† =
√
n eiθ, where the
density n and the phase θ satisfy the standard bosonic com-
mutation relation [n(x), θ(y)] = −iδ(x − y). Equation (1)
then takes the form [42]
HL =
∫
dx
[
h¯2n
2m
(∇θ)2 + h¯
2(∇n)2
8mn
+
g
2
n2
]
. (3)
To describe the low energy excitations of the liquid, we reex-
press the bosonic density operator as [43, 44]
n = n0 +∇ϕ/pi. (4)
Here, ϕ satisfies the commutation relation [∇ϕ(x), θ(y)] =
−ipiδ(x − y). The field ∇ϕ controls the fluctuations of the
density, which are small for the excitations of wave vectors
smaller than n0 [45]. Upon substituting Eq. (4) into Eq. (3)
we can expand the Hamiltonian HL in powers of ∇ϕ. We
then diagonalize the quadratic part of HL by using the normal
mode expansion, which connects the bosonic fields ϕ and θ
with the bosonic quasiparticle operators bp and b†p:
∇ϕ(x) =
∑
p
√
pi2n0
2Lmεp
|p|eipx/h¯(b†−p + bp), (5)
∇θ(x) =
∑
p
√
mεp
2Lh¯2n0
sgn(p)eipx/h¯(b†−p − bp). (6)
Here, L denotes the system size. Taking into account the
second term in Eq. (2), which we transform by introducing
Ψ(x) = 1√
L
∑
P e
iPx/h¯BP , we eventually obtain the diago-
nal form of the quadratic part of the total Hamiltonian (2):
H0 =
∑
p
εpb
†
pbp +
∑
P
EPB
†
PBP . (7)
As expected, it is a sum of decoupled excitations of the liq-
uid and the impurity. In Eq. (7), the excitation spectrum of
the liquid is given by the Bogoliubov dispersion relation [46]
εp =
√
v2p2 + p4/4m2, where v =
√
gn0/m denotes the
sound velocity. We emphasize that our approach accounts
for the excitations of the liquid at wave vectors below n0. It
includes the full crossover between the linear and quadratic
regimes, separated by the characteristic momentum mv. The
dispersion of the impurity in Eq. (7) is EP = P 2/2M .
The impurity is coupled to the liquid as it can emit and ab-
sorb its quasiparticles. Such processes are described by the
last term of Eq. (2). In normal modes, it takes the form
V1 =
∑
P1,P2,p
Γ(p)B†P1BP2(b
†
−p + bp)δP1,P2+p. (8)
Here, Γ(p) = G
√
n0p2/2Lmεp describes the coupling be-
tween the two subsystems. In Eq. (8) we omitted an additive
constant, Gn0.
To develop a consistent theory of the dynamics of a mo-
bile impurity in one dimension, one should be careful and,
in addition to V1, must consider the leading correction to the
quadratic Hamiltonian of the liquid. Such a term describes
the residual interaction of Bogoliubov excitations. It arises
from the expansion of Eq. (1) in the cubic terms in ∇ϕ and
∇θ. In the normal mode representation, the cubic perturba-
tion consists of two types of terms. The term that describes
the processes where three Bogoliubov quasiparticles are ei-
ther created or annihilated turns out not to be important for
our purposes. Here, we need the remaining part of the cubic
perturbation that takes the form
V3 =
v2√
32Ln0m
∑
p1,p2,p3
f (p1, p2, p3)
|p1p2p3|√
εp1εp2εp3
× (b†p1b†p2b−p3 + H.c.)δp1+p2+p3,0. (9)
In Eq. (9) we introduced the dimensionless function
f(p1, p2, p3) =
1
v2
(
εp1εp2
p1p2
− εp1εp3
p1p3
− εp2εp3
p2p3
)
+
1
4m2v2
(p1p2 + p1p3 + p2p3). (10)
A simple kinematic argument shows that an impurity
slower than the sound velocity v cannot relax by emitting Bo-
goliubov quasiparticles [31]. However, it relaxes due to col-
lisions with thermally excited quasiparticles. The main pro-
cess involves impurity scattering off a quasiparticle that is
absorbed while another one is emitted. The corresponding
matrix element has two contributions in second order pertur-
bation theory: (i) one arises from V1 [Eq. (8)], while (ii) the
other involves both perturbations, V1 and V3 [Eq. (9)]. Let us
estimate the two terms (i) and (ii). Perturbations (8) and (9)
both involve the momentum of a Bogoliubov quasiparticle,
which has the characteristic value mv. For V1, we then find
the typical energy scale that is of the order of Gn0/
√
K. The
corresponding energy scale for V3 is gn0/
√
K. Through the
denominators appearing in second order perturbation theory,
the masses get involved. For slow impurity one finds that con-
tributions (i) and (ii) are both of the same order provided that
G/M is of the order of g/m. Thus, although the perturbation
(9) does not involve the impurity operator, for the problem of
impurity dynamics it must be treated on equal footing as the
perturbation (8).
Denoting by P (p) the momentum of the impurity (quasi-
particle) in the initial state and by the primed symbols the
corresponding momenta in the final state, the scattering ma-
trix element in terms of the T matrix is given by tP
′,p′
P,p =
〈BP ′bp′ |T |B†P b†p〉. Its leading contribution on the mass shell
3is
t =
Γ(p)Γ(p′)
EP − EP+p + εp +
Γ(p)Γ(p′)
EP − EP−p′ − εp′ +
v2Γ(p− p′)√
8Ln0m
× |pp
′(p− p′)|√
εpεp′εp−p′
[
f(p− p′, p′,−p)
εp − εp′ − εp−p′ +
f(p′ − p, p,−p′)
εp′ − εp − εp−p′
]
(11)
where, for easy notation, we introduced tP
′,p′
P,p =
t δP+p,P ′+p′ . Here, the Kronecker delta accounts for the mo-
mentum conservation.
The matrix element for the impurity scattering off quasi-
particles, Eq. (11), is the central object that determines the
dynamic characteristics of the impurity. In the following, we
focus on the friction force exerted on the impurity by the liq-
uid. Using Fermi’s golden rule it can be expressed as
F =
2pi
h¯
∑
P ′,p,p′
|tP ′,p′P,p |2(P ′ − P )np(1 + np′)
× δ(EP + εp − EP ′ − εp′). (12)
Here, np = (eεp/T − 1)−1 is the Bose occupation factor.
We begin our analysis of Eq. (12) by considering the regime
of temperatures below the chemical potential of the Bose gas,
T  min(m,M)v2. In this case, the occupation factor np is
appreciable only at momenta p ∼ T/v  mv. The conser-
vation laws of the momentum and energy then impose a small
change of the impurity momentum, enabling us to expand the
matrix element (11). At the lowest order in δP = P ′−P , we
find
t =
G
4L
(
1− Gm
gM
) |δP |
m
√
v2 − V 2 . (13)
Here, we have introduced the impurity velocity V = P/M .
In Eq. (13) (and the forthcoming ones for t in other regimes)
the momenta of the quasiparticles are expressed as functions
of the impurity initial and final momentum using the conser-
vation laws. Substituting the matrix element (13) into the ex-
pression (12), we obtain the friction force at low temperatures
[24],
F = −2pi
3
15
(
1− Gm
gM
)2
G2T 4
h¯3m2
V (v2 + V 2)
(v2 − V 2)5 . (14)
When the impurity momentum P is in the very near vicinity
ofMv, perturbation theory breaks down. This occurs because
there the renormalized impurity dispersion begins to signifi-
cantly deviate from EP , as can be shown by considering the
correction to the impurity dispersion due to its coupling to the
liquid.
In the special case with m = M and g = G, the Hamil-
tonian (2) corresponds to the Yang-Gaudin model [11, 12],
which is integrable. Thus, one should expect the absence of
scattering of the impurity off quasiparticles. Indeed, we find
that the matrix element (11), and thus the force (12), nulli-
fies in this case when all of the contributions in Eq. (11) are
FIG. 1. Plot of the crossover function Fn(z) given by Eq. (18). The
solid (dashed) line represents the case n = 0 (n = 1).
taken into account. However, we notice that the expanded
matrix element (13) nullifies when a less restrictive condition
G/g = M/m 6= 1 is satisfied. In this case, we must expand
Eq. (11) to account for higher order contributions in δP . It
yields
t =
G
64L
(
1− m
2
M2
) |δP |3
m3v2
√
v2 − V 2 , (15)
which then leads to
F = − 2pi
7
15
(
1− m
2
M2
)2
G2T 8
h¯3m6v4
V (v2 + V 2)
(v2 − V 2)9
× (v4 + 6V 2v2 + V 4). (16)
This result behaves as the eighth power of temperature, as
opposed to the fourth power that appears in Eq. (14). We
emphasize that Eq. (16) is the dominant contribution in the
force for a range of parameters |1 − Gm/gM | < |1 −
m2/M2|(piT/mv2)2 for slow impurity. Interestingly, al-
though the force (16) is valid at low temperatures, its deriva-
tion requires the nonlinearity of the quasiparticle spectrum,
contained in the Bogoliubov dispersion. Hence, it is impor-
tant to account for the second term in Eq. (3), which is known
as the quantum pressure. This should be contrasted with the
result (14), for which is sufficient only to know the linear part
of the spectrum.
Next we consider the regime of heavy impurity M  m,
which enables us to analytically explore the friction force in a
wide range of temperatures. We evaluate the matrix element
(11) and find the leading two contributions (in a small m/M ):
t =
G
L
|δP | [16m2v2 (1−Gm/gM) + δP 2]
(16m2v2 + δP 2)3/2
. (17)
In a case with comparable coupling constants, we can neglect
the subleading term in the previous equation. Introducing the
dimensionless crossover function
Fn(z) = 1
2piz
∫ ∞
0
d
(√
1 + 2 − 1)4n+2
sinh2
(

2z
)
4n(1 + 2)
, (18)
4(see Fig. 1), the friction force can be expressed as
F = −G
2m2V
h¯3
F0
(
T
mv2
)
. (19)
In the regime of low temperatures, T  mv2, the latter result
can be further simplified to F = −2pi3G2T 4V /(15h¯3m2v8),
which is in agreement with Eq. (14) at low V . In the regime
of high temperatures, T  mv2, we find the linear T depen-
dence:
F = −4− pi
pi
G2mTV
h¯3v2
. (20)
The friction force in the crossover regime T ∼ mv2 is given
by Eq. (19) and is expressed in terms of the universal func-
tion of temperature F0(T/mv2) given by Eq. (18). We note
that Eq. (19) applies to both cases of repulsive and attractive
interaction G.
The case G/g = M/m( 1) requires special care. As
shown in Eq. (16), under this condition the friction force at
low temperatures behaves as T 8, contrary to the usual T 4 de-
pendence [21, 24, 36] in Eq. (14). At high temperatures it
turns out that only the numerical prefactor differs from the
one in Eq. (20). The reason is that unlike the low temperature
regime, where the change of the impurity momentum δP is
controlled by the temperature, at high temperatures it is not
and becomes of the order of mv. Therefore, even though the
dependence on δP of the matrix element (17) changes when
setting M/m = G/g, the resulting friction force (12) is not
considerably influenced. Its full temperature dependence is
given by
F = −G
2m2V
h¯3
F1
(
T
mv2
)
, (21)
where the function F1 takes the form (18). We evalu-
ate this expression at low temperatures and obtain F =
−2pi7G2T 8V /15h¯3m6v16, which is in agreement with
Eq. (16). At high temperatures, the force (21) becomes F =
−(52− 15pi)G2mTV /15pih¯3v2.
The results (16) and (21) cease to be valid at extremely low
temperatures T  mv2/√K, with K  1. In this regime
the quasiparticles of very low momenta are predominantly ex-
cited. They cannot be described by the Bogoliubov dispersion
[20], and the scattering problem requires a separate study. On
the other hand, this limitation does not apply to the results
(14) and (19), and they are valid even at T → 0. We note
that Eqs. (19) and (21) assume not too high temperatures,
T  Mv2. The latter condition for a very heavy impurity
is replaced by T  h¯2n20/M , while the impurity momentum
should be less than pih¯n0.
To conclude, we have studied the scattering problem of a
mobile impurity in a one-dimensional weakly repulsive Bose
gas. We have developed the microscopic description that en-
abled us to analytically calculate the friction force exerted on
the impurity in a wide range of temperatures. The main results
of the Letter are given by Eqs. (11), (16), (19), and (21). Fi-
nally, the experimental realizations with ultracold gases pro-
vide an ideal playground where our results could be tested,
since impurities can be realized, e.g., by mixing different
atoms, while the interactions can be tuned using the Feshbach
resonance [47]. We emphasize that our approach, particularly
the result for the scattering matrix element (11), can be used
to study other kinetic phenomena.
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