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ABSTRACT 
Baksalary and Pukelsheim (1990) investigated partial orderings of nonnegative 
definite matrices. Some additional remarks are given in this note. @ 1997 Elsevier 
Science Inc. 
1. INTRODUCTION 
In many applications in statistics, interest lies in the question whether the 
difference B - A of two nonnegative definite matrices A and B is again 
nonnegative definite, or, in other words, whether A is below B with respect 
to the L/Swner partial ordering. When the latter holds we shall write A ~< B. 
Recently Baksalary and Pukelsheim (1990) investigated orderings of non- 
negative definite matrices, not only considering the well-known Lb'wner 
partial ordering, but also star and rank subtractivity partial ordering. In this 
note, we wish to give some additional remarks. 
By R,~ we denote the set of real m × m matrices, while Rm ~ denotes the 
subset of R m containing all nonnegative definite matrices. The symbols A T, 
A +, ~(A), and rk(A) will stand for the transpose, the Moore-Penrose inverse, 
the range, and the rank, respectively, ofA ~ R m×". For A, B ~ Rm ~ the star 
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partial ordering A ~. B is defined by 
A~.B  ~ A2 = AB, 
whereas the rank subtractivity partial ordering A ~ B is defined by 
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A ~ B ~ rk (B -A)  = rk(B) - rk (A) .  
It is well known that we have 
, r s  L 
A~.B  ~A ~< B ~A ~< B ~ ' (A)  __~(B) ;  (1) 
cf. Baksalary and Pukelsheim (1990, p. 136). 
In the following section we give necessary and sufficient conditions for 
L B2 L A÷ L B+ A 2 ~< to hold, and also show that A ~< B and ~< can occur 
simultaneously. 
2. RESULTS 
Baksalary and Pukelsheim (1990) have shown that for nonnegative defi- 
nite matrices A and B we have 
L L B2" A ~< B, AB=BA ~ A2 ~< (2) 
L B2 The following Theorem gives necessary and sufficient conditions for A 2 ~< 
to hold. From its proof it becomes obvious that our result is a simple 
application of the following Lemma due to Stepniak (1985); see also Liski and 
Puntanen (1989) or Baksalary, Schipp, and Trenkler (1992). 
L 
LEMMA. Let A, B ~ R,~. Then A ~ B if and only if .9~(A) ___~(B) 
and ;tmax(B+A) ~< 1, where Amax(') denotes the maximum eigenvalue of a 
matrix. 
It is quite clear that B +A has only nonnegative eigenvalues, ince it is the 
product of two nonnegative definite matrices. Hence we may also write 
)tmax(B +A) = p(B + A), where/9(.) denotes the spectral radius of a matrix, i.e. 
its maximum absolute igenvalue. 
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THEOREM. Let A,B ~ Rm ~ . Then the following two statements are 
equivalent: 
L B2 ' (a) A 2 ~< 
(b) ~9~(A) ___~(B) and Ormax(B+A) ~< 1, 
where Orm~x(') stands for the maximum singular value of a matrix. 
Proof. Since A and B belong to Rm ~ , we may write (B2)+A 2 = 
(BBT)+AA T = (B+)TB+AAT. Hence, Amax[(B2)+A 2] = Amax[(B+)TB+AA T] 
= Amax[B+AAT(B+) T] = Am~[B+A(B+A)T], i.e., 
A~x[(BZ)+A z] = [~x(B+A)]  2 (3) 
From the Lemma, statement (a) implies ~a~(A) c,~(B) and Amax[(B2)+A 2 ] ~< 
1, which in view of (3) implies O-max(B +A) ~< 1, i.e. statement (b). 
On the other hand (b) and (3) imply Amax[(B2)+A 2 ] ~< 1, i,e., (a) follows 
from the Lemma. • 
Note that trmax(B+A) = liB+All, where II" II denotes the spectral norm of 
a matrix. 
It is quite interesting that we can replace B + in the Lemma by any 
generalized inverse B- of B, but cannot do so in the Theorem. This follows 
immediately from Theorem 1 in Baksalary and Puntanen (1990) and Theo- 
rem 2 in Baksalary and Pukkila (1992). 
When A,B ~ R~ and ~'(A)c,9~(B), then AB = BA if and only if 
B+A = AB +, i.e., B+A is symmetric. Then we have p(B+A) = liB+All, and 
(2) follows immediately from the above results. Moreover, we obtain 
L L B2 A ~< B, p (B+A)  = liB+All ~ A 2 ~< (4)  
as a weaker statement. 
Baksalary and Pukelsheim (1990) also stated that for A, B ~ R~ any two 
of the conditions 
r s  
A <~ B, (5) 
rs B2 A 2 ~< , (6 )  
AB = BA (7) 
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imply the third. But since (7) and (5) imply A ~ B from Corollary 1 in 
Hartwig and Styan (1986), one may also state 
. rs rs B2 
A~<B ,=, A~ B, A~ ~< (8) 
for matrices A, B ~ R m ~. 
It is well known that A ~ B is equivalent to A+,~ B +, i.e., the Moore- 
Penrose inversion is isotonic with respect o the star partial ordering. Since 
L 
for matrices A,B ~ $~ we have A~B ~A ~< B ,  the ordering A~B 
L A+ L implies A ~< B as well as ~< B +, i.e., the Moore-Penrose inversion can 
also be isotonic with respect o the L~wner partial ordering. As a simple 
example consider the matrices 
A= (1 0) and B = (~ 0).  
However, for matrices A # B this can only hold when rk(A) < rk(B), since it 
L L A+ is well known that A ~< B and rk(A) = rk(B) imply B + ~< (e£ Milliken 
and Akdeniz, 1977), i.e. antitonicity of the Moore-Penrose inversion with 
respect o the L6wner partial ordering. 
Using the above considerations we easily see that 
A~,B ,  rk(A) =rk(B)  ~ A=B (9) 
whenA, B ~ R m ~. 
REFERENCES 
Baksalary, J. K. and Pukelsheim, F. 1990. On the L6wner, minus, and star partial 
orderings of nonnegative definite matrices and their squares, Linear Algebra 
Appl. 151:135-141. 
Baksalary, J. K., Pukelsheim, F., and Styan, G. P. H. 1989. Some properties of matrix 
partial orderings, Linear Algebra Appl. 119:57-85; Addendum, 220:3 (1995). 
Baksalary, J. K. and Pukkila, T. 1992. A note on invariance of the eigenvalues, singular 
values, and norms of matrix products involving eneralized inverses, Linear 
Algebra Appl. 165:125-130. 
Baksalary, J. K. and Puntanen, S. 1990. Spectrum and trace invariance criterion and its 
statistical pplications, Linear Algebra Appl. 142:121-128. 
Baksalary, J. K., Schipp, B., and Trenkler, G. 1992. Some further esults on Hermi- 
tian-matrix nequalities, Linear Algebra Appl. 160:119-129. 
PARTIAL ORDERINGS OF DEFINITE MATRICES 461 
Hartwig, R. E. and Styan, G. P. H. 1986. On some characterizations of the "star" 
partial ordering for matrices and rank subtractivity, Linear Algebra Appl. 
82:145-161. 
Liski, E. P. and Puntanen, S. 1989. A further note on a theorem of the difference of 
the generalized inverses of two nonnegative definite matrices, Comm. Statist. 
Theory Methods 18:1747-1751. 
Milliken, G. A. and Akdeniz, F. 1977. A theorem on the difference of the generalized 
inverses of two nonnegative definite matrices, Comm. Statist. Theory Methods 
6:73-79. 
Stepniak, C. 1985. Ordering of nonnegative definite matrices with application to 
comparison of linear models, Linear Algebra Appl. 70:67-71. 
Received 29 January 1996; final manuscript accepted 4 June 1996 
