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Abstract 
Internet-based applications and services are pervading everyday life. Moreover, the growing 
popularity of real-time, time-critical and mission-critical applications set new challenges to 
the Internet community. The requirement for reducing response time, and therefore latency 
control is increasingly emphasized.  
 
This thesis seeks to reduce queueing delay through active queue management. While 
mathematical studies and research simulations reveal that complex trade-off relationships 
exist among performance indices such as throughput, packet loss ratio and delay, etc., this 
thesis intends to find an improved active queue management algorithm which emphasizes 
delay control without trading much on other performance indices such as throughput and 
packet loss ratio. 
 
The thesis observes that in TCP/IP network, packet loss ratio is a major reflection of 
congestion severity or load. With a properly functioning active queue management algorithm, 
traffic load will in general push the feedback system to an equilibrium point in terms of 
packet loss ratio and throughput. On the other hand, queue length is a determinant factor on 
system delay performance while has only a slight influence on the equilibrium. This 
observation suggests the possibility of reducing delay while maintaining throughput and 
packet loss ratio relatively unchanged. 
 
The thesis also observes that queue length fluctuation is a reflection of both load changes and 
natural fluctuation in arriving bit rate. Monitoring queue length fluctuation alone cannot 
distinguish the difference and identify congestion status; and yet identifying this difference is 
crucial in finding out situations where average queue size and hence queueing delay can be 
properly controlled and reasonably reduced. However, many existing active queue 
management algorithms only monitor queue length, and their control policies are solely 
based on this measurement. In our studies, our novel finding is that the arriving bit rate 
distribution of all sources contains information which can be a better indication of 
congestion status and has a correlation with traffic burstiness. And this thesis develops a 
simple and scalable way to measure its two most important characteristics, namely the mean 
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and the variance of the arriving rate distribution. The measuring mechanism is based on a 
Zombie List mechanism originally proposed and deployed in Stabilized RED to estimate the 
number of flows and identify misbehaving flows. This thesis modifies the original zombie 
list measuring mechanism, makes it capable of measuring additional variables. Based on 
these additional measurements, this thesis proposes a novel modification to the RED 
algorithm. It utilizes a robust adaptive mechanism to ensure that the system reaches proper 
equilibrium operating points in terms of packet loss ratio and queueing delay under various 
loads. Furthermore, it identifies different congestion status where traffic is less bursty and 
adapts RED parameters in order to reduce average queue size and hence queueing delay 
accordingly. 
 
Using ns-2 simulation platform, this thesis runs simulations of a single bottleneck link 
scenario which represents an important and popular application scenario such as home 
access network or SoHo. Simulation results indicate that there are complex trade-off 
relationships among throughput, packet loss ratio and delay; and in these relationships delay 
can be substantially reduced whereas trade-offs on throughput and packet loss ratio are 
negligible. Simulation results show that our proposed active queue management algorithm 
can identify circumstances where traffic is less bursty and actively reduce queueing delay 
with hardly noticeable sacrifice on throughput and packet loss ratio performances. 
 
In conclusion, our novel approach enables the application of adaptive techniques to more 
RED parameters including those affecting queue occupancy and hence queueing delay. The 
new modification to RED algorithm is a scalable approach and does not introduce additional 
protocol overhead. In general it brings the benefit of substantially reduced delay at the cost 
of limited processing overhead and negligible degradation in throughput and packet loss 
ratio. However, our new algorithm is only tested on responsive flows and a single bottleneck 
scenario. Its effectiveness on a combination of responsive and non-responsive flows as well 
as in more complicated network topology scenarios is left for future work. 
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Chapter 1 
Introduction 
1.1   Problems 
Internet has experienced exploding growth since its emergence. Internet traffic keeps 
growing at an exponential rate of almost doubling itself each year; and this trend is expected 
to continue [1]. Various and vast amount of Internet-based applications and services emerge 
with this growth and surveys reveal trend towards them. More and more people come to 
depend on them, and all kinds of business processes are built around them. And along with 
the emergence of Next Generation Network (NGN) services Internet is entering every home 
and business groups, and Internet-based applications and services are pervading everyday 
life. 
 
In return, people and business groups unceasingly bring forth all kinds of new demands. 
They not only ask for diversified applications and services to satisfy their needs, but also 
demand for better quality of service (QoS). These different applications and services have 
varying requirements for goodput, packet loss ratio and end-to-end latency. As surveys 
reveal, time-critical and mission-critical applications1 are rapidly growing to be a significant 
portion of Internet-based applications. In pursuing of greater profit, delay as one of the 
important performance indices of quality of service is becoming more and more recognized 
and emphasized by Internet service providers.  
 
 
 
                                                          
1 In this thesis, the term “time-critical and mission-critical applications” is used as a broader term w.r.t. 
delay-sensitive applications. It refers to those applications which may still function normally with 
relatively larger delays, but the business may suffer financial losses in proportion to the increase in 
end-to-end latency. Please refer to Section 2.1.2 for the definition and more detailed explanation of 
the term. 
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For example, real-time applications such as online gaming have stringent requirements on 
packet loss ratio and end-to-end delay. Voice over IP (VoIP) has end-to-end latency bound 
requirement whereas packet loss ratio is also considered important but is different depending 
on coding scheme. Internet banking requires secure connection be established and also 
requires delay be bounded within a tolerable continuance of time. Recently many new 
services emerge which require customers to submit online their personal information such as 
database, documents, or scans of various credentials. All these are time-critical or mission-
critical services which require the entire service procedures be finished in a timely fashion 
before customers lose their patience. Otherwise the loss of customers will lead to the loss of 
profit for service providers. 
 
Attracted by this promising market, network service providers are giving their every effort to 
support these various needs by providing diversified applications and services. Furthermore, 
they are pushing hard to increase their revenues by supporting the needs of time-critical and 
mission-critical applications and services by emphasizing latency control. Increasing 
bandwidth is always the easiest and the first option to achieve these goals. For many reasons 
however, the fact is bandwidth growth always lags behind Internet traffic growth and 
bandwidth demand. Research shows that this gap is expected to remain in foreseeable  
future [1]. Based on this prediction bandwidth management is necessary; and one solution of 
managing and guaranteeing customer’s bandwidth is by limiting the number of admitted 
connection requests, or admission control. But what’s worse is that limited bandwidth 
usually induces congestion and results in dropping of overwhelming packets or building up 
of packet queue at routers, the latter of which further induces longer delay. It seems that 
service providers are facing the dilemma of either losing customers by admission control, or 
degrading their quality of service by enduring longer delay, higher packet loss ratio and 
lower goodput. Either choice may contradict their goals of maximizing revenues. 
 
One of the many keys to address this problem is by effective latency control under limited 
bandwidth. Latency control is very important on improving quality of service, and delay- 
oriented network services are increasingly demanded with the rapid growth of packet 
networks. Network service providers need to find a simple, viable and scalable means to 
make the most of their networks by supporting time-critical and mission-critical applications 
under limited bandwidth and corresponding congestion. This raises challenges on delay-
oriented active queue management algorithms, which is the focus of this thesis.  
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Contrary to emphasizing on latency control, in its history most active queue management 
algorithms emphasize on throughput and packet loss ratio rather than queueing delay. One 
reason may be that the packet network at that time is not as all-pervading and important as it 
is today, and it is not powerful enough to support so many delay-sensitive applications and 
services as it is today, and its bandwidth is too limited to support so many delay-sensitive 
applications and services of today. Hence most of the old applications and services are in 
nature not delay-sensitive; and neither are the queue management algorithms of that time. As 
the demand for time-critical and mission-critical applications and services increases in 
modern society, so does the importance of delay-oriented active queue management 
algorithms. The need has emerged for more attention and research be devoted to this field. 
 
1.2   Solutions 
In order to support time-critical and mission-critical applications in a congested network, 
delay control should be emphasized; and a delay-oriented active queue management 
algorithm which also has high throughput and low packet loss ratio should be deployed. A 
robust active queue management algorithm cooperates well with its supported traffic in a 
wide range of scenarios as well as on a wide range of traffic characteristics. To design such 
an algorithm, it is crucial to first understand the underlying traffic characteristics. And 
understanding how active queue management algorithms develop with the development of 
packet networks in order to better support its traffic is the foundation of designing one that is 
delay-oriented. 
 
In the history of packet networks, ATM cells are used for the transmission of data packets in 
data communication networks. The characteristic of the traffic is Poisson-like. And in this 
packet network, Droptail is one of the pioneer and most popular queue management 
algorithms. When the queue buffer becomes full Droptail algorithm passively drops the 
incoming packets. It cooperates efficiently with Poisson traffic and performs quite perfectly 
in this packet network. 
 
And then a brand new technology and hence IP network is born. Along with the emergence 
and exponential development of IP network, the majority of packet communication network 
traffic quickly transfers to this new network. And Droptail algorithm was applied onto this 
network immediately. If IP network traffic were still a Poisson-like traffic there would have 
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been no problems of doing so. Unfortunately, IP network traffic is very different and 
empirical studies of measured Internet traffic traces have led to the wide recognition of self-
similarity in its traffic [2][3]. The characteristic of Internet traffic is more Pareto-like than 
Poisson-like and the application of Droptail algorithm on IP network does bring several 
obvious flaws.  
 
The packet drop scheme in Droptail algorithm is to drop the incoming packets only when the 
queue buffer is full. In a congested IP network, this induces long delay and unfairness 
towards short-lived flows. And what’s fatal is that Droptail brings global synchronization [4] 
when the network is heavily congested. The Network becomes under-utilized and flooded by 
turns [5]. All these flaws are partly caused by the mismatch between Droptail’s packet drop 
scheme and the Internet traffic characteristics.  
 
On one hand the Droptail algorithm at the router won’t drop any packets until queue buffer 
overflows; and when congestion becomes serious, its queue buffer will constantly overflow 
which lead to multiple packet lost from multiple TCP flows at around the same time. On the 
other hand, Internet traffic has unique characteristics. A major portion of Internet traffic is 
comprised of responsive TCP/IP flows. For congestion avoidance and control purpose these 
flows will cut their sending bit rate by half if any packet loss is detected. Furthermore, in 
general if multiple packets from a window2 are lost these flows will “time out” and will 
drastically hold their sending rate back and enter an almost “silent” state, following which 
they will enter a “slow-start” stage in which they increase their sending rate exponentially 
until heavily congested again. This vicious cycle continues and is the cause of global 
synchronization. With the window control mechanism of TCP/IP traffic, Internet traffic is 
much burstier than Poisson traffic and constantly requires more available queue buffer space 
to absorb incoming bursts. TCP sources would also prefer packet losses be spaced apart 
evenly so that they won’t “time out” which seriously degrades their throughput.  
 
In order to overcome Droptail algorithm’s flaws in supporting Internet traffic, a series of 
active queue management algorithms and their improved versions are recommended. 
Random Early Detection (RED) algorithm is proposed in [6]. Instead of dropping 
overwhelming packets all at once at buffer overflow, RED algorithm drops packets randomly 
before queue buffer is full and intends to space these packet drops evenly along time. In 
                                                          
2 The congestion window concept and the detailed congestion control mechanism of TCP/IP sources is 
introduced in RFC2581 [7].  
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order to do so, RED specifies four parameters: minimum threshold (Tmin), maximum 
threshold (Tmax), maximum drop probability (Pmax) and queue weight (wq). It keeps on 
calculating and monitoring average queue size at every packet arrival. And based on the 
value of average queue size and RED parameters (Pmax, Tmin and Tmax), a random drop 
probability is calculated, the value of which is between zero and Pmax. When average queue 
size falls below Tmin and queue buffer is not full, all incoming packets are queued. As 
average queue size increases and locates between Tmin and Tmax, incoming packets are 
actively dropped with the calculated random drop probability. When average queue size 
exceeds Tmax or queue buffer is full, all incoming packets are dropped. By adopting this 
dropping scheme RED intends to drop incoming packets at incipient congestion while 
filtering out occasional bursts in arriving bit rate. 
 
Simulation results show that by actively dropping incoming packets before buffer is full, 
RED algorithm does in general maintain much lower queue occupancy as compared to 
Droptail algorithm and is hence able to provide more available queue buffer space to absorb 
occasional bursts. When load is light and congestion is not serious, RED algorithm’s random 
early drop mechanism effectively distributes packet drops evenly among all flows as well as 
evenly over the time. As a result Internet traffic sources are informed of the congestion 
asynchronously and global synchronization is effectively avoided. This suggests that RED 
algorithm cooperates and supports IP traffic better than Droptail. 
 
However, research works reveal that RED’s average queue size is very sensitive to the level 
of congestion and its parameter settings. Simulations also show that when heavily congested 
and inappropriate parameters are chosen, average queue size may oscillate around maximum 
threshold Tmax. When this happens arriving packets will be dropped all at once followed by a 
much lower drop probability3 by turns. As a result instability may be induced; and packet 
drops due to buffer overflow or passive packet drops may grow to a significant portion of all 
packet drops and RED’s performance may deteriorate significantly and flaws similar to that 
of Droptail algorithm may appear. Along with constant changing network congestion status 
RED parameters need constant tuning for best performance. For this reason, adjusting RED 
parameters is argued by some researchers as an inexact science and should be discarded [8].  
 
                                                          
3  The recommendations for setting  Pmax  (maximum drop probability) has changed in history. 
However, Pmax  is often set with a much lower value than 1.  
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In order to overcome RED’s remaining flaws in supporting IP traffic, an improved version of 
RED called Adaptive RED is first proposed by Feng et al. in [9][10] and is later further 
amended by Floyd et al. in [11]. Adaptive RED gives some guidelines on setting RED 
parameters wq, Tmin and Tmax, and applies adaptive technique onto adjusting maximum drop 
probability Pmax. At intervals of approximately every 0.5 second, Pmax is adaptively increased 
if average queue size locates beyond half-way between Tmin and Tmax; and Pmax is decreased 
otherwise. In this way, average queue size will statistically be situated around the middle 
point between Tmin and Tmax. And the authors of the Adaptive RED paper [11] claim that 
their intention is to let network operators “have a rough a priori estimate of the average 
delays in their congested routers”. 
 
Adaptive RED algorithm inherits most merits from the original RED algorithm and improves 
over it in several aspects. Similar to original RED, Adaptive RED also aims to constantly 
provide available queue buffer space to absorb occasional bursts and natural fluctuation in 
arriving bit rate. And by applying adaptive technique onto RED parameter Pmax, it also aims 
to exempt the network operators from the burden of constantly tuning RED parameters. By 
doing so, random packet drops always dominate in the packet dropping process and the flaws 
induced by queue buffer overflow or passive packet drops are effectively avoided. 
 
On this line of development from Droptail to RED and then to Adaptive RED algorithms, the 
descendant algorithms cooperate better with TCP/IP traffic characteristics. The underlying 
reason is that Internet traffic is a bursty traffic and the majority of Internet traffic flows are 
responsive flows. Correspondingly, RED algorithm’s random early packet drop mechanism 
helps in setting aside more available queue buffer space to absorb bursts and avoid 
responsive source flows from synchronously increase and decrease their sending bit rate. 
And Adaptive RED algorithm does these even better by controlling average queue size to the 
mid-way between Tmin and Tmax so that random packet drops always dominate in the packet 
dropping process.  
 
However, although original RED and Adaptive RED algorithms cooperate with Internet 
traffic better than Droptail algorithm, they are not designed for and do not emphasize on 
delay control. As will be further introduced in later chapters, like many other active queue 
management algorithms they in essence only monitor queue buffer occupancy and do not 
collect any further useful traffic characteristic information to improve quality of service such 
as delay. Research in [12] suggests that observing queue occupancy alone cannot distinguish 
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congestion severity changes from natural fluctuation in arriving bit rate. With increasing 
demands for delay-oriented network applications and services, the need has emerged for 
measurement technology be utilized to support Internet traffic by providing QoS related 
traffic characteristic information.  
 
Cisco, the world’s largest computer-networking company has got vision in the importance of 
measurement technology and has put lots of effort and research in this area. Cisco provides 
various approaches and methods to measure and monitor QoS related traffic information, and 
provides both hardware and software solution packages such as NetFlow [13], FlowMon 
[14], RTTMon [15], etc. However, these solutions keep per-flow state or a considerably 
large sampled detail of all flows, consume lots of memory, calculating power and other 
resources, and hence face scaling challenges for universal deployment. Due to their 
complexity, resource consumption and high expense, they are utilized to measure and 
monitor pivotal network nodes only; and the collected traffic characteristic data need to be 
further centralized, analyzed either online or offline for the purpose of network planning, 
accounting and billing. 
 
On the contrary, a suitable measuring mechanism for a delay-oriented active queue 
management algorithm should be simple and scalable so that necessary traffic characteristic 
information can be obtained in real-time for decision-making. Stabilized RED [16] is one of 
few active queue management algorithms with one such measuring mechanism.  
 
Stabilized RED algorithm introduces a measuring mechanism called Zombie List. It 
measures an additional traffic characteristic variable, namely the number of active 
connections. The zombie list can be thought as an extra cache of memory which records only 
necessary information of sampled arriving packets in history, which are called “zombies”. 
The content of each “zombie” in the zombie list may include packet flow identifier (source 
address, destination address, etc.) and the following extra information: a “Count” and a 
“time  stamp”. As packets arrive, as long as the list is not full, for every arriving packet the 
packet flow identifier is added to the list, the Count of that zombie is set to zero, and its 
timestamp is set to the arrival time of the packet. Once the zombie list is full, it works as 
follows: Whenever a packet arrives, it is compared with a randomly chosen zombie in the 
zombie list. If the arriving packet’s flow identifier matches that of the zombie, the Count of 
the zombie is increased by one, and the timestamp is reset to the arrival time of the packet. 
If they don’t match, with an “overwrite” probability the flow identifier of the arriving packet 
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overwrites the zombie chosen for comparison. The Count of the replaced zombie is set to 
zero and the timestamp is set to the arrival time of the arriving packet. In this way, the 
zombie list memory cache can be very small yet gives the system a longer memory of recent 
past than the queue buffer. Depending on the size of the zombie list, it can be viewed as M 
recently seen flows with extra information of their share of bandwidth4 and degree of activity, 
etc. And it must be emphasized that the zombie list is an unbiased sample of all arriving 
packets. In contrast, depending on the dropping scheme of the active queue management 
algorithms, the packet queue buffer may contain biased information of arriving traffic as 
some packets are rejected on arrival and not queued. Besides, maintaining the zombie list is 
not the same as maintaining per-flow state. Contrary to maintaining per-flow state, the 
zombie list is a simple and scalable measuring mechanism suitable to be used in active queue 
management algorithms for real-time decision-making.  
 
However, the intention of designing Stabilized RED is not to reduce delay, or in other words, 
the original Stabilized RED algorithm is not a delay-oriented active queue management 
algorithm. It uses the zombie list measuring mechanism for other purposes not relevant to the 
goal of this paper.  
 
Very few existing active queue management algorithms put reducing delay into their major 
goals. BLUE [12] algorithm makes an exception. In fact, it can be perceived from its name 
that BLUE is an algorithm designed against RED rather than for the purpose of controlling 
delay. The BLUE paper points out the fact that observing queue buffer occupancy alone does 
not help on distinguishing congestion severity changes from natural fluctuation in arriving 
bit rate, hence making it meaningless to calculate the average queue size based on which 
packet drop probability function is given in RED. Instead, BLUE keeps an adaptive random 
drop probability parameter, increases its value when queue buffer overflows and decreases 
its value when queue buffer goes empty. Correspondingly, BLUE keeps a very small buffer 
so that overflow and underflow happen regularly to the queue buffer and BLUE adapts its 
drop probability parameter accordingly. In this way, BLUE bypasses the work of monitoring 
queue buffer occupancy while still drops a portion of arriving packets randomly. As an 
added merit, queueing delay is substantially reduced as compared to RED.  
 
                                                          
4 This is a rough estimate of the flow’s share of bandwidth. Statistically, the “Count” of the zombie in 
the zombie list is in proportion to that flow’s share of bandwidth. 
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As mentioned previously, the author of this thesis believes that real-time measuring 
mechanism is needed to monitor additional traffic characteristic information in order to 
distinguishing congestion status changes from natural fluctuation in arriving bit rate and 
hence queue occupancy fluctuation. It is then possible for a delay-oriented active queue 
management algorithm to take actions for the purpose of delay control so that delay can be 
reduced without improper sacrifice to other performance indices such as throughput and 
packet loss ratio. Contrary to this idea the BLUE algorithm does not even monitor average 
queue size, the only variable that many existing active queue management algorithms 
monitor. It is clear from the language of the BLUE paper that the purpose of designing 
BLUE is to veto against RED rather than reducing delay.  
 
The flaws of BLUE are also obvious. It offers a very small buffer regardless of underlying 
traffic nature and traffic characteristic changes. This renders BLUE algorithm incapable of 
constantly providing available queue buffer space to absorb bursts for bursty Internet traffic. 
And when congestion level changes abruptly, which may happen on a regular basis, the 
queue buffer of BLUE algorithm underflows or overflows for a sustained period of time 
before its random drop probability can be adjusted to a new proper value. As explained 
previously in this section, for the sake of high throughput and avoiding global 
synchronization it is necessary to maintain a proper level of queue occupancy as well as 
available queue buffer space simultaneously. Unfortunately, BLUE cannot satisfy this 
requirement and does not cooperate with Internet traffic well enough. 
 
There are many other active queue management algorithms with different features [17][18]. 
Some of them adopt different packet drop schemes, or apply adaptive technique differently 
in their own way, or monitor parameters other than queue buffer occupancy, etc. However, 
they also have various flaws in supporting IP traffic and most of them are not delay-oriented. 
Network service providers are still searching for a simple, robust, scalable, real-time and 
delay-oriented active queue management algorithm that has the following features: 
cooperates with IP traffic well, integrates real-time and scalable measurement technology for 
QoS purposes such as delay control. 
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1.3   Motivations and Contribution Statement 
From ATM packet network to IP packet network, traffic characteristics change from 
Poisson-like traffic to Pareto-like traffic, and queue management algorithms develop with 
this change from Droptail to RED and then to Adaptive RED algorithm. The descendant 
algorithms match IP traffic characteristics better; as a result they cooperate with and support 
IP traffic better in that obvious flaws such as global synchronization are overcome. Besides, 
their overall performances in throughput, packet drop ratio, stability and robustness etc. have 
improved over their ancestors. However, Internet traffic composition and Internet traffic 
characteristics continue to change and people’s emphasis on performance indices also 
change accordingly. On the basis of basic performance indices such as packet drop ratio and 
throughput, more and more emerging Internet applications and services bring forward end-
to-end latency requirement. And attracted by this promising market and potential more profit, 
Internet service providers are pushing hard to increase their revenues by satisfying these new 
requirements. Unfortunately, most existing active queue management algorithms do not 
purposely emphasize on delay control5. Restricted within a congested network environment, 
challenge is raised on finding a new delay-oriented active queue management algorithm 
which emphasizes delay control while not trading much on other performance indices such 
as throughput and packet loss ratio. 
 
In order to design such a delay-oriented active queue management algorithm, one of the keys 
is to make sure that the algorithm cooperates well with the supported traffic. Internet traffic 
has many characteristics and requires corresponding features of active queue management 
algorithm to support them. The pro-and-cons of existing active queue management 
algorithms need to be carefully studied and their key features which cooperate well with 
Internet traffic characteristics should be identified and inherited, while the flaws of those 
algorithms need to be overcome and the underlying reasons be analyzed. Observations on the 
line of development of active queue management algorithms such as from Droptail algorithm 
to RED variant algorithms show that the following features are indispensable for an active 
queue management algorithms to support Internet traffic: (i) maintain a proper queue 
occupancy to guarantee high throughput; (ii) constantly provide available queue buffer space 
to absorb occasional bursts in arriving traffic to improve throughput; and (iii) let random 
packet drops dominate in packet dropping process and let packet drops be spaced evenly 
                                                          
5 Most existing active queue management algorithms only monitor queue occupancy and make their 
control policies based on this single measurement. This in nature makes them throughput-oriented 
algorithms rather than delay-oriented algorithms. 
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apart from each other, so that multiple packet drops from one congestion window can be 
avoided and synchronous holding back of sending bit rate from multiple responsive flows 
and hence global synchronization can be effectively avoided.  
 
Furthermore, in order to emphasize delay control in the algorithm, delay related traffic 
parameters should be collected, processed and analyzed in real-time. This is because traffic 
composition and hence traffic characteristics change from network to network and from time 
to time during a day. Consequently, congestion status changes all day long and active queue 
management algorithms should be able to detect this variation and adapt their control 
policies automatically in real-time.  
 
Unfortunately, most existing active queue management algorithms do not monitor QoS 
related traffic characteristics such as delay. In fact most existing active queue management 
algorithms only monitor and measure queue occupancy and make their control policies 
accordingly. This in nature makes them throughput-oriented algorithms rather than delay-
oriented algorithms. However, as pointed out in [12], observing queue buffer occupancy 
alone cannot distinguish congestion severity changes from natural fluctuation in arriving bit 
rate. The need has emerged for measuring technology to be integrated into active queue 
management algorithm to support diverse customer requirements by efficiently providing 
QoS related information such as delay. Besides, some active queue management algorithms 
may also want to distinguish themselves from others by emphasizing and supporting one or 
several specific traffic characteristics and corresponding QoS requirements. Along with the 
increasing demand for time-critical and mission-critical applications and services Internet 
service providers need a simple, robust and scalable delay-oriented active queue 
management algorithm to support these needs and boost their revenues. 
 
Although not mentioned and utilized in its original paper, we find that the zombie list 
mechanism originally introduced in Stabilized RED can provide us with useful information 
suitable for delay control purpose. Based on our research we find that the arriving bit rate 
distribution of all sources contains useful information to differentiate network congestion 
status and can be used for better indication of congestion severity. And we modify and 
extend the original zombie list measuring mechanism and develop a simple and scalable way 
to measure the two most important characteristics of the arriving bit rate distribution, namely 
its mean and variance. Our simulation results show that they have correlations with traffic 
burstiness, which influences the fluctuation of average queue occupancy and hence the 
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variation in queueing delay. This can be monitored and proper opportunities can be 
identified for the purpose of delay control. When the measured traffic burstiness and hence 
queueing delay variation is smaller, shorter delay can be achieved without obvious influence 
to other key performance indices such as throughput and packet drop ratio. Finally, the 
zombie list mechanism is a simple, robust and scalable measuring mechanism that is suitable 
for real-time measurement and decision-making.  
 
Motivated by the urgent need for delay control in active queue management algorithms, this 
thesis intends to follow the line of development of active queue management algorithms for 
Internet traffic and presents a novel, delay-oriented one which inherits their merits and 
integrates measuring technology into real-time policy-making. With the zombie list 
measuring mechanism providing necessary traffic characteristic information our proposed 
algorithm intends to differentiate congestion status by monitoring traffic characteristic 
changes and adapts its parameters affecting delay accordingly. In this way, depending on 
traffic characteristics and congestion status our algorithm intends to reduce delay notably 
while not trading much for other performance indices such as throughput and packet loss 
ratio. Our algorithm has the following features and benefits for this goal: 
 
1. Inherits the adaptive and random packet drop features from Adaptive RED algorithm so 
that random packet drops always dominate in the packet dropping process and global 
synchronization can be effectively avoided. 
2. Monitor queue buffer occupancy at every packet arrival, calculate and maintain average 
queue size (avgQ) parameter so that statistical queue buffer occupancy and queueing 
delay can be monitored and controlled.  
3. Calculate random drop probability (p) based on the value of average queue size, so that 
system operating point (avgQ, p) can be controlled. 
4. Integrate the zombie list measuring mechanism which gives the system longer memory 
than would be possible by using only the queue contents. The zombie list mechanism 
provides the basis for more comprehensive observations and understanding of incoming 
traffic. In the mean time, it does not classify traffic flows and does not record per-flow 
states. For this reason it is both simple and scalable. 
5. Monitor mean arriving bit rate and monitor arriving bit rate variance of all sources 
based on the extended zombie list measuring mechanism, so that congestion severity 
changes can be distinguished from natural fluctuation in arriving bit rate and hence 
queue occupancy changes. 
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6. Based on the monitored traffic characteristics, adapt minimum threshold (Tmin) and 
maximum threshold (Tmax) of RED parameters, so that average queue buffer occupancy 
and average queueing delay can be reduced when measured traffic burstiness and hence 
queue fluctuation is smaller. 
 
The main contributions made in this thesis can be summarized as follows: 
1. The thesis proposes a new adaptive active queue management algorithm which 
integrates measuring technology for the purpose of delay control in a congested network. 
Simulation results show that the proposed algorithm functions properly with TCP/IP 
traffic. It smoothly absorbs constant bursts and avoids global synchronization by 
constantly providing available queue buffer space and controlling packet drop patterns. 
Our results also show that the measuring mechanism is effective in distinguishing 
congestion severity changes from natural arriving bit rate fluctuations in a wide range of 
congestion scenarios Based on the measuring mechanism, the algorithm is able to 
identify situations where delay variation is smaller and adapt corresponding RED 
parameters to reduce average queue size and hence queueing delay accordingly.   
2. Based on ns-2 simulation platform [19], the thesis thoroughly investigates the 
performance of the proposed algorithm in a single bottleneck link scenario with long-
lived TCP flows. The simulation results demonstrate that for a wide range of load, 
random packet drops always dominate in the packet dropping process and throughput is 
always kept at a high level. The performance of the proposed algorithm is also 
compared with those of the other queue management algorithms such as Droptail, RED, 
and Adaptive RED. Depending on traffic congestion status, queueing delay can be 
substantially reduced while trade-offs in other performance indices such as throughput 
and packet drop ratio are relatively small. In most cases, the decrease in throughput and 
the increase in packet loss ratio are negligible. 
 
1.4 Organization of this thesis 
The remainder of the thesis is organized as follows: 
 
Chapter 2 mainly introduces the preliminary concepts and knowledge which will be used 
throughout the thesis. In Section 2.1, a brief history review of Internet and its growth is given, 
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followed by a discussion of the importance of delay control in current and future packet 
networks. In Section 2.2, some fundamental concepts of congestion avoidance and control 
are introduced, which is the basis and which will lead to the introduction of the operating 
point concept introduced in Chapter 3. Some well-known TCP implementations as well as 
popular (active) queue management algorithms are also introduced in this section.  
 
Chapter 3 introduces the Internet congestion avoidance and control system from the 
viewpoint of a feedback control system. Section 3.1 uses the NewReno-RED algorithm pair 
as an example, and further analyzes its feedback control system dynamics and gives out the 
detailed derivations of its dynamic functions in Appendix I. Section 3.2 gives out similar 
results from another approach — equilibrium analysis. Then the equilibrium operating point 
concept is introduced, which is important and is used in later chapters for trade-off analysis 
and delay control purposes. 
 
Chapter 4 introduces in detail our modified and developed zombie list measuring mechanism. 
Its mathematical basis and detailed derivations are also presented. It then introduces how the 
measuring mechanism is integrated in the recommended full Adaptive RED algorithm 
(FARED) and how the measurement results are used in real-time decision-making. 
Simulation results are also shown to validate the correct functioning of the measuring 
mechanism and the recommended algorithm.  
 
Chapter 5 thoroughly investigates the new algorithm in a single bottleneck link scenario. The 
algorithm is examined under various load and propagation delays, and a combination of 
different packet size. The results are also compared with that of Droptail, RED and Adaptive 
RED algorithm for performance indices including packet drop ratio, throughput, goodput and 
queueing delay. The operating points of these algorithms are also compared and explanations 
are given. 
 
Chapter 6 gives out conclusion of the thesis, a brief discussion and future work expectations. 
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Chapter 2 
Active Queue Management in 
Congestion Avoidance and Control 
From its emergence Internet keeps growing at an exponential rate, generally recognized as 
approximately doubling itself each year in its scale, application types and traffic volume. To 
this date there is no sign that this growth speed will slow down. As a matter of fact recent 
growth in the Internet traffic appears to be even faster than ever [1]. 
 
On the other hand the growth of bandwidth, though very fast in itself, never catch up with 
this speed and is predicted to stay lagged-behind. Hence we are and will continue to face a 
fast-growing but congested network in predictable future. This fact calls for efficient 
congestion avoidance and control mechanisms be utilized for the proper functioning of the IP 
network. 
 
This chapter mainly focuses on introducing the preliminary concepts and knowledge which 
will be used in the following chapters. In Section 2.1, a brief introduction of Internet and its 
history of growth are given, followed by a discussion of the importance of delay control in 
current and future IP networks. In Section 2.2, fundamental concepts of congestion 
avoidance and control are introduced, which are the basis and which will lead to the 
introduction of the operating point concept in Chapter 3. The section then introduces some 
well-known TCP implementations which constitute the source control part in the feedback 
congestion control system. It then continues on introducing some well-known queue 
management algorithms which constitute the link control part in the system.  
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2.1 Growing Importance of Delay Control in a Congested Network 
2.1.1 A Fast-growing yet Congested Packet Network 
The origins of Internet can be traced back to the late 1960’s from a project sponsored by 
Advanced Research Projects Agency (ARPA). One of ARPA’s projects is to connect 
mainframe computers at different universities around the United States of America so that 
they would be able to communicate using a common language and a common protocol. This 
original ARPAnet eventually grew into the Internet of today and that common protocol 
evolves into protocol suites (TCP, UDP6 and beyond) which form the basis of the Internet. 
 
At the beginning Internet traffic contributes only a very small percentage of global 
communication traffic volume. But its potential and bright future was soon realized by many. 
Soon huge demand emerged from all clients and enormous market anticipation drove it to 
grow at an exploding speed. And the curtain of the new era of internetworking was lifted.  
 
 
Trend Doubling period 
Internet traffic growth 1969-1982 21 months 
Internet traffic growth 1983-1997 9 months 
Internet traffic growth 1997-now 6 months 
Internet router/switch max speed until 1997 22 months 
Internet router/switch max speed after 1997 6 months 
Maximum Internet trunk speed in service 22 months 
Table 2-1  Bandwidth and Internet traffic trends  
 
 
At its early stages of development Internet hosts doubled every 15 months [1] for about two 
decades. With this addition of host computers and the implementation of the host protocol, 
as Table 2-1 shows, traffic increased between 1969 and 1982 at about the rate of doubling 
every 21 months, the same rate as computer performance. In 1983 Internet is defined 
officially as networks using TCP/IP and the transition of the ARPANET host protocol from 
                                                          
6 UDP: User Datagram Protocol. 
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Network Control Protocol (NCP) to TCP/IP begins. With this transition completed, the 
traffic started doubling every nine months. Then in 1998, the rate increased more rapidly, 
doubling every six months. 
 
In the mean time bandwidth also increased drastically and at an increasing speed too, as 
shown in Figure 2-1. However, the increase speed of bandwidth never caught up with the 
increase speed of Internet traffic. Indeed, communication cost has always been the 
bottleneck which limits the increase speed of bandwidth. In 1997, a technical breakthrough 
in Dense Wavelength Division Multiplexing (DWDM) was brought in and began cutting 
communication costs in half every 12 months. But still, this limited the growth of bandwidth 
to doubling every 12 months, at a factor of two per year lagging behind the growth of 
Internet traffic. The DWDM’s impact on cost-cutting is predicted to continue until all fibre 
bandwidth will be used up. By that time, current trend will likely to continue7.  
 
 
 
 
Figure 2-1  Growth trends for Internet traffic, voice traffic, maximum trunk speed, 
and maximum switch speed required for large cities. (From Figure 1 in 
[1]) 
 
                                                          
7 Making future predictions is difficult because many other factors like the rate of high-speed access 
line deployment (DSL, cable, and wireless) contribute to the current traffic growth. However, we can 
safely say that the traffic growth rate will remain high for many years. 
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As shown in Figure 2-1 voice traffic has been stable around the years while technical 
advancement continues to increase maximum port speed. Meanwhile Internet traffic grows 
faster than the increase in port speed. And in 1997 an intersection happened between the two, 
indicating Internet traffic growth will be limited by bandwidth and port speed increase ever 
after. DWDM technology is utilized at this occasion as a temporary remedy to make up the 
big gap between the two. 
 
As predicted by the authors of [1] and [20], we will face a congested network for foreseeable 
future. This prediction is proved true since its publication in 2000, and there is no sign that 
this trend is going to change in foreseeable future. And mechanisms for congestion 
avoidance and control need to be properly designed and implemented for the proper 
functioning of the network. Besides, these mechanisms also need to be improved for higher 
performance requirements such as latency etc. to satisfy various quality of service demand of 
existing and emerging applications. 
 
2.1.2 Growing Importance of Delay Control 
The fast-growth of the Internet is multidimensional. Along with the increase in traffic 
volume, so are the number and types of Internet-based applications. And these applications 
have various requirements on network performance indices such as throughput, packet drop 
ratio and end-to-end delay, etc. 
 
Some of these applications are sensitive to packet drops or “drop-sensitive”. One common 
example of these applications is the transferring of big files or databases. These applications 
and packet data streams require secure connections be established between sources and 
destinations. Packets which are not delivered successfully either due to packet loss or 
corruption must be detected, and the information of which must be reported to and received 
correctly by their sending sources for retransmission until they are correctly received at their 
destinations. For this reason the foremost concerns for drop-sensitive applications are high 
goodput and low packet drop ratio. At the beginning stage of Internet when the main purpose 
of internetworking is to share files and databases, these types of applications and packet 
streams monopolize the bandwidth. To this date these applications still constitute a major 
share of all Internet traffic [21][22]. 
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However, as Internet pervades our daily life and business activities, people’s anticipation 
grows quickly. Besides larger bandwidth and more traffic volume, they begin to ask for more 
types of applications and services as well as better quality of services. To satisfy these needs 
which often constitute most profitable businesses, more and more emerging applications and 
services emerge with various latency requirements.  
 
Among them some are “delay-sensitive” applications such as interactive voice and/or video 
applications. For example, some real-time online games have stringent end-to-end latency 
requirements. Even occasional jitter in delay can substantially affect the smooth running of 
the games and the satisfaction of online players. Voice over IP (VoIP) and video 
conferencing applications also have stringent end-to-end delay requirement. If packets are 
delivered later than technical requirements, they are useless for the applications and are 
simply discarded. When this happens, the integrity of the voice or video is damaged and the 
quality of the service can drop so drastically that the applications may fail to function 
properly. As an example, VoIP packet stream applications are becoming prevailing 
applications these days. The convenience they bring to us is so great that the number of VoIP 
users is growing very quickly. IP Telephony packet stream applications such as Skype, MSN 
Messenger, etc. are typically delay-sensitive and occasional packet losses are not vital for 
these applications. The voice tolerance for delay is notoriously low; high voice delay leads to 
many problems. A delay of 100~150 ms is considered acceptable for conversation. Delay 
above 200 ms is detectable by humans and can adversely affect the conversation quality; the 
rhythm of conversations is disrupted, resulting in excessive interruptions and mis-
understandings [23][24][25]. Besides, high delay jitter also undermines voice clarity. 
Another example is online video streaming. Given the demand for smooth motion in these 
applications, online video streaming applications require higher bandwidth and large de-jitter 
buffer for 4~5 seconds of traffic, which  smoothes out jittery traffic considerably and hence 
are not highly delay or jitter sensitive [24].  They can also tolerate more losses than voice 
traffic. However, if video conferencing is concerned, video tolerances for delay are even 
lower than voice traffic. While great advances in video compression continue to squeeze 
more and more video information into less bandwidth, compression doesn’t address issues 
that generate delay or jitter, such as congested router ports or malfunctioning buffers at any 
given point in the end-to-end path [23].  
 
Some other applications are “time-critical” or “mission-critical” applications. These 
applications may function normally with relatively larger delays than delay-sensitive 
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applications, but the business may suffer financial losses in proportion to the increase in end-
to-end latency. These examples can be easily found in all kinds of applications dealing with 
real-time services such as interactive multimedia, as well as data services requiring low 
latency such as Internet banking, e-commerce, etc. As an example, recently many new 
applications and services emerge and require customers to submit on-line their personal 
information such as database, documents, or scan of various credentials. These services do 
have end-to-end latency requirement because the entire service procedure must be finished in 
a timely fashion before customers lose their patience. 
 
Evidences show that since the emergence of VoIP and other interactive streaming media etc., 
delay-sensitive, time-critical and mission-critical applications are encroaching more shares 
of bandwidth and are gradually becoming prevailing applications of today. Together with 
congestion avoidance and control, delay control as a complementary yet equally important 
issue is attracting much research. 
 
2.2 Congestion avoidance and control 
2.2.1 Classification of congestion avoidance and control 
A heavily-congested Internet is vulnerable and fragile without properly-functioning 
mechanisms to limit the load. The first global synchronization reported in the literature 
happens in October of 1986 [26]. After that, in its history Internet has been affected by TCP 
global synchronization many times due to heavy congestion and lack of efficient 
mechanisms of congestion avoidance and control. Since then congestion avoidance and 
control algorithms as well as many other related mechanisms has attracted lots of research. 
Facing an inevitably congested network, solutions must be found to detect the building up of 
congestion at its incipient stage, so as to prevent congestion status from going worse and 
ultimately prevent congestion from happening.  
 
To control and avoid congestion is different than simply to “depress” load on a link. There 
are many ways to “alleviate” load on a link. For example, since the Internet is normally an 
irregularly connected mesh network, based on statistical data we can balance the load 
throughout the mesh network to avoid some particular links be extremely burdened with 
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heavy load, which is generally known as routing. Or, we simply do not allow too many flows 
from being established and entering the network, which is generally known as admission 
control. These kinds of load control are normally known as flow control, and are not covered 
by this thesis. 
 
Congestion avoidance and control, on the other hand, refers to the cooperation between data 
sources and network nodes to react to the detected congestion; and then the sending sources 
actively controls the load put onto the network until it reaches an acceptable level.  
 
In TCP/IP network, traffic sources put traffic or load onto the network in the form of packets. 
Routers on the Internet normally have packet queues which allow them to hold packets when 
the network is busy rather than simply discarding them. This is a necessary and important 
means to boost goodput and link efficiency. The arriving packets at the routers are then 
queued, scheduled and forwarded to the destinations. When these packets reach their 
destinations, the receivers will send acknowledgement information back to the sources to 
confirm the correct reception of these packets. During this process packets may be dropped 
at the routers due to congestion and limited packet queue resources, and hence will not reach 
their destinations8. In return their senders won’t receive acknowledgement information of 
these packets and will finally detect the loss and retransmit these packets until they are 
correctly received by the receiver. Upon detection of lost packets, sources are aware of the 
possible congestion in the routing path and will decrease their congestion window in order to 
depress traffic load and avoid congestion 9 . Depending on different source control 
mechanisms, after a certain amount of waiting time and the successful delivery of 
retransmitted packets, the sources will try to find out if the network is no longer congested 
by increasing their congestion window again10. This sequence of operation repeats over and 
over until an equilibrium sending bit rate and packet loss ratio is reached11.  
                                                          
8  During this process, packets may also become deformed or corrupted and be detected by the 
destination as unsuccessfully delivered. However, these losses are mainly caused by the quality of 
transmission route and not by congestion. This is another issue and is not covered by this thesis. 
9 When congestion is detected, TCP sources will decrease their congestion window in order to depress 
sending rate. However, other factors such as round-trip time and different TCP implementations 
(source control mechanisms) may also affect the sending rate.  
10 Please note that different TCP implementations or source control algorithms (the concepts of which 
will be introduced later in this chapter) may have different mechanisms in response to detected packet 
loss and congestion. 
11 There are cases where oscillations may occur and equilibrium can not be reached. There could be 
many reasons behind this instability issue. For example, oscillatory or instable packet drop pattern 
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In control theory the whole process can be viewed as a feedback control system as shown in 
Figure 2-2 and Figure 2-3. The past sending packet stream can be viewed as the input signal; 
the queue management algorithm in router can be viewed as the sensor; the dropped packets 
and correspondingly the missing acknowledgement packets can be viewed as the feedback 
signal; and the new sending packet stream can be viewed as the output signal. The TCP 
sources and their internal window control mechanisms control the sending packet window 
based on the feedback “cost” signal in order to control sending bit rate, while the queue 
management algorithms at the routers control how packets shall be dealt with so that the 
severity of the congestion can be properly informed to the sources.  
 
 
 
 
Figure 2-2  A traditional negative feedback control  system: the sensed feedback 
value is subtracted from the reference input to create the error signal 
which is amplified by the controller. 
 
 
Hence the Internet congestion control algorithms can be classified into two categories: 
source control algorithms and link control algorithms. The source control algorithm is also 
known as the TCP congestion avoidance and control algorithm, which generally refers to 
four parts, namely slow start, congestion avoidance and control, fast retransmit and fast 
recovery [27]. They are the primary basis for congestion control in the Internet 
[7][27][28][29][30][31]. In its history source control algorithm develops with Internet 
development; and some well-known ones include Tahoe, Reno, and NewReno, etc., will be 
introduced in detail in Section 2.2.2. Correspondingly, link control algorithm refers to the 
(active) queue management algorithms reside in routers. They are very important because the 
                                                                                                                                                                    
may be one cause for the instability issue. Stability belongs to another research category and is not 
covered by this thesis. 
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routers are the immediate places where congestion happens and shall be detected early; and 
they decide in what pattern packets shall be dropped so that TCP sources can be properly 
informed of the severity of the congestion. Some most commonly seen queue management 
algorithms include Droptail, Random Early Detection (RED) and Adaptive Random Early 
Detection (Adaptive RED), etc. They will be introduced in detail in Section 2.2.3. 
 
 
 
 
Figure 2-3  An analogous feedback control system block diagram of TCP 
communication system: the sensed missing acknowledgement packets 
are handled by the window control mechanism within TCP sources to 
create a new sending packet stream. 
 
 
Source control algorithms and link control algorithms cooperate closely and together they 
form a feedback control system which improves system effectiveness, efficiency, and 
stability12. Data sources are the headstreams of traffic and load; hence they are the most 
suitable place for rate control to take place. On the other hand routers are the immediate 
places where congestion happens and shall be detected early. Ideally, the link control 
mechanism at routers should detect correctly and instantaneously how serious the congestion 
is. This firsthand knowledge should then be translated into a proper pattern and necessary 
amount of dropped or marked packets and be fed back to data sources as soon as possible. 
Based on the feedback information data sources shall judge and decide what proper actions 
to take upon the situation. The whole signalling and decision-making structure actually 
forms a feedback control system, the overall effectiveness and efficiency of which depends 
                                                          
12 At certain circumstances, incompatible source and link control algorithms may cause system to 
oscillate. Stability is an important issue, however, it belongs to another research category and is not 
covered by this thesis. 
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on how closely the source control and link control algorithms cooperate with each other to 
achieve the goals mentioned above. And the dynamic behaviour of the feedback control 
system will be very different depending on strategies adopted by both source control and link 
control algorithms.  
 
Source control and link control are complementary to each other and are the two inseparable 
aspects of congestion avoidance and control. We cannot address one mechanism without 
mentioning how the other part cooperates with it.   
 
2.2.2 Source control – overview 
It is important to know the history and the line of development of different TCP 
implementations. This will help us understand their source control mechanisms which are the 
foundation for us to choose proper TCP implementation in our studies. In this section, the 
author introduces several TCP implementations and organises them under subtitles in the 
order that correlates with the history and the line of development of congestion avoidance 
and control algorithms. With each step of development the efficiency of these source control 
mechanisms and the whole feedback control systems were improved. Many concepts and 
mechanisms introduced step by step in this section are the basis for mathematical derivations 
and analysis in later chapters. For this reason, some of the following source control 
algorithms will be introduced in detail.  
 
The prerequisite of the feedback control system and the source control mechanism is data 
sources being responsive. Data sources should react to the feedback signal and adjust their 
congestion window and hence the transmission rate to, if exists, the best balance between 
maximum link utilization and least congestion. As Internet develops and Internet 
applications diversify, today many applications have various requirements on end-to-end 
delay. Hence the latency performance of the network shall also be considered. 
 
At the beginning, there is no source control mechanisms specifically designed for the IP 
networks, and the effective functioning of the feedback congestion avoidance and control 
system is unreliable. At that time TCP source adopts a scheme which is made up of three 
parts: go-back-n scheme, cumulative positive acknowledgement and the retransmit timer 
which upon expiration causes the source to re-send the lost data [32]. One defect of this 
scheme pack is that if only one packet in a group is lost due to congestion, all packets 
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following it need to be re-transmitted too, lowering overall efficiency without evident 
benefits. Besides, all packets for retransmission need to wait for the retransmit timer to 
expire before the retransmission can start, resulting in unnecessary delay. As a conclusion, 
this is a very primitive and conservative mechanism which considerably impedes efficiency. 
 
The first congestion avoidance and control algorithm 
In 1988 the first source control algorithm [28] was recommended by Van Jacobson. It 
comprises the following mechanisms to avoid congestion: Slow-Start and Congestion 
Avoidance. It also refines the round-trip time estimator which is used to set retransmission 
timeout values.  
 
According to the algorithm, TCP senders add a congestion window, cwnd, to the per-
connection state. And TCP receivers give out an advertised window, rwnd, when 
establishing the connection. The cwnd variable is a sender-side limit on the amount of 
packet data the sender can transmit into the network before receiving an acknowledgement 
(ACK 13). And the rwnd state variable is a receiver-side limit on the amount of outstanding 
data. The minimum of cwnd and rwnd governs data transmission.  
 
The source starts with sending one Sender Maximum Segment Size (SMSS) of data by 
setting the congestion window (cwnd) to one14. Upon receiving each acknowledgement for 
new data, it will increase the congestion window by one. When sending, send the minimum 
of the receiver’s advertised window (rwnd) and the sender’s congestion window (cwnd). 
This is visualized as slow start, the purpose of which is to slowly15 probe the network to 
determine its available bandwidth for the connection. This process continues until a delivery 
failure16 happens, the information of which will finally be detected by the source from 
retransmit timer timeout. Then the source enters congestion avoidance stage.  
                                                          
13 ACK is a packet message used in the Transmission Control Protocol to acknowledge receipt of a 
packet. 
14 This value is later modified to be “less than or equal to two” in RFC2581. 
15 In fact this process is not slow at all. The cwnd at the sending side is growing exponentially and 
doubles every round-trip time. 
16 A delivery failure can be one of the following two cases: a packet is lost or the packet is corrupted 
during transit. Since the probability for a packet to be corrupted during transit is much less than 1%, 
the term “packet loss” will be used in later sections and chapters. 
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To cooperate with this change of stage in data transmission control, the sender adds another 
state variable, Slow-start Threshold (ssthresh), to the per-connection state. The initial value 
of ssthresh may be arbitrarily high17, but it may be reduced in response to congestion. When 
cwnd൏ssthresh, the slow-start algorithm is used and when cwnd൐ssthresh, the congestion 
avoidance algorithm is used. When cwnd and ssthresh are equal, the sender may use either 
of them. During slow-start, a TCP increments cwnd by at most one Send Maximum 
Segment Size (SMSS) bytes for each ACK received that acknowledges new data. Although 
named slow-start, this process is not slow at all and the cwnd is growing exponentially and 
doubles every round-trip time (RTT). During congestion avoidance, cwnd is incremented by 
one full-sized segment per round-trip time. Slow-start ends when cwnd exceeds ssthresh or 
when congestion is detected.  
 
The algorithm is described in Figure 2-4. 
 
 
Initialization: 
cwnd = 1; 
ssthresh = 65535; 
When sending packets, send FlightSize packets: 
FlightSize = min (cwnd, rwnd); 
When receiving ACK for new data: 
if timeout: 
        cwnd = 1;           /* enters slow-start */ 
        ssthresh /= 2; 
    if  (cwnd <  ssthresh)   /* slow-start stage */ 
        cwnd += 1; 
    else                    /* congestion avoidance stage */ 
        cwnd += 1/cwnd; 
 
Figure 2-4  The first congestion control algorithm. 
 
 
                                                          
17 Normally, the intitial value of ssthresh equals the size of the advertised window rwnd and has a 
value of 65535. 
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The implementation of congestion avoidance and control algorithm in TCP sources improves 
overall transmission efficiency. This is achieved by the cooperation of both aggressive and 
conservative strategies within the first congestion avoidance and control mechanism. At the 
initial stage of connection the so-called “slow-start” is not slow at all. The congestion 
window doubles for every round-trip time. This aggressive stage of increment in cwnd 
continues until a delivery failure is detected. The congestion avoidance and control algorithm 
then enters its second stage during which the congestion window at sending side only 
increases one for every round-trip time. This conservative strategy helps for the system to 
finally reach equilibrium. The combination of the two strategies helps the system to reach 
equilibrium more quickly and hence improves efficiency. 
 
Tahoe TCP 
One limitation in the foremost congestion avoidance and control algorithm is that it only 
uses “timeout” mechanism to detect and react to network congestion and packet loss. It was 
soon discovered that this led to unnecessarily long periods of waiting before reaction can 
take place. Therefore, a new mechanism called “fast retransmit”18 was added to TCP.  
 
Fast retransmit is an enhancement to TCP which reduces the time a sender waits before 
retransmitting a lost segment. It is a heuristic that sometimes triggers the retransmission of a 
dropped packet before the retransmission time out (RTO) period is up. The idea of fast 
retransmit is straightforward. Every time a packet with sequence number x arrives correctly 
at the receiver, the receiver acknowledges the packet #x by sending an ACK packet back to 
the sender. Therefore, when a packet arrives out of order at its destination, TCP at the 
receiving side resends the last ACK packet to portray the expected packet again. This causes 
a duplicate ACK at the sending side. After receiving some numbers of duplicate ACKs, TCP 
at the sending side retransmits the missing packet without waiting for the time-out timer to 
expire. Moreover, receiving duplicate ACKs infers that the network congestion is 
encountered. Thus, TCP at sending side resets cwnd to 1 and sets ssthresh to the value 
                                                          
18  The fast retransmit does not supplant timeout mechanism. The timeout mechanism activates 
normally for a small window size, where packets in transit are not enough to cause fast retransmit. 
TCP can employ fast retransmit only in a large window size to enhance its performance and link 
utilization. 
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old_cwnd/2 according to the congestion avoidance algorithm19; then starts slow-start again. 
In the practical TCP, the third duplicate ACKs triggers fast retransmit [27]. 
  
Tahoe TCP was first implemented in 4.3 BSD Tahoe TCP in 1988. In this version, loss is 
detected when a timeout expires before an ACK is received. Tahoe will then reduce 
congestion window to 1 MSS, and reset to slow-start state. TCP congestion window size is 
set to minimum after packet loss, hence every packet loss is assumed to be serious 
congestion. The result is that Tahoe TCP is very sensitive to packet loss, and 1% of packet 
loss can result in 50-75% decrease in throughput. 
 
SACK TCP 
TCP [33] uses a cumulative acknowledgement scheme which contains limited information 
for TCP sender to learn about congestion in the route. With this limited information, a TCP 
sender can only learn about a single lost packet per round-trip time. When a packet is lost 
and detected by TCP sender through duplicate ACKs, TCP Tahoe chooses an aggressive 
strategy to reduce wait time and improve throughput — retransmit packets early, the strategy 
of which is called fast retransmit. On the other hand, Tahoe TCP chooses a conservative 
strategy — retransmit every packet that follows the lost packet. However, if congestion is 
not serious many of these retransmitted packets may have already been successfully 
delivered and will be sent again by Tahoe TCP. As a result the efficiency and overall 
goodput is decreased. Besides, when congestion is serious multiple packets may be lost from 
a window of TCP data. This can have a catastrophic effect on TCP throughput as TCP may 
in general lose its ACK-based clock, reducing overall throughput. 
 
To solve these limitations, a Selective Acknowledgment (SACK) mechanism, combined 
with a selective repeat retransmission policy was originally recommended in [34], and later 
slightly modified in [35]. In this new version of TCP, the receiving TCP sends back SACK 
packets to the sender informing the sender of data that has been received. The sender can 
then retransmit only the missing data segments. 
 
The addition of selective acknowledgments allows additional improvements to TCP, in 
addition to improving the congestion control behaviour when multiple packets are dropped 
                                                          
19 The minimum value for ssthresh is two. 
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in one window of data. Paper [36] explores TCP congestion control algorithms for TCP with 
SACK.  
 
Several transport protocols, including NETBLT [37], XTP [38], RDP [39], NADIR [40], and 
VMTP [41] have used selective acknowledgment. There are some empirical evidence in 
favor of selective acknowledgments too. For example, a simulation study by Kevin Fall and 
Sally Floyd [42] demonstrates the strength of TCP with SACK over the non-SACK Tahoe 
and Reno TCP implementations. 
 
However, the implementation of SACK requires modification to both data sender and 
receiver. This is a disadvantage compared to algorithms such as New-Reno which will be 
introduced later in this section. 
 
Reno TCP 
The limitation of Tahoe is that it estimates every packet loss as serious congestion and enters 
slow-start state afterwards. And every packet that follows the lost packet needs to be 
retransmitted. However, if congestion is not serious many of these retransmitted packets may 
have already been successfully delivered and will be sent again. As a result the efficiency 
and overall goodput is decreased. It is later found that a more aggressive strategy can be 
deployed to improve throughput performance yet still enables Internet to function properly. 
This is Reno TCP, which adds in the so called “fast-recovery” mechanism to improve 
throughput performance of TCP flows [7]. 
 
The Reno TCP is implemented as follows. 
 
1. When a packet is lost due to light congestion, the TCP receiver will detect that an out-of-
order20 segment has arrived. It then sends an immediate duplicate ACK to inform the 
source that a segment was received out-of-order and which sequence number is expected. 
In addition, if the incoming segment fills in all or part of a gap in the sequence space, the 
TCP receiver will also send an immediate ACK. This will generate more timely 
information for the sender recovery. 
                                                          
20 Out-of-order packets are caused by dropping, reordering or duplication of packets in the network. 
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2. TCP sources will then receive duplicate ACKs rather than continuously ascending ACKs. 
Despite the possible packet loss and therefore encountered congestion in the network, 
duplicate ACKs also indicate that there are packets arriving continuously at the receiver, 
which means data is still flowing. And Reno TCP assumes that light congestion is 
encountered and does not enter the slow-start state which corresponds to serious 
congestion estimation. Since the receiver can only generate a duplicate ACK when a 
segment has arrived, that segment has left the network and is in the receiver’s buffer, so 
Reno TCP knows that the segment is no longer consuming network resources. 
Furthermore, since the ACK clock is preserved, the TCP sender can continue to transmit 
new segments, using an inflated cwnd. 
3. When the third duplicate ACK is received in a row (four identical ACKs without the 
arrival of any other intervening packet), Reno TCP knows that more likely congestion is 
encountered rather than just reordering of packets or multiple routing; and it enters fast 
recovery state. It sets ssthresh to one-half the current congestion window, cwnd, but no 
less than two segments. It then retransmits the missing segment, and sets cwnd to 
ssthresh plus 3 times the segment size. This inflates the congestion window by the 
number of segments that have left the network and which the other end has cached (3).  
4. Each time another duplicate ACK arrives, Reno TCP assumes that another packet has 
been correctly received by the receiver and it increments cwnd by the segment size. This 
inflates the congestion window for the additional segment that has left the network. Reno 
TCP then transmits a packet, which is allowed by the new value of cwnd.  
5. When the next ACK arrives that acknowledges new data, TCP Reno sets cwnd to 
ssthresh (the value set in step 1). This is termed “deflating” the window. This ACK 
should be the acknowledgment of the retransmission from step 1, one round-trip time 
after the retransmission. Additionally, this ACK should acknowledge all the intermediate 
segments sent between the lost packet and the receipt of the first duplicate ACK, if none 
of these were lost.  
 
In the above process, fast retransmit and fast recovery cooperates and are implemented 
together. And after fast retransmit sends what appears to be the missing segment, congestion 
avoidance, but not slow start is performed. This is the fast recovery algorithm. It is an 
improvement that allows high throughput under moderate congestion, especially for large 
windows.  
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The reason for not performing slow start in this case is that the receipt of the duplicate ACKs 
tells Reno TCP more information than just a packet has been lost. Since the receiver can only 
generate the duplicate ACK when another segment is received, that segment has left the 
network and is in the receiver’s buffer. That is, there is still data flowing between the two 
ends, and Reno TCP considers such case as moderate congestion and does not reduce the 
flow abruptly by going into slow start.  
 
However, if the Reno TCP’s retransmit timer times out, it assumes that a serious congestion 
is happening and enters slow-start state. It then slowly probes the network for available 
bandwidth. During this process, it follows the rules below: 
 
1. IW, the initial cwnd value, must be less than or equal to 2*SMSS bytes and must not be 
more than 2 segments. 
2. The initial value of ssthresh may be arbitrarily high (i.e., the size of the advertised 
window), but it may be reduced in response to congestion. When cwnd൏ssthresh, the 
slow-start algorithm is used and when cwnd൐ssthresh, the congestion avoidance 
algorithm is used. When cwnd and ssthresh are equal, the sender may use either of 
them. 
3. During slow-start, a TCP increments cwnd by at most SMSS bytes for each ACK 
received that acknowledges new data. During congestion avoidance, cwnd is 
incremented by 1 full-sized segment per round-trip time (RTT). Slow-start ends when 
cwnd exceeds ssthresh or when congestion is detected. One formula commonly used to 
update cwnd during congestion avoidance is: 
cwnd ൅ൌ SMSS ൉SMSS / cwnd      
4. This adjustment is executed on every incoming non-duplicated ACK. It provides an 
acceptable approximation to the underlying principle of increasing cwnd by 1 full-sized 
segment per RTT. If the formula yields 0, the result should be rounded up to 1  byte. 
Another acceptable way to increase cwnd during congestion avoidance is to count the 
number of bytes that have been acked for new data. When the number of bytes acked 
reaches cwnd, the cwnd is incremented by up to SMSS bytes. When a TCP sender 
detects segment loss using the retransmission timer, the value of ssthresh must be set to:  
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( )max 2,   2ssthresh FlightSize SMSS= ×   Eqn. 2-1 
 
where FlightSize is the amount of outstanding data in the network. Furthermore, upon a 
timeout cwnd must be set to no more than the loss window LW, which equals 1 full-sized 
segment. Therefore, after retransmitting the dropped segment the TCP sender uses the slow-
start algorithm to increase the window from 1 full-sized segment to the new value of 
ssthresh, at which point congestion avoidance again takes over. 
 
The whole congestion window adaptation scheme is also known as Additive Increase and 
Multiplicative Decrease (AIMD) scheme, the purpose of which is to guarantee stability.  
 
Compared with Tahoe TCP, Reno TCP refines the congestion estimation mechanism and 
does not regard every detected packet loss as serious congestion. On the contrary, Reno TCP 
classifies congestion status into two cases: if packet loss is detected by duplicate ACKs, Reno 
does not “think” it is a serious congestion and enters fast recovery state; if packet loss is 
detected by retransmit time-out, Reno estimates it to be a serious congestion and enters slow-
start state. 
 
The first appearance of fast recovery scheme is in 4.3 BSD Reno. But it is later discovered 
that fast-retransmit/fast-recovery (FR/FR) works most efficiently when there are isolated 
packet losses. It does not work efficiently when there are multiple data packet losses 
occurring over a short period of time. In other words, evenly spaced packet loss is preferred 
and improves throughput of TCP connections. For this reason one weakness of Reno TCP is 
that if two or more segments are lost in the current window (the minimum of cwnd and 
rwnd), fast recovery algorithm cannot retransmit all lost packets and TCP has to wait for 
retransmit timeout. This often corresponds to very serious rather than moderate congestion 
status, which should be avoided in the first place. And Selective ACK can solve the problem, 
but it introduces additional protocol overhead and requires modifications to both data sender 
and receiver. This is one of the reasons that it has not been widely implemented yet. 
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NewReno TCP 
Due to the limited information contained in the TCP’s [33] cumulative acknowledgement 
scheme, TCP sender can only learn about a single lost packet per round trip time. To 
improve overall throughput over Tahoe TCP, Reno TCP chooses a more aggressive strategy 
which retransmits only the packet that is inferred lost by three duplicate ACKs rather than 
every packet that follows. However, problems can arise when multiple packets have been 
dropped from a single window of data and the Fast Retransmit and Fast Recovery algorithms 
are invoked by Reno. When this happens and when SACK option is not available, Reno 
cannot make intelligent decisions on which packets to retransmit and which packets not to 
during Fast Recovery. 
 
The underlying reason is that the first new21 information available to the sender comes when 
the sender receives an ACK for the retransmitted packet which was retransmitted when Fast 
Retransmit was first entered. If there had been a single packet drop in a window of data, then 
the acknowledgement for this packet will acknowledge all of the packets transmitted before 
Fast Retransmit was entered (in the absence of reordering). However, when there were 
multiple packet drops in a window of data, then the acknowledgement for the retransmitted 
packet will acknowledge some but not all of the packets transmitted before the Fast 
Retransmit. This packet is called a partial acknowledgement. Reno does not define the 
procedures on handling the partial acknowledgement, therefore Reno’s retransmit timer will 
inevitably times out and enters slow start state, lowering overall throughput. 
 
In case where Selective ACK option is not available, NewReno [43] aims to improve over 
Reno on handling multiple packet losses in a window. Unlike the implementation of 
Selective ACK which requires modifications to both data sender and receiver, the 
implementation of NewReno TCP is a modification to the data sender only. The NewReno 
TCP is a bit more aggressive scheme than Reno TCP. The detailed algorithm is described 
below. 
 
                                                          
21  When data sender continuous to receive duplicate ACKs, these dup-ACKs are not “new” 
information. The first new information comes when the sender receives an ACK for the retransmitted 
packet, which was retransmitted when Fast Retransmit state was first entered. 
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1. When the third duplicate ACK is received and the sender is not already in the Fast 
Recovery procedure, set ssthresh to no more than the value given in the equation  
Eqn. 2-1. Record the highest sequence number transmitted in the variable “recover”. 
2. Retransmit the lost segment and set cwnd to ssthresh plus 3*MSS. This artificially 
“inflates” the congestion window by the number of segments (three) that have left the 
network and which the receiver has buffered. 
3. For each additional duplicate ACK received, increment cwnd by MSS.  This artificially 
inflates the congestion window in order to reflect the additional segment that has left the 
network. 
4. Transmit a segment, if allowed by the new value of cwnd and the receiver’s advertised 
window. 
5. When an ACK arrives that acknowledges new data, this ACK could be the 
acknowledgment elicited by the retransmission from step 2, or elicited by a later 
retransmission.  
If this ACK acknowledges all of the data up to and including recover, then the ACK 
acknowledges all the intermediate segments sent between the original transmission of 
the lost segment and the receipt of the third duplicate ACK.  Set cwnd to either (1) min 
ሺssthresh,  FlightSize  ൅ MSSሻ; or (2) ssthresh, where ssthresh is the value set in step 1; 
this is termed “deflating” the window. Exit the Fast Recovery procedure.  
If this ACK does NOT acknowledge all of the data up to and including “recover”, then 
this is a partial ACK. In this case, retransmit the first unacknowledged segment. Deflate 
the congestion window by the amount of new data acknowledged, then add back one 
MSS and send a new segment if permitted by the new value of cwnd. This “partial 
window deflation” attempts to ensure that, when Fast Recovery eventually ends, 
approximately ssthresh amount of data will be outstanding in the network.  Do not exit 
the Fast Recovery procedure. For the first partial ACK that arrives during Fast Recovery, 
also reset the retransmit timer. 
 
Choice of source control algorithm in our simulations 
By classifying the ACK for new data, NewReno TCP is able to handle multiple packet loss in 
one window of data. Unlike SACK TCP which requires modification to both senders and 
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receivers, NewReno TCP only requires modification to data sender and is able to achieve 
similar functions. Considering popularity and these factors, unless otherwise stated, 
NewReno TCP will be the choice of source control algorithm in our simulations. 
 
2.2.3 Link control – overview 
In IP networks link control refers to the action in which queue management algorithms 
inside a router drop or mark incoming packets due to perceived congestion. The dropped or 
marked packets will eventually be perceived by the sender either through duplicate ACKs or 
retransmit timer time-out. From the aspect of feedback control theory link control algorithm 
acts an important role of correctly perceiving congestion status and severity, and translating 
them into a proper pattern of dropped or marked packets so that the source can be properly 
informed to take appropriate actions.  
 
There are many queueing principles and mechanisms. One common principle is First-In-
First-Out (FIFO), which the incoming flows have no priority differences and thus are 
handled based on a First-In-First-Out rule. Although FIFO behaves as well as other queueing 
principles in many applications, in order to optimise delay and throughput behaviour 
requirements for certain types of flows, many link control algorithms that are based on 
prioritising flows have been proposed [44][45][46][47]. However, as Internet continues to 
expand and Internet applications and services continue to increase at an exponential rate over 
decades, so is the number of flow types. Soon it becomes too much resource-consuming for a 
prioritising algorithm to handle them. For the purpose of scalability in many cases 
prioritizing algorithms only prioritize all flows into several priorities within each of which 
there may still be hundreds of different types of flows. In our research, we only focus on 
FIFO queues.  
 
Droptail 
In the beginning there is no link control algorithm specifically designed for congestion 
avoidance and control in IP networks. Each router has a certain size of queue buffer to 
absorb occasional bursts in incoming packet flows. When bursts are either too high or last 
too long, buffer will eventually become full and surplus packets will simply be dropped. This 
behaviour is figuratively expressed as Droptail. The dropped packets will finally be detected 
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by the TCP sources through duplicate ACKs or retransmit timer time-out; and congestion 
avoidance and control algorithm within the TCP sender is implemented. Therefore the 
Droptail algorithm is itself part of the entire congestion control mechanism. Due to its long 
history and wide application Droptail algorithm is probably the foremost and most 
thoroughly studied link control algorithm. Its theoretical analysis is quite thorough for 
conventional non-responsive Poisson-like traffic, of which the dropping probability versus 
buffer size on a semi-log scale coordinate decays linearly, the slope of which is commonly 
known as decay rate [48]. 
 
There are two well-known and serious issues with the Droptail algorithm: global 
synchronization and unfairness towards short-lived flows.  
 
When overwhelming packets arrives at the bottleneck buffer, the queue builds up quickly 
and eventually overflows. All packets thereafter are dropped together. The effect is that 
packets from all sources are dropped almost back-to-back. This pattern of dropped packets in 
turn results in these sources to simultaneously enter slow-start phase. The link then goes 
under-utilized followed by all sources probing for available bandwidth simultaneously until 
queue buffer overflow happens again. In congested TCP/IP networks, this oscillation 
behaviour may persist in Droptail routers and is called global synchronization or Internet 
meltdown. In literature the first reported Internet collapse happens in October 1986 [49].  
 
And Internet traffic is widely acknowledged as Pareto-like traffic in which flows’ size tallies 
with Pareto law. Most (about 90%) flows are extremely short-lived flows usually consist 
only one packet of data. These flows are figuratively called mice and contribute only 10% of 
total traffic. On the other hand, a few (about 10%) flows are extremely long-lived flows. 
These flows constitute 90% of total traffic and are figuratively called elephant. At a heavily 
congested node, elephants tend to block the overflowing buffer’s free space, leaving mice 
unfairly small bandwidth. And this is generally known as Droptail’s unfairness towards 
short-lived flows.  
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Random Early Detection (RED) 
To solve these problems, RED (Random Early Detection, or Random Early Drop) algorithm 
is recommended in [6]. RED uses random drop22 mechanism to drop packets even before 
buffer overflows. This randomness effectively spreads the dropping of packets among all 
arriving packets, and hence spreads them among all flows. This pattern of dropped packets 
effectively avoids global synchronization from happening. During congestion, this 
randomness enables RED to notify a particular connection to reduce its window roughly 
proportional to that connection’s share of the bandwidth through the router. And the early 
drop strategy does help on constantly reserving some available queue buffer space to absorb 
occasional bursts and avoid overflow. As long as the link is not heavily congested these 
enable RED to be fair on treating elephants and mice, which partly addresses the unfairness 
problem. Viewed from these points RED is a big step forward than Droptail. The RED 
algorithm which enables it to achieve these functions is briefly described below. 
 
RED adopts four parameters, namely, wq (average queue weight), Tmin (minimum threshold), 
Tmax (maximum threshold) and Pmax (maximum drop probability). RED first calculates 
average queue size based on the Exponentially Weighted Moving Average (EWMA) 
algorithm, which is defined by Eqn. 2-2: 
 
( )1 q qavgQ w avgQ w q= − ⋅ + ⋅   Eqn.  2-2 
 
where, avgQ  is average queue size, wq is queue weight and q is instantaneous queue size.  
 
RED then calculates random drop probability according to Eqn. 2-3: 
                                                          
22  RED algorithm’s early drop mechanism reserves itself some queue buffer space to absorb 
occasional bursts. For this reason, when congestion is encountered and a packet is chosen to be 
“dropped” to inform the source of the congestion status, RED has an additional option than Droptail. 
It can still queue the packet but change the packet’s header to indicate to the source that this packet 
should be dropped due to congestion. In this way the source control algorithm can be informed of the 
congesiton status and take corresponding actions to throttle sending rate without the necessity to 
actually retransmit the packet. This improves goodput and this option is called “mark” the packet. But 
this option requires modification to packet header, or TCP sources. Considering the popularity and 
ease of expression, unless otherwise stated, in this thesis I will use “drop” rather than “drop/mark”. 
  38
( ) ( )( )
min
max
min min max
max min
0,
,           
1, otherwise
avgQ T
Pp t avgQ t T T avgQ T
T T
⎧ ≤⎪⎪= − < <⎨ −⎪⎪⎩
  Eqn.  2-3 
 
 
RED algorithm’s drop probability function and the meaning of its parameters are depicted by 
Figure 2-5: 
 
 
 
 
Figure 2-5  Drop probability function of original RED algorithm, where Tmin is 
minimum threshold and Tmax  is maximum threshold. 
 
 
The detailed RED algorithm is depicted in Figure 2-6. 
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Initialization: 
avgQ   ՚ 0 
count   ՚  െ1 
for each packet arrival 
   calculate the new average queue size avgQ : 
       if the queue is nonempty 
          avgQ   ՚ ሺ1െwqሻ · avgQ   ൅ wq  · q 
       else 
          m   ՚ ƒሺtime  െ q_timeሻ 
          avgQ   ՚ ሺ1െwqሻm · avgQ   
   if Tmin  ൑  avgQ    ൏ Tmax 
      increment count 
      calculate probability pa  : 
          pb  ՚ Pmax  ሺ avgQ   െ Tmin  ሻ / ሺ Tmax  െ Tmin  ሻ 
          pa  ՚ pb  / ሺ1 െ count   · pb  ሻ 
      with probability pa  : 
          mark the arriving packet 
          count   ՚  0 
   else if Tmax  ൑  avgQ    
       mark the arriving packet 
       count   ՚  0 
   else count   ՚  െ1 
when queue becomes empty 
   q_time  ՚  time  
 
Saved Variables: 
avgQ :  average queue size 
q_time :  start of the queue idle time 
count :  packets since last marked packet 
 
Fixed parameters: 
wq  :  queue weight 
Tmin   :  minimum threshold for queue 
Tmax   :  maximum threshold for queue 
Pmax   :  minimum value for pb   
 
Other: 
pa  :  current packet-marking probability 
q   :  current queue size 
time   :  current time 
ƒሺt ሻ :  a linear function of the time t
 
Figure 2-6  Detailed algorithm for RED gateways 
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The EWMA algorithm as shown in Eqn. 2-2 functions as a low pass filter which filters out 
occasional bursts on instantaneous queue length and, depending on the choice of parameter 
wq  , makes the calculated variable avgQ smoother. And based on the value of avgQ  , the 
calculated drop probability pሺtሻ is also smoother. The author of RED [6] hence claims that 
RED is able to filter out occasional bursts in arriving traffic, keeps the average queue size 
low while leaves some buffer space available to absorb occasional bursts.  
 
The author of paper RED [6] thinks that average queue size avgQ reflects the congestion 
level 23  on the link, and by applying the EWMA mechanism onto calculating avgQ, 
occasional fluctuation in instantaneous queue length is effectively smoothed out. Therefore 
variable pሺtሻ calculated by Eqn. 2-3 can be interpreted as a ‘price’ in proportion to the 
average queue size, or congestion level. When congestion level is heavier the TCP sources 
statistically pay a higher price or lose more packets in proportion to their share of bandwidth 
through the router, and in return the congestion avoidance and control algorithm reside 
within the TCP sources will help to hold the sending rate back harder. In this way, the RED 
active queue management algorithm and the congestion avoidance and control mechanism 
within the TCP sender form a feedback control system. And by controlling the variable pair 
ሺp,  avgQሻ, the equilibrium operating point 24  of this feedback control system can be 
effectively controlled and many control options can be selected. 
 
Gentle RED  (double slope RED) 
However, one problem of RED is that its drop probability function is not continuous from 
zero to one. This induces instability problem when link becomes so congested that average 
queue size approaches maximum threshold Tmax . Recommendations on setting one of RED’s 
parameters Pmax  (maximum drop probability) is repeatedly modified as Internet develops and 
traffic characteristic changes. And a modification version of RED called double slope RED 
(DSRED) or gentle RED  is recommended [50].  
 
                                                          
23 In paper BLUE [1], the author argues that the average queue size can not reflect congestion level. 
The author of this thesis agrees with this point of view. 
24  The concept of operating point will be introduced in Section 3.2. Its detailed mathematical 
deduction will be introduced in Appendix I. RED parameters maximum threshold Tmax  and maximum 
drop probability Pmax  will be introduced in Section 3.1.2 
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When the link becomes heavily congested, RED’s average queue size approaches to its 
maximum threshold Tmax and its drop probability oscillates between its maximum drop 
probability Pmax   and one. And normally Pmax   is much smaller than one. This induces 
instability and may render RED to behave more like Droptail in extreme cases. 
Modifications on setting Pmax is repeatedly discussed and recommended. And later double 
slope RED is recommended to solve this problem.  
 
In [50] the author claims that there are three major problems in original RED: (1) low 
throughput, (2) large delay/jitter, and (3) inducing instability in networks. The paper 
recommends double slope RED which provides a continuous drop probability function from 
zero to one. The author of [50] shows simulation results of certain scenarios and claims that 
double slope RED has apparent advancement over the original RED on throughput and 
delay/jitter. 
 
Being an “improved” version of original RED, double slope RED also adopts the same four 
parameters, namely, wq (average queue weight), Tmin (minimum threshold), Tmax (maximum 
threshold) and Pmax (maximum drop/mark probability). The drop probability function of 
DSRED is defined by Eqn. 2-4. 
 
( )
( )( )
( )( )
min
max
min min max
max min
max
max max max
max
0,
,           
1 ,               2
1, otherwise
avgQ T
P avgQ t T T avgQ T
T T
p t
P avgQ t T T avgQ T
T
≤⎧⎪⎪ − < ≤−⎪= ⎨ −⎪ − < ≤ ⋅⎪⎪⎩  
 
 Eqn.  2-4 
 
The double slope RED’s drop probability function and the meaning of its parameters can be 
depicted by Figure 2-7. 
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Figure 2-7  Drop probability function of double slope RED algorithm 
 
 
The idea of double slope RED is that the overall drop probability function from Tmin  to 
2ൈTmax 25 is defined by two linear segments with slope α  and β  respectively. The slopes for 
these two linear segments are complementary and are adjusted by the mode selector γ.  
 
BLUE algorithm 
The author of [12] pointed out in its paper that current techniques such as RED have inherent 
flaws in estimating congestion severity. All these algorithms such as RED regard the 
presence of persistent queue as an indication of congestion. Furthermore, they regard longer 
queue length as an indication of more severe congestion. The author [12] argues that the 
presence of a peristent queue does indeed indicate congestion, however, the length of the 
persistent queue gives very little information as to the severity of congesion. As a result, 
RED requires a wide range of parameters to operate correctly under different congestion 
scenarios. While RED can achieve an ideal operating point, “it can only do so when it has a 
sufficient amount of buffer space and is correctly parameterized” [51][52]. 
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In light of these observations, the author recommends BLUE algorithm. BLUE discards 
monitoring queue length, instead it uses queue overflow and empty queue events to manage 
congestion. BLUE maintains a single probability, which it uses to mark (or drop) packets 
when they are queued. If the queue is continually dropping packets due to buffer overflow, 
BLUE increments the drop or mark probability, thus increasing the rate at which it sends 
back congestion notifications. Conversely, if the queue becomes empty or if the link is idle, 
BLUE decreases its drop or mark probability. In order to keep up with the changing in 
congestion level, BLUE adopts a very small queue buffer so that overflow and underflow 
happens more often, based on which BLUE estimates congestion severity changes and 
updates its drop/mark probability accordingly. 
 
Using simulations, the BLUE paper demonstrates that the BLUE algorithm works well (have 
low packet losses and delay) under certain scenarios even when operating with a small queue 
buffer. The detailed BLUE algorithm is shown in Figure 2-8. 
 
 
Upon packet loss (or Qlen>L) event: 
if ((now – last_update) > freeze_time ) then 
pm ൌ pm ൅ d1 
last_update = now 
Upon link idle event: 
if ((now – last_update) > freeze_time ) then 
pm ൌ pm  – d2 
last_update = now 
 
Figure 2-8  BLUE algorithm 
 
 
In Figure 2-8, L is maximum buffer size which in some respects is equivalent to RED 
parameter Tmax  , freeze_time is the minimum time interval between two successive updates 
of drop or mark probability pm  , and d1 and d2 are two BLUE parameters and are both small 
constants,  pm  is the single probability to drop or mark  packets when they are queued. 
                                                                                                                                                                    
25 This recommended value is later modified and widely accepted as  3ൈTmax , for all RED variants 
algorithms. 
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The most redeeming feature of BLUE is that the author claims BLUE can work very well 
(have low packets losses and delay) even when operating with a very small buffer. BLUE 
increases its drop or mark probability only when buffer overflows and decreases this 
probability only when buffer is empty. Besides, BLUE algorithm is very simple. But this 
makes us wonder the trade-offs for such a simple algorithm to achieve such “high” 
performance. 
 
Intuitively BLUE should not react quicker than RED when facing arriving bursts because it 
reacts only when buffer overflows or underflows. But this may happen if RED is given an 
extremely small average queue weight wq and a much bigger buffer than BLUE, as with 
these parameter settings the average queue size of RED reacts slower to queue fluctuations. 
The fact is, just as the author mentioned in BLUE, for extremely small values of wq RED’s 
algorithm becomes decoupled from the queue length and acts very much like BLUE except 
with a much larger buffer. And due to BLUE’s extremely small buffer as opposed to RED, 
BLUE’s queueing delay is notably reduced as emphasized by the author as a merit in its 
paper. However, the Internet traffic composition and hence traffic characteristics is always 
changing greatly even between different hours of the day. Limited buffer space would mean 
insuffient capability to accommodate these changes and traffic bursts, and hence reduced 
throughput. And by trading throughput for delay in this way, BLUE can overflow 
persistently at high bursts and global synchronization could happen again and more easily if 
BLUE does not set its parameters right.  
 
There is another distinct difference between RED and BLUE algorithms. The drop 
probability changes continuously in RED, but it changes in steps in BLUE. And this step 
change only happens when buffer overflows or underflows, which is in general a sign of 
mismatch between load and link capacity. Apparently BLUE does not try to detect 
congestion at its incipient stage, on the contrary, it waits until congestion aggrevates to 
overflow the buffer or diminishes to underflow the buffer before taking further actions.  
 
The result of reduced delay is the bright side of the BLUE algorithm. Besides, the paper 
pointed out the fact that observing queue occupancy alone does not help in identifying 
congestion status from natural fluctuation. However, we argue that in order to control 
congestion and improve overall performance including throughput, packet loss ratio and 
delay, congestion should be detected at its incipient stages and proper congestion control 
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measures should be taken immediately.  From this angle BLUE is apparently not the best 
algorithm we are looking for. 
 
Adaptive RED 
Although widely adopted, RED does have another issue. When the link is lightly congested 
or maximum drop probability Pmax is high, the average queue size is close to minimum 
threshold Tmin  ; when the link is heavily congested or Pmax is low, the operating point and 
average queue size is close to Tmax  , or even above Tmax  . As a result, the average queuing 
delay of RED is sensitive to traffic load and to RED’s parameters, and is therefore not 
predictable in advance. Delay being a major component of the quality of service (QoS) 
delivered to their customers, network operators would naturally like to have a rough a priori 
estimate of the average delays in their congested routers. In order to achieve such predictable 
average delays, it would requrie RED to constantly tune its parameters to be compatible with 
current traffic conditions, which is not practical for original RED.  
 
To solve this problem, Adaptive RED is originally recommended in [9] and [10] by Feng et 
al, and later a modified and improved version is recommended in [11].  
 
Adaptive RED retains RED’s basic structure; and Adaptive RED’s basic intuition is to 
automatically adjust the RED parameter Pmax  to keep the average queue size between Tmin 
and Tmax. And in [11] it is further modified to keep the average queue size to be located 
halfway between Tmin and Tmax. The guidelines for doing so can be summarized as (1) setting 
queue weight wq automatically based on the link capacity, and (2) adapting Pmax in response 
to measured queue length. The purpose of doing so is to remove the need of carefully tuning 
these RED parameters so that high performance can be achieved constantly.  
 
The Adaptive RED algorithm is given in Figure 2-9. 
 
And following the approaches in [6], parameter wq is set in Adaptive RED as a function of 
link capacity and is given by Eqn 2-5: 
 
1
1 cqw e
−= −   Eqn.  2-5 
 
  46
where c is the link capacity in packets/second, computed for packets of the specified default 
size.  
 
Figure 2-9 shows that the adapting of Pmax is relatively slow and infrequent. This allows the 
dynamics of RED — of adapting the packet drop probability in response to changes in the 
average queue size — to dominate on smaller time scales. 
 
Every interval seconds: 
if ( avgQ ൐ target and Pmax  ൑ 0.5 ) 
    increase Pmax : 
    Pmax   ՚ Pmax + α ; 
elseif ( avgQ ൏ target and Pmax  ൒ 0.01 ) 
    decrease Pmax : 
    Pmax  ՚ Pmax * β ; 
 
Variables: 
avgQ :  average queue size 
 
Fixed parameters: 
interval : time; 0.5 seconds 
target :  target for avgQ; [Tmin +0.4*(Tmax - Tmin), Tmin +0.6*(Tmax - Tmin )]. 
α : increment; min(0.01, Pmax /4 ) 
β : decrease factor;  0.9 
 
Figure 2-9  Adaptive RED algorithm 
 
 
So in nature, Adaptive RED makes the following modification to the original RED: (1) by 
introducing adaptive method in handling Pmax, in a longer time-scale the average queue size 
will always stabilize around ሺTmin൅Tmaxሻ/2; and the problem of tuning RED parameters is 
partly solved; (2) the setting of parameter wq in Adaptive RED suggests that the proper 
setting of wq is correlative with link capacity c and can be calculated based on Eqn. 2-5; (3) 
Adaptive RED uses the widely-accepted recommended value of Tmaxൌ3ൈTmin  [40]. In this 
way, RED parameters wq, Tmin, Tmax and Pmax can be set automatically to adapt with 
constantly changing network load.   
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Stabilized RED 
The Stabilized RED [16] algorithm is another variant of RED algorithm. Unlike most 
existing active queue management algorithms which only monitor queue occupancy, 
Stabilized RED algorithm integrates a novel real-time measuring mechanism that gathers 
traffic characterisitc information26. However, it is not designed for the purpose of reducing 
delay. In its original paper, the measuring mechanism is utilized to measure the number of 
active connections and the purpose of designing the algorithm is to stabilize queue length 
and address the unfairness issue towards longer-RTT flows.  
 
We agree with the BLUE paper that monitoring queue length alone can not distinguish 
congestion status changes from natural queue fluctuations. For this reason, we argue that 
additional measurement mechanism on traffic characteristic information can be a key to 
differentiate congestion status from natural queue fluctuations, and can be deployed for the 
purpose of providing a secondary means of policy-making, such as delay control. Due to the 
importance of the introduced measuring mechanism in Stabilized RED, we introduce it in 
detail below. 
 
When other factors such as bandwidth, round-trip time, etc. remain unchanged, the number 
of effective TCP connections27 competing for the same bandwidth determines the load. And 
when the number of connections sharing a link changes, load changes and RED’s 
equilibrium operating point in terms of ሺp,  avgQሻ changes. And due to TCP window’s 
AIMD scheme, the nature of TCP traffic is to grab more bandwidth for itself whenever 
possible. Hence more TCP connections means more sources competing for the same 
bandwidth, which is usually a more dominant factor on putting heavier load on the link than 
other related factors such as round-trip time, file size, etc. And in the IP network the number 
of connections is constantly changing, and queue occupancy constantly changes with this 
load variation and with natural arriving bit rate fluctuations, making it difficult to stabilize 
the queue.  
 
As claimed by the author of [16], Stabilized RED is recommended in order to decouple the 
changes in the number of connections from queue occupancy. The author ran simulations in 
certain scenarios and claimed that over a wide range of load levels Stabilized RED can 
                                                          
26 This mechanism is modified and utilized by the author of this thesis; and the monitored traffic 
characteristic information is used for the purpose of delay control. 
27 For many reasons such as time-out, etc. some TCP connections become in-active. They don't 
compete for bandwidth and hence have no influence on network load. 
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stabilize its queue at a level independent of the number of active connections. Stabilized 
RED does this by estimating the number of active connections or flows. Its measuring 
mechanism and estimation method is important to this thesis and is described in detail below. 
 
A simpler way of comparing an arriving packet with a recent other packet would be to 
compare it with a packet still in the queue28. However, queue buffer is normally small which 
makes it impossible to compare packets spaced further apart. To give the system longer 
memory of historical past, the author of Stabilized RED augments the information in the 
buffer with a “zombie list” consists of M  items, which contains more traffic information than 
that would be possible the queue. It can be thought of as a list of M recently seen flows. Note 
that this zombie list or flow cache is small and maintaining this list is not the same as 
maintaining per-flow state which is not scalable and consumes a lot of resources. It also 
differs from queue buffer in that it contains only the necessary information of the flows, not 
including the payload data being delivered in the packets. The flows in the zombie list are 
called “zombies”.  
 
The zombie list starts out empty. As packets arrive, as long as the list is not full, for every 
arriving packet the packet flow identifier (source address, destination address, etc.) is added 
to the list. Once the zombie list is full it works as follows: Whenever a packet arrives, it is 
compared with a randomly chosen zombie in the zombie list. If the arriving packet’s flow 
identifier matches that of the zombie, a “hit” is declared. If the two are not of the same flow, 
a “no hit” is declared. In that case, with probability pr  the flow identifier of the arriving 
packet replaces the zombie chosen for comparison. With probability 1‐pr , there is no change 
to the zombie list. 
 
Irrespective of whether there was a hit or not, the packet may be dropped if the queue buffer 
occupancy is such that the system is in random drop mode. The drop probability may depend 
on whether there was a hit or not. 
 
An estimate PZሺtሻ is maintained for the hit frequency around the time of the arrival of the  
t‐th  packet at the buffer29. For the t‐th packet, let 
                                                          
28 Besides, some packets may be dropped before entering the queue, and hence the queue is not a 
faithful list of recent past packets. 
29 In the Stabilized RED paper, P1ሺtሻ  is used to represent the same hit frequency variable. For the 
sake of consistency in this thesis, PZሺtሻ  is used. 
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( )   0          if no hit
1            if  hit
Hit t ⎧= ⎨⎩   Eqn.  2-6 
 
and let  
 
( ) ( ) ( ) ( )11 1ZP t P t Hit tα α= − − + ⋅   Eqn.  2-7 
 
where 0 ൏ α ൏ 1  and  
 
rp
M
α ∼   Eqn.  2-8 
 
where pr  is the probability that an arriving packet replaces the zombie chosen for 
comparison, and M  is the size of the zombie list in terms of the number of zombies. 
 
Then PZሺtሻ  is an estimate of the frequency of hits for approximately the most recent M/pr 
packets before packet t. This can also be considered as the probability that an arriving packet 
has a hit. We have now the following 
 
Proposition: PZሺtሻ‐1  is a good estimate for the effective number of active flows in the time 
shortly before the arrival of packet t. 
 
The proof of the proposition is presented below. Suppose there are many flows numbered 1, 
2,  ൉൉൉൉൉൉. Suppose that every time a packet arrives at the buffer, it belongs to flow i with 
probability πi  . We suppose these probabilities do not change over time. Hence, a zombie 
represents flow i with probability πi  . Then, for every arriving packet the probability that it 
causes a hit is  
 
( ){ } 21Z i
i
P Hit t π= =∑   Eqn.  2-9 
 
When there are N active flows of identical traffic intensity: πiൌ1/N  for 1൑ i ൑N,  this gives 
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( ){ } 11ZP Hit t N= =   Eqn.  2-10 
 
In this symmetrical case, Proposition 1 is exact or at least roughly unbiased. In general, the 
author of Stabilized RED [16] proposes to use PZሺtሻ‐1  as an estimate for the effective 
number of active flows even in the asymmetrical case.  
 
In general, when there are exactly N   flows with probabilities ( ) 1Ni iπ =   (which sum to one) we 
have 
 
2
1
1 1
N
i
iN
π
=
≤ ≤∑   Eqn.  2-11 
 
The lower limit is reached only when all πi  are the same, and hence are all equal to 1/N. The 
upper limit is reached only when one πi is one and all other πi‐s are equal to zero. The 
estimate of the effective number of active flows behaves in an intuitively acceptable way. 
 
Based on this estimate of effective number of connections, the Stabilized RED algorithm 
adjusts its packet drop probability for the purpose of stabilizing its queue and solving RED’s 
unfairness towards flows with longer round-trip time30.  
 
However, there are a few problems with the Stabilized RED algorithm. First, as the author of 
its paper admitted, its estimation of the number of connections is far from perfect. The 
estimation is only good in symmetrical cases but the author uses it even in asymmetrical 
cases. And he admitted that he observed under-estimate in the number of active flows and 
did not give a convincing explanation. And as we mentioned earlier in this section, the 
number of connections is only one of the many factors that affect network load. Other factors 
such as RTT, file size distribution can also notably influence load and therefore the estimate 
of the number of connections. Second, the author tries to use this measurement to solve the 
unfairness-towards-longer-RTT-flows problem. But in a foreseeable future Internet will keep 
                                                          
30 Later we will see from equilibrium analysis in Section 3.2 and from Eqn. 3-15 that flows with 
longer round-trip times occupies less bandwidth as compared to flows with shorter round-trip times. 
The author of Stabilized RED thinks that this is unfair to flows with longer round-trip time and tries to 
solve this problem as one of Stabilized RED’s goals. The author of this thesis holds a different 
oppinion on dealing with the fairness issue. He agrees with the author of paper [53], that flows with 
longer round-trip time should be disadvantaged. 
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on growing exponentially with its number of applications and volume of traffic, the zombie 
list will always and only be able to hold a small sample of all flows. Hence it can only partly 
solve the unfairness issue; and the author’s effort in this direction will turn out to be an 
incomplete solution. Besides, the author of [53] argues that those flows with longer round-
trip time consumes more network resources and should be beaten down31. For these reasons, 
the effort towards unfairness is not the concern of this thesis. 
 
However, Stabilized RED is, if not the first, an algorithm that uses scalable real-time 
measuring mechanism to monitor traffic characteristic information. The obtained 
measurement or the estimate of the number of active connections is further utilized as a 
secondary means for the purpose of adjusting drop or mark pattern. This again suggests that 
using queue occupancy as the only indicator of congestion severity may not be enough, 
further investigation and measurement on traffic characteristic information should be 
considered for the purpose of providing a secondary means of policy-making.  
 
Take Stabilized RED for example, its congestion control mechanism is mainly based on the 
estimate of the number of connections, which is based on the measurement of hit probability 
as described in Eqn. 2-7. Although its author admits this is far from a perfect estimate of the 
actual number of flows, it does contain important traffic characteristic information. Later we 
will show in Section 4.2 our extended zombie list measuring mechanism which measures 
more traffic characteristic information other than the number of active connections. 
 
Consider the case when the link is congested, since Stabilized RED also aims at 100% link 
utilization, then we have the hit probability of flow i  as: 
 
( ){ } 22, 1 iZ i xP flow i Hit t cπ ⎛ ⎞= = = ≈ ⎜ ⎟⎝ ⎠   Eqn.  2-12 
 
where xi  is the share of bandwidth of flow i  and c  is link capacity. 
 
And the total hit probability is: 
                                                          
31 The author means that this helps for the system to find shortest latency paths for all connections, if 
possible. 
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( ){ } 22 22 2 21 11 iZ i i
i i i i
wP Hit t x
c c RTT
π= = ≈ =∑ ∑ ∑   Eqn.  2-13 
 
where wi  is the congestion window of flow i. 
 
From Eqn. 2-13 we can see that the hit probability PZሺtሻ is a rough estimate of the second 
order moment of source arriving rate PDF32. On the assumption of homogeneous round-trip 
time, it is also the second order moment of congestion window PDF. Considering 
heterogeneous round-trip time, it is the second order moment of congestion window PDF 
weighted by each flow’s round-trip time.  
 
Now it is easier for us to understand why the estimate of the number of active flows in 
Stabilized RED is far from perfect. The distribution of all flows’ round-trip time also affects 
zombie hit frenquency as shown in Eqn. 2-13 and hence affects the estimate in the number of 
active flows. Besides, many other factors such as flow’s life (measured in round-trip time) 
may also affect the distribution of congestion window wi  , making the problem even more 
complicated. But the nature of the estimate is based on the measured second-order-moment 
of source arriving rate distribution. This measurement does provide us useful traffic 
characteristic information if we do not try to use it to estimate the effective number of active 
flows.  
 
Although Stabilized RED considers only one (the number of active flows) of the many 
factors that affect load, its idea and method on investigating more on traffic characteristic 
information is a big step forward. In Chapter 4 of this thesis our extended version of zombie 
list measuring meachanism will be introduced. The extended mechanism is able to measure 
both the first- and second-order moment of source arriving rate distribution, and use the 
results to provide guidelines on choosing the many trade-offs among delay, throughput and 
packet drop ratio. 
 
                                                          
32 PDF: Probability Distribution Function. 
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Chapter 3 
TCP Dynamics and Equilibrium 
Operating Point 
In this chapter, the Internet transmission system and its congestion avoidance and control 
mechanism is modelled as a feedback control system. Using NewReno-RED algorithm pair 
as an example, its feedback control system dynamics is analysed and the detailed 
mathematical derivations of the dynamic functions are given in Appendix I. The same result 
is also obtained from another approach – equilibrium analysis. Based on these analyses, the 
equilibrium operating point concept is introduced, which is important and is the basis for 
trade-off analysis in later chapters. Unlike some earlier research which compares 
performance(s) of different algorithms based on specific chosen parameters and limited 
range of traffic load scenarios, the operating point concept leads to the comparisons of 
different algorithms from their unique operating point traces. Comparisons thus made are 
more fair and comprehensive. And the trade-off relationships between performance indices 
of different algorithms can be analysed and compared both qualitatively and quantitatively.  
 
3.1 TCP modelling and TCP Dynamics 
The theory, many of the analyses and conclusions in this section, especially the mathematical 
derivations, are primarily based on [53]. However, the detailed workout is missing in the 
original paper and is redone by the author in Appendix I as a validation of the theory. The 
validation is useful on establishing and justifying the concept of equilibrium operating point 
in this chapter. 
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3.1.1 A feedback control system 
The Internet is commonly viewed as a transmission system consisting of sources and 
destinations, which is depicted by Figure 3-1. 
 
 
Sources DestinationsForwardRouting Table
Backward
Routing Table
traffic flow traffic flow
traffic flowtraffic flow
 
 
Figure 3-1  A transmission system view of Internet and its traffic 
 
 
But if we view the Internet as a feedback control system consisting of source control and link 
control algorithms, we can depict it in a different way as shown in Figure 3-2. 
 
Source Control Link ControlForwardRouting Table
Backward
Routing Table
source rate
xi(t)
network price  qi(t) link price  pl(t)
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Figure 3-2  A feedback control system view of Internet and its traffic 
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In Figure 3-2, at time t, for source i, xiሺtሻ is the rate at which packets are sent. For link l, ylሺtሻ 
is the aggregate source rate that passes through the link. And due to congestion, the link 
control algorithm within the router of that link determines the percentage of packets that 
shall be dropped or marked. This loss of packets can be interpreted as a cost or price a source 
has to pay for choosing that congested link as its path. And qiሺtሻ  is the overall packet loss 
ratio for source i   traversing through all links in its route, also known as the network price for 
source i. Viewed from the angle of a feedback control system, for source i,  qiሺtሻ  is the 
feedback control signal generated by the links on its path.  
 
Based on the feedback control theory, Reno-RED pair TCP dynamics can be modelled 
separately as given below. 
 
First, the Reno TCP’s AIMD (Additive Increase Multiplicative Decrease) source control 
algorithm can be modelled as following. At time t, xiሺtሻ is the rate at which packets are sent 
and acknowledgements received; qiሺtሻ is the overall packet drop ratio for source i  traversing 
through all links in its route. A fraction ሺ1െqiሺtሻሻ of these acknowledgements are positive, 
each incrementing the congestion window wiሺtሻ  by 1/wiሺtሻ; hence the window wiሺtሻ 
increases, on average, at the rate of xiሺtሻሺ1െqiሺtሻሻ/wiሺtሻ. Similarly, negative 
acknowledgements are returning at an average rate of xiሺtሻqiሺtሻ, each halving the window, 
and hence the window wiሺtሻ decreases at a rate of xiሺtሻqiሺtሻwiሺtሻ/2. Since xiሺtሻൌwiሺtሻ/τi  , 
where τi is round-trip time, we have for Reno the average model 
 
( ) ( ) ( ) ( )221 12ii i ii
q t
x t q t x tτ
−= −
 
 Eqn.  3-1 
 
where xiሺtሻ  is the flow rate of source i  , qiሺtሻ is the overall packet drop ratio for source i 
traversing through all links in its route, and τi  is the round-trip time of source i. 
 
Here we are assuming that we are only interested in long-term trend of the variation in the 
outstanding packets window, and do not intend to provide accurate description at finer time 
scales than the round-trip time. And based on this assumption the round-trip time τi  is not a 
function of time. Later in Section 3.1.3 we will discuss system dynamics where we will find 
τiሺtሻ as a function of time. 
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Second, AQM-RED algorithm’s link control mechanism can also be modelled alone. RED 
calculates drop probability based on Eqn. 2-3, which is put down below for convenience. 
 
( ) ( )( )
min
max
min min max
max min
0,
,           
1, otherwise
avgQ T
Pp t avgQ t T T avgQ T
T T
⎧ ≤⎪⎪= − < <⎨ −⎪⎪⎩
   
 
Eqn. 3-1 and Eqn. 2-3 together can characterize congestion control mechanism of Reno-RED 
pair as long as we are not attempting to examine the system on the detailed evolution of a 
window under AIMD. 
 
3.1.2 End-to-end analysis 
Consider the routing table of an end-to-end network, and assume that the network has N 
sources and L links. Source i  traverses the network through a subset Li of L links to its 
destination, and passes the same links back to the source to deliver the ACK packets. Thus 
we have a LൈN  routing matrix  Rli. 
 
1,       if    
0,       otherwise
i
li
l L
R
∈⎧= ⎨⎩  Eqn.  3-2 
 
The aggregate flow rate on link l  can be represented as: 
 
( ) ( )fl li i li
i
y t R x t τ= −∑  Eqn.  3-3 
where fliτ  denotes forward delay of source i  on link l. 
 
Assume that the network is lightly congested and the flow rate on the link is always around 
link capacity: 
 
  57
( )
( )ili li i
w t
R c
tτ =∑  Eqn.  3-4 
 
or 
 
( )li i li R x t c=∑  Eqn.  3-5 
where cl  is the link capacity of link l. 
 
Let qiሺtሻ be the overall packet drop ratio of source i  traversing through all links in its route. 
When plሺtሻ  is small, qiሺtሻ can be represented as: 
 
( ) ( )( ) ( ) ( )1 1
ii
i l l li ll
l Ll L
q t p t p t R p t
∈∈
= − − ≈ =∑ ∑∏  Eqn.  3-6 
 
 
3.1.3 Dynamics of Reno-RED pair feedback control system 
To analyse throughput or delay behaviour of an end-to-end network, we must combine 
equations Eqn. 3-1, Eqn. 2-3, Eqn. 3-4, Eqn. 3-5 and Eqn. 3-6 together and find the 
dynamics of the Reno-RED pair feedback control system. 
 
Let’s define: 
 
( ) ( )li i li
l l
b t
t d R
c
τ = +∑   
where di  denotes propagation delay of source i ,  bl  denotes instantaneous queue size of link 
l , and τiሺtሻ  denotes round-trip time (RTT). And now we find the round-trip time τiሺtሻ  to be 
a function of time. 
 
Substitute τiሺtሻ  into Eqn. 3-1, we have:  
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( ) ( ) ( )( ) ( ) ( ) ( )
( )11
2
i
i i i i i i i
i
w t
w t x t q t x t q t
w t
τ τ= − − − −
 
 
Eqn.  3-7 
 
 
Also consider instantaneous queue length dynamics 
 
( )
( )
f
i li
l li lf
i i li
w t
b R c
t
τ
τ τ
−= −−∑
 
 Eqn.  3-8 
( )
( )
f
i li
l li l
fi
i ki k li k
k
w t
b R c
d R b t c
τ
τ
−= −
+ −
∑ ∑

 
 
Eqn.  3-9 
 
where lb  denotes the derivative of bl  , and RED algorithm’s  drop  probability function 
 
( ) ( )( )max min min max
max min
                l l
Pp t avgQ t T T avgQ T
T T
= − < <−   Eqn.  3-10 
 
The three equations Eqn. 3-7, Eqn. 3-9 and Eqn. 3-10 are the dynamic functions of the Reno-
RED pair feedback control system. 
 
These dynamic functions are not linear, rendering them too complicated to be analysed. 
However, if we find their equilibrium point and linearize around it, we will find meaningful 
results and explanations. 
 
3.1.4 Equilibrium analysis 
Assuming the routing matrix R  has full rank, there is a unique equilibrium point or operating 
point ሺw*,  p*ሻ for the Reno-RED pair feedback control system [53]. From now on, we use 
‘*’ to represent equilibrium value of a variable. And let’s define *fliτ  to be the equilibrium of 
forward delay of source i on link l, and *bliτ  to be the equilibrium of backward delay of 
source i  on link l. 
 
When in equilibrium, 0lb = , so from Eqn. 3-9  we have: 
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( )
*
*
 
f
i li
li l
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+ −
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Substitute equilibrium value ሺw*, p*ሻ  into it, we get: 
 
*
*
i
li l
i
i ki k k
k
wR c
d R b c
=
+
∑ ∑
 
 
which is actually 
*
*
i
li li
i
wR cτ =∑  
 
When in equilibrium, 0iw = , so from Eqn. 3-7 we have: 
 
( )
( ) ( ) ( )
( )
( ) ( )
( )* ** *
* *
11     
2
i i i i ib b
li l li li l li
l lii i i i
w t w t w t
R p t R p t
w tt t
τ ττ ττ τ τ τ
− −⎛ ⎞ ⎛ ⎞− − = −⎜ ⎟ ⎜ ⎟− −⎝ ⎠ ⎝ ⎠∑ ∑  
 
And when in equilibrium, substitute above variables with *iτ , *iq , *iw , *bliτ , etc. 
correspondingly, and we get 
 
( )( )2* *2 2li l i
l
R p w= +∑
 
 
Since in equilibrium * *li l il R p q=∑  , we get: 
 
( )( )2* *2 2i iq w= +
 
 Eqn.  3-11 
 
Eqn. 3-11 is a very useful relationship and we will see it being used frequently in simplifying 
expressions in Appendix I.  
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3.1.5 The Reno-RED pair transfer functions 
The three equations Eqn. 3-7, Eqn. 3-9 and Eqn. 3-10 are the dynamic functions of the Reno-
RED pair feedback control system. However, they are not linear and are hence too 
complicated to be analysed. Now that we’ve got the equilibrium point ሺw*,  p*ሻ for the Reno-
RED pair feedback control system, we can linearize Eqn. 3-7 and Eqn. 3-9 around the 
equilibrium point ሺw*,  p*ሻ and analyse the equilibrium behaviour of Reno-RED pair 
feedback control system. Then we may find meaningful results and explanations, based on 
which we may take an ulterior step to control the system for our new purposes, such as 
reducing delay at decent cost of other performance indices such as throughput and packet 
loss ratio. 
 
The original linearization and Laplace Transformation work are done by the authors of [53]. 
However, the detailed workout is missing in the paper and is redone by the author of this 
thesis in Appendix I as a validation of the theory.  
 
The mathematical derivations of the Reno-RED pair feedback control system dynamic 
functions are summarized below. 
 
By utilizing mathematical modelling technique we derived the system dynamic functions: 
 
 
Linearize around the equilibrium point of ( )* *,w p , we derived the linearized functions: 
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i i i
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Finally, by applying Laplace transform we get the transfer function representation of the 
system: 
 
 
 
 
3.2  Another equilibrium analysis approach 
Interestingly, another equilibrium analysis approach produces similar results. This is a 
positive support for the operating point concept.  
Source arriving rate distribution 
Mathematical derivations in [54] show that if we focus on long term stable behaviour of 
elephant TCP connections, Reno TCP’s AIMD mechanism33 determines that the congestion 
window distribution of TCP sources is a function of  packet loss ratio p . And for small p  
the congestion window distribution has the form: 
 
{ } ( )
2
2
0
1
kc w
k
k
P W w R c e
p
−∞ −
=
> = ∑
 
 Eqn.  3-12 
 
where c  is a constant. 
 
And for Reno cൌ1/2  and  
 
( ) ( ) ( ) ( )* * * *
1 T
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i i i i
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 Eqn.  3-13 
 
( ) ( ) ( ) ( )1 3 12
1
1 1
k kkk
k k
L c c c
∞ +∞ +
= =−∞
= − = −∏ ∑
 
 Eqn.  3-14 
 
Please note that equation Eqn. 3-13 can not be found in [54], where a more general form of 
the expression is presented. Here the author of the thesis has applied the characteristics of 
Reno TCP and presented a simplified expression only applicable for Reno. 
 
Equilibrium analysis 
In equilibrium, Eqn. 3-12  is presented in another form in [55]. 
 
MSS CBW
RTT p
=
 
 Eqn.  3-15 
 
or more accurately, a fitting model for simulation data in a more general form 
 
kMSSBW C p
RTT
= ⋅   Eqn.  3-16 
 
where C     is a constant for small p  and its value is dependent on TCP implementations, k is 
roughly －1/2.  
 
Table 3-1 and Table 3-2 show this relationship between C  and different TCP 
implementations: 
 
 
 
                                                                                                                                                                    
33 The exponential increase in congestion window at the slow-start stage of a connection is not 
considered in the derivation of the congestion window distribution as in Eqn. 3-12; and under the 
assumption of small drop or mark probability (p)  the timeout effect is not considered either. 
  63
Derivation Acknowledge Strategy C
Periodic loss 
[55] 
Every packet 1.22 3 / 2=  
Delayed 0.87 3 / 4=  
Random loss 
follows [36] 
Every packet 1.31
Delayed 0.93
Table 3-1  Mathematical  relationships  between  contant  C   and  TCP 
implementations 
 
 
Eqn. 3-15 is a famous TCP relationship expression which is referred numerously in papers. It 
reveals that there are complex trade-off raltionships among throughput, end-to-end delay and 
packet loss ratio.  
 
 
Acknowledge-
ment Scheme
TCP 
Implement-
ation 
Least Mean Squares Fit 
N 
Eqn. 3-15 
C 
Eqn. 3-16 
k C 
No 
Delayed 
ACKs 
FACK 16 1.352 ± 0.090 －0.513 1.205 ± 0.090 
SACK 11 1.346 ± 0.052 －0.508 1.247 ± 0.090 
Reno 12 1.331 ± 0.054 －0.521 1.096 ± 0.090 
New Reno 12 1.357 ± 0.055 －0.516 1.167 ± 0.090 
Tahoe 11 1.254 ± 0.079 －0.534 0.920 ± 0.090 
Delayed 
ACKs 
FACK DA 15 0.928 ± 0.086 －0.519 0.783 ± 0.045 
SACK DA 10 0.938 ± 0.036 －0.518 0.792 ± 0.012 
Reno DA 10 0.939 ± 0.046 －0.524 0.752 ± 0.015 
New Reno 
DA 
11 0.935 ± 0.045 －0.526 0.738 ± 0.006 
Tahoe DA 11 0.883 ± 0.076 －0.542 0.596 ± 0.012 
Table 3-2  Comparison of various TCP implementations, based on simulation 
results of ns-2 from [55] 
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3.3 The concept of operating point 
Mathematical analysis in both Section 3.1 and Section 3.2 reveals that there are complex 
trade-off raltionships between source arriving rate distribution, mean rate, end-to-end delay 
and packet loss ratio. So when we want to compare the performance of different link control 
algorithms or active queue management algorithms such as RED, we need to make the 
comparison on a common and fair basis. It would be ideal if we can find a both quantative 
and graphical way, especially when mathematical solution is too hard to get, to show and 
compare the performance of different link control algorithms. 
 
If we focus only on stable behaviour of TCP connections, a pair of variables ሺp,  avgQሻ can 
be used to describe system’s equilibrium operating point, where p stands for packet loss ratio 
and avgQ stands for average queue size. On a two-dimensional plane with  p on the y-axis 
and avgQ on the x-axis, the point ሺp,  avgQሻ is called the equilibrium operating point of the 
TCP feedback control system. At a finer time scale natural traffic fluctuation makes ሺp,  avgQሻ 
to oscillate around this operating point. When traffic characteristics such as load changes, the 
operating point ሺp,  avgQሻ will move accordingly and will oscillate around its new location. 
And by observing the traces of the operating points w.r.t. traffic characteristic changes such 
as load variations, it helps us on observing the behaviour and evaluating the overall 
performance of a queue management algorithm. And by introducing the concept of operating 
point, it gives us a fair ground for performance comparison between different queue 
management algorithms. 
 
The concept of operating point is supported not only by mathematical analysis as shown in 
Section 3-1 and Section 3-2, but also by simulation results. Based on simulations Adaptive 
RED [11], if not the first, presented and compared the operating point traces of RED and 
Adaptive RED algorithm. And based on its simulation results its author gives explanations 
on why Adaptive RED is able to keep average queue size relatively stable around the mid-
way between minimum threshold (Tmin) and maximum threshold (Tmax), two of RED’s 
parameters. In fact the traces of operating point w.r.t. TCP traffic characteristic changes such 
as load variations are very self-telling. Figure 3-3 shows our simulation results comparing 
the operating point traces between RED and Adaptive RED algorithms. The simulations are 
run on ns-2 platform [19] with similar parameter settings and results as those in Adaptive 
RED [11] paper. 
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Figure 3-3  Comparison of operating point traces between RED algorithm and 
Adaptive RED algorithm 
 
 
In Figure 3-3, the x-axis is average queue size (in mean packet size), and the y-axis is packet 
loss ratio. For each algorithm, its equilibrium operating points ሺavgQ,  pሻ under a series of 
load map into a series of dots in the figure. And as load changes from light to heavy, they 
form a line from bottom to top. And we call this line operating point trace. Along each line 
and from bottom to top, all other factors remain the same except load increases from light 
congestion to heavy congestion. Hence the figure compares RED algorithm and adaptive 
RED algorithm’s operating point traces w.r.t. load changes. For each algorithm, the 
simulations are run for 20 times with 20 different and independent seeds. And if Figure 3-3 
is enlarged, we can see that the “points” shown on the figure are in fact rectangle areas 
showing 95% confidence interval of the 20 simulation results. The considerations and the 
way of calculating the 95% confidence interval are described in Appendix II. 
 
Due to the differences in queue management strategies between the two active queue 
management algirthms, their operating point traces w.r.t. load changes behave differently. 
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For RED algorithm, average queue size and packet drop ratio increase linearly from light to 
medium congestion, and increase sharply when average queue size approaches and exceeds 
maximum threshold. This tallies well with the drop probability function of RED algorithm as 
described in Eqn. 2-3 and Figure 2-5. For Adaptive RED algirthm, average queue size stays 
almost the same from light to heavy congestion. Supported by similar simulation results in 
its paper, the author of Adaptive RED claims that with Adaptive RED algorithm, network 
operators can have a rough a priori estimate of the average delays in their congested routers. 
 
Internet grows so rapidly that minor modifications to TCP implementations happens from 
time to time, and the active queue management strategies develop with them for the purpose 
of better sastisfying various needs of different users. This is illustrated in Section 2.2.2 and 
Section 2.2.3. When TCP implementations and active queue management algorithms change, 
dynamic functions such as that is shown in Section 3-1 change accordingly. Even though the 
change might be a very slight one, the mathematically derived dynamic functions can be 
very different, making it difficult to compare different TCP implementation and queue 
management algorithm pairs. 
 
The benefit of introducing the concept of operating point is that it saves us the trouble of 
deducting each time the dynmaic functions of different source-control and link-control 
algorithm pairs. By observing the operating point traces of different active queue 
management algorithms, we can compare their overall performance on a fair basis. And by 
doing so, we are focusing on long time-scale, stable behaviour while bypassing small time-
scale dynamics; we are focusing on general and statistical trend and trade-off relationships 
while bypassing complex mathematical derivations. This is meaningful especially when it is 
too complicated to obtain a quantitative relationship between  the variables or solve it in real-
time. 
 
For example, in Figure 3-3 we can observe that as load increases packet drop ratio always 
increases and goodput always drops. Besides, when load remains the same, packet drop 
probability of the two algorithms in Figure 3-3 stays almost the same while average queue 
size can be notably different. This suggests that if we can somehow control and push the 
operating point to the left in the figure, delay can be notably reduced while packet drop ratio 
may remain essentially unchanged, the idea of which will be further explored and examined 
in Chapter 5. 
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Chapter 4 
Toward Fully Automated 
Adaptation of RED 
In this chapter the author introduces a new variant of RED algorithm which is named Fully 
Adaptive Random Early Detection (FARED). The new algorithm intends to emphasize delay 
control and reduce delay at times when trade-offs on other performance indices are 
imperceptible. In order to achieve this goal three necessary components are integrated 
together in this algorithm, namely scalable real-time measuring mechanism, adaptive 
technique and delay-oriented operating point control. 
 
The new algorithm integrates a scalable real-time measuring mechanism called zombie list 
into the current version of Adaptive RED algorithm. The author also extends the original 
zombie list mechanism to make it capable of measuring delay-related traffic characteristics. 
Hence unlike precedent RED variants, the new algorithm is not only able to monitor packet 
queue length but also able to detect delay-related traffic characteristic changes such as mean 
and variance of arrival bit rate distribution. Based on this additional measurement FARED 
algorithm adaptively adjusts RED parameters and controls the feedback control system’s 
equilibrium operating point to move towards target location, which reduces delay and in the 
same time keep other performance indices such as goodput and packet drop ratio un-
sacrificed. 
  
In Section 4.1, the reason and the considerations of recommending a new algorithm is 
explained step by step. In Section 4.2, our extended version of zombie list measuring 
mechanism is introduced with corresponding mathematical derivations. In section 4.3, our 
Full Adaptive RED algorithm is described, simulations are run to check the correct 
functioning of the extended zombie list measuring mechanism and the FARED algorithm, 
and at the end of the chapter, an example is given to explain how the algorithm works. The 
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performance of the new algorithm will be examined in detail and will be compared with 
Droptail, original RED and Adaptive RED algorithms in Chapter 5. 
 
4.1 Why new algorithm 
Historical changes in RED parameter setting guidelines 
RED adopts four parameters, namely, wq (average queue weight), Tmin (minimum threshold), 
Tmax (maximum threshold) and Pmax (maximum drop/mark probability). Both real application 
practices and research studies reveal that these parameters need to be set properly for the 
RED algorithm and its variants to achieve high performance. Along with the development 
and people’s understanding of the Internet, the guidelines for setting these parameters have 
also experienced substantial changes over the time. 
 
In [6] Sally Floyd and Van Jacobson first recommended to set Pmaxൌ0.02  and Tmaxൌ2ൈTmin. 
And they believed that Pmax should not be set at a higher value for the purpose of achieving 
high goodput. Later in [56] they admitted that real application practices require a much 
higher value of Pmax  and they modified their recommendations to set Pmaxൌ0.1, almost five 
times as much as its previous guideline value. Besides, it was then widely accepted for 
setting Tmaxൌ3ൈTmin [56]. However, at certain cases this recommended value for Pmax  is still 
considered low especially when facing heavy congestions. Network maintenance personnel 
complain that they need to adjust RED parameters constantly for achieving best performance. 
Cisco, the world’s largest computer-networking company, sometimes recommends internally 
to set Pmaxൌ1  for their gateways in order to avoid the trouble of constant tuning and to avoid 
the discontinuous jump from Pmax  to 1  in the RED drop probability function when 
maximum threshold  Tmax  is exceeded. For this reason in [8] the author argues that adjusting 
RED parameters is an inexact science and even suggests that RED be abandoned.  
 
This evolving history of parameter setting guidelines suggests that there are complex trade-
off relationships among performance indices such as packet drop ratio, goodput and delay. 
Correspondingly, inappropriate RED parameter settings of Pmax  , Tmin and Tmax may sacrifice 
one performance index too much for another. And adjusting RED parameters is in nature to 
change its control policies and hence change system’s equilibrium operating point traces, so 
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that a better balance between packet loss ratio, goodput and delay can be achieved. The fact 
that RED parameters need constant tuning implies that there may be intrinsic mismatch 
between RED’s pre-defined parameters (hence control policies) and the best balance of 
performance indices at all times. One solution to this problem is to adapt RED parameters 
w.r.t. measured traffic characteristic changes. For example, if we find the relationship 
between RED parameters and system’s equilibrium operating point, and the relationship 
between the equilibrium operating point and overall performance trade-offs, then based on 
measured traffic characteristics we can adapt RED parameters to relocated system's 
equilibrium operating point and hence achieve best performance balance at all times. 
 
Complex trade-off relationships and decay rate 
The development of Internet raises all kinds of new requirements which push the guidelines 
on setting RED parameters to change with it. Despite all these disputes on setting RED 
parameters, most existing applications of that time emphasize on high throughput and low 
packet drop ratio. However, as Internet continues to grow and evolve, nowadays more and 
more applications have more stringent end-to-end delay requirement. TCP dynamic analysis 
in Section 3.1 and equilibrium analysis in Section 3.2 suggest that there are complex trade-
off relationships among delay, throughput and packet drop ratio. Even if we greatly simplify 
the situation and consider only the equilibrium case, from equation Eqn. 3-15 we can see that 
when load remain unchanged and per-flow bandwidth remain constant, the trade-off for 
reduced round-trip time or end-to-end delay is higher packet drop ratio and lower throughput. 
However, we may want to know when and how much we would like to trade one 
performance index for the other, or others. For example, when we want to emphasize and 
improve delay performance, we would like to know when it would be proper to do such a 
trade-off without sacrificing too much on other performance indices such as throughput and 
packet loss ratio.  
 
Research works [48][57] show that unlike PSTN traffic which is a Poisson-like traffic, 
Internet traffic is a Pareto-like traffic. From the angle of trade-off between packet drop ratio 
and delay, the difference between the two types of traffic is obvious. For Poisson traffic, if 
we choose Droptail algorithm on a congested gateway and observe its performance on a 
semi-log scale figure with packet drop probability on y-axis and queue size on x-axis, we 
will see a straight line similar in Figure 4-1. The slope of the straight line is called decay rate. 
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For Pareto traffic, there exists a similar straight line as shown in Figure 4-2, however, on a 
log-log scale figure rather than a semi-log one. 
 
The difference reveals that for Poisson traffic, it takes linearly increased buffer space and 
hence queueing delay to trade for exponentially decreased packet drop ratio. However, for 
Pareto traffic, it takes exponentially increased buffer space to do so. This means a much 
higher price on trading queueing delay for packet drop ratio or goodput. However, it also 
means an opportunity the other way around – sometimes it is proper to trade slightly 
increased packet loss ratio for exponentially decreased queueing delay. 
 
 
  
Figure 4-1  Graph of the Approximation to the Cell Loss by the Probability that the 
Queue State Exceeds X (From Figure 7.6 in reference [48]) 
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Figure 4-2  State Probability Distributions with Pareto Distributed Batch Input 
(From Figure 17.7 in reference [48]) 
 
 
Simplify complex trade-off relationships from operating point angle 
TCP dynamic analysis in Section 3.1 and equilibrium analysis in Section 3.2 reveals that 
there are complex trade-off relationships between arrival rate distribution, delay and packet 
drop probability. Different active queue management algorithms have different control 
mechanisms and hence have different performance on throughput, packet loss ratio and 
queueing delay. Therefore, when we want to compare the overall performance of different 
link control algorithms or active queue management algorithms, we want to make the 
comparison on a common and fair basis.  
 
Although the TCP dynamics as shown in Section 3.1 is extremely complicated and hence 
hard to interpret, the equilibrium analysis in Setion 3.2 shows that there is an equilibrium 
operating point for the feedback control system. Simulation results such as the one shown in 
Fig. 3-3 also support the existence of the operating point. Its location moves as traffic 
characteristics such as load changes. This trace of operating points w.r.t. load variations 
helps us on figuratively understanding how traffic characteristic variations push system to 
new equilibriums. And when system equilibrium operating point moves from one location to 
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another, the operating point trace figure also helps us on understanding the trade-offs 
between the two locations. By comparing the operating point traces of different link control 
algorithms under same series of traffic characteristic changes, we have a fair basis for 
comparison. In this way the performance of different link control algorithms can be 
compared fairly, figuratively and quantatively. 
 
Another benefit of the operating point concept is that, instead of trying hard to derive and 
solve dynamic functions, it gives us an easy object to control. On the operating point trace 
figure, we can directly see how the control policies of different link control algorithms work 
on controlling the locations of the operating points. The figure helps us on understanding the 
trade-offs we made by simply monitoring how our control policies push system equilibrium 
operating point to new locations. And when we grasp the rules of the operating point traces 
and understand the trade-offs thus made, we can further purposely control the location of 
operating point to achieve the trade-offs we desire. For example, when we find that the 
arriving traffic is less bursty, we can expect that average queue size will fluctuate less 
violently, and a shorter queue can notably reduce queueing delay yet trading little for 
throughput and packet loss ratio. In this case, we can purposely adapt RED parameters to 
relocate the operating point to reduce delay at low cost. However, all these must be based on 
measuring the underlying traffic characteristics and sense its changes in real-time. 
 
Measure traffic characteristics in real-time 
It has long been recognized that understanding traffic characteristics is very important for 
policy-making. And there are quite a few existing measuring and monitoring mechanisms for 
this purpose. For example, Cisco, the world’s largest company in computer-networking 
equipment has vision in the importance of measurement technology and has put lots of effort 
and research in this area. Cisco provides various approaches and methods to measure and 
monitor QoS related network information, and provides solution software and hardware 
application packages such as NetFlow [13], FlowMon [14], RTTMon [15], etc.  
 
However, all of these solutions keep per-flow state or a considerably large sampled detail of 
all flows. This consumes lots of resources such as memory and calculating power, and hence 
presents scaling challenges. For this reason, these hardware and software are also very 
expensive and are affordable only to be installed at pivotal network nodes. Hence only traffic 
information at pivotal network nodes will be measured and monitored. Finally, these 
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collected data need to be further centralized to a main station, which will consume a 
considerable amount of network bandwidth for transmission and is normally done at night 
when network is often not congested at all. These data will be further analyzed for the 
purpose of network planning, accounting and billing. Although these measuring methods are 
very powerful and the measured results are very accurate and useful, it is safe to say that 
they are not designed for and are not suitable for real-time measurement and real-time 
decision-making. 
 
Unlike these solutions, a suitable measuring mechanism for active queue management 
algorithms should be simple and scalable so that necessary traffic characteristic information 
can be obtained in real-time for decision-making. Stabilized RED is one of few active queue 
management algorithms with one such measuring mechanism, namely the zombie list 
mechanism. However, its real-time measuring mechanism needs to be further developed 
before being capable for the purpose of delay-oriented active queue management. 
 
In Section 2.2.3, the original zombie list mechanism has already been introduced together 
with the Stabilized RED algorithm under the sub-title of “Stabilized RED”. In Section 4.2, 
we will introduce our extended version of zombie list measuring mechanism which measures 
in real-time the underlying traffic characteristics based on which we can decide where we 
want the system operating point to be located. 
 
Control the location of operating point in order to reduce delay 
Figure 4-3 below is one of our simulation results which compares the operating point traces 
of a few algorithms of our interest. We run our simulations on ns-2 [19] platform and choose 
a typical single bottle-neck link scenario, with link capacity 2 Mbit/s. The simulations are 
run under same series of load for different queue management algorithms. The load series 
are Nൌ4,  8,  12,  16,  20,  30,  40  FTP connections. All the other conditions and parameters 
remain the same except for the difference in the control policy of each algorithm. In the 
figure, the Droptail algorithm’s operating points locate to the right-most. Hence the Droptail 
algorithm has the highest queueing delay which is determined by its “drop packets only at 
buffer full” control policy. The control policy of RED algorithm pushes its operating points 
to the middle-left in the figure and notably reduces the queueing delay, which is determined 
by its “drop packets early even before buffer is full” policy. However, this is at the cost of 
slightly increased packet loss ratio. Adaptive RED’s control policy is to push average queue 
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size towards the middle between minimum threshold Tmin and maximum threshold Tmax  , and 
hence it pushes its operating points to the middle between Tmin and Tmax and has the most 
stable queueing delay. In Figure 4-3 we can see that under same series of traffic load 
conditions, if a link control algorithm pushes its operating point towards the left-side in the 
figure,  queueing delay is reduced notably at the cost of slightly increased packet loss ratio. 
And this is the trade-off line between packet drop ratio and queueing delay. When 
mathematical solutions to TCP dynamics as shown in section 3.1 are hard to obtain in real-
time, Figure 4-3 helps us on figuratively and quantatively understanding the trade-offs 
between packet drop ratio and queueing delay, and helps us on choosing our control policies 
and adjusting RED parameters so that queueing delay is notably reduced at the cost of 
decently increased packet drop ratio.  
 
 
 
 
Figure 4-3  Operating point trace comparison of Droptail, RED and Adaptive RED 
algorithms 
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In summary, operating point trace figure such as Figure 4-3 indicates that by adopting new 
control policies which pushes operating point  locations to the left in the figure, delay can be 
notably reduced at the trade-off of slightly increased packet loss ratio. And based on 
measurement of congestion severity and delay-related traffic characteristic information, we 
can distinguish the situations and find the proper opportunities to do so. 
 
Reduce delay when rate variance is small 
We find in our simulations that whenever the overall source arriving bit rate at the queue 
buffer is quite uniform and has a smaller discrepancy, the variance of arrival rate distribution 
is smaller and the aggregate traffic behaves less bursty. And in this situation a smaller queue 
buffer can satisfy queueing requirements and maintain high throughput. Hence this is the 
proper occassion that we push the operating point to the left to notably reduce delay at the 
cost of negligible increased packet loss ratio. 
 
The reason behind this can be interpreted as follows. Unlike UDP traffic, TCP flows are 
responsive flows which after the initial connection-establishing phase increase their sending 
bit rate (more accurately, their congestion window) linearly and decrease them exponentially, 
generally known as additvie increase and multiplicative decrease (AIMD). This is one direct 
cause of traffic bursts. In some cases, some flows may have higher bit rate and hence occupy 
bigger bandwidth than other flows due to extremely short round-trip time, etc. In these cases, 
they generate higher traffic spikes and are the cause of more bursty traffic at the router. On 
the contrary, when all flows have rather uniform bit rate, due to RED algorithm’s random 
drop mechanism, their bit rate spikes tend to be statistically spaced aparts and the aggregate 
arriving bit rate at the router tends to be less bursty. With the zombie list measuring 
mechanism monitoring traffic characteristic information, the variance of arriving bit rate 
distribution of all sources can be measured and utilized to identify this situation. And at right 
opportunities such as when arriving traffic is less bursty, a delay-oriented active queue 
management algorithm can purposely adopts a smaller queue buffer to accommodate traffic 
burst while in the same time maintain same throughput and packet loss ratio performance. 
 
Based on these observations and for the purpose of delay control, we recommend a new 
algorithm which uses extended zombie list measuring mechanism to measure in real-time the 
mean and variance of arrival rate distribution, and use the results for our policy making. Our 
control policy is to push operating point to the left (as shown in Figure 4-3) when the 
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variance is small, and push it harder when it’s smaller. In chapter 5, our simulation results 
show that the algorithm works fine and reduce queueing delay notably with very limited 
trade-off for packet drop ratio and throughput. 
 
4.2 Zombie list – a scalable realtime measuring mechanism 
4.2.1 The original zombie list mechanism 
To know more about traffic characteristics at the router, a real-time measuring mechanism 
which is also scalable is a pre-requisite. And the zombie list mechanism is such a mechanism. 
 
The original zombie list mechanism is first introduced in the Stabilized RED paper [16] and 
is intended to measure the number of active connections. And the purpose of designing 
Stabilized RED is to stabilize queue length and address the unfairness issue towards longer-
RTT flows, not to reduce delay. The original zombie list mechanism has already been 
described in Section 2.2.3. 
 
4.2.2 Our extended zombie list mechanism 
In order to measure traffic characteristics information of our own interest, we make 
modifications the original zombie list mechanism, and our zombie list mechanism works as 
follows. 
 
1. Instead of keeping a fixed number M  slots of zombies in the zombie list, we keep a fixed 
number M’  bytes of memory cache in the zombie list, which we also call zlSize  (zombie 
list size) in later derivations in Section 4.3. Hence the size of the zombie list is fixed and 
is independent of various packet sizes of different flows. 
2. When a newly arrived packet is decided by the mechanism to enter the zombie list, 
approximately equivalent bytes of zombie(s) in the list is removed from the zombie list. 
In this way the zombie list’s memory of the historical past is relatively fixed and the byte 
summation of the zombie list is kept in such a way that it always fluctuates around M’. 
3. At each packet arrival, compare the arriving packet with a randomly chosen zombie in 
the zombie list to see if a “hit” happens and update zombie hit probability PZሺtሻ 
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accordingly, where Z symbolizes Zombie. No matter if there is a hit or not, generate a 
random variable and compare it with replace probability pr and decide if the newly 
arrived packet should enter the zombie list. Instead of replacing the randomly chosen and 
compared zombie, we update the zombie list based on a first in first out rule. Hence there 
won’t be chances that certain zombie in the list is not replaced for a prolonged time, 
which negatively influences the veracity of measuring result. 
4. In addition to the original zombie list measuring mechanism (which compares the 
arriving packet with a randomly chosen zombie in the zombie list to see if there is a “hit”, 
and update the zombie hit probability PZሺtሻ  accordingly, where Z symbolizes Zombie), 
we continue to compare the arriving packet with the remaining zombies in the zombie 
list to see if there is a “list hit”, update list hit probability PLሺtሻ accordingly, where L  
symbolizes List. 
5. In addition to the original zombie list mechanism, at each packet arrival we count in the 
zombie list for the number of distinct flows Sሺtሻ. 
 
Similar to variable PZሺtሻ  which is maintained by Eqn. 2-7, variable PLሺtሻ  is maintained as 
follows. 
 
Around the time of the arrival of the t‐th  packet at the buffer, for t‐th  packet, let  
( )   0          if no list hit
1            if list hit
Hit t ⎧= ⎨⎩   Eqn.  4-1 
 
and let 
 
( ) ( ) ( ) ( )1 1L LP t P t Hit tα α= − − + ⋅   Eqn.  4-2 
 
where  0 ൏ α ൏ 1  and 
 
'
meanPktSize
M
α ∼   Eqn.  4-3 
 
where meanPktSize   is mean packet size measured in bytes, and M’  is bytes of memory 
cache in the zombie list.  
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Then PLሺtሻ  is an estimate of the frequency of list hits for approximately the most recent 
M’/meanPktSize  packets before packet t.  
 
Since zombie hit probability PZሺtሻ is the estimate of the frequency of a zombie hit, i.e. an 
arriving packet matches a randomly chosen zombie, during congestion arriving packets 
belong to flow i  with probability πi, where 
i i i
i
x xπ = ∑
 
 Eqn.  4-4 
 
and 
i
i
x C=∑
 
 Eqn.  4-5 
 
where C  is link capacity and xi  is flow i ’s rate in packets per second. 
 
The probability of a zombie hit is given by 
( ) ( )
2 2
2 2
2
1
Z i i i
i i i
xP t x x
F x
π ⎛ ⎞= = = ⋅⎜ ⎟⎝ ⎠∑ ∑ ∑   Eqn.  4-6  
where F  is the true total number of flows.  
 
Since list hit probability PLሺtሻ is an estimate of the list hit frequency, i.e. an arriving packet 
matches any zombie in the list, and Sሺtሻ  is the count of the number of distinct flows in the 
zombie list, the total number of flows can be estimated as 
( ) ( )ˆ LF S t P t=
 
 Eqn.  4-7 
 
 
During congestion, the mean arrival rate of all flows is 
( )
( )ˆ L
P tCx C
S tF
= = ⋅
 
 Eqn.  4-8 
 
The arrival rate variance of all arriving flows at the router is 
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( )
( ) ( )
( )
( )
22 2 2 L L
x Z
P t P t
x x C P t
S t S t
σ ⎛ ⎞= − = ⋅ ⋅ −⎜ ⎟⎜ ⎟⎝ ⎠  
 Eqn.  4-9 
 
( )
( ) ( )
( )
( )L Lx Z
P t P t
C P t
S t S t
σ ⎛ ⎞= ⋅ ⋅ −⎜ ⎟⎜ ⎟⎝ ⎠  
 Eqn.  4-10 
 
Now our new zombie list mechanism is able to measure in real-time the mean and variance 
of arrival rate distribution. And we find through simulations that arriving rate distribution 
contains useful information of traffic characteristics. We believe that the two important 
factors of the rate distribution, namely its mean and variance, have correlation with traffic 
burstiness information which can be utilized to find a proper opportunity to reduce delay. 
 
4.3  The new algorithm – FARED  
4.3.1 The algorithm 
As mentioned previously in Section 1.3, some researchers point out that observing queue 
buffer occupancy alone cannot distinguish congestion severity changes from natural 
fluctuation in arriving bit rate [12]. Observing queue occupancy alone appears all the more 
inadequate when we want to emphasize delay control in active queue management 
algorithms, especially when we are facing a bursty traffic such as TCP/IP traffic.  
 
Our observation is that the arriving rate distribution of all sources contains more traffic 
characteristic information than that of queue occupancy fluctuation. And based on our 
extended zombie list measuring mechanism, we are able to measure its two most important 
parameters, namely its mean and variance34. And based on this additional measurement, we 
recommend a new variant of the current version of Adaptive RED algorithm. In our 
algorithm we use adaptive mechanism in Adaptive RED algorithm to update maximum drop 
probability Pmax as described in [11]. Additionally, we introduce an algorithm to update 
minimum threshold Tmin  in order to control operating point and hence queueing delay. The 
updating of Tmin  is described below. 
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1. Use the zombie list mechanism to measure the variance of arrival rate of flows, and 
calculate its deviation using equation Eqn. 4-10. 
2. Similar to the relationship between instantaneous queue size and average queue size, the 
measured rate variance also fluctuates considerably. In order to smooth it out, we use its 
exponentially weighted moving average (EWMA). Let weight be meanPktSize/zlSize, 
where meanPktSize is mean packet size and zlSize is the size of the zombie list in byte. 
Calculate the exponentially weighted moving average of the deviation, 
weightedRateDev. Hence weightedRateDev will be able to trace the average of the 
measured rate deviation of the past history corresponding to the size of the zombie list as 
shown in Eqn. 4-11. 
3. Calculate the target operating point by using equation Eqn. 4-12. 
4. Control the location of the operating point by adapting RED parameter Tmin. Control and 
move the location of the operating point towards target operating point by steps, at a 
pace of 5%·Tmin  at every 0.5 interval second. 
 
( )1 xweightedRateDev = w weightedRateDev w σ⋅ + − ⋅  Eqn.  4-11
 
where w  is weight and w ൌ meanPktSize/zlSize 
 
( )min max
min max1 ,2
T T weightedRateDevtargetOP=min T T
rateDevRef
⎡ ⎤+ ⎛ ⎞+ ⋅ −⎢ ⎥⎜ ⎟⎝ ⎠⎣ ⎦  
 Eqn.  4-12
 
 
where rateDevRef   is a constant, the value of which is set with an experience value of 
1.50E+05  for  a  2 Mbit/s  bandwidth  scenario  in  our  simulation. 
 
Eqn. 4-12 can be simplified into Eqn. 4-13. 
 
min max1 ,
weightedRateDevtargetOP=min T T
rateDevRef
⎡ ⎤⎛ ⎞⋅ +⎢ ⎥⎜ ⎟⎝ ⎠⎣ ⎦
 Eqn.  4-13
 
 
 
                                                                                                                                                                    
34 The mean and the variance of arriving bit rate of all flows. 
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Considering the extreme cases will help us understand Eqn. 4-13: (1) When the arriving bit 
rate of all flows are uniform and has extremely small fluctuations, the measured rate variance 
will approach zero, and Eqn. 4-13 will yield Tmin, which means the proposed algorithm will 
control the operating point and push it towards minimum value Tmin. This is easy to 
understand. In this non-bursty case, a shorter queue would satisfy throughput and drop 
probability requirement, and in the same time induce least queueing delay. (2) When there is 
only one on-off flow with extremely high burst bit rate, the measured rate variance will 
approach maximum, in this case Eqn. 4-13 will yield Tmax , which means the proposed 
algorithm will control the operating point and push it towards maximum value Tmax . This is 
also easy to understand. In this extremely bursty case, the best way to maintain high 
throughput is to use maximum allowed buffer space for queueing the bursty traffic. (3) When 
the traffic is normal, say the ratio of weighted rate deviation over the reference value 
produces one, Eqn. 4-13 will yield ሺTmin  ൅  Tmaxሻ/2 , in which case the proposed algorithm 
will control the operating point and push it towards the middle between minimum threshold 
and maximum threshold. In this case, our proposed algorithm behaves very similar to the 
Adaptive RED algorithm.  
 
In order to trace traffic characteristic changes quick enough while in the same time do not 
induce unwanted oscillation, the proposed algorithm adopts the same adaptation period of 
0.5 second as the Adaptive RED algorithm. We run a series of simulations with different 
choices of adaptation period from 0.1 second to 1 second. The results are that the differences 
are less than 5%. And we choose to use 0.5 second adaptation period works fine in most 
cases. For the same consideration of stability, as a given guideline the proposed algorithm 
recommends to adapt Tmin in steps of 5% Tmin. Another consideration for this is that the 
adaptation of Tmin      cannot be as abrupt as the adaptation of the maximum drop probability 
Pmax , because when traffic characteristic changes and Tmin    is adapted, the average queue size 
needs time to follow the change. Otherwise too much adaptation in Tmin      will occasionally 
results in average queue size to exceed its minimum boundary Tmin     or maximum boundary 
Tmax, leading to passive packet drops which is the cause of global synchronization.  
 
We noticed through simulations that the choice of zombie list size zlSize also matters. If its 
value is too large, this not only leads to unnecessary calculation overhead but also blurs the 
packet samples of recent past history. For example, if zlSize is too large, some flows may 
have already expired but their packets may still remain in the zombie list waiting for 
replacement by new flows. This will influence the traffic characteristic measurement and 
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renders it too slow to trace the true traffic characteristics. In our simulation, we find that 
there isn’t a strict restriction for setting zlSize. We choose to use the delay bandwidth 
product for zlSize, and it is consistent with the adaptation period of 0.5 second. In this way, 
our measurement traces traffic changes of past 0.5 second, and consistently our proposed 
algorithm adapts its parameters every 0.5 second. 
 
The whole algorithm can be described by the chart below. 
 
Every packet arrival: 
Target_OP  = Tmin  * (1+weightedRateDev /rateDevRef  ) 
Every interval seconds: 
if (target_OP > (1+γ)*prev_OP ) 
  increase Tmin: 
  Tmin <- Tmin * (1+γ); 
else if (target_OP < (1-γ)*prev_OP ) 
  decrease Tmin: 
  Tmin <- Tmin * (1-γ); 
else 
  Tmin remain unchanged; 
set other queue thresholds relative to updated Tmin: 
Tmax <- 3  * Tmin; Qmax <- 50  *meanPktSize; 
 
Variables: 
weightedRateDev: measured by the zombie list mechanism 
 
Fixed parameters: 
interval: time; 0.5 second 
rateDevRef: reference value; 1.5E൅05 
γ: change factor; 0.05 
 
 
Note that we follow the recommendations in Adaptive RED paper [11] for setting Tmax at 
three times Tmin  , wq as a function of link capacity C, and queue buffer capacity Qmax to be 
50*meanPktSize. 
 
The new algorithm is driven from the measured mean and variance of the arrival rate 
distribution, as derived from zombie list measurements. Using the arrival rate measurements, 
we can calculate a desired average queueing delay and push system equilibrium operating 
point towards it by adapting RED parameter Tmin and Tmax. Our control policy is such that 
queueing delay is notably reduced without sacrificing much to packet drop ratio and 
throughput. Our simulation results corroborate the idea. 
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Using ns2 [19] we applied our algorithm to a typical single bottleneck link scenario, with 
link capacity 2 Mbit/s. Traffic demand comprises N persistent FTP sources; half sources 
send out 576-byte packets and half sources send out 1500-byte packets. In Figure 4-4, we 
illustrate how our new algorithm compares with Adaptive RED over a period during which 
N changes from 15 to 50 FTP sources at time tൌ80  sec. The dotted lines show the behaviour 
of Adaptive RED algorithm which changes Pmax to bring the average queue size back to the 
target, half way between fixed Tmin and Tmax values. The solid lines show the behaviour of 
the new algorithm; the stepped lines show Tmin and Tmax changing at 0.5 second intervals. 
Note that after tൌ80 s there is an initial increase in queue size, which is typical for TCP and 
RED: the per-flow throughput must reduce, so loss and delay both increase. However, both 
algorithms adapt by increasing the loss, but reducing mean delay. Our new algorithm is able 
to adapt to an equilibrium of lower queueing delay than before, reflecting that when 
measured rate variance of all sources is smaller, which generally corresponds to a more 
congested network and less bursty traffic, delay can be reduced at low cost. Figure 4-5 
compares goodput and delay for both algorithms for N = 4, 8, 12, 16, 20, 30 and 40, and 
demonstrates that the notably reduced delay is at the expense of limited drop in goodput.  
 
 
Figure 4-4  Adapt process comparison of FARED and Adaptive RED. (The dotted 
line is Adaptive RED, hard line is our FARED algorithm. The upper 
and lower step lines are the adaptively changed minimum threshold and 
maximum threshold.)  
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Figure 4-4 and Figure 4-5 shows the following things. First the extended zombie list 
measuring mechanism is able to work in real-time, and the measured results can distinguish 
traffic characteristic changes such as traffic load changes than natural fluctuation in arriving 
bit rate and hence the queue. Second, the adaptive mechanism is working as it does in 
Adaptive RED algorithm; but in our algorithm, it not only controls average queue size to 
oscillate around the middle between minimum threshold Tmin  and maximum threshold Tmax , 
but also controls the value of Tmin . Third, the control of Tmin  leads to the successful control 
of operating point in terms of ሺp,  avgQሻ, the purpose of which is to reduce delay when 
proper opportunity is identified.  
 
 
 
 
Figure 4-5  Goodput comparison of different link control algorithms (the unit of y-
axis is 106 bit/s; the unit of x-axis is the number of connections, which 
corresponds to the increase of load from left to right) 
 
 
The detailed performance study of the new algorithm will be made in Chapter 5, where it 
will be compared comprehensively with several algorithms of our interest. 
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4.3.2 An example of how FARED works 
In this section, we will use a simplified example to explain how the zombie list measuring 
mechanism works in our algorithm, and how our algorithm works. 
 
Suppose there are 10 identical FTP flows sending infinite files through an E1 bottleneck link 
(2,048,000 bit/s) the router of which is using our recommended FARED algorithm. From 
source to destination, the propagation delay is 55 ms, which approximately resembles the 
one-way propagation delay between U.K. and the European Union. Suppose arriving traffic 
is composed of 5 flows of 576-byte packets and 5 flows of 1500-byte packets. The mean 
packet size is then 1038 bytes.  
 
Suppose we are using RED variant algorithms. Approximately, its average queue size 
oscillates around the mid-way between minimum threshold Tmin  and maximum threshold 
Tmax , which has a typical value of 5 and 15 times mean packet size respectively. Hence the 
queue approximately holds 10 packets of 1038 bytes, the transmission time of which is 
41 ms. This makes the round-trip time to be approximately 192 ms. 
 
Suppose we want the zombie list to hold delay bandwidth product bytes of packet data, 
which is 49152 bytes. We call this zombie list size (zlSize). Hence approximately the 
zombie list is able to hold 47 packets, almost 5 times as much packets than that of the queue. 
This gives the FARED algorithm a much longer memory of historical past than the queue, 
and enables it to make its control policies based on more comprehensive understanding of 
the arriving traffic for the purpose of delay control. Besides, when packets arrive at the 
router, some packets are dropped and do not enter the queue. However, these packets will 
enter the zombie list. Hence the zombie list has an unbiased memory of historical past traffic. 
 
It must be mentioned that the zombie list is actually holding the necessary information of the 
arriving packets, such as their flow ID, packet size, source and destination address, etc., not 
including their payload data. Hence the zombie list buffer is much smaller than the queue 
buffer. When a packet arrives, the zombie list only “thinks” that a full-sized bytes of packet 
has entered the zombie list. When the sum of packet bytes reaches 49152  bytes, the zombie 
list considers that it is full, and will accommodate arriving packets on a FIFO rule. Hence the 
zombie list can be thought of as a fixed-size (delay-bandwidth product) memory of historical 
past traffic, independent of various arriving packet size. 
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For the 10 identical FTP flows, they have same shares of bandwidth and hence same shares 
of zombie list buffer to hold their packets. However, due to TCP flow’s AIMD window 
scheme, at a particular moment, their shares of bandwidth are not the same, and hence their 
shares of zombie list buffer are not even.  
 
Suppose due to fluctuation, at time t, the zombie list is holding packets described by the 
following table.  
 
Flow ID 1 2 3 4 5 
Packet 
Size 576 576 576 576 576 
No. of 
Packets 5 7 9 10 12 
Total Bytes 2880 4032 5184 5760 6912 
Estimated 
Bit Rate 120945  169323 217701 241890 290268 
Flow ID 6 7 8 9 10 
Packet 
Size 1500 1500 1500 1500 1500 
No. of 
Packets 0 2 3 5 6 
Total Bytes 0 3000 4500 7500 9000 
Estimated 
Bit Rate 0  125984 188976 314961 377953 
 
 
At time t, flow No. 6 has no zombie in the list, hence the number of distinct flows Sሺtሻ  is 9. 
The total bytes of packet data held by the zombie list is the sum of bytes in the above table, 
which is 48768 bytes, a little less than 49152 bytes. The zombie hit probability is PZሺtሻ, 
which should be a little below 10%. The list hit probability, which means an arriving packet 
can find a match in the zombie list, is PLሺtሻ; its value should be a little below 100%, as the 
zombie list may not contain zombies of every flow. 
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Based on this information and Eqn. 4-7, the zombie list estimates the total number of flows 
as: 
 
( ) ( ) ( )ˆ 9 10L LF S t P t P t= = ≈  
 
As the value of PLሺtሻ  is below 100%, the estimate number of total flows should be around 10, 
which is the actual number of connections. 
 
And the mean arriving bit rate, based on Eqn. 4-8, is estimated as 
( )
( )
( )2048000 204800    bit/sˆ 9L L
P t P tCx C
S tF
= = ⋅ = ⋅ ≈
  
 
 
The zombie list contains information of each flow’s share of zombie list buffer, which is in 
approximate proportion to that flow’s share of bandwidth. Hence based on this information, 
for example, the arriving bit rate of flow No.5 is estimated as  
 
6912 / 48768 * 2048000 ൌ 290268   bit/s  
 
At time t, by definition, the variance of arriving bit rate of all sources can be calculated as: 
 
( )9 22
1
9x i
i
x xσ
=
= −∑  
 
In this simplified example, we do not know the estimated mean arriving bit rate, so let’s 
assume it is 204800 bit/s. And since we have only 9 distinct flows in the zombie list, hence 
in the above equation we will have 9 addend instead of 10, and the denominator is also 9 
instead of 10. Then from the above table, we can get the variance of arriving bit rate of all 
sources to be 
 
2 7301852441xσ =
 85450xσ =
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Suppose our reference value  rateDevRef   is 1.50E൅05, and for simplification, let’s assume 
that our maintained variable  weightedRateDev is 85450. Hence in this example, our target 
operating point will be 
 
min max min
854501 , 1.57
150000
targetOP=min T T T⎡ ⎤⎛ ⎞⋅ + = ⋅⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦  
 
This location is a little below 2  Tmin  , the mid-way between Tmin      and Tmax  . Hence RED 
parameter Tmin   will be adaptively decreased by 5% every 0.5 second, and we will expect a 
little lower delay than Adaptive RED algorithm if the measured variance of arriving bit rate 
of all sources remain the same. 
 
Suppose at time t൅1, a new packet from flow No. 6 arrives. It will enter the zombie list; and 
let’s suppose that the oldest one zombie from flow No. 4 and another one zombie from flow 
No. 5 will be removed from the zombie list to keep the total zombie list size at around  
49152  bytes. The new zombie list is now  
 
Flow ID 1 2 3 4 5 
Packet 
Size 576 576 576 576 576 
No. of 
Packets 5 7 9 9 11 
Total Bytes 2880 4032 5184 5184 6336 
Estimated 
Bit Rate 120945  169323 217701 241890 290268 
Flow ID 6 7 8 9 10 
Packet 
Size 1500 1500 1500 1500 1500 
No. of 
Packets 1 2 3 5 6 
Total Bytes 1500 3000 4500 7500 9000 
Estimated 
Bit Rate 62992 125984 188976 314961 377953 
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Now the counted number of distinct flows Sሺtሻ  is 10. The total bytes of packet data held by 
the zombie list is the sum of bytes in the above table, which is 48888  bytes, a little less than 
49152  bytes. 
 
Then the calculation starts all over again…… 
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Chapter 5 
Performance Study and Comparisons 
In this chapter, the author runs simulations to examine the comprehensive performance 
(queueing delay, packet drop ratio, throughput and goodput) of his recommended Full 
Adaptive RED (FARED) algorithm, and compares them with other (active) queue 
management algorithms such as Droptail, RED, and Adaptive RED algorithms. In Section 
5.1 the author first introduces the simulation scenario under which he will check the 
performance of his recommended algorithm. In Section 5.2, the delay behaviour of FARED 
algorithm under different traffic conditions are examined. And its performance is compared 
with other popular queue management algorithms such as Droptail, RED and Adaptive RED. 
Section 5.3 examines and compares its packet drop ratio performance. Section 5.4 examines 
and compares its throughput behaviour. Section 5.5 examines and compares its goodput 
behaviour. In Section 5.6, the author tries to explain its overall performance and behaviour 
from the angle of operating point traces. The author then draws conclusion that in these 
examined cases the FARED algorithm functions properly and behaves better in delay 
performance especially when rate variance of all flows are smaller. In these cases delay is 
notably reduced whereas other performance indices remain almost the same. 
5.1 Scenario description 
The performance of queue management algorithm is often examined under a single-
bottleneck link scenario. This is not only because the scenario is simple, but also because it 
is popular and the ultimate building block of all topologies in real applications. 
The popularity and importance of single bottleneck link scenario 
Beginning in the mid-1990s, the advent of the personal computer and breakthroughs in voice 
and data communication created opportunities for office workers to decentralize. 
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Decentralization also benefits employers in lower overhead, and in many cases greater 
productivity. This leads to the prevalence of Small Office and Home Office (SOHO). 
 
Many consultants and the members of several professions such as lawyers, real estate agents 
or surveyors in small and medium sized towns operate from such home offices. The 36 hour 
or 48 hour cycles of much of software development has led many practitioners in this 
domain to do their work in home offices. Technology has also created a demand for larger 
businesses to employ individuals who work from home.  
 
The small office home office has gone through a great transformation recently since 
technology has enabled anyone working from a home office to compete globally. 
Technology has made this possible through webinar systems and Internet connections 
through Skype and the like. The Virtual Office concept has been expanded to enable anyone 
to do globally what they could do locally before. With a global reach through the use of 
technology, the small office home office now has a better chance of emerging as a greater 
challenge in the world marketplace. 
 
The small office home office often access to the Internet through low-end, small-scale 
routers. Compared with extra-large bandwidth of trunk or core Internet links, they are often 
the bottleneck links when congestion happens. This is also the case for various home 
broadband users. As mentioned in earlier chapters, attracted by this promising market 
Internet service providers are pushing hard to increase their revenues by supporting these 
emerging customers and their needs of time-critical and mission-critical applications and 
services by emphasizing latency control. 
Scenario description 
Using ns-2 [19], we apply our FARED algorithm to a typical dumb-bell network scenario in 
which the middle link is bottleneck. We choose an E1 link (2,048,000 bit/s) as our bottleneck. 
Within the European system, this is the basic building block of the global digital network.  
 
The end-to-end propagation delay is set to 55ms, which approximately resembles the one-
way propagation delay between U.K. and the European Union. In later sections we change 
this value to 15ms, 100ms and 200ms for comparison, the values of which approximately 
resemble the one-way propagation delay within UK, between UK and US, and between UK 
and Australia. 
  92
TCP packets from old implementations often use 576 bytes packet size, which accounts for 
about 11.5% of the packets and 16.5% of Internet traffic. Now most data transferred on the 
Internet consists of full-sized Ethernet frames (1500 bytes), accounting for about 10% of the 
packets but 37% of the traffic [21][22]. We choose to apply mixed packet size of both 576 
bytes and 1500 bytes to resemble them. In our simulations, we use even number of 
connections, with half of them sending packets of 576 bytes and the other half sending 
packets of 1500 bytes. 
 
Besides, we use NewReno TCP because it is also able to handle multiple packet loss in one 
window of data and does not require modifications to both senders and receivers. We turn 
the Explicit Congestion Notification (ECN) option off. We apply persistent FTP connections 
to the bottleneck link and change the number of connections to change the load. We set 
maximum buffer space to 50 mean packet size. After careful study of our simulation scenario 
as well as the checking of our full-time simulation traces, we choose to run all our 
simulations for 150 simulation seconds and discard the first 100 seconds for stabilization 
consideration35. For each simulation, we run 20 times with different seeds. These seeds are 
used for pseudo-random number generator in ns-2 and the random numbers generated using 
different seed are guaranteed independent. We then handle the 20 simulation results and 
calculate their 95% confidence interval using the method described in Appendix II.  The 
simulation scenario is shown in Figure 5-1. 
 
 
 
 
Figure 5-1  Single bottle-neck link scenario in our simulations 
                                                          
35  It is a popular approach to discard some initial seconds of simulation traces, because the 
establishing of connections and their stabilizing process take time, which is also dependent on traffic 
type, scenario settings such as round-trip time, etc. For example, Stabilized RED discard the first 15 
seconds of their simulation traces, some others choose to discard the first 50 seconds of trace data. 
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5.2 Queueing delay behaviour 
In this section we will check if FARED algorithm is able to reduce delay as we expected.  
 
First we want to examine the queueing delay performance of FARED algorithm under 
different load. We use the single bottleneck link scenario as described in Section 5.1. We 
apply persistent FTP connections to the bottleneck link and change the number of 
connections to change the load. The number of connections we choose are  N  ൌ  4,  8,  12,  16, 
20,  30,  40.  We do so in order to examine how queueing delay performance of FARED 
changes from light to heavy load. For each load, we run our simulation 20 times with 20 
different seeds. We calculate the 95% confidence interval for the 20 simulations of each load. 
The simulation results are presented in Figure 5-2 and Figure 5-3. 
 
 
  
 
Figure 5-2  Compare Full Adaptive RED algorithm’s performance under light load 
(left figure) and heavy load (right figure), shown with instantaneous 
queue size, average queue size, minimum threshold (Tmin) and maximum 
threshold (Tmax). x-axis is time, y-axis is queue size in packets. 
 
 
We observe that instantaneous queue appears less fluctuating and traffic appears less bursty 
as load increase. In Figure 5-2, when load is very light (Nൌ4 FTP connections) 
instantaneous queue size fluctuate violently. This is perceived by our extended zombie list 
measuring mechanism within FARED algorithm; and RED parameters minimum threshold 
(Tmin) and maximum threshold (Tmax) are adaptively set with a higher value for the queue 
buffer to absorb this burst to ensure high throughput and goodput. When load is very heavy 
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(Nൌ40 FTP connections) traffic appears less bursty, and Tmin and Tmax are adaptively set 
with a notably lower value to reduce delay. Our simulation results show that delay is notably 
reduced whereas throughput and packet drop ratio remain almost unchanged.  
 
Intuitively this is easy to understand. As the number of persistent FTP connections increases, 
they compete for their share of bandwidth; and the result is per-flow bandwidth drops. Hence 
the variance of arriving bit rate of all sources gets smaller which is perceived by our 
extended zombie list measuring mechanism. FARED algorithm utilizes this measurement 
and actively adapts Tmin and Tmax towards a smaller value, causing average queue size and 
queueing delay to decrease accordingly. The statistical effect of the decrease in measured 
queueing delay with regard to the increase in traffic load is shown in Figure 5-3. 
 
 
 
Figure 5-3  Average queueing delay of FARED algorithm w.r.t. load changes 
(shown with 95% confidence interval, the unit of y-axis is second, the 
dotted lines at approximately 0.02 second and 0.06 second correspond to 
the typical RED parameter settings of  Tmin=5  and  Tmax=15  respectively; 
the unit of x-axis is the number of connections, which corresponds to the 
increase of load from left to right) 
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In Figure 5-3, from left to right, the number of persistent TCP connections increase, hence 
per-flow bandwidth drops and load increases. As load increases, the variance of arriving bit 
rate of all sources decreases and aggregate traffic appears less bursty. When this happens, 
maintaining a smaller queue occupancy notably reduces delay while making no changes to 
throughput and packet drop ratio performance. Hence Figure 5-3 shows how our algorithm 
reduces delay as load increases and measured rate variance becomes smaller. 
 
 
 
 
Figure 5-4  FARED average queueing delay under different propagation delays, 
w.r.t. load variations (the unit of y-axis is second, the dotted lines at 
approximately 0.02 second and 0.06 second correspond to the typical 
RED parameter settings of  Tmin=5  and  Tmax=15  respectively; the unit 
of x-axis is the number of connections, which corresponds to the 
increase of load from left to right) 
 
 
We then run the simulation under a series of propagation delays, which are 15ms, 55ms, 
100ms and 200ms. These values resemble typical one way propagation delay within UK, 
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within the European Union, between UK and US, and between UK and Australia. All the 
other parameter settings remain unchanged. We also run the simulations with different 
number of connections (N ൌ  4,  8,  12,  16,  20,  30,  40  ) to simulate different load. We run the 
simulation 20 times for each propagation delay and each load. We compare them in Figure 
5-4. And because the confidence intervals are consistently small for all these propagation 
delays and load (similar to that shown in Figure 5-3), we use the mean of measured queueing 
delay of 20 simulations with different and independent seeds and present the results in 
Figure 5-4. For the sake of clarity, the 95% confidence intervals are not drawn in the figure. 
Instead, the confidence intervals of measured queueing delay are presented in Table III-1 in 
Appendix III. 
 
Figure 5-4 shows that FARED algorithm performs consistently with different propagation 
delays and traffic load. The average queue size and hence queueing delay drops consistently 
as load changes from light to heavy in these scenarios. 
 
After checking the queueing delay performance of the new algorithm with different 
propagation delays and under different load, we continue to compare it with other queue 
management algorithms such as Droptail, RED, and Adaptive RED algorithms. We use 
55ms propagation delay to resemble the one way propagation delay between UK and 
European Union. And because the confidence intervals are consistently small for all these 
algorithms and different loads, we use the mean of measured queueing delays of 20 
simulations with different and independent seeds and present the results in Figure 5-5. For 
the sake of clarity, the 95% confidence intervals are not drawn. Instead, the confidence 
intervals of measured queueing delay in Figure 5-5 are presented in Table III-2 in Appendix 
III. The detailed data for Figure 5-5 is also presented in the table. 
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Figure 5-5  Compare queueing delay of DropTail, RED, Adaptive RED and FARED 
algorithms, w.r.t. load changes (the unit of y-axis is second, the dotted 
lines at approximately 0.02 second and 0.06 second correspond to the 
typical RED parameter settings of Tmin=5 and  Tmax=15  respectively; the 
unit of x-axis is the number of connections, which corresponds to the 
increase of load from left to right ) 
 
 
In Figure 5-5, from left to right, the number of persistent TCP connections increase, hence 
per-flow bandwidth drops and load increases. Hence Figure 5-5 compares the queueing delay 
performance of different algorithms w.r.t. load increases. From Figure 5-5 we can see that 
Droptail algorithm has the highest queueing delay as it always works around full queue 
occupancy, with no exception even at light load. The explanation to this lies in the nature of 
TCP traffic. TCP traffics always try to grab more bandwidth for themselves, which push the 
link to congestion at all times. As a result, Droptail algorithm always works around full 
queue occupancy. Please notice that there is a slight drop of queueing delay for Droptail 
algorithm at light load; this is because traffic is more bursty at light load, and the queue may 
often become empty due to link idle state. In order to improve throughput behaviour of 
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FARED algorithm in this condition, we choose to let FARED algorithm statistically maintain 
a slightly higher queue occupation than RED and Adaptive RED algorithms. This is at the 
cost of higher delay. However, we believe this is a proper strategy especially under light load 
and light congestion when most applications would not experience latency problems. 
 
5.3 Packet drop ratio comparison 
Under the same topology we run the same set of simulations for Droptail, RED and Adaptive 
RED algorithms and trace their packet drop ratio performance. We choose 55ms propagation 
delay for comparison to resemble one way delay between UK and European Union. We use 
widely acknowledged parameter settings for RED and Adaptive RED algorithms. For RED 
algorithm, we set Pmaxൌ0.1, Tminൌ5 and Tmaxൌ15  (mean packet size). For Adaptive RED we 
use Tminൌ5 and Tmaxൌ15. Then we compare FARED with them. Again for each algorithm 
and each load, we run the simulations 20 times with different seeds and calculate their 95% 
confidence intervals. The simulation results are presented in Figure 5-6. And because the 
confidence intervals are consistently small for all these algorithms and different loads, we 
use the mean packet drop ratio of the 20 simulations and present the results in Figure 5-6. 
For the sake of clarity, the 95% confidence intervals are not drawn. Instead, the confidence 
intervals of measured packet drop ratio in Figure 5-6 are presented in Table III-3 in 
Appendix III. The detailed data for Figure 5-6 is also presented in the table. 
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Figure 5-6  Compare packet drop ratio performance of DropTail, RED, Adaptive 
RED and FARED algorithms, w.r.t. load changes (the unit of x-axis is 
the number of connections, which corresponds to the increase of load 
from left to right) 
 
 
In Figure 5-6, from left to right, the number of persistent TCP connections increase, hence 
per-flow bandwidth drops and load increases. Hence Figure 5-6 compares the packet drop 
ratio performance of different algorithms w.r.t. load increases. We can see in the figure that 
packet drop ratio increases as load increases. The reason why all RED variants including 
FARED algorithm has notably higher packet drop ratio than that of Droptail is obvious. 
During congestion, Droptail always works around full queue occupancy and hence has much 
higher queueing delay than that of the RED variants. Based on Eqn. 3-15, the trade-off 
relationship between round-trip time and packet drop ratio determines that Droptail has the 
lowest packet drop ratio. However, we noticed from both Figure 5-6 and Table III-3 that 
packet drop ratio has hardly noticeable differences among RED variant algorithms including 
our recommended FARED algorithm. On the other hand, the differences in queueing delay 
can be relatively obvious as shown in Figure 5-5 and Table III-2.  
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5.4 Throughput performance comparison 
The nature of TCP traffic is to probe for available bandwidth and grab as much bandwidth 
for itself as possible, hence it will always push the bottleneck link to congestion. However, 
TCP traffic will also respond to encountered heavy congestion by exponentially holding 
back its congestion window, which in general leads to exponentially decreased sending bit 
rate. For this reason, Internet traffic is bursty, and extraordinary fluctuation in sending bit 
rate may cause overall throughput to drop as negative burst may cause link utilization to drop 
at intervals. Besides, if improper parameters are given to active queue management 
algorithms, the queue may overflow and underflow by turns, aggravating the situation and 
cause throughput to drop. Global synchronization is one extreme example of such kind. 
 
In this section, we will examine the throughput behaviour of FARED algorithm to validate 
its proper functionality. And we will compare its throughput performance with other queue 
management algorithms. Under the same topology we run the same set of simulations for 
Droptail, RED and Adaptive RED algorithms. We choose 55ms propagation delay for 
comparison, to resemble the one way propagation delay between UK and European Union. 
We use widely acknowledged parameter settings for RED and Adaptive RED algorithms. 
For RED algorithm, we set Pmaxൌ0.1, Tminൌ5 and Tmaxൌ15 (mean packet size). For Adaptive 
RED we use Tminൌ5 and Tmaxൌ15. Then we compare FARED with them. Again for each 
algorithm and each load, we run the simulations 20 times with different seeds and calculate 
their 95% confidence intervals. The simulation results are presented in Figure 5-7. And 
because the confidence intervals are consistently small for all these algorithms and different 
loads, we use the mean throughput of the 20 simulations and present the results in Figure 5-7. 
For the sake of clarity, the 95% confidence intervals are not drawn. Instead, the confidence 
intervals of measured throughput in Figure 5-7 are presented in Table III-4 in Appendix III. 
The detailed data for Figure 5-7 is also presented in the table. 
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Figure 5-7  Compare throughput performance of DropTail, RED, Adaptive RED 
and FARED algorithms, w.r.t. load changes (the unit of y-axis is  
106 bit/s; the unit of x-axis is the number of connections, which 
corresponds to the increase of load from left to right)  
 
 
In Figure 5-7, from left to right, the number of persistent TCP connections increase, hence 
per-flow bandwidth drops and load increases. Hence Figure 5-7 compares the throughput 
performance of different algorithms w.r.t. load increases. We can see in the figure that 
Droptail algorithm has the highest throughput as it always works around full queue state. 
However, its throughput is only a little better than the RED variant algorithms including our 
recommended FARED algorithm. Compared with Figure 5-5, its throughput improvement 
over the RED variant algorithms is at the cost of much higher queueing delay. Please notice 
that RED algorithm’s throughput behaviour drops notably at light load. This is because its 
average queue size locates towards minimum threshold Tmin at light load. And since TCP 
traffic is more bursty at light load as shown in Figure 5-2, link utilization and RED 
algorithm’s throughput behaviour drops. On the other hand, when load becomes heavier and 
heavier RED algorithm’s average queue size locates towards maximum threshold Tmax. This 
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higher queue occupancy improves throughput at the cost of higher queueing delay. However, 
the packet drop scheme of RED algorithm is in nature assuming that for heavier traffic load 
and hence more severe congestion, packet drop probability should increase, so should queue 
occupancy, the latter of which does not convince the author of [12]. Besides, it may be 
intrinsically difficult for RED to choose a set of parameters that can achieve high 
performance in all aspects and at all circumstances, hence making the network maintenance 
personnel complain the difficulty of adjusting RED parameters. Adaptive RED maintains a 
statistically stable queue occupancy in the mid-way between Tmin and Tmax, we can see its 
throughput behaviour improves over RED algorithm especially at light load. Unlike RED 
algorithm, the packet drop scheme of Adaptive RED algorithm is in nature assuming that for 
heavier traffic load and hence more severe congestion, packet drop probability should 
increase; however, queue occupancy has nothing to do with congestion and should remain 
stable. 
 
We believe that persistent queue is a sign of congestion, and as congestion aggravates, 
packet drop ratio should increase correspondingly. However, we argue that the length of the 
persistent queue tells very little about how severe the congestion is. Through simulations of 
this specific scenario, we find that as load increases, traffic appears less bursty and average 
queue size fluctuates less violently as load increases. Hence unlike RED and Adaptive RED 
algorithm, FARED algorithm’s control policy is to reduce queue occupancy as load increases. 
Hence queueing delay is reduced while more queue buffer space is resumed to absorb bursts. 
From Figure 5-7 we can see our recommended algorithm effectively improves throughput at 
light load when traffic is more bursty. And its throughput difference with Droptail and other 
RED variant algorithms at high load is hardly noticeable. 
 
This simulation shows that maintaining higher average queue size helps improve throughput 
behaviour at the cost of higher queueing delay. However, it also suggests that it is 
unnecessary to maintain an extra-high queue occupancy such as that of Droptail algorithm as 
throughput improvement is rather limited compared with the substantial increase in queueing 
delay. 
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5.5 Goodput performance comparison 
High throughput behaviour does not equal high goodput performance. Sometimes we care 
more about the latter especially for TCP traffic as lost packets must be retransmitted until 
successfully delivered. In this case, low goodput performance means increased traffic burden 
and aggravated congestion.  
 
In this section, we will compare goodput performance of FARED algorithm with those of 
Droptail, RED and Adaptive RED algorithms. Under the same topology we run the same set 
of simulations for Droptail, RED and Adaptive RED algorithms. We choose 55ms 
propagation delay for comparison, to resemble the one way propagation delay between UK 
and European Union. We use widely acknowledged parameter settings for RED and 
Adaptive RED algorithms. For RED algorithm, we set Pmaxൌ0.1, Tminൌ5 and Tmaxൌ15 
(mean packet size). For Adaptive RED we use Tminൌ5 and Tmaxൌ15. Again for each 
algorithm and each load, we run the simulations 20 times with different seeds and calculate 
their 95% confidence intervals. The simulation results are presented in Figure 5-8. And 
because the confidence intervals are consistently small for all these algorithms and different 
loads, we use the mean goodput of the 20 simulations and present the results in Figure 5-8. 
For the sake of clarity, the 95% confidence intervals are not drawn. Instead, the confidence 
intervals of measured goodput in Figure 5-8 are presented in Table III-5 in Appendix III. The 
detailed data for Figure 5-8 is also presented in the table. 
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Figure 5-8  Compare goodput performance of DropTail, RED, Adaptive RED and 
FARED algorithms, w.r.t. load changes (the unit of y-axis is  
106 bit/s; the unit of x-axis is the number of connections, which 
corresponds to the increase of load from left to right)  
 
 
In Figure 5-8, from left to right, the number of persistent TCP connections increase, hence 
per-flow bandwidth drops and load increases. Hence Figure 5-8 compares the goodput 
performance of different algorithms w.r.t. load increases. From the figure we can see that for 
all the algorithms, goodput in general decreases as load increases. The reason is obvious. As 
load increases, packet drop ratio increases to keep per-flow bandwidth down as revealed by 
Eqn. 3-15. Hence more packets are dropped and must be re-transmitted, lowering goodput. 
Hence this trend is determined by TCP mechanism rather than queue management policies. 
However, though the differences are very small, different queue management policies do 
make differences on their goodput performance. For TCP traffic, in general higher packet 
drop ratio means lower goodput because more packets need to be re-transmitted. Hence in 
general, algorithms with lower packet drop ratio performance will have higher goodput 
performance.  
  105
From Figure 5-8 and Table III-5 we can see that the differences between RED variant 
algorithms including FARED algorithm are very limited, sometimes hardly noticeable. 
However, the differences in queueing delay can be relatively obvious as shown in Figure 5-5 
and Table III-2. And we believe that trading much longer delay for such limited goodput 
upgrade is not worthwhile, especially when nowadays more and more applications and 
services emphasize on delay performance.   
 
5.6 Operating point trace comparison 
The concept of operating point does not only exist in theory and mathematical derivations, 
but is also proved by our simulation results. And it helps us on understanding the control 
strategies of different link control algorithms and the trade-offs chosen by them. And the 
most prominent benefit of utilizing the operating point concept is that through observing the 
comparison figures such as from Figure 5-5 to Figure 5-8, algorithms can be compared on a 
wide range of traffic conditions such as load differences. Besides, if parameter settings of a 
particular algorithm are changed, in general the new results are inferable based on the 
understanding of that algorithm’s control policy. Hence the comparisons made based on 
operating point trace figures are fair and comprehensive, and hence more instructive. 
 
Under the same topology we run the same set of simulations for Droptail, RED, Adaptive 
RED and FARED algorithms. We choose 55ms propagation delay for comparison, to 
resemble one way propagation delay between UK and European Union. We use widely 
acknowledged parameter settings for RED and Adaptive RED algorithms. For RED 
algorithm, we set Pmaxൌ0.1, Tminൌ5 and Tmaxൌ15  (mean packet size). For Adaptive RED we 
use Tminൌ5 and Tmaxൌ15. We change the number of long-lived FTP connections to change 
the load. The number of connections are Nൌ4,  8,  12,  16,  20,  30,  40. For each load and 
algorithm we run the simulation 20 times with different seeds. We run each simulation for 
150 simulation seconds and discard the first 100 seconds to avoid the influence of 
stabilization period. Over this period at each packet arrival, we record queue size and how 
that packet is treated (passed or dropped). We count in total how many packets are actually 
dropped and how many packets actually get through in this 50 seconds. We then calculate 
the overall packet drop ratio p and overall average queue size avgQ, and plot an “operating 
point” ሺp,  avgQሻ on the operating point figures. For the 20 simulations of each load, we 
calculate their 95% confidence intervals in packet drop ratio as well as average queue size, 
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and we plot a square on the figure to represent an “operating point region” of that load. As 
load changes, these squares form a trace which we call operating point trace. We later use 
these squares to compare the operating point traces of different link control algorithms such 
as RED, Adaptive RED and FARED algorithms.   
 
 
 
Figure 5-9  Operating point traces of the original RED algorithm with 95% 
confidence intervals shown  
 
 
In Figure 5-9 and from left to right, as labelled by N  in the middle of the figure, the number 
of persistent TCP connections increase, hence per-flow bandwidth drops and load increases. 
Hence Figure 5-9 shows the operating point traces of the original RED algorithm w.r.t. load 
increases. We can see in the middle of each cluster of operating points, there is a square 
representing the operating point region. If we compare Figure 5-11 with RED’s drop 
probability function as shown in Figure 2-5, we see that they match pretty well especially 
between Tminൌ5  and Tmaxൌ15 . This reveals that the original RED algorithm’s drop 
probability function is in fact the mechanism which controls the location of operating points. 
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Figure 5-10  Operating point traces of Adaptive RED algorithm with 95% confidence 
intervals shown  
 
 
In Figure 5-10 and from left to right, as labelled by N  in the middle of the figure, the number 
of persistent TCP connections increase, hence per-flow bandwidth drops and load increases. 
Hence Figure 5-10 shows the operating point traces of the Adaptive RED algorithm w.r.t. 
load increases. This time we see that the operating points locates mostly in the middle 
between Tminൌ5 and Tmaxൌ15. Hence from the operating point of view, Adaptive RED 
algorithm is actually controlling the operating points to be located in the mid-way between 
Tminൌ5  and Tmaxൌ15, and let load drive the operating points to float up and down to find 
their equilibrium value.  
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Figure 5-11  Operating points of full Adaptive RED algorithm with 95% confidence 
interval shown, w.r.t. load variations  
 
 
In Figure 5-11 and from bottom to top, as labelled by N  in the middle of the figure, the 
number of persistent TCP connections increase, hence per-flow bandwidth drops and load 
increases. Hence Figure 5-11 shows the operating point traces of our recommended FARED 
algorithm w.r.t. load increases. From operating point of view, our FARED algorithm 
purposely push operating points to the left when the measured rate variance is smaller. As 
simulation results in previous sections show, in this way delay is notably reduced whereas 
the trade-offs in other performance indices such throughput, goodput, packet drop ratio is 
hardly noticeable. 
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Figure 5-12  Comparison of operating point traces of DropTail, RED, Adaptive RED 
and FARED algorithms, in semi-log scale w.r.t. load variations  
 
 
Figure 5-12 compares the operating point traces of Droptail, original RED, Adaptive RED 
and full Adaptive RED algorithms, with regard to load changes in semi-log scale. In the 
figure, the x-axis is average queue size measured in mean packet size, and the y-axis is 
packet loss ratio. For each algorithm, its equilibrium operating points ሺavgQ,  pሻ under a 
series of load map into a series of dots in the figure. And as load changes from light to heavy, 
they form a line from bottom to top. Along each line and from bottom to top, all other factors 
remain the same except load increases from light congestion to heavy congestion. Please 
notice that the points on the figure are actually rectangular operating point regions plotted by 
the 95% confidence intervals of x- and y- coordinates of 20 simulations respectively. From 
the figure we can see the difference in control strategies of different link control algorithms. 
If we connect the operating points of same load but different link control algorithms 
respectively, we see almost horizontal lines, which are shown in Figure 5-13.  
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Figure 5-13  Each line corresponds to one specific traffic load. All algorithms 
including DropTail, RED, Adaptive RED and FARED algorithms, are 
actually choosing their locations on these lines. 
 
 
A perfect horizontal line in Figure 5-13 means same packet loss ratio but different queueing 
delay. In Figure 5-13 we can see almost horizontal lines. These are actually trade-off lines 
between packet drop ratio and queueing delay. They mean that under the same traffic load, 
queueing delay can be substantially decreased while the increase in packet drop ratio is not 
obvious. Different algorithms such as DropTail, RED, Adaptive RED and FARED 
algorithms, have different equilibrium operating point locations on these lines. By changing 
algorithms or simply by changing RED parameters, we can relocate system’s equilibrium 
operating point on these lines, and hence purposely reduce delay at the cost of insignificant 
increase in packet drop ratio. This is indeed the basis of the effectiveness of our 
recommended Full Adaptive RED algorithm. 
 
As a conclusion, FARED algorithm functions properly in these examined scenarios and 
traffic conditions. It successfully measures traffic characteristic changes and adapts RED 
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parameters properly. The delay performance is notably improved especially under heavy 
load when measured variance is smaller. Meanwhile, simulation results also show that other 
major performance indices such as packet drop ratio, throughput and goodput remain nearly 
unchanged. This validates the adapt methodology of FARED algorithm and proves that delay 
can be notably reduced at the cost of imperceptible degradation in packet drop ratio, 
throughput and goodput. 
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Chapter 6 
Conclusions, Discussions 
and Future Work 
So far the thesis has illustrated the proposed delay-oriented active queue management 
algorithm for reducing delay wherever possible in IP networks and it has been evaluated in a 
single bottleneck link scenario. Then the proposed algorithm is further demonstrated with 
comparison to other existing algorithms such as Droptail algorithm, original RED algorithm 
and an RED variant algorithm — Adaptive RED algorithm. This chapter firstly draws some 
concluding remarks based on the developed zombie list measuring mechanism and the 
proposed delay-oriented active queue management algorithm, as well as the experimental 
studies presented in previous chapters. Then the proposed algorithm is further discussed and 
its beneficial features are demonstrated with comparison to the other existing approaches in 
the literature as well as some possible limitations of the proposed algorithm. Finally, this 
chapter points out areas for future work and potential research directions. 
 
6.1  Conclusions 
Next generation communication networks will be based on the IP paradigm. Although the 
Internet grows at an exponential speed, its bandwidth always lags behind traffic growth. 
Besides, the greedy nature of TCP traffic tends to grab more bandwidth for itself until 
limited by encountered congestion. All these imply that congestion is inevitable in 
foreseeable future.  
 
In recent years, time-critical applications and mission-critical applications have developed 
tremendously and there is an increasing demand for delivering such services with improved 
end-to-end latency requirements over shared TCP/IP network infrastructures originally 
designed for data communication. This means that with limited bandwidth resources, 
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approaches should be found to emphasize and improve delay performance so that time-
critical and mission-critical applications’ needs are satisfied. However, other performance 
indices such as throughput or packet loss ratio should also be ensured. The trade-off 
relationships between them shall be properly checked. And a balance between them should 
be found.  
 
Recognizing the importance of this, many techniques have been proposed and deeply studied 
in the past few years. But few of them tries to limit queue building up at routers through 
delay-oriented active queue management. The reason behind this is that most current active 
queue management algorithms only monitor one variable, namely packet queue length. And 
all their queue management policies are made based on this measurement. Though different 
in mechanisms and queue management policies, these algorithms have one goal in common 
— increase the efficient usage of packet queue and smooth packet traffic stream fluctuation 
to achieve high throughput and low packet loss ratio in the same time. In other words, they 
are throughput-oriented or goodput-oriented queue management algorithms. In the absence 
of additional real-time measuring mechanisms and delay-oriented active queue management 
algorithms, people resort to reduce delay by simply increasing bandwidth, or admission 
control, prioritizing flows, etc. However, as stated in the beginning of this section and in 
Section 2.1, the gap in bandwidth between reality and demand will always persist and 
solutions need to be found on the premise of congested links.   
 
Rather than introducing a new set of delay control mechanisms, this thesis takes a novel look 
at combining existing active queue management algorithms with a developed real-time 
measuring mechanism to pursue a scalable solution to reduce delay with low cost and low 
complexity that can be deployed without significant hurdles. 
 
Internet service providers are more interested in providing diverse, highly profitable time-
critical or mission-critical services than providing a basic, low-profit, secure but slow 
unlimited download tool to customers. Time-critical and mission-critical services impose 
stringent latency requirements on the underlying IP networks to ensure timely delivery. For 
real-time services significant packet delays can mean that a large proportion of delivered 
packets arrive too late to be of any use by the application. These packets are effectively lost 
and this translates into dramatic quality degradation for VoIP services and alike. Studies 
show that there are complex trade-off relations among delay, throughput and packet loss 
ratio. Under same network congestion status in general, improving one particular 
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performance index will in general lead to degradations to one or both of the other 
performance indices. However, under certain circumstances, delay can be notably reduced at 
the cost of imperceptible degradations in throughput and/or packet loss ratio.  
 
Therefore, additional measurement on underlying traffic could be the key to distinguish 
situations that are proper to reduce delay at the cost of moderately degraded other 
performance indices such as throughput and packet loss ratio. In fact in industry, a big 
company like Cisco has always got the vision in the importance of measurement technology 
and has put lots of effort and research in this area. Cisco provides many solutions such as 
RTTMon [15] and NetFlow [13], etc. which keep per-flow state or a considerably large 
sampled information of all flows, and which consume lots of memory, calculating power and 
other resources. Due to their complexity and expenses, they are only applied on pivotal 
network nodes for measuring and monitoring purpose, and the collected data need to be 
further centralized, analyzed either online or offline for the purpose of network planning, 
accounting and billing. However, taking per-flow state information presents scaling 
challenges and is hence not suitable as a solution for the way to be used in this thesis. 
 
For a delay-oriented active queue management algorithm, the key component would be a 
real-time, scalable, delay-oriented measuring mechanism. It must be able to distinguish 
congestion severity changes from natural fluctuation in queue length. In cases when traffic is 
relatively not very bursty, a smaller queue would yield less delay while still meet throughput 
and packet loss ratio requirement. In these cases, a delay-oriented active queue management 
algorithm could purposely decrease average queue size to reduce delay at the cost of 
imperceptible degradation in performance indices such as throughput and packet loss ratio. 
In cases when traffic is relatively more bursty, the delay-oriented active queue management 
algorithm can restore its standard queue size configuration to balance among performance 
indices including delay, throughput and packet loss ratio. 
 
The zombie list measuring mechanism is further developed by the author of this thesis to 
make it capable of doing such a task. The proposed algorithm in this thesis combines this 
real-time measuring mechanism with a conventional active queue management strategy from 
the original RED algorithm, and an adaptive parameter control approach from the Adaptive 
RED algorithm. During congestion, the proposed algorithm monitors queue occupancy and 
keeps a corresponding variable based on which it calculates a packet drop probability. It then 
randomly drops packet based on this probability even before the queue is full. This 
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statistically spaces packet drops evenly apart and reserves some queue buffer space for 
occasional bursts, and effectively avoids global synchronization from happening. In the same 
time, the proposed algorithm monitors and keeps record of another variable, namely the 
variance of arriving rate distribution. When the variance is small the bit rates of all sources 
are relatively uniform and the traffic is relatively less bursty. In these cases the proposed 
algorithm purposely adapts RED parameters so that queue size and queueing delay is 
reduced. On the contrary, when the variance is high and the underlying traffic is more bursty, 
the proposed algorithm adapts RED parameters reversely so that average queue size is 
increased and additional bursts can be absorbed. In this way the proposed algorithm monitors 
traffic burstiness and distinguishes it from natural fluctuation in arriving bit rate. Simulations 
show that it functions effectively and inherits the advantages of the original RED algorithm 
in dropping packets randomly and early, and space packet drops evenly apart so as to avoid 
global synchronization. Besides, it also inherits the advantages of the Adaptive RED 
algorithm in adjusting RED parameters automatically based on measurements. Unlike the 
Adaptive RED algorithm which maintains the system’s operating point around the middle 
between minimum threshold and maximum threshold, the operating point of the proposed 
algorithm is controlled based on measured variance of arriving bit rate distribution of all 
flows, the purpose of which is to improve delay performance at the cost of imperceptible 
degradation in other performance characteristics such as throughput and packet loss ratio. 
 
The interesting findings and conclusions based on the investigations and evaluations in this 
thesis can be summarized as follows: 
 
In Chapter 3, the author aims to find a fair basis on which different link control algorithms 
can be compared with multiple performance indices including delay, throughput and packet 
loss ratio. To do this, firstly the Internet TCP/IP traffic is modeled as a feedback control 
system consisting of source control and link control systems. Classified by source control 
and link control systems, a specific example namely the Reno-RED pair feedback control 
system is then modeled and its dynamics are studied. Later, based on equilibrium analysis, 
its equilibrium transfer function is derived. Finally, based on the mathematic derivations and 
equilibrium analysis, the concept of operating point is introduced. This makes it possible to 
compare the performance of different algorithms on a fair, intuitive as well as scientific basis. 
And the once complex trade-off relationships among delay, throughput and packet loss ratio 
are now intuitive and easy to understand, they can be compared easily and fairly by figures 
and tables. 
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In Chapter 4, the author step by step states his reason and consideration of recommending a 
new link control algorithm. Firstly he states that there are complex trade-off relationships 
between delay, throughput and packet loss ratio. And through the fact that historically there 
have been many changes in RED parameter setting guidelines, the author points out the 
nature of choosing different RED parameters is to influence and relocate system’s 
equilibrium operating point. The author then aims to find out the proper moment for 
relocating the system’s operating point can be found; and through automatic adaptation of 
RED parameters, he aims to influence and relocate system equilibrium operating point to 
emphasize delay performance at the cost of imperceptible degradation to other performance 
indices such as throughput and packet loss ratio. Finally, the author describes how he 
expands the original zombie list mechanism to make it capable of measuring in real-time 
additional traffic characteristic information. Based on this additional measurement the author 
explains how to find the proper moment to adapt RED parameters and hence influence the 
relocation of system equilibrium operating point. He also explains how to make the 
adjustment and uses simulations to investigate the performance of the measuring mechanism 
and the recommended algorithm on a typical single bottle-neck link. 
 
In Chapter 5, the author investigated through plentiful simulations the functionality, 
effectiveness and the performance of the zombie list measuring mechanism and the 
recommended delay-oriented active queue management algorithm, namely the Full Adaptive 
RED (FARED) algorithm. The author first introduces the simulation scenario under which 
he will examine the performance of his recommended algorithm. The single bottleneck link 
scenario is one popular scenario used to examine the functionality and the performance of an 
algorithm in many research works. The author then investigates the functionality and the 
delay performance of the algorithm under different traffic conditions to examine if it can 
work properly and improve delay performance as designed. The simulation results show that 
the measuring mechanism functions properly as expected. And based on this real-time 
measurement, the algorithm is able to distinguish rate variance changes or congestion 
severity changes from the seemingly normal fluctuations in aggregate arriving bit rate or 
packet queue fluctuations, and adapt RED parameters accordingly in order to intentionally 
reduce delay. The extent of improvement in delay performance varies depending on 
congestion status. Under heavy traffic and congestions when the rate variance of all flows is 
relatively small, the delay performance improvement is obvious and remarkable.   
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The author of the thesis then sets off to examine the costs or trade-offs in other performance 
indices such as throughput, goodput and packet loss ratio made to achieve such delay 
performance improvement. As comparisons three popular algorithms namely Droptail, 
original RED and Adaptive RED algorithms are chosen and simulations are run for them 
under exactly the same traffic conditions as the recommended algorithm. The results show 
that improvement in delay performance does in general result in degradations in throughput 
performance and packet loss ratio performance. However, the conclusion is that with 
FARED algorithm, in the investigated scenarios and traffic conditions the degradations in 
throughput, goodput and packet loss ratio are all very limited and sometimes imperceptible 
as compared to notable or remarkable improvement in delay performance. Finally, the author 
of the thesis interprets his simulation results from the operating point traces. The conclusion 
is that such changes are achieved by adapting RED parameters and hence relocating the 
system equilibrium operating points. And through the combination of additional, scalable, 
real-time measuring mechanism and cautious, delay-oriented active queue management 
policies, the recommended algorithm is able to distinguish and find those traffic congestion 
conditions where moderate yet notable improvement in delay performance can be achieved 
at the cost of imperceptible degradation in other performance indices such as throughput and 
packet loss ratio. 
 
In summary, based on ns-2 simulation platform [19], the thesis thoroughly investigates the 
performance of the proposed algorithm in a single bottleneck link scenario with long-lived 
TCP flows. The simulation results demonstrate that for a wide range of load, random packet 
drops always dominate the dropping process and throughput is always kept at a high level. 
The results are also compared with that of the other queue management algorithms such as 
Droptail, RED, and Adaptive RED. Depending on traffic congestion status, queueing delay 
can be substantially reduced while trade-offs in other performance indices such as packet 
drop ratio and goodput are relatively small. In most cases, the decrease in throughput and the 
increase in packet loss ratio are almost negligible. 
6.2 Discussion 
With the increasing demand in time-critical and mission-critical applications and their 
potentially huge market and profit, delay as an important performance index of quality of 
service is becoming more and more recognized and emphasized by Internet service providers. 
A simple, scalable, compatible and robust delay-oriented active queue management 
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algorithm which can be easily deployed and managed is a possible solution. It is this need 
that has motivated this thesis work. 
 
There are extensive research works aiming at bounding delay within a certain limit, or delay 
control. And these research works cover many areas from admission control, QoS routing 
and beyond. They either aim at directly increasing per-flow bandwidth, or aim at increasing 
overall system efficiency, which in nature is indirectly increasing per-flow bandwidth. 
However, increasing per-flow bandwidth so as to reduce delay isn’t always feasible. As 
stated in Section 2.1, the growth of Internet bandwidth, though very fast in itself, will never 
catch up with the exponential increase in Internet traffic and will always stay lagged behind. 
And increase per-flow bandwidth by admission control will risk the loss of customers and 
corresponding profit. Many current research works are focusing on increasing overall system 
efficiency rather than focusing on trade-offs, or in other words, purposely emphasizing delay 
performance at the cost of trading other performance indices such as throughput and packet 
loss ratio. A delay-oriented trade-off solution is urgent to be found. 
 
For this consideration, this thesis does a novel research at reducing delay through delay-
oriented active queue management algorithms. During extensive study and comparison of 
many active queue management algorithms, the author of this thesis found that most current 
active queue management algorithms have one thing in common — in essence they only 
monitor one traffic-related variable, namely the queue length. After careful thinking, the 
author of this thesis reckons that without additional measurement on traffic-related variables, 
monitoring queue length alone cannot distinguish natural fluctuation in arriving bit rate from 
congestion status changes. And without such a real-time measuring mechanism, a delay-
oriented active queue management algorithm would not be feasible. Hence through 
consciously seeking for real-time and scalable measuring mechanisms, the author finds the 
zombie list measuring mechanism. Then the author improves the zombie list measuring 
mechanism to make it capable of measuring the variance of arriving bit rate variance of all 
flows, the variable of which is thought by the author to have certain correlation with 
congestion status and which can be used for improving delay performance. 
 
AQM-RED and its many variant algorithms are controversial topics and have been widely 
studied in the past decade. And since its parameter settings markedly influence the location 
of system’s equilibrium operating point, for best system performance its many parameters 
need constant tuning. For this reason, some people even think it is an inexact science and 
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should be discarded [8]. Aside from the argument itself, the author of this thesis infers the 
following out of it: (1) network traffic fluctuates constantly and in many cases drastically as 
well; (2) for a certain underlying traffic characteristics, depending on different performance 
emphasis there is a best system operating point with overall best performance indices; (3) 
RED parameters need constant tuning to control the location of system operating point and 
hence achieve best system overall performance; (4) the reason why RED’s parameters need 
constant tuning is that its operating point traces w.r.t. load changes do not intrinsically match 
with the requirement of best trade-offs in performance indices. As load changes, the RED 
drop probability function will push the system equilibrium operating point away from the 
best trade-off location.  
 
Many published papers on active queue management topic mostly emphasize on increasing 
throughput and decreasing packet loss ratio. With the increasing demand in time-critical and 
mission-critical applications, delay is more and more emphasized and the definition of 
system’s best operating point location shall change accordingly. 
 
Research studies show that Internet traffic is a Pareto-like, bursty traffic. And classical 
queueing theory indicates that mean delays are inversely proportional to the unused network 
capacity. Thus a temporary scarcity of network resources due to congestion will lead to 
packets experiencing increased delay, ultimately being dropped when resources are 
exhausted. For real-time services such significant packet delays can mean that a large 
proportion of delivered packets arrive too late to be of any use by the application. These 
packets are effectively lost and this translates into dramatic quality degradation for 
applications such as VoIP and alike. This indicates that a non-AQM algorithm such as 
Droptail is not a proper choice for time-critical and mission-critical applications. On the 
contrary, purposely restrain delay through delay-oriented active queue management can 
markedly improve delay performance and satisfy the ever-increasing demands in time-
critical and mission-critical applications.  
 
Compared with other active queue management algorithms including the original RED 
algorithm and RED variant algorithms, the proposed FARED algorithm inherits their 
essential features as well as adding in an enhanced feature, namely the zombie list measuring 
mechanism. These features can be summarized as follows: (i) It drops packets even before 
queue buffer is full and hence reserves some extra buffer space to absorb occasional bursts of 
TCP traffic. (ii) During congestion it monitors queue occupancy and keeps a corresponding 
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variable, namely average queue size, based on which it calculates a packet drop probability. 
(iii) It randomly drops packets based on this calculated packet drop probability and hence 
statistically spaces packet drops evenly apart. This effectively avoids global synchronization 
from happening. (iv) It adopts a simple, scalable, real-time and robust measuring mechanism, 
namely the developed zombie list measuring mechanism, to monitor additional traffic 
characteristic information such as mean and variance of arriving bit rate of all flows. (v)  
Based on this additional measurement, it emphasizes delay control and purposely seeks 
opportunities when delay can be reduced at the cost of imperceptible trade-offs for other 
performance indices such as throughput and packet loss ratio. (vi) It automatically adapts its 
parameters to achieve its delay-oriented active queue management functionality. 
 
Although the proposed delay-oriented algorithm in this thesis is proved to be a scalable and 
efficient solution for delay control in TCP traffic, there still exist some limitations. Firstly, 
the performance of the proposed algorithm still depends on the strategy of adapting its 
parameters. For example if it adapts its parameters more aggressively under same traffic 
characteristic changes, the delay performance of the feedback control system can be even 
more emphasized and improved at the cost of more notable degradations in other 
performance indices such as throughput and packet loss ratio. Secondly, the setting of certain 
RED parameters such as wq  comes directly from recommendation references for RED 
variant algorithms such as Adaptive RED. These recommendations are not validated for the 
proposed algorithm through simulations. Thirdly, more complicated network scenarios and 
traffic combinations can be tried out to verify the robustness of the proposed algorithm. All 
these limitations motivate the future work, which is discussed in the next section. 
 
6.3 Future Work   
The work reported in this thesis has experimented with a novel approach of reducing delay 
through delay-oriented active queue management. It is a simple, scalable and real-time 
approach which adds little to calculating overhead and can be deployed without significant 
hurdles. Simulations show that delay can be notably reduced at the cost of imperceptible 
degradation in other performance indices such as throughput and packet loss ratio. Using this 
thesis work as a starting point and a novel “building block”, some other research work can be 
carried out to further improve this approach and expand its application areas, and some of 
these possibilities are reviewed in this section. 
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The extended zombie list measuring mechanism is now capable of measuring two additional 
network traffic characteristics such as mean and variance of arriving bit rate of all flows. 
Although quite a few simulations are done based on a typical 2 Mbit/s single bottleneck link 
scenario, and parameter setting guidelines are researched and given, limited by simulation 
conditions more complicated network topology and complex traffic composition scenarios 
are not simulated to examine the robustness of the measuring mechanism and the algorithm. 
Now that the proposed algorithm is studied and compared with other RED variant algorithms 
in a single bottle-neck link scenario, it can be tried out in a wider range of bandwidth and 
topology scenarios. For example, it can be tested in more complicated network scenarios 
such as a congested-links-in-series scenario or a mesh network scenario. Although these are 
not as typical and traditional scenarios for test and comparison purposes, they can be tried 
out to test and corroborate the robustness of the proposed algorithm. 
 
Furthermore, the real-time measuring mechanism and the FARED algorithm provide a new 
building block that makes new research possible. For example, whenever there is a 
throughput problem or an overlong delay problem, people are accustomed to solve the 
problem by increasing bandwidth. This research shows that there may be another explanation 
of the cause of the problem and correspondingly, another possible solution. When bandwidth 
resources are limited, such as in a router with Diffserv36 scheduler, some types of traffic may 
be more bursty than others. And a Diffserv scheduler is in nature dividing and allocating 
bandwidth and queue buffer resource for different types of flow. When traffic is more bursty, 
in general this may lead to more often queue buffer overflow and underflow, resulting in 
decreased throughput and higher packet loss ratio. By intuition, providing more bandwidth 
shares to those bursty flows may solve the problem. However, as stated in Section 2.1, 
bandwidth is a scarce resource and the gap between reality and demand will always persist. 
Hence providing more bandwidth to bursty flows may not always be a feasible solution. 
Besides, allocating more bandwidth to specific types of flows may mean that other flows will 
get fewer shares of bandwidth, and hence in general degraded service in terms of prolonged 
delay, increased packet loss ratio and reduced throughput.  
 
This thesis provides a novel view to this issue. In fact, bursty flows don’t necessarily all 
require more per-flow bandwidth. Based on application types, some bursty flows may be 
                                                          
36 Diffserv is the short for differentiated service. It is an architecture for providing different types or 
levels of service for network traffic.  
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loss-sensitive flows, but they may not have delay bound requirement. Hence their demand 
for queue buffer may be high, but their demand for bandwidth may not. Some other bursty 
flows may be time-critical and mission-critical applications. Hence they are delay-sensitive 
and have certain delay bound requirement. Their demand for queue buffer is small, but in the 
mean time their demand for bandwidth may be high. Some other flows may be less bursty 
flows. And hence their demand for queue buffer and bandwidth may both be small. In this 
case the Zombie List measuring mechanism can be utilized to monitor the burstiness of the 
traffic. When the measured variance is smaller, less queue buffer as well as less bandwidth 
may be provided to those flows to limit delay while still satisfying packet drop ratio and 
throughput requirement. When the measured variance is higher, which corresponds to a more 
bursty traffic case, more queue buffer may be provided to those flows to accommodate the 
burst, while in the same time for time-critical and mission-critical flows, high priority may 
be applied onto their packets or higher per-flow bandwidth may be allocated to them, so that 
delay, throughput and packet loss ratio requirements are all satisfied. For bursty but non-
delay-sensitive flows, more queue buffer but less bandwidth may be allocated to them, so 
that packet loss ratio requirement can be satisfied while the saved bandwidth can be 
allocated to other flows in greater needs. 
 
In this way, bandwidth and queue buffer resources in the Diffserv router are maximum 
utilized and the requirements of all flows are also satisfied.  
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Appendix I 
Linearization and Laplace Transform around Equilibrium Operating 
Point 
 
This analysis is based on the development in [53]. 
 
In Section 3.1.4 we use ሺw*, p*ሻ to represent the unique equilibrium point for the Reno-RED 
pair feedback control system. And we got the following relationship function. 
 
( )( )2* *2 2i iq w= +
 
 Eqn.  3-11 
 
where *iw  is the equilibrium congestion window of source i, and by definition 
 
* *
i li ll
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where *iq  is the equilibrium overall packet drop ratio for source i, 
*
lp  is the equilibrium 
packet drop ratio on link l, and Rli  is  routing matrix   
 
Back in Section 3.1.3 we got the dynamic functions of the Reno-RED pair feedback control 
system, as summarized below 
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Eqn.  3-7 
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Eqn.  3-9 
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Assuming at equilibrium, system stables and oscillates around the operating point ሺw*,  p*ሻ. 
In order to simplify and analyse the equilibrium behaviour of Reno-RED pair, we need to 
linearize Eqn. 3-7 and Eqn. 3-9 around equilibrium operating point ሺw*, p*ሻ. 
 
In Section 3.1.2, we have the following relationship 
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Substituting Eqn. 3-6 into Eqn. 3-7 and 3-9, we have the following two dynamic functions to 
linearize: 
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Eqn.  I-1 
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Eqn.  I-2 
 
 
If we denote equation Eqn.  I-1  as: 
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then we have: 
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From Eqn. 3-11, we have ( )( )2* *2 2i iq w= + , so   
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Similarly we can get: 
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Now that all the partial differential coefficient of function 
( ) ( ) ( )( )* *, , bi i i l lif w t w t p tτ τ− −  w.r.t. all its variables are determined, from the definition 
of linearization 
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we get the linearized function of  Eqn.  I-1  as: 
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Similarly we can get the linearized function of  Eqn.  I-2  as:  
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 Eqn.  I-4 
 
If we now denote ( )iw tδ  in Eqn. I-3 and ( )*fk lib tδ τ−  in Eqn. I-4 as perturbations around 
the equilibrium point ( )* *,w p , then Eqn.  I-3  and  Eqn.  I-4  can be expressed as: 
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 Eqn.  I-6 
 
Apply Laplace transformation to the above two equations, we get: 
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if  l L  eR s               
otherwise
τ−⎧ ∈⎪= ⎨⎪⎩
 
 
And we can also apply Laplace transformation to the RED pricing algorithm. RED’s pricing 
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function is described in Eqn. 3-10, which is put down below for convenience.  
 
( ) ( )( )max min min max
max min
                l l
Pp t avg t T T avg T
T T
= − < <−   Eqn.  3-10 
 
And since RED averages the instantaneous queue by an exponentially weighted average; 
denoting ( ) ( )lr t avg t=  to be the averaged queue length, we can model it as a low-pass 
filter 
( ) ( ) ( )( )l ql l l lr t w c r t b t= − −   Eqn.  I-9 
 
Apply Laplace transformation to Eqn.  3-10  and Eqn.  I-9, we get: 
 
( ) ( )max
max min
ql l
l l
ql l
w cPp s b s
T T s w c
= − +   Eqn.  I-10 
 
Eqn. I-7, Eqn. I-8 and Eqn. I-10 together constitutes the transfer  function representation of 
the Reno-RED pair feedback control system, which is summarized in Section 3.1.5. 
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Appendix II 
The calculation of 95% confidence interval in this thesis 
The author of this thesis gives extra care when handling his simulation data. All simulations 
are run with 20 different and independent seeds.  And 95% confidence intervals are 
calculated for every of these 20 simulation groups. The consideration and the reason of using 
the 95% confidence interval, and the calculation method of the 95% confidence interval are 
given below in this appendix. 
 
In a random process, a measurement will have its uncertainty. The uncertainty sustains no 
matter how long it takes for the measurement, nor how many times the measurements are 
taken. Due to traffic fluctuation and the randomness in arriving bit rate, so will there be 
uncertainty in the measurement from the zombie list measuring mechanism. Hence it is 
necessary for us to know how much we can trust our measurement, and the conclusions we 
made based on these measurement. 
 
In order to quantify the uncertainty in the measurement, 95% confidence interval is often 
used. It is the range of values within which we can be 95% sure that the true value for the 
whole population lies. Similar to 95% confidence interval, sometimes people use 90% 
confidence interval, or 80%, 70%, etc. 
 
Take our simulations for example. In Chapter 5, we measured groups of operating points 
under different load for Adaptive RED algorithm, as shown in Figure 5-13, which for 
convenience is presented down below.  
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Figure 5-13  Operating points of full Adaptive RED algorithm with 95% confidence 
intervals shown, w.r.t. load variations  
 
In Figure 5-13, for each load, we run 20 simulations with different and independent seeds. 
For each seed and simulation, after discarding the initial unstable periods of simulation data, 
the mean value of packet drop ratio and the mean value of queue size are calculated. These 
two measured values form an operating point ሺp,  avgQሻ in the planar plane with queue size 
on the x-axis and packet drop ratio on the y-axis. Due to traffic fluctuation and randomness 
in arriving bit rate, the 20 simulations yield 20 different operating points, which scatter in a 
small region in the graph. If we run the simulation again with another group of 20 different 
seeds, there will certainly be another group of 20 operating points. The question is, where the 
true value of operating point will be located? How certain we can trust our simulation results 
and hence our conclusions made upon them? 
 
If we observe the figure in close detail, we can see a small square in the centre of each 
scatter of operating points. These squares are the 95% confidence interval regions of 
operating point w.r.t. load changes. They mean that we are 95% sure that the true value of 
the operating point will be located within these regions, with less than 5% chance of 
exception. If we run the simulations again with 20 different and independent seeds, with 
95% probability that the mean of these 20 new simulations will be located in those regions. 
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The calculating method used in this thesis is described below. 
 
1. Calculate the mean of the 20 simulations, say mean_X, which is the average of 20 
simulation results; 
2. Calculate the variance of the 20 simulations, say var_X; 
3. Calculate the standard deviation of the 20 simulations, say std_X; 
4. Calculate the error of the standard deviation, say std_err_X, which is std_X/sqrtሺ20ሻ ; 
5. Calculate the bound of the 95% confidence interval, using the coefficient of 2.09, by 
std_err_X * 2.09 ; 
6. The confidence interval of the variable X is given by [mean_X  –  bound,  mean_X  ൅ 
bound]. 
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Appendix III 
Tables of simulation data for comparison figures in Chapter 5 
 
 
Load 
(FTP 
Num) 
15ms 
(*E-02) 
s 
55ms 
(*E-02) 
s 
100ms 
(*E-02) 
s 
200ms 
(*E-02) 
s 
4 5.09±0.06 5.02±0.13 5.20±0.10 4.71±0.30 
8 3.86±0.05 3.74±0.04 3.94±0.10 4.56±0.19 
12 3.58±0.03 3.27±0.04 3.30±0.05 3.62±0.12 
16 3.43±0.03 3.05±0.02 3.01±0.04 3.29±0.10 
20 3.32±0.03 2.94±0.03 2.81±0.03 2.93±0.09 
30 3.15±0.03 2.82±0.03 2.65±0.03 2.64±0.06 
40 3.05±0.02 2.76±0.03 2.59±0.02 2.47±0.03 
 
Table III-1  Comparison of average queueing delay of FARED algorithm under 
different propagation delay scenarios (15ms, 55ms, 100ms, 200ms), w.r.t. 
load increases denoted by the increase in the number of connections (4, 
8, 12, 16, 20, 30, 40), with 95% confidence intervals. 
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Load 
(FTP 
Num) 
Droptail 
(*E-02) 
s 
RED 
(*E-02) 
s 
Adaptive RED 
(*E-02) 
s 
FARED 
(*E-02) 
s 
4 14.87±0.00 2.99±0.04 3.98±0.04 5.02±0.13 
8 16.46±0.00 4.05±0.04 4.09±0.03 3.74±0.04 
12 17.41±0.04 5.14±0.05 4.12±0.02 3.27±0.04 
16 18.01±0.07 5.85±0.03 4.16±0.03 3.05±0.02 
20 18.64±0.03 6.23±0.02 4.19±0.02 2.94±0.03 
30 19.33±0.04 6.56±0.03 4.21±0.02 2.82±0.03 
40 19.56±0.02 6.75±0.02 4.25±0.04 2.76±0.03 
 
Table III-2  Comparison of average queueing delay of Droptail, RED, Adaptive RED 
and FARED algorithms, w.r.t. load increases denoted by the increase in 
the number of connections (4, 8, 12, 16, 20, 30, 40),  with 95% confidence 
intervals. 
 
 
Load 
(FTP 
Num) 
Droptail RED Adaptive RED FARED 
4 0.0067±0.0000 0.0182±0.0003  0.0165±0.0003 0.0148±0.0003 
8 0.0198±0.0000 0.0452±0.0004  0.0462±0.0004  0.0486±0.0005 
12 0.0340±0.0001 0.0759±0.0005  0.0831±0.0006  0.0898±0.0007 
16 0.0489±0.0003 0.1049±0.0008  0.1177±0.0011 0.1268±0.0018 
20 0.0637±0.0005 0.1308±0.0011  0.1429±0.0016  0.1549±0.0013 
30 0.0908±0.0020 0.1701±0.0022  0.1819±0.0023  0.1931±0.0024 
40 0.1117±0.0030 0.1959±0.0027  0.2052±0.0021  0.2150±0.0023 
 
Table III-3  Comparison of packet drop ratio of Droptail, RED, Adaptive RED and 
FARED algorithms, w.r.t. load increases denoted by the increase in the 
number of connections (4, 8, 12, 16, 20, 30, 40), with 95% confidence 
intervals 
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Load 
(FTP 
Num) 
Droptail RED Adaptive RED FARED 
4 2,044,651 
±0 
1,984,225 
±5,849     
1,992,973 
±6,692 
2,004,222 
±5,132 
8 2,046,869 
±0 
2,031,967 
±2,850 
2,029,451 
±2,136 
2,025,647 
±2,569 
12 2,047,383 
±316 
2,044,107 
±1,562    
2,036,034 
±1,785 
2,030,682 
±1,531 
16 2,048,000 
±659 
2,044,347 
±1,092 
2,039,197 
±1,448 
2,028,927 
±2,241 
20 2,046,557 
±419 
2,044,584 
±1,019 
2,038,591 
±1,789 
2,031,705 
±1,665 
30 2,047,024 
±314 
2,043,949 
±877 
2,039,796 
±1,095 
2,029,593 
±1,742 
40 2,047,008 
±208 
2,044,508 
±954 
2,038,658 
±1,248 
2,029,916 
±1,854 
 
Table III-4  Comparison of throughput of DropTail, RED, Adaptive RED and 
FARED algorithms, w.r.t. load increases denoted by the increase in the 
number of connections (4, 8, 12, 16, 20, 30, 40), with 95% confidence 
intervals 
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Load 
(FTP 
Num) 
Droptail 
(×106) 
RED 
(×106) 
Adaptive RED 
(×106) 
FARED 
(×106) 
4 1.9660 
±0.0000 
1.9029 
±0.0060     
1.9114 
±0.0067 
1.9240 
±0.0050 
8 1.9670 
±0.0000 
1.9290 
±0.0032     
1. 9279 
±0.0026     
1. 9213 
±0.0026 
12 1.9659 
±0.0001 
1. 9113 
±0.0021     
1. 9009 
±0.0026   
1. 8860 
±0.0028 
16 1.9576 
±0.0001 
1. 8852 
±0.0018     
1. 8703 
±0.0025  
1. 8501 
±0.0044 
20 1.9470 
±0.0002 
1. 8678 
±0.0037     
1. 8543 
±0.0034     
1. 8367 
±0.0031 
30 1.9325 
±0.0005 
1. 8530 
±0.0031    
1. 8396 
±0.0029     
1. 8258 
±0.0039 
40 1.8983 
±0.0008 
1. 8512 
±0.0028     
1. 8394 
±0.0050     
1. 8252 
±0.0033 
 
Table III-5  Comparison of goodput of DropTail, RED, Adaptive RED and FARED 
algorithms, w.r.t. load increases denoted by the increase in the number 
of connections (4, 8, 12, 16, 20, 30, 40), with 95% confidence intervals  
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