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MULTIPLICITY OF SOLUTIONS FOR QUASILINEAR ELLIPTIC
PROBLEMS
M. L. M. CARVALHO, J. V. GONC¸ALVES, EDCARLOS D. DA SILVA, AND K. O. SILVA
Abstract. It is established existence, uniqueness and multiplicity of solutions
for a quasilinear elliptic problem problems driven by Φ-Laplacian operator.
Here we consider the reflexive and nonreflexive cases using an auxiliary
problem. In order to prove our main results we employ variational methods,
regularity results and truncation techniques.
1. Introduction
The present work concerns existence, uniqueness and multiplicity of solutions
for the elliptic problems 
−∆Φu = f(x), in Ω,
u = 0 on ∂Ω
(1.1) p1
and 
−∆Φu = g(x, u), in Ω,
u = 0 on ∂Ω
(1.2) p2
where Ω ⊂ RN , N ≥ 2, is a bounded domain with smooth boundary, Φ is the even
function defined by
Φ(t) =
∫ t
0
sφ(s)ds, t ∈ R.
Quasilinear elliptic problems driven by the Φ-Laplacian operator have been
widely considered in the last years. Here we infer the reader to [5, 6, 12, 13, 14, 15,
16, 17, 18, 19, 22, 23, 26]. Most of them considered the Orlicz and Orlicz-Sobolev
framework taking into account that Φ and Φ˜ verify the so called ∆2-condition.
Under this condition the Orlicz and Orlicz-Sobolev space are separable and reflexive
Banach spaces. The main novel in this work is to consider quasilinear elliptic
problem such as (1.1) and (1.2) where the condition ∆2 condition is not available
anymore. The main difficulty here is to consider the weak star convergence instead
of the weak converge for the Orlicz-Sobolev space. The aproach here is variational
using an energy functional associated to the elliptic problems (1.1) or (1.2). At
the same time, we consider a regularity result finding existence and multiplicity of
solutions for quasilinear elliptic equations without the ∆2 condition. In our setting
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we consider an auxiliary problem in order to recover some compactness for our
energy functional which is crucial in variational methods.
Now we shall give the hypotheses for the functions φ, f and g. For the function
φ : R→ R we assume that φ is in C1 and it satisfies
(φ1) (i) tφ(t)→ 0 as t→ 0, (ii) tφ(t)→∞ as t→∞;
(φ2) tφ(t) is strictly increasing in (0,∞);
(φ3) there exist ℓ,m ∈ [1, N) such that
ℓ− 1 = inf
t>0
(tφ(t))′
φ(t)
≤
(tφ(t))′
φ(t)
≤ m− 1, t > 0;
(φ4) a := inf
t>0
tm
Φ(t)
> 0.
Moreover we assume that
f ∈ LN(Ω). (1.3) cond-f
For the function g : Ω×R→ R we suppose that g is in C0 class and g(x, 0) = 0 for
any x ∈ Ω. Furthermore, we assume also the following assumptions:
(g1): there are a constant C > 0 and an N-function
Ψ(t) =
∫ t
0
ψ(s)ds
with ψ : [0,∞)→ R continuous and satisfying
(ψ1): 1 < m < ℓΨ := inf
t>0
tψ(t)
Ψ(t)
≤ sup
t>0
tψ(t)
Ψ(t)
=: mΨ < 1
∗ :=
N
N − 1
;
such that
|g(x, t)| ≤ C(1 + ψ(t)),
(g2): there is an an N-function
Γ(t) =
∫ t
0
γ(s)ds
with γ : [0,∞)→ R continuous and satisfying
(γ1): N < ℓΓ := inf
t>0
tγ(t)
Γ(t)
≤ sup
t>0
tγ(t)
Γ(t)
=: mΓ <∞,
such that
Γ
(
G(x, t)
|t|ℓ
)
≤ CG(x, t), x ∈ Ω, |t| ≥ R,
where C,R are positive constants,
G(x, t) :=
∫ t
0
g(x, s)ds
and
G(x, t) := tg(x, t)−mG(x, t), x ∈ Ω, t ∈ R.
Here we denote λ1 > 0 the first eigenvalue for the operator ∆Φ. Recall that, using
hypothesis (φ3), it folows from the Poincare´ inequality, (see e.g. [6], [17]), that
λ1
∫
Ω
Φ(u)dx ≤
∫
Ω
Φ(|∇u|)dx, u ∈ W 1,Φ0 (Ω).
Now we shall consider some additional hypotheses:
(g3): lim
t→∞
g(x, t)
|t|m−1
=∞,
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(g4): lim sup
t→0
g(x, t)
|t|φ(t)
= λ < λ1,
Due to the nature of the operator
∆Φu = div(φ(|∇u|)∇u)
we need to consider the framework of Orlicz-Sobolev spaces W 1,Φ0 (Ω). It is
important to emphasize that Φ-Laplacian operator is not homogenous. This is
a serious difficulty in order to use variational methods. In order to overcome this
difficulty we shall consider some specific estimates in Orlicz and Orlicz-Sobolev
spaces.
Remark 1.1. Taking into account hypothesis (φ3) we have that t 7→
tm
Φ(t) is a
strictly increasing function. As a consequence we mention that
inf
t>0
tm
Φ(t)
= lim
t→0+
tm
Φ(t)
.
Our principal result can be stated in the following form
th1 Theorem 1.1. Assume (φ1)−(φ4) and (1.3). Then there exists an unique solution
for the elliptic problem (1.1), that is, there exists an unique function u ∈ W 1,Φ0 (Ω)
in such way that ∫
Ω
φ(|∇u|)∇u∇vdx =
∫
Ω
fvdx, v ∈ W 1,Φ0 (Ω). (1.4) sol-fraca2
Moreover, asssuming that ℓ > 1 the solution given just above is in also in L∞(Ω)
whenever the function Φ is equivalent to the function t → |t|r for some r > 1, i.e,
there exist c1, c2 > 0 in such way that c1|t|
r ≤ Φ(t) ≤ c2|t|
r for any t ∈ R.
We point out that the function
φ(t) =
log(1 + |t|)
|t|
, t ∈ R\{0}
satisfies the hypotheses (φ1) − (φ4). In this case the operator in problem (1.1)
has logarithmic growth with respect to the gradient which can be written in the
following form 
−div
(
log(1 + |∇u|)
|∇u|
∇u
)
= f in Ω,
u = 0 on ∂Ω.
(1.5)
Here we stress out that ℓ = 1 and a = m = 2 which give us an concrete example
where the N-Function Φ is in such way that Φ˜ does not verity the well known ∆2
condition at infinity, see [25]. As a consequence the N-function Φ : R→ R given by
Φ(t) =
∫ t
0
log(1 + s)ds, s > 0
is in such way that W 1,Φ˜0 (Ω) is not reflexive. The problem (1.5) have been studied
by many authors during the last years, see Boccardo et al [2, 3], Esposito et
al [11], Passarelli [24], Fuchs [12, 13], Zhang et al [27] and references therein.
For further results on Orlicz and Orlicz-Sobolev framework in refer the reader to
[1, 14, 15, 17, 18, 22]. The main feature in this work is to find a weak solution for
the problem (1.1) in the nonreflexive case using a sequence of approximate problems
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where in each term for this sequence the associated Orlicz-Sobolev space is reflexive.
So that taking the limit in this sequence the solution for the nonreflexive case is
obtained by a careful analysis on continuous and compact embedding involved in
Orlicz-Sobolev spaces.
For the next result we shall consider the nonlinear elliptic problem (1.2) under
some superlinear conditions at infinity. The main feature here is to consider
nonreflexive problems without the well known Ambrosetti-Rabinowitz condition
at infinity. Namely, the Ambrosetti-Rabinowitz condition, for the function g, in
short (AR) condition, says that
0 < θG(x, t) ≤ tg(x, t), x ∈ Ω, |t| ≥ R
holds true for some θ > m and R > 0. As a product the (AR) condition implies
that
G(x, t) ≥ c1|t|
m − c2, x ∈ Ω, t ∈ R (1.6) cc
holds for some c1, c2 > 0. Nevertheless, there are superlinear functions in such way
that (1.6) in not satisfied. For example, we mention that g(x, t) = |t|m−2tln(1+ |t|)
does not verity the superlinear condition given in (1.6) for each m ∈ (1, N). As
a consequence the function g just above does not verify the (AR) condition. We
point out that the (AR) condition implies some compactness properties such as the
Palais-Smale condition at infinity which is crucial in variational methods. As the
(AR) condition is not available in our setting we need to consider some compactness
condition such as the Cerami condition. Latter on, we shall give a precise definition
for the Palais-Smale condition and Cerami condition. For the next result we
shall consider hypotheses (g1) − (g4) proving that the associated functional for
the problem (1.2) satisfies the well known Cerami condition which is sufficient in
variational procedures. Our second result can be read in the following form
th2 Theorem 1.2. Assume (φ1), (φ2), (φ4),
(φ3)
′: 1 ≤ ℓ ≤
φ(t)t2
Φ(t)
≤ m, t > 0,
and (g1) − (g4). Then problem (1.2) at least one solution u ∈ W
1,Φ
0 (Ω), that is,
there exists a function u ∈ W 1,Φ0 (Ω) in such way that∫
Ω
φ(|∇u|)∇u∇vdx =
∫
Ω
g(x, u)vdx, v ∈W 1,Φ0 (Ω). (1.7) sol-fraca
Assuming (φ3) instead of (φ3)
′, problem (1.2) admits at least two weak solutions
u1, u2 ∈ W
1,Φ
0 (Ω)/{0} satisfying u1 ≥ 0 and u2 ≤ 0 in Ω. Furthermore, assuming
also that ℓ > 1 and the function Φ is equivalent to t → |t|r, t ∈ R for some r > 1,
the solutions u1, u2 belong to C
1,α for some α ∈ (0, 1).
The paper is organized as follows: Section 2 is devoted to an overview on Orlicz
and Orlicz-Sobolev framework. In Section 3 we consider the elliptic problem (1.1) in
the reflexive case. In Section 4 we give some existence results for the problem (1.1)
in the nonreflexive case. Section 5 is devoted to regularity results to the elliptic
problem (1.1) and (1.2). In Section 5 we give the proof of our main results.
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2. Orlicz and Orlicz-Sobolev spaces
The reader is referred to [1, 10, 25] regarding Orlicz-Sobolev spaces. The usual
norm on LΦ(Ω) is (Luxemburg norm),
‖u‖Φ = inf
{
λ > 0
∣∣ ∫
Ω
Φ
(
u(x)
λ
)
dx ≤ 1
}
,
the Orlicz-Sobolev norm of W 1,Φ(Ω) is
‖u‖1,Φ = ‖u‖Φ +
N∑
i=1
∥∥∥∥ ∂u∂xi
∥∥∥∥
Φ
,
while W 1,Φ0 (Ω) denotes the closure of C
∞
0 (Ω) with respect to the usual norm of
W 1,Φ(Ω). Recall that
Φ˜(t) = max
s≥0
{ts− Φ(s)}, t ≥ 0.
It turns out that when Φ and Φ˜ are N -functions satisfying the ∆2-condition we
mention that LΦ(Ω) and W
1,Φ(Ω) are separable, reflexive, Banach spaces, see [25,
p 22]. However, as was quoted in the introduction we shall consider the case when
the function Φ does not verify the ∆2-condition. Anyway, we shall consider some
important properties for Orlicz and Orlicz-Sobolev spaces.
reflex Remark 2.1. It is well known that (φ3) implies that (φ3)
′ is verified. Furthermore,
assuming 1 < ℓ ≤ m < N , we obtain Φ, Φ˜ ∈ ∆2. Reciprocally, assuming that
Φ, Φ˜ ∈ ∆2 then 1 < ℓ ≤ m < N .
By the Poincare´ Inequality, (see e.g. [17]),∫
Ω
Φ(u)dx ≤
∫
Ω
Φ(2d|∇u|)dx
where d = diam(Ω), and it follows that
‖u‖Φ ≤ 2d‖∇u‖Φ for W
1,Φ
0 (Ω).
As a consequence, ‖u‖ := ‖∇u‖Φ defines a norm in W
1,Φ
0 (Ω), equivalent to ‖.‖1,Φ.
Let Φ∗ be the inverse of the function
t ∈ (0,∞) 7→
∫ t
0
Φ−1(s)
s
N+1
N
ds
which extends to R by Φ∗(t) = Φ∗(−t) for t ≤ 0. We say that a N-function Ψ grow
essentially more slowly than Φ∗, we write Ψ << Φ∗, if
lim
t→∞
Ψ(λt)
Φ∗(t)
= 0, for all λ > 0.
The imbedding below (cf. [1]) will be used in this paper:
W 1,Φ0 (Ω)
cpt
→֒ LΨ(Ω), if Ψ << Φ∗,
in particular, as Φ << Φ∗ (cf. [18, Lemma 4.14]),
W 1,Φ0 (Ω)
cpt
→֒ LΦ(Ω).
Furthermore,
W 1,Φ0 (Ω)
cont
→֒ LΦ∗(Ω).
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It is worthwhile to mention that under hypotheses (φ1) − (φ2) and (φ3) (cf. [7,
Lem. D.2]) the following continuous embedding holds
Lm(Ω)
cont
→֒ LΦ(Ω)
cont
→֒ Lℓ(Ω).
Now we refer the reader to [14, 15] for some elementary results on Orlicz and
Orlicz-Sobolev spaces.
lema_naru Proposition 2.1. Assume that φ satisfies (φ1)− (φ3). Set
ζ0(t) = min{t
ℓ, tm}, ζ1(t) = max{t
ℓ, tm}, t ≥ 0.
Then Φ satisfies
ζ0(t)Φ(ρ) ≤ Φ(ρt) ≤ ζ1(t)Φ(ρ), ρ, t > 0,
ζ0(‖u‖Φ) ≤
∫
Ω
Φ(u)dx ≤ ζ1(‖u‖Φ), u ∈ LΦ(Ω).
lema_naru_* Proposition 2.2. Assume that φ satisfies (φ1)− (φ3). Set
ζ2(t) = min{t
ℓ∗ , tm
∗
}, ζ3(t) = max{t
ℓ∗ , tm
∗
}, t ≥ 0
where 1 < ℓ,m < N and m∗ = mNN−m , ℓ
∗ = ℓNN−ℓ . Then
ℓ∗ ≤
t2Φ′∗(t)
Φ∗(t)
≤ m∗, t > 0,
ζ2(t)Φ∗(ρ) ≤ Φ∗(ρt) ≤ ζ3(t)Φ∗(ρ), ρ, t > 0,
ζ2(‖u‖Φ∗) ≤
∫
Ω
Φ∗(u)dx ≤ ζ3(‖u‖Φ∗), u ∈ LΦ∗(Ω).
3. The problem (1.1) for the reflexive case
In this section we shall prove some an existence and uniquiness results for
problem (1.1) in the reflexive case using hypotheses (φ1) − (φ2) and (φ3)
′. In
other words, we shall consider hypotheses (φ1)− (φ2) and (φ3)
′ where ℓ > 1. Under
these conditions it is well known that Orlicz and Orlicz-Sobolev spaces are Banach
reflexive spaces. In this way, we shall develop some minimization arguments on
Orlicz-Sobolev spaces for a specific functional. It is worthwhile to mention that
(1.1) have been considered by Gossez [17]. Here we also refer the reader to Fukagai
et al. [14, 15]. For the reader convenience we shall give here an alternative proof.
Consider the energy functional I :W 1,Φ0 (Ω)→ R given by
I(u) =
∫
Ω
Φ(|∇u|)− fudx, u ∈ W 1,Φ0 (Ω).
prop_ltda_inf Proposition 3.1. Suppose (φ1)− (φ2), (φ3)
′ and ℓ > 1. Then the functional I is
bounded from below.
Proof. Initially, we mention that Ho¨lder’s inequality and the embedding
W 1,Φ0 (Ω) →֒W
1,1
0 (Ω) →֒ L
N
N−1 (Ω)
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imply that
I(u) ≥
∫
Ω
Φ(|∇u|)dx− ‖f‖N‖u‖ N
N−1
≥
∫
Ω
Φ(|∇u|)dx− C‖f‖N‖u‖
≥ ‖u‖

∫
Ω
Φ(|∇u|)dx
‖u‖
− C‖f‖N
 , u ∈W 1,Φ0 (Ω).
According to Gossez [18]) there exists M > 0 in such way that ‖u‖ > M implies∫
Ω
Φ(|∇u|)dx
‖∇u‖Φ
> (C + 1)‖f‖N .
As a consequence, we deduce that
I(u) ≥ ‖u‖‖f‖N ≥M‖f‖N .
On the other hand, using the fact that I continuous and convex, we know that I
is weakly lower semicontinous, in short, we say that I is w.l.s.c. Furthermore,
the unit ball centered at the origin with radius M > 0 given by BM (0) =
{u ∈ W 1,Φ0 (Ω) : ‖u‖Φ ≤ M} is compact in the weak topology proving that
I admits a maximum point in BM (0). Let u0 ∈ W
1,Φ
0 (Ω) be fixed such that
I(u0) = inf{I(v), v ∈ BM (0)}. Using the estimates discussed just above it follows
that
I(u) ≥ min{I(u0),M‖f‖N}.
In particular, the functional I is bounded from below. This ends the proof. 
prop_min Proposition 3.2. Suppose (φ1) − (φ2), (φ3)
′ where ℓ > 1. Then there exists
u ∈ W 1,Φ0 (Ω) in such way that
I(u) = inf
v∈W 1,Φ0 (Ω)
I(v).
Proof. Firstly, we observe that Proposition 3.1 shows that I is bounded from below.
Let (un) ⊆ W
1,Φ
0 (Ω) be a minimizer sequence for I. Now we claim that (un) is
bounded in W 1,Φ0 (Ω). In fact, using Proposition 2.1, there exists n0 ∈ N in such
way that for any n > n0 implies that
I∞ + 1 ≥ I(un) ≥ min
{
‖un‖
ℓ, ‖un‖
m
}
− ‖f‖W−1,Φ˜‖un‖,
where we define I∞ := infv∈W 1,Φ0 (Ω)
I(v). Hence the sequence (un) is now bounded.
Using the fact that Orlicz-Sobolev space is a reflexive Banach space we deduce that
un ⇀ u em W
1,Φ
0 (Ω).
Using the fact that E :W 1,Φ0 (Ω)→ R given by
E(z) =
∫
Ω
Φ(|∇z|)dx, z ∈ W 1,Φ0 (Ω)
is w.l.s.c we obtain the following estimates
I(u) ≤ lim inf
∫
Ω
Φ(|∇un|)dx− lim
n→∞
∫
Ω
fundx ≤ lim inf I(un) = I∞,
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Here we have used the fact that un → u in L
N/(N−1)(Ω). This can be proven using
the compact embedding W 1,Φ0 (Ω) ⊂ L
N/(N−1)(Ω). As a consequence we infer that
I(u) = min
v∈W 1,Φ0 (Ω)
I(v).
The proof for this proposition is now complete. 
teo_prin Proposition 3.3. Suppose (φ1)− (φ2), (φ3)
′ where ℓ > 1. Then the problem (1.1)
admits at least one weak solution u ∈ W 1,Φ0 (Ω) which is given by a minimization
for I over W 1,Φ0 (Ω). In particular, we have that∫
Ω
φ(|∇u|)∇u∇vdx =
∫
Ω
fvdx, v ∈ W 1,Φ0 (Ω).
Proof. Let u ∈ W 1,Φ0 (Ω) be a fixed minimizer given in Proposition 3.2. Consider
0 < t < 1 and the function v ∈W 1,Φ0 (Ω). Now we mention that
I(u+ tv)− I(u)
t
≥ 0.
In other words, we have been ensured that∫
Ω
Φ(|∇u+ t∇v|) − Φ(|∇u|)
t
dx ≥
∫
Ω
fvdx. (3.8) derivada_phi
Now we claim that
lim
t→0+
∫
Ω
Φ(|∇u+ t∇v|) − Φ(|∇u|)
t
dx =
∫
Ω
φ(|∇u|)∇u∇vdx.
Now we shall prove the claim just above. Using the mean value theorem we deduce
that
Φ(|∇u + t∇v|)− Φ(|∇u|) = φ(θt)θt [|∇u+ t∇v| − |∇u|] , (3.9) el1
where θ : Ω→ R, θ(x) ∈ [0, 1], x ∈ Ω and
−|∇u| − |∇v| ≤ min{|∇u+ t∇v|, |∇u|}
≤ θt
≤ max{|∇u+ t∇v|, |∇u|}
≤ |∇u|+ |∇v| q.t.p. em Ω.
(3.10) el2
According to (3.10) we observe that θt(x) → |∇u(x)| as t → 0 a.e. x ∈ Ω. This
fact together with (3.9) imply that
lim
t→0
Φ(|∇u+ t∇v|) − Φ(|∇u|)
t
= φ(|∇u|)∇u∇v a.e inx ∈ Ω. (3.11) el3
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In addition, we also mention that
Φ(|∇u+ t∇v|)− Φ(|∇u|)
t
= φ(θt)θt
[
|∇u + t∇v| − |∇u|
t
]
≤ φ(θt)θt
[
|∇u|+ t|∇v| − |∇u|
t
]
= φ(θt)θt|∇v|
≤ φ(|∇u|+ |∇v|)(|∇u| + |∇v|)|∇v|.
(3.12) a_1
Here we have used the fact that tφ(t) ≥ 0 and t → tφ(t) is increasing for t ≥ 0.
Furthermore, we know that
Φ(|∇u + t∇v|)− Φ(|∇u|)
t
≥ φ(θt)θt
[
|∇u| − t|∇v| − |∇u|
t
]
= −φ(θt)θt|∇v|
≥ −φ(|∇u|+ |∇v|)(|∇u|+ |∇v|)|∇v|.
(3.13) a_2
As a consequence estimates (3.12) and (3.13) imply that∣∣∣∣Φ(|∇u+ t∇v|)− Φ(|∇u|)t
∣∣∣∣ ≤ φ(|∇u|+ |∇v|)(|∇u|+ |∇v|)|∇v|. (3.14) el4
Moreover, using the estimate Φ˜(tφ(t)) ≤ Φ(2t) for any t ∈ R, we mention that
φ(|∇u|+ |∇v|)(|∇u| + |∇v|) ∈ LΦ˜(Ω).
Now, due Ho¨lder’s inequality we see that
φ(|∇u|+ |∇v|)(|∇u| + |∇v|)|∇v| ∈ L1(Ω).
At this moment using (3.11), (3.14) and Dominated convergence Theorem we
deduce that
lim
t→0+
∫
Ω
Φ(|∇u+ t∇v|) − Φ(|∇u|)
t
dx =
∫
Ω
φ(|∇u|)∇u∇vdx.
As a consequence, taking the limit as t→ 0 in (3.8) we observe that∫
Ω
φ(|∇u|)∇u∇vdx ≥
∫
Ω
fvdx, v ∈ W 1,Φ0 (Ω).
In the last estimate changing v by −v we also obtain that∫
Ω
φ(|∇u|)∇u∇vdx =
∫
Ω
fvdx, v ∈ W 1,Φ0 (Ω).
The proof of this proposition is now complete. 
In what follows we denote the inner product in RN by (, ). At this moment we
would like to show that problem (1.1) admits exactly one solution in W 1,Φ0 (Ω) for
the reflexive case. In order to achieve this purpose we shall consider some auxiliary
results listed just below.
10 M. L. M. CARVALHO, J. V. GONC¸ALVES, EDCARLOS D. DA SILVA, AND K. O. SILVA
mono Proposition 3.4. Let φ : (0,∞) → (0,∞) be a fixed N-function satisfying
hypotheses (φ1) and (φ2). Then
(φ(|x|)x − φ(|y|)y, x− y) ≥ 0, ∀ x, y ∈ Rn
and
(φ(|x|)x − φ(|y|)y, x − y) > 0, ∀ x, y ∈ Rn, x 6= y.
Proof. Firstly, we shall split the proof into three parts. In the first one we put
x, y ∈ RN in such way that |x| = |y|. In this case we easily see that
(φ(|x|)x − φ(|y|)y, x− y) = φ(|x|)|x − y|2 ≥ 0, x, y ∈ RN , |x| = |y|.
This estimate proves the proposition in the first part. In the second part we shall
consider x, y ∈ RN in such way that |x| < |y|. Thanks to hypothesis (φ2) we
mention that
(φ(|x|)x − φ(|y|)y, x− y) ≥ φ(|x|)|x|(|x| − |y|) + φ(|y|)|y|(|y| − |x|)
= (φ(|x|)|x| − φ(|y|)|y|)(|x| − |y|) > 0
This ends the proof in the second case. In the last part we shall consider x, y ∈ RN
in such way that |x| > |y|. Using the same ideas discussed just above we conclude
one more time that
(φ(|x|)x − φ(|y|)y, x− y) ≥ φ(|x|)|x|(|x| − |y|) + φ(|y|)|y|(|y| − |x|)
= (φ(|x|)|x| − φ(|y|)|y|)(|x| − |y|) > 0.
This finishes the proof for this proposition. 
L_mono Proposition 3.5. Suppose (φ1)− (φ2). Then we have that∫
Ω
(φ(|∇u|)∇u − φ(|∇v|)∇v)(∇u −∇v)dx > 0, u, v ∈W 1,Φ0 (Ω), u 6= v.
Proof. Let u, v ∈ W 1,Φ0 (Ω) be fixed functions in such way that u 6= v. Using
Proposition 3.4 we deduce that
(φ(|∇u|)∇u − φ(|∇v|)∇v)(∇u −∇v) ≥ 0 a.e in Ω.
Using the fact that u 6= v there exits Ω0 ⊂ Ω with positive Lebesgue measure such
that
(φ(|∇u|)∇u − φ(|∇v|)∇v)(∇u −∇v) > 0 a.e in Ω0.
As a consequence we obtain∫
Ω0
(φ(|∇u|)∇u − φ(|∇v|)∇v)(∇u −∇v)dx > 0.
The last estimate implies that∫
Ω
(φ(|∇u|)∇u − φ(|∇v|)∇v)(∇u −∇v)dx > 0.
This ends the proof for this proposition. 
unic Proposition 3.6. Suppose (φ1) − (φ2). Then the problem (1.1) admits at most
one solution in W 1,Φ0 (Ω).
Proof. The proof for this proposition follows immediately from Proposition 3.5. We
omit the details. 
thaux Theorem 3.1. Suppose (φ1) − (φ2), (φ3)
′ and ℓ > 1. Then problem (1.1) admits
at least exactly one solution u ∈W 1,Φ0 (Ω).
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Proof. The proof follows using Proposition 3.3 and Proposition 3.6. 
4. Problem (1.1) for the nonreflexive case
In this section we shall prove some useful results in order to ensure existence of
solution for problem (1.1) in the nonreflexive case. The first result in this direction
is to consider a sequence of approximated quasilinear elliptic problems given by
−∆Φǫu = f(x), in Ω,
u = 0 on ∂Ω
(4.15) aux
where f ∈ LN(Ω) and Φǫ(t) := Φ(t) +
ǫ
m t
m, t ∈ R, ǫ > 0. It is important to
remember that v ∈W 1,Φǫ0 (Ω) is a weak solution for the problem (4.15) when
ǫ
∫
Ω
|∇v|m−2∇v∇wdx +
∫
Ω
φ(|∇v|)∇v∇wdx =
∫
Ω
fwdx (4.16) test
holds true for any w ∈W 1,Φǫ0 (Ω). The main properties for the functions Φǫ can be
read as
ell-epsilon Lemma 4.1. Suppose (φ1)− (φ4). Then the function Φǫ(t) satisfies the following
properties
(i) Φǫ → Φ as ǫ→ 0;
(ii) 1 < ℓǫ ≤
Φ′ǫ(t)t
Φǫ(t)
≤ m, t > 0;
(iii) ℓǫ → 1 as ǫ→ 0;
(iv) Φǫ is equivalent to the N-function t
m.
Proof. First of all, we mention that Φ and t 7→ ǫm t
m are N-function. Hence Φǫ is
also a N-function. Moreover, we easily see that the limit in (i) is verified.
At this moment we shall prove the item (ii). Taking into account (φ3) we have
that
1 ≤
φ(t)t2
Φ(t)
≤ m, t > 0. (4.17) Phi
As a consequence, we infer that
Φ′ǫ(t)t
Φǫ(t)
=
ǫtm + φ(t)t2
Φ(t) + ǫm t
m
=
ǫ t
m
Φ(t) +
φ(t)t2
Φ(t)
1 + ǫm
tm
Φ(t)
≤
ǫ t
m
Φ(t) +m
1 + ǫm
tm
Φ(t)
= m.
On the other hand, using one more time (4.17), we also have that
Φ′ǫ(t)t
Φǫ(t)
=
ǫ t
m
Φ(t) +
φ(t)t2
Φ(t)
1 + ǫm
tm
Φ(t)
≥
ǫ t
m
Φ(t) + 1
1 + ǫm
tm
Φ(t)
= h
(
tm
Φ(t)
)
, (4.18)
where we define
h(s) :=
ǫs+ 1
ǫ
ms+ 1
.
It is easy to see that h is increasing. Furthermore, we observe that
d
dt
(
tm
Φ(t)
)
=
tm−1
Φ(t)
(
m−
φ(t)t2
Φ(t)
)
≥ 0.
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As a product we obtain t 7→
tm
Φ(t)
is nondecreasing. Hence the function t 7→ h
(
tm
Φ(t)
)
is also nondecreasing. As a consequence, using the estimate (4.18), we have been
proven that
Φ′ǫ(t)t
Φǫ(t)
≥ lim
t→0
h
(
tm
Φ(t)
)
=
ǫa+ 1
ǫ
ma+ 1
= 1 +
(m− 1)ǫa
ǫa+m
=: ℓǫ > 1.
Here we have used the fact that Φ is a N-function showing that m > 1. According
to the last estimate we see that
lim
ǫ→0+
ℓǫ = 1.
This ends the proof for the item (iii). Moreover, using Proposition 2.1, we infer
that
ǫ
m
tm ≤ Φǫ(t) ≤ (Φ(1) +
ǫ
m
)tm, t ≥ 1.
So that the proof of item iv) is now achieved. This finishes the proof of this
proposition. 
In what follows we shall consider the approximated elliptic problem (4.15) that
admits exactly one solution uǫ for any ǫ > 0. This fact is verified thanks the
inequality ℓǫ > 1 which implies that W
1,Φǫ
0 (Ω) is a reflexive Banach space, see
Proposition 3.3 and Proposition 3.6 and Theorem 3.1. In the nonreflexive case
where ℓ = 1 we shall consider some powerful results in order to get a weak
solution for the problem (1.1). Initially, we shall use the approximate problem
(4.15) obtained a sequence of bounded weak solutions (uǫ) ∈ W
1,Φǫ
0 (Ω). So that we
shall consider the following result
pr1 Proposition 4.1. Suppose (φ1) − (φ3) where ℓ = 1. Then the sequence (uǫ) ⊂
L∞(Ω) is bounded in W 1,Φ0 (Ω) and W
1,1
0 (Ω).
Proof. Let uǫ be the unique solution for the auxiliary problem (4.15) which is
given by Theorem 3.1. Note that uǫ is in W
1,Φ
0 (Ω) ∩ L
∞(Ω) for any ǫ > 0,
see Theorem 5.1. Now, using the results discussed in Section 2 for Orlicz and
Orlicz-Sobolev spaces, we mention that the following embedding are continuous
W 1,m0 (Ω) →֒W
1,Φǫ
0 (Ω) →֒W
1,ℓǫ
0 (Ω) (cf. [7]) and W
1,Φǫ
0 (Ω) →֒W
1,1
0 (Ω) (cf. [1]).
On the other hand, we observe that
Φ(t),
ǫ
m
tm ≤ Φǫ(t), t ≥ 0.
As a product Φ, ǫm t
m ≺ Φǫ proving that L
Φǫ(Ω) →֒ LΦ(Ω) and LΦǫ(Ω) →֒ Lm(Ω).
Furthermore, we infer thatW 1,Φǫ0 (Ω) →֒W
1,Φ
0 (Ω) andW
1,Φǫ
0 (Ω) →֒W
1,m
0 (Ω). As a
consequence the last embedding says also thatW 1,Φǫ(Ω) =W 1,m0 (Ω). In particular,
we obtain that uǫ ∈ W
1,m
0 (Ω) for any ǫ > 0.
Now we shall prove that uǫ is bounded inW
1,Φ
0 (Ω). Putting uǫ as testing function
in (4.16) we easily see that
ǫ
∫
Ω
|∇uǫ|
mdx+
∫
Ω
φ(|∇uǫ|)|∇uǫ|
2dx =
∫
Ω
fuǫdx.
Using Holder’s inequality we also see that
ǫ
∫
Ω
|∇uǫ|
mdx+
∫
Ω
φ(|∇uǫ|)|∇uǫ|
2dx ≤ ‖f‖N‖uǫ‖1⋆ .
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Taking into account the embeddingW 1,10 (Ω) →֒ L
1⋆(Ω) there exists S = S(N,Ω) >
0 in such way that
‖v‖1⋆ ≤ S‖v‖W 1,10 (Ω)
, v ∈ W 1,10 (Ω).
As a consequence the last embedding and hypothesis (φ3) imply that∫
Ω
Φ(|∇uǫ|)dx ≤
∫
Ω
φ(|∇uǫ|)|∇uǫ|
2dx
≤ mǫ
∫
Ω
|∇uǫ|
mdx+
∫
Ω
φ(|∇uǫ|)|∇uǫ|
2dx
≤ ‖f‖N‖uǫ‖1⋆ ≤ S‖f‖N‖uǫ‖W 1,10 (Ω)
. (4.19)
Let K > 0 be fixed. Using the last estimate and hypothesis (φ2) it follows that
‖uǫ‖W 1,10 (Ω)
=
∫
|∇uǫ|≤K
|∇uǫ|dx+
∫
|∇uǫ|>K
|∇uǫ|dx
≤ K|Ω|+
1
Kφ(K)
∫
|∇uǫ|>K
φ(|∇uǫ|)|∇uǫ|
2dx.
Putting the all estimates just above together we obtain
‖uǫ‖W 1,10 (Ω)
≤ K|Ω|+
S‖f‖N
Kφ(K)
‖uǫ‖W 1,10 (Ω)
. (4.20) e1
Now due the fact that lim
K→∞
Kφ(K) =∞ there exists K0 > 0 such that
S‖f‖N
Kφ(K)
< 1
for any K ≥ K0. In particular, using inequality (4.20), we infer that
‖uǫ‖W 1,10 (Ω)
≤
K|Ω|
1− S‖f‖NKφ(K)
.
Furthermore, taking into account hypothesis (φ3) and (4.19), we also mention that∫
Ω
Φ(|∇uǫ|)dx ≤
∫
Ω
φ(|∇uǫ|)|∇uǫ|
2dx ≤
S‖f‖NK|Ω|
1− S‖f‖NKφ(K)
.
Now we define
R = max
S‖f‖NK|Ω|1− S‖f‖NKφ(K) ,
K|Ω|
1− S‖f‖NKφ(K)
 .
As a consequence we have been shown that∫
Ω
Φ(|∇uǫ|)dx ≤ R,
∫
Ω
φ(|∇uǫ|)|∇uǫ|
2dx ≤ R,
∫
Ω
|∇uǫ|dx ≤ R. (4.21) e3
According to Lemma 2.1 in the Appendix it follows that
min
(
‖uǫ‖W 1,Φ0 (Ω)
, ‖uǫ‖
m
W 1,Φ0 (Ω)
)
≤
∫
Ω
Φ(|∇uǫ|)dx ≤ R.
Hence the sequence (uǫ) is now bounded in W
1,Φ
0 (Ω) and W
1,1
0 (Ω). This completes
the proof. 
S+ Proposition 4.2. Suppose (φ1), (φ2), (φ3)
′. Let (un) ∈ W
1,Φ
0 (Ω) be a sequence
satisfying
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i): un
∗
⇀ u in W 1,Φ0 (Ω);
ii): lim sup
n→∞
〈−∆Φun, un − u〉 ≤ 0.
Then we obtain that un → u in W
1,Φ
0 (Ω). Under this condition we say that the
operator Φ-Laplacian is of (S)+ type.
Proof. The proof is similar to the proof of [8, Prop. 3.5] replacing the weak
convergence un ⇀ u by the weak star convergence un
∗
⇀ u. For the reader
convenience we give a sketch for the proof. Here we emphasize one more time that
W 1,Φ0 (Ω) is not reflexive anymore. However, the Orlicz-Sobolev space W
1,Φ
0 (Ω) is
isomorphic to a closed set in the weak star topology. More precisely, we mention
that
W 1,Φ0 (Ω) ⊆
N+1∏
j=1
LΦ(Ω) ≃
N+1∏
j=1
EΦ
⋆
where EΦ is a separable space. Under these conditions the proof following the same
ideas discussed in [8, Prop. 3.5]. This ends the proof. 
pr2 Proposition 4.3. Suppose (φ1)−(φ4) where ℓ = 1. Then the problem (1.1) admits
at least one solution u ∈W 1,Φ0 (Ω).
Proof. Let uǫ ∈W
1,Φǫ
0 (Ω) be the unique solution for the auxiliary elliptic problem
(4.15). According to Proposition 4.1 we infer that uǫ is bounded in W
1,Φ
0 (Ω) and
W 1,10 (Ω). As a consequence uǫ
∗
⇀ u in the weak star topology. Indeed, the Orlicz-
Sobolev space W 1,Φ0 (Ω) is isomorphic to a closed set in the weak star topology.
More precisely, as was mentioned before we observe that
W 1,Φ0 (Ω) ⊆
N+1∏
j=1
LΦ(Ω) ≃
N+1∏
j=1
EΦ
⋆
where EΦ is a separable space. For further results on weak star topologies we refer
the reader to Gossez [17, 18].
Now, using the weak star converge for uǫ, we observe that∫
Ω
|∇u||∇uǫ|φ(|∇uǫ|)dx ≤ C
holds true for some C > 0. In fact, using Young’s inequality and the ∆2 condition
for Φ, we have that
|∇u||∇uǫ|φ(|∇uǫ|) ≤ Φ(|∇u|) + Φ˜(|∇uǫ|φ(|∇uǫ|))
≤ Φ(|∇u|) + Φ(2|∇uǫ|) ≤ Φ(|∇u|) + 2
mΦ(|∇uǫ|)
Hence the last estimate together with (4.21) imply that∫
Ω
|∇u||∇uǫ|φ(|∇uǫ|)dx ≤
∫
Ω
[Φ(|∇u|) + 2mΦ(|∇uǫ|)]dx ≤ R+ 2
mR.
Now we claim that u is a weak solution to the elliptic problem (1.1). Here we
note that u is not in general a testing function for the auxiliary elliptic problem
(4.15). In this way, we shall consider a density argument in order to prove the
MULTIPLICITY OF SOLUTIONS FOR QUASILINEAR ELLIPTIC PROBLEMS 15
claim just above. More specifically, we know that C∞0 (Ω) is dense in W
1,1
0 (Ω) and
W 1,Φ0 (Ω). As a product there exists a sequence (Uk) in C
∞
0 (Ω) in such way that
‖u− Uk‖W 1,10 (Ω)
, ‖u− Uk‖W 1,Φ0 (Ω)
≤
1
k
. (4.22) e4
Using uǫ − Uk as testing function in the problem (4.15) we mention that
ǫ〈−∆muǫ, uǫ − Uk〉+ 〈−∆Φǫuǫ, uǫ − Uk〉 =
∫
Ω
f(uǫ − Uk)dx. (4.23) e8
The last identity says also that
−ǫ
∫
Ω
|∇uǫ|
m−2∇uǫ∇Ukdx+
∫
Ω
φ(|∇uǫ|)∇uǫ∇(uǫ − Uk)dx ≤
∫
Ω
f(uǫ − Uk)dx.
The last inequality can be written in the following form
−ǫ
∫
Ω
|∇uǫ|
m−2∇uǫ∇Ukdx +
∫
Ω
φ(|∇uǫ|)∇uǫ∇(uǫ − u)dx
+
∫
Ω
φ(|∇uǫ|)∇uǫ∇(u − Uk)
≤
∫
Ω
f(uǫ − u)dx+
∫
Ω
f(u− Uk)dx.
Moreover, we mention that φ(|∇u|)|∇u||∇(uǫ − u)| ∈ L
1(Ω).
At this moment we claim that∣∣∣∣∫
Ω
|∇uǫ|
m−2∇uǫ∇Ukdx
∣∣∣∣ ≤ C
holds for some C > 0 independent on ǫ > 0. Indeed, the continuous embedding
W 1,Φǫ(Ω) →֒W 1,m0 (Ω) provide a positive number C > 0 in such way that
‖v‖m ≤ C‖v‖W 1,Φǫ0 (Ω)
, v ∈ W 1,Φǫ0 (Ω).
Taking v = uǫ in the previous estimate we obtain
‖uǫ‖W 1,m0 (Ω)
≤ C‖uǫ‖W 1,Φ0 (Ω)
≤ C.
In other words, we have been shown that (uǫ) is bounded inW
1,m
0 (Ω) for any ǫ > 0.
Hence, using Holder’s inequality and the estimate just above, we deduce∣∣∣∣∫
Ω
|∇uǫ|
m−2∇uǫ∇Ukdx
∣∣∣∣ ≤ ‖|∇uǫ|m−1‖m/m−1‖Uk‖W 1,m0 (Ω)
≤ ‖uǫ‖
m−1
W 1,m0 (Ω)
‖Uk‖W 1,m0 (Ω)
≤ C‖Uk‖W 1,m0 (Ω)
.
As a product taking the limit in the last inequality we see that
lim
ǫ→0
ǫ
∫
Ω
|∇uǫ|
m−2∇uǫ∇Ukdx = 0. (4.24) e6
On the other hand, due the weak star convergence, we also see that
lim
ǫ→0
∫
Ω
f(uǫ − u)dx = 0. (4.25) e7
Now, using one more time the Holder’s inequality, we observe that
lim
k→∞
∫
Ω
f(u− Uk)dx = 0. (4.26) e9
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In fact, using Orlicz-Sobolev embedding and (4.22), we easily see that∣∣∣∣∫
Ω
f(u− Uk)dx
∣∣∣∣ ≤ ‖f‖N‖u− Uk‖1⋆ ≤ C‖f‖N‖u− Uk‖ ≤ C‖f‖Nk .
as k→∞. Additionally, we claim also that
lim
k→∞
∫
Ω
φ(|∇uǫ|)∇uǫ∇(u− Uk)dx = 0.
The proof for this claim follows the following ideas. Firstly, we shall use one more
time Holder’s inequality proving that∣∣∣∣∫
Ω
φ(|∇uǫ|)∇uǫ∇(u − Uk)dx
∣∣∣∣ ≤ 2‖∇(u− Uk)‖Φ‖φ(|∇uǫ|)|∇uǫ|‖Φ˜
≤
2
k
‖φ(|∇uǫ|)|∇uǫ|‖Φ˜. (4.27)
On the other hand, due the ∆2 condition for Φ and estimate (4.21), we get∫
Ω
Φ˜(φ(|∇uǫ|)|∇uǫ|) ≤
∫
Ω
Φ(2|∇uǫ|)dx ≤ 2
m
∫
Ω
Φ(|∇uǫ|) ≤ 2
mR.
Now, using one more time that Φ is convex, we deduce that
‖φ(|∇uǫ|)|∇uǫ|‖Φ˜
∫
Ω
Φ˜
(
φ(|∇uǫ|)|∇uǫ|
‖φ(|∇uǫ|)|∇uǫ|‖Φ˜
)
≤
∫
Ω
Φ˜(φ(|∇uǫ||∇uǫ|)dx ≤ 2
mR
holds true whenever ‖φ(|∇uǫ|)|∇uǫ|‖Φ˜ ≥ 1. Hence the last estimate shows that
‖φ(|∇uǫ|)|∇uǫ|‖Φ˜ ≤ max(1, 2
mR).
Now taking into account (4.27) we obtain that
lim
k→∞
∫
Ω
φ(|∇uǫ|)∇uǫ∇(u− Uk)dx = 0.
At this moment using (4.24), (4.25), (4.26) and taking the limits as ǫ → 0 and
k →∞ in the inequality (4.23) we get
lim sup
ǫ→0
∫
Ω
φ(|∇uǫ|)∇uǫ∇(uǫ − u)dx = 0
Summing up, due the (S+) condition, for the Φ-Laplacian operator, we have that
un →u in W
1,Φ
0 (Ω) (cf. Proposition 4.2). In this way it follows from Dal Masso et
al [9] that
∇uǫ → ∇u a. e. in Ω.
Moreover, there exists h ∈ L1(Ω) in such way that
Φ(|∇(uǫ − u)|) ≤ h a. e. in Ω.
The last estimate says that
|∇(uǫ − u)| ≤ Φ
−1(h) a. e. in Ω.
As a consequence
|∇uǫ| ≤ |∇(uǫ − u)|+ |∇u| ≤ Φ
−1(h) + |∇u|.
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In particular, using one more time Young’s inequality and ∆2 condition for Φ, we
have that
φ(|∇uǫ|)|∇uǫ||∇v| ≤ Φ(|∇v|) + Φ˜(φ(|∇uǫ|)|∇uǫ|)
≤ Φ(|∇v|) + Φ(2|∇uǫ|) ≤ Φ(|∇v|) + 2
mΦ(|∇uǫ|).
Now, using the last estimate and due the convexity of Φ, we obtain
φ(|∇uǫ|)|∇uǫ||∇v| ≤ Φ(|∇v|)+ 2
mΦ(|∇u|+Φ−1(h)) ≤ Φ(|∇v|)+ 22m[Φ(|∇u|)+ h]
As a consequence the Lebesgue convergence theorem implies that
lim
ǫ→0
∫
Ω
φ(|∇uǫ|)∇uǫ∇vdx =
∫
Ω
φ(|∇u|)∇u∇vdx, v ∈ W 1,Φ0 (Ω).
Putting all estimates together and taking the limit as ǫ→ 0 in the equation
ǫ〈−∆muǫ, v〉+
∫
Ω
φ((|∇uǫ|)∇uǫ∇vdx =
∫
Ω
fvdx, v ∈W 1,Φ0 (Ω)
we conclude that ∫
Ω
φ(|∇u|)∇u∇vdx =
∫
Ω
fvdx, v ∈W 1,Φ0 (Ω)
To sum up, u ∈W 1,Φ0 (Ω) is a weak solution for the problem (1.1). Using the same
ideas discussed in the proof of Proposition 3.6 we know that problem (1.1) admits
at most one solution. Consequently, the problem (1.1) admits exactly one solution
for each f ∈ LN(Ω). This ends the proof. 
Proposition 4.4. Suppose (φ1)−(φ4) where ℓ = 1. Then the problem (1.1) admits
exactly one solution u ∈ W 1,Φ0 (Ω).
Proof. The proof follows using the same ideas discussed in the proof of Proposition
3.6. The main point here is to ensure that Φ-Laplace operator is strictly monotonic.
As a consequence problem (1.1) admits at most one solution u ∈W 1,Φ0 (Ω). Besides
that, using Proposition 3.3, there exists at least one solution u ∈ W 1,Φ0 (Ω) for the
problem (1.1). We omit the details. 
In what follows we shall consider the elliptic problem (1.2) under superlinear
conditions. One more time we define the auxiliary elliptic problem
−∆Φǫu = g(x, u), in Ω,
u = 0 on ∂Ω
(4.28) aux2
where ǫ > 0 and Φǫ(t) =
ǫ
m t
m + Φ(t), t ≥ 0. Here is important to recover the
definition for weak solution u ∈W 1,Φǫ0 (Ω) to the problem (4.28) which is given by∫
Ω
φǫ(|∇u|)∇u∇wdx =
∫
Ω
g(x, u)wdx,w ∈W 1,Φǫ0 (Ω).
Weak solution for this problem are precisely the critical point for the functional
J :W 1,Φǫ0 (Ω)→ R given by
J(u) =
∫
Ω
Φǫ(|∇u|)dx −
∫
Ω
G(x, u)dx
where G(x, t) =
∫ t
0
g(x, s)ds, t ∈ R, x ∈ Ω. As a consequence finding weak
solutions to the problem (1.2) is equivalent to find critical points for J . Using
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the approximated problem (4.28) we observe that J satifies the Cerami condition
for any ǫ > 0, see Carvalho et al [4]. In addition, using hypotheses (φ1)− (φ3) and
(g1) − (g4), the functional J possesses the mountain pass geometry, see Carvalho
et al [4]. In this way, we shall consider the following existence result
Proposition 4.5. Suppose (φ1) − (φ3) where ℓ = 1. Assume also that (g1)− (g4)
holds. Then the problem (4.28) admits at least one weak solution in uǫ ∈W
1,Φǫ
0 (Ω)
for each ǫ > 0. Furthermore, using regularity results, we also mention that uǫ is in
C1,αǫ(Ω), for some αǫ > 0.
Proof. First of all, we recall that W 1,Φǫ0 (Ω) is Banach reflexive due the fact that
ℓǫ > 1 for each ǫ > 0. As a consequence, using the mountain pass theorem, we
know that the Problem (1.2) admits at least one solution uǫ ∈ W
1,Φǫ
0 (Ω)∩C
1,αǫ(Ω)
for each ǫ > 0, see Carvalho et al [4]. We omit the details. 
l0 Proposition 4.6. Suppose (φ1)− (φ4) where ℓ = 1. Assume also that (g1)− (g4)
holds. Then the problem (1.2) admits at least one weak solution in u ∈ W 1,Φ0 (Ω).
Proof. The proof follows along to the same lines discussed in the proof of
Proposition 4.3. Here we omit the proof. 
At this moment we shall consider the truncation functions given by
g+(x, t) =

g(x, t), t ≥ 0, x ∈ Ω
0, t < 0, x ∈ Ω
and
g−(x, t) =

g(x, t), t ≤ 0, x ∈ Ω
0, t > 0, x ∈ Ω.
At the same time we define the functionals J± :W 1,Φǫ0 (Ω)→ R given by
J±(u) =
∫
Ω
Φǫ(|∇u|)dx −
∫
Ω
G±(x, u)dx
whereG±(x, t) =
∫ t
0
g±(x, s)ds, t ∈ R, x ∈ Ω. It is not hard to verify that J± admits
the mountain pass geometry. As a consequence we shall consider the following result
l1 Proposition 4.7. Suppose (φ1) − (φ4) and ℓ = 1 holds true. Assume also that
(g1) − (g4) holds. Then the problem (1.2) admits at least two nontrivial weak
solutions u1, u2 ∈W
1,Φ
0 (Ω).
Proof. The proof follows using the Mountain Pass Theorems for the functionals J±.
One more time we mention that J± satisfies the Cerami condition for each ǫ > 0,
see Carvalho et al [4]. In this way we obtain two sequences u+ǫ , u
−
ǫ ∈ W
1,Φǫ
0 (Ω) of
critical points for J+ and J−, respectively.
At this stage we claim that there exists r0 > 0 in such way that J
±(u±ǫ ) ≥ r0
where r0 does not depend on ǫ > 0. In fact, using (ψ1) and (g4), given 0 < η < λ1
there exist C, δ > 0 such that
G±(x, t) < (λ1 − η)Φ(t) + CΨ(t), t ∈ R.
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Hence, taking into account Poincare´ inequality and using the estimate Φǫ(t) ≥
Φ(t), t ∈ R, W 1,Φ0 (Ω) →֒ LΨ(Ω) , we mention that
J±ǫ (u) ≥
∫
Ω
Φǫ(|∇u|)dx− (λ1 − η)
∫
Ω
Φ(u)dx − C
∫
Ω
Ψ(u)dx
≥
η
λ1
∫
Ω
Φ(|∇u|)dx − C
∫
Ω
Ψ(u)dx
≥
η
λ1
min{‖u‖, ‖u‖m} − Cmax{‖u‖ℓΨ, ‖u‖mΨ}
= ‖u‖m
(
η
λ1
− C‖u‖ℓΨ−m
)
.
holds true for any ‖u‖ ≤ 1 holds true for any ‖u‖ ≤ 1.
Now using the same ideas discussed in the proof of Proposition 4.3 we point out
that u+ǫ
∗
⇀ u1 and u
−
ǫ
∗
⇀ u2 in the weak star topology. Furthermore, the functional
J± is weak star lower semicontinuous. Now applying Proposition 4.2 we deduce
that u+n → u1 and u
−
n → u2 in W
1,Φ
0 (Ω). Hence, taking the negative part of u1 as
testing function, we obtain that u1 ≥ 0 in Ω. Similarly, we also obtain u2 ≤ 0 in
Ω. As a consequence u1, u2 are nontrivial critical points to the functional J which
give us weak nontrivial solutions to the elliptic problem (1.2). This finishes the
proof. 
5. Regularity results on quasilinear elliptic problems
In this section we prove a regularity result for the problem (1.1).
taux Theorem 5.1. Assume that there exist positive constants C1, C2 such that
C1 ≤
Φ(t)
tm
≤ C2, ∀ t > 0. (5.29) equim
If f ∈ Lq(Ω) with q > N/m and u is a solution of (1.1) then, u ∈ L∞(Ω).
The proof uses Moser’s iteration technique and goes as follows:
Proof. For R > 0, define ΩR = {x ∈ Ω : dist(x, ∂Ω) > R}. For 0 < R2 < R1, let
ϕ = ηm(umαs u − k
mα+1) where α is a parameter to be choosen conveniently later,
u = max{u, k} for k > 0, us = min{u, s} and η ∈ C
1
0 (Ω) satisfies η = 1 in ΩR1 ,
η = 0 in Ω \ ΩR2 , η ≥ 0 and |∇η| ≤ C/(R1 −R2) for some positive constant C.
Note that ϕ ∈ W 1,Φ0 (Ω) and ∇ϕ = η
m[mαumα−1s u∇us + u
mα
s ∇u] +
mηm−1(umαs u− k
mα+1)∇η. We substitute it in the equation (1.1) to find that
mα
∫
ηmumα−1s uφ(|∇u|)∇u∇us +
∫
ηmumαs φ(|∇u|)∇u∇u
+m
∫
ηm−1(umαs u− k
mα+1)φ(|∇u|)∇u∇η
∫
fηm(umαs u− k
αm+1).
(5.30) M1
For u ≤ k we have that ∇u,∇us = 0 and (u
mα
s u − k
mα+1) = 0, therefore, from
(5.30) we must conclude
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mα
∫
ηmumα−1s uφ(|∇us|)|∇us|
2 +
∫
ηmumαs φ(|∇u|)|∇u|
2
+m
∫
ηm−1(umαs u− k
mα+1)φ(|∇u|)∇u∇η =
∫
fηm(umαs u− k
αm+1).
(5.31) M2
Note that (umαs u − k
mα+1) ≤ umαs u, which implies that mη
m−1(umαs u −
kmα+1)φ(|∇u|)∇u∇η ≤ mηm−1umαs uφ(|∇u|)|∇u||∇η|. From Young’s inequality
we obtain that
mηm−1(umαs u−k
mα+1)φ(|∇u|)∇u∇η ≤ m(Φ˜(ǫηm−1φ(|∇u||∇u|))+Φ(u|∇η|/ǫ))umαs .
(5.32) M3
Moreover, by the ∆2 condition
Φ(u|∇η|/ǫ) ≤ max{(|∇η|/ǫ)ℓ, (|∇η|/ǫ)m}Φ(u)
= g1(x, ǫ)Φ(u),
where g1(x, ǫ) = max{(|∇η|/ǫ)
ℓ, (|∇η|/ǫ)m}. Again, by the ∆2 condition
Φ˜(ǫηm−1φ(|∇u||∇u|)) ≤ max{(ǫηm−1)ℓ
′
, (ǫηm−1)m
′
}Φ˜(|∇u||∇u|)
= g2(x, ǫ)Φ˜(φ(|∇u|)|∇u|),
where g2(x, ǫ) = max{(ǫη
m−1)ℓ
′
, (ǫηm−1)m
′
}. We remember that Φ˜(φ(t)t) ≤
CΦ(t) ≤ Cφ(t)t2 for some constant C, thus, from (5.32) and the last inequalities
we conclude
m
∫
ηm−1(umαs u− k
mα+1)φ(|∇u|)∇u∇η ≤
∫
m[Φ˜(ǫηm−1φ(|∇u||∇u|))
+ Φ(u|∇η|/ǫ)]umαs ,
≤
∫
Cm[g2(x, ǫ)φ(|∇u|)|∇u|
2
+ g1(x, ǫ)φ(u)u
2]umαs . (5.33) M4
We combine (5.31) with (5.33) to obtain that
mα
∫
ηmumα−1s uφ(|∇us|)|∇us|
2 +
∫
(ηm − Cmg2(x, ǫ))u
mα
s φ(|∇u|)|∇u|
2
≤
∫
Cmg1(x, ǫ)φ(u)u
2umαs +
∫
|f |ηmumαs u.
(5.34) M5
Note that for small ǫ, g2(x, ǫ) = ǫ
m′η(m−1)m
′
= ǫm
′
ηm, which implies also that
ηm − Cmg2(x, ǫ) = η
m − Cmǫm
′
ηm = ηm(1 − Cmǫm
′
) and thus, we can choose
a small ǫ in such a way that ηm − Cmg2(x, ǫ) > 0, hence, by fixing such a ǫ and
combining with the fact that us ≤ u, |∇us| ≤ |∇u|, we conclude from (5.34) that
(mα+ 1− Cmǫm
′
)
∫
ηmumαs φ(|∇us|)|∇us|
2 ≤
∫
Cmg1(x, ǫ)φ(u)u
2umαs
+
∫
|f |ηmumαs u.
(5.35) M6
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Now, we shall study the term with the f function in (5.35). We begin by noting
that u ≥ k implies that um−1 ≥ km−1, whence, u ≤ um/km−1, therefore, by using
the Holder, Young and interpolation inequalities we have that
∫
|f |ηmumαs u ≤ ‖f‖q‖η
mumαs u‖q′ ,
≤
‖f‖q
km−1
‖ηmumαs u‖q′ ,
≤
‖f‖q
km−1
‖ηuαs u‖
m(1−N/mq)
m ‖ηu
α
s u‖
mN/mq
m⋆ (5.36) M7
≤
‖f‖q
km−1δmq/(mq−N)
∫
ηrumαs u
m +
‖f‖qδ
mq/N
km−1
‖ηuαs u‖
m
m⋆ ,
where δ > 0 will be chosen later and m⋆ denotes the Sobolev critical exponent
mN/(N −m). From (5.35) and (5.36) we have that
(mα+1− Cmǫm
′
)
∫
ηmumαs φ(|∇us|)|∇us|
2 ≤
∫
Cmg1(x, ǫ)φ(u)u
2umαs
+
‖f‖q
km−1δmq/(mq−N)
∫
ηmumαs u
m +
‖f‖qδ
mq/N
km−1
‖ηuαs u‖
m
m⋆ .
(5.37) M8
To proceed, notice that |∇(ηuα+1s )|
m ≤ C(u
m(α+1)
s |∇η|m + ηmumαs |∇us|
m) and
by using (5.29) and the ∆2 condition, we infer that∫
|∇(ηuα+1s )|
m ≤ C
∫
(um(α+1)s |∇η|
m + ηmumαs φ(|∇us|)|∇us|
2). (5.38) M9
We use the Sobolev embedding, (5.37) and (5.38) to get the following inequality
‖ηuα+1s ‖
m
m⋆ ≤ C
∫
um(α+1)s |∇η|
m +
C
mα+ 1− Cmǫm′
∫
mg1(x, ǫ)φ(u)u
2umαs
+
C
mα+ 1− Cmǫm′
(
‖f‖q
km−1δmq/(mq−N)
∫
ηmumαs u
m +
‖f‖qδ
mq/N
km−1
‖ηuαs u‖
m
m⋆
)
.
(5.39) M10
We let s → ∞ and use the monotone convergence theorem to conclude from
(5.39) that
‖ηuα+1‖mm⋆ −
C
mα+ 1− Cmǫm′
‖f‖qδ
mq/N
km−1
‖ηuα+1‖mm⋆ ≤ C
∫
um(α+1)|∇η|m
+
C
mα+ 1− Cmǫm′
(∫
mg1(x, ǫ)u
m(α+1) +
‖f‖q
km−1δmq/(mq−N)
∫
ηmum(α+1)
)
.
(5.40) M11
Choose
δ =
(
(mα+ 1− Cmǫm
′
)km−1
2C‖f‖q
)N/mq
,
and substitute it on (5.40) to find that
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‖ηuα+1‖mm⋆ ≤ C
∫
um(α+1)|∇η|m +
C
mα+ 1− Cmǫm′
∫
mg1(x, ǫ)u
m(α+1)
+ C
(
‖f‖q
(mα+ 1− Cmǫm′)km−1
)N/(mq−N) ∫
ηmum(α+1).
(5.41) M12
If
G(R1, R2) =
(
1
R1 −R2
)ℓ
+
(
1
R1 −R2
)m
,
we conclude from (5.41) and the definition of η and g1 that
‖ηuα+1‖mm⋆ ≤
C
(R1 −R2)m
∫
ΩR2
um(α+1) +
CG(R1, R2)
mα+ 1− Cmǫm′
∫
ΩR2
um(α+1)
+ C
(
‖f‖q
(mα+ 1− Cmǫm′)km−1
)N/(mq−N) ∫
ΩR2
um(α+1).
(5.42) M13
Now, we use the fact that η = 1 in ΩR1 and (5.42) to infer that
‖uα+1‖Lm⋆(ΩR1 ) ≤ C
[
1
R1 −R2
+
(
G(R1, R2)
mα+ 1− Cmǫm′
)1/m]
‖uα+1‖Lm(ΩR2 )
+ C
(
‖f‖q
(mα+ 1− Cmǫm′)km−1
)N/m(mq−N)
‖uα+1‖Lm(ΩR2).
(5.43) M14
Let χ = N/(N −m). It follow from (5.43) that
‖u‖Lmχ(α+1)(ΩR1 ) ≤ C
1/(α+1)
[
1
(R1 −R2)
+
(
G(R1, R2)
mα+ 1− Cmǫm′
)1/m
+
(
‖f‖q
(mα+ 1− Cmǫm′)km−1
)N/m(mq−N) ]1/(α+1)
‖u‖Lm(α+1)(ΩR2).
(5.44) M15
For n ∈ {0, 1, 2, · · · }, let α+ 1 = χn and Rn = R2 + (R1 −R2)/2
n. From (5.44)
it follows that
‖u‖Lmχn+1(ΩRn+1)
≤ C1/χ
n
[
1
Rn −Rn+1
+
(
G(Rn, Rn+1)
m(χn − 1) + 1− Cmǫm′
)1/m
+
(
‖f‖q
(m(χn − 1) + 1− Cmǫm′)km−1
)N/m(mq−N) ]1/χn
‖u‖Lmχn(ΩRn ).
(5.45) M16
Once Rn −Rn+1 = (R1 −R2)/2
n+1 goes to zero as n goes to infinity, there is a
positive constant C (independent of n) such that
G(Rn, Rn+1)
1/m ≤
C
(Rn −Rn+1)
,
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therefore, from (5.45) and the last inequality, we obtain
‖u‖Lmχn+1(ΩRn+1 )
≤ C1/χ
n
[
2n+1
R1 −R2
+
(
2n+1
R1 −R2
1
m(χn − 1) + 1− Cmǫm′
)1/m
+
(
‖f‖q
(m(χn − 1) + 1− Cmǫm′)km−1
)N/m(mq−N) ]1/χn
‖u‖Lmχn(ΩRn ).
By taking n = 0, 1, · · · , we note that ‖u‖Lmχn(ΩRn ) is finite for every n. Moreover,
because χ > 1, there is a n0, which will depend upon χ, such that the following
holds (
1
m(χn − 1) + 1− Cmǫm′
)1/mχn
≤ 1, ∀ n ≥ n0,
and (
1
m(χn − 1) + 1− Cmǫm′
)N/m(mq−N)χn
≤ 1, ∀ n ≥ n0,
whence,
‖u‖Lmχn+1(ΩRn+1)
≤ C1/χ
n
[
2n+1
R1 −R2
+
(
2n+1
R1 −R2
)1/m
+
(
‖f‖q
km−1
)β]1/χn
‖u‖Lmχn(ΩRn ),
(5.46) M18
holds for any n ≥ n0 where β = N/m(mq − N). We can also assume that for
n ≥ n0, (
2n+1
R1 −R2
)1/m
≤
2n+1
R1 −R2
,
and
1 ≤
2n+1
R1 −R2
,
therefore, from (5.46), we conclude that
‖u‖Lmχn+1(ΩRn+1)
≤
[
C
R1 −R2
(
1 +
‖f‖βq
kβ(m−1)
)]1/χn
2(n+1)/χ
n
‖u‖Lmχn(ΩRn ), ∀ n ≥ n0,
which implies that (after an argument of iteration) for n ≥ n0
‖u‖Lmχn+1(ΩRn+1)
≤
n∏
i=n0
[
C
R1 −R2
(
1 +
‖f‖βq
kβ(m−1)
)]1/χi
2(i+1)/χ
i
‖u‖Lmχn0 (ΩRn0 )
.
By letting n→∞ we infer that
‖u‖L∞(ΩR1) ≤
[
C
R1 −R2
(
1 +
‖f‖βq
kβ(m−1)
)]1/(1−χ)
‖u‖Lmχn0 (ΩRn0 )
. (5.47) M20
We conclude from (5.47) that u+ ∈ L∞(ΩR1). By a similar argument, we also
have that u− ∈ L∞(ΩR1). To extend the result to the boundary, for small s > 0,
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let Us = {x ∈ R
N \ Ω : dist(x, ∂Ω) < s}. Let Ωs = Ω ∪ Us. Let u˜, f˜ : Ωs → R
be extensions by zero of u, f . Note that u˜ is a solution of the problem (1.1) with
f˜ in the place of f and Ωs in the place of Ω. Now we apply the same argument as
before to conclude that u ∈ L∞(Ω). 
6. The proof our main theorems
In this section we shall give the proof of our main theorems using the Orlicz-
Sobolev framework discussed in previous sections.
6.1. The proof of Theorem 1.1. First of all, using Proposition 3.3 we know
that problem (1.1) admits at least one solution in W 1,Φ0 (Ω). According Theorem
5.1 we mention that u is in L∞(Ω) whenever Φ is equivalent to the function
t → |t|r, r ∈ (1,∞)) and ℓ > 1. Besides that, using Proposition 3.6, we know
that problem (1.1) admits at most one weak solution. This ends the proof.
6.2. The proof of Theorem 1.2. Initially, using hypothesis (φ3) and Proposition
4.6, we obtain at least one weak solution u ∈ W 1,Φ0 (Ω). Furthermore, using (φ3)
′
instead of (φ3), we obtain two weak solutions u1, u2 ∈ W
1,Φ
0 (Ω) in such way
J(u1), J(u2) > 0, see Proposition 4.7. Hence, taking the negative part of u1 as
testing function, we deduce that u1 ≥ 0. At the same time, using the positive part
of u2, we observe that u2 ≤ 0 in Ω. Now, using Theorem 5.1, we know also that
u1, u2 is in L
∞(Ω) whenever ℓ > 1 whenever the function Φ is equivalent to t→ |t|r
for some r > 1. So that regularity results on quasilinear elliptic problems imply
that u1, u2 are in C
1(Ω), see Lieberman [20, 21] whenever ℓ > 1. This finishes the
proof.
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