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Summary
Recently, in order to improve spectrum usage more efficiently, many researchers
have been actively exploring a few important issues in cognitive radio networks, of
which one is spectrum sensing technique on how to detect the primary signals and
another is how to make spectrum access among the contention by secondary users
after identifying the spectrum opportunity. The protection to the primary users
motivates the research in spectrum sensing and cognitive radio MAC (Medium
Access Control) protocol design to provide efficient manner of detecting the pri-
mary signals over the channel so as to determine whether the frequency band is
free or not, and sharing the available spectrum among the secondary users.
An optimal Bayesian detector, based on the prior information on the high
probability that primary user is idle in cognitive radio networks, is proposed for
spectrum sensing, assuming that primary signals are digitally PSK (Phase Shift
Keying) modulated but the sequence of bit transmission is not known to the
secondary users. The proposed scheme considers not only BPSK (Binary PSK)
modulated primary signals but also MPSK (M-ary PSK) modulated primary sig-
nals, over both AWGN (Additive White Gaussian Noise) channels and fading
channels. The structure of the optimal Bayesian detector can approximately be
reduced to that of an energy detector in the lower SNR (Signal-to-Noise Ratio)
Summary ix
regime, and can be approximated to that of a detector employing the sum of the
received signal magnitudes in the high SNR regime, to detect BPSK modulated
primary signals. The energy detector structure is applicable to MPSK signals
in the low SNR regime as well. The analyses for the optimal Bayesian detector
and its corresponding suboptimal detector structure in both low and high SNR
regimes are given for the case of BPSK modulated primary signals, and the anal-
ysis for a suboptimal detector structure in the low SNR regime is also conducted
for the case of MPSK modulated primary signals. The detection performance
of the optimal/suboptimal detector is compared with those of energy detector
and Neyman-Pearson detector (the optimal detector given by Neyman-Pearson
theorem that maximizes the detection probability for a given false alarm prob-
ability) with its analysis being verified with the simulation results. A detector
without knowing the exact order of MPSK modulated primary signals is also pro-
posed and studied as a further generalization. Compared with energy detector
and Neyman-Pearson detector, the newly proposed detector can achieve higher
overall spectrum utilization and secondary users’ throughput and at the same
time the primary user is well-protected from the secondary users’ interference.
In a distributed OSA (Opportunistic Spectrum Access) network where the
secondary users sense the channel independently and contend for channel ac-
cess on a frame-by-frame basis, two design approaches are studied. Different
from the layered design approach, the cross-layered design considers the random
medium access control protocol in conjunction with the spectrum sensing proto-
col design. In particular, physical layer parameters (frame duration and sensing
time) and random access probability in the MAC layer are considered jointly to
maximize the secondary network throughput performance while protecting the
primary users from the interference caused by secondary users’ operations. From
the described system model, nonlinear constrained optimization problems are for-
Summary x
mulated for both the cross-layered and layered approaches. Through numerical
results, the cross-layered approach is shown to perform much better than the
layered approach.
To mitigate the degradation of the channels between active primary users and
secondary users in the wireless ad hoc cognitive radio networks, secondary users
are required to employ cooperative spectrum sensing. A MAC protocol design,
based on random access MAC protocols of IEEE 802.11 DCF (Distributed Co-
ordination Function) and IEEE 802.11e EDCA (Enhanced Distributed Channel
Access), is proposed to support cooperative sensing, allowing multiple transmis-
sions of sensing reports and fused decisions over the control channel. The tradeoff
between cooperative sensing gain and channel reuse efficiency is exploited to im-
prove the overall achievable throughput for all the channels. The sequential de-
tection approach has been proposed to reduce the average service time for sensing
decisions on top of the random access MAC scheme and numerical results have
shown the advantage of this enhancement.
xi
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The different radio spectrum resources are allocated by national/international
authorities like the Federal Communications Commission (FCC) for specific uses
and the rights are mostly assigned to the licensed holders, which are known as
primary users (PUs). This assignment process generates a bandplan, which re-
serves white space between used/licensed radio bands or channels (e.g. as a guard
band) to avoid the interference. In addition to the unused frequencies, there is
also unused spectrum which has either never been used, or is becoming available
as a result of technical evolutions. For example, the switchover to digital tele-
vision evacuates the bands at about 50 MHz. Therefore, a large portion of the
assigned spectrum is under-utilized as shown in [1, 5, 7–10], which illustrate that
the fixed spectrum allocation rules result in inefficient spectrum usage.
Cognitive radio (CR), as first proposed in [3], is a promising key technology
that enables dynamic spectrum access (DSA) networks (next generation commu-
nication networks [7]), to utilize the spectrum more efficiently. Recent research
efforts on cognitive radio have opened the door to more efficient spectrum utiliza-
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tion [3,11,12,17]. It is a paradigm for wireless communication in which the radio
can change its transmission or reception parameters to communicate efficiently
avoiding interference with licensed or unlicensed users, based on the active moni-
toring of the information in the external and internal radio environment, such as
radio transmission frequency, bandwidth, power, modulation, user behavior and
network state.
There are also a number of industrial applications on cognitive radio. New
worldwide standards to coordinate the applications of CR, like IEEE 802.22 [4]
and IEEE 802.11af, as well as those from the White Spaces Coalition [13], have ad-
vocated using white spaces to provide wireless broadband Internet access, though
these efforts could affect wireless microphones, medical telemetry, and other tech-
nologies that operate on these open frequencies. European Conference of Postal
and Telecommunications Administrations (CEPT), UK Office of Communications
(OFCOM) and other countries have ridden on similar trends and made regula-
tion rules for the secondary users (SUs) in the TV band white spaces for their
respective domains [9].
Worldwide trials on cognitive radio are also carried out in addition to regu-
latory standardization activities. For instance, Spectrum Bridge, in partnership
with Google and another company, has launched the first Smart Grid wireless
network trial utilizing TV white spaces spectrum in Plumas-Sierra County, CA,
USA [14]. The recent experiment in UK allows trials of a new breed of super WiFi
that uses the white space between TV channels are set to begin in Cambridge [15].
The involving companies will investigate on how the gaps in frequencies between
TV broadcasts can be used for broadband transmission. This technology is ex-
pected to create super WiFi networks that can support bandwidth-hungry mobile
Internet devices such as smartphones and tablet computers.
With the requirement on more flexible use of the spectrum resources, the
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interest in developing efficient spectrum allocation schemes and spectrum access
protocols to allow the SUs for exploring the spectrum opportunities in space, time
and frequency domains is increasing.
1.2 Motivation
In CR networks, the secondary users are allowed to use the spectrum origi-
nally allocated to primary users as long as the PUs are not using it temporarily.
This operation is called opportunistic spectrum access (OSA). To avoid interfer-
ence to the PUs, the SUs have to perform spectrum sensing before their attempts
to transmit over the spectrum. Upon detecting that the PU is idle, the SUs can
make use of the spectrum for transmission so that the overall utilization efficiency
of the spectrum is enhanced. The protection to the PUs motivates the research
in spectrum sensing and cognitive radio medium access control (MAC) design
to provide efficient manner of detecting the primary signals over the channel to
determine whether the frequency band is free, and sharing the available spectrum
among the SUs.
It is generally understood that certain kinds of spectrum users have signif-
icant variability in their spectrum use and much of their allocated spectrum is
under-utilized during non-peak periods [1]. In [2], it reports the temporal and ge-
ographical variations in the utilization of the assigned spectrum range from 15%
to 85%. The measurement results in Singapore for the frequency bands ranging
from 80 MHz to 5850 MHz suggest that except for the frequency bands allocated
for broadcasting and cell phones, most of the allocated frequencies are heavily
underutilized [5]. The similar observation in [6] also shows that there is a high
probability that the primary users are likely idle for most of the time. This re-
sulting global spectrum usage in the frequency bands allows the secondary users
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to make use of the spectrum holes.
One of the important techniques in CR is spectrum sensing that determines
the signal presence or absence of a primary user (PU) at the receiver of a sec-
ondary user (SU). It is required that the SUs should frequently sense the spec-
trum before they gain access to the free channel, to make sure they can reuse the
channel with a high probability, at the same time without causing severe inter-
ference to the PUs. For example, in order to utilize available free TV channels,
90% probability of detection and 10% probability of false alarm is required at
signal-to-noise ratio (SNR) level as low as -20 dB [4].
Many detection methods have been proposed and studied [62, 75], for ex-
ample, energy detector [18–20], covariance based detection algorithm [21, 22],
cyclostationarity based detection algorithms [23–26], matched filter based detec-
tion [27, 28] and wavelet-based sensing [51, 112, 113]. However, we find that the
detection methods such as energy detector and covariance based detection as-
sume only random signals for primary signals. Although cyclostationarity based
detection exploits the feature of primary signals, it does not make full use of the
characteristics of modulated signals. Matched-filter based detection, however,
requires the complete knowledge of primary signals. The study has impressed us
that there is little work done for spectrum sensing of digitally modulated primary
signals.
Furthermore, current design methods for spectrum sensing try to ensure a
good detection performance with a high probability of detection and a low proba-
bility of false alarm. Although it is advisable to optimize the spectrum efficiency
through the secondary users making use of spectrum holes while at the same time
protecting the primary user from unfavorable interference by secondary transmis-
sions, it is worthwhile to study on the design principle that can maximize the
overall spectrum utilization, by considering the prior information that a primary
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network is active for most of the time in a statistical sense. The unequal proba-
bilities of two hypotheses that a primary user is active and idle can be exploited
to achieve a better performance in terms of spectrum utilization and secondary
users’ throughput.
When the secondary users contend for the primary channels, the performance
of secondary network is dependent on both its detection performance and the
spectrum sharing efficiency. To achieve a better detection performance, a long
spectrum sensing duration is generally required to generate a sufficiently large
number of samples to reduce the probabilities of false alarm and misdetection.
However, the sensing time consumes partly the transmission time, which degrades
the spectrum reuse efficiency. This design issue is a fundamental tradeoff problem
[17]. Therefore, how to design a scheme for medium access control among the
contending secondary users to achieve high performance, at the same time with
a good protection to primary users, is challenging. The exemplary research work
[17, 81–85] considered the above difficulties.
As the design of cognitive radio MAC is no longer an independent task for
MAC layer, the researchers have been learning and investigating the approach on
joint design of spectrum sensing and MAC protocol [84, 93, 96]. The joint design
approach does have the advantage over the layered design approach in the context
of cognitive radio networks as shown in the literature. If a random access protocol
is applied in the secondary network, its MAC design should not only study the
contention among the competing SUs, but also consider imperfect sensing effect,
especially the case when the distributed spectrum sensing is applied. This will
prevent a SU from accessing a primary channel if false alarm occurs, or interfere
with the primary network if misdetection happens.
When detection performance is severely compromised for the sake of the
SUs experiencing fading effects and shadowing on the channels, and/or the re-
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quirement on the sensitivity is stringent in the lower SNR regime to achieve the
target of detection performance, it could be improved by cooperative sensing.
The increasing number of cooperative sensing reports alleviates the degrading
performance caused by fading, but it also intensifies the contention on the re-
porting channel and prolongs the reporting duration, which directly reduces the
transmission time or spectrum efficiency. Such tradeoff design problem requires
an efficient MAC design, especially in the control channel assuming a number of
data channels. Sequential detection has been proposed and studied to achieve
the cooperative sensing gain more efficiently [56, 57, 59, 99].
1.3 Contributions of Thesis
The thesis has a number of distinctive contributions.
1.3.1 Bayesian Detector for MPSK Modulated Signals
Firstly, we propose an optimal Bayesian detector for spectrum sensing in
cognitive radio networks, assuming that the prior information of a primary chan-
nel with high idle probability is known and the primary signals are digitally PSK
modulated. Compared to energy detector and the optimal detector by Neyman-
Pearson theorem that maximizes the detection probability for a given false alarm
probability, the proposed detector achieves higher overall spectrum utilization
and SU throughput and at the same time the primary user is well-protected from
the secondary users’ interference.
The sequence of the primary signals are not known to the SUs. Although we
initially consider a coherent detector for BPSK signals, the proposed detector is
extended to a non-coherent detector for MPSK signals other than BPSK signals
and can be also extended to a coherent or non-coherent detector with channel
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estimation based on the pilots of the primary signals. After approximation, the
detector is identical in structure to Neyman-Pearson detector, which is a likeli-
hood ratio test (LRT) detector. However, it is convenient for a Bayesian detector
to determine the detection threshold, which is dependent on the ratio of the
probabilities of two hypotheses. By contrast, the detection threshold of energy
detector or Neyman-Pearson detector hinges on the noise variance for a given
probability of false alarm. Similar to energy detector, the proposed Bayesian
detector is also vulnerable to noise uncertainty.
Our proposed scheme considers not only BPSK modulated primary sig-
nals but also MPSK modulated primary signals, over both AWGN channels and
Rayleigh fading channels. We find that the optimal Bayesian detector can ap-
proximately be reduced to an energy detector in the lower SNR regime, and it
can be approximated to a detector, employing the sum of received signal magni-
tudes in the high SNR regime, to detect BPSK modulated primary signals. We
also give the analyses for an optimal Bayesian detector and its corresponding
suboptimal detector structure in both low and high SNR regimes for the case of
BPSK modulated primary signals, and also give the analysis for the suboptimal
detector structure in the low SNR regime for the case of MPSK modulated pri-
mary signals. The analysis is verified to match well with the simulation results.
The detection performance of the optimal/suboptimal detector is compared with
those of energy detector and Neyman-Pearson detector via the simulation results.
We further propose a detector when there is no prior knowledge on the
exact order of MPSK modulated primary signals. The scheme assumes that the
primary signals are equally likely modulated with different order MPSK. Similarly
we derive the detector structure in both low and high SNR regimes.
1.3 Contributions of Thesis 8
1.3.2 Cross-layered Design of Spectrum Sensing and MAC
Protocol
Secondly, we consider a distributed OSA network where the SUs sense the
data channels independently and contend for channel access on a frame-by-frame
basis once a data channel is available. The random medium access control pro-
tocol in conjunction with the spectrum sensing protocol design has been studied.
In particular, we are interested in the design of frame duration, sensing time and
MAC random access to maximize the secondary network throughput performance
while protecting the PUs from the interference of the secondary users’ operations.
We formulate nonlinear constrained optimization problems for the described sys-
tem model with the cross-layered and layered approaches. Through numerical
results, the cross-layered approach is shown to perform much better than that of
the layered approach.
1.3.3 MAC Protocol Design for Cooperative Spectrum
Sensing
Thirdly, we propose a MAC protocol for wireless ad hoc cognitive radio net-
works where secondary users employ cooperative spectrum sensing to mitigate
the degradation of the channels between the primary users and the secondary
users. The sensing reports and fused decisions are transmitted based on random
access protocols using IEEE 802.11 DCF and IEEE 802.11e EDCA on the con-
trol channel, whose access schemes determine the overall achievable throughput
among all the data channels. We propose several schemes and derive the upper
bound of overall throughput (steady state). The saturation problem is also stud-
ied to address the tradeoff between cooperative sensing gain and channel reuse
efficiency. Sequential detection has been further proposed to reduce the latency
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of transmitting sensing reports and decision fusions. Different decision fusion
rules (OR, AND and MAJORITY rules) have been investigated respectively and
compared through numerical results.
1.4 Thesis Organization
The background of cognitive radio networks is briefed. The research topics
of interest motivating our study on spectrum sensing and MAC protocol design
are identified and the contributions of this thesis to these topics of interest are
described.
Chapter 2 introduces spectrum sensing and cognitive radio MAC protocols.
The fundamentals of various spectrum sensing methods and cognitive radio MAC
protocols are described and compared in the literature review on existing spec-
trum sensing methods and cognitive radio MAC protocols for cognitive radio or
opportunistic spectrum access networks.
Chapter 3 describes the proposed Bayesian spectrum detector for BPSK
modulated primary signals over both AWGN and Rayleigh fading channels in
detail. The basic idea of an optimal Bayesian detector are described with specific
focus on the approximate structure in the low and high SNR regimes. Then,
the analyses on probabilities of detection and false alarm as well as detection
threshold and the number of samples are derived. Simulation and numerical
results are presented and discussed as well in this chapter.
Chapter 4 further extends a Bayesian detector to the case of MPSK modu-
lated primary signals over AWGN channels and Rayleigh fading channels. Sim-
ilarly a suboptimal detector structure is derived and discussed. Detection and
false alarm probabilities as well as detection threshold and the number of samples
are also derived for the low SNR regime. Evaluation results are provided through
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simulation.
Chapter 5 describes the optimal detector for unknown order MPSK modu-
lated primary signals and its suboptimal detector structure. Evaluation results
are provided through simulation.
Chapter 6 describes the joint design approach of spectrum sensing and MAC
protocol for distributed opportunistic spectrum access in a primary channel. The
maximum achievable throughput of secondary users is derived for a given Marko-
vian model of primary network activity. Following this an optimization problem
to maximize the secondary network throughput under the constraint of the in-
terference of secondary users’ operations is formulated to determine the design
parameters of frame duration, sensing time and MAC random access probability.
The advantage of the joint design approach over the layered design approach is
evaluated through numerical results.
Chapter 7 describes a MAC protocol for wireless ad hoc cognitive radio net-
works where secondary users employ cooperative spectrum sensing to mitigate
the degradation of the channels between primary users and secondary users. The
sensing reports and decision fusions are transmitted based on random access pro-
tocols of IEEE 802.11 DCF and 802.11e EDCA in the control channel with a
number of data channels. The overall achievable throughput among all the data
channels are derived for several schemes of the MAC protocol to support coopera-
tive sensing results in a control channel and an upper bound of overall throughput
are evaluated through numerical results to address the tradeoff between cooper-
ative sensing gain and channel reuse efficiency. Different decision fusion rules
have been investigated and compared through numerical results. The sequential
detection approach is ushered in to reduce the latency of transmitting the sensing
reports and making prudent decisions.




Sensing and Cognitive Radio
MAC
In the following sections, we give the literature review on spectrum sensing
and cognitive radio MAC design, respectively. To our knowledge, the review in
this chapter covers the most important contributions made by the research and
industrial efforts, even though it does not include all the methods of spectrum
sensing and cognitive radio MAC protocol design in this chapter.
2.1 Spectrum Sensing
Many detection methods have been proposed and studied [62, 75]. Among
them, the earlier study in [18] addressed the problem of how to detect an un-
known deterministic signal over a flat bandlimited Gaussian noise channel with
a receiver comprising only an energy detector. The research in [19] is extended
to signals over fading channels and an alternative approach is obtained in [20].
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These approaches consider the unknown signal as random signals without any
assumption on whether it is digitally modulated or not.
Similarly, without requiring a priori information of the signal and noise
power, a covariance based detection algorithm [22] is developed to identify the
existence of primary signals if the statistical covariance of the received primary
signals and noise are known to be different. The eigenvalues of the covariance
matrix of the received primary signals are used for primary detection [21].
The cyclostationarity based detection algorithms [23–26] differentiate wide-
sense stationary noise without correlation from modulated primary signals that
are cyclostationary with spectral correlation due to the redundancy of signal
periodicities, transforming the time-domain signals into the frequency domain
equivalents before undertaking a hypothesis test. In this method, although the
primary signals are considered as modulated, they can be either analog-modulated
or digital-modulated.
Matched filter based detection correlates the primary signal with the received
signal to determine the signal presence of the primary user, if it has already known
the physical parameters (e.g. operating frequency and modulation type) of the
transmitted signal. Matched filtering requires a short time to achieve the design
requirement on a high detection probability and low false alarm probability.
To compare the spectrum sensing methods, we review their respective system
models and detection approaches in the following sections. In our work, although
we do not provide both simulation and numerical results to compare all of our
presented detection methods, we do compare the performance of energy detector
and Neyman-Pearson detector with that of our proposed Bayesian detector in the
following chapters, because energy detector is the simplest but robust among all
the detectors mentioned hereafter.
In spectrum sensing, there are two hypotheses, where H0 is denoted as the
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hypothesis that a PU is absent and H1 as the hypothesis that a PU is present.





s(k) + n(k), H1,
(2.1)
where s(k) is the kth sample of transmitted primary user’s signal received at the
receiver of a secondary user, n(k) is the additive white Gaussian noise which is
independent and identically distributed (i.i.d), and with zero mean and variance
of N0.
2.1.1 Binary Hypothesis Testing
Spectrum sensing is a problem of binary hypothesis testing: determining
whether primary signals are present or not. For any given decision problem, there
exists a number of applicable decision rules, of which three common formulations
of the optimality, i.e., Bayes, Neyman-Pearson and minimax. In our work, we are
concerned about the first two rules.
We assume that there are two possible hypotheses, H0 andH1, corresponding
to two possible probability distributions: p0 and p1, respectively, on the observa-
tion space (Γ,G). They can be represented as follows:
H0 : Y ∼ p0
H1 : Y ∼ p1
where Y ∼ p denotes the condition that the random variable (observation) Y has
distribution p. y is denoted as the specific value for random variable Y . A decision
rule or hypothesis test δ for H0 versus H1 is any partition of the observation set
Γ into sets Γ1 ∈ G and Γ0 = Γc1 such that H1 is chosen when y ∈ Γj for j = 0 or 1.
We can assign costs to the decisions, Cij for i = 0, 1 and j = 0, 1, where Cij is the
2.1 Spectrum Sensing 14
cost incurred by choosing hypothesis Hi when Hj is true. Thus, the conditional
risk for each hypothesis can be defined as the average or expected cost incurred
by decision rule δ when that hypothesis is true, namely:
Rj(δ) = C1jPj(Γ1) + C0jPj(Γ0), j = 0, 1, (2.2)
where Pj(·) is the probability of taking Hj for observation set Γ1 or Γ0 when a
decision rule test δ is applied. When probabilities π0 and π1, where π0 = 1− π1,
are assigned to the occurrences of H0 and H1 respectively, π0 and π1 are the prior
or a priori probabilities of the two hypotheses. Bayes risk defined as the overall
average cost incurred by decision rule δ is given by
r(δ) = π0R0(δ) + π1R1(δ). (2.3)
The optimum Bayes decision rule for H0 versus H1 is one that minimizes the





1, if L(y) ≥ ǫ
0, if L(y) < ǫ
(2.4)
where L(y) = p1(y)
p0(y)
, y ∈ Γ, which is the likelihood ratio between two hypotheses.




1, if i 6= j
0, if i = j
(2.5)




1, if π1(y) ≥ π0(y)
0, if π1(y) < π0(y)
(2.6)
where πi(y), i = 0, 1 is the posterior or a posteriori probabilities of the two hy-
potheses.
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If the true prior state distribution πtrue is far from our belief π, a Bayes
detector δBπ may result in a significant loss in performance. One way to select a
decision rule that is robust with respect to uncertainty in the prior is to minimize
maxπ r(δ, π) = maxj Rj(π). The minimax criterion leads to a decision rule that
minimizes the Bayes risk for the least favorable prior distribution. This minimax
criterion is conservative, but it allows one to guarantee performance over all
possible priors.
In Bayesian formulation, optimality in testing is defined as minimizing the
overall expected cost or the average risk. If the imposition of a specific cost func-
tion on the decisions made in the hypothesis testing is infeasible or undesirable,
the Neyman-Pearson criterion is usually imposed. For a decision rule δ, the prob-
ability that H0 is falsely rejected is called false alarm probability, PF (δ), and the
probability that H1 is falsely rejected is called miss detection probability, PM(δ).




PD(δ) s.t. PF (δ) ≤ P F , (2.7)
where P F is the highest bound of PF . In [102], it is shown that the Neyman-
Pearson test for a given hypothesis pair differs from Bayes test only in the choice
of threshold and randomization.
2.1.2 Detection Performance and Threshold
When a primary network is active, the higher the SNR γ of the PU’s signal
at the receiver of a CR device, more accurate it is to detect. PD and PF are two
important parameters for spectrum sensing, where PD is probability of detection
and PF is probability of false alarm.
PD is the probability that SU accurately detects the presence of active pri-
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mary signals. The higher the value of PD, the better the protection for primary
operation. According to one example set up in [4], the required detection prob-
ability is above 90% for cognitive radio systems operating on VHF/UHF TV
bands.
PF is the probability that a SU falsely detects the presence of the PUs when
in fact none of them is active at the sensing time. From the viewpoint of the SUs,
the lower the value of PF , the higher the spectrum utilization.
A threshold ǫ is set to make a decision on whether the primary signals are
present for the proposed test statistic so that the design goal can be achieved. The
design principle could be based on different optimization objective e.g. Neyman-
Pearson theorem or Bayesian rule. If there is little information on the primary
signals, it is difficult to set PD. It is practicable to select the threshold based on
PF [75].
2.1.3 LRT-based Detection Sensing
For a given received sample vector r, the likelihood ratio test (LRT) of the











Neyman-Pearson detector and Bayesian detector are the examples of LRT-based
detection sensing [52, 102, 124].
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2.1.4 Energy Detection Based Sensing
Energy detector is the most common type of spectrum sensing with a low
computational cost and implementation complexities and more generic as the SU
receivers do not require prior knowledge on the primary signal [18–20, 28–38, 48,
67]. The signal is detected by comparing the output of energy detector with the
predetermined threshold. The shortcoming of energy detector based sensing is its
inability to differentiate interference from the PUs and the noise, and degraded
performance under low signal-to-noise ratio (SNR) values [30]. The challenge of
energy detector is how to determine the detection threshold that is dependent on
the uncertain noise floor [18].
The detection statistics of energy detector can be defined as the average







To determine whether the spectrum is being used by the primary user, the de-
tection statistics is compared with a predetermined threshold ǫ. Probability of
false alarm PF is the probability that the hypothesis test chooses H1 while it is
in fact H0:
PF = P (T > ǫ|H0). (2.11)
Probability of detection PD is the probability that the test correctly decides H1
when it is H1:
PD = P (T > ǫ|H1). (2.12)
The primary signals are considered to be left with perfect guard bands and
secondary users use all of the bandwidth Be, where Be is the sum of channel
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bandwidth used by primary users and the bandwidth of guard bands. Energy de-
tector can use the estimates in the guard bands to measure the noise/interference
in the primary channel, and achieve the robustness to interference uncertainty.
2.1.5 Cyclostationary Detection Based Sensing
The transmission of a primary user is associated with some specific features,
e.g., inherent periodicities of the statistics (like mean and autocorrelation) of the
transmitted signals, usually regarded as the cyclostationary features. Such fea-
tures can be more generally extended to any characteristics of primary signals [53].
The cyclostationarity based detection algorithms [24–26,39–47] differentiate wide-
sense stationary noise without correlation from modulated primary signals that
are cyclostationary with spectral correlation. Although cyclostationary detection
is robust to uncertain noise power and propagation channel, it requires a very
high sampling rate and a high computational cost because of a large number of
samples. Moreover, the sampling time error and frequency offset may deteriorate
the detection performance.
When primary signals have non-random components or features, which can
be sine wave carrier, data rate (symbol period) or modulation type, the features
can be used to discriminate the noise.
Modulated signals are not truly periodic and cannot apply Fourier analysis
directly but they have built-in periodic signals that can be extracted and analyzed
using Fourier analysis.
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where Sαr (f) is the spectral correlation function (SCF) of the received signals
r(t), Sαn (f) is the SCF for the Wide Sense Stationary (WSS) noise and S
α
s (f) is
the SCF for the primary signals. Cyclic autocorrelation function (CAF) of the













where ∗ denotes the complex conjugation operation, T is the period of the cyclo-
stationary, and α = 1/T is the cyclic frequency. Note that spectral correlation
function of x(t) is defined as:









where F represents the Fourier transform function and Sαx (f) is the cyclic spec-
trum density (CSD) function that uses the Fourier series expansion of the CAF.
We can also obtain:
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where Sαx (f) is spectral correlation function, and






where XT (t, f) is spectral component of x(t) at frequency f with bandwidth 1/T .
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Since periodicity is a common property of modulated signals over wireless
channels, while the noise is WSS, the CAF of the received signal also shows peri-
odicity when the primary signal is present. The CSD function have peaks when
the cyclic frequency equals to the fundamental frequencies of the transmitted
signal, i.e., with period that is multiple times of 1/Ts, where Ts is the period
of primary signal s(t). Under hypothesis H0, the CSD function does not have
any peaks since the noise is non-cyclostationary signals. A peak detector or a
generalized likelihood ratio test can be further used to distinguish among the two
hypotheses. Different primary communication systems using different air inter-
faces (modulation, multiplexing, coding, etc) can also be differentiated by their
different properties of cyclostationarity.
2.1.6 Matched-filter Based Sensing
Matched-filtering is the optimum method for detection of primary users when
the transmitted signal is known [27]. It needs perfect knowledge of the primary
signals such as bandwidth, operating frequency and modulation type so that
matched-filtering can demodulate received signals. Matched filtering projects
the received signal into the direction of already known primary signals, thus
requiring a smaller number of samples to achieve a certain detection performance
as compared to other methods like energy detector, for example. However, the
implementation cost of matched filter based spectrum sensing is high in order to
detect all signal types [28].
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Matched filtering requires perfect knowledge of the primary user’s signal,
and can be implemented using coherent detection, when a certain pattern is
known from the received signals, to detect the existence of primary signals. In
the following example, a coherent detection using a pilot pattern is shown as








Ess(k) + n(k), H1,
(2.23)
where sp(k) is a known pilot tone, s(k) is the desired signals and assumed to be
orthogonal to the pilot tone, Es is the fraction of energy allocated to the desired
signals s(k) and (1−Es) is the fraction of energy allocated to the pilot tone, and








where sˆp is a normalized unit vector in the direction of the pilot tone.
2.1.7 Covariance-based Sensing
As the statistical covariance of the received primary signals and noise are
known to be different, an algorithm is developed to identify the existence of a
primary signal [22, 49]. The eigenvalues of the covariance matrix of the received
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primary signals can also be used to find the detection threshold for the primary
signal detection [21], where the ratio of the maximum eigenvalue to the minimum
eigenvalue based on random matrix theory [114] is quantized to set the threshold.
From simulation on the detecting of digital TV signals, these methods based
on statistical covariances are shown to be robust to noise uncertainty, without
requiring a priori information of the signal and noise power.
If L consecutive samples are used, the received signal, the transmitted signal
and the noise are denoted in vector form:
r(k) =
[










n(k) n(k − 1) · · · n(k − L+ 1)
]
, (2.27)
where L is the smoothing factor. The statistical covariance matrices of the signal
and noise can be defined as:
Rr = E[r(k) · r(k)T ], (2.28)
Rs = E[s(k) · s(k)T ], (2.29)
where T denotes the matrix transpose operation. It is easy to obtain:
Rr = Rs +N0IN . (2.30)
If the signal is not present, Rs = 0. Thus the non-diagonal elements of Rr are
all zeros. Otherwise, if the signal is present, Rr is not a diagonal matrix.
The statistical covariance matrix Rr can be approximated by the sample




λ(0) λ(1) · · · λ(L− 1)
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r(k)r(k − l), l = 0, · · · , L− 1. (2.32)
















then if no signal is present, T1/T2 = 1. If the signal is present, T1/T2 > 1. The








The threshold ǫ can be determined by [49, Eq. (70)-(73)]. When there is no signal,
T1
T2


















(N − l)|αl|. (2.38)
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where σ2s is the signal power. For a given probability of false alarm PF ,
ǫ =









Two eigenvalue-based spectrum sensing, maximum-minimum eigenvalue (MME)
detection and energy with minimum eigenvalue (EME) detection, have been pro-
posed in [21]. Let the sampling period be Ts = T0/M (T0 is the symbol duration)
and M is the over-sampling factor. The computation is based on the sample
covariance matrix of the received signal as defined in (2.31). Let
ri(k) = r((kM + i− 1)Ts). (2.41)
















where λmax and λmin are respectively the maximum and minimum eigenvalue of
the sample covariance matrix. The detection threshold of the MME detector, for


















F−11 (1− PF )
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, (2.44)

















Q−1(PF ) + 1
)
. (2.46)
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2.1.8 Wavelet-based Sensing
Wavelet-based sensing is applied to detect edges in the power spectrum den-
sity (PSD) of a wideband channel [50, 51]. Once the transitional edges between
an occupied channel to an unused channel are detected, the powers within the
channels between two edges are calculated. Based on this result and edge loca-
tion in frequency domain, the frequency spectrum can be classified as occupied
or free.
In [51] the spectrum over a wide range frequency band is decomposed into
non-overlapping sub-bands featured by local irregularities in the frequency do-
main. Let φs(f) be a wavelet smoothing function with a compact support, m
vanishing moments and m times continuously differentiable. Note that m is a
measure for local regularity of the signal of interest [122]. The wavelet is used to
identify the discontinuities in the wide band, where a dilated (with a factor of s)










Continuous Wavelet Transform (CWT) of the PSD can be shown as:
WsSr(f) = Sr(f) ∗ φs(f), (2.48)
where ∗ denotes the convolution operation, Sr(f) is the Fourier Transform of the
autocorrelation function Rr(τ) for a received signal r(t), i.e.
Sr(f) = F [Rr(τ)], (2.49)
where Rr(τ) = E[r(t)r(t + τ)]. An alternative method to compute the CWT of
Sr(f) is
WsSr(f) = F [WsSr(τ)] = F [Rr(τ) · Φs(sτ)], (2.50)
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where Φs(sτ) = F−1[φs(f)].
With CWT, the first-order and second-order derivatives of Sr(f) smoothed
by the scaled wavelet φs(f) can be expressed by
W ′sSr(f) = s
d
df
(Sr ∗ φs)(f) = −sF [τRr(τ)Φs(sτ)], (2.51)
W ′′s Sr(f) = s
d2
df 2
(Sr ∗ φs)(f) = s2F [τ 2Rr(τ)Φs(sτ)]. (2.52)
Assume that the radio signal received by the CR occupies N spectrum bands,
whose frequency locations and PSD levels are to be detected and identified. These
spectrum bands lie within [f0, fN ] consecutively, with their frequency boundaries
located at f0 < f1 < · · · < fN . The n-th band is thus defined by Bn : {f ∈ Bn :
fn−1 < f < fn}, n = 1, 2, · · · , N . The frequency boundaries f0 and fN = f0 + B
are known to the CR. The number of bands N and the locations f1, · · · , fN−1
are unknown to the CR. Assume power spectrum density (PSD) is smooth in
each sub-band Bn and flat but characterized by discontinuities and irregularities
between the adjacent bands.
The spectrum sensing via Wavelet Modulus Maxima can be described as
follows. Boundaries {fn} of consecutive frequency bands {Bn} with piecewise
smooth PSD can be acquired from r(t) by picking the local maxima of the wavelet
modulus W ′sSr(f) in (2.51) with respect to f as
fˆn = max
f
{|W ′sSr(f)|}, f ∈ (f0, fN) (2.53)
or from the zero-crossing points of W ′′s Sr(f) in (2.52) as
fˆn = zerosf{|W ′′s Sr(f)|}, s.t. W ′′s Sr(fˆn) = 0. (2.54)
The spectrum sensing via Multiscale Wavelet Products can be described as
follows. The multiscale product of J CWT gradients as
UJSr(f) = ΠJj=1W ′s=2jSr(f), (2.55)
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where the derivative of the smoothed PSD Sr(f) is given by (2.51). Boundaries
{fn} of consecutive frequency bands {Bn} with piecewise smooth PSD can be
acquired from r(t) by picking the local maxima of the multiscale product UJSr(f)
in (2.55) with respect to f as
fˆn = max
f
{|UJSr(f)|}, f ∈ (f0, fN). (2.56)
2.1.9 Cooperative Sensing
In the case of cooperative sensing, it is a challenging task to share the infor-
mation that can be soft or hard decisions made by each SU [62]. The optimum
fusion rule for combining sensing information is the Chair-Varshney rule based
on a log-likelihood ratio test [63]. Centralized or distributed cooperation among
the multiple SUs distributed in different locations can be implemented to achieve
cooperative sensing by means of data fusion or decision fusion [7,70–74,115–121].
Cooperative sensing requires efficient information sharing architectures where
control channels (e.g. a dedicated band, an unlicensed band such as ISM band)
can be implemented in a time division multiple access (TDMA) or random access
fashion to exchange sensing results. The coordination algorithm should attempt
to reduce protocol overhead with a minimum delay and be robust to the dynamics
of the network. Collaborative spectrum sensing is effective to offset the perfor-
mance degradation in terms of missing the opportunities due to correlated shad-
owing when collaborating SUs observe independent fading or shadowing [64–70].
For hard decisions, AND, OR or M-out-of-N methods are used to combine the
information from different SUs [74]. In our work, we consider decision fusion of
AND, OR and MAJORITY rules in the MAC design, since it seems infeasible to
implement data fusion scheme in cognitive radio networks due to limited resources
to complete the transmission of a large amount of real-time sensing information.
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2.2 Cognitive Radio MAC
Cognitive radio networks (CRNs) can be classified into two types: centralized
and distributed (ad hoc). To determine who will and/or when to access the
channel in both centralized and ad hoc networks, the SUs must use a medium
access control (MAC) protocol for spectrum access.
In our work, we consider a centralized network with a distributed spectrum
sensing (without fusion) and independent channel access for the problem of joint
design of spectrum sensing and MAC protocol, and an ad hoc network with
cooperative spectrum sensing (with decision fusion) support for multi-channel
MAC with a common control channel.
2.2.1 MAC for Centralized CRNs
The MAC layer protocols for centralized CRNs require a central node, that
can manage network activities, synchronization and coordination of the opera-
tions among nodes. The central node forms a single hop link with the CR devices
(SUs) that are within its coverage area. This architecture can achieve the coordi-
nation among the SUs to collect the network information and make the spectrum
decisions. The existing works for such centralized CRNs can be further classified
into a few types: random access, time slotted and a hybrid mechanism that com-
bines both random access and time slotted schemes. For centralized spectrum
allocation schemes, the existing examples are WRAN [4], DIMSUMNet [79] and
CPC [80].
• Random access protocols
A CSMA (Carrier Sense Multiple Access with Collision Avoidance) based
protocol in [110] uses a single transceiver, ensuring coexistence among the
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SUs and the PUs by adapting the transmission power and rate of the CR
network. The SUs and the PUs establish the connections with their respec-
tive base stations. This scheme allows simultaneous transmission of the SUs
even when the PUs are detected, provided that the interference caused to
them is below a predetermined threshold.
The primary network follows CSMA, where the PU performs carrier sensing
for a period of time sp before sending a RTS (Request-To-Send) packet to
its base station. The primary base station may reply with the CTS (Clear-
To-Send) if it is available for the data transfer. The SUs undertake a longer
carrier sensing time ss (where ss ≫ sp) so that the PUs are given a higher
priority of spectrum access.
The secondary base station decides the parameters of the transmit power
and data rate for the current data transmission, based on the distance of
the SUs from the secondary base station and the noise power. The SU is
only allowed to transmit one packet in one round of this negotiation so that
the interference to the other PUs can be minimized.
• Time slotted MAC
IEEE 802.22 standard is a centralized MAC that uses base stations for
spectrum access and sharing [4]. The base station (BS) manages its own cell
and all the consumer premise equipments (CPE) or SUs that are associated
with it. The key features of the IEEE 802.22 standard are the support for
spectrum sensing, spectrum recovery, and coexistence of the different users.
The BS allocates the spectrum holes (channel-time slots) in the TV spec-
trum to the SUs and schedules the distributed spectrum sensing in the
SUs so that spectrum occupancy information is conveyed to the BS. BS
specifies time slotted operation, with the superframe consisting of multiple
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MAC frames preceded by the frame preamble. When the SUs are intended
to transmit data on the idle channel, they should listen to MAC superframes
on the channels. A superframe control header (SCH) at the start of each
superframe is used to deliver the information (such as the current available
channels, different bandwidths supported and future spectrum access time)
to the SUs.
• Hybrid MAC A game theoretic dynamic spectrum access (DSA) proposed
in [111], including four main components: DSA algorithm, clustering algo-
rithm, negotiation mechanism, and collision avoidance mechanism, where
the data transfer occurs in pre-determined time slots and the control sig-
naling uses random access scheme is cluster-based and the game policy in
each cluster is managed by a central node (SU) within the cluster.
2.2.2 MAC for Ad Hoc CRNs
One of the key challenges in the wireless ad hoc networks is that there is
no centralized controller for the operation of entire network. CR devices detect
the presence of the primary users either in a distributed manner or cooperatively
before accessing the spectrum available for reuse. Since most ad hoc networks
could require multiple concurrent transmissions, multichannels for reuse are gen-
erally considered for MAC design, where opportunistic spectrum access imposes
one additional constraint for the SUs compared to conventional multichannel
MAC [109].
The SUs perform the tasks of spectrum sensing, sharing and access to protect
the PUs from the interference. These distributed operations indeed require the
cooperation among the neighboring nodes in the deployed area. We identify some
MAC design aspects to give a comparison based on number of radio front ends
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MAC Scheme RFE Bands MAC Features
DOSS 3 CCC/DC/BT random access busytone and
frequency mapping
SRAC 1 CC+DC random access dynamic channelization
and cross-channel comm
HC-MAC 1 DCCC/DC random access hardware (sensing +
transmission) constraint
C-MAC 1 CC+DC time slotted rendezvous + backup
channel w/ beacon period
OS-MAC 1 DCCC/DC hybrid coordination window
(time slotted DCCC) periods (phases)
POMDP-MAC 2 CCC/DC hybrid POMDP
SYN-MAC 2 CC+DC hybrid slow frequency
(time slotted CC) hopping for CC
Opportunistic 2 DCCC/DC hybrid reporting and
MAC (time slotted DCCC) negotiation phases
Table 2.1: MAC Protocols for Ad Hoc Cognitive Radio Networks
(RFE), control/data channels and MAC scheme in Table 2.1.1
The signaling procedures for MAC include network setup and communication
handshaking. A number of approaches have been proposed and basically classified
into a few types based on whether there is common control channel (CCC) or
hybrid data/control channel.
The protocols with CCC facilitates the operation of the handshaking on a
common channel where all the SUs listen to or transmit the control messages
to determine the data channels on which data should be communicated. Some
protocols like SYN-MAC [106] and DC-MAC [84] are proposed without CCC.
When a channel is used for both data and control messages, splitting phases are
used in C-MAC [81], for example.
Generally more RFEs facilitate the operation of spectrum sensing and data
1CCC: common control channel, DC: data channel, BT: busy tone bands. CC+DC: the
control and data channel are mixed together. DCCC: dedicated CCC.
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channel access, but the complexity and cost of the multiple RFEs should be
considered. For instance, DOSS [85], requires three RFEs with a simple MAC
design and C-MAC [81] uses only one RFE but its protocol becomes more sophis-
ticated. Which channels and how many channels to be used could be negotiated
on demand among the transmitting nodes or can be determined periodically. For
example, HC-MAC [82] decides the data channels on demand, while C-MAC [81]
allocates the channel prior to data transfer.
• Dynamic open spectrum sharing (DOSS) MAC [85] assumes that a set of
fixed non-overlapping spectrum bands are given, and a node can use only
one of them at a time or dynamically combine the available bands to achieve
a better network performance.
DOSS MAC protocol utilizes the busy tone to solve the problems of hidden
node and exposed node, especially with three radios assigned to the control,
data and busy tone bands respectively. The spectrum bands used for data
transfer and the busy tone band are correlated by a mapping function of
the frequencies, allowing neighboring nodes to observe the corresponding
busy tone by another CR user that the spectrum is already used. After the
detection on the spectrum of PUs, CR nodes establish three bands for the
above radios.
The transmission on the spectrum is negotiated through a pair of REQ
and REQ ACK packets respectively, with the information of the available
spectrum bands and a mutually acceptable spectrum band. The receiver
also issues the corresponding busy tone, telling its neighbors not to transmit
on the chosen data spectrum band. Upon receiving the REQ ACK, the
sender tunes its data transmitter to the negotiated band. If a packet is
correctly received on the data channel, the receiver replies with DATA ACK
2.2 Cognitive Radio MAC 33
packet and turns off the busy tone. The retransmission occurs after a
timeout on the acknowledgment.
• Single radio adaptive channel MAC (SRAC) protocol [108] features with
dynamic channelization and cross-channel communication. Dynamic chan-
nelization adaptively combines spectrum bands based on the requirement
of CR devices, where the basic spectrum unit is decided, and the actual
spectrum used is considered as an odd multiple of this unit. This makes it
possible that the usable transmission spectrum can be adaptively changed
based on the spectrum demand. Cross-channel communication mechanism
avoids frequency jamming and the interference to the PU’s activity, us-
ing different transmission spectrum for sending and receiving. It is helpful
to reserve larger spectrum for sending data and acknowledge over smaller
spectrum bands for efficient spectrum utilization.
Each node stores the list of spectrum bands used by its neighbors for re-
ceiving data packets/frames. The notification is sent in the receive bands
of its neighbors and is completed when the acknowledgments (ACKs) are
received from all its neighbors in the new spectrum band. The channel
access is CSMA-based with random backoff.
• Hardware constrained MAC (HC-MAC) [82] considers the hardware con-
straints on sensing and transmission constraints, using a CCC and a sin-
gle radio. The sensing constraints tradeoff between time taken for sensing
and the resulting accuracy while the transmission constraints are related to
the limitations imposed by the orthogonal frequency division multiplexing
(OFDM) on the bandwidth range and the maximum available subcarriers.
A stopping rule on how many channels should be sensed determines a time
to stop channel searching such that the expected reward is maximized.
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The MAC protocol comprises three operation stages of contention, sens-
ing and transmission. In the contention phase, the C-RTS and the C-CTS
packets are used over the CCC to reserve the channel access based on ran-
dom backoff. S-RTS and S-CTS packets are then exchanged between the
transmission pair winning the contention for the availability of each sensed
channel. The stopping rule determines whether to perform the sensing on
a new channel at each sensing round on the channels. The data transmis-
sion starts on multiple channels after the channels are decided by the pair.
Finally, the exchange of T-RTS and T-CTS packets on the CCC terminate
the transfer and release the channel for other users.
• Cognitive MAC (C-MAC) [81] is a synchronized and time slotted C-MAC
protocol using only a single half-duplex radio but operating on multiple
channels. A rendezvous channel (RC) and a backup channel (BC) are em-
ployed dynamically to coordinate CR nodes in the different channels for
multi-channel resource reservation and quiet period (QP) coordination, and
support network-wide multicast and broadcast. Each channel is logically
divided into recurring superframes consisting of a slotted beacon period
(BP), where CR nodes can exchange information and negotiate on channel
usage, as well as data transfer period and quiet period.
The most reliable channel in terms of availability throughout the network is
selected as the RC; and the BC is determined by out-of-band measurements
during QPs as the last resort. After scanning the vacant spectrum and
hearing a beacon, CR user may choose to join on a specific band and set
the RC as specified in the beacon.
Each BP is further time slotted for the individual CR users to issue the bea-
cons or rebroadcast the received neighboring information in its own beacon
2.2 Cognitive Radio MAC 35
slot so that a CR user can inform its neighbors of the other devices out of
their transmission range. The CR users switch periodically to the RC and
transmit their beacons to achieve the inter-channel coordination and re-
synchronization as well as retrieve neighborhood topology information. A
new data spectrum band is established through communication over these
beacons. Any spectrum change in C-MAC will firstly be announced by the
CR users over the RC before that band is used.
The establishment of non-overlapping QPs for each of the spectrum bands
ensures that the PUs are differentiated from the CR users and are cor-
rectly detected. The load balancing is achieved by the collection of the load
statistics on the beacons with the node traffic reservation information for
the current superframe.
• Opportunistic spectrum MAC (OS-MAC) [107] uses a single radio that
needs to switch between the non-overlapping data band and the CCC. The
CR users are divided into groups by the coordination of spectrum selection
and control information exchange in a pre-determined random access based
window periods with a few phases as follows.
In the network initialization phase, the CR users form clusters, such that
all the members of the same cluster wish to communicate with each other.
Forming the cluster membership, the CR user tunes its radio to the CCC.
At any time, only one CR user is active in a cluster and regarded as the
delegate. In the session initialization phase, the active delegate chooses a
spectrum band for the group and communicates this to all the members of
the cluster. During data communication phase, the members of the cluster
use IEEE 802.11 DCF for accessing the spectrum band. The active delegate
monitors the CCC to collect the spectrum information. In the update phase,
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cluster delegates exchanges their own cluster information over the CCC. In
the select phase, the delegate that wins the contention transmits the new
spectrum choice with higher priority through using a smaller wait duration,
learning of the spectrum usage statistics of its neighboring clusters. In the
delegate phase, the role of the delegate is now passed onto another CR user
in the same cluster for the next round of the protocol operation. All these
phases occur sequentially and have window durations determined by their
respective flexible timers.
• Partially observable Markov decision process (POMDP) based MAC [84] is
based on partially observable Markov decision process and addresses that
the spectrum usage cannot be fully observed due to limited spectrum sens-
ing capability or due to sensing error.
It integrates the design of spectrum access protocols at the MAC layer with
spectrum sensing at the physical layer and traffic statistics determined by
the application layer, describing the joint consideration of the spectrum
sensing and spectrum access issues, and transmitter/receiver synchroniza-
tion: ensuring that both the transmitter and receiver hop in the spectrum
together without additional control overhead.
The time is divided into slots and the spectrum access in each slot follows
a cycle of sensing, RTS, CTS, DATA and ACK schedule (CSMA is used for
transmission). At the start of each slot, the protocol decides a set of spec-
trum bands for sensing, and another set of bands for transmission. These
decisions are made with the objective to maximize the CR user throughput
under the constraint of the interference to the PUs and exploiting the past
history of the spectrum band.
• Synchronized MAC (SYN-MAC) [106] uses two transceivers: listening radio
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for the control signal and data radio for transmitting and receiving data.
Slotted time is associated with a particular data channel. The control mes-
sages of data channels are exchanged in the respective slots while the data
can be transferred in any data channel that is determined between a given
node pair.
At the beginning of each time slot, the CR users send a beacon to start the
data transfer after tuning their dedicated control radios to the associated
channel. The receiver responds with their own list of available channels, of
which one is selected for data communication.
• Opportunistic MAC [105] uses two transceivers, one for a dedicated CCC,
and the other for the data channels. The time is slotted for the data trans-
fer over the channels and the CCC operation is slotted into two phases
(reporting phase and negotiation phase) for each time lot.
The reporting phase is divided into some n mini-slots with n as the number
of channels, and the cognitive user senses one of the channels at the begin-
ning of each mini-slots. A beacon is sent over the CCC as an indication on
the PU’s activity to its neighbors if the kth channel is detected as idle during
the kth mini-slot of the reporting phase. During the negotiation phase, the
CR users negotiate through random access mechanism, for example, those
based on the IEEE 802.11 and p-persistent carrier sense multiple access.
To ensure that all the channels are sensed, each CR user independently
chooses a channel with equal probability. If a sufficient number of CR users
are present, then all the channels can be covered with high probability.
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2.2.3 Joint Design of Spectrum Sensing and MAC
The joint design approach of spectrum sensing and access is widely consid-
ered in the literature, for example, [83, 84, 86–91, 93–96]. It is found that the
performance of spectrum sensing at the PHY layer can be improved by incor-
porating the MAC layer sensing and access decisions. The benefit of exploiting
the MAC layer information in the PHY layer (spectrum sensing) design indicates
that it is necessary to incorporate the spectrum detector operating characteristics
into the MAC design. A few examples are briefed as follows.
In [88], the design objective is to maximize the throughput of a secondary
user while limiting the probability of colliding with primary users. The joint de-
sign of spectrum sensor, sensing strategy and access strategy is formulated as a
constrained partially observable Markov decision process (POMDP), and a sep-
aration principle is established. The separation principle reveals the optimality
of myopic policies for the design of the spectrum sensor and the access strategy,
and decouples the design of the sensing strategy from that of the spectrum sen-
sor and the access strategy so that the constrained POMDP is reduced to an
unconstrained one.
Adaptive scheduling on the spectrum sensing periods [93] is based on knowl-
edge of channel conditions and maximizes the spectrum efficiency of CR opera-
tions for both cases of greedy transmission and stochastic arrivals on the time-
varying channels.
In [96], the authors also present two spectrum access schemes using different
mechanisms to achieve secondary performance under primary constraints of col-
lision probability and overlapping time. It gives the closed form analysis on SU
performance through a capacity bound and reveals the impact of various design
options, such as sensing, packet length distribution, back-off time etc.
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Chapter 3




Most of the earlier work on signal detection focused on the signals such as
analog signals but little has been done for digitally modulated signals1. In [124],
we propose an optimal detector for such digital signals over AWGN channels
without decoding the primary signals. We take into consideration the fact that
spectrum utilization of allocated spectrum in the US could be as low as 15%
[1] and determine the detection threshold based on the unequal probabilities
of the two hypotheses. The prior statistics of the PU’s activity is helpful to
improve the SU throughput and the overall spectrum utilization of both the PUs
and the SUs, when we consider an optimal Bayesian detector to minimize the
1Most known methods can be used for digitally modulated signal as well, although some of
them may not use the specific property of modulated signal.
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Bayesian risk (or maximize the overall spectrum utilization equivalently). This
detector is a likelihood ratio test (LRT) detector which can be approximated by
its corresponding suboptimal structure in the low and high signal-to-noise ratio
(SNR) regimes. We show that the suboptimal detector is an energy detector in
the low SNR regime, while it employs the sum of received signal magnitudes to
detect the presence of primary signals in the high SNR regime, which indicates
that energy detector is not optimal in this regime. We develop the approximate
analysis to compute detection and false alarm probabilities, though it is not in
closed-form. We also give the closed-form expressions for the suboptimal detectors
in both the low and high SNR regimes. A similar detector structure in the low
SNR regime based on Neyman-Pearson theorem is also discussed briefly in [76].
The rest of the chapter is organized as follows. In Section 3.2, the system
model is described along with the assumptions and a Bayesian detector for BPSK
modulated primary signals is proposed. Suboptimal detector structure for the
low and high SNR regimes is derived in Section 3.3. We analyze the probabilities
of detection and false alarm in Section 3.4 and further present the detection
threshold and number of samples in Section 3.5. Simulation and numerical results
on the performance of Bayesian detector are provided in Section 3.6. Finally, we
conclude the chapter in Section 3.7.
3.2 System Model and Optimal Detector Struc-
ture
Following the signal model in [20], we consider time-slotted primary signals
over AWGN channels in Fig. 3.1, where the channel is constant throughout the
entire spectrum sensing and detection period, and N primary signal samples are
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used to detect the existence of PU signal. The PU symbol duration is T which




cos(ω0t + φ) + n(t) is
sampled at a rate of 1/T at the secondary receiver. We assume that the PU
signal is BPSK modulated with signal energy Es and n(k) is a real AWGN signal







jφ(k) + n(k), H1,
(3.1)
where φ(k) ∈ {0, π} and n(k) ∼ N (0, N0/2)2. Denote γ as the SNR of the














φ(0) φ(1) · · · φ(N − 1)
]
. (3.4)
We assume that the SU receiver has no information with regarding to the
transmitted signals by the PU and φ(k), k = 0, 1, · · · , N −1 are independent and
identically distributed (i.i.d.) with equiprobability of φ(k) = 0, π and independent
of the Gaussian noise.
The PDF of received signals over N symbol duration for hypothesis of H0 is









2Noise is complex but only real part is used.
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Figure 3.1: Receiver structure for a secondary user.
since the noise signals n(k), k = 0, · · · , N − 1 are independent. For AWGN
channel, the PDF of received signals over N symbol duration for hypothesis of






























































Denote Cij as the cost associated with the decision that accepts Hi if the
state is Hj , for i, j = 0, 1. Based on Bayesian decision rule [102] to minimize




j=0CijP (Hj)P (Hi|Hj), it












Nγ + ln ǫ, (3.12)
where ǫ = P (H0)(C10−C00)
P (H1)(C01−C11) . If C00 = C11 = 0 and C01 = C10, which is an uniform
cost assignment (UCA), ǫ = P (H0)
P (H1) . We can consider C01 6= C10 for a more general
case. In CR networks, it is practical that P (H0) > P (H1) because of spectrum
under-utilization.
According to Neyman-Pearson theorem, the optimal detector (NPD) to max-
imize the detection probability for a given false alarm probability is same as
(3.12), where ǫ should be regarded as the detection threshold for a given false
alarm probability.
3.3 Suboptimal Detector Structure
Based on the optimal detector (BD) in Section 3.2, we give the suboptimal
Bayesian detector (ABD) structure through approximation in the low and high
SNR regimes as follows.
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3.3.1 Approximation in the Low SNR Regime
We study the approximation in the low SNR regime for our proposed optimal
detector and show that it is an energy detector. Since when x→ 0,


































N0(Nγ + ln ǫ)
2γ
, (3.16)
which is termed as ABD1.
Obviously the proposed detector behaves like an energy detector (ED) in the
low SNR regime. Although this structure is effective for NPD even when the
SNR is not very low (e.g. -5 dB), the above approximation cannot work well for
BD when SNR is not low enough. Thus we need to refine the above approach.
Notice that





























In this case, the detector is approximated as:
N−1∑
k=0




48(Nγ + ln ǫ) (3.20)
which is termed as ABD2.
3.3.2 Approximation in the High SNR Regime
We consider the high SNR regime in this section. Since when x ≫ 0,
cosh(x) ≈ ex
2
, or when x≪ 0, cosh(x) ≈ e−x
2
, we have
ln(cosh(x)) ≈ ln e
|x|
2
= |x| − ln 2. (3.21)


























Hence the proposed detector can be approximated to employ the sum of signal
magnitudes to determine the presence of primary signals in the high SNR regime.
3.4 Detection and False Alarm Probabilities
In this section we derive the probabilities of detection and false alarm through
approximation and the closed-form expressions for both suboptimal structure
based on the approximation in the low and high SNR regimes.
Let us denote the mean and variance of random variable x as µX and σ
2
X
respectively. Let Zi =
∑N−1
k=0 ln(cosh(x(k))) for Hi, where i = 0, 1. Then µZi and
σ2Zi are respectively the mean and variance of Zi, where i = 0, 1.
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3.4.1 Detection Probability




γ cos(φ(k)) + n(k)√
N0
]
. With equiprobability of


























e2y(k) − 1), (3.25)
and
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4πγ(1− e−2y(k)) . (3.29)
Therefore, we can compute the PDF of y(k). Denote the mean and variance
of y(k) as µY (k) and σ
2
Y (k), respectively. It is difficult to obtain the closed-form













where µZ1 and σ
2
Z1
are respectively the mean and variance of Z1. IfN is sufficiently
large, according to central limit theorem (CLT), sum of all the i.i.d random
variable can be approximated by a Gaussian distribution. By definition and
(3.12), we have
PD = P (TLRT (r) > ǫ|H1)
= P (Z1 > Nγ + ln ǫ;µZ1, σZ1 |H1)
= Q
(
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3.4.2 False Alarm Probability




n(k). When a PU signal is absent, x(k) is
Gaussian distributed with zero mean and variance of 2γ, i.e. ∼ N (0, 2γ), with














4πγ(1− e−2y(k)) . (3.34)
Likewise, if N is sufficiently large, sum of all the i.i.d y(k) can be approximated
by a Gaussian distribution. Let us denote the mean and variance of Z0 by µZ0





P F = P (TLRT (r) > ǫ|H0)
= P (Z0 > Nγ + ln ǫ;µZ0, σZ0 |H0)
= Q
(




3.4.3 Analysis of ABD1 in the low SNR Regime
Conditioned on φ(k), Z1 approximately has a noncentral chi-square distri-






2, and N degrees of freedom (DOFs)3. Likewise, under
H0, Z0 will be approximately central chi-square distributed with the variance of


















3BPSK modulated primary signals are real.































k!Γ(v + k + 1)
, x ≥ 0. (3.39)
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and can be computed with the geometric approach [101].
Since the above computational method is still not simple, we give an al-
ternative approach to compute PD and PF based on CLT. We obtain Z0 ∼




E[Z20 ] = 2Nσ
4
X(k) +N




0 ]− µ2Z0 = 2Nσ4X(k) = 8Nγ2, (3.44)






= 2Nγ(1 + 2γ),











= 2N ∗ 4γ2 + 4 ∗ 2γ ∗ 4Nγ2 + (N ∗ 2γ + 4Nγ2)2









= 8Nγ2(1 + 4γ). (3.45)
According to CLT, sum of x2(k) can be approximated as a Gaussian distribution
if N is sufficiently large. Therefore,
PD = P (Z1 > 2(Nγ + ln ǫ);µZ1, σZ1 |H1)
= Q
(
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3.4.4 Analysis of ABD2 in the Low SNR Regime
With respect to this suboptimal Bayesian detector (ABD2) applying (3.20),
according to the computation in Appendix A, we can obtain the probability of
detection PD and the probability of false alarm P F as:
PD = Q
(





µZ1 = N(48γ − 48γ2 + 120γ3 + γ2(96− 192γ + 720γ2)
+γ4(−64 + 480γ) + 64γ6),
σ2Z1 = N((6912γ
2 − 23040γ3 + 107520γ4 − 241920γ5
+665280γ6) + γ2(27648γ − 138240γ2 + 860160γ3
−2419200γ4 + 7983360γ5) + γ4(36864− 92160γ
+860160γ2 − 3225600γ3 + 13305600γ4)
+γ6(−12288 + 229376γ − 1290240γ2
+7096320γ3) + γ8(16384− 184320γ + 1520640γ2)









µZ0 = N(48γ − 48γ2 + 120γ3),
σ2Z0 = N(4608γ
2 − 18432γ3 + 93696γ4 − 230400γ5
+650880γ6). (3.52)
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3.4.5 Analysis in the High SNR Regime
To our knowledge, the only method to give closed-formed expressions for the
suboptimal structure in the high SNR regime is based on central limit theorem.
We thus approximate the sum of signal magnitudes with a Gaussian distribution
for large N according to CLT. Under H0, |x(k)| is a folded normal distribution.
Under H1, conditioned on φ(k), |x(k)| is also a folded normal distribution. The















2σ2 , x ≥ 0, (3.53)
where µ and σ2 are respectively the mean and variance of x. The mean and




































Under H0, the mean and variance of x(k) is 0 and 2γ, respectively, i.e., µ = 0












Under H1, the mean and variance of x(k) conditioned on φ(k) is 2γ cos(φ(k))
and 2γ, respectively. By (3.54) we can obtain µ|x(k)|,φ(k)=0, σ2|x(k)|,φ(k)=0, µ|x(k)|,φ(k)=π
and σ2|x(k)|,φ(k)=π, which are the mean and variance of |x|, conditioned on φ(k) = 0
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The detection probability can be shown as:
PD = Q
(




where µZ1 and σ
2
Z1
are shown in (3.61), and the average false alarm probability
is given by:
PF = Q
(N(γ + ln 2− 2√ γ
π








3.5 Detection Threshold and Number of Sam-
ples
In this section, AWGN channels are assumed to determine the detection
threshold and the number of samples that are used in spectrum sensing. Energy
detection can choose the threshold based on probability of false alarm since it is
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assumed that we do not know the prior information on the signals. For a given










which shows that the detection threshold of an energy detector is dependent on
the noise variance N0 but not γ.
In our proposed Bayesian detector for BPSK modulated primary signals,
the threshold can be determined through the analyses in Section 3.4.3 and 3.4.5.












−N(γ + ln 2)
)
. (3.65)
Alternatively if the prior information on BPSK modulated primary signals can




−1(PD) + µZ1 −N(γ + ln 2)
)
, (3.66)
where µZ1 and σZ1 are as shown in (3.61). When the SNR is low, it is suitable to




Similarly, we can obtain the detection threshold with a given PD for BPSK mod-
ulated primary signals by (3.46) as follows:
ǫ = exp(γ
√
2N(1 + 4γ)Q−1(PD) + 2Nγ2). (3.68)
In contrast, we see that the detection threshold of NPD is dependent on γ,
from the above equations. Note that the detection threshold of Bayesian detector
is determined by the probability ratio of H0 and H1.
We study the number of samples required for detection to meet the design
performance for AWGN channels where γ = γ. In the low SNR regime, for a
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given pair of design parameters, PD and PF , the exact number of samples for
Bayesian detector (or the minimum number of samples for NPD) to achieve these
targets can be determined from (3.46) and (3.48) by canceling out the threshold










In the high SNR regime, we use (3.62) to derive the number of samples:
1
2




e−γ − 1)+ γ[Q(−√2γ)−Q(√2γ)]
]2
, (3.70)
where A = 2γ2+γ−B−C, B = {√ γ
π





2γ) − 1]}2. For an energy detector, the minimum number of samples is
the same as in (3.69).
3.6 Simulation and Numerical Results
We assume that the primary network operates on a channel. Es/N0 for
the case of AWGN channels and average received SNR is varied to evaluate the
performance of the detectors: energy detector (ED), NP detector (NPD) and
the optimal and suboptimal Bayesian detectors (BD and ABD). Unless specified
otherwise, ABD in the low SNR regime is referred to ABD2.
We define spectrum utilization as
P (H0)(1− PF ) + P (H1)PD, (3.71)
and normalized SU throughput 4 as
P (H0)(1− PF ), (3.72)
4Normalized SU throughput is briefed as SU throughput without causing ambiguity in the
thesis.
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respectively.
The detection threshold for BD and ABD is determined by the ratio of
P (H0) = 0.85 and P (H1) = 0.15, and the value of detection threshold for NPD
and ED is chosen for the given false alarm probability (0.1) among a sufficiently
large number of randomly generated Gaussian noise.
3.6.1 Low SNR Regime
We plot PD, PF , spectrum utilization and SU throughput versus Es/N0 for
ED, NPD, BD and ABD in Fig. 3.2 to 3.5, respectively, with the number of
samples as 5,000. As shown, it is obvious that the curves of ED and NPD are
very close to each other and the performance of BD and ABD is almost the same,
which means the approximation is quite accurate. In this scenario, both ED and
NPD have higher PD and PF than those for BD/ABD. When Es/N0 is larger than
-14 dB, BD/ABD has a detection probability larger than 0.9 and yet it maintains
a much smaller false alarm probability. Obviously, the design of BD/ABD makes
use of the fact that the PUs are more likely to be idle than busy so that it achieves
the highest spectrum utilization and SU throughput.
Figs. 3.6 and 3.7 illustrate the analyses for the suboptimal Bayesian detector
using (3.20) in the low SNR regime, where PD and PF are shown as in (3.49) and
(3.51) respectively, are quite accurate, since the curves of detection probability
versus Es/N0 (Fig. 3.6) and probability of false alarm versus Es/N0 (Fig. 3.7) for
both simulation and numerical results of suboptimal Bayesian detector are very
close.
The above comparison confirms that we can apply the analytical results
to approximate the simulation results accurately for BPSK modulated primary
signals in the low SNR regime.
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Figure 3.2: Detection probabilities of ED, NPD, BD and ABD vs. Es/N0
(dB) for BPSK modulated primary signals over AWGN channels in the low
ES/N0 regime.

























Figure 3.3: False alarm probabilities of ED, NPD, BD and ABD vs. Es/N0
(dB) for BPSK modulated primary signals over AWGN channels in the low
ES/N0 regime.
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Figure 3.4: Spectrum Utilization of ED, NPD, BD and ABD vs. Es/N0
(dB) for BPSK modulated primary signals over AWGN channels in the low
ES/N0 regime.



























Figure 3.5: Normalized SU throughput of ED, NPD, BD and ABD vs.
Es/N0 (dB) for BPSK modulated primary signals over AWGN channels in
the low ES/N0 regime.
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Figure 3.6: Simulation and numerical results of detection probability of
ABD vs. Es/N0 (dB) for BPSK modulated primary signals over AWGN
channels in the low ES/N0 regime.























Figure 3.7: Simulation and numerical results of false alarm probability of
ABD vs. Es/N0 (dB) for BPSK modulated primary signals over AWGN
channels in the low ES/N0 regime.
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In Figs. 3.8 and 3.9, we set the number of samples as 5 million and present
the numerical results based on the analyses of PD and PF given by the exact
closed-form expressions, i.e., (3.40) and (3.42), as well as the analyses of PD and
PF given by the approximation as a Gaussian distribution, i.e., (3.46) and (3.48).
It is obvious that the analyses based on the exact closed-form expressions and
Gaussian distribution approximation is very close when Es/N0 varies from -45 dB
to -19 dB. However, the suboptimal Bayesian detector approximated as energy
detector structure is no more accurate when Es/N0 is larger than -35 dB. The
divergence of the curves illustrates clearly that it is improper to approximate the
optimal Bayesian detector by energy detector structure, which means we need to
apply more higher order terms to approximate BD in order to achieve the high
accuracy.



























Figure 3.8: Numerical results of detection probability of ABD1/ABD2
based on (3.16) and (3.20) vs. Es/N0 (dB) for BPSK modulated primary
signals over AWGN channels in the low ES/N0 regime.
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Figure 3.9: Numerical results of false alarm probability of ABD1/ABD2
based on (3.16) and (3.20) vs. Es/N0 (dB) for BPSK modulated primary
signals over AWGN channels in the low ES/N0 regime.
3.6.2 High SNR Regime
In this simulation, the number of sample is set to 20 and the number of
simulation runs is 10 million. The simulation and numerical results for the high
SNR regime are illustrated in Figs. 3.10 to 3.13.
It is easy to observe that among all the four detectors, BD and ABD have
some advantage over ED and NPD in terms of spectrum utilization and normal-
ized SU throughput as shown in Figs. 3.12 and 3.13. For ABD, the numerical
results of PD based on the analysis (3.62) are quite close to that of the simulation
results as shown in Fig. 3.10, although their false alarm probabilities are a bit
different as shown in Fig. 3.11. However the detection probabilities of ABD and
BD are not well-matched especially when SNR is lower than 3 dB, where the
approximation is not accurate because Es/N0 is not high enough.
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Figure 3.10: Simulation and numerical results of detection probability of
ED, NPD, BD and ABD vs. Es/N0 (dB) for BPSK modulated primary
signals over AWGN channels in the high ES/N0 regime.





























Figure 3.11: Simulation and numerical results of false alarm probability of
ED, NPD, BD and ABD vs. Es/N0 (dB) for BPSK modulated primary
signals over AWGN channels in the high ES/N0 regime.
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Figure 3.12: Simulation and numerical results of spectrum utilization of ED,
NPD, BD and ABD vs. Es/N0 (dB) for BPSK modulated primary signals
over AWGN channels in the high ES/N0 regime.




























Figure 3.13: Simulation and numerical results of normalized SU throughput
of ED, NPD, BD and ABD vs. Es/N0 (dB) for BPSK modulated primary
signals over AWGN channels in the high ES/N0 regime.
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3.6.3 Impact of Incorrect Prior
Based on the analyses of ABD2 in Section 3.4.4 and ABD in 3.4.5, we present
the numerical results of the impact of incorrect prior probabilities ofH0 andH1 on
the detector performance for the low and high SNR regimes as in Figs. 3.14 to 3.17,
respectively. Here we assume that the correct prior probability is P (H0) = 0.85.
Note that probabilities of detection and false alarm of ABDs are not affected by
incorrect prior probabilities of of H0 and H1. However, as seen in the figures,
the more idle the primary network is, the higher spectrum utilization and SU
throughput the detector ABD2 can achieve. It is easy to find out the difference
of spectrum utilization among varying priors becomes smaller when Es/N0 is
higher. Note that SU throughput changes little with Es/N0 since PF is small,
e.g., PF is smaller than 0.03 for the low ES/N0 regime and PF is smaller than
10−4 for the high ES/N0 regime.




























Figure 3.14: Numerical results of normalized SU throughput vs. Es/N0
(dB) for BPSK modulated primary signals over AWGN channels in the low
ES/N0 regime with incorrect prior.
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Figure 3.15: Numerical results of spectrum utilization vs. Es/N0 (dB) for
BPSK modulated primary signals over AWGN channels in the low ES/N0
regime with incorrect prior.




























Figure 3.16: Numerical results of normalized SU throughput vs. Es/N0
(dB) for BPSK modulated primary signals over AWGN channels in the
high ES/N0 regime with incorrect prior.
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Figure 3.17: Numerical results of spectrum utilization vs. Es/N0 (dB) for
BPSK modulated primary signals over AWGN channels in the high ES/N0
regime with incorrect prior.
3.7 Summary
In this chapter, we present an optimal Bayesian detector structure to detect
BPSK modulated primary signals, which has the advantage over energy detector
and Neyman-Pearson detector in terms of overall spectrum utilization. Through
approximations, we find the suboptimal detector structure, which behaves like
an energy detector in the low SNR regime and applies the sum of signal magni-
tudes to detect primary signals in the high SNR regime. We give the performance
analyses of these detectors in terms of detection and false alarm probabilities, de-
tection threshold and number of samples. It is shown that the proposed Bayesian
detector has a better performance of spectrum utilization and secondary user’s
throughput through simulation and numerical results based on the analyses are
accurate as they are close to the simulation results especially when there are a
large number of signal samples.
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Chapter 4
Bayesian Detector for MPSK
Modulated Primary Signals
We have proposed and studied a Bayesian detector for BPSK modulated
primary signals in Chapter 3. In this chapter we extend our approach to a
detector for MPSK modulated primary signals.
4.1 System Model and Optimal Detector Struc-
ture
In this section, we study the case of MPSK modulated primary signals over
block fading channels, where N primary signal samples are used to detect the
existence of PU signal. Similar to the model for BPSK modulated primary signal,





cos(ω0t+ φ) + n(t) is sampled at a rate of 1/T at the secondary receiver.
The probability density function (PDF) of channel amplitude |h| for Rayleigh
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2σ2|h| , h ≥ 0. (4.1)























where γ is the average SNR. Setting m = 1 in the above equation, we have







We also assume that the receiver is a detector for MPSK modulated primary
signals with signal energy Es; n(k) is a complex AWGN signal with variance N0;













, n = 0, 1, · · · ,M−1 with equiprobability and |h| is the channel
amplitude of the received PU’s signals and n(k) = nc(k) + jns(k), where nc(k)
and ns(k) are respectively the real and imaginary part of n(k). h = αe
jθ, where
θ is the random phase shift caused by fading and α is channel amplitude. α2 is
exponential Rayleigh distributed and θ is uniformly distributed. Denote r = [r(0)
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r(1) · · · r(N−1)]. Assume that the SU receiver has no information with regarding
to the transmitted signals by the PU and φ(k), k = 0, 1, · · · , N−1 are independent
and identically distributed (i.i.d.) and independent of the Gaussian noise.
The PDF of the received signals over N symbol duration under hypothesis








For AWGN channel model1, the PDF of received signals over N symbol duration
under hypothesis H1 is denoted as p(r|H1). With equiprobability of φn(k) =
2nπ
M















































































1Without loss of generality, we assume that channel amplitude is 1 for AWGN channel model.
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+ ln 2. (4.11)































N(γ + ln(M/2)) + ln ǫ. (4.12)
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nc(k) cos(φn(k))− ns(k) sin(φn(k))
)
. (4.13)
Therefore, from (4.9) and (4.13), for a given i and n, vn(k) is Gaussian distributed,







nc(k) cos(φn(k))− ns(k) sin(φn(k))
)
, (4.14)
which is Gaussian distributed, i.e. ∼ N (0, 2γ).
4.2 Suboptimal Detector Structure
Based on the optimal detector (BD) described in Section 4.1, we give the
suboptimal Bayesian detector (ABD) structure through an approximation in the
low and high SNR regimes as follows.
4.2.1 Approximation in the Low SNR Regime
We study the approximation of our proposed detector for MPSK modulated
primary signals in the low SNR regime. When x → 0, cosh(x) ≈ 1 + x2
2
and
2Note that noise variance is N0 for complex AWGN signals
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v2n(k) +N ln(M/2). (4.15)












































Obviously, the proposed detector behaves like an energy detector in the low SNR
regime, but with vn(k) or the real part of projected received signal in the direction






n(k). Under H0, according to central limit theorem,
Z0 =
∑N−1







NM2γ2, M 6= 2,
2NM2γ2, M = 2.
(4.17)
3See the details in Appendix B.1
4.2 Suboptimal Detector Structure 73
If the transmitted signal is
√
Ese
jφi(k), for a given i and θ, v2n(k) is Gaus-
sian distributed with the variance σ2n,i = 2γ and mean µn,i = 2
√
γγ cos(φi(k) −
φn(k) + θ). Similarly, under H1, Z1 =
∑N−1
k=0 y(k) can be approximated as




NMγ(1 + γ), fading or M 6= 2 for AWGN,





NM2γ2(1 + 2γ), M 6= 2,
NM2γ2(2 + 4γ + 0.5γ2), M = 2 for fading,
NM2γ2(2 + 8γ), M = 2 for AWGN.
(4.19)
The detection probability for AWGN channels can be shown as
PD = P (Z1 > M(Nγ + ln ǫ)|H1)
= Q
(











and for Rayleigh fading channels, the instantaneous and average detection prob-
abilities can be shown to be:
PD,Ray(γ) = P (Z1 > M(Nγ + ln ǫ)|H1, γ)
= Q
(



























4See the details in Appendix B.2
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and the average false alarm probability, which is independent of fading, is:
P F,Ray = P F



















, M = 2.
(4.23)
Similar to (3.20), in order to achieve a better approximation, we can use


























































































Nγ + ln ǫ. (4.26)
4.2.2 Approximation in the High SNR Regime
We consider the high SNR regime in this section. When x≫ 0, cosh(x) ≈ ex
2
,
or when x ≪ 0, cosh(x) ≈ e−x
2
. In other words, when |x| ≫ 0, cosh(x) ≈ e|x|
2
.


















































N(γ + lnM) + ln ǫ. (4.28)
4.3 Detection Threshold and Number of Sam-
ples
We are interested in the primary signals over AWGN channels in the low
SNR regime. In our proposed Bayesian detector for MPSK modulated primary






NQ−1(PF )), M 6= 2,
exp(γ
√
2NQ−1(PF )), M = 2.
(4.29)







N(1 + 2γ)Q−1(PD) +Nγ2), M 6= 2,
exp(γ
√
N(2 + 8γ)Q−1(PD) +Nγ2), M = 2.
(4.30)
5Although the suboptimal detector in the high SNR regime remains the same complexity as
optimal BD structure, we give the approximation in the high SNR regime to align with previous
chapter.
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for the given design parameter PD.



















for the given design parameters PD and PF .
Notice that whenM = 2, the above is not same as (3.69), because the BPSK
modulated primary signals are real, whereas MPSK modulated primary signals
are complex in our signal models. Equation (4.31) is also the number of samples
for our Bayesian detector.
4.4 Simulation and Numerical Results
We assume that the primary network operates on a channel. Es/N0 for the
case of AWGN channels and the average received SNR is varied to evaluate the
performance of the detectors: energy detector (ED), NP detector (NPD) and
the optimal and suboptimal Bayesian detectors (BD and ABD). Unless specified
otherwise, ABD in the low SNR regime is referred to ABD2. The primary signals
are assumed to be 8PSK modulated if not specified explicitly.
We determine the detection threshold for BD and ABD by the ratio of
P (H0) = 0.85 and P (H1) = 0.15, and select the value of detection threshold
for NPD and ED with the given false alarm probability (0.1) among sufficiently
large number of randomly generated Gaussian noise.
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4.4.1 AWGN Channels
In this simulation, we study the performance of ED, NPD, BD and ABD
over AWGN channels for 8PSK modulated primary signals.
Low SNR Regime
We plot PD, PF , spectrum utilization and normalized SU throughput versus
Es/N0 for ED, NPD, BD and ABD in Figs. 4.1 to 4.4, respectively, with the
number of samples set to 5,000 when the SNR is low. As shown, it is obvious
that the curves of ED and NPD are very close to each other and the performance
of BD and ABD is almost the same, which means that the approximation of BD
with ABD is quite accurate. In this scenario, both ED and NPD have higher PD
and PF than those for BD/ABD.When Es/N0 is larger than -12 dB, BD/ABD has
its detection probability larger than 0.9 and yet it maintains a much smaller false
alarm probability, which is lower than 0.03. Obviously, similar to the scenario
of BPSK modulated primary signals, the design of BD/ABD for the scenario of
8PSK modulated primary signals makes use of the fact that the PUs are more
likely to be idle than busy so that it achieves the highest spectrum utilization
and SU throughput.
Figs. 4.5 and 4.6 illustrate the numerical and simulation results of ABD for
8PSK modulated primary signals over AWGN channels in the low SNR regime.
It is obvious to see that the numerical results based on the analyses and the
simulation results of PD and PF for ABD are well-matched when ES/N0 is small,
which show that the analyses ((Eq. (4.17), (4.18), (4.21) and (4.23))) are accurate.
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Figure 4.1: Detection probabilities of ED, NPD, BD and ABD vs. Es/N0
(dB) for 8PSK modulated primary signals over AWGN channels in the low
ES/N0 regime.
























Figure 4.2: False alarm probabilities of ED, NPD, BD and ABD vs. Es/N0
(dB) for 8PSK modulated primary signals over AWGN channels in the low
ES/N0 regime.
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Figure 4.3: Normalized SU throughput of ED, NPD, BD and ABD vs.
Es/N0 (dB) for 8PSK modulated primary signals over AWGN channels in
the low ES/N0 regime.

























Figure 4.4: Spectrum utilization of ED, NPD, BD and ABD vs. Es/N0 (dB)
for 8PSK modulated primary signals over AWGN channels in the low ES/N0
regime.
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Figure 4.5: Simulation and numerical results of detection probability of
ABD vs. Es/N0 (dB) for 8PSK modulated primary signals over AWGN
channels in the low ES/N0 regime.























Figure 4.6: Simulation and numerical results of false alarm probability of
ABD vs. Es/N0 (dB) for 8PSK modulated primary signals over AWGN
channels in the low ES/N0 regime.
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High SNR Regime
The simulation results for the high SNR regime are illustrated in Figs. 4.7
and 4.8. The number of samples is 10 and the simulation runs are 20 million. For
ABD and BD, the simulation results of PD are quite close to each other when
ES/N0 is higher than 3 dB, where the approximation becomes accurate. Both
ED and NPD have higher detection probability and false alarm probability than
those for BD/ABD, and the false alarm probability of BD/ABD is far below 0.1
and decreasing in Es/N0 so that they can achieve higher spectrum utilization.



























Figure 4.7: Detection probabilities of ED, NPD, BD and ABD vs. Es/N0
(dB) for 8PSK modulated primary signals over AWGN channels in the high
ES/N0 regime.
4.4.2 Rayleigh Fading Channels
In this simulation, we study the performance of ED, NPD, BD and ABD for
8PSK modulated primary signals over Rayleigh fading channels.
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Figure 4.8: False alarm probabilities of ED, NPD, BD and ABD vs. Es/N0
(dB) for 8PSK modulated primary signals over AWGN channels in the high
ES/N0 regime.
Low SNR Regime
In the low SNR regime, we set the total number of samples as 5,000 and the
number of simulation runs as 20,000.
In Figs. 4.9 to 4.11, we assume the average received SNR is unknown and γ
is set to -12 dB where the exact average received SNR ranges from -20 dB to -12
dB, equivalent to -8 dB to 0 dB fading gain. In Figs. 4.12 to 4.14, we assume
that the average received SNR is known to the SU receiver and also ranges from
-20 dB to -12 dB.
With regarding to the case of unknown average received SNR as shown in
Fig. 4.9, we observe that the detection probability of BD/ABD increases from
0.06 to 0.57, and the detection probabilities for ED and NPD increase from 0.3
to 0.75. These correspond to the results as shown in Fig. 4.11, where the spec-
trum utilization of BD/ABD increases from 0.855 to 0.93 and that of ED/NPD
increases from 0.81 to 0.878. In other words, the overall performance of BD and
4.4 Simulation and Numerical Results 83
ABD is degraded more severely by the fading channels. However, the false alarm
probability (as shown in Fig. 4.10) and SU throughput is not affected by the
fading channels.
We can find that for the case of primary signals over fading channels in
the low SNR regime, when the difference between the estimated average received
SNR and the actual average received SNR is small, there is more impact of fading
on detection probabilities and spectrum utilization of BD and ABD than those
of ED and NPD. This is confirmed by the slope of the curves in Figs. 4.9 and
4.11, where the slope of BD/ABD curve is larger than that of ED/NPD when the
average received SNR becomes high.



























Figure 4.9: Detection probabilities of ED, NPD, BD and ABD vs. average
received SNR (dB) for 8PSK modulated primary signals over Rayleigh fad-
ing channels in the low SNR regime with unknown average received SNR.
For the case of known average received SNR as shown in Fig. 4.12, we observe
that the average detection probability of BD/ABD increases from 0.05 to 0.57,
and the detection probabilities for ED and NPD increase from 0.3 to 0.75. These
corresponds to the results as shown in Fig. 4.14, where the spectrum utilization of
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Figure 4.10: False alarm probabilities of ED, NPD, BD and ABD vs. aver-
age received SNR (dB) for 8PSK modulated primary signals over Rayleigh
fading channels in the low SNR regime with unknown average received SNR.

























Figure 4.11: Spectrum utilization of ED, NPD, BD and ABD vs. average re-
ceived SNR (dB) for 8PSK modulated primary signals over Rayleigh fading
channels in the low SNR regime with unknown average received SNR.
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BD/ABD increases from 0.86 to 0.94 and that of ED/NPD increases from 0.81 to
0.878. Similar to the previous case of unknown average received SNR, the overall
performance of BD and ABD is degraded severely by the fading channels. The
false alarm probability for this case is similar to the case of AWGN channels, as
shown in Fig. 4.2.
Compared with the case of unknown average received SNR, the SU receiver
with known the average received SNR can achieve a better performance in terms
of average detection probability for both BD and ABD. For example, regarding to
the average detection probability, the gain of the case of known average received
SNR over the case of unknown average received SNR is about 1 dB when the
average received SNR is -18 dB as shown in Fig. 4.9 and Fig. 4.12. While regarding
to the spectrum utilization, the gain is 0 dB as shown in Fig. 4.11 and Fig. 4.14.
There is no effect of unknown average received SNR for ED and NPD.



























Figure 4.12: Detection probabilities of ED, NPD, BD and ABD vs. aver-
age received SNR (dB) for 8PSK modulated primary signals over Rayleigh
fading channels in the low SNR regime with known average received SNR.
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Figure 4.13: False alarm probabilities of ED, NPD, BD and ABD vs. aver-
age received SNR (dB) for 8PSK modulated primary signals over Rayleigh
fading channels in the low SNR regime with known average received SNR.

























Figure 4.14: Spectrum utilization of ED, NPD, BD and ABD vs. aver-
age received SNR (dB) for 8PSK modulated primary signals over Rayleigh
fading channels in the low SNR regime with known average received SNR.
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High SNR Regime
We set the number of samples as 10 and the number of simulation runs as
20 million.
In Figs. 4.15 and 4.16, we assume the estimated received SNR γ as 8 dB.
Note that the average received SNR varies from 1 dB to 8 dB, which is equivalent
to -7 dB to 0 dB fading gain. In Figs. 4.17 and 4.18, we assume the average
received SNR is known to the SU receiver and ranges from 1 dB to 8 dB.
For the case of unknown average received SNR in Fig. 4.15, we observe that
the average detection probability of BD/ABD increases from 0.2 to 0.7, while
ED/ NPD maintains a higher average detection probability, which increases from
0.7 to 0.92. These correspond to the results shown in Fig. 4.16 that the spec-
trum utilization of BD/ABD increases from 0.879 to 0.95 and that of ED/NPD
increases from 0.869 to 0.903. We can see that for primary signals over fading
channels in the high SNR regime, there is less impact of fading on detection prob-
abilities and spectrum utilization for ED and NPD. In contrast, the performance
of BD and ABD is degraded more severely by the fading channels. Again, the
false alarm probability and SU throughput is not affected by the fading channels,
though not explicitly shown here.
For the case of known average received SNR in Fig. 4.17, we observe that the
average detection probability of BD/ABD increases from 0.55(0.5) to 0.7, while
ED/NPD maintains a higher average detection probability (from 0.7 to 0.92).
These correspond to the results as shown in Fig. 4.18 that the spectrum utilization
of BD/ABD increases from 0.917 to 0.955 and that of ED/NPD increases from
0.87 to 0.904. Different from the case of unknown average received SNR, we can
see that for primary signals over fading channels in the high SNR regime, there
is a similar impact of fading on detection probabilities of all the detectors (ED,
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Figure 4.15: Detection probabilities of ED, NPD, BD and ABD vs. aver-
age received SNR (dB) for 8PSK modulated primary signals over Rayleigh
fading channels in the high SNR regime with unknown average received
SNR.




























Figure 4.16: Spectrum utilization of ED, NPD, BD and ABD vs. aver-
age received SNR (dB) for 8PSK modulated primary signals over Rayleigh
fading channels in the high SNR regime with unknown average received
SNR.
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NPD, BD and ABD), but more impact of fading on the spectrum utilization for
BD/ABD.
Compared with the case of unknown average received SNR, the SU receiver
with known average received SNR can achieve a better performance in terms of
detection probability and spectrum utilization for all the detectors: ED, NPD,
BD and ABD. When the average received SNR is 5 dB, the gain of the case of
known average received SNR over the case of unknown average received SNR is
about 2 dB for BD/ABD but is nearly 0 dB for ED/NPD, as shown in Figs. 4.15
to 4.18, which illustrate that it is more important to obtain the information on
the average received SNR for the design of BD/ABD than for that of ED/NPD.





























Figure 4.17: Detection probabilities of ED, NPD, BD and ABD vs. aver-
age received SNR (dB) for 8PSK modulated primary signals over Rayleigh
fading channels in the high SNR regime with known average received SNR.
Figs. 4.19 and 4.20 illustrate the numerical and simulation results of ABD
for 8PSK modulated primary signals over Rayleigh fading channels in the low
SNR regime for unknown average received SNR. It is obvious to see that the
numerical results based on the analyses (Eq. (4.17), (4.18), (4.22) and (4.23))
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Figure 4.18: Spectrum utilization of ED, NPD, BD and ABD vs. aver-
age received SNR (dB) for 8PSK modulated primary signals over Rayleigh
fading channels in the high SNR regime with known average received SNR.
and the simulation results of the average detection probability and the average
false alarm probability for ABD are close to each other when the average received
SNR is smaller than -17 dB, where the approximation becomes accurate. Simi-
larly, the numerical and simulation results of ABD for 8PSK modulated primary
signals over Rayleigh fading channels in the low SNR regime for known average
received SNR, as shown in Figs. 4.21 and 4.22, also illustrate the analyses are
quite accurate.
4.4.3 AWGN Channels versus Rayleigh Fading Channels
We have shown that the performance of ED is quite close to that of NPD
and the performance of BD can be approximated to that of ABD in the low and
high SNR regimes. Therefore, we only compare the performance of ED and ABD
in this section.
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Figure 4.19: Simulation and numerical results of detection probability of
ABD vs. average received SNR (dB) for 8PSK modulated primary signals
over Rayleigh fading channels in the low SNR regime with unknown average
received SNR.

























Figure 4.20: Simulation and numerical results of false alarm probability of
ABD vs. average received SNR (dB) for 8PSK modulated primary signals
over Rayleigh fading channels in the low SNR regime with unknown average
received SNR.
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Figure 4.21: Simulation and numerical results of detection probability of
ABD vs. average received SNR (dB) for 8PSK modulated primary signals
over Rayleigh fading channels in the low SNR regime with known average
received SNR.





















Figure 4.22: Simulation and numerical results of false alarm probability of
ABD vs. average received SNR (dB) for 8PSK modulated primary signals
over Rayleigh fading channels in the low SNR regime with known average
received SNR.
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Low SNR Regime
In this study, we set the total number of samples as 5,000 and the total
number of simulation runs as 50,000. Note that the average received SNR is
assumed to be known at the SU receiver and varies from -20 dB to -12 dB.
In Fig. 4.23, we observe that detection probability of ED increases from 0.3
to nearly 1 for AWGN channels and from 0.3 to 0.75 for Rayleigh fading channels,
while the detection probability of ABD increases from a lower value of 0.03 to
0.96 for AWGN channels and from 0.05 to 0.6 for Rayleigh fading channels. As
can be seen in Fig. 4.24, the false alarm probability of ED is fixed at 0.1 and
that of ABD is lower than 0.03. This again demonstrates the design principle
of ABD is to maximize the total spectrum utilization with the consideration on
the overall spectrum usage as contributed by both the primary users and the
secondary users. Note that the false alarm probability is not affected by the
fading channels for both detectors (ED and ABD).
The gains of the detection probability of AWGN channels over that of Rayleigh
fading channels for both ED and ABD increase from a little (at average received
SNR = -17 dB) to at least 3 dB (at average received SNR = -12 dB). The perfor-
mance of ED over AWGN channels and Rayleigh fading channels diverges even at
a very low average received SNR, for example, -20 dB, as shown in Fig. 4.23. In
contrast, it is also shown in Fig. 4.23 that the performance of ABD over Rayleigh
fading channels differs when the SNR is larger than -17 dB.
It is shown in Fig. 4.26 that BD has a higher SU throughput than that of
ED. Their SU throughput are not affected by the fading channels since the false
alarm probability is independent of fading. Fig. 4.25 compares the corresponding
spectrum utilization over AWGN channels and fading channels for both ED and
ABD. Since the detection probability for AGWN channels is higher than that for
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Rayleigh fading channels and the false alarm probability is independent of fading,
both detectors (ED and ABD) can achieve better spectrum utilization for AWGN
channels than that for fading channels. The gain of spectrum utilization of ABD
for AWGN channels over that for fading channels varies between 0 dB and 3
dB for the average received SNR in the interval of [-18,-12] dB, while the gain
of that of ED is about 0 dB to 3.5 dB in the interval of [-20,-12] dB. However,
the performance of spectrum utilization of ABD is degraded more severely by
the fading channels. For example, in the region of [-17, -12] dB, the spectrum
utilization increases from 0.81 to 0.876 for ED and from 0.852 to 0.935 for ABD,
which correspond to the incremental gains of 8.1% for ED and 9.7% for ABD.
Although ED has higher detection probabilities for both AWGN channels and
fading channels, ABD can attain higher spectrum utilization with the design of
a much lower false alarm probability.





























Figure 4.23: Detection probabilities vs. average received SNR (dB) of ED
and ABD for 8PSK modulated primary signals over AWGN channels and
Rayleigh fading channels in the low SNR regime.
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Figure 4.24: False alarm probabilities vs. average received SNR (dB) of ED
and ABD for 8PSK modulated primary signals over AWGN channels and
Rayleigh fading channels in the low SNR regime.




























Figure 4.25: Spectrum utilization vs. average received SNR (dB) of ED
and ABD for 8PSK modulated primary signals over AWGN channels and
Rayleigh fading channels in the low SNR regime.
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Figure 4.26: Normalized SU throughput vs. average received SNR (dB) of
ED and ABD for 8PSK modulated primary signals over AWGN channels
and Rayleigh fading channels in the low SNR regime.
High SNR Regime
In this study, we set the total number of samples as 10 and the total number
of simulation runs as 20 million. Note that the average received SNR varies from
1 dB to 8 dB.
In Fig. 4.27, it is easy to find that the detection probability of ED increases
from 0.93 to nearly 1 for AWGN channels and from 0.7 to 0.92 for Rayleigh fading
channels, while the average detection probability of ABD increases from a lower
value of 0.73 to nearly 1 for AWGN channels and from a lower value of 0.5 to 0.7
for Rayleigh fading channels. As can be observed from Fig. 4.28, the false alarm
probability of ED is fixed at 0.1 and that of ABD is lower than 0.01, and they are
decreasing in average received SNR. This also demonstrates the design principle
of ABD is to maximize the total spectrum utilization through the design of a
lower false alarm probability. Similar to the low SNR case, although ED has a
higher detection probability for both AWGN channels and fading channels, ABD
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can attain higher spectrum utilization with the design of a much lower false alarm
probability.
For AWGN channels, the gain of the average detection probability for ED
over that for ABD is about 2 dB when the average received SNR is 1 dB; while
for Rayleigh fading channels, the gain increases to 7 dB. This illustrates that the
detection performance of ABD is degraded more severely by the fading channels.
It is shown in Fig. 4.29 that BD has a higher SU throughput than ED.
Fig. 4.30 compares the corresponding spectrum utilization over AWGN channels
and fading channels for both ED and ABD. Since the detection probability for
AGWN channels is higher than that for Rayleigh fading channels and the false
alarm probability is independent of fading, both detectors can achieve better
spectrum utilization for AWGN channels than that for fading channels.
The spectrum utilization of ABD is degraded more severely by the fading
channels. For example, for the case of AWGN channels, in the region of [1, 8] dB,
the spectrum utilization increases from 0.904 to 0.918 for ED and from 0.956 to 1
for ABD. For the case of Rayleigh fading channels, in the region of [1, 8] dB, the
spectrum utilization increases from 0.868 to 0.903 for ED and from 0.918 to 0.955
for ABD. These correspond to performance losses of about 3.9% at SNR = 1 dB
and 1.6% at SNR = 8 dB for ED, and 3.97% at SNR = 1 dB and 4.5% at SNR =
8 dB for ABD, which show that the spectrum utilization of ABD decreases more
than that of ED for the detecting of primary signals over fading channels.
4.4.4 Performance Comparison of ABDs for B/Q/8PSK
Signals
We compare the performance of ABDs detecting BPSK/QPSK/8PSK mod-
ulated primary signals over AWGN channels in this section.
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Figure 4.27: Detection probabilities vs. average received SNR (dB) of ED
and ABD for 8PSK modulated primary signals over AWGN channels and
Rayleigh fading channels in the high SNR regime.


























Figure 4.28: False alarm probabilities vs. average received SNR (dB) of ED
and ABD for 8PSK modulated primary signals over AWGN channels and
Rayleigh fading channels in the high SNR regime.
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Figure 4.29: Normalized SU throughput vs. average received SNR (dB) of
ED and ABD for 8PSK modulated primary signals over AWGN channels
and Rayleigh fading channels in the high SNR regime.

























Figure 4.30: Spectrum utilization vs. average received SNR (dB) of ED
and ABD for 8PSK modulated primary signals over AWGN channels and
Rayleigh fading channels in the high SNR regime.
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Low SNR Regime
In this study, the average SNR varies from -20 dB to -12 dB in the low SNR
regime. As illustrated in Figs. 4.31-4.34, when ABD is used to detect BPSK
modulated primary signals in AWGN channels, it can achieve about 1.5 dB gain
over the case of detecting QPSK/8PSK signals in terms of detection probability
and spectrum utilization. Note that the performance of ABDs detecting QPSK
and 8PSK signals is very close to each other, in terms of detection performance
(PD and PF ), SU throughput and spectrum utilization.
6






























Figure 4.31: Detection probabilities vs. Es/N0 (dB) of ABD for B/Q/8PSK
modulated primary signals over AWGN channels in the low SNR regime.
High SNR Regime
In this study, the average SNR varies from 1 dB to 8 dB in the high SNR
regime. As illustrated in Figs. 4.35-4.38, when ABD is used to detect BPSK
modulated primary signals in AWGN channels, it can achieve about 1 dB gain
6Although it is not shown here, the performance of ABDs detecting all MPSK modulated
primary signals other than BPSK signals is very close to each other.
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Figure 4.32: False alarm probabilities vs. Es/N0 (dB) of ABD for B/Q/8PSK
modulated primary signals over AWGN channels in the low SNR regime.






















Figure 4.33: Spectrum utilization vs. Es/N0 (dB) of ABD for B/Q/8PSK
modulated primary signals over AWGN channels in the low SNR regime.
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Figure 4.34: Normalized SU throughput vs. Es/N0 (dB) of ABD for
B/Q/8PSK modulated primary signals over AWGN channels in the low
SNR regime.
over the case of detecting QPSK/8PSK signals in terms of detection performance
(PD and PF ) and spectrum utilization in the region of [1,6] dB. However, the gain
of SU throughput for detecting BPSK signals over that for detecting QPSK/8PSK
signals decreases from about 2 dB to 0 dB in the region of [1,6] dB. Note that
similar to the low SNR case, the performance of ABDs detecting QPSK and
8PSK signals is very close to each other, in terms of detection performance, SU
throughput and spectrum utilization.
4.5 Summary
In this chapter, we present an optimal Bayesian detector structure to detect
MPSK modulated primary signals, which has the advantage over energy detector
and Neyman-Pearson detector in terms of overall spectrum utilization and SU
throughput. We derive the suboptimal detector structure through approxima-
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Figure 4.35: Detection probabilities vs. Es/N0 (dB) of ABD for B/Q/8PSK
modulated primary signals over AWGN channels in the high SNR regime.


























Figure 4.36: False alarm probabilities vs. Es/N0 (dB) of ABD for B/Q/8PSK
modulated primary signals over AWGN channels in the high SNR regime.
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Figure 4.37: Spectrum utilization vs. Es/N0 (dB) of ABD for B/Q/8PSK
modulated primary signals over AWGN channels in the high SNR regime.


























Figure 4.38: Normalized SU throughput vs. Es/N0 (dB) of ABD for
B/Q/8PSK modulated primary signals over AWGN channels in the high
SNR regime.
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tions and give the performance analyses of suboptimal Bayesian detector in the
low SNR regime in terms of detection and false alarm probabilities, detection
threshold and number of samples. The approximate detector structure is also
similar to energy detector, but with the real part of the received signal projected
on the direction of modulation phase shift as the input. It is shown that the
proposed Bayesian detector has a better performance in terms of spectrum uti-
lization and SU throughput through simulation, and the analyses of suboptimal
Bayesian detector are accurate as verified by simulation and numerical results.
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Chapter 5
Bayesian Detector for Unknown
Order MPSK Modulated
Primary Signals
We have proposed and studied a Bayesian detector for MPSK modulated
primary signals in Chapter 4, assuming that the modulation scheme is known to
secondary users. However, practically, the information of PSK scheme may not
be available to secondary receiver structure. In this chapter, we will consider a
Bayesian detector for unknown order MPSK modulated primary signals.
5.1 System Model and Optimal Detector Struc-
ture
In this section, we assume that the primary signal is PSK modulated but
the order of PSK is unknown. Without prior information on the exact PSK
modulation scheme, we assume that primary signal is modulated equi-probably
with the schemes of BPSK, QPSK and 8PSK etc. Denote p(M) as the probability
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that primary signal is M-PSK modulated, where M ∈ {2, 4, 8, 16, · · · }. Denote
the set of PSK modulation schemes asM and the total number of PSK schemes
as |M|. The signal model is same as (4.6) where φn(k) = 2nπM , n = 0, 1, · · · ,M−1
for a given M ∈M.
The PDF of received signals over N symbol duration under hypothesis H0
is denoted as p(r|H0), which can be obtained as (4.7).
For AWGN channel, the PDF of received signals over N symbol duration
under hypothesis H1 is denoted as p(r|H1). With equiprobability of φn(k) =
2nπ
M
, n = 0, 1, . . . ,M − 1 and the independence of φn(k), k = 0, 1, . . . , N − 1,























































where wM is the weight of MPSK modulation scheme for primary signals. If
p(M) = wM , then the weight is associated with the probability of using the
modulation scheme. When some modulation schemes are more common, wM can
be set to a larger value according to prior knowledge. It is easy to derive the LLR







































































5.2 Suboptimal Detector Structure
Based on the optimal detector (BD) in Section 5.1, we give the suboptimal
Bayesian detector (ABD) structure through approximation in the low and high
SNR regimes as follows1.
5.2.1 Low SNR Regime




. Through approximation in the low SNR regime, the detector structure
1The suboptimal detector in the low SNR regime reduce the complexity of optimal BD struc-
ture. Although the suboptimal detector in the high SNR regime remains the same complexity
as optimal BD structure, we give the approximation in the high SNR regime to align with
previous chapters.














































































5.2.2 High SNR Regime
We consider the high SNR regime in this section. When x≫ 0, cosh(x) ≈ ex
2
,
or when x ≪ 0, cosh(x) ≈ e−x
2
. In other words, when |x| ≫ 0, cosh(x) ≈ e|x|
2
.























5.3 Simulation and Numerical Results
We assume that the primary network operates on a channel. Es/N0 for the
case of AWGN channels and the average received SNR is varied to evaluate the
performance of the detectors: energy detector (ED), NP detector (NPD) and
the optimal and suboptimal Bayesian detectors (BD and ABD). Unless specified
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otherwise, ABD in the low SNR regime is referred to ABD2. The primary signals
are assumed to be 8PSK modulated.
We determine the detection threshold for BD and ABD by the ratio of
P (H0) = 0.85 and P (H1) = 0.15, and select the value of detection threshold
for NPD and ED with the given false alarm probability (0.1) among a sufficiently
large number of randomly generated Gaussian noise.
We assume that the primary signals are equally likely modulated by BPSK,
QPSK and 8PSK. When some modulation schemes are more common in practice
and this knowledge is known, the detector can set wM in (5.2) with a larger
value for those more common schemes. In the simulation, we study both the low
and high SNR regimes for AWGN and Rayleigh fading channels. In low SNR
regime, the number of samples is 5,000, with 20,000 simulation runs for AWGN
channels and with 40,000 simulation runs for Rayleigh fading channels. In high
SNR regime, the number of samples is 10 with 20 million simulation runs for
AWGN channels and Rayleigh fading channels.
5.3.1 AWGN Channels
Low SNR Regime
As shown in Fig. 5.1, when the SNR is above -13 dB, all the detectors can
achieve PD > 0.9, although ED and NPD can achieve higher detection prob-
abilities than that of BD/ABD. The results of BD and ABD are quite close to
each other, which indicate the approximate Bayesian detector behaves almost the
same as the optimal Bayesian detector. Comparing the average false alarm prob-
ability as illustrated in Fig. 5.2, we find that BD/ABD attain a much lower false
alarm probability, which is lower than 0.02 in the low Es/N0 regime. Obviously,
the normalized SU throughput of BD/ABD is at least 10% higher than that of
5.3 Simulation and Numerical Results 111































Figure 5.1: Detection probabilities of ED, NPD, BD and ABD vs. Es/N0
(dB) for unknown order MPSK modulated primary signals over AWGN
channels in the low Es/N0 regime.

























Figure 5.2: False alarm probabilities of ED, NPD, BD and ABD vs. Es/N0
(dB) for unknown order MPSK modulated primary signals over AWGN
channels in the low Es/N0 regime.
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Figure 5.3: Spectrum utilization of ED, NPD, BD and ABD vs. Es/N0 (dB)
for unknown order MPSK modulated primary signals over AWGN channels
in the low Es/N0 regime.



























Figure 5.4: Normalized SU throughput of ED, NPD, BD and ABD vs. Es/N0
(dB) for unknown order MPSK modulated primary signals over AWGN
channels in the low Es/N0 regime.
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ED/NPD as shown in Fig. 5.4 and the spectrum utilization gain of BD/ABD
above ED/NPD varies from 3.6% to 9.8%, which is increasing in Es/N0, as in
Fig. 5.3.
High SNR Regime



























Figure 5.5: Detection probabilities of ED, NPD, BD and ABD vs. Es/N0
(dB) for unknown order MPSK modulated primary signals over AWGN
channels in the high Es/N0 regime.
The simulation results for unknown order MPSK modulated primary sig-
nals over AWGN channels in the high Es/N0 regime are illustrated in Figs. 5.5
to 5.8. We can observe that among all the four detectors, BD and ABD have
some advantages over ED and NPD in terms of spectrum utilization and nor-
malized SU throughput, although both ED and NPD have about 2 dB gain over
BD/ABD with regards to the average detection probability. Note that similar to
the case of MPSK modulated primary signals, the average false alarm probability
of BD/ABD, which is decreasing in Es/N0 and below 0.01, is much smaller than
that of ED/NPD as shown in Fig. 5.6. For ABD and BD, the simulation results
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Figure 5.6: False alarm probabilities of ED, NPD, BD and ABD vs. Es/N0
(dB) for unknown order MPSK modulated primary signals over AWGN
channels in the high Es/N0 regime.






























Figure 5.7: Spectrum utilization of ED, NPD, BD and ABD vs. Es/N0 (dB)
for unknown order MPSK modulated primary signals over AWGN channels
in the high Es/N0 regime.
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Figure 5.8: Normalized SU throughput of ED, NPD, BD and ABD vs. Es/N0
(dB) for unknown order MPSK modulated primary signals over AWGN
channels in the high Es/N0 regime.
of the average detection probability are quite close to each other when ES/N0 is
higher than 3 dB, as the approximation becomes more accurate in that regime.
5.3.2 Rayleigh Fading Channels
In this simulation, we study the performance of ED, NPD, BD and ABD for
unknown order MPSK modulated primary signals over Rayleigh fading channels.
Low SNR Regime
In Figs. 5.9 and 5.10, we assume that the average received SNR is unknown
and γ is set to -12 dB where the exact average received SNR ranges from -20
dB to -12 dB, equivalent to -8 dB to 0 dB fading gain. In Figs. 5.11 to 5.13,
we assume that the average received SNR is known to the SU receiver and also
ranges from -20 dB to -12 dB.
With regarding to the case of unknown average received SNR in Fig. 5.9,
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Figure 5.9: Detection probabilities of ED, NPD, BD and ABD vs. average
received SNR (dB) for unknown order MPSK modulated primary signals
over Rayleigh fading channels in the low SNR regime with unknown average
received SNR.

























Figure 5.10: Spectrum utilization of ED, NPD, BD and ABD vs. average
received SNR (dB) for unknown order MPSK modulated primary signals
over Rayleigh fading channels in the low SNR regime with unknown average
received SNR.
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we observe that average detection probability of BD/ABD increases from 0.07 to
0.57, and the detection probabilities for ED and NPD increase from 0.3 to 0.75.
These correspond to the results shown in Fig. 5.10 that the spectrum utilization
of BD and ABD increases from 0.855 to 0.93 and those of ED and NPD increase
from 0.81 to 0.88. In other words, the overall performance of BD and ABD is
degraded more severely by fading channels. However, the false alarm probability
and SU throughput are not affected by fading channels.
We can find that for the case of primary signals over fading channels in the
low SNR regime, when the difference between the estimated average received SNR
and the actual average received SNR is small, there is more impact of fading on
detection probabilities and spectrum utilization of BD and ABD than those of
ED and NPD. This is confirmed by the slope of the curves in Figs. 5.9 and 5.10,
where the slope of BD/ABD curve is smaller than that of ED/NPD when the
average received SNR becomes high.
For the case of known average received SNR, in Fig. 5.11, we observe that
the average detection probability of BD/ABD increases from 0.07 to 0.57, and
the detection probabilities for ED and NPD increase from 0.3 to 0.75. These
correspond to the results shown in Fig. 5.13 that the spectrum utilization of BD
and ABD increase from 0.858 to 0.93 and those of ED and NPD increase from
0.81 to 0.878. Similar to the previous case of unknown average received SNR,
the overall performance of BD and ABD is degraded severely by fading channels.
However, the false alarm probability for this case is similar to the case of AWGN
channels as shown in Fig. 5.12.
Compared with the case of unknown average received SNR, the SU receiver
with known average received SNR can achieve a better performance in terms of
average detection probability and spectrum utilization for both BD and ABD.
For example, regarding to average detection probability, the gain of the case of
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known average received SNR over the case of unknown average received SNR is
about 1.5 dB when the average received SNR is -17 dB as shown in Fig. 5.9 and
Fig. 5.11. While regarding to spectrum utilization, the gain is 0.5 dB when the
average received SNR is -17 dB as shown in Figs. 5.10 and 5.13. There is no effect
of unknown average received SNR for ED and NPD.



























Figure 5.11: Detection probabilities of ED, NPD, BD and ABD vs. average
received SNR (dB) for unknown order MPSK modulated primary signals
over Rayleigh fading channels in the low SNR regime with known average
received SNR.
High SNR Regime
In Figs. 5.14 and 5.15, we assume that the estimated received SNR γ as 8 dB.
Note that the average received SNR varies from 1 dB to 8 dB, which is equivalent
to -7 dB to 0 dB fading gain. In Figs. 5.16 and 5.17, we assume that the average
received SNR is known to a SU receiver and ranges from 1 dB to 8 dB.
For the case of unknown average received SNR in Fig. 5.14, we observe that
the average detection probability of BD/ABD increases from 0.2 to 0.7, while
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Figure 5.12: False alarm probabilities of ED, NPD, BD and ABD vs. av-
erage received SNR (dB) for unknown order MPSK modulated primary
signals over Rayleigh fading channels in the low SNR regime with known
average received SNR.

























Figure 5.13: Spectrum utilization of ED, NPD, BD and ABD vs. average
received SNR (dB) for unknown order MPSK modulated primary signals
over Rayleigh fading channels in the low SNR regime with known average
received SNR.
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Figure 5.14: Detection probabilities of ED, NPD, BD and ABD vs. average
received SNR (dB) for unknown order MPSK modulated primary signals
over Rayleigh fading channels in the high SNR regime with unknown aver-
age received SNR.




























Figure 5.15: Spectrum utilization of ED, NPD, BD and ABD vs. average
received SNR (dB) for unknown order MPSK modulated primary signals
over Rayleigh fading channels in the high SNR regime with unknown aver-
age received SNR.
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ED/ NPD maintains a higher average detection probability, which increases from
0.7 to 0.92. These correspond to the results shown in Fig. 5.15 that the spectrum
utilization of BD and ABD increases from 0.88 to 0.956 and that of ED and NPD
increases from 0.87 to 0.903. We can see that for primary signals over fading
channels in the high SNR regime, there is less impact of fading on detection
probabilities and spectrum utilization of ED and NPD, which can be observed
from the slope of the curves in the figures. In contrast, the performance of BD and
ABD is degraded more severely by the fading channels. Again, the false alarm
probability and SU throughput are not affected by fading channels, though not
explicitly shown here.
For the case of known average received SNR in Fig. 5.16, we observe that
the average detection probability of BD/ABD increases from 0.55(0.5) to 0.7,
while ED/NPD maintains a higher average detection probability (from 0.695 to
0.93). These correspond to the results shown in Fig. 5.17 that the spectrum
utilization of BD and ABD increase from 0.918 to 0.956 and those of ED and
NPD increase from 0.87 to 0.902. Different from the case of unknown average
received SNR, we can see that for primary signals over fading channels in the
high SNR regime, there is a similar impact of fading on detection probabilities
and spectrum utilization of all the detectors (BD, NPD, BD and ABD).
Compared with the case of unknown average received SNR, the SU receiver
with known average received SNR can achieve a better performance in terms of
average detection probability and spectrum utilization for all the detectors: ED,
NPD, BD and ABD. When the average received SNR is 1 dB, regarding to the
average detection probability, the gain of the case of known average received SNR
over the case of unknown average received SNR is about 4 dB for BD/ABD, and
regarding to spectrum utilization, the gain of the case of known average received
SNR over the case of unknown average received SNR is about 3 dB for BD/ABD,
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but is nearly 0 dB for ED/NPD, as shown in Figs. 5.14 to 5.17, respectively,
which illustrate that it is more important to obtain information on the average
received SNR for the design of BD/ABD than for that of ED/NPD.





























Figure 5.16: Detection probabilities of ED, NPD, BD and ABD vs. average
received SNR (dB) for unknown order MPSK modulated primary signals
over Rayleigh fading channels in the high SNR regime with known average
received SNR.
5.3.3 AWGN Channels versus Rayleigh Fading Channels
We have shown that the performance of ED is quite close to that of NPD
and the performance of BD can be approximated to that of ABD. Therefore, we
only compare the performance of ED and ABD in this section.
Low SNR Regime
In this study, the average received SNR is assumed to be known at the SU
receiver and varies from -20 dB to -12 dB.
In Fig. 5.18, we observe that the average detection probability of ED increases
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Figure 5.17: Spectrum utilization of ED, NPD, BD and ABD vs. average
received SNR (dB) for unknown order MPSK modulated primary signals
over Rayleigh fading channels in the high SNR regime with known average
received SNR.
from 0.27 to nearly 1 for AWGN channels and from 0.1 to 0.75 for Rayleigh fading
channels, while the average detection probability of ABD increases from a lower
value of 0.03 to 0.955 for AWGN channels and from 0.01 to 0.57 for Rayleigh
fading channels. As can be seen in Fig. 5.19, the average false alarm probability
of ED is fixed at 0.1 and that of ABD is lower than 0.03. This again demonstrates
the design principle of ABD is to maximize the total spectrum utilization with the
consideration on overall spectrum usage contributed by both the primary users
and the secondary users. Note that average false alarm probability is not affected
by fading channels for both detectors (ED and ABD).
The gain of average detection probability of AWGN channels over Rayleigh
fading channels for ABD increases from 2 dB (at average received SNR = -19 dB)
to about 3.5 dB (at average received SNR = -12 dB) but for ED decreases from
4 dB (at SNR = -19 dB) to about 3.5 dB (at SNR = -12 dB). The performance
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of ED and ABD over AWGN channels and Rayleigh fading channels diverges at
a very low average received SNR, for example, -19 dB, as shown in Fig. 5.18.
It is shown in Fig. 5.21 that BD has a higher SU throughput than that of ED.
Their SU throughput are not affected by fading channels since the average false
alarm probability is independent of fading2. Fig. 5.20 compares the corresponding
spectrum utilization for both ED and ABD over AWGN channels and fading
channels. Since the average detection probability for AGWN channels is higher
than that for Rayleigh fading channels and the average false alarm probability
is independent of fading, both detectors (ED and ABD) can achieve a better
spectrum utilization for AWGN channels than that for fading channels. The gain
of spectrum utilization of ABD for AWGN channels over that for fading channels
varies between 0 dB and 3 dB for the average received SNR in the interval of
[-20,-12] dB, while the gain of that of ED is about 3-3.5 dB in the interval of [-
20,-12] dB. However the performance of spectrum utilization of ABD is degraded
more severely by fading channels. For example, in the region of [-17, -12] dB,
spectrum utilization increases from 0.84 to 0.893 for ABD and from 0.80 to 0.875
for ED, which correspond to the incremental gains of 9.37% for ED and 10.7% for
ABD. Although ED has a higher average detection probability for both AWGN
channels and fading channels, ABD can attain higher spectrum utilization with
the design of a much lower average false alarm probability as shown in Fig. 5.19.
High SNR Regime
In this study, the average received SNR varies from 1 dB to 8 dB.
In Fig. 5.22, it is easy to find that the average detection probability of ED
increases from 0.94 to nearly 1 for AWGN channels and from 0.69 to 0.92 for
Rayleigh fading channels, while the average detection probability of ABD in-
2In other words, same as that of AWGN channels.
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Figure 5.18: Detection probabilities vs. average received SNR (dB) of ED
and ABD for unknown order MPSK modulated primary signals over AWGN
channels and Rayleigh fading channels in the low SNR regime.






















Figure 5.19: False alarm probabilities vs. average received SNR (dB) of
ED and ABD for unknown order MPSK modulated primary signals over
AWGN channels and Rayleigh fading channels in the low SNR regime.
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Figure 5.20: Spectrum utilization vs. average received SNR (dB) of ED and
ABD for unknown order MPSK modulated primary signals over AWGN
channels and Rayleigh fading channels in the low SNR regime.

























Figure 5.21: Normalized SU throughput vs. average received SNR (dB) of
ED and ABD for unknown order MPSK modulated primary signals over
AWGN channels and Rayleigh fading channels in the low SNR regime.
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creases from a lower value of 0.84 to nearly 1 for AWGN channels and from a
lower value of 0.57 to 0.72 for Rayleigh fading channels. As can be observed from
Fig. 5.23, the average false alarm probability of ED is fixed at 0.1 and that of
ABD is lower than 0.02, and they are decreasing in average received SNR. This
also demonstrates the design principle of ABD is to maximize the total spectrum
utilization through the design of a lower average false alarm probability. Similar
to the low SNR case, although ED has a higher average detection probability
for both AWGN channels and fading channels, ABD can attain higher spectrum
utilization with the design of a much lower average false alarm probability.
For AWGN channels, the gain of the average detection probability for ED
over ABD is about 1.5 dB when the average received SNR is 1 dB; while for
Rayleigh fading channels, the gain increases to at least 5 dB. This illustrates that
the detection performance of ABD is degraded more severely by fading channels.
It is shown in Fig. 5.24 that BD has a higher SU throughput than that of ED.
Fig. 5.25 compares the corresponding spectrum utilization for both ED and ABD
over AWGN channels and Rayleigh fading channels. Since the average detection
probability for AGWN channels is higher than that for Rayleigh fading channels
and the average false alarm probability is independent of fading, both detectors
can achieve better spectrum utilization for AWGN channels than that for fading
channels.
The spectrum utilization of ABD is degraded more severely by fading chan-
nels. For example, for the case of AWGN channels, spectrum utilization increases
from 0.905 to 0.915 for ED and from 0.957 to 1 for ABD in the region of [1, 8]
dB. For the case of Rayleigh fading channels, the spectrum utilization increases
from 0.869 to 0.903 for ED and from 0.917 to 0.957 for ABD in the region of [1,
8] dB. These correspond to the performance losses of about 4.08% at SNR = 1
dB and 1.3% at SNR = 8 dB for ED and 4.18% at SNR = 1 dB and 4.3% at
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SNR = 8 dB for ABD, respectively, which show that the spectrum utilization of
ABD can be improved more than that of ED when fading is not severe.




























Figure 5.22: Detection probabilities vs. average received SNR (dB) of ED
and ABD for unknown order MPSK modulated primary signals over AWGN
channels and Rayleigh fading channels in the high SNR regime.
5.3.4 Performance Comparison of ABDs for Unknown and
Known Order PSK Signals
We compare the performance of ABDs detecting known and unknown order
PSK modulated primary signals over AWGN channels. For known order PSK,
we assume that there are three PSK modulation schemes: BPSK, QPSK and
8PSK, which are equally likely. The performance of ABDs for known order PSK
modulated primary signals is averaged over three PSK modulation schemes. For
unknown order PSK, we assume that wM =
1
3
in (5.3) for the above three PSK
modulation schemes.
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Figure 5.23: False alarm probabilities vs. average received SNR (dB) of
ED and ABD for unknown order MPSK modulated primary signals over
AWGN channels and Rayleigh fading channels in the high SNR regime.

























Figure 5.24: Normalized SU throughput vs. average received SNR (dB) of
ED and ABD for unknown order MPSK modulated primary signals over
AWGN channels and Rayleigh fading channels in the high SNR regime.
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Figure 5.25: Spectrum utilization vs. average received SNR (dB) of ED and
ABD for unknown order MPSK modulated primary signals over AWGN
channels and Rayleigh fading channels in the high SNR regime.
Low SNR Regime
In this study, the average SNR varies from -20 dB to -12 dB. As shown in
Figs.5.26-5.29 in the low SNR regime, the difference between the cases of ABD
detecting known and unknown PSK modulated primary signals is very little,
although there is about half a dB gain for the detection on unknown PSK signals
over the detection on known PSK signals in terms of detection probability and
spectrum utilization. Note that both false alarm probabilities and SU throughput
of the detectors for known and unknown PSK signals are very close to each other.
High SNR Regime
In this study, the average SNR varies from 1 dB to 8 dB. As shown in
Figs.5.30-5.33 for the high SNR regime, the difference between the cases of ABD
detecting known and unknown PSK modulated primary signals is very small,
which is similar to the case of low SNR regime. Although there is around half a
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Figure 5.26: Detection probabilities vs. Es/N0 (dB) of ABD for unknown
and known order MPSK modulated primary signals over AWGN channels
in the low SNR regime.






















Figure 5.27: False alarm probabilities vs. Es/N0 (dB) of ABD for unknown
and known order MPSK modulated primary signals over AWGN channels
in the low SNR regime.
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Figure 5.28: Spectrum utilization vs. Es/N0 (dB) of ABD for unknown and
known order MPSK modulated primary signals over AWGN channels in
the low SNR regime.























Figure 5.29: Normalized SU throughput vs. Es/N0 (dB) of ABD for un-
known and known order MPSK modulated primary signals over AWGN
channels in the low SNR regime.
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dB gain for the detection on unknown PSK signals over the detection on known
PSK signals in terms of detection probability and spectrum utilization, both false
alarm probabilities and SU throughput of the detectors for known and unknown
PSK signals are almost the same.






















Figure 5.30: Detection probabilities vs. Es/N0 (dB) of ABD for unknown
and known order MPSK modulated primary signals over AWGN channels
in the high SNR regime.
5.4 Summary
In this chapter, we present a general Bayesian detector structure to detect
unknown order MPSK modulated primary signals, which has the advantage over
energy detector and Neyman-Pearson detector in terms of overall spectrum uti-
lization and SU throughput. We give the approximate structure for the optimal
Bayesian detector and show that the proposed Bayesian detector has a better
performance of spectrum utilization and SU throughput through simulation.
5.4 Summary 134























Figure 5.31: False alarm probabilities vs. Es/N0 (dB) of ABD for unknown
and known order MPSK modulated primary signals over AWGN channels
in the high SNR regime.

























Figure 5.32: Spectrum utilization vs. Es/N0 (dB) of ABD for unknown and
known order MPSK modulated primary signals over AWGN channels in
the high SNR regime.
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Figure 5.33: Normalized SU throughput vs. Es/N0 (dB) of ABD for un-
known and known order MPSK modulated primary signals over AWGN
channels in the high SNR regime.
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Chapter 6
Joint Design of Spectrum
Sensing and MAC Protocol for
Opportunistic Spectrum Access
6.1 Introduction
In centralized OSA, the SUs perform spectrum sensing in a cooperative man-
ner. Once the channel is found to be available, the user access is controlled in a
centralized fashion. Since sensing is imperfect, a false alarm reduces the oppor-
tunity to reuse the channel, while a misdetection impairs the performance of the
PUs due to the SUs’ interference. In [17], for a given frame duration, the tradeoff
between spectrum sensing time and SU throughput has been studied, and it is
found that there exists an optimal sensing time which maximizes the throughput
of the SU under the constraint that the detection probability is not less than the
required protection threshold. For a given sensing duration in [92], the authors
further optimize the frame duration under the constraint that the collision rate
with the PU when it becomes active in the rest of the frame, is smaller than a
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certain threshold.
In distributed OSA, the SUs perform spectrum sensing independently and,
once the channel is found to be available, each user will access it in a distributed
manner. The research in [84] considers the joint PHY-MAC design of distributed
OSA in a slotted structure of the PUs with imperfect sensing as a constrained
POMDP (partially observable Markovian decision process) and determines the
optimal action with the policy following a separation principle, based on the
observation history.
We study an OSA case in which some SUs get access to a licensed chan-
nel with distributed sensing [78, 94]. Prior to the transmission, the SUs (CR
nodes) carry out sensing over the target spectrum for every frame. Each SU can
then attempt transmission independently under a random access mechanism, if
the primary network is idle. The spectrum access is decided separately with-
out taking into account other users’ sensing results and/or decisions. Assuming
the MAC traffic model of the PUs and the probability distribution of the SUs
to be known for the design, our work mainly considers how to choose the opti-
mal values of frame duration, sensing time and p-persistent probability for the
problem of throughput maximization subject to a certain constraint on the SUs’
interference to the PUs. In the layered design, the frame duration and sensing
time are optimized by tradeoff of sensing-throughput over the time without any
consideration on random access and MAC layer throughput is maximized by se-
lecting the best probability for p-persistent random access independently. The
cross-layered approach determines the three parameters jointly rather separately.
Both approaches take into consideration SUs’ transmission interference to the
primary network on the MAC layer.
The rest of the chapter is organized as follows. In Section 6.2, the system
model is described along with the assumptions made and Section 6.3 gives the
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formulation of the constrained optimization problem with three parameters: the
frame duration, the sensing time and the p-persistent probability. Numerical
results and some discussion are provided in Section 6.4. Finally, we conclude this
chapter in Section 6.5.
6.2 System Model
We consider a primary network with the model as in [95]. This established
prediction on a semi-Markov model is approximated by CTMC (Continuous-time
Markov chain) with a good fitting exponential distributions as idle and transmis-
sion (busy) periods. Therefore in our study, we follow the same CTMC model as
shown in Fig. 6.1 with exponential parameters λ (idle state departure rate) and
µ (busy state departure rate) for idle and active states, whose probability density
functions are
fi(t) = λexp(−λt) (6.1)
and
fb(t) = µexp(−µt) (6.2)
respectively, where t is the dwell time in the busy or idle state. The stationary





The frame structure of the SUs are delineated in Fig. 6.2 with which n SUs
contend on the channel to transmit data to a destination node through oppor-
tunistic utilization of a licensed channel. The operation of such n users includes
independent spectrum sensing before transmission and distributed channel access
randomly. n SUs make random access operations in the frames, with each frame
having an equal duration of T . Assume that all the SUs can synchronize frame
boundaries ideally1 and have to detect the availability of the channel prior to
1There will be performance losses (e.g. degrading detection performance) due to asyn-
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Figure 6.1: Markovian model of PU’s idle and active states.
every transmission. If there are no PUs communicating with each other, each SU
may start to transmit. The sensing time is also known to the destination node
so that it can synchronize with the starting time boundary of SU transmission.
6.2.1 Spectrum Sensing
Let τ be the duration that each SU carries out spectrum sensing, when
PD and SNR γ are fixed, given a sensing algorithm (e.g., energy detection or
cyclostationary detection), PF is a non-increasing function of τ [21, 97].
2
In [17] the authors assume that the primary signal is independent and iden-
tically distributed (i.i.d), complex PSK modulated, with zero mean; the noise
at CR receivers is circular symmetric complex Gaussian with zero mean; and
chronous transmissions.
2However, this is not true for some spectrum sensing detectors such as Bayesian detector
based on Bayesian decision rule.
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Figure 6.2: SU frame structure with PU’s idle and active periods.
the primary signal and noise are independent. Hence, based on energy detection
algorithm, the probability of false alarm is calculated by
PF (τ) = Q(
√
2γ + 1Q−1(PD) +
√
τfsγ), (6.3)
where fs is the channel sampling rate and Q(·) is the complementary distribution
function of a standard Gaussian variable. The given cross-layered and layered
design approaches can be applied to other detectors but we are intended to use
energy detector as an example to simplify the discussion.
6.2.2 MAC Random Access
In the classical collision channel model, for each wireless link, we model
the collision channel with three possible channel outcomes: idle, success and
collision that occur respectively if none, one or more than one packets transmit
and simultaneously reach the same destination receiver at the same time. Upon
6.2 System Model 141
detecting the idle channel, each SU will decide independently whether to transmit
on the channel. There are different approaches to avoid collisions for contention,
for example, the schemes such as random backoff and p-persistent. In our study,
we only consider the case when the SU, upon detecting the idle channel, will
attempt to transmit data using p-persistent random access with probability p.
Given p, the probability that there will be one successful transmission for n
SUs contending one channel, when the primary network is idle, is:
Psucc = np(1− p)n−1. (6.4)
The probability of at least one SU transmission is
Ptr = 1− (1− p)n. (6.5)
Collisions occur not only among SU transmissions, but also among the trans-
missions of the PUs and the SUs because of imperfect spectrum sensing and the
busy state of PU being random. When the PUs are busy, misdetection on the
channel in the SUs leads to possible collisions. Even if the SUs can perform sens-
ing without misdetection, the PU may transmit at any time provided that the
SU cann’t perform sensing during its transmission. To give a good protection,
it could be desirable to limit the interference to the PUs on the MAC layer to a
certain threshold.
We follow the similar definition of the interference constraint of packet error
rate DPER that the primary network experiences as the expected packet collision
rate of the PUs with SU transmissions observed by the primary network [95].
Note that the decisions of primary users accessing the primary channels are in-
dependent of those of secondary users.
Assume the channel capacity is one and multiple packet collisions due to
PU transmissions are negligible for SU transmissions. The idle probability of the
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primary network is µ
λ+µ
and the collision probability observed by the SUs during




λe−λtdt = 1− e−λ(T−τ). (6.6)
If the duration of SU transmission in one frame longer than the average idle
time of the primary network, the drift, which is defined as the expected rate of
packet arrivals for the SUs less the expected rate of idle period departures for the
PUs, will be created and leads to system instability. Thus, we assume (T − τ) is
less than average idle time 1
λ
, i.e.
0 < T − τ ≤ 1
λ
. (6.7)
Since the primary network may become active anytime after spectrum sens-
ing and during SU transmission, the number of collisions between the PUs and
SUs in the interval of [0, t] after the primary network is detected as idle, can
be calculated as (1 − e−λ(T−τ)) t
T
. Note that the number of busy periods in the








. 3 Therefore, the collision rate observed by the primary
network when it is idle and n SUs detect with false alarm PF , then randomly















1− (1− p(1− PF ))n). (6.8)
3The above derivation for unslotted model needs further clarification. If we assume an
alternating renewal process with the exponentially distributed ON/OFF periods for sensing




and compute PF during sensing duration τ is
µτ
λ+µ
under H0. To simplify the discussion, we
assume sensing time follows slotted model, where the PU is either idle or busy and the PU
activity during sensing time is no longer an alternating renewal process. Therefore the exact
time of T−τ
T
t is considered when we compute the number of busy periods in the interval of [0, t].
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The busy probability of the primary network is λ
λ+µ
so that the collision rate
observed by the primary network when it is active but the SUs misdetects with















1− (1− p(1− PD))n). (6.9)










where X1 = p(1− PF ) and X2 = p(1− PD).





, n = 0, 1, 2, · · · . (6.11)


































Note that DPER is a function of T , τ and p.
6.2.3 Constrained Optimization
We are interested in the following design problem: how to choose a frame
duration, T , a spectrum sensing time, τ , on the PHY layer and a random access
probability, p, on the MAC layer for each SU so that the average achievable
4Note that the given cross-layered and layered design approaches can be applied to other
distribution.
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throughput of the system is maximized in a primary network with exponential
holding time in the idle and busy periods, without violating the interference
constraint. The average achievable throughput is defined as the percentage of
time that the SUs can transmit successfully on the channel over the total amount
of time, on the average among a number of backlogged secondary users (including
the users with new packet arrivals and retransmissions). The design problem in








s.t. DPER(T, τ, p) ≤ α, (6.13)
where f(n) is the probability of total number of secondary users n on the channel
and Gn is defined as the effective throughput for MAC access of n users. p is the
p-persistent parameter for MAC random access. Note that α is the interference
constraint for the design.
In the layered design, the frame duration T and sensing time τ are optimized
by tradeoff of sensing-throughput over the time with the constraint on SU inter-
ference to the PUs and MAC layer throughput is maximized by selecting the best
probability for p-persistent random access independently. Therefore, the layered
design is a suboptimal solution to (6.13). The cross-layered approach, however,
determines the three parameters (T, τ, p) jointly rather separately. Note that the
cross-layered approach is an optimal solution to (6.13).
6.3 Cross-layered and Layered Design Approaches
In the system model, spectrum sensing is considered as the task performed
on the PHY layer, while random access is the task of MAC layer. The throughput
of MAC layer with imperfect sensing includes two parts: successful transmission
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when sensing the idle state of the primary network and opportunistic accessing
the spectrum with misdetection in the busy PU transmission following with an
idle period. Since the probability of the PUs being idle in a period of time (T −τ)
during frame duration of T is 1 − Pcoll = e−λ(T−τ). The average throughput of







and the average throughput of the secondary network, when the busy PUs are
























The layered design approach of frame duration, sensing and random access
optimizes the tasks of spectrum sensing and random access separately. We con-
sider the case when a SU senses the channel to maximize its throughput, but is
oblivious to the contention and collision in the MAC layer. In this case, provided
that the primary network is idle and the SU carries out spectrum sensing for a















are the probability of the primary network being idle and
active respectively.
This is exactly the sensing-throughput tradeoff problem for a single user. As
presented in [17], there exists a unique value of sensing time τ maximizes R(τ).
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If the primary network is active 15% of the time, a design of 90% of PD would
make the second term of the throughput in (6.17) and (6.16) possibly assumed to
be negligible. We also assume the interference caused by misdetection in (6.12)
can be ignored. We further assume PD is a required value of PD and PF is not
more than a maximum value of PF . The constrained optimization of the layered













λ(T − τ) (1− e
−mp∗(1−PF )) ≤ α,
PD = PD, PF ≤ PF , (6.18)
where p∗ is the optimal value determined by MAC layer.
When the SUs carries out MAC-layer access without considering the imper-
fect spectrum sensing on the PHY layer, it is assumed that all the backlogged SUs
will attempt to access the channel with probability p. MAC layer independently











Similarly, ignoring the misdetection from (6.16), the cross-layered design







λ(T − τ) (1− e
−mX1) ≤ α,
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X1 = p(1 − PF ) is the probability of the user accessing to the channel after
detecting the idle state of the primary network with imperfect spectrum sensing.
If mX1 is more than one, the drift of more arrivals than departures will cause
system instability for the SUs even when the primary network is always idle.
From the constraint of PD and P F , we can have a minimum τ defined as τmin
and also assume a maximum value of τ as τmax to be the average idle time of
the primary network, 1
λ
. Thus we have also the following practical constraint in
addition to (6.7):
0 < mX1 ≤ 1, (6.21)
τmin ≤ τ ≤ 1
λ
. (6.22)
We can apply Theorem 1 to solve the constrained optimization problem
(6.20) to determine p, τ and T , based on the propositions as follows:
Proposition 1 1−e
−λ(T−τ)
λ(T−τ) is a monotonically decreasing function of λ(T − τ)
∈ [0, 1].
Proof 1 Let f(x) = 1−e
−x
x




1 + x− ex
x2ex
. (6.23)
Since ex = 1 + x + x
2
2
+ o(x2) > 1 + x, df(x)
dx
< 0, which means f(x) is a mono-
tonically decreasing function of x. Let x = λ(T − τ), we get the proof.
Proposition 2 The function f(x) = xe
−ax
x+y
is concave in x if a > 0 and x, y ∈
(0, 1/a), and its maximum, x∗ = (
√
y2 + 4y/a − y)/2, is decreasing in y. The
maximum value of f(x) is c−yl
c+yl




Proof 2 See details in Appendix C.




is a concave function of (T − τ), with its maximum





τ 2min + 4τmin/λ when τ = τmin.
Proof 3 By Proposition 2, letting a = λ, x = T −τ and y = τ , we can prove that
(T−τ)e−λ(T−τ)
T
is a concave function of (T −τ), and its maximum is (√τ 2 + 4τ/λ−
τ)/2, which is decreasing in τ . Thus, when τ = τmin (i.e., y = yl in Proposition
2), (
√
τ 2 + 4τ/λ − τ)/2 achieves the maximum, c−τmin
c+τmin
e−0.5λ(c−τmin), where c =√
τ 2min + 4τmin/λ.
Theorem 1 If m(1 − PF (τmin)) is larger than one, the average throughput for






provided that the interference constraint is satisfied as follows:
α ≥ (1− e−1)2. (6.25)






−mX1 , the maximum of E[Gn] with-
out the constraint is achieved if T−τ
T
e−λ(T−τ) and mX1e−mX1 can achieve their
maximum concurrently. Namely, τ = τmin and mX1 = 1. The former is by
Proposition 3 and the latter equation is equivalent to mp(1 − PF (τmin)) = 1. If
m(1− PF (τmin)) ≥ 1, p ∈ (0, 1] is feasible.
By (6.7) and Proposition 1, 1−e
−λ(T−τ)
λ(T−τ) ≥ (1 − e−1). If we choose that
τ = τmin, T =
1
λ
+τmin and p =
1
m(1−PF (τmin)) , the interference DPER is (1−e−1)2.
Thus, the interference constraint of DPER ≤ α can be satisfied, i.e. (6.25) and
the average throughput is derived as (6.24).
Similarly, we can solve the optimization problem for the layered-design in
(6.18) by the following theorem.
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Theorem 2 The optimum T ∗ and τ ∗ can be determined by (6.18) to achieve the
maximum average achievable throughput of the layered design, which is
µ
λ+ µ
T ∗ − τ ∗
T ∗
p1(1− PF (τ ∗))e−p1(1−PF (τ∗)), (6.26)
provided that
α ≥ (1− e−1)(1− e−p1(1−PF (τmin)), (6.27)
where p1 = min{1, m}.
Proof 5 Given T , by Theorem 1 in [17], τ ∗ ∈ [0, T ] can be determined by
max
τ









, s.t. τ ∈ [τmin, τmax]. (6.28)
Since it requires T ≤ 1/λ+ τmax for stable secondary networks, we can search the
optimum T ∗ to achieve the maximum of achievable secondary throughput for the
layered design approach. This implies λ(T ∗ − τ ∗) ≤ 1. Since the optimum p∗ is
determined by (6.19), we can set p1 = mp
∗ = min{1, m}. Obviously in this case,
DPER =
1−e−λ(T∗−τ∗)
λ(T ∗−τ∗) (1− e−p1(1−PF (τ
∗))), which should satisfy that DPER ≤ α. By
Proposition 1 and PF is non-increasing function of τ , it is also easy to show
that DPER ≥ (1 − e−1)(1 − e−p1(1−PF (τmin))) for the optimum point. Note that
for a given T , if there are multiple maximum points of τ ∗ for (6.28), the smaller
τ should be chosen to allow tighter interference constraint. If there are multiple
maximum points of T ∗ and τ ∗ for (6.18), the one with larger value of T ∗ − τ ∗
(also satisfying λ(T ∗ − τ ∗) ≤ 1) can meet the requirement of tighter interference
constraint.
The minimum interference constraint that can be achieved by the layered
design approach is (1 − e−1)(1 − e−p1(1−PF (τmin)). Thus the lower bound of in-
terference constraint for the layered approach is limited by this value. Since T ,
τ and p can be jointly designed, the minimum constraint that may be imposed
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on the cross-layered design can be close to zero when p approaches to zero. This
indicates the benefit of cross-layered approach. Both cross-layered and layered ap-
proaches are nonlinear constrained optimization problems, which could be solved
by a gradient-based method.
6.4 Numerical Results
6.4.1 Simulation Model
We assume that the primary network operates on a channel with a band-
width, denotes as B = 6 MHz. The secondary network operates on a frame-by-
frame basis, with the frame length T . At each SU, a 6 MHz channel is oversampled
with the rate fs =
8B
7
. We set the required minimum probability of detection
PD = 90%, the maximum false alarm probability of P F as close to 90% and the
interference constraint α as 0.1. The average idle and busy time of the primary
network are 100 ms and 10 ms respectively. This system model is close to some
practical cognitive radio networks, like the IEEE 802.22 standard for cognitive
radio operating on TV band with the same channel bandwidth of 6 MHz (in
USA). Microsoft also proposes and develops modified 802.11 devices to operate
in the 6 MHz TV spectrum based on distributed OSA [77].
6.4.2 Mean Number of Backlogged SUs
In Fig. 6.3, we plot the maximum average achievable throughput of the
layered and cross-layered design when the mean number of backlogged SUs, m, is
varied in a step size of 0.2. As can be observed, the cross-layered design performs
much better in terms of the maximum average achievable throughput for this
scenario. Because the optimization objective of the layered design approach is
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Figure 6.3: Maximum average achievable throughput vs. mean number of
SUs for layered and cross-layered approaches. SNR = -18 dB.
only for sensing-throughput tradeoff, determining optimal frame duration/sensing
time and p-persistent probability separately, it cannot achieve a better throughput
result than that of cross-layered approach, which searches the optimal values from
the dimension spaces of T , τ and p jointly.
We notice that the SNR of -18 dB for spectrum sensing is quite close to what
required in the IEEE 802.22 standard. The performance gain of the cross-layered
design over the layered one is obtained about 50% to 80%, increasing with a larger
mean value for the maximum throughput when m < 1. However, when m ≥ 1,
the maximum throughput remains unchanged for both designs.
Both approaches choose a large false alarm probability PF as in Fig. 6.4,
which is corresponding to shorter sensing time τ shown in Fig. 6.5, and decrease
p when m ≥ 1 as in Fig. 6.6. However, the cross-layered approach has a slightly
higher access probability (thus a shorter sensing time) when m is larger than one
by trading-off with a larger false alarm probability as illustrated in Fig. 6.6.
The ratio of the effective transmission time to the mean idle time (i.e. λ(T −
τ)) versus the mean number of the SUs for both the layered and cross-layered
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Figure 6.4: False alarm probability vs. mean number of SUs for layered and
cross-layered approaches. SNR = -18 dB.






















Figure 6.5: Sensing time vs. mean number of SUs for layered and cross-
layered approaches. SNR = -18 dB.
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Figure 6.6: p-persistent probability vs. mean number of SUs for layered
and cross-layered approaches. SNR = -18 dB.


























Figure 6.7: Ratio of effective transmission time to PU’s mean idle time vs.
mean number of SUs for layered and cross-layered approaches. SNR = -18
dB.
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Figure 6.8: Frame duration vs. mean number of SUs for layered and cross-
layered approaches. SNR = -18 dB.
approaches is presented in Fig. 6.7. As can be seen, the layered design maximizes
the sensing-throughput tradeoff with λ(T−τ) = 1 and cross-layered design prefers
a small value of λ(T − τ) in order to reduce collisions among the SUs with the
PUs. This is further confirmed by the frame duration in Fig. 6.8 and sensing
time in Fig. 6.5, where the cross-layered approach has a shorter frame duration
T and sensing time τ than the layered approach. Furthermore, the cross-layered
approach decreases both frame duration and sensing time when there are more
SUs. In contrast, the layered approach maintains a constant frame duration and
decreases sensing time when the number of the SUs increases. The difference is
even more apparent when m is larger than 1, since the cross-layered approach
can adapt all the design parameters to the traffic load of the secondary users.
6.4.3 PU Idle Time
To better illustrate the impact of the average idle time in the primary network
on the performance gain of our cross-layered approach, relative to the layered
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Figure 6.9: Maximum average achievable throughput vs. PU’s mean idle
time for layered and cross-layered approaches. m = 0.5 and 3.
design, we plot the maximum average achievable throughput of both designs,
versus PU’s mean idle time from 20 ms to 50 ms in Fig. 6.9. As can be seen,
when the idle time of the primary network increases, the throughputs of both the
cross-layered and layered approaches improve because the portion of the idle time
that secondary users can make random access without collision becomes larger as
expected. This finding is supported by Fig. 6.10, which shows that the ratio of
effective transmission time to frame duration (defined as T−τ
T
) becomes larger in
the case of m ≤ 1 or changes very little in the case of m ≥ 1. Fig. 6.11 illustrates
that frame duration versus PU’s mean idle time. As it is observed, the longer
PU idle time is, the larger frame duration both approaches choose. However the
cross-layered approach selects a much smaller frame duration than that of the
layered approach to avoid interference to the primary network.
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Figure 6.10: Ratio of effective transmission time to frame duration vs. PU’s
mean idle time for layered and cross-layered approaches. m = 0.5 and 3.























Figure 6.11: Frame duration vs. PU’s mean idle time for layered and cross-
layered approaches. m = 0.5 and 3.
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Figure 6.12: Maximum average achievable throughput vs. interference con-
straint for layered and cross-layered approaches. m = 0.5 and 3.
6.4.4 Interference Constraint
We study the impact of the interference constraint, α, on the maximum
average achievable throughput as in Fig. 6.12, where α increases from 4% to 10%
for the case of m = 0.5 and from 7% to 10% for the case of m = 3, respectively.
It is easy to find out that the throughput of the layered and cross-layered designs
increase with a larger interference constraint.
From Fig. 6.13, we know for a looser constraint of α ≥ 0.05, the cross-
layered approach uses a smaller false alarm probability PF than that of the layered
approach, by adjusting its sensing time τ to a larger value, and maintains its
access probability p = 1 as 1-persistent for MAC random access when m < 1,
while in the case of m ≥ 1 it attains a high false alarm probability PF but with an
increasing p as shown in Fig. 6.14, so that both cases improve their throughput.
In contrast, the layered approach determines access probability as constant, no
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Figure 6.13: False alarm probability vs. interference constraint for layered
and cross-layered approaches. m = 0.5 and 3.
matter how much the interference constraint is imposed. The ratio of sensing
time to frame duration versus interference constraint is shown in Fig. 6.15, where
the ratio of sensing time to frame duration is increasing in interference constraint
for all the curves except that of the cross-layered approach with m = 3. It is
clear that the results are closely matched to the curves where PF is decreasing,
as shown in Fig. 6.13.
It is also interesting to see that the maximum average achievable throughput
is not more than the product of interference constraint and idle probability of the
PUs, similar to the conclusion in [96].
6.5 Summary
In this chapter, we present the nonlinear constrained optimization prob-
lems on how to design frame duration, sensing time and p-persistent probability
through both the layered and cross-layered approaches in a distributed OSA sce-
nario. The small frame duration and higher false-alarm probability to tradeoff
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Figure 6.14: p-persistent probability vs. interference constraint for layered
and cross-layered approaches. m = 0.5 and 3.




























Figure 6.15: Ratio of sensing time to frame duration vs. interference con-
straint for layered and cross-layered approaches. m = 0.5 and 3.
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with random access probability is helpful to reduce the collision interference to
primary users as shown in numerical results so that the cross-layered design could
achieve the throughput gain relative to the layered approach.
161
Chapter 7
Design of MAC Protocol for
Cooperative Spectrum Sensing in
Ad Hoc Cognitive Radio
Networks
7.1 Introduction
To achieve the opportunistic spectrum access (OSA), the SUs have to perform
spectrum sensing before they attempt to transmit over the spectrum so that the
interference to the PUs can be suppressed to a required limit. Detection outcome
is severely compromised when a SU experience fading effects and shadowing on
the channel, where the SU cannot differentiate the deep fading and idle frequency
band [67]. When the requirement on the sensitivity is stringent in the lower SNR
regime to achieve the target of detection performance, it could be mitigated by
cooperative sensing rather than the increasing of sensing duration for a single
radio facing a deep fade.
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One of the key features of wireless ad hoc networks is that there is no cen-
tralized controller for the operation of the entire network. With the requirement
on insignificant interference to the primary network, cognitive radio nodes in ad
hoc cognitive radio networks (AHCRNs) perform the tasks of spectrum sensing,
sharing and access. These distributed operations indeed increase the cooperation
among the neighboring nodes in the deployment area.
Time synchronization in the network, the coordination of spectrum sensing
and protocol overhead to achieve the cooperation among the surrounding nodes
are some important issues to be addressed in the MAC design. The study in [16]
also shows that the important issue of sensing coordination is ignored by some
MAC protocols. The coordination requires that for each SU involved in coop-
erative spectrum sensing, the quiet period or sensing time should be scheduled
so that the conflict of the time on transmissions and spectrum sensing could
be resolved. It is noticed that MAC design (e.g. [81, 82, 85]) in AHCRNs with
cooperative spectrum sensing is still not fully exploited.
The fundamental problem of sensing-throughput is studied in [17] on the
tradeoff between sensing duration and throughput. Similar works are also done
in [99] with more consideration on the overhead for cooperative sensing. We in-
vestigate the tradeoff for MAC design with cooperative sensing. In this chapter
we propose a MAC protocol with cooperative spectrum sensing to address the
above issues in AHCRNs, where the random access protocol of the sensing re-
ports and fused decisions on the control channel is IEEE 802.11 DCF and IEEE
802.11e EDCA-based respectively. For the proposed access schemes, we study the
saturation problem and derive the upper bound of overall achievable throughput
among all the data channels. We further propose a sequential detection method
with one fixed detection threshold, which can prioritize the sensing reports to
shorten the delay.
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In Section 7.2, the sensing coordination and cooperative spectrum sensing
problem is described with the given system model. Some random access schemes
for the control channel are proposed. Section 7.3 briefly describes the analytical
model and derives the upper bound of the overall throughput when the sensing
reports are sent over the control channel to achieve the cooperative gain. The
optimization of overall throughput with the tradeoff on the number of reused
channels, cooperative sensing reports and sensing time is formulated. The se-
quential detection with one fixed detection threshold to prioritize the sensing
reports is proposed in Section 7.4. Numerical results and some discussions are
provided in Section 7.5. Finally, we conclude in Section 7.6.
7.2 Random Access for Cooperative Sensing
7.2.1 System Model
We propose a new MAC protocol with a half-duplex transceiver for ad hoc
cognitive radio networks (AHCRN) where there are K data channels that are
non-overlapped in frequency domain and spectrum-shared with primary users
and one control channel that is assumed to be unaffected by the operation of the
primary network. The control channel can be regarded as the frequency band
in the unlicensed channel such as ISM frequency or a licensed band reserved to
facilitate the operation of the cognitive radio devices.
The frame consists of four periods: beacon period (BP), quiet period (QP)
equivalent to spectrum sensing time, sensing report period (RP) and transmission
period (TP), as in Fig. 7.1. The quiet period can be indicated within the beacon,
which also includes other types of message to facilitate the operation on the data
and control channel. If the control channel is random-access based, the SUs are
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allowed to send the control messages (including sensing results) randomly once
the sensing is finished.
Figure 7.1: Frame structure of data channels with one control channel.
When the interval of channel evacuation (the time to evacuate the SUs from
the data channel after the PU is active) is much shorter than a long TP, it is
appropriate to have multiple sensing and report periods (QP/RPs) during one
TP. We, however, consider only one QP/RP during one TP in our study.
Initially, the SUs may sense the data channels after listening to the control
channel and scan the beacon over the data channels. If a SU discovers all the
free channels, it starts to find out whether there is any group member using the
channels. It dwells on the channel to listen for a period of time larger than the
interval of beacon period. This guarantees that it could receive the beacon and
decode the message so that the SU may choose to join the group. When it is able
to transmit over the free channel, it contends on the channel based on CSMA/CA
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in transmission period. Since TDMA scheme requires the coordination not only
among the users on the same channel but also the users on other channels, it is
not suitable in ad hoc networks, where it is difficult to achieve the cooperation
among the channels since all the channels may report the cooperative sensing
results/decisions simultaneously.
7.2.2 Cooperative Spectrum Sensing
We assume an energy detector is used for spectrum sensing to determine test









his(k) + ni(k), H1,
(7.1)
where N is the total number of samples used for spectrum sensing, k is the sample
index, ri(k) is the signal received by SU i and s(k) is the primary signal, ni(k) is
the additive white Gaussian noise (AWGN) and hi is the amplitudes gain of the
channel.
We assume the same signal model in [17], where the primary signal is inde-
pendent and identically distributed (i.i.d), complex PSK modulated, with zero
mean; the noise at SU receivers is circular symmetric complex Gaussian with zero
mean and variance of N0, and the primary signal and noise are independent.
Based on energy detection algorithm, given the detection threshold ǫ, the
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where Q(·) is the complementary distribution function of a standard Gaussian
variable, γ is the SNR of the transmitted signal, τ is sensing duration or quiet
period, fs is the channel sampling rate and N ≈ τfs. Note that PF is independent
of hi because under H0 there are no primary signal present. For Rayleigh fading




















where f(γ) is the PDF of fading channel gain.
OR-rule is a simple decision rule that if one of the decisions says that there
is a primary user, then the final decision declares that there is a primary user.
AND-rule is a decision rule that if all decisions says that there is a primary user,
then the final decision declares that there is a primary user. MAJORITY-rule is
a decision rule that if half of the decisions or more say that there is a primary
user, then the final decision declares that there is a primary user.
If all decisions on spectrum sensing made by the SUs are independent, we
then obtain the probabilities of false alarm and detection for a decision fusion of
OR-rule by M SUs as follows:
PF (M) = 1−
M∏
i=1




(1− P (i)D ). (7.7)
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For MAJORITY-rule by M SUs, if P
(i)
F = PF and P
(i)
D = PD for i = 1, · · · ,M ,
















 (1− PD)M−⌈M/2⌉−jP ⌈M/2⌉+jD . (7.11)
7.2.3 Sequential Detection
Sequential probability ratio test (SPRT) [54–61] can achieve minimum de-
tection delay, requiring the smallest average sample number for testing simple
hypotheses. Comparing with the scheme of spectrum sensing using fixed num-
ber of samples, SPRT reduces the sensing time on the average while maintain-
ing the same detection performance [61]. The SPRT based spectrum sensing
adopts Wald’s choice on the thresholds, which works well for the non-truncated
SPRT [54]. The sequential shifted chi-square test (SSCT) proposed in [61] is
a truncated sequential detection method, which can recursively compute miss-
detection probability and average sample number. It maintains a comparable
detection performance and reduce considerable average sensing time.
7.2.4 Random Access in Control Channel
Assume the control channel is CSMA/CA-based and there is a fusion center
to make the decision based on the sensing reports received on the control channel.
In our scheme, it is not necessary that the fusion center should dwell on the data
channels. How to elect a fusion center is out of our scope in this study. For
example, a fusion center could be determined by the criterion that the node
should have the best overall connectivity to all other nodes, or each node could
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take turn to play the role of fusion center.
The sensing could be done with either in-band sensing where some SUs
dwelling on a data channel can detect the channel availability according to the
schedule of the quiet period (or spectrum sensing time), which is addressed in the
beacon period, or out-of-band sensing. The sensing schedule could be rescheduled
after the valid period of the schedule expires. In the case of a long off period of
the PU activity, the interval of the QP should be much longer than the length
of the QP and RP. This is appropriate as less frequent detection on PU signals
is required. While the PU is more active with a shorter off period, the SUs may
be requested to detect the channel more frequently so that the interval of QP is
small. In this case, a longer RP will reduce the SU throughput since the portion
of the TP decreases more. Furthermore, if multiple channels are used by the SUs
for data communication, a poor design of random access scheme for reporting of
spectrum sensing results degrades the overall throughput. Thus, a good design
of efficient random access to collect multiple cooperative sensing results is critical
to the SU performance.
When there are multiple sensing reports transmitting on the channel, the
population size of the SUs that are going to report sensing results decreases after
the sensing report packet is successfully transmitted and acknowledged by the
fusion center. Once the sensing results from a few SUs for the specified data
channel are successfully received, the fusion center will then make a decision on
the channel state and broadcast to all the SUs. Dependent on the decision rule
and reporting scheme, those SUs which have not sent the reports may stop the
further transmissions and the fused result or other important frames should be
prioritized with higher priority and smaller contention window.
We are interested in the design of MAC random access scheme for the control
channel to improve the overall achievable throughput among the data channels.
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Random access scheme is based on the IEEE 802.11 DCF functions and IEEE
802.11e EDCA (Enhanced Distributed Channel Access) channel access procedure.
EDCA provides four access categories (ACs) and different arbitration interframe
space (AIFS), assigning smaller CWs (contention windows) to ACs with higher
priorities and applying AIFS to achieve differentiation, by
AIFSi = SIFS + i ∗ σ, i is an integer (7.12)
where σ is the slot time. The achievable throughput can be improved by more
accurate sensing decisions and the efficient reporting of cooperative sensing re-
sults.
Assume that each channel has the same number of cooperative sensing re-
ports with the lowest priority of AIFS3 to send for decision fusion, and all the
decisions are broadcast with the highest priority of AIFS0.
Scheme A: All the channels have their own sensing report periods in non-
overlapped intervals, and the sensing reports and decisions of each channel are
assumed to be transmitted in a non-overlapped interval ideally, where all the
sensing reports use the lowest priority of AIFS3 for the first attempt and change
to AIFS1 thereafter. The non-overlapping requirement on the reporting of all
the data channels on the control channel could be achieved by the announcement
of the starting time of the reporting of each channel, which requests that all the
SUs should record this information for all the available data channels. However,
this is difficult as synchronization in multi-hop ad-hoc wireless networks remains
a challenge. If there is no report received by the fusion center when the reporting
time is due, the fusion center will regard the channel as busy and send out this
information to prevent the SUs from accessing this data channel.
Scheme B: The users on the channels may start to report the sensing results
simultaneously, where the priority AIFS assignment is same as Scheme A. The
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contention of all the users on the control channel prolongs the average service time
of sensing decision for the channels. Once a sensing result of the data channel
is received successfully, the message comprising the data channel information is
decoded and acknowledged by the fusion center, and followed by further sensing
report on the same channel if there are more; AIFS3 of the subsequent sensing
reports should be promoted to a higher priority AIFS2 to alleviate the contention
from the reports of other data channels; otherwise it is acknowledged by decision
fusion. For the reporting of other data channels, the first attempt with AIFS3
fails and they will postpone their transmissions till the idle slot is more than
AIFS2. The queuing time for the failed transmissions on the control channel
increase the average service time for those channels reporting in a latter time.
When the SU performs carrier sensing, it could decode the report on other data
channel that is sent out earlier and the respective acknowledgment from the fusion
center. If the acknowledgment includes the information of remaining number of
reports for that particular data channel, the contention with the reports from
other data channel may be avoided.
Scheme C : The users on the channels may start to report the sensing results
simultaneously. Scheme C is different from Scheme B in that AIFS1 is used to
reserve the reporting of the same data channel instead of AIFS2.
Scheme D: All the channels start their own sensing report period at differ-
ent epochs. The access scheme is same as Scheme C except that the users on a
data channel (e.g. channel i) with attempt failure should promote its priority of
AIFS to AIFS2 after a successful reporting of other data channel occurs so that
the users on the channel with a latter sensing period other than channel i will
not contend with them as their AIFS is lower priority of AIFS3. This scheme
is a practical implementation of Scheme A, different in that it is not necessary
for this scheme to perform in the non-overlapped intervals. However, the first
7.3 Upper Bound for Overall Throughput 171
attempt for reservation in Scheme D possibly contends with more users from
multiple channels than Scheme A when multiple attempts collide. To avoid the
contention of two or more channel reports, a QP timing is randomly chosen upon
it is scheduled in BP for each channel.
Scheme E: The reporting periods for the different data channels may over-
lap. The sensing results and decisions are transmitted by fusion center also in
the manner of random access. The random access is based on IEEE 802.11 DCF
functions. In contrast to the categorized AIFS, DIFS is used for backoff in random
access, where
DIFS = SIFS + 2 ∗ σ. (7.13)
7.3 Upper Bound for Overall Throughput
We are interested in the derivation on the upper bound of the maximum
throughput over all the channels. We consider a model that the sensing results
are reported on the control channel with the saturation model but the number of
reports on the channel decreases for every successful transmission of the sensing
result acknowledged by fusion center.
7.3.1 Average Service Time for Sensing Decision
We study the average service time for sensing decision which is defined as
the average interval between the end of sensing duration and the finishing time
of sensing decision transmission. We could extend the following analysis for a
general case where it is more appropriate to include other traffic load such as
management frames and the average service time will be enlarged. However, for
simplicity, we are interested only in the traffic of sensing report and decision in
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this study.
Denote the number of the channels available for the spectrum sharing by the
SUs as K. Denote the propagation delay as δ, the average time the channel is
sensed busy by each SU during a collision as Tc,i and the average time the channel
is sensed busy when only AIFSi is used as Ts,i. Thus, according to the model of
IEEE 802.11e EDCA in [125], we obtain:
Ts,i = H + E[P ] + SIFS + δ + ACK + δ + AIFSi, (7.14)
Tc,i = H + E[P
∗] + SIFS + ACKtimeout + δ, (7.15)
where E[P ] is the average length of the packet payload, E[P ∗] is the average
length of the longest packet payload involved in a collision, H is the transmission
time for the header of PHY and MAC, ACK is the length of acknowledgment
and ACKtimeout is the time out for acknowledgment. If random access is based
on IEEE 802.11 DCF functions, then following the model in [98], we have:
Ts = H + E[P ] + SIFS + δ + ACK + δ +DIFS, (7.16)
Tc = H + E[P
∗] + SIFS + ACKtimeout + δ. (7.17)
Note that in fact Tc is identical to Tc,i, which is independent of the category of
AIFS. Denote the probability that there is at least one SU transmitting in one
time slot as Ptr and the probability that exactly one SU transmits on the channel
conditional on the fact that at least one SU transmits as Ps. Assume p is the
collision probability seen by a packet being transmitted on the control channel
and β is the probability that a SU transmit in a randomly chosen slot time. The
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IEEE 802.11 DCF model [98] also gives the following equations:
Ptr = 1− (1− β)n, (7.18)
Ps =
nβ(1− β)n−1
1− (1− β)n , (7.19)
p = 1− (1− β)n−1, (7.20)
β =
2




where n is the number of SUs reporting the sensing result and m is the backoff
stage.
The recent work by [100] gives the service time approximation for the IEEE
802.11 DCF with RTS/CTS/DATA/ACK access method. It shows that the num-
ber of packets successfully transmitted by any node over a time interval follows
a general distribution, which is close to a Poisson distribution with an upper
bounded distribution distance, indicating the near-memoryless behavior of the
service time. We assume the average service time is Poisson distributed in de-
spite of that it is more practical to use basic access mode of DATA/ACK for short
packets such as sensing report and decision. Therefore, if IEEE 802.11 DCF is
applied, the average service time of one packet for n users contending on the
control channel is
tr(n) =
(1− Ptr)σ + PtrPsTs + Ptr(1− Ps)Tc
β(1− p) . (7.22)
Similarly, if the analysis results in [125] are applied, we can derive the average










β(1− p) , (7.23)
where Ps,i and Ps,i′ are the conditional successful transmission probabilities for
ACi and ACi′. We can follow the method in [125] to compute tr,i(n). Note that
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because one AC is assumed in the Markov chain model of our design, the collision
probability of ACi (pi) and the channel busy probability (pb) depend on other
SUs, but not on other ACs within the same SU.
If there is no overlapping reporting period among the channels,
tr,i(n) =
(1− Ptr)σ + PtrPsTs,i + Ptr(1− Ps)Tc,i
β(1− p) . (7.24)
We assume that the ordering index of finishing time of report period for
a channel is randomly distributed within an interval of two consecutive report
periods and all the channels have the same probability mass function (PMF)
in the order of control channel accessing. Denote the latency to transmit the
sensing reports and decision fusion successfully as t
(i)
r , where i is the index of
data channels in the ascending order of finishing time of decision fusion. The
average service time t
(i)
r is the transmission duration of first j sensing reports
out of total M reports and decision fusion for channel index i. Thus the average








Denote the average service time for decision fusion of the channel with index
i as t
(i)
d . We consider the non-overlapping reporting periods for all the schemes
as follows.
Scheme A
The average service time t
(i)
r for channel i is as follows:






If there is no contention from the users with the same or a higher priority AIFS,
for all the schemes it can be shown that t
(i)
d = Ts,0.
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Scheme B
The average service time t
(i)
r is






Note that the decisions are created at different epochs when the sensing reports




For Scheme C, we obtain the average service time t
(i)
r as follows:










The average service time t
(i)
r is same as Scheme A.
Scheme E
The average service time t
(i)













d = Ts, which is the channel access delay for the decision fusion.
Theorem 3 Scheme A has the shortest average service time of sensing decision
among the four schemes (Scheme A, B, C and D). If DIFS > AIFS1, Scheme
A has a shorter average service time than Scheme E.
Proof 6 See the proof in Appendix D.
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7.3.2 Saturation Problem
As we have known that the overcrowded control channel suffers from the
saturation problem, the SUs may experience a large delay of the transmission
of the sensing reports and decision fusions. Since the number of the channels
may be large, the control channel could be overwhelmed by the intensive sensing
reports, especially when the interval of quiet period is short or multiple sensing
reports are required for each channel to achieve the cooperative sensing gain on
the fading channel between the SUs and the PUs.
When the number of the channels considered for the reuse by the SUs are
limited, we are concerned about the problem on how to select the subset of the
channels to maximize the overall throughput on all the channels. Based on the
history tracking or collaborative sensing results of all the channels, the SUs could
determine intelligently the subset of available channels for reuse. To enhance the
throughput, the channel selection could be based on the idle probability of the
channel.
An alternative scheme to alleviate the saturation problem is to reduce the
number of reports while maintaining the detection performance. If we allow the
report with a higher value above the detection threshold to be sent in a higher
priority, it is possible to obtain a shorter reporting delay. Sequential detection
could be a good choice to achieve this design objective and we will look into this
issue in section 7.4.
7.3.3 Upper Bound for Overall Throughput
Denote the idle probability as p
(i)
I , the beacon period t
(i)
b , the sensing time τ
(i),
the sensing report period t
(i)
r and the spectrum sensing interval T (i) for channel i.
I(i) is the indicator function on whether the channel is selected for opportunistic
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spectrum access. I(i) = 1 if channel i is selected and I(i) = 0 otherwise. If the
data rate of channel i is R(i), the overall achievable throughput S with imperfect

























Note that we do not consider the throughput contributed by the misdetection
of SUs when the primary network is active, as packet transmissions by the SUs
are regarded as harmful and the interference to PUs may be underestimated.
Assuming that the achievable throughput of the SUs, when the primary user is






















Theorem 4 The overall achievable throughput of Scheme A is the largest among
the four schemes (Scheme A, B, C and D). If DIFS > AIFS1, the overall
achievable throughput of Scheme A is larger than that of Scheme E too.
Proof 7 See the proof in Appendix D.
7.3.4 Cooperative Sensing-Throughput Tradeoff
As we have shown in (7.30), the overall throughput for SUs is traded off by
the cooperative spectrum sensing gain to protect the PUs from the interruption
caused by the interference of SUs. When it requires more sensing results from
the cooperative SUs, the average service time of sensing decision is enlarged so
that the overall throughput of SUs decreases. The optimization of the tradeoff
problem, given that S(I(i),M (i), τ (i)), the minimum probability of detection p
(i)
D
and maximum probability of false alarm p
(i)
F , could be formulated similar to [17,99]
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as follows:
argmaxI(i),M (i),τ (i) S(I
(i),M (i), τ (i))
s.t. P
(i)
D (M) ≥ p(i)D , P
(i)
F (M) ≤ p(i)F ,
∀i ∈ {1, 2, · · · , K}. (7.31)
Intuitively, the more SUs contribute to the cooperative sensing, the higher sensing
accuracy SUs can achieve to protect the PUs but with more latency for sensing
reports and decision transmitted on the control channel, which entails the overall
achievable throughput degradation. On the other hand, the longer sensing du-
ration, the more accurate the sensing outcome, which may require fewer SUs to
perform cooperative sensing and less transmission time for sensing reports and
decisions, so that the throughput loss caused by longer sensing duration is com-
pensated by the reduction of sensing report period. Our objective is to search
the optimum set of the channels, the number of sensing reports and spectrum
sensing duration for the channels.
7.4 Sequential Detection with Prioritized Re-
porting
In this scheme, the SUs perform sequential detection with one fixed detection
threshold that is same as that of normal energy detection1 but the report may
start at an earlier time than RP, once the detection value is above the detection
threshold. This requires the fusion center should not be involved in spectrum
1This is different from [54, 61], where two detection thresholds are applied. The protocol of
traditional sequential detection with two detection thresholds that vary in time is not investi-
gated in our study, since the detection threshold for the hypothesis of the channel being busy
is not easy to be determined with a closed-form expression.
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sensing in order to receive the earlier reporting before RP. QPs and RPs are
considered as time slotted. Each node senses the channel for every time slot
unless it decides that a detection value is large enough to report.
The idea of prioritizing the sensing report is to differentiate the SUs with
higher detection value from those with lower value so that the contention on
report transmission can be avoided partially. Notice that in the conventional
scheme of random access, the SUs have to complete the sensing period before
they can report the results to the fusion center. In our proposal, the SUs start
to sense the channel in quiet period. Once the detection value is found above
the predefined threshold, the SU stops sensing and tunes to control channel to
transmit the report to the fusion center, following the random access scheme
of IEEE 802.11 DCF or IEEE 802.11e EDCA. Otherwise, it will continue the
spectrum sensing till the quiet period is complete. Once the fusion center can
make the decision, the fusion center should continue to inform the SUs till it can
send out the decision fusion after the RP starts. The fusion center announces
the decision with respect to the reporting from the SUs till the QP is ended,
no matter how many times it transmits the decision. When the SUs receive the
decision, they can tune to their particular data channel for channel accesses.
If the sensing report is transmitted in the time slots that are uniformly
distributed over the QP, it is highly likely that the packet arrival of sensing
report over one time slot is much smaller than one so that the probability of
contention is very small. Hence, even without a backoff scheme, we can achieve a
better performance just using p-persistent random access. In RP, the report with
higher value can be sent with smaller initial contention window so that contention
is expected to be lessen as well.
The benefit of sequential detection also arises from the fact that it can help
to truncate the cooperative sensing report period to shorten the reporting delay
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without degrading the detection performance, since the SUs sense the channel
without fading can be prioritized over those with deep fades, which may report
a much lower value than a pre-defined detection threshold and cannot contribute
to the improvement based on cooperative sensing.
7.4.1 OR-rule Decision Fusion
For OR-rule in (7.26), since reporting the idle channel cannot help the fusion
center to make an earlier decision on whether primary channel is free, the best
way is to only report the results that primary channel is detected as busy, i.e.,
j = M , which implies all the SUs detecting the busy channel should report. If
fusion center receives the report that declares the channel is busy, it can determine
that the channel is occupied by the PUs regardless the following reports. This is
useful to reduce the reporting latency when primary channel is busy. In this case,
for OR-rule decision fusion, the prioritized reporting scheme is helpful on both
contention alleviation and reports truncation, since the reports on free channel
are suppressed and the fusion center can determine once the channel is deemed as
unoccupied after it receives first report with high detection value. If we consider
(7.31) for non-overlapping reporting periods, the SU’s throughput performance is
not improved. However, for the the case of overlapping reporting periods among
the channels, since the SUs detecting the idle channel are disallowed to report,
this scheme may indirectly reduce the contention on the control channel access.
7.4.2 AND-rule Decision Fusion
For AND-rule in (7.26), since reporting the busy channel cannot help the
fusion center to make an earlier decision on whether primary channel is busy, the
best way is to only report the result that the primary channel is detected as idle,
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i.e. j = 1, which is equivalent to that only the SUs detecting idle channel should
report their results. When one SU can report the idle channel, the fusion center
can truncate the following reports and give the decision. However, if there is no
report received by the fusion center, the channel is deemed as busy. In this case,
for AND-rule decision fusion, the proposed scheme may not reduce the contention,
since the SUs declaring the idle channel are required to perform sensing until the
quiet time is over2. This scheme is able to truncate reporting time when primary
channel is free so that the SU’s throughput performance can be improved. On
the other hand it cannot reduce the reporting time when the primary channel is
busy. The average service time t
(i)
r for channel i, when primary channel is idle,








 (1− P (i)F )k(P (i)F )M−ktr,3(k) + t(i)d . (7.32)
Note that tr,3(0) = CWmin(AC3).
7.4.3 MAJORITY-rule Decision Fusion
For MAJORITY-rule in (7.26), since reporting the busy and idle channels
cannot help the fusion center to make an earlier decision on whether the primary
channel is busy unless more than half of the SUs report the same results, the best
way is j = ⌈M/2⌉, which indicates that not all the SUs should report if there
is more than half of the SUs reporting the same results. For MAJORITY-rule
decision fusion, the fusion center can also send out its decision after receiving a
sufficient number of reports with the identical results. If only the SUs detecting
the idle channel are allowed to report, when primary channel is idle, the proposed
2If we apply the different detection thresholds for two hypotheses following SPRT [61], it is
possible for the SU to report that the channel is idle before QP is over.
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scheme may help alleviate the contention on the control channel access as the
number of the SUs reporting the idle channel may be less than the total number of
the reporting SUs, and truncate reporting time as only half of the SUs reporting
the idle channel are required3, so that the SU’s throughput performance can
be improved. On the other hand, if only the SUs detecting the busy channel
are allowed to report, when primary channel is idle, the proposed scheme can
help alleviate contention as the SUs may report at the different time once the
detection value is above the threshold, and the reporting time can be truncated
as a sufficient number of SUs detecting the busy channel are expected to complete
the reporting earlier so that the fusion center can make a quicker decision. In
this case, the SU’s throughput performance cannot be improved directly. When
primary channel is busy, this scheme can help alleviate the contention and reduce
the reporting time. If only the SUs detecting the idle channel are allowed to
report, the average service time t
(i)
r for channel i, when primary channel is idle,








 (1− P (i)F )k(P (i)F )M−ktr,3(k) + t(i)d . (7.33)
7.5 Numerical Results
In this section, we present some numerical results on the upper bound of
the overall throughput for Scheme A with the optimization objective in (7.30).
Our model is based on the analysis in Section 7.3. The parameters are shown in
Table 7.1. The length of PHY and MAC header are 192 and 272 bits respectively.
The slot time is 9 µs and SIFS is 16 µs. The contention window CWmin is
respectively 7, 15, 31, and 31 slots for 4 ACs. The length of ACK is 304 bits and
3As the SU is required to decode the decision packet upon it receives, the remaining SUs
that have not finished the transmission of their reports should stop sending.
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Table 7.1: Parameters for Numerical Results of MAC Protocols with Co-
operative Sensing
Payload Size 4 bytes
PHY header size 192 bits
MAC header size 272 bits
ACK frame 304 bits
ACK Timeout 172 µ s
Time Slot 9 µ s
SIFS 16 µ s
CW[AC0] {7, 15}
CW[AC1] {15, 31}
CW[AC2] {31, 63, 127, 255}
CW[AC3] {31, 63, 127, 255, 511, 1023}
Data Rate 2 Mbps















ACKtimeout is 172 µs. The packet lengths of sensing reports and decision fusion
are fixed as 4 bytes and the data rate on the control channel is 2 Mbps.
We assume that the data channels with bandwidth of B = 6 MHz. The
secondary network operates on a frame-by-frame basis, with frame length T (i) = T




. We set the required minimum probability of detection p
(i)
D = 0.9
and maximum false alarm probability of p
(i)
F = 0.5. p
(i)
I is 0.9 and t
(i)
b is 5 ms for
i ∈ {1, 2, · · · , K}.
7.5 Numerical Results 184
7.5.1 Impact of Frame Size
In Fig. 7.2 for OR-rule decision fusion, we plot the overall achievable through-
put gain of cooperative sensing over that without cooperative sensing versus the
number of cooperative users for two different frame sizes, 50 ms and 30 ms re-
spectively.
As can be observed, the throughput gain for cooperative sensing can achieve
more than 100% but is not increasing when the number of data channels become
larger, since the number of cooperative users that is used to attain the cooperative
sensing gain is non-increasing as shown in Fig. 7.3 and the portion of the average
service time of sensing decision does not decrease as shown in Fig. 7.5.
Notice that especially when T=30 ms, at most three users are used to exploit
the cooperative sensing gain for the number of data channels more than 9, as a
long report period with more cooperative sensing reports is not allowed when
there are a large number of sensing reports of the data channels to saturate the
control channel. But for the case of larger frame size T , more cooperative users
could be used, e.g., for the case of T=50 ms, 5 users can cooperate to achieve the
gain when the number of channels is not more than 7.
As shown in Fig. 7.4, when there are more channels, the sensing time in-
creases to compensate for less cooperative sensing gain, and the average service
time of sensing decision decreases due to the fact that the saturation problem re-
quires that fewer reports can be used. In this figure, it is also shown for a smaller
frame size, the sensing time may decrease in the number of the data channels to
be reused by the SUs. This is because the saturation problem can curb the SUs
to use a long sensing time in addition to fewer cooperative users, which decreases
from 3 to 2 as illustrated in Fig. 7.3.
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Figure 7.2: Overall throughput gain vs. number of data channels for OR-
rule. SNR = -20 dB and tb = 5 ms.




























Figure 7.3: Number of cooperative users vs. number of data channels for
OR-rule. SNR = -20 dB and tb = 5 ms.
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Figure 7.4: Sensing time vs. number of data channels for OR-rule. SNR =
-20 dB and tb = 5 ms.


































Figure 7.5: Average service time of sensing decision vs. number of data
channels for OR-rule. SNR = -20 dB and tb = 5 ms.
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7.5.2 Impact of SNR
We study the impact of SNR factor on the overall achievable throughput for
MAJORITY-rule decision fusion, where the frame duration is 40 ms and the SNR
varies from -20 dB to -15 dB, for different number of available channels. When
the number of channels increases, the number of cooperative users decreases more
for smaller SNR, as shown in Fig. 7.6, where the number decreases from 4 to 2 for
smaller SNR = -20 dB, while it decreases from 4 to 3 for a higher SNR = -15 dB.
Since the overall throughput for lower SNR is more sensitive to the cooperative
sensing gain, it tends to apply a longer sensing time by decreasing the number
of cooperative users as shown in Fig. 7.7. Such tradeoff is important to improve
the overall achievable throughput.
































Figure 7.6: Number of cooperative users vs. number of data channels for
MAJORITY-rule. T = 40 ms and tb = 5 ms.
7.5.3 Impact of Sequential Detection
We illustrate the impact of sequential detection (SD) on the average ser-
vice time of the sensing decision and overall throughput gain for AND-rule and
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Figure 7.7: Sensing time vs. number of data channels for MAJORITY-rule.
T = 40 ms and tb = 5 ms.
MAJORITY-rule in Figs. 7.8 and 7.9, respectively.
In Fig. 7.8, we plot the average service time of sensing decision versus the
number of cooperative users for four schemes, i.e., sequential detection for AND-
rule decision rule (SD AND), traditional AND-rule decision rule (AND), sequen-
tial detection for MAJORITY-rule decision rule (SD MAJORITY), traditional
MAJORITY-rule decision rule (MAJORITY), with the frame size set to 30 ms.
Obviously, the scheme of sequential detection can achieve a shorter average ser-
vice time of sensing decision. While traditional AND-rule decision fusion needs all
the reports from multiple users, traditional MAJORITY-rule can achieve a better
performance in terms of average service time of sensing decision, simply because
the decision can be made once there are a majority number of cooperative users
reporting the same results. While sequential detection is applied, AND-rule needs
only one report on the idle channel and MAJORITY-rule requires a majority of
cooperative users to report. By contrast, sequential detection for AND-rule deci-
sion rule (SD AND) has the shorter average service time than sequential detection
for MAJORITY-rule decision rule (SD MAJORITY), as illustrated in Fig. 7.8.
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The overall achievable throughput gain of sequential detection over their
respective traditional scheme for both AND-rule and MAJORITY-rule decision
fusions is plotted in Fig. 7.9, where the gain is more outstanding when there is a
small number of data channels. The advantage of sequential detection diminishes
when the saturation problem on the control channel is severe.





































Figure 7.8: Average service time of sensing decision vs. number of data
channels for sequential detection. T = 30 ms and tb = 5 ms.
7.5.4 Comparison among Different Decision Rules
We compare different decision rules i.e. OR-rule, AND-rule and MAJORITY-
rule in Figs. 7.10 to 7.13. In Fig. 7.10, we plot the overall achievable through-
put gain of cooperative sensing over that without cooperative sensing versus the
number of cooperative users for three decision rules, with the frame size set to 50
ms. Obviously, OR-rule decision rule can achieve the best performance among
all the schemes, while MAJORITY-rule has quite similar throughput gain as
that of AND-rule when the number of data channels is small. But the gain for
MAJORITY-rule decreases more when there are a larger number of data chan-
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Figure 7.9: Overall throughput gain vs. number of data channels for se-
quential detection. T = 30 ms and tb = 5 ms.
nels.
While OR-rule can allow more cooperative users in general as shown in
Fig. 7.11, it is illustrated in this figure that OR-rule may use a smaller number
of cooperative users than AND-rule and MAJORITY-rule. In these cases, how-
ever, OR-rule can still achieve a better performance in terms of overall through-
put gain, simply because its average service time of sensing decision is shorter,
as shown in Fig. 7.13. Notice that the sensing time of OR-rule is longer than
that of MAJORITY-rule but shorter than that of AND-rule, as illustrated in
Fig. 7.12, which indicates that the combined false alarm probability through co-
operative sensing with OR-rule decision fusion is lower than those of AND-rule
and MAJORITY-rule scheme.
7.6 Summary
We have designed a cognitive radio MAC protocol with the proposed random
access on the control channel for ad hoc networks to achieve cooperative spectrum
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Figure 7.10: Overall throughput gain vs. number of data channels for 3
decision rules. SNR = -20 dB and tb = 5 ms.





























Figure 7.11: Number of cooperative users vs. number of data channels for
3 decision rules. SNR = -20 dB and tb = 5 ms.
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Figure 7.12: Sensing time vs. number of data channels for 3 decision rules.
SNR = -20 dB and tb = 5 ms.



































Figure 7.13: Average service time of sensing decision vs. number of data
channels for 3 decision rules. SNR = -20 dB and tb = 5 ms.
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sensing gain, and derived the upper bound of overall throughput among all the
data channels. The optimization problem of cooperative sensing reports and
sensing time is formulated. The numerical results have also been presented to
show the cooperative sensing gain in terms of the overall achievable throughput
for the ideal scheme, as well as the tradeoff between cooperative sensing gain
and channel reuse efficiency. The sequential detection is helpful for prioritized
reporting and can be used to improve the secondary user throughput by reducing
the average service time of sensing decisions on the control channel.
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Chapter 8
Conclusions and Future Work
In cognitive radio networks, a few important issues, such as the spectrum
sensing technique on how to detect the primary signals and efficient MAC design
on how to make spectrum access among the contention by secondary users after
identifying the spectrum opportunity, have been explored to improve spectrum
usage more efficiently. The protection to the primary users motivates the research
in spectrum sensing and cognitive MAC (Medium Access Control) protocol design
to provide efficient manner of detecting the primary signals over the channel so
as to determine whether the frequency band is free, and sharing the available
spectrum among the secondary users.
An optimal Bayesian detector, based on the prior information on the high
probability that primary user is idle in cognitive radio networks, is proposed for
spectrum sensing, assuming primary signals are digitally PSK modulated but the
sequence of bit transmission is not known to the SUs. The proposed scheme
considers not only BPSK modulated primary signals but also MPSK modulated
primary signals over both AWGN channels and fading channels. The optimal
Bayesian detector can approximately be reduced to an energy detector in the
lower SNR regime, and can be approximated to a detector employing the sum of
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the received signal magnitudes in the high SNR regime, to detect BPSK mod-
ulated primary signals. The energy detector structure is applicable to MPSK
signals in the low SNR regime as well. The analyses for optimal Bayesian de-
tector and its corresponding suboptimal detector structure in both the low and
high SNR regimes are given for the case of BPSK modulated primary signals,
and the analysis for the suboptimal detector structure in the low SNR regime
is also conducted for the case of MPSK modulated primary signals. The de-
tection performance of the optimal/suboptimal detector is compared with those
of energy detector and Neyman-Pearson detector (the optimal detector given by
Neyman-Pearson theorem that maximizes the detection probability for a given
false alarm probability) with its analysis well-matching the simulation results. A
detector without knowing the exact order of MPSK modulated primary signals is
also proposed and studied. Compared to energy detector and Neyman-Pearson
detector, the newly proposed detector can achieve higher overall spectrum utiliza-
tion and SU throughput and at the same time the primary user is well-protected
from secondary users’ interference.
The difficulties for the proposed Bayesian detector are the noise uncertainty
and channel estimation for the non-coherent detection. For future study, we need
to extend this detector to other digitally modulated primary signals like QAM
(Quadrature Amplitude Modulation) signals. The impact of inaccurate prior
information on the idle probability of primary network should be combined into
the design.
In a distributed OSA network where the secondary users sense the channel
independently and contend for channel access on a frame-by-frame basis, two
design approaches are studied. Different from the layered design approach, cross-
layered design considers the random medium access control (MAC) protocol in
conjunction with the spectrum sensing protocol design. In particular, physical
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layer parameters (frame duration and sensing time) and random access probabil-
ity in the MAC layer are considered jointly to maximize the secondary network
throughput performance while protecting the PUs from the interference caused
by secondary users’ operations. From the described system model, nonlinear
constrained optimization problems are formulated for both the cross-layered and
layered approaches. Through numerical results, the cross-layered approach is
shown to perform much better than the layered approach.
The above study can shed some light on the design principle for frame struc-
ture and MAC random access but how to exploit the benefit of allowing higher
false alarm probability (in other words, a shorter sensing time) is subject to the
knowledge of the primary traffic and the pattern of secondary traffic, whose model
and parameters are not easily identified or measured in practice.
In the wireless ad hoc cognitive radio networks, secondary users are required
to employ cooperative spectrum sensing to mitigate the degradation of the chan-
nels between primary users (transmitter) and secondary users, and a MAC design,
based on random access protocols of IEEE 802.11 DCF and IEEE 802.11e EDCA,
is proposed. The proposed random access on the control channel allows multi-
ple transmissions of sensing reports and fusion decisions. The trade-off between
cooperative sensing gain and channel reuse efficiency is exploited to improve the
overall achievable throughput among all the data channels. The sequential de-
tection featured with one detection threshold has been proposed to prioritize the
reporting of sensing results and improve the overall achievable throughput by
reducing the average service time of the sensing decisions.
The challenge in cooperative sensing is how to choose the secondary users
that can perform sensing over fading channels more accurately, when secondary
users are not necessarily homogeneous. The overhead of cooperative sensing for
wireless devices with a single transceiver in wireless ad hoc networks, when reports
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are required to be sent to centralized controller that makes the final decision,
cannot be simply ignored. The protocol of traditional sequential detection with
two detection thresholds that vary in time, however, is not investigated, since
the detection threshold for the hypothesis of the channel being busy is not easy
to be determined with a closed-form expression. Therefore, whether traditional
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Let y(k) = 24x2(k)− 4x4(k) + x6(k). Then





1 · 3 · · · (n− 1)σnX(k), for n even
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it is not difficult to get
E[x2(k)]] = E[(x(k)− µX(k))2] + µ2X(k),
E[x4(k)] = E[(x(k)− µX(k))4] + µ4X(k) + 6E[(x(k)− µX(k))2]µ2X(k),
E[x6(k)] = E[(x(k)− µX(k))6] + µ6X(k) + 15E[(x(k)− µX(k))4]µ2X(k)
+15E[(x(k)− µX(k))2]µ4X(k),
E[x8(k)] = E[(x(k)− µX(k))8] + µ8X(k) + 28E[(x(k)− µX(k))6]µ2X(k)
+70E[(x(k)− µX(k))4]µ4X(k) + 28E[(x(k)− µX(k))2]µ6X(k),
E[x10(k)] = E[(x(k)− µX(k))10] + µ10X(k) + 45E[(x(k)− µX(k))8]µ2X(k)
+210E[(x(k)− µX(k))6]µ4X(k) + 210E[(x(k)− µX(k))4]µ6X(k)
+45E[(x(k)− µX(k))2]µ8X(k),
E[x12(k)] = E[(x(k)− µX(k))12] + µ12X(k) + 66E[(x(k)− µX(k))10]µ2X(k)
+495E[(x(k)− µX(k))8]µ4X(k) + 924E[(x(k)− µX(k))6]µ6X(k)
+495E[(x(k)− µX(k))4]µ8X(k) + 66E[(x(k)− µX(k))2]µ10X(k),
After simple manipulation,
E[x2(k)] = σ2X(k) + µ
2
X(k),
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Thus













−4(3σ4X(k) + µ4X(k) + 6σ2X(k)µ2X(k)) + 24(σ2X(k) + µ2X(k)) (A.5)
and
σ2Y (k) = E[y
2(k)]− µ2Y (k)




X(k) − 45σ4X(k)µ2X(k) − µ6X(k))
−4(3σ4X(k) − µ4X(k) − 6σ2X(k)µ2X(k)) + 24(σ2X(k) + µ2X(k)),
(A.6)
where E[y2(k)] can be obtained with respect to (A.1) and (A.4).
Under H0, x(k) ∼ N (0, 2γ). Since
E[x2(k)] = 2γ,
E[x4(k)] = 12γ2,





µY (k) = 48γ − 48γ2 + 120γ3,
σ2Y (k) = 4608γ
2 − 18432γ3 + 93696γ4 − 230400γ5 + 650880γ6. (A.8)
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Under H1, x(k)− 2γ cos(φ(k)) ∼ N (0, 2γ). Since
E[x2(k)] = 2γ + 4γ2,
E[x4(k)] = 12γ2 + 48γ3 + 16γ4,
E[x6(k)] = 120γ3 + 720γ4 + 480γ5 + 64γ6,
E[x8(k)] = 1680γ4 + 13440γ5 + 13440γ6 + 3584γ7 + 256γ8,
E[x10(k)] = 30240γ5 + 302400γ6 + 403200γ7 + 161280γ8
+23040γ9 + 1024γ10,
E[x12(k)] = 665280γ6 + 7983360γ7 + 13305600γ8
+7096320γ9 + 1520640γ10 + 135168γ11 + 4096γ12,
we obtain
µY (k) = 48γ − 48γ2 + 120γ3 + γ2(96− 192γ + 720γ2)
+γ4(−64 + 480γ) + 64γ6,
σ2Y (k) = (6912γ
2 − 23040γ3 + 107520γ4 − 241920γ5 + 665280γ6)
+γ2(27648γ − 138240γ2 + 860160γ3 − 2419200γ4 + 7983360γ5)
+γ4(36864− 92160γ + 860160γ2 − 3225600γ3 + 13305600γ4)
+γ6(−12288 + 229376γ − 1290240γ2 + 7096320γ3)
+γ8(16384− 184320γ + 1520640γ2)
+γ10(−8192 + 135168γ) + 4096γ12. (A.9)
Therefore we can obtain (3.50) and (3.52).
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B.1 Computation of µY (k) and σ
2
Y (k) under H0
Let xn = vn(k), which is Gaussian distributed, i.e. xn ∼ N (µn, σ2n), rewriting
xn as follows:





nc(k) cos(φn(k))− ns(k) sin(φn(k))
)
.
Under H0 and H1, we can get
E[x2nx
2







n − 3µ2nµ2m (B.1)
and






B.1 Computation of µY (k) and σ
2






E[n2c(k) cos(φn1(k)) cos(φn2(k))) + n
2
s(k) sin(φn1(k)) sin(φn2(k)))] + µn1µn2
= 2γ cos(φn1(k)− φn2(k)) + µn1µn2 . (B.4)







































+ sin 2(φn1(k)) sin 2(φn2(k)))
)
= 4γ2(1 + 2 cos2(φn1(k)− φn2(k))). (B.5)
Under H0, µn = 0, σ2n = 2γ. Therefore
E[vn(k)] = 0, (B.6)
E[v2n(k)] = 2γ. (B.7)





= 4γ2(1 + 2 cos2(φn1(k)− φn2(k))). (B.8)






(csc(x) sin(2nx+ x) + 2n + 3), (B.9)
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for a given φn2(k), where n2 ∈ {0, · · · ,M/2 − 1},since φn1(k) = 2n1πM , where


























































2M2γ2, M 6= 2,
12γ2, M = 2.
(B.12)
We can obtain




















M2γ2, M 6= 2,
8γ2, M = 2.
(B.14)
Obviously, under H0, we can get (4.17).
B.2 Computation of µY (k) and σ
2
Y (k) under H1 222
B.2 Computation of µY (k) and σ
2
Y (k) under H1












nc(k) cos(φn(k))− ns(k) sin(φn(k))
)
. (B.15)
Let xn = vn(k), which is Gaussian distributed, i.e. xn ∼ N (µn, σ2n) for a given i
and θ. Under H1, σ2n = 2γ.















































(− csc(x) sin(1 + 2n)x+ 2n+ 1). (B.20)
Thus for x = 2π
M
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, M 6= 2,













0, M 6= 2,
2 cosα, M = 2.
(B.24)















(cos(α+ β) + cos(α− β)), (B.26)
with equiprobability of φi(k) =
2iπ
M
, i = 0, 1, . . . ,M − 1, for the case of fading
channels with a random θ, we can obtain
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0, M 6= 2,
2Eθ[cos(−(φn1(k) + φn2(k)) + 2θ)], M = 2,
= 0. (B.28)
Specially when n1 = n2, we have




Note that for M = 2 and constant θ = 0 for AWGN channels,
E[cos2(φi(k)− φn1(k) + θ)] = 1. (B.30)
From the above, for fading channels with a uniformly distributed random
variable θ, we can obtain conveniently
E[vn1(k)vn2(k)] (B.31)






= 2γ cos(φn1(k)− φn2(k))(γ + 1).
Specially when n1 = n2, we have
E[v2n(k)] = 2γ(γ + 1). (B.32)
However, for BPSK signals (M = 2) over AWGN channels with constant θ = 0
and γ = γ, we have
E[v2n(k)] = 2γ(2γ + 1). (B.33)
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It is not difficult to derive that
E[(nc(k) cos(φn1(k))− ns(k) sin(φn1(k)))×










E[(nc(k) cos(φn1(k))− ns(k) sin(φn1(k)))2 ×
(nc(k) cos(φn2(k))− ns(k) sin(φn2(k)))]
= 0, (B.36)
E[(nc(k) cos(φn1(k))− ns(k) sin(φn1(k)))2 ×
(nc(k) cos(φn2(k))− ns(k) sin(φn2(k)))2]
= E
[(


































(1 + 2 cos2(φn1(k)− φn2(k))). (B.37)
Note that by (B.23), for φi(k) =
2iπ
M
, α = −(φn1(k) + φn2(k)) + 2θ), where θ
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is random, it is easy to obtain















For AWGN channels and M = 2, since n1 = n2, we have
E[cos2(2φi(k)− (φn1(k) + φn2(k)) + 2θ)] = 1. (B.39)
By (B.26), (B.28) and (B.38), for random θ, we have













cos2(2φi(k)− (φn1(k) + φn2(k)) + 2θ) + cos2(φn1(k)− φn2(k))











For AWGN channels with constant θ = 0 and M = 2,
E[cos2(φi(k)− φn1(k) + θ) cos2(φi(k)− φn2(k) + θ)] = 1. (B.41)
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cos(φi(k)− φn1(k) + θ)×












cos(φi(k)− φn2(k) + θ)×
(nc(k) cos(φn2(k))− ns(k) sin(φn2(k)))
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cos(φn1(k)− φn2(k))E[cos(φi(k)− φn1(k) + θ) cos(φi(k)− φn2(k) + θ)].
(B.42)









































= (1 + 2 cos2(φn1(k)− φn2(k)))2γ2(2 + 4γ + γ2). (B.43)
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= 4γ2(3 + 12γ + 4γ2). (B.44)

















M2γ2(2 + 4γ + γ2), M 6= 2,
6γ2(2 + 4γ + γ2), M = 2, fading,
4γ2(3 + 12γ + 4γ2), M = 2, AWGN.
(B.45)
Hence by (B.32) and (B.45)








Mγ(1 + γ), fading or M 6= 2 for AWGN,
2γ(1 + 2γ), M = 2 for AWGN,
(B.46)









M2γ2(1 + 2γ), M 6= 2,
4γ2(2 + 4γ + 0.5γ2), M = 2 for fading,
4γ2(2 + 8γ), M = 2 for AWGN.
(B.47)
Obviously, under H1, we can get (4.18).
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Appendix C
Proof of Proposition 2






(−ax(x+ y) + y). (C.1)
Let df(x)
dx
= 0, we get the maximum point x∗ as follows:
a(x∗)2 + ayx∗ − y = 0 or x∗ =
√
y2 + 4y/a− y
2
. (C.2)


























is the maximum point of f(x), which is concave in x.














Since c > y, dg(y)
dy
< 0. Thus g(y) is a monotonically decreasing function of y so
that the maximum value of f(x) is c−yl
c+yl
e−0.5a(c−yl), if the lower bound of y is yl.
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Appendix D
Proof in Chapter 7
D.1 Proposition
Proposition 4 tr,i(n) and tr(n) is a monotonically decreasing function of n (the
number of SUs transmitting sensing reports or decision fusion) for 802.11 DCF
and 802.11e EDCA based random access on the control channel.
Proof 9 Let a = σ − Tc,i and b = (Ts,i−Tc,i)β1−β . After simple manipulation, we
have that tr,i(n) =
Tc,i+(1−β)n(a+nb)










. Notice that a < 0, b < 0 and 0 ≤ β ≤ 1 and
0 ≤ p ≤ 1. It is clear that (tr,i(n))′ < 0 so tr,i(n) is a monotonically decreasing
function of n. Similarly, letting a = σ − Tc and b = (Ts−Tc)β1−β , we can prove tr(n)
is a monotonically decreasing function of n.
Proposition 5 tr,i(n) is an increasing function of i (i is the priority category of
AIFS).
Proof 10 With the same n, Ptr, Ps, β and p are all the same by 802.11 DCF
and 802.11e EDCA model. From (7.24), we know the difference among tr,i(n) is
in Ts,i and Tc,i, which is an increasing function of AIFSi. Notice that AIFSi is
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an increasing function of i according to (7.12) so tr,i(n) is an increasing function
of i.
D.2 Proof of Theorem 3
Proof 11 According to Proposition 4, the first term at R.H.S. of (7.26) is not
more than that of (7.27) and (7.28). Furthermore, if DIFS > AIFS1 > AIFS3,
then Ts,3 < Ts. Noticing that Tc,i = Tc, we obtain tr,3(n) ≤ tr(n). Thus we know
that tr,3(M) < tr(M) i.e. the first term at R.H.S. of (7.26) is less than that of
(7.29). If DIFS > AIFS1, tr,1(M) < tr(M). Thus the second term at R.H.S.
of (7.26) is less than that of (7.29). Also, the third term at R.H.S. of (7.26) is
less than that of (7.29) as it is obvious that Ts,0 < Ts when DIFS > AIFS1 >
AIFS0. So Scheme A has a shorter t
(i)
r for channel i than Scheme B/C/D/E.
If DIFS > AIFS1, we can find that Scheme A < D < C < B < E in the
increasing order of average service time.
D.3 Proof of Theorem 4
Proof 12 Since t
(i)
r of Scheme A is shortest among the four schemes (Scheme A,
B, C and D), and if DIFS > AIFS1, the average service time of Scheme A is
also shorter than that of Scheme E, it is straightforward that according to (7.30),
Scheme A is better than Scheme B/C/D/E in terms of the overall throughput for
the same set of parameters of τ (i) and t
(i)
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