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Abstract: In this paper we develop rate–optimal estimation procedures in the problem of
estimating the Lp–norm, p ∈ (0,∞) of a probability density from independent observations.
The density is assumed to be defined on Rd, d ≥ 1 and to belong to a ball in the anisotropic
Nikolskii space. We adopt the minimax approach and construct rate–optimal estimators in
the case of integer p ≥ 2. We demonstrate that, depending on parameters of Nikolskii’s class
and the norm index p, the risk asymptotics ranges from inconsistency to
√
n–estimation.
The results in this paper complement the minimax lower bounds derived in the companion
paper Goldenshluger and Lepski (2020).
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1. Introduction
Suppose that we observe i.i.d. random vectors Xi ∈ R
d, i = 1, . . . , n, with common probability
density f . Let p > 1 be a given number. We are interested in estimating the Lp-norm of f ,
‖f‖p :=
[∫
Rd
|f(x)|pdx
]1/p
,
from observation X(n) = (X1, . . . , Xn). By estimator of ‖f‖p we mean any X
(n)-measurable map
N˜ : Rn → R. Accuracy of an estimator N˜ is measured by the quadratic risk
Rn[F˜ , f ] :=
(
Ef
[
N˜ − ‖f‖p
]2)1/2
,
where Ef denotes expectation with respect to the probability measure Pf of the observations
X(n) = (X1, . . . , Xn).
We adopt minimax approach to measuring estimation accuracy. Let F denote the set of all
probability densities defined on Rd. The maximal risk of an estimator N˜ on the set F ⊂ F is
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defined by
Rn
[
N˜ ,F
]
:= sup
f∈F
Rn[N˜ , f ],
and the minimax risk is
Rn[F] := inf
N˜
Rn[N˜ ;F],
where inf is taken over all possible estimators.
In the companion paper Goldenshluger and Lepski (2020) (referred to hereafter as Part I),
we derived lower bounds on the minimax risk over functional classes F = N~r,d
(
~β, ~L
)
∩ Bq(Q),
where N~r,d
(
~β, ~L
)
denotes anisotropic Nikolskii’s class [see Definition 1 below], and Bq(Q) := {f :
‖f‖q ≤ Q} is the ball in Lq
(
R
d
)
of radius Q. Specifically, we found the sequence φn completely
determined by the ~β, ~L,~r, q, p and n such that
Rn
[
N~r,d
(
~β, ~L
)
∩ Bq(Q)
]
& φn, n→∞.
The goal of the present paper is to develop a rate–optimal estimator, say, Nˆ , such that for any
given ~β,~r, ~L, q,Q
lim sup
n→∞
φ−1n Rn
[
Nˆ,N~r,d
(
~β, ~L
)
∩ Bq(Q)
]
<∞.
We provide explicit construction of such an estimator for integer values of p ≥ 2.
The problem of estimating nonlinear functionals of a probability density has been studied in
the literature: we refer to Part I for background and pointers to the relevant literature. Here we
restrict ourselves with brief reminder of main definitions and results obtained in Part I.
We begin with the definition of the anisotropic Nikolskii’s classes. Let (e1, . . . , ed) denote
the canonical basis of Rd. For a function G : Rd → R1 and real number u ∈ R the first order
difference operator with step size u in direction of the variable xj is defined by ∆u,jG(x) =
G(x + uej)−G(x), j = 1, . . . , d. By induction, the k-th order difference operator is
∆ku,jG(x) = ∆u,j∆
k−1
u,j G(x) =
∑k
l=1(−1)
l+k
(
k
l
)
∆ul,jG(x).
Definition 1. For given vectors ~β = (β1, . . . , βd) ∈ (0,∞)
d, ~r = (r1, . . . , rd) ∈ [1,∞]
d, and
~L = (L1, . . . , Ld) ∈ (0,∞)
d a function G : Rd → R1 is said to belong to anisotropic Nikolskii’s
class N~r,d
(
~β, ~L
)
if ‖G‖rj ≤ Lj for all j = 1, . . . , d and there exist natural numbers kj > βj such
that ∥∥∆kju,jG∥∥rj ≤ Lj |u|βj , ∀u ∈ R, ∀j = 1, . . . , d.
Important quantities that are related to Nikolskii’s classes and determine asymptotics of the
minimax risk are the following:
1
β
:=
d∑
j=1
1
βj
,
1
ω
:=
d∑
j=1
1
βjrj
, Lβ :=
d∏
j=1
L
1
βj
j ,
τ(s) := 1−
1
ω
+
1
βs
, s ∈ [1,∞].
It is worth mentioning that τ(·) appears in embedding theorems for Nikolskii’s spaces; see Sec-
tion 5.1.3 for details.
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In Part I we have established the lower bound (1) on the minimax risk with sequence φn
defined by:
θ =

1
τ(1) , τ(p) ≥ 1;
1/p−1/q
1−1/q−(1−1/p)τ(q) , τ(p) < 1, τ(q) < 0;
τ(p)
τ(1) , τ(p) < 1, τ(q) ≥ 0;
φn = L
1−1/p
τ(1)
β n
−θ∗ , θ∗ = 2−1 ∧ θ; (1.1)
see Theorem 1 of Part I. Our goal is to develop a rate–optimal estimator whose risk converges
to zero at the rate φn.
2. Estimator construction
Assuming that p is integer let us first discuss the problem of estimating a closely related functional
‖f‖pp.
Let K : [−1, 1]d → R be a given function (kernel), and let h = (h1, . . . , hd) ∈ (0, 1]
d be a given
vector (bandwidth). Let
Kh(x) := (1/Vh)K(x/h), Vh :=
d∏
k=1
hk,
where here in all what follows y/x denotes the coordinate–wise division for x, y ∈ Rd. Define
Sh(x) :=
∫
Kh(x− y)f(y)dy, Bh(x) := Sh(x)− f(x). (2.1)
Obviously, Bh(x) is the bias of the kernel density estimator of f(x) associated with kernel K and
bandwidth h.
The construction of our estimator for ‖f‖pp is based on a simple observation formulated below
as Lemma 1.
Lemma 1. For any p ∈ N∗, p ≥ 2, f ∈ F and h ∈ (0,∞)d one has
‖f‖pp = (1 − p)
∫
Sph(x)dx + p
∫
Sp−1h (x)f(x)dx
+
p∑
j=2
(
p
j
)
(−1)j
∫
[Sh(x)]
p−jBjh(x)dx. (2.2)
The proof is elementary and given in Appendix. It does not require any assumption on the
kernel K except of existence of the integrals on the right hand side of (2.2).
Let Tˆ1,h and Tˆ2,h be estimators of
T (1)p (f) :=
∫
Sph(x)dx, T
(2)
p (f) :=
∫
Sp−1h (x)f(x)dx,
respectively. Then we estimate ‖f‖pp by
Tˆh = (1− p)Tˆ1,h + p Tˆ2,h.
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Note that if Tˆ1,h and Tˆ2,h are unbiased estimators of T
(1)
p (f) and T
(2)
p (f) then, in view of
Lemma 1, the bias of Tˆh in estimation of ‖f‖
p
p is
p∑
j=2
(
p
j
)
(−1)j
∫
[Sh(x)]
p−jBjh(x)dx.
The last quantity can be efficiently bounded from above via norms of the bias Bh(·) and the
underlying density f .
The natural unbiased estimators for T
(1)
p (f) and T
(2)
p (f) are based on the U–statistics:
Tˆ1,h :=
1(
n
p
) ∑
i1,...,ip
U
(1)
h (Xi1 , . . . , Xip),
Tˆ2,h :=
1(
n
p
) ∑
i1,...,ip
U
(2)
h (Xi1 , . . . , Xip),
where the summations are taken over all possible combinations of p distinct elements {i1, . . . , ip}
of {1, . . . , n}, and
U
(1)
h (x1, . . . , xp) :=
∫
Kh(y − x1) · · ·Kh(y − xp)dy,
U
(2)
h (x1, . . . , xp) :=
1
p
p∑
i=1
p∏
j=1
j 6=i
Kh(xj − xi).
It is worth mentioning that not only there is the explicit formula for the bias of Tˆh, but also
its variance admits a rather simple analytical bound. The following result states an upper bound
on the variance of Tˆh; the proof is given in Appendix.
Lemma 2. Let K be symmetric bounded function supported on [−1, 1]d. Then for all p ∈ N∗, p ≥
2, f ∈ F and h ∈ (0,∞)d one has
varf
[
Tˆh
]
≤ C‖K‖2p∞
p∑
k=1
‖f‖2p−k2p−k
(
nkV k−1h
)−1
,
where C is a constant depending on p and d only.
If Tˆh is a ”reasonable” estimator of ‖f‖
p
p then it seems natural to define
Nˆh :=
∣∣Tˆh∣∣1/p (2.3)
as an estimator for ‖f‖p.
3. Main result
In this section we demonstrate that the estimator Nˆh with properly chosen bandwidth h is a
rate–optimal estimator for ‖f‖p, provided that
~r ∈ [1, p]d ∪ [p,∞]d, p ∈ N∗, p ≥ 2,
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i.e., rj ≤ p for all j = 1, . . . , d, or rj ≥ p for all j = 1, . . . , d. The proof is based on the derivation
of tight uniform upper bounds on the bias and the variance of Tˆh over anisotropic Nikolskii’s
classes. To get such bounds for the bias term we use a special construction of kernel K [see, e.g.
Goldenshluger and Lepski (2014)].
For a given positive integer ℓ ∈ N∗ and function K : R→ R supported on [−1, 1] define
Kℓ(y) =
ℓ∑
i=1
(
ℓ
i
)
(−1)i+1i−1K
(
y/i
)
.
Assumption 1. K is symmetric,
∫
R
K(y)dy = 1, ‖K‖∞ <∞, and let
K(x) =
d∏
j=1
Kℓ(xj), ∀x ∈ R
d.
Let us tntroduce the following notation. For j = 1, . . . , d let
κj :=
{
βjτ(p)
τ(rj)
, rj ≤ p, τ(q) > 0;
βj , otherwise,
pj :=

2(1−1/p)
1−1/rj
, rj ≥ p;
2, rj ≤ p, τ(q) > 0;
2(1/p−1/q)
1/rj−1/q
, rj < p, τ(q) ≤ 0,
(3.1)
and let
1
υ
:=
d∑
j=1
1
pjκj
.
Define h = (h1, . . . , hd) by
hj := L
−1/κj
j
(
Ln−1
) 2
κjpj [1+2(1−1/p)/υ] , (3.2)
where L is a constant that is completely determined by the class parameters ~β, ~L,~r and p (a
cumbersome but explicit expression for L is given in Section 5.3.3).
The main result of this paper is given in the next theorem.
Theorem. Let p ∈ N∗, p ≥ 2, Q > 0, ~β ∈ (0,∞)d, ~L ∈ (0,∞)d, ~r ∈ [1, p]d ∪ [p,∞]d and
q ≥ 2p− 1 be fixed. Let Assumption 1 hold with ℓ > maxj=1,...,d βj. Let Nˆh be the estimator (2.3)
associated with bandwidth h defined in (3.2); then
lim sup
n→∞
φ−1n Rn
[
Nˆh,N~r,d
(
~β, ~L
)
∩ Bq(Q)
]
<∞,
where φn is given in (1.1).
Remark 1.
(i) Combining the result of the theorem with that of Theorem 1 in Part I we conclude that
the suggested estimator Nˆh is rate-optimal. Thus, the problem of constructing a rate–optimal
estimator is solved completely if rj ≤ p for all j = 1, . . . , d, or rj ≥ p for all j = 1, . . . , d. The
general setting when values of the coordinates of ~r may be arbitrary with respect to p remains an
open problem. We conjecture that in the general setting a rate–optimal estimator does not belong
to the family {Nˆh, h ∈ R
d}, and a different estimation procedure has to be developed. Another
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intriguing question is whether condition q ≥ 2p−1 is necessary in order to guarantee the obtained
estimation accuracy?
(ii) It is surprising that the Lp-norm can be estimated with parametric rate n
−1/2. To the
best of our knowledge this phenomenon has not been observed in the literature. Note that the
parametric regime is possible only if τ(q) > 0. Indeed,
1/p− 1/q
1− 1/q − (1− 1/p)τ(q)
≥
1
2
⇔
2
p
− 1−
1
q
≥ −
(
1−
1
p
)
τ(q),
and the last inequality is impossible if τ(q) ≤ 0 because p ≥ 2.
(iii) A particularly simple description of the minimax rate of convergence φn is obtained in
the specific case p = 2 and q =∞. Here θ∗ = (max{τ(1), 2})−1 if ~r ∈ [2,∞]d, and
θ∗ =
{ 1
2 , ω > 1;
1
1+1/ω , ω ≤ 1,
if ~r ∈ [1, 2]d. As we see, the regime corresponding to the exponent τ(p)/τ(1) does not appear if
p = 2, q =∞.
4. Discussion
In this section we compare and contrast our results with other results in the literature. Our
discussion is restricted to the problem of estimating the Lp–norm with integer p only. The
fundamental differences between our results and other results are mainly due to the following
two reasons.
• Statistical model. We argue that when estimating the Lp–norm estimation in the density
model, much better accuracy can be achieved than in the regression/Gaussian white noise
model.
• Domain of observations. We also explain why estimation accuracy is completely different
for compactly supported densities f , and densities f supported on the entire space Rd.
4.1. Norm estimation in density and Gaussian white noise models
To the best of our knowledge, in the context of the Gaussian white noise model, estimation of
the Lp–norm was studied only in the one–dimensional case, d = 1. So we focus on the one–
dimensional Nikolskii class that is denoted Nr,1(β,L), β > 0, L > 0, and r ∈ [1,∞].
Let W be the standard Wiener process and assume that we observe the trajectory of the
process
Xn(t) =
∫ t
0
f(u)du+ n−1/2W (t), t ∈ [0, 1]. (4.1)
The estimation of ‖f‖p, 1 ≤ p < ∞ in the Gaussian white noise model (4.1) was initiated
in Lepski et al. (1999) under assumption that f belongs to Ho¨lder’s functional class, i.e., f ∈
N∞,1(β,L). The recent paper Han et al. (2019) considers the same problem for Nikolskii’s classes
with r ∈ [p,∞). In the Gaussian white noise model (4.1) even in the case of integer p there is
a big difference between the minimax rates of convergence obtained for odd and even values of
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p. Such phenomenon does not occur in the density model because density is a positive function.
Thus in the subsequent discussion of the results in the Gaussian white noise model we restrict
ourselves with the case of even p.
According to the results obtained in Lepski et al. (1999) and Han et al. (2019) in the case of
even p, the minimax rate of convergence (expressed in our notation) is given by ϕn = n
− 1
1+τ(1) .
Note that in both papers r ≥ p and, therefore,
ϕn = n
− 1
1+τ(1) ≫ n−
1
τ(1) = φn,
where φn is defined in (1.1). Also, since τ(1) > 1 for any r 6= 1 we conclude that the paramet-
ric regime is impossible in the model (4.1). Before providing the explanations why the results
discussed above are so different, let us discuss another result.
Lepski and Spokoiny (1999) studied a hypothesis testing problem in the model (4.1) when the
set of alternatives consists of functions from Nr,1(β,L), r ∈ [1, 2) separated away from zero in
the L2-norm. It is well known that this problem is equivalent to the problem of estimating the
L2-norm, and the minimax rate of testing coincides with the rate of estimation. The minimax
rate found in Lepski and Spokoiny (1999) is ϕn = n
−
1+τ(2)
2[1+τ(1)] under assumption τ(∞) > 0. Noting
that τ(∞) > 0 implies q = ∞ and comparing this result with the result obtained in this paper
for the case p = 2, r ∈ [1, 2) and τ(∞) > 0 we conclude
ϕn = n
−
1+τ(2)
2[1+τ(1)] ≫ n−1/2 = φn.
The last inequality follows from the fact that τ(1) > τ(2). Thus we again conclude that the para-
metric regime is impossible in the model (4.1). Another interesting feature should be mentioned:
the approach used in Lepski and Spokoiny (1999) is based on rather sophisticated pointwise
bandwidth selection scheme while in our estimation procedure the bandwidth is a fixed vector.
The explanation why estimation accuracy in the density model is better than in the Gaussian
white noise model (4.1) is rather simple. In fact, the maximal value of the risk in the density model
is attained on the densities with small Lp-norm. Analysis of our estimation strategy shows that in
the density model the variance of the corresponding U -statistics is proportional to the Lp-norm
of the density (see Lemma 2 and Proposition 2 for details). The smaller this norm, the smaller
the stochastic error of the estimation procedure, and careful bandwidth selection employed in
our procedure takes into account this fact and improves considerably the estimation accuracy. In
contrast, in the Gaussian white noise model (4.1) the stochastic error of the estimation procedure
is independent of the signal f and of the value of its Lp–norm.
4.2. Norm estimation for compactly and non-compactly supported densities
We start with the following simple observation. If a probability density f is defined on a compact
set I ⊂ Rd then necessarily ‖f‖p ≥ |I|
−1/p > 0 for any p ∈ (1,∞]. This fact reduces estimation
of ‖f‖p for compactly supported densities to the problem of estimating ‖f‖
p
p, which is a much
smoother functional. Indeed, let N˜ be an estimator of ‖f‖pp. Then, for any density f and any
p ∈ N∗, p ≥ 2 ∣∣∣∣∣N˜ ∣∣1/p − ‖f‖p∣∣∣ ≤ ‖f‖−(p−1)p ∣∣∣∣∣N˜ ∣∣− ‖f‖pp∣∣∣ ≤ |I|1−1/p∣∣N˜ − ‖f‖pp∣∣.
The problem of estimating ‖f‖pp has been considered by many authors starting from the semi-
nal paper Bickel and Ritov (1988); see, for instance, Birge´ and Massart (1995), Kerkyacharian and Picard
(1996), Laurent (1997), Cai and Low (2005), Tchetgen et al. (2008) among others. It is worth
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noting that majority of the papers deals with compactly supported densities belonging to a semi–
isotropic functional class, that is rl = r for any l = 1, . . . , d. Below we discuss these results and
present them in a unified way.
Let p ∈ N∗, p ≥ 2 be fixed and let Nr,d
(
~β, ~L, I
)
denote a semi-isotropic Nikolskii class of
densities supported on I. Assume that r ≥ p. Then the minimax rate of convergence in estimating
‖f‖pp on this functional class, and, therefore, of ‖f‖p as well, is given by
ϕn = n
−( 4
4+1/β
∧ 12 ).
Hence, taking into account that τ(1) = 1 − 1/(rβ) + 1/β ≤ 1 + 1/(2β) for any r ≥ p ≥ 2 we
conclude that
ϕn = n
−( 4
4+1/β
∧ 12 ) ≪ n−(
1
1+1/2β
∧ 12 ) = φn.
In particular, the parametric regime in estimating compactly supported densities is possible if
and only if β ≥ 1/4 which is a less restrictive condition than τ(1) ≤ 2.
5. Proofs
5.1. Preliminaries
In this section we collect known facts from functional analysis as well as some recent results
related to anisotropic Nikolskii’s spaces. These results will be used in the subsequent proofs.
5.1.1. Strong maximal operator
For locally integrable function f on Rd the strong Hardy–Littlewood maximal operator of f is
defined by
M[f ](x) = sup
{
1
|I|
∫
I
f(y)dy : x ∈ I
}
,
where the supremum is taken over all rectangles I with edges parallel to the coordinate axes
and containing point x; here | · | stands for the Lebesgue measure. In view of the Lebesgue
differentiation theorem
f(x) ≤M[f ](x) a.e. (5.1)
Moreover, if f ∈ Lp(R
d) then ∥∥M[f ]∥∥
p
≤ c0‖f‖p, 1 < p ≤ ∞ (5.2)
with constant c0 depending on p and d only; see, e.g., Guzman (1975).
5.1.2. Some useful inequalities
For the ease of reference we recall some well known inequalities that are routinely used in the
sequel. These results can be found, e.g., in Folland (1999).
• Interpolation inequality. Let 1 ≤ s0 < s < s1 ≤ ∞. If f ∈ Ls0
(
R
d
)
∩ Ls1
(
R
d
)
then
f ∈ Ls
(
R
d
)
and ∥∥f∥∥
s
≤
(∥∥f∥∥
s0
) (s1−s)s0
(s1−s0)s
(∥∥f∥∥
s1
) (s−s0)s1
(s1−s0)s .
• Young’s inequality (general form). Let 1 ≤ p, q, r ≤ ∞ and 1 + 1/r = 1/p + 1/q. If f ∈
Lp
(
R
d
)
and g ∈ Lq
(
R
d
)
then f ∗ g ∈ Lr
(
R
d
)
and
‖f ∗ g‖r ≤ ‖f‖p‖g‖q.
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5.1.3. Some facts related to Nikolskii’s classes
Let s > 1, and let the functional class N~r,d(~β, ~L) be fixed. Define for any j = 1, . . . , d
γj(s) :=
{
βjτ(s)/τ(rj), rj < s;
βj , rj ≥ s,
and let
s∗ := s ∨
[
max
j=1,...,d
rj
]
, ~s :=
(
r1 ∨ s, . . . , rd ∨ s
)
.
Recall that the bias Bh(·) = Bh(·, f) of a kernel density estimator associated with kernel K is
defined in (2.1). The following result has been proved in Goldenshluger and Lepski (2014).
Lemma 3. Let Assumption 1 hold with ℓ > maxj=1,...,d βj. Then Bh(x) admits for any x ∈ R
d
the representation Bh(x) =
∑d
j=1 B
(j)
h (x) with functions B
(j)
h satisfying the following inequalities.
There exist C1 > 0 and C2 > 0 independent of ~L such that for any f ∈ N~r,d(~β, ~L) and h ∈ (0,∞)
d∥∥B(j)h ∥∥rj ≤ C1Ljhβjj , ∀j = 1, . . . , d. (5.3)
Moreover, for any s > 1 satisfying τ(s∗) > 0 one has∥∥B(j)h ∥∥sj ≤ C2Ljhγj(s)j , ∀j = 1, . . . , d. (5.4)
Finally, for any r ∈ [1,∞] and R > 0 there exists C3 > 0 such that for any f ∈ Br(R) and any
h ∈ (0,∞)d ∥∥B(j)h ∥∥r ≤ C3, ∀j = 1, . . . , d. (5.5)
The next lemma presents an inequality between different norms of a function belonging to
anisotropic Nikolskii’s class. The proof of this lemma is given in Appendix.
Lemma 4. Let 1 ≤ p < ∞ be fixed. For any s ∈ (1,∞] satisfying s ≥ p ∨ [maxj=1,...,d rj ] and
τ(s) > 0 there exists constant C > 0 independent of ~L such that for any f ∈ N~r,d(~β, ~L)
‖f‖s ≤ C
(
Lγ(s)
) (1/p−1/s)τ(s)
τ(p)
(
‖f‖p
) τ(s)
τ(p) , Lγ(s) :=
d∏
j=1
L
1
γj(s)
j .
5.2. Reduction to the risk of Tˆh
We will analyze the risk of the proposed estimator Nˆh using two different upper bounds that
relate the risk of Nˆh to the risk of Tˆh via elementary inequalities:
Ef
∣∣Nˆh − ‖f‖p∣∣2 = Ef ∣∣ |Tˆh|1/p − ‖f‖p∣∣2 ≤ Ef ∣∣Tˆh − ‖f‖pp∣∣2/p
≤
[
Ef
(
Tˆh − ‖f‖
p
p
)2]1/p
;
Ef
∣∣Nˆh − ‖f‖p∣∣2 = Ef ∣∣∣∣ Nˆph − ‖f‖pp∑p−1
i=0 Nˆ
i
h‖f‖
p−1+i
p
∣∣∣∣2 ≤ Ef
(
Tˆh − ‖f‖
p
p
)2
‖f‖2p−2p
.
Thus, for any underlying density f and any p ∈ N∗, p ≥ 2
Ef
∣∣Nˆh − ‖f‖p∣∣2 ≤ min{[Ef(Tˆh − ‖f‖pp)2]1/p, Ef(Tˆh − ‖f‖pp)2
‖f‖2p−2p
}
. (5.6)
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5.3. Proof of Theorem
The proof is divided in three steps. First we establish upper bounds (uniform over N~r,d(~β, ~L) ∩
Bq(Q)) on the bias and the variance of the estimator Tˆh for any value of h. Then using the
derived upper bounds on the risk of Tˆh and the risk reduction argument given in Section 5.2, we
complete the proof.
5.3.1. Bound for the bias
The next proposition states the upper bound on the bias of the estimator Tˆh.
Proposition 1. Let ~r ∈ [1, p]d∪ [p,∞]d. Then there exists C > 0 independent of ~L such that for
any f ∈ N~r,d
(
~β, ~L
)
∩ Bq(Q) and any h ∈ (0,∞)
d
Ef
∣∣Tˆh − ‖f‖pp∣∣ ≤ C‖f‖p−2p d∑
j=1
L
pj
j h
pjκj
j ,
where pj and κj are defined in (3.1).
Proof Our first objective is to prove that∣∣Ef(Tˆh)− ‖f‖pp∣∣ ≤ c1‖f‖p−2p ‖Bh‖2p, ∀h ∈ (0,∞)d. (5.7)
If p = 2 then, by Lemma 1, (5.7) holds as equality with c1 = 1. If p ≥ 3 then we have in view of
Lemma 1 ∣∣Ef (Tˆh)− ‖f‖pp∣∣ ≤ c2 p∑
k=2
∫
|Bh(x)|
k|Sh(x)|
p−kdx. (5.8)
Note that for any h ∈ (0,∞)d in view of (5.1)
|Bh(x)| ≤ |Sh(x)|+ f(x) = ‖K‖1M[f ](x) + f(x) ≤ c3M[f ](x) a.e.
It yields together with (5.8)∣∣Ef(Tˆh)− ‖f‖pp∣∣ ≤ c4 ∫ |Bh(x)|2(M[f ](x))p−2dx.
Hence, applying Ho¨lder’s inequality with exponents p/2 and p/(p− 2) and (5.2) we obtain∣∣Ef (Tˆh)− ‖f‖pp∣∣ ≤ c4∥∥M[f ]∥∥p−2p ‖Bh‖2p ≤ c5‖f‖p−2p ‖Bh‖2p.
This completes the proof of (5.7). We deduce from (5.7) and Lemma 3
∣∣Ef Tˆh − ‖f‖pp∣∣ ≤ c6‖f‖p−2p d∑
j=1
∥∥B(j)h ∥∥2p, ∀h ∈ (0,∞)d. (5.9)
Consider now separately three cases. Let ~r ∈ [p,∞]d. Then, for any j = 1, . . . , d, applying the
interpolation inequality with s0 = 1, s = p and s1 = rj , and (5.3) and (5.5) of Lemma 3 we
obtain ∥∥B(j)h ∥∥2p ≤ c7∥∥B(j)h ∥∥ 2(1−1/p)1−1/rjrj ≤ c8(Ljhβjj )pj = c8Lpjj hκjpjj , (5.10)
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for any f ∈ N~r,d
(
~β, ~L
)
.
Let now ~r ∈ [1, p]d and τ(q) > 0, and recall that in this case τ(p) > 0 because q > p. Applying
(5.4) of Lemma 3 with s = p and sj = p, j = 1, . . . , d, we obtain∥∥B(j)h ∥∥2p ≤ c9(Ljhγj(p)j )2 = c9Lpjj hκjpjj , (5.11)
for any f ∈ N~r,d
(
~β, ~L
)
.
It remains to consider the case ~r ∈ [1, p)d and τ(q) ≤ 0. Applying the interpolation inequality
with s0 = rj , s = p and s1 = q we get for any j = 1, . . . , d and any f ∈ N~r,d
(
~β, ~L
)
∩ Bq(Q)∥∥B(j)h ∥∥2p ≤ (∥∥B(j)h ∥∥rj) 2(1/p−1/q)1/rj−1/q (∥∥B(j)h ∥∥q) 2(1/rj−1/p)1/rj−1/q ≤ c10∥∥B(j)h ∥∥pjrj .
To get the last inequality we have used (5.5) of Lemma 3 with r = q and R = Q. It yields
together with (5.3) of Lemma 3 that∥∥B(j)h ∥∥2p ≤ c11Lpjj hκjpjj , (5.12)
The required result follows from (5.9), (5.10), (5.11) and (5.12).
5.3.2. Bound for the variance
Now we derive the upper bound on the variance of Tˆh. Recall that q ≥ 2p− 1 and define
L :=
 maxk=1,...,p
(
Lγ(2p−k)
) (1−k/p)τ(2p−k)
τ(p) , τ(q) > 0;
1, τ(q) ≤ 0,
Proposition 2. Let ~β, ~L,~r, q > 2p− 1 and Q > 0 be fixed. Then there exists C > 0 independent
of ~L such that for any f ∈ N~r,d
(
~β, ~L
)
∩ Bq(Q)
varf
[
Tˆh
]
≤ CL

∑p
k=1
(
‖f‖p
) (2p−k)τ(2p−k)
τ(p)
(
nkV k−1h
)−1
, τ(q) > 0∑p
k=1
(
‖f‖p
) (q−2p+k)p
q−p
(
nkV k−1h
)−1
, τ(q) ≤ 0.
Proof In view of Lemma 2
varf
[
Tˆh
]
≤ c1
p∑
k=1
‖f‖2p−k2p−k
(
nkV k−1h
)−1
,
Assume first that τ(q) > 0; this also implies that τ(r) > 0 for any r ≤ q. Applying Lemma 4
with s = 2p− k we get for any k ∈ {1, . . . , p}∥∥f∥∥2p−k
2p−k
≤
(
Lγ(2p−k)
) (1−k/p)τ(2p−k)
τ(p)
(
‖f‖p
) (2p−k)τ(2p−k)
τ(p) ≤ L
(
‖f‖p
) (2p−k)τ(2p−k)
τ(p) .
Now assume that τ(q) ≤ 0. Applying the interpolation inequality with s0 = p, s = 2p− k and
s1 = q we get for any k ∈ {1, . . . , p}∥∥f∥∥2p−k
2p−k
≤
(
‖f‖p
) (q−2p+k)p
q−p
(
‖f‖q
) (p−k)q
q−p ≤ c2
(
‖f‖p
) (q−2p+k)p
q−p .
This completes the proof.
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5.3.3. Completion of the theorem proof
Now we are in a position to complete the proof of the theorem.
Define
N :=
(
Ln−1
) 1
1+2(1−1/p)/υ , L := L1/pL1−1/p
κ
, Lκ :=
d∏
j=1
L
1/κj
j ,
and recall that h = (h1, . . . , hd) is defined as follows.
hj := L
−1/κj
j
(
Ln−1
) 2
κjpj [1+2(1−1/p)/υ] = L
−1/κj
j N
2
κjpj .
10. Several remarks are in order. Direct computations show that
Np−2
d∑
j=1
L
pj
j h
pjκj
j = dN
p; (5.13)
LNp
[
np(Vh)
p−1
]−1
= N2p. (5.14)
The following useful equality is deduced from (5.14):[
nVh
]−1
=
[
L−1nNp
] 1
p−1 =
[
L−1Lκ
]1/p
N1−
2
pυ . (5.15)
Let Rn(f) denote the quadratic risk of the estimator Tˆh, and let
F := N~r,d(~β, ~L) ∩ Bq(Q) ∩ Bp(N), F¯ :=
[
N~r,d(~β, ~L) ∩ Bq(Q)
]
\ F
We obviously have
Rn := Rn
[
Nˆh,N~r,d
(
~β, ~L
)
∩ Bq(Q)
]
= max
(
sup
f∈F
Rn
[
Nˆh, f
]
, sup
f∈F¯
Rn
[
Nˆh, f
])
and, we deduce from (5.6) that
R2n ≤ max
(
sup
f∈F
[
Rn(f)
]1/p
, sup
f∈F¯
‖f‖2−2pp Rn(f)
)
20. In view of Propositions 1 and 2, and by (5.13) and (5.15) we have that for any f ∈ F
Ef
∣∣Tˆh − ‖f‖pp∣∣ ≤ c1Np; (5.16)
varf
[
Tˆh
]
≤
C1
(
~L
)
n

∑p
k=1N
(2p−k)τ(2p−k)
τ(p)
+(1− 2pυ )(k−1), τ(q) > 0∑p
k=1N
(q−2p+k)p
q−p +(1−
2
pυ )(k−1), τ(q) ≤ 0.
Setting θ = 1− 2pυ + b,
a =

(2p−1)τ(2p−1)
τ(p) , τ(q) > 0;
(q−2p+1)p
q−p , τ(q) ≤ 0,
b =
{
− τ(∞)τ(p) , τ(q) > 0;
p
q−p , τ(q) ≤ 0,
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we obtain for any f ∈ F
varf
[
Tˆh
]
≤
C2
(
~L
)
Na
n
p−1∑
m=0
N (1−
2
pυ+b)m =
C2
(
~L
)
Na+[θ(p−1)]−
n
= C3
(
~L
)
N z,
where here and later y− := min(y, 0), and z := a + 1 +
2(p−1)
pυ + [θ(p − 1)]−. It yields together
with (5.16)
sup
f∈F
[
Rn(f)
]1/p
≤ C4
(
~L
)[
N2 +N z/p
]
. (5.17)
30. Let us compute the quantity 1/υ. If ~r ∈ [p,∞]d we have
1
υ
=
p
2(p− 1)
d∑
j=1
1− 1/rj
βj
=
p(1/β − 1/ω)
2(p− 1)
. (5.18)
If ~r ∈ [1, p]d and τ(q) > 0 we have
1
υ
=
1
2τ(p)
d∑
j=1
τ(rj)
βj
=
1
2τ(p)
(
τ(∞)
β
+
1
ωβ
)
=
1
2βτ(p)
. (5.19)
Finally, if ~r ∈ [1, p]d and τ(q) ≤ 0 we have
1
υ
=
pq
2(q − p)
d∑
j=1
1/rj − 1/q
βj
=
pq
2(q − p)
(
1
ω
−
1
βq
)
. (5.20)
It yields, in particular,
(p− 1)θ =

p−1
pβτ(p) −
1
β +
1
ω , ~r ∈ [p,∞]
d;
0, ~r ∈ [1, p]d, τ(q) > 0;
(p−1)qτ(q)
q−p , ~r ∈ [1, p]
d, τ(q) ≤ 0.
Noting that ~r ∈ [p,∞]d implies τ(p) ≥ 1 we assert
p− 1
pβτ(p)
−
1
β
+
1
ω
≤
p− 1
pβ
−
1
β
+
1
ω
=
1
ω
−
1
pβ
= 1− τ(p) ≤ 0.
Hence in all cases (p− 1)θ ≤ 0 and we conclude that
z = a+ 1 +
2(p− 1)
pυ
+ θ(p− 1) = a+ b(p− 1) + p
= p+
(2p− 1)τ(∞) + 1/β
τ(p)
−
(p− 1)τ(∞)
τ(p)
= 2p.
Hence we deduce from (5.17) that
sup
f∈F
[
Rn(f)
]1/p
≤ C4
(
~L
)
N2. (5.21)
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40. Note that for any f ∈ F¯ one has in view of Proposition 1 and (5.13)
‖f‖2−2pp
(
Ef
∣∣Tˆh − ‖f‖pp∣∣))2 ≤ c1‖f‖−2p ( d∑
j=1
L
pj
j h
pjκj
j
)2
≤ c2N
2. (5.22)
Here we have used that N is small then n is large.
(a). If τ(q) > 0 then for any k ∈ {1, . . . , p}
(2p− k)τ(2p− k)− (2p− 2)τ(p) = −[(k − 2)τ(∞) + (p− 2)/(pβ)]
= −(k − 2)
[
τ(∞) + 1/(pβ)
]
− (p− k)/(pβ).
= −(k − 2)τ(p)− (p− k)/(pβ).
Since τ(p) > 0, for any k ∈ {2, . . . , p}
(2p− k)τ(2p− k)
τ(p)
− (2p− 2) = −(k − 2)−
(p− k)
pβτ(p)
≤ 0.
Putting α = 1− (p−1)τ(p)pβ we deduce from Proposition 2 for any f ∈ F¯
varf
[
Tˆh
]
≤ CLn−1
[
Nα− +
p∑
k=2
N−(k−2)−
(p−k)
pβτ(p)
(
nVh
)1−k]
≤ C4
(
~L
)
n−1
[
Nα− +
p∑
k=2
N−(k−2)−
(p−k)
pβτ(p)+(1−
2
pυ )(k−1)
]
≤ C5
(
~L
)
n−1
[
Nα− +Nγ+(p−2)θ
]
,
where we have put γ = 1− 2pυ −
p−2
pβτ(p) and used that θ ≤ 0. The last bound can be rewritten as
varf
[
Tˆh
]
≤ C6
(
~L
)[
n−1Nα− +Nz
]
, (5.23)
where z = γ + 1 + 2(p−1)pυ + (p− 2)θ. We have
z = p−
p− 2
pβτ(p)
+ (p− 2)b = p−
p− 2
τ(p)
[
τ(∞) + 1/(pβ)
]
= 2
and (5.23) becomes
varf
[
Tˆh
]
≤ C7
(
~L
)[
n−1Nα +N2
]
, ∀f ∈ F¯. (5.24)
Thus, if τ(q) > 0 we conclude from (5.21), (5.22) and (5.24)
R2n ≤ C7
(
~L
)[
n−1Nα +N2
]
. (5.25)
Additionally we remark that if α < 0 then
n−1Nα− = C8
(
~L
)
Nα+1+2(1−1/p)/υ .
If ~r ∈ [p,∞]d then τ(p) > 1, and we get from (5.18)
α+ 1 + 2(1− 1/p)/υ = 2−
(p− 1)
τ(p)pβ
+
1
β
−
1
ω
≥ 2 +
1
pβ
−
1
ω
≥ 2.
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If ~r ∈ [1, p]d then in view of (5.19)
α+ 1 + 2(1− 1/p)/υ = 2−
(p− 1)
τ(p)pβ
+
(p− 1)
pβτ(p)
= 2.
Thus, (5.25) is equivalent to
R2n ≤ C9
(
~L
){ n−1 ∨N2, α ≥ 0;
N2, α < 0.
(5.26)
The definition of N implies that
N2 ≤ n−1 ⇔ 2(1− 1/p)/υ ≤ 1 ⇔ 1 ≥
{
1/β − 1/ω, ~r ∈ [p,∞]d;
(p−1)
pβτ(p) , ~r ∈ [1, p]
d.
In the case ~r ∈ [1, p]d it yields immediately that N2 ≤ n−1 ⇔ a ≥ 0.
It remains to note that if ~r ∈ [p,∞]d then
α ≥ 0⇔ 1− (p−1)pβτ(p) = 1−
1
β +
1
ω +
[
(p−1)
pβ −
(p−1)
pβτ(p)
]
+
[
1
pβ −
1
ω
]
≥ 0.
Since in the considered case τ(p) ≥ 1⇔ 1/(pβ) > 1/ω we assert that
1 ≥ 1/β − 1/ω ⇒ a ≥ 0.
Thus, we deduce from (5.26)
R2n ≤ C9
(
~L
)
max
[
n−1, n−
2
1+2(1−1/p)/υ
]
and the assertion of the theorem in the case τ(q) > 0 follows from (5.18) and (5.19).
(b). Let τ(q) ≤ 0. For any k ∈ {1, . . . p} one has
(q − 2p+ k)p
q − p
− 2(p− 1) = 2− p+
p(k − p)
q − p
≤ 0
and, therefore, we have in view of Proposition 2 and (5.15) for any f ∈ F¯
varf
[
Tˆh
]
≤ CLN2−p
p∑
k=1
N
(k−p)p
q−p
(
nkV k−1h
)−1
≤ CLN
2q−p−pq
q−p n−1
p∑
k=1
(
N
p
q−p (nVh)
−1
)k−1
= C10
(
~L
)
N2−
q(p−1)τ(q)
q−p
p∑
k=1
N
qτ(q)(k−1)
q−p = C10
(
~L
)
N2.
To get the penultimate equality we have used (5.20). It yields together with (5.22)
sup
f∈F¯
‖f‖2−2pp Rn(f) ≤ C11
(
~L
)
N2.
which together with (5.21) leads to
R2n ≤ C11
(
~L
)
N2 = C11
(
~L
)
n−
2
1+2(1−1/p)/υ = C11
(
~L
)
n−
2(1/p−1/q)
1−1/q−(1−1/p)τ(q) .
This completes the theorem proof.
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6. Appendix
Proof of Lemma 1 Using the identity ap =
∑p
j=0
(
p
j
)
bp−j(a−b)j with a = f(x) and b = Sh(x)
we obtain for all h ∈ (0,∞)d and x ∈ Rd
fp(x) =
p∑
j=0
(
p
j
)
[Sh(x)]
p−j
[
f(x)− Sh(x)
]j
dx
= Sph(x)(1 − p) + p[Sh(x)]
p−1f(x) +
p∑
j=2
(
p
j
)
(−1)j [Sh(x)]
p−jBjh(x).
Integrating the last equality, we come to the statement of the lemma.
Proof of Lemma 2 For any y ∈ Rd let
Ih(y) := ⊗
d
j=1
{
x ∈ Rd : |xj − yj | ≤ hj
}
.
10. We start with bounding the variance of Tˆ1,h. Define
gk(x1, . . . , xk) := Ef
[
U
(1)
h (x1, . . . , xk, Xk+1, . . . , Xp)
]
, k = 1, . . . , p− 1,
gp(x1, . . . , xp) := U
(1)
h (x1, . . . , xp).
Then the variance of Tˆ1,h is given by the following well known formula [see, e.g., Serfling (1980)]:
varf
[
Tˆ1,h
]
=
1(
n
p
) p∑
k=1
(
p
k
)(
n− p
p− k
)
ζk, ζk := varf
[
gk(X1, . . . , Xk)
]
.
We note that gk(x1, . . . , xk), k = 1, . . . , p are symmetric functions. Observe that for k = 1, . . . , p−
1
|gk(x1, . . . , xk)| =
∣∣Ef [g(x1, . . . , xk, Xk+1, . . . , Xp)]∣∣
≤
∫ k∏
i=1
|Kh(y − xi)|
[ p∏
i=k+1
∫
|Kh(y − xi)|f(xi)dxi
]
dy
≤ ‖K‖p−k∞
∫ k∏
i=1
|Kh(y − xi)|
(
M[f ](y)
)p−k
dy.
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Then
ζk ≤ Ef
[
gk(X1, . . . , Xk)
]2
≤ ‖K‖2(p−k)∞
∫∫ (
M[f ](y)
)p−k(
M[f ](z)
)p−k
×
[ k∏
i=1
∫
Kh(y − xi)Kh(z − xi)f(xi)dxi
]
dydz
≤ ‖K‖2p∞V
−k
h
∫∫ (
M[f ](y)
)p−k(
M[f ](z)
)p−k
1{y − x ∈ I2h(0)}
×
[ k∏
i=1
∫
Kh(z − xi)f(xi)dxi
]
dydz
≤ ‖K‖2p∞V
−k
h
∫∫ (
M[f ](y)
)p−k(
M[f ](z)
)p
1{y − x ∈ I2h(0)}dzdy
≤ c1‖K‖
2p
∞V
−k+1
h
∫ (
M[f ](y)
)p−k
M
[
Mp[f ]
]
(y)dy.
Furthermore, by the Ho¨lder inequality and (5.2)∫ (
M[f ](y)
)p−k
M
[
Mp[f ]
]
(y) ≤
∥∥M[f ]∥∥p−k
2p−k
∥∥M[Mp[f ]]∥∥
(2p−k)/p
≤ c2‖f‖
p−k
2p−k
∥∥Mp[f ]∥∥
(2p−k)/p
= c2‖f‖
p−k
2p−k
∥∥M[f ]∥∥p
2p−k
≤ c3
∥∥f∥∥2p−k
2p−k
. (6.1)
Therefore we obtain for any k = 1, . . . , p− 1
ζk ≤ c2‖K‖
2p
∞V
−k+1
h
∫
[f(x)]2p−kdx.
In addition,
Ef [gp(X1, . . . , Xp)]
2 =
∫∫ [ p∏
i=1
∫
Kh(y − xi)Kh(z − xi)f(xi)dxi
]
dydz
≤
‖K‖2p∞
V ph
∫∫
1{y − z ∈ I2h(0)}
(
M[f ](y)
)p
dydz ≤
c3‖K‖
2p
∞
V p−1h
∫
[f(x)]pdx.
Thus we obtain
varf
[
Tˆ1,h
]
≤ C1‖K‖
2p
∞
p∑
k=1
1
nkV k−1h
∫
[f(x)]2p−kdx. (6.2)
20. Bounding the variance of Tˆ2,h goes along the same lines. Define
gk(x1, . . . , xk) := Ef
[
U
(2)
h (x1, . . . , xk, Xk+1, . . . , Xp)
]
, k = 1, . . . , p− 1,
gp(x1, . . . , xp) := U
(2)
h (x1, . . . , xp).
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We have for k = 1, . . . , p− 1
gk(x1, . . . , xk) = Ef
[
U
(2)
h (x1, . . . , xk, Xk+1, . . . , Xp)
]
=
1
p
k∑
i=1
k∏
j=1
j 6=i
Kh(xj − xi)
[ p∏
j=k+1
∫
Kh(xj − xi)f(xj)dxj
]
+
1
p
p∑
i=k+1
∫ k∏
j=1
Kh(xj − xi)
[ p∏
j=k+1
j 6=i
∫
Kh(xj − xi)f(xj)dxj
]
f(xi)dxi.
Therefore
|gk(x1, . . . , xk)| ≤
‖K‖p−k∞
p
k∑
i=1
(
M[f ](xi)
)p−k k∏
j=1
j 6=i
|Kh(xj − xi)|
+
‖K‖p−k−1∞
p
p∑
i=k+1
∫ k∏
j=1
∣∣Kh(xj − xi)∣∣(M[f ](xi))p−k−1f(xi)dxi
:= g
(1)
k (x1, . . . , xk) + g
(2)
k (x1, . . . , xk).
For the first term on the right hand side we obtain
Ef |g
(1)
k (X1, . . . , Xk)|
2 ≤ c1‖K‖
2(p−k)
∞
∫ (
M[f ](xi)
)2(p−k)
×
[ k∏
j=1
j 6=i
∫
K2h(xj − xi)f(xj)dxj
]
f(xi)dxi
≤
c1‖K‖
2p−2
∞
V k−1h
∫ (
M[f ](x)
)2p−k−1
f(x)dx
≤
c1‖K‖
2p−2
∞
V k−1h
∫ (
M[f ](x)
)2p−k
dx ≤
c2‖K‖
2p−2
∞
V k−1h
∫
[f(x)]2p−kdx.
The expectation of the squared second term is bounded as follows:
Ef |g
(2)
k (x1, . . . , xk)|
2
≤ c4‖K‖
2(p−k−1)
∞
∫∫ { k∏
j=1
∫
Kh(xj − y)Kh(xj − z)f(xj)dxj
}
×
(
M[f ](y)
)p−k(
M[f ](z)
)p−k
dydz
≤
c3‖K‖
2p−2
∞
V k−1h
∫∫
1{z − y ∈ I2h(0)}
(
M[f ](y)
)p(
M[f ](z)
)p−k
dzdy
≤
c4‖K‖
2p−2
∞
V k−1h
∫ (
M[f ](z)
)p−k
M
[
Mp[f ]
]
(z)dz
≤
c5‖K‖
2p−2
∞
V k−1h
∫
[f(z)]2p−kdz,
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where we have used (6.1). Finally,
Ef |gp(X1, . . . , Xp)|
2 ≤ c6
∫ [ p∏
j=2
∫
K2h(xj − x)f(xj)dxj
]
f(x)dx
≤
c6‖K‖
2p−2
∞
V p−1h
∫ (
M[f ](x)
)p−1
f(x)dx
≤
c7‖K‖
2p−2
∞
V p−1h
∫ (
M[f ](x)
)p
dx ≤
c7‖K‖
2p−2
∞
V p−1h
∫
[f(x)]pdx.
Thus, we obtain
varf
[
Tˆ2,h
]
≤ C2‖K‖
2p−2
∞
p∑
k=1
1
nkV k−1h
∫
[f(x)]2p−kdx. (6.3)
The assertion of the lemma follows now from (6.2) and (6.3).
Proof of Lemma 4 Let K be a kernel satisfying Assumption 1 with ℓ ≥ maxj=1,...,d βj . For
any η = (η1, . . . , ηd), ηj > 0, j = 1, . . . , d we have in view of Lemma 3
‖f‖s ≤
∥∥Bη∥∥s + ∥∥Sη∥∥s ≤ d∑
j=1
∥∥B(j)η ∥∥s + ∥∥Kη ∗ f∥∥s.
By the general form of Young’s inequality with 1/q = 1 + 1/s− 1/p
‖Kη ∗ f‖s ≤ ‖f‖p‖Kη‖q ≤ c1
(
Vη
)1/q−1
‖f‖p = c1
(
Vη
)1/s−1/p
‖f‖p.
Furthermore, it follows from (5.4) of Lemma 3 with s∗ = s and sj = s that
d∑
j=1
∥∥B(j)η ∥∥s ≤ c2 d∑
j=1
Ljη
γj(s)
j , γj(s) =
βjτ(s)
τ(rj)
.
Therefore, for any ηj > 0, j = 1, . . . , d
‖f‖s ≤ c1
(
Vη
)1/s−1/p
‖f‖p + c2
d∑
j=1
Ljη
γj(s)
j .
Putting 1/γ =
∑d
j=1 1/γj(s) and choosing η1, . . . , ηd from the equality
(
Vη
)1/s−1/p
‖f‖p =
d∑
j=1
Ljη
γj(s)
j
we come to the following bound
‖f‖s ≤ c3
( d∏
j=1
L
1
γj(s)
j
) 1/p−1/s
1+
1/p−1/s
γ
∥∥f∥∥ 11+ 1/p−1/sγ
p
.
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Noting that
1 +
1/p− 1/s
γ
= 1 +
[
1
p
−
1
s
][
τ(∞)
βτ(s)
+
1
βωτ(s)
]
= 1 +
1/p− 1/s
βτ(s)
=
τ(p)
τ(s)
we complete the proof.
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