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ABSTRACT
Data simulation engines like Unity are becoming an increasingly
important data source that allows us to acquire ground truth la-
bels conveniently. Moreover, we can flexibly edit the content of
an image in the engine, such as objects (position, orientation) and
environments (illumination, occlusion). When using simulated data
as training sets, its editable content can be leveraged to mimick the
distribution of real-world data, and thus reduce the content differ-
ence between the synthetic and real domains. This paper explores
content adaptation in the context of semantic segmentation, where
the complex street scenes are fully synthesized using 19 classes of
virtual objects from a first person driver perspective and controlled
by 23 attributes. To optimize the attribute values and obtain a train-
ing set of similar content to real-world data, we propose a scalable
discretization-and-relaxation (SDR) approach. Under a reinforce-
ment learning framework, we formulate attribute optimization as
a random-to-optimized mapping problem using a neural network.
Our method has three characteristics. 1) Instead of editing attributes
of individual objects, we focus on global attributes that have large
influence on the scene structure, such as object density and illumi-
nation. 2) Attributes are quantized to discrete values, so as to reduce
search space and training complexity. 3) Correlated attributes are
jointly optimized in a group, so as to avoid meaningless scene struc-
tures and find better convergence points. Experiment shows our
system can generate reasonable and useful scenes, from which we
obtain promising real-world segmentation accuracy compared with
existing synthetic training sets.
CCS CONCEPTS
•Computingmethodologies→Discrete space search;Neural
networks; Scene understanding.
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1 INTRODUCTION
Collecting and annotating large-scale datasets [8, 12, 48] consumes
much time and manpower. This is especially true for semantic seg-
mentation, where high-quality annotation is reported to require 60
or 90 minutes for an image [3, 7]. For this problem, data synthesis
through graphic engines [11, 32, 33] has recently become a promis-
ing solution due to its convenience of acquiring ground truths at a
large scale. This strategy also enables us to simulate corner cases
that are not well covered by mainstream datasets. Besides, model
testing in virtual environment [10, 25, 44] is safe and economic. The
challenge lies in the domain gap between synthetic and real-world
data that leads to performance drop.
Synthetic-to-real domain adaptation is a popular way to nar-
row the domain gap [19, 20, 26, 41, 50]. These methods attempt
to solve this problem from two aspects, i.e., appearance level and
feature level. For the former, stylized synthetic images are gen-
erated to resemble those captured in real world [6, 19, 26] using
some GAN-based methods [15, 21, 22, 49]. For the latter, the feature
distributions among two domains are aligned [20, 29, 41].
Several latest works reveal that there exists an under-explored
but important aspect that causes the domain gap - the content dif-
ference [24, 31, 34, 45]. Here, content may refer to building density,
vehicle occlusions, illumination, etc, which is different from the style
gap and can hardly be addressed bymost style- or feature-level adap-
tation methods, and required to be manually solved within virtual
environment [12]. To reduce manual effort, an emerging feasible so-
lution is learning-based simulation [24, 34, 45]. To align the content
between two domains, this strategy updates attribute values based
on supervision signals such as distribution difference [16, 18, 24, 45]
or task loss [24, 34]. This optimization process differs significantly
from the traditional gradient based ones, mainly because the system
is non-differentiable. In fact, the rendering function of the graphic
engine is not known and thus is non-differentiable. Moreover, when
calculating the task loss, the task model should be trained until
convergence, and this process is non-differentiable, either. The high
system complexity poses critical challenges if we aim to generate
complex environments such as the street scenes.
We are thus interested in synthesizing large and complex scenes
using the graphic engine and tackling the high computation prob-
lem with a relatively scalable approach. Existing approaches in this
domain encounter difficulties when synthesizing large scenes, as
compared in Table 1. First, many methods optimize instance-level
attributes, such as position and scale of each object [10, 31, 39].
When a complex scene contains many objects, this practice will
lead to a huge search space at the stage of scene structure optimiza-
tion. Yao et al. [45] do not use instance-level attributes, but their
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Figure 1: An overview of the proposed framework. During simulation learning, the attribute values are randomly initialized
and fed into the policy network. The output of policy network is updated attribute values that are sent into the simulator
(Unity) to render synthetic data. The synthetic data is used to train a segmentation model, and we use the model accuracy
(mIoU) on real-world test set as reward to update the policy network. During inference, randomly initialized attributes are fed
into the learned policy network, and the output attribute values are used to generate the optimized synthetic dataset.
Table 1: Differences with existing methods.
Method Attributetype
Search
space
Attribute
correlation
Scene
scale
[24] instance continuous partial medium
[34] instance continuous partial medium
[45] global discrete none simple
Ours global discrete yes complex
method is designed for simple bounding boxes with a vehicle in
the central and encounters efficiency problems under large scenes
(Fig. 5). Second, in [24, 34], the search space for every attribute is
continuous, which requires the REINFORCE algorithm to sample
in a large range value. As the number of attribute increases, the
search space becomes extremely large and the training complex-
ity increases heavily. Third, the attributes are usually optimized
sequentially [24] or independently [45]. These methods do not com-
prehensively consider the correlation among multiple attributes,
and may cause object collisions under complex scenes (Fig. 6).
This paper proposes a scalable discretization-and-relaxation
(SDR) data synthesis approach tailored for complex street scenes, so
that a semantic segmentation model can be trained. An overview of
the proposed framework is shown in Fig. 1. In a nutshell, our system
uses a policy network to take proper actions to sample the optimal
values of engine attributes, and the segmentation accuracy on real-
world test sets serves as the system reward. This type of pipeline
has also been adopted by existing works [24, 34, 45]. The distinct
feature of our system consists of its scalability: efficient and effec-
tive optimization procedure is achieved. Specifically, our method
addresses the three problems mentioned above. First, instead of
using instance-level attributes, we build our system to accommo-
date global attributes, such as building density, lighting intensity,
etc. Our intuition is that global attributes would have large influ-
ence on the scene structure; moreover, there are much fewer global
attributes compared with the large number of instance attributes,
so we are facing a much smaller search space. Then, to reduce the
search space caused by continuous attribute value sampling, SDR
quantizes the attribute values into discrete values. To remedy the
loss of randomness in attribute values, we add a relaxation step, i.e.,
we manually inject variance on top of the discrete values. Finally,
the discretization process allows us to jointly optimize a group of
attributes while maintaining a relatively low computational com-
plexity. The joint optimization considers the correlation among
attributes and can yield reasonable scene structures.
We perform the proposed optimization method on a new data
synthesis platform named SceneX. It contains 19 classes of objects
compatible with the mainstream semantic segmentation datasets,
and to ensure diversity most classes have a rich range of 3D models.
From SceneX, the proposed SDRmethod can generate a high-quality
database where pixel-level annotations are accurately and automat-
ically obtained. Comparing with existing synthetic datasets such
as GTA5 and SYNTHIA that are manually designed, we show that
optimized SceneX can yield very promising segmentation accuracy
on real-world test data.
2 RELATEDWORK
GAN based data generation. GAN based data generation meth-
ods [19, 22, 46] focus on adjusting the style of synthetic images
to approximate real-world images. For this kind of method, image
(pixel)-level domain adaptation [49] is a commonly used approach
and has been proven to be effective in several works such as Pix2Pix
[22], MUNIT [21], WCT [27] and SPGAN [9]. To generate data that
has similar appearance with target data, Zhang et al. [46] use an
appearance adaptation network to gradually generate a stylized
image from a noise image by adapting the appearance to target data.
Chen et al. [6] further propose an input-level adaptation network
Learning to Simulate Complex Scenes MM ’20, Oct 12–16, 2020, Seattle, United States
that leverages the depth information to reconstruct the source im-
age. It employs an adversarial learning [15] framework to ensure
style consistency between source and target domains.
Graphic engine based data generation.Graphic engine based
methods [11, 13, 32] use the simulated 3Dmodels, such as person [2],
object [30] and scene [13, 36], as well as varying virtual environ-
ments to render and generate synthetic data. On one hand, there
is some works setting the conditions of generating data manually
or randomly [31, 40]. For example, Hattori et al. [17] generate data
by tuning the scene to match specific scene artificially to help de-
tect pedestrians in real data. On the other hand, several recent
researches propose to synthesize data by learning-based simulation
methods [16, 18, 24, 31, 34]. For example, Ruiz et al. [34] propose
reinforcement learning-based method for adjusting the parameters
of synthesized data to mimic KITTI [14] and get significant perfor-
mance improvement of synthetic data using learned parameters
than random parameters. Yao et al. propose to use FID [18] metric
with attribute descent to optimize the attributes of synthetic data
for vehicle re-ID and get improved recognition results by using the
optimized data than random attribute setting data.
Learning from synthetic data. Based on the convenience of
annotation of synthetic data, some datasets have been created to
help learn models for related researches. For example, Richter et al.
[32] create a pixel-level annotated dataset including 24,966 images
through playing in the game Grand Theft Auto V for semantic
segmentation. Gaidon et al. [11] build a synthetic video dataset
- Virtual KITTI that mimics KITTI [13] to support bigger bench-
mark datasets for the visual community. Bak et al. [1] introduce
a synthetic dataset SyRI including 100 characters with rich light-
ing conditions to learn robust person re-identification models for
illumination variations. On the other hand, some work learns from
synthetic data based on its controllability to investigate some prob-
lem of specific conditions [10, 35, 38]. For example, Sun et al. [38]
discuss the influence of person viewpoint changes on person re-ID
systems and Sakaridis et al. [35] build a Foggy Cityscapes dataset
to learned semantic segmentation and object detection models that
have improved performance on challenging real foggy scenes.
3 SCENEX: COMPLEX SCENE GENERATOR
Existing simulators [10, 31, 39] are not very suitable to construct
complex scenes for two reasons. First, the number of classes in the
simulators is limited, so it is not feasible to perform segmentation
on a rich range of real-world objects. Second, they define attribute
at the instance level, e.g., the position and orientation of each object.
Under this setting, we can only edit individual objects. Given a large
number of objects, the editing space is huge and intractable. In this
section, we first describe the 3D assests in ScenceX corresponding
to a standard 19 classes. We then introduce how SceneX is rendered
in Unity, which allows us to optimize global attributes instead of
instance-level attributes used in previous works.
3.1 3D Scene Classes and Assets
SceneX contains 19 classes of assets. Its classes are the same with
Cityscapes [7], i.e., car, pedestrian, building and etc. It is designed
to generate street scenes from a first-person driver perspective.
Specifically, SceneX contains 200 pedestrian models, 195 cars, 28
Environment: illumination intensity : 0.2                  2
Position: distance between buildings and road : 10                  40
Density: interval of buildings : 1                  30
Figure 2: Example global attributes. (i) Illumination inten-
sity changes the brightness of virtual environment, and (ii)
distance between buildings and road changes the position of
a group of buildings and (iii) interval of buildings changes
the density of buildings.
buses and 39 trucks from existing model repositories [38, 45], and
makes necessary modifications so that they are compatible with our
engine. Besides, we collect 106 buildings, 18 bicycles, and 19 trees,
among others. There are also 14 sky box models to simulate differ-
ent weather conditions. With these models, SceneX can generate
complex scenes with a rich range of objects.
3.2 Engine Design and Global Attributes
We aim to simulate scenes that contain many objects. Existing data
simulation works generally are not very well designed to handle
this problem. For example, Kar et al. optimize the attributes of each
object [24], which leads to a prohibitively large search space if the
scene contains many objects. To accomplish our goal, we propose
a different strategy regarding attribute manipulation. Details of
engine design and global attributes are provided below.
Engine design. Our data synthesis engine is featured by a “line-
based” design. To the center of a scene is a road map, around which
19 types of objects are placed. In the line-based design, the same
types of objects (e.g., bicycles) are placed along a line parallel to
the road, and thus these objects have the same distance to the road.
Because objects on a line are tied, changing the position of an object
means to move all the objects placed by the same magnitude on
that line. This object placement strategy not only allows us to easily
adjust the distance between objects and the road, but also enables
precise object density changes by modifying the interval between
objects on the same line. Therefore, when considering a single type
of object (e.g., persons), its distribution within a scene is determined
by its distance to the road and its density.
Global attributes. We use 23 global attributes to control the
scene structure, including 8 for environment, 7 for object position
and 8 for object density. We intuitively select these global attributes
as they have large influence on the overall scene property. Examples
of the global attributes are shown in Fig. 2. Among them, illumina-
tion intensity changes the brightness of virtual environment, which
affects the visibility of objects. Distance between buildings and the
road changes the position of a group of buildings, and building inter-
val changes the density of buildings along the line. Fig. 2 shows that
by editing the values of global attributes (only a few parameters),
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the scene structure / appearance can be significantly changed. The
advantages of using global attributes is discussed in Section 4.4.
As a controllable system, the attributes of SceneX are editable.
Like [45], we build a Python API using Unity ML-Agents plugin
[23]. It allows us to modify the attributes directly through Python
programming without needing expert knowledge about Unity. We
refer readers to the appendix for more details of our engine.
4 PROPOSED METHOD
4.1 Problem Formulation
Suppose we have a target dataset that is divided into two parts,
i.e., a validation set Dv (X ,Y ) and a test set Dt (X ,Y ), where X and
Y are a set of images and their segmentation labels, respectively.
Our objective is to train a policy network Gϕ , parameterized by ϕ,
which takes a set of randomly sampled attributes θ as input and
outputs a set of updated attributes θ ′. Inputting θ ′ into SceneX, the
engine will render a synthetic dataset S(X ,Y ), where X contains
images, and Y represents the corresponding pixel-wise labels auto-
matically acquired through rendering engine buffer. After training
a segmentation network Tω (parameterized by ω) on S(X ,Y ) till
convergence, we compute the accuracy on Dv (X ,Y ). The accu-
racy score is used to update the policy network, enforcing it to
increase the accuracy on Dv (X ,Y ), and thus on Dt (X ,Y ). In short,
the training process poses a bi-level optimization problem, i.e.,
ϕ∗ = argmax
ϕ
∑
(x ,y)∈Dv (X ,Y )
Score(y,Tω (x ;ω∗(ϕ))), (1a)
s .t . w∗(ϕ) = argmin
ω
∑
(x ,y)∈S (X ,Y )
L(y,Tω (x ;ω(ϕ))). (1b)
For two reasons, solving this problem with a gradient-based ap-
proach is not feasible. First, the mathematical rendering function
of Unity is unknown. Second, the accuracy score is computed upon
a training-till-convergence process. That is, we have to train the
segmentation model till convergence before obtaining the segmen-
tation accuracy as supervision signal.
4.2 Scalable Discretization-and-Relaxation
In order to optimize the attributes of SceneX, we propose a scalable
discretization-and-relaxation (SDR) optimization method. It follows
a reinforcement learning framework, and employs a neural network
to map random attribute values to updated ones.
The reinforcement learning framework. Similar to [24, 34],
our overall architecture adopts the REINFORCE algorithm [42] to
tackle the system’s being non-differentiable. The REINFORCE algo-
rithm optimizes the problem through a sampling process, forcing it
to maximize the following expected reward,
J (ϕ) = Eθ ′∼πϕ (θ )[Score(θ ′)], (2)
with respect to ϕ. Score(θ ′) is the accuracy score computed on
the validation set Dv (X ,Y ), where θ ′ are updated attributes that
are sampled from Gϕ (θ ). An unbiased, empirical estimate of the
gradients for updating the policy is,
∇ϕ J (ϕ) ≈
1
K
K∑
k=1
∇ϕ loд(πϕ (θ ))(Score(θ ′k ) − b), (3)
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Figure 3: The proposed SDR method. Random attributes
are fed into the policy network, outputting discrete values.
Then we manually inject variance on top of these values. Fi-
nal output values are used to update the policy network.
whereb is a baseline that is usually chosen to be exponential moving
average over previous rewards, and K is the number of different
datasets sampled in one policy.
Discretization-and-relaxation with MLP. We view this at-
tribute optimization task as a distribution mapping problem that
maps random attribute values to optimized ones. In order to achieve
our goal, we employ a multi-layer perceptron (MLP) to building a
mapping function between random and updated attribute values.
The MLP optimizes the attribute values through a discretization
process. Specifically, suppose the input of MLP is a N dimensional
vector that represents random attribute values, where N denotes
attribute number. The corresponding output is a N ×K dimensional
vector with a softmax function applied to the second dimension,
where K denotes discrete number. Under this form, we quantize
each attribute into K discrete values, with a probability distribution
over K numbers. Each value is then sampled from the K numbers
during training, or determined by maximum probability during test-
ing. The sampled outputs are regarded as updated attribute values,
with a dimension of N , and their probabilities are known so as to
update the policy. In order to remedy the loss of attribute diversity
caused by discretization, a relaxation process is added afterwards,
that is we manually inject variance on top of the updated attributes.
An overview of the proposed SDR method is illustrated in Fig. 3.
Method scalability. Our method is scalable in the following
three aspects. First, the attribute number N is scalable, since we can
change the input dimension. That means the change of attribute
number to be optimized jointly each time. Second, the discrete
number K is scalable, since we can change the output dimension.
That means the change of refinement degree of output values for
each attribute. Third, the discrete number for each attribute is
scalable, since we can assign different output layers for different
attributes. That means to assign different discrete numbers (i.e.,
refinement degree) for different attributes.
4.3 SDR in Groups
As the number of attribute increases, the performance of REIN-
FORCE algorithm drops rapidly due of the increasing sampling
space. In order to tackle it, we propose to use SDR in groups. That
is, we split the attributes into several groups and optimize them
using SDR in the form of coordinate descent [43].
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Figure 4: SDR in groups. We split the input, output and the
policy network into several groups, and optimize each group
by SDR using coordinate descent.
Specifically, the input of MLP is a N dimensional vector θ . The
corresponding output is a N × K dimensional vector θs , represent-
ing the sampling space of updated attributes. In order to use SDR
in groups, θ is split into n parts, i.e., θ1,θ2, . . . ,θn , where θn is a
Nn dimensional vector and
∑i=0
n Ni = N . The corresponding out-
put vector is θs1 ,θs2 , . . . ,θsn , where θsn is a Nn × K dimensional
vector. Sampling from θsn can get θ ′n with dimension of Nn . After
concatenating θ ′1,θ
′
2, . . . ,θ
′
n , we can get the updated attributes θ ′.
The policy modelGϕ is also split into n models during this process,
resulting into Gϕ1 ,Gϕ2 , . . .Gϕn . Each model is optimized under
following equations:
J1 =Score(concat[θ ′1,θ2, . . . ,θi , . . . ,θn ]]),
J2 =Score(concat[θ ′1,θ ′2, . . . ,θi , . . . ,θn ]]),
. . .
Ji =Score(concat[θ ′1,θ ′2, . . . ,θ ′i , . . . ,θn ]]),
. . .
Jn =Score(concat[θ ′1,θ ′2, . . . ,θ ′i , . . . ,θ ′n ]]).
(4)
4.4 Discussion
Difference with attribute descent [45]. Attribute descent can
be viewed as a special case of the proposed SDR. That is, if we
replace the policy model in SDR with the brute force search and set
the number of groups to N (N is the total number of attributes), our
method will reduce to attribute decent. Attribute descent optimizes
each attribute independently, while our method jointly optimizes
attributes in a group, thus considering their dependencies. Besides,
the algorithm complexity of attribute descent isO(NK), so it is time-
consuming when the number of attributes is large. In comparison,
the complexity of SDR is O(nK), where n is the group number,
which is much smaller.
Differencewith learning to simulate [34] andmeta-sim [24].
The difference with these two methods lies in the usage of policy.
In [24, 34], A Gaussian model is used as the policy, where the pa-
rameters to be learned are the mean and variance. This strategy
requires the policy to sample within a large range value, so it is
very sensitive to the initial value. Moreover, using the Gaussian
model means that only continuous attributes can be optimized. As
a result, these two methods perform sampling in a huge search
space. Moreover, our method departs from these two methods in
that we use global attributes rather than instance-level ones. The
advantages of using global attributes are discussed below.
Why global attributes? The advantages of using global at-
tributes over instance-level attributes are two-fold. First, global
attributes more directly represent the characteristics of a scene. For
example, by directly manipulating the density of pedestrians and
cars, urban and rural areas can be better characterized. By decreas-
ing the distance between buildings and road, we can directly mimic
the situation in a modern city. In comparison, manipulating the
location of individual cars and persons apparently gives much less
direct impact on the overall structure and significantly increases
system computational burden.
Second, the search space of global attribute is much smaller.
Suppose all the objects are placed on a two-dimensional map. The
search space for an individual object is Sx · Sy , where Sx and Sy
represent the search space (in pixels) along x and y axis, respec-
tively. Suppose a scene has C classes of objects, and that Ni is
number of objects for each class. The search space of the scene is∏C
i=1(Sx · Sy )Ni if the scene structure optimization is performed
under instance level. In comparison, for global-level attribute op-
timization, the search space is significantly reduced to (Sx · D)C
since we place the same type of objects on a line, where D repre-
sents the range of object density and is smaller than Sy . A reduced
search space allows our method to operate efficiently and converge
to a superior state.
5 EXPERIMENT
In this section, we first compare SDR with other attribute optimiza-
tion methods. Then, we compare the effectiveness as a training set
of our simulated images with existing synthetic datasets GTA5 and
SYNTHIA. Besides, we show that our simulated data is beneficial
for pre-training. Finally, we verify the necessity of each component
in the proposed SDR method.
5.1 Experimental Setting
Datasets for attribute training and testing. We use two real-
world datasets to train the attributes of SceneX. The Cityscapes
dataset [7] contains 2,975 images in the training set and 500 images
in the validation set, all of size 2, 048 × 1, 024. We select 500 images
from the training set for attribute training and calculate model
accuracy on the validation set. We down-sample the images to
640 × 320 during attribute training and 1, 024 × 512 during testing.
For the pre-training experiment in Section 5.3, we fine-tune the pre-
trained network on the training set at image resolution of 1, 024 ×
512, and report the results on the validation set at original size. The
CamVid dataset [4] contains 367 and 233 images for training and
testing, respectively. We use the training set for attribute training
and compute model accuracy on the test set. The dataset images
have a fixed spatial resolution of 960 × 720, and we down-sample
them to 480 × 360 at all settings.
Datasets for Comparison.We compare our simulated dataset
(namedUnityScene) with two existing synthetic datasets, GTA5 [32]
and SYNTHIA [33]. GTA5 consists of 24,966 images with resolution
of 1, 914 × 1, 052 obtained from the GTA5 video game. The ground
truth annotations are compatible with the Cityscapes dataset that
contains 19 categories. SYNTHIA [33] is a dataset with synthetic
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Table 2: Segmentation accuracy on (a) Cityscape and (b) CamVid datasets. Four synthetic datasets are used for training, i.e.,
SYNTHIA, GTA5, SceneX by RA (random attributes), and SceneX by SDR (ours). Two networks are used, FCN8s and DeepLabv2.
We highlight the numbers where our method SDR gives the highest accuracy for the corresponding class.
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SYNTHIA 9.4k
FC
N
8s
37.0 22.8 63.5 0.1 0 4.8 0 0 71.1 0 73.1 35.1 4.6 25.7 0 6.4 0 0 0 18.1
GTA5 24.9k 34.3 16.3 69.2 12.8 12.0 7.7 0 0 75.7 15.7 65.5 26.9 0 38.2 10.4 1.8 0 0 0 20.3
SceneX+RA 450 51.6 17.8 48.4 0 0 1.5 0.8 0 61.9 6.2 13.5 0.3 1.5 0.1 1.3 2.1 0 0 2.0 10.9
SceneX+SDR 450 66.1 25.0 56.3 0.5 0 8.9 0.5 0 68.8 7.0 41.7 21.5 10.6 28.8 6.0 0.3 0 0 12.6 18.6
SYNTHIA 9.4k
D
ee
pL
ab
v2 45.4 18.6 66.8 15.2 10.8 16.6 11.6 0.6 77.1 16.7 65.3 39.6 2.1 49.9 8.9 11.6 0 5.5 0 18.3
GTA5 24.9k 12.3 19.9 40.8 1.6 0 15.5 0.7 3.9 75.3 0 70.6 38.3 2.4 44.9 0 14.0 0 0.2 6.6 24.2
SceneX+RA 450 63.8 10.4 56.1 0.1 0 3.1 2.1 0.1 57.1 0.9 20.7 5.2 1.7 6.4 1.4 1.6 0.3 0.9 1.1 12.3
SceneX+SDR 450 70.6 18.6 63.1 4.0 0.4 10.4 0.2 0.7 64.2 3.6 40.6 27.1 3.7 30.0 2.0 0 0 1.2 8.5 18.4
(b) Synthetic dataset→ CamVid
Dataset Size Net Sky Build Pole Road SW Tree Sign Fence Car PR Bike mIoU
SYNTHIA 9.4k
FC
N
8s
81.6 65.2 0.7 63.6 42.1 47.4 0 0 46.9 19.1 0 33.3
GTA5 24.9k 75.6 67.8 0 66.4 43.3 56.8 0 0 53.8 0 0 33.1
SceneX+RA 450 42.7 56.0 1.1 35.9 44.1 41.3 0 0 25.3 0 0 22.4
SceneX+SDR 450 81.7 53.7 2.6 69.3 44.9 29.4 1.0 0 24.7 10.7 5.7 29.6
SYNTHIA 9.4k
D
ee
pL
ab
v2 65.6 62.2 10.3 55.3 36.1 47.6 1.6 0 50.1 27.6 4.6 32.6
GTA5 24.9k 58.3 63.4 7.5 34.5 31.3 53.8 11.7 22.2 65.9 10.1 0 32.6
SceneX+RA 450 64.6 63.5 2.3 55.1 36.4 44.1 4.5 0 33.6 0 2.1 27.8
SceneX+SDR 450 68.1 55.6 7.2 60.1 45.8 42.1 12.2 0 35.7 14.2 4.2 31.4
images of urban scenes. The rendering covers a variety of envi-
ronments and weather conditions. We adopt the SYNTHIA-RAND-
CITYSCAPES subset that contains 9,400 images. The 19 categories
in UnityScene, GTA5 and SYNTHIA are consistent.
Evaluation metric.We use the commonly used mean intersec-
tion over union (mIoU) as evaluation metric.
Implementation details. For the policy network, we deploy a
three-layer MLP with hidden dimension of 256, and output dimen-
sion (K ) of 10. We use the Adam optimizer with a fixed learning rate
of 1 × 10−2. The 23 attributes are first permutated and then manu-
ally grouped into 2-8 attributes in each group. Details of attribute
grouping can be accessed in the supplementary material.
For the segmentation model, we deploy the widely used FCN8s
[28] and DeepLabv2 [5], which both adopt VGG16 [37] as backbone.
During training, we use the SGD optimizer with a base learning
rate of 5 × 10−4. Following Zhao et al. [47], we deploy the poly
learning rate decay by multiplying the factor (1 − itertotal−iter )0.9.
We compute the accuracy score on the real-world validation
set after training the segmentation model for 1000 iterations on
simulated images and then update the policy network, which re-
peats for 50 times. It takes 2.2 and 3.1 seconds to obtain an image
and its segmentation label for a spatial resolution of 640 × 320 and
1024×512 respectively on an AMD Ryzen Threadripper 2950X CPU.
Besides rendering, we use one RTX 2080Ti GPU for deep learning
experiment. The simulated dataset size is 180 in training process.
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Figure 5: Method comparison on the Cityscapes validation
set. (Top:) we choose to optimize 3, 5, and 7 correlated at-
tributes, respectively. (Bottom:) we report the search time
of optimizing 7 attributes. Four attribute learning methods
are compared. SDR gives the best accuracy while consuming
much less time than attribute descent and random search.
5.2 Comparative Study
Effectiveness of SDR over the random attributes baseline.
We render datasets using random attributes and attributes opti-
mized by SDR, respectively. We train FCN8s and DeepLabv2 on
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these datasets and compare the model performance on Cityscapes
and CamVid datasets. Results are summarized in Table 2 and Fig. 5.
It is clear from Table 2 and Fig. 5 that attributes learned through
SDR are significantly superior to random attributes in synthesiz-
ing effective datasets. For example, on the Cityscapes dataset, the
mIoU produced by our method (SceneX+SDR) is higher than ran-
dom attributes (SceneX+RA) by +7.7% and +6.1% using FCN8s and
DeepLabv2, respectively. Such an advantage exists in most classes.
A similar trend can be observed on CamVid.
Comparing SDR with other attribute optimization meth-
ods. In Fig. 5, we compare SDR with several attribute learning
methods, including attribute descent [45] and random search. Ran-
dom search samples many set of attributes and gets the best at-
tribute combination by brute force search. Because the compared
methods are considered not scalable w.r.t the number of attributes,
this experiment will optimize a fraction of the total 23 attributes.
Specifically, we select 7 correlated attributes, i.e., 7 object position
attributes (see Supplementary Material for details). Among them,
we select 3, 5, and 7 attributes, forming three sets of experiment.
From the perspective of segmentation accuracy, we observe
that SDR consistently outperforms the competing algorithms. At-
tribute descent does not consider attribute correlations and gives
the lowest accuracy among the compared methods. It is even on
par with random attributes baseline when optimizing 3 attributes.
It indicates that when synthesizing complex scenes, it is of vital
importance to consider attribute correlations, because various types
of objects are closely related in the scene structure. In this regard,
both SDR and random search consider attribute correlation via joint
optimization. The difference is that random search faces a large
search space (it does not have the grouping operation). Therefore, as
the number of attributes increases, it gets harder for random search
to find an appropriate attribute combination, so the performance
gap between SDR and random search is larger under 7 attributes
compared with 3 and 5 attributes.
From the view of efficiency, our optimizationmethod converges
faster than attribute descent and random search (saving 40% time),
due to the discretization and grouping operations. Specifically,
when optimizing 7 attributes, the time needed for SDR, attribute
descent, and random search is 17h, 29h, 29h, respectively. When
optimizing 23 attributes, our method takes 52h while time for the
other two methods will increase proportionally.
We show examples of synthetic images using different meth-
ods within SceneX in Fig. 6. Random attribute randomizes object
positions within a large range. Attribute descent tends to places
visually obvious objects (e.g., buildings, trees) close to the road,
resulting in severe overlap and a crowded scene. In comparison,
SDR finds a more appropriate attribute combination, resulting in a
more reasonable scene. For example, SDR places pedestrians and
riders on the sidewalk, and trees on the terrain.
Comparing optimized SceneX with GTA5 and SYNTHIA
as effective training sets.We respectively use GTA5, SYNTHIA,
and SceneX (optimized by SDR) as training data, and use Cityscapes
and CamVid as testing data in Table 2. We observe that SceneX (by
SDR) produces promising accuracy: very competitive on Cityscapes
compared with SYNTHIA, and slightly lower than SYNTHIA and
GTA5 on CamVid. In important classes such as road, bicycle and
rider, SceneX exhibits the highest segmentation accuracy.
For two understandable reasons, models trained with SceneX
are not superior to those trained with SYNTHIA and GTA5. First,
as shown in Table 2, SceneX only contains 450 images, much fewer
than 24,966 and 9,400 in GTA5 and SYNTHIA, respectively. This is
because SceneX has a limited number of 3D assests, which cannot
support the content diversity of a database as large as several thou-
sand. Second, because GTA5 and SYNTHIA images are collected
from video games that were carefully designed by professionals,
their 3D assests are much more realistic than SceneX. These two
limitations will be addressed in our next version by including more
diverse and realistic 3D models. Here we emphasize the advantages
of SceneX is unparalleled: SYNTHIA and GTA5 only contain static
images, while SceneX content can be freely edited. The strength
of such content editability is obvious: only 450 images can provide
very promising segmentation accuracy on real-world datasets.
5.3 Simulation as Pre-training
Here we compare SceneX (SDR) with ImageNet and SceneX (ran-
dom attributes, RA) their ability in model pretraining. We use the
FCN8s as the segmentation model. Model fine-tuning is performed
on the Cityscapes and CamVid datasets, respectively. Results are
shown in Fig. 7. The results indicate that using SceneX+SDR for pre-
training yields higher accuracy than ImageNet aswell as SceneX+RA.
This comparison is statistically significant. Besides, SceneX with
random attributes also yields statistically higher accuracy than Ima-
geNet. These results suggest that synthetic data optimized towards
the target domain (i.e., Cityscapes or CamVid) have the potential
to be a more effective source for model pre-training.
5.4 Ablation Study
In this section, we present the necessity of individual component
in SDR. The details of ablation study are shown in Fig.8.
Relaxation is necessary. It adds variance to the discrete at-
tribute values and thus increases the diversity of generated scenes.
Removing the relaxation process leads to an mIoU drop of 3.5%.
Optimizing attributes in groups is beneficial.Without group-
ing, the search space becomes very large, and the algorithm may
fall into inferior local optimums, causing the mIoU to drop by 7.9%.
Necessity of considering attribute correlation.Withoutman-
ually grouping correlated attributes into the same group, mIoU will
drop from 19.0% to 16.1%. Fig. 6 shows that unreasonable scene
structures will be generated in this case.
Importance of different types of global attributes. Three
types of attributes are optimized: those related to environment,
object location and object density. If we remove each attribute
category (they have 8, 7, and 8 attributes, respectively), the mIoU
will drop by 3.4%, 1.2% and 2.1%, respectively. It indicates that the
imaging condition, scene layout (object position) and density are
essential to determining scene content.
5.5 Important Parameters
Here, we analyze the impact of some important parameters in our
data simulation method. The parameters include the number of 3D
assets and simulated images.
As shown in Fig. 9, using all of the 3D assets within SceneX (full
asset) always obtains higher accuracy than using half of the assets
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Figure 6: Examples of generated synthetic images by random attribute, attribute descent and SDR within SceneX. Random at-
tribute randomizes object positions within a large range. Attribute descent tends to places visually obvious objects (e.g., build-
ing, tree) close to the road, resulting in severe overlap. In comparison, we observe that SDR place objects at more reasonable
positions, such as person, rider on the sidewalk, tree on the terrain, and building away from the road for less occlusion.
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Figure 7: Evalutation of dataset abilities in pre-training.
We compare ImageNet, SceneX+RA, and SceneX+SDR. The
model is pretrained on synthetic data and fine-tuned and
tested on Cityscapes and CamVid. We use statistical signifi-
cance analysis to show the training stability. “*” means sta-
tistically significant (i.e., 0.01<p-value<0.05) and “**” means
statistically very significant (i.e., p-value<0.01) respectively.
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Figure 8: Ablation study for the SDR method. We remove
the following components one at a time: relaxation (R),
attribute grouping (G), considering attribute correlation
(Corr), attributes for environments (AE), attributes for ob-
ject position (AP), and attributes for object density (AD).
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Figure 9: Impact of the number of 3D assets and the number
of simulated images on test accuracy.We reportmIoU (%) on
the Cityscapes validatoin set.
used in our engine. Since SceneX is extendable, it is beneficial to
improve segmentation accuracy by adding more 3D models.
Besides, the number of simulated images also matters. Firstly,
simulating few images (e.g., 180, 450) in case of half asset is harmful
to the test accuracy. This may be caused by the lack of some good
3D models in this case. Secondly, as the number of simulates images
increases, the test accuracy tends to be slightly increasing, except
the case of 1350 images, whichwe guess is influenced by the training
process. Overall, the test accuracy is stable around 19 %mIoU, which
is quite a promising real-world segmentation accuracy compared
with existing synthetic datasets.
6 CONCLUSIONS
Due to its convenience of acquiring ground truth labels at a large
scale, data simulation is becoming a promising solution to the prob-
lem of lacking annotated data. Simulated data offers us a unique
opportunity in content adaptation, i.e., editing image content to
generate a training set useful for the target domain. This paper
proposes a scalable solution towards complex scene synthesis to be
utilized in training semantic segmentationmodels. Our contribution
is two-fold. First, we introduce a new 3D scene generation engine
- SceneX, which construct scenes based on global-level attributes,
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such as illumination and object density. Second, our solution ex-
plicitly considers attribute correlation, and its structure follows a
discretization-and-relaxation strategy, making it uniquely suitable
for the challenging scene generation problem at hand. We show
that our optimized dataset is consistently superior to that generated
by random attributes. With only 450 images, the optimized SceneX
dataset is very close to the performance of GTA5 and SYNTHIA that
have many thousands of realistic images. These results strongly
support the idea of content adaptation. In future, we will collect
more diverse and more realistic 3D models and dive deeper into
this interesting area.
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Figure 10: Example assets in SceneX. Assets are available for
all 19 classes in Cityscapes [7]. 3D Models in each category
have various appearances to simulate diverse scenes.
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Figure 11: Details of SceneX. It is composed of Unity asset
database, Unity rendering engine and a Python API. The
Unity rendering engine is featured by a “line-based” design.
Through Python programming, we can easily control the
scene structure by modifying the global attributes.
A DETAILS OF SCENEX
A.1 3D Scene Classes and Assets
To perform segmentation on a rich range of objects, we have col-
lected a large number of 3D assets for the engine. SceneX contains
19 classes of virtual objects, i.e., car, pedestrian, building and etc,
which is compatible with Cityscapes [7]. Specifically, SceneX con-
tains 200 pedestrian models, 195 cars, 28 buses and 39 trucks from
existing model repositories [38, 45], and makes necessary modifi-
cations so that they are compatible with our engine. Besides, we
collect 106 buildings, 18 bicycles, and 19 trees, among others. There
are also 14 sky box models to simulate different weather conditions.
Some sample object models are shown in Fig. 10.
A.2 Engine design
As illustrated in Fig. 11, our system is mainly composed of Unity
asset database, Unity rendering engine and a Python API. The Unity
database contains 19 classes of 3D assets that have various appear-
ances, and it is extendable. The Unity rendering engine defines the
scene structure and is able to change the environment variables. The
scene structure is featured by a “line-based” design. After the scene
is constructed, the camera moves and captures the scene, outputting
a set of synthetic images as well as corresponding ground truth
segmentation labels, which are automatically generated through
rendering buffer. The Python API ensures us to control the scene
structure bymodifying the global attributes within SceneX, through
Python programming.
The “line-based” design enables us to control the scene structure
with few parameters. Specifically, as shown in Fig. 11, to the center
of a scene is a road map, around which are a group of lines. These
lines are designed to place objects on. Same types of objects (e.g.,
bicycles) are placed along a line parallel to the road, and they share
the distancewith the road. Objects on the same line are tied together,
which means changing the position of an object equals to moving
all the objects placed by the same magnitude. This object placement
strategy not only allows us to easily adjust the distance between
objects and the road, but also enables precise object density changes
by modifying the interval between objects on the same line.
Thus, the scene generation process can be viewed as a sequential
process. Firstly, the positions of the lines are determined, and the
types of objects to be placed on them are determined as well. Then,
objects such as buildings, persons and cars are randomly picked
from the Unity asset database, and placed onto their corresponding
lines. After all the lines are filled with objects, the illumination
changes and the camera moves to capture the scene. After that, the
scene is destroyed and another scene is constructed. This scene
generation process repeats several times, such that the generated
dataset consists of various scenes.
Label acquisition.The advantage of data synthesis is that labels
can be obtained freely. Given an image of the scene, pixel-level
ground truths can be obtained through the rendering buffer.
A.3 Attribute design
There 23 global attributes within SceneX, and they are classified
into three groups, i.e., 8 for environment, 7 for object position (i.e.,
line position) and 8 for density. The details of these attributes are
listed as follow.
Environment variables.
- Illumination intensity, that changes the brightness of the
virtual environment.
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- Illumination angle x, that changes the rotation angle along
x axis for illumination.
- Illumination angle y, that changes the rotation angle along
y axis for illumination.
- Camera position probability, that changes the probability of
camera to be on left or right side on the road.
- Camera position x, that changes the camera position along
x axis.
- Camera position y, that changes the camera position along
y axis.
- Camera rotation x, that changes the camera rotation angle
along x axis.
- Camera rotation y, that changes the camera rotation angle
along y axis.
Position variables for context splines.
- Building position, that changes the parallel distance between
the building (and train) and the road.
- Fence position, that changes the parallel distance between
the fence (and wall) and the road.
- Tree position, that changes the parallel distance between the
tree and the road.
- Bicycle position, that changes the parallel distance between
the bicycle (and motorcycle) and the road.
- Person position, that changes the parallel distance between
the person (and rider) and the road.
- Pole position, that changes the parallel distance between the
pole (and traffic sign) and the road.
- Car position, that changes the parallel distance between the
car (and bus, truck) and the road.
Density variables for context splines.
- Building probability, that changes the occurrence probability
for building (and train).
- Building interval, that changes the interval for buildings.
- Fence interval, that changes the interval for fences (and
walls).
- Tree interval, that changes the interval for trees.
- Bicycle interval, that changes the interval for bicycles (and
motorcycles).
- Person interval, that changes the interval for pedestrians
(and riders).
- Pole interval, that changes the interval for poles (and traffic
signs).
- Car interval, that changes the interval for cars (and buses
and trucks).
B DETAILS OF ATTRIBUTE TRAINING
B.1 Cityscapes as target dataset
When using Cityscapes as the target dataset, we simulate synthetic
images at resolution of 640 × 320 at training stage, and 1024 × 512
at testing stage. We manually permutate the 23 global attributes
into three groups, i.e., 7 for object locations, 8 for object densities
and 8 for environments. Furthermore, we split the 8 object density
variables into four groups, with two attributes in each group. Thus,
the 23 attributes are split into six groups, and they are optimized
using SDR in groups.
During attribute training, each group of attributes are optimized
for up to 50 updates of the policy network. For each update, one
dataset is generated with a size of 180 images, and thus an accuracy
score is calculated to update the policy network.
B.2 CamVid as target dataset
When using CamVid as the target dataset, we simulate synthetic
images at resolution of 480× 360 at both training and testing stages.
The 8 object location variables are split into four groups, with two
attributes in each group respectively. Thus, the 23 attributes in this
case are split into six groups. And we simulate 180 images in each
optimizing step like Cityscapes.
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Figure 12: Sample images of existing synthetic datasets (a) GTA5 and (b) SYNTHIA and (c) simulated dataset using SDR within
SceneX (SceneX+SDR) as well as the target real-world dataset (d) Cityscapes.
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Figure 13: Sample images of (top) simulated images using SDR within SceneX (SceneX+SDR) as well as (bottom) the target
dataset CamVid.
