In this paper, an intelligent Decision-Making Framework (DMF) is developed to help decision-makers identify cost-effective ozone control policies. High concentrations of ozone at the ground-level continue to be a serious problem in numerous U.S. cities. Our DMF searches for dynamic and targeted control policies that require a lower total reduction of emissions than current control strategies based on the "trial and error" approach typically employed by state government decision-makers. Our DMF utilizes a rigorous stochastic dynamic programming (SDP) formulation and incorporates an Atmospheric Chemistry Module to model how ozone concentrations change over time. Within the Atmospheric Chemistry Module, methods from design and analysis of computer experiments are employed to create SDP state transition equation metamodels, and critical dimensionality reduction is conducted to reduce the state space dimension in solving our SDP problem. Results are presented from a prototype DMF for the Atlanta metropolitan region.
Introduction
The increasing concentrations of ozone in the urban (and often rural) atmosphere are a major environmental issue. Ozone is considered to be a harmful pollutant because of its detrimental effects on humans and the natural ecosystem. The Clean Air Act empowers the U.S. Environmental Protection Agency (EPA) to set the National Ambient Air Quality Standards (NAAQS). Ozone is one of the EPA's six criteria pollutants regulated by NAAQS (http://www.epa.gov/air/criteria.html). The one-hour EPA standard defines an ozone exceedance as a daily peak hourly averaged ozone concentration that exceeds 0.12 parts per million (ppm). Given that modern ambient ozone monitoring devices are capable of precisely measuring ozone to within 0.001 ppm, the U.S. EPA adopted a standard rounding convention in the practical application of the NAAQS such that ozone concentrations of 0.124 ppm are considered to meet the NAAQS, and concentrations of 0.125 ppm are considered to exceed the NAAQS. An area is determined to be attaining the standard when the number of exceedance days per year, averaged over three years, is less than or equal to one. For the stricter 8-hour EPA standard, an area is attaining the standard when the three-year average of the annual fourth highest daily 8-hour average ozone concentration does not exceed 0.08 ppm (0.084 ppm with rounding). Additional non-attainment areas have been identified using the 8-hour standard. Non-attainment areas are required to improve air quality to the standard set by the EPA.
Ground-level (tropospheric) ozone is not emitted directly into the air but is created by a complex series of reactions involving nitrogen oxides (NOx = NO + NO 2 ) and volatile organic compounds (VOCs) in the presence of sunlight (Sillman et al. 1995) . Primary sources of NOx are power plants, automobiles and industry. VOCs have a wide variety of both anthropogenic sources (combustion, solvents) and natural sources (vegetation) . In order to control ground-level ozone, it is typically necessary to control emissions of NOx and VOCs. Ozone exists naturally in the atmosphere. In the stratosphere, high concentrations of ozone protect the earth's surface from harmful ultraviolet radiation emitted by the sun. Much lower concentrations of ozone are found in the unpolluted troposphere resulting from a complex series of natural photochemical reactions and stratospheric intrusions. In the polluted troposphere, typically around urbanized areas where emissions of anthropogenic sources are greatest, photochemical reactions involving NOx and VOCs may increase ground-level ozone concentrations considerably. Such increases are highest in the summer when sunlight and heat increase the rate of photochemical formation; thus, ozone concentrations build during the course of a day and fall as the sun goes down. Ozone controls seek to reduce VOCs and/or NOx, depending on the characteristics of a non-attainment area, although nonlinearities in the air chemistry can occur when very high concentrations of NOx lead to lower ozone in local areas.
Due to legislative efforts and increasing concerns for air quality, many research studies have been conducted on ozone pollution control. Complex 3-D air quality photochemical models (e.g., Urban
Airshed Model, U.S. EPA 1990; Comprehensive Air quality Model, http://www.camx.com/) have been developed to simulate air pollution emissions, chemical reactions, and atmospheric transport, in order to predict ozone concentrations and help government decision-makers evaluate control strategies. Current approaches in the U.S. predominantly employ "trial and error" to identify "across-the-board" control strategies. Here "across-the-board" means that the emission reduction percentage of NOx or VOCs must remain the same for all emission sources across the entire urban area, 24 hours a day. Identifying promising control strategies is a challenge due to many issues, including the complex mechanisms of ozone formation, large numbers of emission sources in the target geographical domain, and conflicting social and political interests. Previous work in this area includes Seinfeld and Kyan (1971) , Trijonis (1974) , Kyan and Seinfeld (1974) , and Loughlin et al. (2000) . Seinfeld and Kyan (1971) proposed a pioneering framework for determination of air pollution control strategies in 1970s. In this framework, a linear programming (LP) model was formulated and solved to optimally select control options which would reduce the total mass emissions to a projected level. Then a simple model based on the concept of well-mixed cells was employed to relate the total amount of emissions to the concentrations of a pollutant such as ozone. By solving these two problems for different values of total mass emissions, the optimal control strategies for different values of pollutant concentrations were obtained. Kyan and Seinfeld (1974) further extended the decoupled two-stage optimization model of Seinfeld and Kyan (1971) to an integrated non-linear optimization model. Trijonis (1974) used a simplified isopleth diagram approach to estimate the minimum required across-the-board VOCs and NOx reductions to achieve a target level of ozone, then solved an LP model to identify the best control strategies to achieve the minimum required emission reductions. Loughlin et al. (2000) applied genetic algorithms to search for cost-effective control strategies based on a simple computer air chemistry model, Ozone Isopleths Plotting Package -Research Version.
Most of the methods mentioned above aim to optimize control strategies in which the required emission reductions vary with emission sources, but none of them addressed the fact that the minimum required emission reductions need not be constant across different times of day to achieve the same results. By allowing emission reductions to change with both source location and time of a day, we may obtain more cost-effective control strategies than those that only account for the location of emissions. In addition, simple analytical air chemistry models lack the capability of accounting for the complex terrain of target domain, complex weather conditions, and locality of emissions (Seinfeld 1988) .
By contrast, our decision making framework (DMF) employs a comprehensive 3-D air chemistry photochemical model to search for cost-effective emission reduction strategies that dynamically vary over time, depending on the initial conditions of the day, and are targeted in critical locations and time periods.
To accommodate continuous variables, time dependencies, and uncertainty, the DMF is based on a rigorous continuous-state stochastic dynamic programming (SDP) approach (e.g., Foufoula-Georgiou Kitanidis 1988 , Chen et al. 1999 . The advantage of dynamic programming (Bellman 1957) is its ability to model a system changing over time, and it has been applied to a number of environmental engineering problems (e.g., Shoemaker 1982 , Yakowitz 1982 , Bouzaher et al. 1990 , Mhaisalkar et al. 1993 , Tsai et al. 2004 ). Our DMF is illustrated in Figure 1 . First, potential SDP state variables, decision variables, and time stages must be identified. These are then employed to construct the desired SDP cost objectives and constraints.
More importantly, the Atmospheric Chemistry Module encompasses many steps using the comprehensive air chemistry photochemical model to identify the key state and decision variables, and ultimately estimate the SDP state transition equations.
Finally, the SDP method brings all components together and solves for an optimal reduction policy. To enable a computationally-tractable solution, statistical methods from data mining and computer experiments (see reviews by Hastie et al. 2001; Tsui et al. 2006; Chen et al. 2003 Chen et al. , 2006 ) are utilized within the Atmospheric Chemistry Module and by the SDP solution method. We refer to a "control policy" as a solution from the SDP method, while a "control strategy" is an implementable action.
For the purposes of developing a DMF prototype, we focus on an Atlanta case study for the ozone episode during the time period from July 29 -August 1, 1987. This remains to be one of the worst on record, and to date, no practical control strategy using typical approaches has been identified to handle this episode. Our objective was to see if our DMF could identify a control policy that would achieve the EPA standard more cost-effectively than the across-the-board approach. The details of the Atlanta Atmospheric Chemistry Module were presented by Yang et al. (2007) . Hence, the primary contributions of the current paper are to develop the complete SDP model and to demonstrate our DMF prototype using the Atlanta case study. This is the first demonstration of numerically solving a continuous-state SDP problem with hundreds of potential state variables using a mining, metamodeling, and computer experiments based SDP solution method. The success of our DMF prototype shows the potential for identifying dynamic and targeted control strategies for air quality; such a DMF for air quality has never been imagined before, much less realized. More generally, our SDP approach could be applied to other highly complex stochastic dynamic systems, such as dynamic treatment strategies (Murphy 2003) .
For ozone pollution control, our objective is to minimize the expected total cost of reducing emissions in order to maintain a maximum ozone level below the EPA standard. In the prototype DMF for Atlanta, we assume the same convex, monotonically increasing cost function for reduction of emissions at each source; however, real economic costs could be incorporated, if available. Although the practicality of the control policy is not considered, a solution from our DMF would provide insights and directions for new control strategies. A brief description of the Atmospheric Chemistry Module is given in the next section, our SDP approach is given in Section 3, and the Atlanta application is in Section 4. Yang et al. (2007) developed the Atmospheric Chemistry Module, in which statistical methods from data mining and computer experiments are employed to model the relationships between emissions and ozone represented by a comprehensive air chemistry photochemical model. We provide a brief description here to facilitate understanding of our DMF, and results for the Atlanta case study are summarized in Section 4.1. Unlike many other applications, it is not practical to change the levels of emissions in a metropolitan airshed and then observe the resulting air quality. Thus, collection of real experimental data is not an option. Advanced air chemistry photochemical models, such as the Urban Airshed Model, are reasonably accurate in simulating air quality (SIP 2001) . Consequently, a state implementation plan (SIP) chooses a representative ozone episode, for which an advanced air chemistry photochemical model is painstakingly developed and then used by the state to demonstrate control strategies that lead to compliance with the EPA standard. The weather conditions in the air chemistry photochemical model mimic the weather conditions of the specified ozone episode.
Atmospheric Chemistry Module
Due to the computational requirements, direct optimization of ozone control strategies using a comprehensive air chemistry photochemical model has not been attempted to date. Methods from design and analysis of computer experiments enable construction of an approximation of the desired performance measure(s) from a computer experiment, such as a simulation model, via "metamodels."
The input data to a comprehensive air chemistry photochemical model include geographical domain boundary parameters, meteorological parameters, and emissions data. In constructing the model input for a specific metropolitan region, meteorological conditions, including wind direction, wind speed, temperature and sunlight, and emissions from various sources must be estimated. Emission sources are categorized as point sources (e.g., power plants, chemical plants, steel mills), mobile sources (e.g., onroad vehicles, ships, airplanes), and area sources (e.g., dry cleaners, paint shops, lawnmowers). In this paper, the mobile and area sources are combined into a single non-point source category. Typically, the model input is developed for a specific ozone episode that is representative for testing control strategies.
The emissions that occurred during the modeled episode are called the base case emissions. Control strategies (generally) would specify actions to reduce these emissions.
In our DMF's Atmospheric Chemistry Module, we are interested in the relationships between the emissions (point and non-point sources) and the maximum ozone levels given the meteorological conditions of the specified ozone episode for a modeled metropolitan region. Since we desire to vary emission reductions over time and space, the Atmospheric Chemistry Module's tasks are as follows: 1) Initialization: Identify spatial regions (non-point sources) and time periods in which emission reductions may be independently applied. Identify monitoring stations at which to estimate maximum ozone.
2) Mining: Construct an experimental design over emissions from point and non-point sources to collect "data" from the comprehensive air chemistry photochemical model. Mine this data to eliminate sources at which emission reduction has little effect on maximum ozone.
3) Metamodeling: Construct an experimental design that varies the emissions retained after data mining over the time periods. Use the resulting ozone data from the air chemistry photochemical simulation to fit metamodels for maximum ozone in each time period for each monitoring station.
Potential explanatory variables include all emissions from current and previous time periods and maximum ozone in previous time periods.
The purpose of the Initialization Phase is to integrate the expertise of air quality decision-makers.
Following this, the Mining and Metamodeling Phases are general and do not require expert input, although, it is always worthwhile to share the results of the mining and metamodeling steps with the domain experts, so as to ensure their reasonability. Given the number of emission sources, the Mining Phase requires construction of an appropriate experimental design, execution of the air chemistry photochemical model for each design point, and usage of an appropriate data mining method. The approach taken by Yang et al. (2007) was to construct a Latin hypercube design and employ a stepwise linear regression procedure with a significance level of 0.10. A potentially more efficient approach was proposed by Shih et al. (2006) , which studied mining methods when the number of observations (design points) is less than the number of predictor variables (emission sources). Requiring few design points would reduce the number of expensive air chemistry photochemical model runs. Finally, the Metamodeling Phase typically requires a larger experimental design than the Mining task, so as to ensure accurate modeling by the chosen approximation method. These metamodels will be employed as the SDP state transition equations described in Section 3.3. Yang et al. (2007) chose to employ linear regression metamodels for two reasons: (i) linear state transitions ensure convexity of the SDP optimization; (ii) nonlinearities in the air chemistry can occur when very high concentrations of NOx lead to lower ozone in local areas, and decision-makers know that increasing NOx to reduce ozone locally comes at a cost of increasing ozone concentrations elsewhere. Although only the linear regression metamodels are used in the current paper, Yang et al. (2007) also explored the use of multivariate adaptive regression splines (Friedman 1991, Tsai and Chen 2005) . An initialization time period p = 0 is included to initialize the SDP state variables. Then, a general statistical model for the maximum ozone level at monitoring station S in time period p can be written as:
is the function to be approximated and ) (⋅ f ε is the error term that follows a specified probability distribution. A good approximation does not require all the potential explanatory variables, and model selection is a key component of the modeling process. Of all the potential models for the response variables, we are interested in those with low complexity and good prediction accuracy, which are often obtained by minimizing prediction error on a validation data set or conducting cross-validation (Hastie et al. 2001 ). In the case of linear regression, we can use measures such as the coefficient of determination (R 2 ) or Akaike's information criterion (Kutner et al. 2004) . Only those explanatory variables that appear in the metamodels will need to be included the SDP formulation; thus, critical dimensionality reduction occurs within the Atmospheric Chemistry Module. Further discussion on this is given in Section 3.1.
Stochastic Dynamic Programming Approach
A continuous-state SDP model over T discrete time stages can be written as (Chen et al. 1999 
State and Decision Variables
In SDP stage t (t = 1, …, T), the set of decision variables corresponds to the emission sources (point and non-point) that will be controlled in time period t. It should be noted that we can only control those emission sources that are explicitly represented within the air chemistry photochemical model of the specified ozone episode; hence, emissions beyond the boundaries of the modeling domain cannot be controlled. The set of state variables in SDP stage t consists of the complete history of maximum ozone and emissions across the modeled domain, i.e., the maximum ozone levels and emissions occurring in time periods p < t. In the Atmospheric Chemistry Module, ozone metamodels were developed to predict maximum ozone in time period p given the complete history prior to p and the set of emission variables in time period p. However, not all the historical variables and emission variables are utilized within these ozone metamodels. Consequently, the decision vector in SDP stage t need only maintain those emission variables that are required by the ozone metamodels for time period t. Similarly, we can reduce the set of maintained state variables. Clearly, historical variables required by the ozone metamodels for time period t must be maintained in the state vector for SDP stage t. In addition, a historical variable occurring prior to time period t that is required by an ozone metamodel in a time period p > t must be maintained in the state vector for SDP stage t, regardless of whether it was needed in time period t, in order to pass that information on to the later time period. More precisely, we define the following sets of variables and set operations to obtain the minimal set of state variables for each SDP stage t (stored below in X t ).
V t = Set of historical variables needed to predict maximum ozone levels in time period t. X t = Set of variables to be maintained as state variables for SDP stage t.
U t = Set of emission variables to be maintained as decision variables for SDP stage t.
Then, the relationships among these variable sets can be derived backwards as follows:
is an emission variable for time period
, is an emission variable for time period , 1, , 2,1 , 1, , 2,1
Consequently, unlike the typical SDP formulation in equation (1), the state and decision variable spaces can be considerably different from stage to stage. The dimension of the SDP problem is then taken to be the maximum state dimension among all stages.
Objectives and Constraints
The primary objective of an air quality control strategy is to maintain the air quality such that it satisfies the EPA standard, e.g., the one-hour EPA ozone standard of 0.12 ppm. This could be enforced via a strict constraint, but to enable a smoother SDP value function, we chose a penalty approach. In our DMF prototype the purpose of the cost function is to identify the emission reductions that provide the most reduction in ozone, so that minimal emission reductions are employed to achieve the EPA standard. As long as the cost function is increasing in form and the emission reductions across sources are weighted equally, this purpose is served. It is not presumed that this type of cost function represents reality since in actuality control strategies will have different costs. Further discussion on costs may be found in Section 4.4.
For our SDP model, our objectives are:
1) If the EPA standard cannot be attained due to factors not controlled by the decision variables, such as meteorological conditions, initial conditions, etc., then find the SDP control policy to minimize the ozone level.
2) If the EPA standard can be attained, then find a SDP control policy that attains the ozone goals with the least expected cost.
To take these objectives into account, the cost function is formulated for each SDP stage t ( ) and can be stated as follows: α and β must be chosen such that the penalty cost dominates the total emission reduction cost when maximum ozone exceeds the EPA standard. Both the emission reduction cost function and penalty function follow quintic forms similar to those used in Chen et al. (1999) . The choice of smooth convex functions enabled the use of a fast sequential quadratic programming optimization routine from the NAG library (NAG 1991 (NAG , 2002 .
In our DMF, the emission reduction cost function has the form u ≤ is needed to prevent removal of more emissions than were emitted (and this constraint can be adjusted to further limit emission reductions).
Since the emission reduction cost function c e (·) is based on the fraction of emission reduction from the base case, the unscaled cost of reducing the same fraction for a source with high base case emissions is the same as a source with low base case emissions. In reality, it should cost more to reduce this fraction for the source with high base case emissions because more reduction would be required. Hence, the scaling factor 
When the maximum ozone level (x) is above 0.12 ppm, the penalty cost will exceed 1000. Thus, the total emission cost should be scaled (using α ) such that the maximum total emission reduction cost should not exceed 1000. When the maximum ozone level is less than 0.118 ppm, the penalty cost is zero (0.118 ppm is used instead of 0.125 ppm, the standard to 3 decimal places, to allow for a margin of error, since photochemical modeling contains numerous sources of uncertainty). Finally, it should be noted that there are modeling uncertainties in the system and the DMF, so in practice, the 0.118 and 0.12 values in the penalty function could be lowered to provide a greater margin for error. However, this would primarily affect the amount of reduction, as opposed to the times and locations of reductions.
State Transition Equations
The state variables of SDP stage t + 1 are determined by state transition equations, which are functions of the state, decision, and random variables of SDP stage t. The state and decision variables have been identified in Section 3.1, such that in each SDP stage t, the necessary variables are available to calculate the predicted maximum ozone levels using the statistical metamodels; thus, these metamodels specify the state transitions for maximum ozone to SDP stage t + 1. Using to denote the maximum ozone occurring in time period t that is saved as a state variable in SDP stage t + 1, the state transitions can be written in the form: 
The stochastic variable is based on the random error in a multiple linear regression model, and we assume these follow a normal distribution with mean zero and variance . The error variances are estimated using the mean square for error (MSE) from each regression model. Residual analyses of the regression models were conducted to validate that normality was reasonably satisfied. However,
for computational reasons, the continuous normal distribution was not incorporated directly in the DMF.
Instead, the simple two-point discretization for the standard normal random variable (Z) from Chen et al.
(1999) was employed, as shown below.
Furthermore, it is assumed that all the stochastic components in the system are independent. These discretized distributions for are used to approximate the expected value in equation (1). Finer discretizations would yield better approximations of the expected value in the same manner as numerical integration, and future research seeks to represent these uncertainties more realistically using the variability in actual data. (Tsai and Chen 2005 ) was applied to a 20-dimensional wastewater treatment problem (Tsai et al. 2004) , and a version using neural networks in place of MARS was applied to a 30-dimensional water reservoir problem (Cervellera et al. 2006 ).
Our ozone pollution DMF employed another version similar to the OA/MARS approach, using an experimental design based on a low-discrepancy sequence (a.k.a., number-theoretic method). Much literature has been devoted to the construction of low-discrepancy sequences (see Chen et al. 2003 for background in the context of computer experiments), and application to SDP has only been studied recently (Wen 2005) . Well-known constructions include good lattice points, good points, Halton sequences, Hammersley sequences, Sobol´ sequences, Faure sequences, and Niederreiter-Xing sequences (e.g., Halton 1960 , Hammersley 1960 , Sobol´ 1967 , Xing and Niederreiter 1995 , Faure 2001 . The advantage of low-discrepancy sequences over other experimental designs is that the discretization points are distributed in the space evenly according to a certain definition of discrepancy (Niederreiter 1992) .
Prototype Decision-Making Framework for Atlanta
For the Atlanta application, the DMF was used to study the ozone episode during July 29 -August 1, 1987, which is one of the worst on record for Atlanta. To date, no practical control strategy using typical approaches has been identified to handle this episode, and our ultimate objective is use our DMF to see if a dynamic and targeted control strategy could be more cost-effective. A comprehensive air chemistry photochemical model was constructed using the EPA's Urban Airshed Model, which is recommended by EPA for State Implementation Plan (SIP) demonstration, and has been used extensively to study ozone pollution in urban Atlanta (Chameides et al. 1992; Chameides and Cowling 1995; Saylor et al. 1999; Chang and Cardelino 2000; SIP 1998 SIP , 2001 . the third day to demonstrate our DMF approach. The Atlanta Atmospheric Chemistry Module is briefly described in Section 4.1, and the SDP control policy for July 31 is discussed in Sections 4.2 and 4.3.
Atlanta Atmospheric Chemistry Module
To reduce ozone concentrations, emissions of NOx and VOCs are candidates for reduction. Atlanta, in particular, is "NOx-limited," which means that targeting VOCs is not effective (Chameides et al. 1988 ).
For our Atlanta DMF, we chose to control only NOx emissions. However, if we included ozone and NOx at every point source (102) and every grid region (40 × 40) and each hour (24), the number of state variables in the SDP model would still be exceedingly large. Thus, in order to achieve a computationallytractable DMF, a major step in the Atmospheric Chemistry Module is dimension reduction, conducted by the 3 phases described in Section 2. We summarize here the results of Yang et al. (2007) In the Mining Phase, a small 149-point Latin hypercube experimental design (constructed such that all variance inflation factors were less than 7.0) determined NOx emissions from zero up to the base case level, and stepwise regression with a significance level of 0.10 was used to eliminate unimportant variables. Different time periods were not considered. Of the original 102 point sources, only 15 were found statistically significant, while others were clearly unimportant. Nine out of the 25 grid squares
were not statistically significant; however, all were retained for analyses in the next phase.
In the Metamodeling Phase, the NOx emissions for the 25 grid squares and 15 significant point sources were varied separately over the 5 time periods using a 500-point Latin hypercube experimental design (with all variance inflation factors less than 1.6). The maximum hourly-averaged ozone at the four PAMS sites in time periods 1, 2, 3, 4 constituted a set of 16 response variables. Separate regression metamodels were then constructed for each of the response variables. Specifically, the state transition equation metamodel for maximum ozone in time period t could be a function of maximum ozone in earlier time periods and NOx emissions from time period t and earlier. In each SDP stage we only need to maintain those state and decision variables required by the state transition equation metamodels for that stage and later stages. This greatly reduces the dimension of the SDP system. For Atlanta, the minimum set of decision variables is shown in Figure 2 . The minimal numbers of required state variables for SDP stages 1 through 4, shown in Figure 3 , were 17, 25, 23, and 19, respectively. Hence, the effective dimensionality of this SDP problem is 25. 
SDP Control Policies for Atlanta
In the Atlanta SDP model, time periods 1 through 4 were modeled as SDP stages, and time period 0 was considered only as an initialization time period. The emissions from time periods 1 through 4 corresponded to the decision variables in the four SDP stages. As stated in Section 3.4, our SDP solution method employed an experimental design based on a low-discrepancy sequence to discretize the continuous SDP state spaces and continuous MARS approximations of the continuous SDP future value functions. For state space discretization, point sets of 2000 points from Sobol´ sequences were used. These sequences were generalized by Niederreiter (1988) and Xing and Niederreiter (1995) . A publicdomain Sobol´ sequence generator obtained from http://ldsequences.sourceforge.net/ was used. Table 1 shows the resulting numbers of basis functions for the MARS future value function approximations in each stage and the corresponding run times. Although the optimal solutions that were obtained by the backward SDP solution algorithm could be used to interpolate a control policy, a forward "re-optimization" technique has been shown to provide better control policies. For a given initial state vector entering the first SDP stage, , the state transition equation metamodels from the Atmospheric Chemistry Module are used to evolve the system, and the optimal decisions are solved forward using equation (1). The "reoptimized" SDP decision vector for initial state can be denoted as a T-tuple, ( , …, ), which specifies where, when, and by how much emissions should be reduced. The re-optimized SDP decision vector is then simulated in the Urban Airshed Model to obtain the resulting ozone levels. reactions that lead to ozone are driven by sunlight and heat, precursors (NOx and VOCs) by mid-day are more likely to be involved in these reactions than emissions occurring late in the day. Even though air quality decision-makers are aware of this knowledge, it is not used in their current development of control strategies. A progressive decision-maker would seek control strategies that achieve these optimal emission reductions; however, implementable actions that achieve these reductions may not exist. For example, an action that seeks to reduce mobile emissions in a specific square region in the morning might limit traffic during the morning rush hour in that region. This action would be implementable only if the desired traffic patterns can be enforced. In addition, although this action would reduce the targeted emissions, it might simultaneously increase emissions during other time periods or locations. If these transferred emissions occur during times or locations that have lower impact on maximum ozone, then we would still see an overall reduction in maximum ozone. In seeking implementable actions, additional testing may be conducted via the DMF by adding physical/societal constraints to the set of constraints in SDP equation (1) Further results for these scenarios are given in the Appendix. The Atlanta Urban Airshed Model was calibrated for each scenario and then used to calculate the corresponding maximum ozone levels.
Variation in the decision variables is grouped into three categories in Table 2 . About one-third of the sources exhibited no variation; these were reduced by either 0% or 100% in all scenarios. The remaining sources exhibited some variation, demonstrating the dynamic nature of the SDP solution. Overall, nearly two-thirds of the decision variables are similar across all scenarios, but the remaining optimized decisions depend on the initial conditions. With regard to identifying control strategies, sources that exhibited little to no variation could be leveraged to create static controls (that are still targeted in time and location); however, the ultimate efficiency does require some dynamic controls that depend on the initial conditions of the day. Implementation of dynamic controls is certainly not practical at this time. 
Cost-effectiveness of SDP Control Policies
To demonstrate cost-effectiveness, across-the-board approaches with varying percent reductions were simulated in the Atlanta Urban Airshed Model for all 50 scenarios, and the resulting maximum ozone levels are shown in Table 3 . To achieve equivalent maximum ozone levels as the SDP control policies, an across-the-board reduction of 50% to 60% is needed. As seen in Table 4 of the Appendix, the SDP control policies require a similar total emission reduction in the first time period (7:00 AM -10:00 AM) and much lower reductions in the later time periods. Since the across-the-board approach requires maintaining the stated percent reduction over the entire 24 hours, it is clear that our DMF approach yields more cost-effective control policies. Even within the 7:00 AM -7:00 PM time period controlled by our DMF, the total percent reduction is lower using the SDP control policy. 
Beyond a Prototype
The knowledge gained from the results of our DMF suggest that (1) it is much more cost-effective to target reductions by time and location, and (2) it would be worthwhile for decision-makers to start thinking about dynamic controls. This is demonstrative of the power of the described DMF for finding heretofore undiscovered opportunities for effectively and efficiently managing air quality. The results shown, however, should not yet be considered a practical solution for improving air quality in the metropolitan Atlanta area, nor have they been considered as such by any authority. While the cost functions used here are reasonable for this demonstration, they are not based on any real experience or survey of expected costs. Further, they do not reflect the many other potential continuous and discontinuous constraints that decision makers must consider, e.g. considerations of economic and environmental justice, political will, social acceptance, or the ability to enforce controls. It is possible to include these issues in a much more complicated model, and to use real cost data that reflects local anomalies and regional trends, but that is well beyond the scope of this study. It is expected that if this DMF were to be applied to any region for the purpose of identifying control strategies beyond the prototypical demonstration shown here, a significant fraction of the project would consist of developing reasonable, realistic and comprehensive cost functions and constraints. Once in hand, the approach described here can be used to find an optimum solution.
Concluding Remarks
Although tremendous scientific advancements have been made in air quality modeling, cost-effective ozone management is still a challenging issue. In this research, statistical computer experiments, stochastic dynamic programming, and a comprehensive 3-D air chemistry photochemical model, were utilized to develop a computationally-tractable DMF that searches for dynamic and targeted control policies. The DMF can help decision-makers identify where, when, and how much emissions should be reduced to achieve the EPA ozone standard more cost-effectively than an across-the-board approach. To reduce the computational requirements of our DMF, parallel computing can be utilized in the Atmospheric Chemistry Module and in solving SDP (see Eschenbach et al. 1995) . If cost and emission reduction information is available, implementable actions could also be explored via our DMF. in the nonattainment areas, including in Atlanta. In turn, the State of Georgia again was required to consider controls on sources for which it has the authority to regulate --namely those sources in Georgia.
In recognition of the jurisdiction over which state regulators have authority, and their pertinent marginal decision-making needs, it is appropriate that options for control are constrained to only those within the defined system. No emission reductions are taken before 7:00 AM or after 7:00 PM. Of the 50 scenarios, 35 attained the EPA standard of 0.125, with the maximum ozone level ranging from 0.1210 to 0.1296 ppm. As mentioned in Section 3.2, parameters of the penalty cost function can be adjusted to allow a greater margin for error. 
