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El presente proyecto trata del diseño de una arquitectura de red robusta para los colaboradores del 
centro de contacto en el que se logra identificar los problemas recurrentes asociados al uso de 
internet, con esto se busca solucionar los incidentes recurrentes como: perdida de señal de internet 
y luz en el hogar, lo que reduce notablemente la calidad de servicio del área de contact center. 
En la arquitectura propuesta se propone concentradores en Alta disponibilidad a nivel de Datacenter 
en un site y otro Site. 
En la casa del colaborador se dispone de un servicio de internet HFC Principal suministrado por la 
entidad Bancaria y un servicio de internet 4G inalámbrico como contingencia, con la idea de 
mantener la disponibilidad para el Internet. 
En el caso de la electricidad la entidad bancaria está suministrando un UPS con 2 horas de autonomía. 
El objetivo de este proyecto es implementar toda la red perimetral y desplegar los equipos en la casa 
de los colaboradores (más de 500 asesores) y con ello lograr que todo el centro de contacto realice 
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El proyecto Home Office del centro de contacto nació en plena cuarentena e implicaba el 
diseño e implementación de la solución de conectividad y lograr alta disponibilidad en los 
hogares de los asesores, para ello se realizó la importación de equipos, traslados e 
instalaciones en un periodo de inmovilización total sin embargo se hizo un trabajo de 
seguimiento minucioso para lograrlo pese a la coyuntura. 
Con esto se dio solución a los problemas recurrentes que tenían los asesores que intentaban 
mantener un teletrabajo usando los recursos de su propio internet y sin respaldo de luz, al ser 
una cantidad considerable, algunos asesores presentaban caídas de internet y la solución es 
esperar que regrese su servicio al igual que el servicio de luz. 
El diseño de la red implica alta disponibilidad en el servicio de internet con un enlace 
principal HFC y un enlace de internet secundario con Chip 4G, implementando un equipo de 
marca Cisco Meraki que permitía ambas conexiones con sensores ante las intermitencias o 
caídas de alguno de estos enlaces, para de esta manera usar el segundo enlace en caso 
ocurriese, para el caso de la caída de luz se implementó un UPS por cada asesor con una 
autonomía de 2 horas, el datacenter cuenta con 2 servidores que administran la solución y 
todas las conexiones entrantes de los teletrabajadores. 
Esta propuesta cuenta con un diseño altamente escalable y con contingencia a todo nivel. 
Se fueron identificando las aplicaciones críticas que requieren conectividad directa usando 








1.1. Definición del Problema 
 
1.1.1. Descripción del Problema 
 
Debido a la coyuntura que está pasando el País con el Coronavirus hizo que 
muchas empresas transformen su modalidad de trabajo, ya que no pueden 
trabajar en una misma oficina para evitar que los contagios sigan aumentando, 
por ello la Entidad Bancaria tomo la decisión de evaluar esta modalidad. 
 
El centro de contacto es una de las áreas de mayor criticidad de la entidad, 
debido a que hacen uso de llamadas entrantes y salientes con el fin de establecer 
comunicación con los clientes, estas las decepcionan y envían a través de la 
telefonía IP. 
 
Los constantes problemas reportados en un inicio debido a la adaptación de 
teletrabajo sin ninguna infraestructura conllevo a muchas caídas de internet por 
parte de los asesores ya que es un servicio doméstico y también los cortes de 
luz que tienen algunas zonas, por lo tanto, estas afectaciones disminuyen la 
disponibilidad de asesores y reducen la calidad del servicio del centro de 
contacto. 
 
Esto con lleva a perdidas financieros y molestias de los clientes, incluso la red 
domestica no está totalmente asegurada ya que no posee ningún mecanismo de 
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seguridad para trabajar. 
Por ello la realización de una arquitectura de red escalable y que solucione los 
problemas de estabilidad, disponibilidad y seguridad para los teletrabajadores 









Deficiencia en la conectividad bajo la modalidad de home office dentro 






Interrupciones en la red de home office. 
 
 
Deficiencia en la conectividad y las 
operaciones del centro de contacto. 
 
Lentitud en restablecer la conectividad y 
los servicios. 
 
Descontento de los clientes y la pérdida 
de imagen del grupo financiero 
 
Falta de solución centralizado, 
gestionable y seguro para la modalidad 
home office. 
 
Bajo control y gestión en la red de home 
office. 
 
Fuente: Elaboración propia 
 
1.1.2. Formulación del Problema 
 
1.1.2.1. Problema General 
 
¿Cómo lograr la estabilidad y disponibilidad en la conexión VPN de los 
trabajadores del centro de contacto que se encuentran en home office? 
 
1.1.2.2. Problemas específicos 
 
- ¿De qué manera puede afectar la Interrupción en las labores del 
teletrabajador por incidentes de internet? 
- ¿De qué manera afecta la Interrupción del teletrabajo por corte 
de luz? 
- ¿De qué manera se mejoraría la disponibilidad y seguridad en la 








1.2. Definición de objetivos 
 
1.2.1. Objetivo general 
 
Diseñar e implementar una solución de conectividad que garantice la 
operatividad y seguridad del centro de contacto mediante el teletrabajo. 
 
1.2.2. Objetivos específicos 
 
 Identificar el esquema actual de conectividad de home office de la 
entidad bancaria y sus puntos de falla. 
 Diseñar una arquitectura robusta a nivel de conectividad de red que 
garantice la alta disponibilidad ante algún evento de falla a nivel perimetral y 
remoto dentro de la solución. 
 Analizar e implementar la seguridad que requiere la entidad bancaria 
para evitar cualquier tipo de vulnerabilidad a nivel de red. 
 Implementar la solución en base a la arquitectura propuesta y asegurar el 
despliegue de la solución. 
 




Este proyecto se enfocará en realizar el diseño y la implementación de una 
arquitectura de red para lograr el trabajo home office que requiere la entidad 
bancaria en su área de centro de contacto: 
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 Se diseñará la solución bajo una topología de red enfocado al home 
office y se incluirá la implementación de los concentradores en su 
Datacenter principal y Datacenter secundario, así como en los Endpoint 
de los asesores. 
 Se desplegarán 200 equipos necesarios en los hogares para lograr que 
todos los colaboradores del centro de contacto puedan trabajar de 
manera remota bajo esta solución. 
 Evaluar y Realizar la integración con las plataformas de seguridad que 
requiere la entidad bancaria para el control de los equipos de los 
colaboradores y monitoreo de eventos de seguridad. 
 Implementar un flujo de atenciones centralizado ante cualquier 




Para el presente proyecto de una solución de conectividad home office para 
una entidad financiera presentaron las siguientes limitaciones:  
 Si el colaborador no cuenta con ninguna cobertura HFC o 4G del ISP no 
podrá optar por esta modalidad o solo un tipo de conectividad sin 
contingencia. 
 Punto de falla en el Endpoint VPN, si esta falla se pierde la conectividad 
del colaborador. 
 La solución soporta un máximo de 3500 (1500 por cada Datacenter) 
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usuarios conectados por VPN con los equipos utilizados (crecimiento 




Se justifica el proyecto de diseño e implementación para solucionar los problemas 
frente a la pandemia y adoptar una nueva modalidad de trabajo de manera escalable, 
segura y flexible. 
Utilizando equipos Cisco para lograr la comunicación de acuerdo con el diseño 
propuesto, Cisco ofrece distintas soluciones y equipos para lograr dicho objetivo 
con varias funcionalidades y configuraciones que permite adaptar a la solución. 
 
Con esta solución se logrará: 
 
- Evolucionar el Canal hacia un Nuevo Modelo de Trabajo 
- Tener una solución VPN de teletrabajo muy escalable, segura y flexible en 
comparación con otras soluciones VPN. 
- Mejorar clima y propuesta laboral (nuevos perfiles) 
- Reducir en 42% el costo de una nueva posición (crecimiento eficiente) 




El enfoque principal la metodología PPDIOO trata de conocer las actividades 
requeridas, por la tecnología y dimensión de la red, que permiten instalar o 
implementar de la mejor forma posible las tecnologías de Cisco. 
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1.4.2.  Practica 
 
El proyecto tiene como propósito el diseño e implementación de una arquitectura de 
red con equipos Cisco Meraki específicamente para el trabajo remoto del centro de 
contacto de la entidad bancaria, lo cual mejorando la operatividad y disponibilidad 
del servicio de red.  
 
1.4.3.  Metodológica 
 
La implementación de Home Office con tecnología Cisco Meraki para el 
establecimiento y el buen funcionamiento de una conectividad VPN robusta y 



















2.1. Fundamento teórico 
 
2.1.1. Estado del Arte 
 
PROPUESTA DE IMPLEMENTACIÓN DE TELETRABAJO EN EL 
DEPARTAMENTO DE PROYECTOS DE LA EMPRESA GBSYS  
(Adam. Gamboa 2014) 
Resumen: El presente trabajo se apoya en la utilización de tácticas de 
teletrabajo en el dpto. de proyectos de la compañía GBYS. 
Metodología: Fases y métodos para la ejecución del plan. 
Resultados: Conceptualizar propuestas con tácticas elementales para la 
utilización del teletrabajo. 
Conclusión: El teletrabajo puede traer beneficios a los burócratas que 
apliquen este modo. 
 
DISEÑO Y PLANEACIÓN DE UN PROYECTO PILOTO DE 
TELETRABAJO PARA EL SECTOR BANCARIO A PARTIR DE 
MODELOS TECNOLÓGICOS DE TT Y LA APROPIACIÓN DE LAS 
TIC  
(Esteban Santacruz 2014) 
Resumen: Busca enseñar los beneficios del teletrabajo en el área financiero 
bajo los estándares de estabilidad y ingreso a la red para su utilización de 




Metodología: Tipo tecnológica abarcando métodos, estudios y pruebas 
técnicas para el asentimiento de un modelo de teletrabajo efectivo para el área 
bancario, mostrando su efectividad desde el diseño de una prueba piloto que 
garantice la estabilidad para la entrada remoto a la información. 
 
Resultados: El teletrabajo en el rubro financiero trajo varios beneficios para 
la compañía como reducción de precios y beneficios para el trabajador. 
Conclusión: La utilización de un modelo de teletrabajo en una organización 
debería contemplar las necesidades, peligros, y grado de estabilidad para la 
entrada a la información. Cualquier descuido u omisión puede dañar 
seriamente la continuidad de comercio y tener resultados negativos para la 
producción y disponibilidad de servicio. 
 
PROPUESTA DE SEGURIDAD INFORMÁTICA PARA MEJORAR 
EL PROCESO DE ACCESO REMOTO EN UNA ENTIDAD 
FINANCIERA 
(Kevin Romero 2018) 
Resumen: Se formula una iniciativa de optimización al proceso de ingreso 
remoto, implementando las mejores prácticas de la estabilidad informática 
Metodología: El plan de indagación tiene un enfoque cuantitativo no 
empírico, dado a que no se manipula de manera directa las cambiantes del 
análisis. 
Resultados: Mejoras notables en la estabilidad de ingreso remoto para la 
estabilidad financiera y pruebas de manera correcta que garantiza la 
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estabilidad a partir de afuera de la red. 
 
PROPUESTA DE IMPLEMENTACIÓN DE UNA INTRANET VÍA 
VPN PARA MEJORAR LA CONFIDENCIALIDAD DEL 
INTERCAMBIO DE INFORMACIÓN ENTRE LAS SEDES LIMA – 
CUSCO DEL INEI  
(Jenny Mar Segundo 2016) 
 
Resumen: Mejorar la confidencialidad del intercambio de información en las 
sedes Lima - Cusco del Instituto Nacional de Estadística e Informática (INEI).  
Metodología: El presente trabajo de indagación es del tipo detallada, ya que 
se describirá paso a paso cada una de las configuraciones llevadas a cabo 
(intranet por VPN y servidor de correos).  
Resultados: Se mejoro de manera considerable la estabilidad en la conexión 
remota y se disminuyeron de forma notable los reportes de ataques de terceros. 
 
 
2.1.2. Base Teórica 
 
2.1.2.1.1.  Funcionamiento VPN: 
 
Una VPN es una red privada virtual que permite hacer una conexión segura y 
cifrada hacia otra red mediante Internet. 
Al conectar un dispositivo por VPN, el dispositivo actúa como si estuviese en 
la misma red interna; lo que permite, por ejemplo, entrar de forma remota a 




Los principales protocolos son: 
 
- PPTP (Protocolo de túnel punto a punto) es un protocolo de comunicaciones 
obsoleto que posibilita llevar a cabo redes privadas virtuales o VPN. 
- L2F (Reenvío de capa 2) L2F, o reenvío de capa 2 , es un protocolo de túnel 
desarrollado por Cisco Systems, Inc. L2F no da cifrado ni confidencialidad 
por sí mismo; Se fundamenta en el protocolo que se está tunelizando para 
conceder privacidad.  
- L2TP (Protocolo de túnel de capa 2), es un protocolo de túnel usado para 
VPN como parte de un servicio de entrega por ISPs. No provee ningún 
servicio de encriptación o confidencialidad en si. 
- IPSec es un protocolo de capa 3 llevado a cabo por el IETF que puede 
mandar datos cifrados para redes IP. 
 
Esencialmente en una VPN se utiliza “tunneling”, es el proceso de encapsular 
un paquete completo en otro paquete y enviarlo mediante la red. Los dos 
aspectos de la red conocen el protocolo que se utiliza en la ingreso y salida 
del paquete. Así el proceso de tunneling comprende la encapsulación, 
transmisión mediante la red intermedia y des encapsulación del paquete. 
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2.1.2.2.VPN Site to Site: 
 
Los recursos de red permanecen conectados de manera segura por medio de 
VPN a otra localización (que además podría ser alojamiento recursos); en la 
mayoría de los casos, ambas ubicaciones son parte de la misma organización.  
 







Las VPN site to site se implementan entre los dispositivos de seguridad o 
Firewalls en cada localización.  
 
En una VPN de lugar a lugar en malla (también popular como "radio a radio"), 
todas las personas de una organización las redes permanecen conectadas entre 
sí por medio de VPN. En una topología de concentrador y radio, todos los 
satélites las redes de sucursales ("radios") realizan un túnel de regreso a una 
oficina central ("concentrador") por medio de VPN; los radios realizan no 





2.1.2. Marco Conceptual. 
 
 
HA.- Termino usado para referirse a “High Availability” o Alta 
Disponibilidad, es un protocolo de diseño del sistema y su utilización 
vinculada que garantiza un cierto nivel absoluto de continuidad operacional a 
lo largo de un lapso de medición dado. 
 
Router.- Equipo que se ocupa de entablar la ruta que destinará a cada paquete 
de datos en una red informática. 
 
Datacenter.- Espacio donde se concentran los recursos necesarios para el 




Nube o Cloud.- es un término que se utiliza para describir una red mundial 
de servidores, cada uno con una función única. La nube no es una entidad 
física, sino una red monumental de servidores remotos de todo el mundo que 
están conectados para funcionar como un único ecosistema. 
 
Topología de Red.- Es la manera en que está diseñada la red, ya sea en el 
plano lógico o físico. 
 
HFC.- El híbrido de fibra coaxial, es un término que define una red de fibra 
óptica que añade tanto fibra óptica como cable coaxial para producir una red 
de banda ancha. Esta tecnología posibilita conexión a la red de internet de 
banda ancha usando las redes CATV que ya existen. 
 
4G.-  Es la cuarta generación de estándares de móviles sin cables. Es el 
sustituto de las familias de estándares 3G y 2G. 
 
Endpoint.- Equipo final del usuario. 
 
ISP.- “Internet Service Provider” es el proveedor que brinda la conexión a 
internet. 
 
LAN.- Local Área Network - Red de área local 
 




Home Office.- Trabajo remoto desde el hogar. 
 
 
2.2. Marco Metodológico. 
 
Marco metodológico utilizado: PPDIOO (De Cisco Systems). 
 
Se opto por la metodología PPDIOO de Cisco para definir las fases y 
actividades del proyecto, el producto a implementar es de la marca Cisco por 
lo tanto se recomienda usar su metodología para la implementación. 
Tabla 2. Metodología  
Fuente: Elaboración propia 
 
FASES:  
Fase 1: PREPARAR 
La identificación de la tecnología que soportará la arquitectura para la 
solución propuesta. 
 
Fase 2: PLANEAR 
Esta segunda etapa identifica los requerimientos de red llevando a cabo una 
caracterización y evaluación de la red, llevando a cabo un estudio de las 
deficiencias contra las superiores prácticas de arquitectura. Se prepara una 
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estrategia de plan desarrollado para regir las labores, dedicar causantes, 
verificación de ocupaciones y recursos para hacer el diseño y la utilización. 
Este proyecto de plan es seguido a lo largo de cada una de las etapas del 
periodo. 
 
Fase 3: DISEÑAR 
Desarrollar un diseño descriptivo que comprenda requerimientos técnicos y 
de negocios, conseguidos a partir de las etapas anteriores. Esta etapa incluye 
diagramas de red y lista de grupos. El proyecto de plan es actualizado con 
información más granular para la utilización. 
 
Fase 4: IMPLEMENTAR 
En esta etapa cada paso en la utilización debería integrar una especificación, 
guía de utilización, detallando tiempo preciado para llevar a cabo, pasos para 
retornar a un escenario anterior en caso de fracasa e información de alusión 
adicional. 
 
Fase 5: OPERAR 
Esta etapa preserva el estado de la red día a día. Esto incluye gestión y 
monitoreo de los elementos de la red, mantenimiento de ruteo, gestión de 
actualizaciones, gestión del funcionamiento, e identificación y corrección de 





Fase 6: OPTIMIZAR 
Esta etapa envuelve una gestión proactiva, identificando y resolviendo 
preguntas previamente que perjudiquen a la red. Esta etapa puede producir 
una modificación al diseño si demasiados inconvenientes aparecen, para 























DESARROLLO DE LA SOLUCIÓN 
 




Asesor con redundancia a nivel de Internet y VPN. 
 
- Se desplegará el equipo endpoint (Cisco Meraki Z3C) en cada casa del 
asesor. 
- El asesor contara con un enlace de internet HFC previamente instalado 
(desplegado por proveedor ISP). 
- El equipo entregado al asesor (Cisco Meraki Z3C) se conectará al router 
HFC que usará como enlace de internet principal y un CHIP 4G integrado 
por el mismo proveedor ISP que se utilizará como contingencia ante caída 
del enlace principal (lograr continuidad operativa del asesor). 
- El equipo UPS entregado se conectará a los equipos del usuario 










Fuente: Elaboración propia 
 
3.1.2. Equipamiento requerido 
 
A continuación, se presenta el equipamiento utilizado en el proyecto tanto 
para los 2 datacenters (instalación de concentradores principales) y el 
despliegue a los usuarios (terminales Z3C), se utilizó equipos de la marca 
Cisco. 
Tabla 3. Equipamiento para la solución (Concentradores para Datacenter). 
Producto Descripción Cantidad 
Switch   
32 
 
 MX250-HW  
 Meraki MX250 Router/Security 
Appliance  2 
 MA-PWR-CORD-US  
 Meraki AC Power Cord for MX and MS 
(US Plug)  4 
 MA-SFP-1GB-SX   Meraki 1000Base SX Multi-Mode  2 
 MA-SFP-10GB-SR   Meraki 10G Base SR Multi-Mode  2 
Licencias   
 LIC-MX250-ENT-3YR  
 Meraki MX250 Enterprise License and 
Support, 3YR  2 
Fuente: Elaboración propia 
 





Switch   
Z3C-HW-NA 




Meraki AC Power Cord for MX and MS 
(US Plug) 
300 
Licencias   
LIC-Z3C-ENT-3YR 
Meraki Z3C Enterprise License and 
Support, 3YR 
300 
Fuente: Elaboración propia 
 





Switch   
ISR4431/K9 
Cisco ISR 4431 (4GE,3NIM,8G 
FLASH,4G DRAM,IPB) 2 
SL-44-IPB-K9 
IP Base License for Cisco ISR 4400 
Series 2 
PWR-4430-AC AC Power Supply for Cisco ISR 4430 2 
CAB-AC 
AC Power Cord (North America), C13, 




8G eUSB Flash Memory for Cisco ISR 
4430 2 
MEM-4400-DP-2G 
2G DRAM (1 DIMM) for Cisco ISR 
4400 Data Plane 2 
NIM-BLANK 
Blank faceplate for NIM slot on Cisco ISR 
4400 
6 
MEM-44-4G 4G DRAM (1 x 4G) for Cisco ISR 4400 2 
SISR4400UK9-169 Cisco ISR 4400 Series IOS XE Universal 2 
PWR-4430-AC/2 
AC Power Supply (Secondary PS) for 
Cisco ISR 4430 
2 
 FL-4430-BOOST-K9  
 Booster Performance License for 4430 
Series  
2 





3.1.3. Consideraciones y riesgos que considera el banco (área de seguridad) 
 
 
Tabla 6. Requerimientos de seguridad 
 Descripción del Control 
Responsable 




del control Criticidad 
1 
Deshabilitar puertos físicos 
que no estén en uso equipo 




Proveedor Permanente Automático Preventivo Alta 
2 
Monitoreo de los enlaces de 
comunicaciones para 
identificar fallas, caidas o 
posibles intentos de 
intervención en los equipos 
Favio 
Quiñones / 
Proveedor Permanente Automático Preventivo Alta 
3 
Deshabilitar conexión WIFI 
para el acceso a internet, la 
conexión a internet solo 









Las configuraciones base 
del equipo se restablecerán 
en caso del reseteo 
[Equipos Cisco], 
administración de los 
equipos desde el dashboard 
de Cisco 
Meraki.|Configuraciones 
base del Z3C se cargan 
desde la nube 
Favio 
Quiñones / 
Proveedor Permanente Manual Preventivo Baja 
5 
La herramienta Cloud Cisco 
Meraki gestiona los 
terminales remotos, en caso 
de alteración de 
configuración, el 




Proveedor Permanente Automático Preventivo Baja 
6 
Deshabilitar el acceso 




filtrado por MAC, SSI 
Oculto, mínimo rango de 
potencia, uso de WPA2 y 
cifrado AES (o el más 
robusto disponible). Los 
password utilizados en la 
configuración del túnel 
VPN deben ser complejos 




Proveedor Permanente Manual Preventivo Media 
7 
Integración de SaaS Meraki 
 con Azure AD| Establecer 
segregación de funciones y 
creación de grupos de red 
para la gestión de los 
equipos en el 
DASHBOARD de 
Meraki|generar accesos 
banco a los proveedores que 
brindarán soporte a la 
solución|Generar accesos a 
citrix para que ingresen 
Favio 
Quiñones / 
Proveedor Permanente Manual Preventivo Alta 
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desde la red interna 
8 
Usar Whitelist para evitar 
IP's  
publicas|Asociar a IP 
pública del banco|Se 
especifican los rangos de 
direcciones IP desde el cual 
los administradores pueden 




Proveedor Permanente Manual Preventivo Alta 
9 
Elaborar un proceso para la  
renovación del API KEY  
que cuenta con un tiempo 
de caducidad establecido de 




Proveedor Permanente Automático Preventivo Baja 
10 
Procedimiento para realizar 
el upgrade de los equipos 
como parte del monitoreo 
ante la notificación de una 
actualización de los equipos 
Cisco, previa coordinación 
con Equipo TI.| Proceso 
definido de incidentes ante 
caída del servicio Cloud 




Proveedor Permanente Automático Preventivo Baja 
11 
La navegación hacia 
internet, envío de data, se 
realiza por el Proxy del 
banco pasando previamente 
por el firewall VPN a través 
de túneles VPN cifrados 








El envío de tráfico gestión y  
control se realiza a través 




Proveedor Permanente Automático Preventivo Media 
13 
Comunicación segura  y 
cifrada 
a través de Full tunel VPN 
con el protocolo IPSec, 
desde  
el router Z3C hasta los 




Proveedor Permanente Automático Preventivo Alta 
14 
intercambio de claves 
IKEv1 para  
establecer conexión del 
Tunel  
entre el router y concetrador 
Favio 
Quiñones / 
Proveedor Permanente Automático Preventivo Alta 
 
Fuente: Elaboracion propia 
 
3.2. FASE PLANEAR: 
 
3.2.1. Integraciones necesarias por el Banco: 
 
3.2.1.1. integración con NAC FORESCOUT 
 
 
Forescout posibilita un control de ingreso a la red permitiendo o denegando 
solo a los conjuntos autorizados en la red, para eso es preciso integrar la 
solución home office con este instrumento para afirmar los conjuntos que se 









La adhesión posibilita el hallazgo en tiempo real de aspectos finales 
conectados a los próximos dispositivos de red administrados en la nube de 
Meraki: 
- SD WAN (MX)  
- Switch (MS)  
- Teleworker Gateway (Z)  
- Access Point (MR)  
 
Una vez descubiertos, los aspectos finales pasan por los procesos de 
categorización y evaluación de Forescout. Puede utilizar las características del 
complemento para solucionar información acerca de las empresas, redes, 
switch y aspectos de ingreso inalámbrico descubiertos. Ejemplificando, el 
nombre de la organización a la que pertenece el punto final detectado o el 




Los próximos elementos de Meraki son necesarios para esta solución 
incorporada: 
 
Meraki Dashboard: la plataforma Forescout consulta el Meraki Cloud 
Management Service por medio de su API Dashboard para recobrar 
información acerca de los dispositivos de red y los aspectos finales conectados 
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a aquellos dispositivos. 
 





Fuente: Plataforma Meraki 
 
Dispositivos de red gestionados en la nube de Meraki: la plataforma Forescout 
obtiene eventos de syslog de seguridad local de Meraki y SD WAN (MX), 
swithces (MS), gateways (Z) y ap’s (MR), que dan información de hallazgo 
de punto final. 
A través del Dashboard se puede configurar multiples servidores syslog. 
 









Fuente: Elaboración equipo de proyecto 
 
Los siguientes componentes de Forescout admiten esta integración: 
 
- Plugin de controlador de red centralizado: este complemento maneja 
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comunicación con Meraki Dashboard y da características de punto 
final y dispositivo. 
 
- Complemento Forescout Syslog: este complemento obtiene eventos 
de syslog de dispositivos de red gestionados en la nube de Meraki. 
Dichos mensajes de syslog se usan para apresurar el hallazgo de 
conexiones de puntos de vista finales y desconexiones. 
 
Forescout por medio del plugins del Controlador Centralizado de red ofrece 
las próximas ocupaciones para ejercer control hacia los endpoints: 
 
Assign Meraki Policy – Asigna la política elegida en Meraki hacia los 
endpoints conectados. En la consola de Forescout la política está localizada 
en el conjunto de acción Restrict. 
 
El plugin aguanta la aplicación de políticas a los endpoint que se hallan 
conectados a los próximos grupos de Meraki: 
 
- Security & SD-WAN 
- Teleworkers gateways 
- Wireless Access Point 
 
Las configuraciones se hacen en Forescout y se debería tener en importancia 
en validar disponer de la licencia eyeControl. 
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3.2.1.2. Integración con AD Azure con SAML 
 
SAML (Security Assertion Markup Language) es un estándar de código 
abierto con base en XML que posibilita el trueque de información, tanto de 
autenticación como de autorización entre diferentes piezas: un identity 




Cuando se usa SAML, hay 3 elementos clave: 
- Usuario: El comprador que está tratando comenzar sesión en un 
distribuidor de servicios (Panel). 
- Proveedor de identidad (IdP): La autoridad sobre la identidad de un 
cliente. Sabe el nombre de cliente, la contraseña y los conjuntos / 




- Proveedor de servicios (SP): La aplicación que el cliente quiere usar. 
En esta situación, Dashboard. 
 
Una vez que se utiliza SAML con Dashboard, el cliente primero debería 
autenticarse con el IdP. Esto se sabe cómo SAML iniciado por IdP. Luego de 
que el cliente se haya autenticado de manera correcta y se le haya dirigido al 
Panel, se le otorgará ingreso si tiene un papel válido y el IdP está configurado 
de manera correcta.  







Fuente: Elaboración propia 
 
En meraki, se configurará SSO de Azure AD, en el que se va a tener las 
próximas características: 
 
Meraki Dashboard admite SSO iniciado por IDP 




Permisos de Organización 
Read-only 
El usuario puede acceder a la mayoría de los 
aspectos de la red y la configuración de toda la 
organización, pero no puede realizar ningún 
cambio 
Full 
El usuario tiene acceso administrativo completo a 
todas las redes y configuraciones de toda la 
organización. Este es el nivel más alto de acceso 
disponible 
Permisos de red 
Guest 
ambassador 
El usuario solo puede ver la lista de usuarios de 
autenticación Meraki, agregar usuarios, actualizar 
usuarios existentes y autorizar / desautorizar 
usuarios en un SSID o VPN de cliente. Los 
embajadores también pueden eliminar usuarios 
inalámbricos, si son embajadores en todas las redes 
Monitor-only 
El usuario solo puede ver un subconjunto de la 
sección Monitor en el Panel y no se pueden realizar 
cambios. Tenga en cuenta que los administradores 
que solo monitorean pueden ver informes resumidos 
pero no programar informes por correo electrónico 
en el tablero. 
Read-only 
El usuario puede acceder a la mayoría de los aspectos 
de una red, incluida la sección Configurar, pero no se 
pueden realizar cambios 
Full 
El usuario tiene acceso para ver todos los aspectos de 
una red y realizar cambios en ella. 
Fuente: Elaboración propia 
 Una vez que configura Meraki Dashboard, puede aplicar el control de sesión, que 
protege la filtración y la infiltración de los datos confidenciales de su organización en 
tiempo real. El control de la sesión se extiende desde el acceso condicional.  
 Azure AD controla quién tiene acceso a Meraki Dashboard. 
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 Permite que sus usuarios inicien sesión automáticamente en Meraki Dashboard con 
sus cuentas de Azure AD. 
 Administra sus cuentas en una ubicación central: el portal de Azure. 
 
3.2.2. Cronograma  
 
Figura 8. Cronograma 











3.2.3. Flujo de atención de soporte 
 
Figura 10. Flujo de atención: Asistencia técnica 
Solicitud de Servicio
Bajo contrato
Solicitud de datos de 
Servicio (# serie, Modelo, 
Datos de contacto)




Soporte de Segundo 
Nivel
¿Se resolvio el problema?
































Fuente: Elaboración equipo de proyecto 
 
1. El usuario contacta a iTAC a través de alguno de los canales de 
comunicación para reportar un caso. 
2. El agente de Service Desk solicita información requerida tal como número 
de serie el equipo, modelo del equipo y datos del contacto para el registro 
del ticket.  
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3. Valida la severidad en conjunto con el usuario y los tiempos de atención 
de acuerdo a los SLA. 
4. El especialista de nivel 1 trabaja para atender el ticket, en caso no tenga 
éxito escala la atención a un nivel 2 para continuar con un soporte remoto 
o presencial. 
5. El especialista de nivel 2 trabaja para atender el ticket, en caso no tenga 
éxito escala el caso con el soporte de fábrica. 
6. Se abre un caso con el TAC de Cisco para la atención, con un nuevo ticket 
en el sistema del soporte de fábrica para el seguimiento. 













El caso es atendido por 
ingeniero asignado por 
especialidad




El caso es elevado a un 
ingeniero de mayor 
expertis
No









El caso es asignado a la 
Business Unity








7. El ingeniero a cargo trabaja en el caso para resolver el incidente. De 
acuerdo con la complejidad el caso puede ser elevado a un ingeniero con 
mayor expertis e inclusive se trabaja en replicar el caso en un ambiente de 
laboratorio. 
8. El ingeniero de nivel 2 puede escalar el caso de ser necesario con el Duty 
Manager, quien es el Team Leader de los ingenieros a cargo del caso en 
TAC Cisco. 
9. De acuerdo a la complejidad del caso este puede ser elevado a la Business 
Unity donde es la última instancia para brindar solución. 
 
3.3. FASE DISEÑAR: 
 
3.3.1. Diseño a Bajo Nivel 
 






















Figura 12. Topologia de Red (Bajo Nivel). 




La entidad bancaria cuenta con una “LAN EXTENDIDA” entre ambos sites 




El firewall se conectará con los concentradores Meraki para restringir todos 




CONCENTRADORES MX CISCO: 
Los Concentradores MX se instalaron en la capa de Internet para que tenga 
conexión directa con los routers ISP de internet y logren recibir las conexiones 
VPN a través de las IPs públicas que se reciben a través de un NAT de los 
balanceadores de internet. 
 
Tecnología Auto VPN  
La tecnología Meraki Auto VPN es una solución exclusiva que posibilita la 
construcción de túneles VPN de lugar a lugar con un solo clic del ratón. Una 
vez que se habilita por medio del ábaco, cada dispositivo MX-Z hace lo sgte: 
 
- Anuncia sus subredes locales que participan en la VPN. 
- Anuncia sus direcciones IP WAN en los puertos de Internet 1 e 
Internet 2.  
- Descarga a partir del Dashboard la tabla de rutas VPN universal 
(generada automáticamente por el Dashboard, en funcionalidad de la 
subred local / IP WAN anunciada de cada MX en la red VPN)  
- Descarga la clave compartida para implantar el túnel VPN y el 
cifrado del tráfico.  
- Cisco Meraki cloud ya conoce las VLAN y subred para cada MX, 
y ahora, las direcciones IP a utilizar para la construcción de túneles. El 
dashboard y MX establecen 2 pre-shared keys de 16 letras y números 
(uno por dirección) y crea un tunel 128-bit AES-CBC. El material de 
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cifrado lo produce el Dashboard automáticamente y se renueva cada 
30 días, no es probable la utilización de certificados. Meraki Auto 
VPN aprovecha recursos de IPSec (IKEv2, DiffeHellman y SHA256) 
para asegurar la confidencialidad e totalidad del túnel. Subredes 
locales especificadas en el dashboard por los administradores se 
exportan por medio de la VPN. 
 
El resultado es una solución mesh site to site VPN automática que se configura 
solo con un clic. 
 
Funcionamiento de Auto VPN 
 
Todos los modelos MX aceptan Auto VPN, la función de configurar VPN de 
capa 3 Site to Site con solo unos pocos clics en Cisco Dashboard Meraki.  
Para poder hacer esto, Auto VPN se fundamenta en la confianza inherente que 
el Dashboard crea una vez que todos los dispositivos Meraki se conectan por 
primera ocasión. 
 
No obstante, a un elevado grado, esto se consigue por medio de los 
dispositivos Meraki que usan TLS (la tecnología usada para generar 
aplicaciones web seguras) para asegurar la veracidad de la infraestructura del 
ábaco. Después cada dispositivo Meraki usa información segura que es única 
de cada dispositivo Meraki para autenticarse en el Dashboard. Construyendo 
de esta forma una interacción de confianza entre el Dashboard y el dispositivo 
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Meraki en lo cual previamente era un sistema de confianza cero. 
 
Auto VPN se fundamenta en esta interacción de confianza con la nube de 
Meraki que actúa como intermediario entre MXs en una organización, 
negociando rutas VPN, mecanismos de autenticación y encriptación de 
protocolos y material clave de manera automática y segura. 
 
a) La comunicación del dispositivo MX a la nube se cifra 2 veces: una 
vez por medio de Meraki cifrado patentado y nuevamente utilizando 
TLS.  
b) El Dashboard obtiene las direcciones IP WAN y NAT de los MX, así 
como sus direcciones IP pública, (que difieren de sus IP WAN si los 
MX se hallan detrás de los dispositivos NAT).  
c) La dirección IP WAN, la dirección IP pública, el puerto NAT 
transversal y las subredes locales se localizan para cada concentrador 
MX en la organización. Cuando un nuevo concentrador MX se pone 
online, su información se añade a esta tabla. 
d) Por cada concentrador MX, la nube decide si usar su interfaz 
(potencialmente privada) o IP pública para realizar un túnel VPN 
seguro.  
e) El Dashboard y MX establecen dos claves compartidas de 16 
caracteres (una por mando) y crean un 128-bit AES-CBC túnel. 
Meraki VPN aprovecha instrumentos de IPSec reciente (IKEv2, 
DiffeHellman y SHA256) para garantizar la confidencialidad e 
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respetabilidad del túnel.  
f) Finalmente, el Dashboard obligará dinámicamente la documentación 
de pares de VPN (por estereotipo, subredes exportadas) a cada MX. 
Cada MX almacena esta información en una tabla enrutamiento. 





- Puertos para el registro VPN: 
SRC UDP port range 32768-61000 
DST UDP port 9350  
- Puertos para IPsec tunneling: 
SRC UDP port range 32768-61000 






Un MX en estilo one-armed concentrator es la posibilidad de diseño de data 
Center recomendada para la unión de VPN en el DC. En el diagrama se 
vislumbre un arquetipo de una topología de DC con un MX One-armed: 














Fuente: elaboración propia 
 
Enrutamiento configurado para MX 
 
El enrutamiento utilizado en los dispositivos MX sera OSPF. Open Shortest 
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Path First  tipo enlace-estado, hecho para las redes IP y en el algoritmo de 
ruta más corta (SPF). 
 
Los dispositivos MX que actúan en manera concentrador admiten rutas a 
subredes VPN conectadas a través de OSPF (Esta funcionalidad no está apto 
en dispositivos MX que funcionan en manera NAT). 
Para esto se habilita la opción OSPF Route Advertisement. 
 
Observación: un concentrador MX configurado con anuncio de ruta OSPF 
habilitado, solo anunciará rutas por medio de OSPF (pero no aprenderá rutas 
OSPF).  
Figura 15. Protocolo OSPF 
Fuente: elaboración propia 
El protocolo de enrutamiento entre el MX e ISR va a ser OSPF por medio de 

















Fuente: Plataforma Meraki 
 
Enrutamiento configurado para ISR 
 
El enrutamiento usado en los dispositivos ISR va a ser eBGP. Border Gateway 
Protocol es un protocolo por medio del cual se intercambia información de 
encaminamiento entre sistemas autónomos.  
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Fuente: elaboración propia 
 
 
Failover VPN Site to Site 
Datacenter Redundancy 
 
Los dispositivos MX además aceptan la redundancia de Data Center 
(conmutación por error DC-DC). 
  
El spoke MX enviará el tráfico designado a un recurso compartido al hub de 
más grande prioridad que anuncia la(s) subred(es). Si se pierde la conectividad 
a un hub, los sitios MX spokes enviarán automáticamente tráfico de recursos 




La conmutación por error entre DC principalmente pasa en 20 o 30 segundos 
luego de que se pierde la conectividad entre el lugar remoto y el Data Center 









































Fuente: elaboración propia 
 
1. El Z3C se conecta mediante VPN punto a punto con el MX250 en DC 
(SITE A O SITE B) 
2. El puerto 1 se conecta a la conexión HFC que será enlace activo a 
internet. 
3. Se coloca en la ranura LTE un chip 4G que servirá de enlace backup a 
internet. 
4. El puerto 5 es PoE, en este se conecta el teléfono que realiza un puente 
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con la PC del usuario. 
 
Failover de conexión en Teleworker Z3C 
 
- Prueba de ARP  
 
La supervisión de la conexión se realiza en el enlace ascendente cuando se 
activa, lo cual supone que se detecta un operador y se asigna una dirección IP 
(estática o dinámica).  
 
Se envía la primera consulta de DNS de prueba; si se obtiene una contestación 
de DNS, DNS se marca como válido a lo largo de 300 segundos en aquel 
enlace ascendente. A lo largo de este tiempo, el MX continúa ejecutando la 
prueba de DNS cada 150 segundos. Cada prueba de consulta DNS exitosa da 
como consecuencia que el DNS se marque como bueno a lo largo de otros 300 
segundos. 
  
Si se agota la espera de una consulta DNS de prueba alguna vez, el MX 
disminuye el intervalo de prueba a 30 segundos. Si la prueba de DNS continúa 
fracasando por un lapso de tiempo mayor a 300 segundos, que es la última vez 
que la prueba tuvo triunfo, DNS se marcará como fallido en el enlace 
ascendente primario y el enlace ascendente secundario es utilizado. De lo 
opuesto, una prueba exitosa volverá a marcar el DNS como bueno por otros 





El MX empieza a hacer la prueba de internet round robin, envía un HTTP 
GET a http://google.com, http://yahoo.com, o http://meraki.com. Una 
contestación HTTP de cualquier tipo dará como consecuencia un triunfo, si 
todas las pruebas son exitosas, Internet se marca como bueno a lo largo de 300 
segundos en aquel enlace ascendente. A lo largo de este tiempo, el MX 
continúa ejecutando la prueba de Internet cada 150 segundos. Cada prueba 
exitosa de Internet da como consecuencia que Internet se marque como válida 
por otros 300 segundos. Si fracasa alguna prueba dentro del conjunto de 
prueba de Internet, el MX reduce el intervalo de prueba a 20 segundos. Si las 
pruebas continúan fracasando por un lapso de tiempo mayor a 300 segundos, 
que es la última vez que la prueba tuvo triunfo, Internet se marcará como 
fallido en el enlace ascendente. De lo opuesto, una prueba exitosa volverá a 
marcar Internet como buena por otros 300 segundos. Una vez marcado como 
bueno, la prueba se hace cada 150 segundos.  
 
Una vez que las dos pruebas no han tenido triunfo a lo largo de un lapso de 
tiempo que excede los 300 segundos, el enlace ascendente fallará. Por 
consiguiente, tomará alrededor de 5 min para que ocurra la conmutación por 
error en caso de una fracasa suave (el enlace todavía está activo, sin embargo, 
no da ingreso ascendente o no se tiene acceso al internet, para casos donde el 




El soporte de meraki puede ajustar estos valores en el backend con las 
siguientes observaciones:  
 
- No se tiene visibilidad de aquellos ajustes en el dashboard. 
 
- Necesita afinamiento y la manera en la que se tiene superiores 
resultados es con los timers por default 
 
Si el MX está usando el enlace ascendente secundario como primario y el 
enlace ascendente primario vuelve a estar online, el MX esperará unos 15 
segundos antecedente de modificar el enlace ascendente primario al querido. 















Figura 20. Conexión Usuario VPN 
 
Fuente: Elaboracion propia 
 
3.4. FASE IMPLEMENTAR: 
 
3.4.1. Características físicas  
 
Las características físicas de los equipos son las siguientes: 
 











Tabla 8. Especificaciones Hardware Z3C 
 
Z3C Descripcion 
Casos de uso recomendados Teleworker with VoIP or PoE, IoT, and M2M 
Número recomendado de clientes Up to 5 devices 
Stateful Firewall Throughput 100 Mbps 
Rendimiento VPN Throughput 50 Mbps 
Interfaces WAN Dedicadas 
1 x GbE RJ45 
1 x Integrated CAT 3 LTE 
Cellular Modem (cellular failover) 
1 x USB (cellular failover1) 
Interfaces LAN Fijas 3x Dedicated GbE RJ45 
PoE 1x Dedicated GbE RJ45 PoE 
Integrated Wireless 802.11a/b/g/n/ac Wave 2 (2.4 or 5Ghz), 2x2 MU-MIMO 
Dimensiones (ancho x largo x alto) 7.9” x 4.41” x 1.04” (200mm x 112mm x 26 mm) 
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Peso 1.1 lbs (0.487 kg) 
Fuente de alimentación 50W (54 V / 0.92 A) Power supply included 
Cable de Poder MA-PWR-CORD-US 
Temperatura de funcionamiento 32°F to 104°F (0°C to 40°C) 
Humedad Del 5% al 95% 
 
Fuente: elaboración propia 
 





Tabla 9. Especificaciones Hardware MX-250 
 
MX250 Descripcion 
Casos de uso recomendados Concentrador de VPN/Campus C 
Número recomendado de clientes 2000 
Rendimiento del firewall con 
estado 
4 Gbps 





Rendimiento máximo de VPN 1 Gbps 
Máximo de túneles VPN 
concurrentes 
3000 
Interfaces WAN Dedicadas 
2 x 10GbE SFP+ 1 x USB (conmutación por falla de red 
celular1 ) 
Interfaces LAN Fijas 8 x GbE (RJ45) 8 x GbE (SFP) 8 x 10 GbE (SFP+) 
Managament Port 1 
Almacenamiento en caché web 128 GB (SSD) 
Montaje Rack de 1U 
Dimensiones (ancho x largo x 
alto) 
19” x 17,3” x 1,75” (483 mm x 440 mm x 44 mm) 
Peso 16 lb (7,3 kg) 
Fuente de alimentación 
Modular 100-220 V 50/60 Hz CA  
2 fuentes de alimentación CA de 250 W 
Cable de Poder MA-PWR-CORD-US 
Temperatura de funcionamiento 0 °C a 40 °C (32 °F a 104 °F) 
Humedad Del 5% al 95% 








Tabla 10. Especificaciones Hardware ISR4431 
 
ISR4431 Descripcion 
Aggregate Throughput (Default) 500 Mbps 
Aggregate Throughput (Performance License) 1 Gbps 
Total onboard WAN or LAN 10/100/1000 ports 4 
Total onboard WAN or LAN 10Gbps ports - 
RJ-45-based ports (GE) 4 
SFP-based ports (GE) 4 
Managament Port 1 
AC input voltage 100 to 240 VAC autoranging 
AC input current range, AC power supply 
(maximum) 
3 to 1.3ª 
Maximum power with AC power supply (watts) 250 W 
Power Supply 2 
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Cable de Poder 
AC Power Cord (NA), C13, NEMA 5-15P, 
2.1m  
Montaje Rack de 1U 
Dimensiones (ancho x largo x alto) 43.9 x 438.15 x 507.2 mm 
Peso 10.2 kg 
Temperatura de funcionamiento 0 °C a 40 °C  
Humedad Del 5% al 95% 
 




3.4.2. Configuración de Routers ISR y Concentradores MX: 
 
3.4.2.1. Topología Actual  
 
Actualmente no existe un router dedicado para el proyecto en curso (home 











Figura 24. Conexión Actual (Datacenter, Lan hacia Internet). 
 
Fuente: Elaboracion propia 
 
3.4.2.2. Topología después del Cambio 
 
Se colocará e integrará a la red un router ISR 4431 y un MX250 dedicado para 
la creación de VPN entre la red del BANCO y equipos remotos. Dicha 
integración se realizará mediante la Vlan extendida 8 y la 75. Así como los 










Figura 25. Conexión Concentrador MX - Datacenter 
 
Fuente: Elaboración Propia 
 
3.4.2.3. CONFIGURACIONES ROUTER ISR Y CONCENTRADOR MX 
(DATACENTER) 
 
Tabla 11. Plantilla Router ISR 
 
Configuración de servicios, deshabilitación del packet assembler/dissembler 
no service pad 
no service tcp-small-server 
no service udp-small-server 
no ip finger 
no ip boot server 
no service pad 





service timestamps debug datetime localtime 
service timestamps log datetime localtime 
service password-encryption 
service sequence-numbers 
no ip domain-lookup 
Configuración de logging 
logging trap informational 
logging facility local6 
logging <IP> 
logging buffered informational 
logging buffered 64000 debugging 
Configuración de usuarios 
username user_local privilege 15 password xxxxxxxxxxxxxxxxxxxxxx 
Inhabilitación de los servicios web del equipo 
no ip http server 
no ip http secure-server 




tacacs-server host <ip> port 49 
tacacs-server timeout 3 
tacacs-server directed-request 
tacacs-server key password_tbd 
ip tacacs source-interface g0/0/1 
  
aaa authentication login default group tacacs+ enable 
aaa authentication enable default none 
aaa authorization config-commands 
aaa authorization exec default group tacacs+ none 
aaa authorization commands 1 default group tacacs+ none 
aaa authorization commands 15 default group tacacs+ none 
  
aaa accounting exec default start-stop group tacacs+ 
aaa accounting commands 1 default start-stop group tacacs+ 
aaa accounting commands 15 default start-stop group tacacs+ 
aaa accounting connection default start-stop group tacacs+ 
  
Configuración de access-list 
ip access-list extended TerminalAccess 
 permit tcp <IP> <MASK> any eq 22 




ip access-list standard ACCESOSNMP 
 remark SOLARWINDS 
 permit <IP> 
  
access-list 19 remark NTP  
access-list 19 permit <IP> 
access-list 19 deny any 
  
Configuración de SSH y líneas VTY 
ip domain-name xxxxxxxx 
crypto key generate rsa modulus 2048 
ip ssh version 2 
ip ssh time-out 60 
ip ssh authentication-retries 2 
! 
line con 0 
 exec-timeout 5 0  
 password password_tbd 
       
 line aux 0 
 exec-timeout 5 0    
 password password_tbd 
  
line vty 0 15 
 exec-timeout 5 0 
 access-class TerminalAccess in 
 transport input ssh 
 password password_tbd 
 login local 
Configuración de SNMP 
snmp-server view BCPVIEW iso included 
snmp-server view BCPVIEW mib-2 included 
snmp-server view BCPVIEW private.9 included 
snmp-server trap-source inter g0/0/1 
snmp-server location DC - GABINETE 
snmp-server contact ADMINISTRADOR DEL SISTEMA xxxxxxxxxxxxxxxx 
snmp-server system-shutdown 
snmp-server group GROUPSNMPV3 v3 priv read xxxxx access ACCESOSNMP 
snmp-server user USERV3 GROUPSNMPV3 v3 auth sha xxxxx priv aes 128 xxxxx access 
ACCESOSNMP 
  
snmp-server enable traps 
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snmp-server host <ip> version 3 priv USERV3 
  
Configuración de NTP 
clock timezone GMT -5 
ntp clock-period 36029760 
ntp server <IP> source <Interface> 
ntp access-group peer 19 
  
Configuración de logs 
archive 
 log config 
 logging enable 
 logging size 200 
 hidekeys 
 notify syslog 
Configuración de interfaces 
Interface g0/0/0 
Description INTX  
shutdown 
 ip address 10.10.10.131 255.255.255.0 
 ip nat outside 
  
Interface g0/0/1 
Description INTX FW LM 
shutdown 
 ip address 192.168.224.240 255.255.255.0 
  
Interface g0/0/2 
Description INTX MX250 
shutdown 
 ip address 10.30.26.1 255.255.255.252 
 ip nat inside 
 ip ospf dead-interval 4 
 ip ospf hello-interval 1 
 ip ospf 100 area 0 
 ip ospf authentication-key 1 
 ip ospf message-digest-key 1 md5 23456789 
  
interface GigabitEthernet0 





ip nat inside source static 10.30.26.2 10.10.10.215 
 
Configuración default gateway  
ip default-gateway 10.10.10.2  
ip route 0.0.0.0 0.0.0.0 10.10.10.2  
   
Configuración OSPF  
router ospf 100  
 router-id 1.1.1.1  
 network 10.30.26.0 0.0.0.3 area 0  
Configuración BGP  
router bgp 65518  
 bgp router-id 1.1.1.1  
 bgp log-neighbor-changes  
 timers bgp 10 30  
 neighbor BGP-TO-FW peer-group  
 neighbor BGP-TO-FW remote-as 64516  
 neighbor BGP-TO-FW description ---EBGP FW----  
 neighbor BGP-TO-FW password 7 xxxxxxxxxxxxxxx  
 neighbor BGP-TO-FW update-source Loopback0  
 neighbor <ip fw> peer-group BGP-TO-FW  
 !  
 address-family ipv4  
redistribute ospf 100 match internal external 1 external 2  
 neighbor BGP-TO-FW send-community both  
 neighbor BGP-TO-FW next-hop-self  
 neighbor BGP-TO-FW soft-reconfiguration inbound  
 neighbor <ip fw> activate  
 no auto-summary  
 no synchronization  
 network <net g0/0/1> mask 255.255.255.252  
 bgp redistribute-internal  
 exit-address-family  













Tabla 12. Procedimiento pase a producción 
 
PROTOCOS DE ENRUTAMIENTO OSPF-BGP 













3 Pendiente 00:30 1:00 Configuración OSPF. PROVEEDOR 0:30 NO 
4 Pendiente 1:00 1:30 
Configuración BGP (ISR y 
FW). 
PROVEEDOR 0:30 NO 
5 
Pendiente 










Criterio Rollback:  
La sesión BGP no se logra activar entre el ISR y el FW-CH 
 




Tabla 13. Validación de configuraciones 
Fuente: elaboración propia 
Actividad 2: 
 
Tabla 14. Pruebas de conectividad. 
Actividad 1 
 





Procedimiento Validar desde le ISR que las interfaces de interconexiones se encuentren 
activas: 
Show running-config 
Show interface Gi0/0/0 
Show interface Gi0/0/1 
Show interface Gi0/0/2 
Show ip int brief 
Show interface descripción 
 
Resultado Interfaces Activas entre el MX-ISR-FWCH 
Evidencia Resultado Capturas de Logg. 
Capturas de pantalla 
¿Actividad exitosa?  
Observaciones  
Actividad 2 





Procedimiento Realizar pruebas de ICMP desde le ISR hacia el MX y al FW 
Ping 10.30.26.2  (MX SITE A) 
Ping 10.30.26.6  (MX SITE B) 
Ping 192.168.244.2 
Show ip arp 
Resultado Pruebas de conectividad exitosas. 




Capturas de Logg. 





Fuente: elaboración propia 
 
Actividad 3: 











Desde el ISR ejecutar los siguientes comandos: 
router ospf 100 
router-id 4.4.4.4 
passive-interface default 
 no passive-interface Gi0/0/2 
! 
Interface g0/0/2 
ip ospf dead-interval 4 
ip ospf hello-interval 1 
ip ospf priority 255 
ip ospf 100 area 0 
ip ospf authentication 
ip ospf authentication-key 0 XXXXX 
 
Realizar las configuraciones de OSPF desde el MX. 
 
Validaciones OSPF: 
Show ip protocols 
Show ip route 
Show ip ospf 
Show ip ospf neighbor 
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Tabla 16. Configuración BGP (ISR y FW) 
Show ip ospf database 
Show ip ospf interface 
Resultado  Sesiones OPSF Activa entre el ISR y el MX 
Evidencia 
Resultado 
Captura de pantalla 












Se realizará la configuración de SAML e IP de gestión para el MX250 
 
router bgp 65100 
 bgp router-id 192.168.244.232 
 bgp log-neighbor-changes 
 timers bgp 10 30 
 neighbor BGP-TO-FW peer-group 
 neighbor BGP-TO-FW remote-as 65000 
 neighbor BGP-TO-FW description ---EBGP FW---- 
 neighbor BGP-TO-FW password 0 XXXXXX 
 neighbor BGP-TO-FW update-source GigabitEthernet0/0/1 
 neighbor 192.168.244.1 peer-group BGP-TO-FW 
 ! 
 address-family ipv4 
 redistribute ospf 100 match internal external 1 external 2 
 neighbor BGP-TO-FW send-community both 
 neighbor BGP-TO-FW next-hop-self 
 neighbor BGP-TO-FW soft-reconfiguration inbound 
  neighbor BGP-TO-FW route-map CONTROL_RUTAS out 
 neighbor 192.168.244.1 activate 
 no auto-summary 
 no synchronization 
 network 10.30.32.0 mask 255.255.248.0 
 network 10.30.40.0 mask 255.255.248.0 
 exit-address-family 
 
route-map CONTROL_RUTAS permit 10 
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Fuente: elaboración propia 
Actividad 5: 
Tabla 17. Validaciones y monitoreo. 
description Control de rutas principales del MX 
match ip address prefix-list RUTAS_LP100 
set local-preference 100 
! 
route-map CONTROL_RUTAS permit 20 
description Control de rutas secundarias DEL MX 
match ip address prefix-list RUTAS_LP90 
set local-preference 90 
! 
ip prefix-list RUTAS_LP100 seq 5 permit 10.30.32.0/21 
ip prefix-list RUTAS_LP90 seq 5 permit 10.30.40.0/21 
 
 
Realizar las configuraciones de BGP desde el FW_CH. 
 
Validar con los siguientes comandos: 
Show ip bgp 
show ip bgp paths 
show ip bgp summary 
show ip bgp neighbors 
show processes cpu 
show ip route 
sh ip bgp neighbors 192.168.244.1 advertised-routes 
sh ip bgp neighbors 192.168.244.1  routes 
 
Resultado Protocolo BGP activo. 
Validar rutas desde BGP. 
Evidencia 
Resultado 
Captura de pantalla 











Procedimiento Validar las configuraciones realizadas y verificar que se encuentren 
estables: 
Show running-config 
Show interface description 
show ip interface brief 
Show ip protocols 
Show ip route 
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Tabla 18. Rollback 




Show ip ospf database 
Show ip ospf interface 
show ip bgp summary 
show ip bgp neighbors 
show processes cpu 
 
Resultado Protocolos Configurados estables. 
Sin eventos que supongan un error en la configuración. 
Evidencia 
Resultado 
Capturas de pantalla. 










Procedimiento Ejecutar los siguientes comandos para relizar el RollBack 
no router bgp 65100 
! 
no router ospf100 
! 
Interface g0/0/2 
no ip ospf dead-interval 4 
no ip ospf hello-interval 1 
no ip ospf 100 area 0 
no ip ospf authentication-key 1 
no ip ospf message-digest-key 1 md5 XXXX 
 
 
Resultado La sesión BGP y OSPF están desconfiguradas.  
Evidencia 
Resultado 
Captura de logs. 








3.4.2.5. Integración Forescout  
 
Se creo un API Key en la organización para integrar con la solución 
de Forescout 
 
Figura 26. Configuración API Key 
 
Fuente: Elaboración equipo de proyecto 
 




Se configuraron las IPs de los servidores Forescout para que 













Figura 27. Servidores Forescout 
 
Fuente: Elaboración equipo de proyecto 
 
Se crearon políticas a utilizar con el forescout. 
Figura 28. Configuración Grupos de políticas 
Figura 29. Fuente: Elaboración equipo de proyecto 
 
 








Fuente: Elaboración equipo de proyecto 
 
 
La política de BLOQUEADO deniega el acceso a la red: 
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Figura 31. Configuración política BLOQUEADO 
 
 
Fuente: Elaboración equipo de proyecto 
 
3.4.2.6. INTEGRACION CON AZURE AD 
 
3.4.2.6.1. CONFIGURACION MERAKI 
Para la habilitación de SAML en el dashboard de Meraki. 
En la página Organización> Configuración, navegue a la sección 
Autenticación. 
Cambia SAML SSO a "SAML SSO enabled". 
Figura 32. Autenticación SAML SSO 
 
Fuente: Elaboración equipo de proyecto 
Se debe proporcionar el X.509 cert SHA1 fingerprint, que será de 
20 pares de caracteres hexadecimales separados por dos puntos (:). 
Este certificado X.509 se obtendrá en el IdP Azure AD. 
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Si abre el archivo .crt en Windows, vaya a Detalles> Huella digital 
para ver la huella digital. Simplemente copie esto y reemplace los 
espacios con dos puntos. 
Figura 33. Certificado CRT 
 
Fuente: Elaboración equipo de proyecto 
 
Figura 34. Certificado SHA 1 
 
Fuente: elaboración propia 
(Opcional) Proporcione una URL de cierre de sesión de SLO. Aquí 
es donde se dirigirá a los usuarios cuando cierren sesión en 
Dashboard. 
 
Generalmente, esta es una URL en el IdP que desconecta a los 
usuarios del IdP y otros servicios. 
Esto también puede simplemente dirigir a los usuarios a una página 
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de inicio u otro portal después de cerrar sesión en Dashboard. 
 
Cuando los usuarios de SAML inician sesión, se les otorgarán los 
permisos que se hayan asignado al atributo 'rol' incluido en el token 
SAML proporcionado por el IdP.  
Tabla 19. Perfiles Dashboard Meraki 
Role Acceso Target Access 
Admin Full Full Full 






Fuente: elaboración propia 
 
Tabla 20. Permisos de acceso a plataforma 
Permisos de Organización 
Read-only 
El usuario puede acceder a la mayoría de 
los aspectos de la red y la configuración 
de toda la organización, pero no puede 
realizar ningún cambio 
Full 
El usuario tiene acceso administrativo 
completo a todas las redes y 
configuraciones de toda la organización. 
Este es el nivel más alto de acceso 
disponible 
Permisos de red 
Guest 
ambassador 
El usuario solo puede ver la lista de 
usuarios de autenticación Meraki, agregar 
usuarios, actualizar usuarios existentes y 
autorizar / desautorizar usuarios en un 
SSID o VPN de cliente. Los embajadores 
también pueden eliminar usuarios 




El usuario solo puede ver un subconjunto 
de la sección Monitor en el Panel y no se 
pueden realizar cambios. Tenga en cuenta 
que los administradores que solo 
monitorean pueden ver informes 
resumidos, pero no programar informes 
por correo electrónico en el tablero. 
Read-only 
El usuario puede acceder a la mayoría de 
los aspectos de una red, incluida la sección 





El usuario tiene acceso para ver todos los 
aspectos de una red y realizar cambios en 
ella. 




3.4.2.6.2. CONFIGURACION AZURE 
 
 
- Azure AD controla quién tiene acceso a Meraki Dashboard. 
- Permite que sus usuarios inicien sesión automáticamente en 
Meraki Dashboard con sus cuentas de Azure AD. 
- Administra sus cuentas en una ubicación central: el portal 
de Azure. 
 
Para la integración de Azure AD y Meraki Dashboard se utilizó la 




Dentro del portal Azure seleccione Azure Active Directory > 
Enterprise Applications > New Application > Non-Gallery 





Figura 35. Azure Active Directory Admin Center 
 
Fuente: Elaboración equipo de proyecto 
 
Generar certificado SHA-1 
 
Se debe generar el certificado SHA-1: 
- Dentro de la aplicación recién creada, navegue hasta Single 
sign-on en la opción Manage. 
- Seleccione SAML. 
- Haga clic en el lápiz de edición debajo de la sección SAML 
Signing Certificate. 
- En la nueva ventana que aparecerá, seleccione New 
Certificate y deje la Opción de firma como Sign SAML 
assertion. 




Figura 36. SAML Signing Certificate 
 
Fuente: Elaboración equipo de proyecto 
 



















Figura 37. SAML Signing Certificate Active 
 
 
Fuente: Elaboración equipo de proyecto 
 




3. Descargue el certificado como Base64 certificate download y 
busque la huella digital en la pestaña Detalles 
4. Copie la huella digital SHA1 y edítela con el siguiente 
formato: xx: xx: xx ... 
5. Por ejemplo, si la huella digital es 
12hdlo9873jdnm0984hrti2ashlfjhkto447823h, modifíquela a 
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12: hd: lo: 98: 73: jd: nm: 09: 84: hr: ti: 2a: sh: lf: jh: kt: o4: 
47: 82: 3h 
Figura 38. Certificado generado 
 
Fuente: Elaboración equipo de proyecto 
 
6. Ingrese la huella digital copiada en el campo de huella digital 
X.509 cert SHA1 en Organization > Configure > Settings > 
SAML Configuration en el dashboard y seleccione Add a 
SAML IdP 
Figura 39. SAML Cert SHA1 
 





Siga los pasos a continuación para configurar el inicio de sesión 
único: 
- Dentro de la aplicación recién creada en Single sign-on en 
la opción Manage. 
- Haga clic en el lápiz de edición en la sección Basic SAML 
Configuration. 
- Escriba https://dashboard.meraki.com en el campo 
Identifier (Entity ID) 
- Ingrese la Consumer URL que obtiene después de ingresar 
el certificado SHA-1 en el panel de Meraki y guarde la 
configuración 
Figura 40. Consumer URL 
 
 















Figura 41. Basic SAML Configuration 
 
Fuente: Elaboración equipo de proyecto 
 
Agregar múltiples roles a una sola aplicación empresarial 
Pasos para agregar roles: 
- Dentro de Azure Active Directory, navegue a App 
Registrations en Manage 
- Seleccione la aplicación recién creada, en este caso, Meraki 
Lab SSO 
- En Manage, elija la opción Manifest, esto abrirá una 
interfaz editable JSON. 
- Todos los roles que se crean bajo roles SAML en el panel 
de Meraki se asignan aquí. 
- Para agregar estos roles, se necesita una identificación 





Figura 42. Online GUID Generator 
 







1. Edite la sección bajo appRoles 
Figura 43. APP Roles 
 




  { 
    "allowedMemberTypes": [ 
      "User" 
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    ], 
    "description": "Administrador de la plataforma", 
    "displayName": "Admin", 
    "id": "9d423c95-e394-40ed-9051-63843114cb5d", 
    "isEnabled": true, 
    "value": "Admin" 
  }, 
  { 
    "allowedMemberTypes": [ 
      "User" 
    ], 
    "description": "Monitoreo TELECOM", 
    "displayName": "Monitoreo-Telecom", 
    "id": "06c18e84-3eec-49da-8b27-40e51f2d1a02", 
    "isEnabled": true, 
    "value": "Monitoreo-Telecom" 
  }, 
  { 
    "allowedMemberTypes": [ 
      "User" 
    ], 
    "description": "Monitoreo de Usuario", 
    "displayName": "Monitoreo-Usuario", 
    "id": "ce32c2d6-6bf9-4be5-ba44-4ed51cb3f250", 
    "isEnabled": true, 
    "value": "Monitoreo-Usuario" 
  } 
], 
Puede seguir agregando roles como este, con un tamaño único, id 
y valor, asegurando que el campo de valor coincida con el rol 
SAML configurado en el Dashboard. Para obtener más claridad y 
los pasos recomendados, consulte el artículo de Microsoft sobre 








Los custom claims se pueden agregar desde la aplicación 
empresarial de Azure recién creada siguiendo los pasos a 
continuación: 
 
- Vaya a Manage > Single sign-on 
- Haga clic en el lápiz de edición, en User Attributes & 
Claims y seleccione Add new claim. 
- Complete los campos según la imagen a continuación, para 
asignar el nombre principal del usuario de Azure AD al 
nombre de inicio de sesión para el Dashboard de Meraki. 
Figura 44. Manage User Claims 
 
Fuente: Elaboración equipo de proyecto 
 
Para asignar la función RBAC que se agregó en la ventana JSON a 
las funciones SAML en el Dashboard de Meraki, siga los mismos 
pasos que se mencionaron anteriormente al comenzar agregando 




Figura 45. Asignar roles a cada usuario o grupos 
 
Fuente: Elaboración equipo de proyecto 
 
Pasos para asignar roles a cada usuario o grupos: 
 
Navegue a su Aplicación empresarial de nueva creación y 
seleccione Users and Groups en Manage. 
Figura 46. Users and Groups SAML 
 




Click en el botón Add User y seleccione los usuarios o grupos 
deseados. 
Figura 47. Seleccionar usuarios o grupos 
Figura 48. Fuente: Elaboración equipo de proyecto 
 
 









Figura 49. Selección de Rol  
 
Fuente: Elaboración equipo de proyecto 
 
La URL de inicio de sesión se puede proporcionar a los usuarios 
que tienen acceso a los roles SAML, lo que les permite iniciar 
sesión con éxito en el Dashboard de Meraki. 
 
Si encuentra problemas, consulte Organization > Administrators 
> SAML administrator roles > SAML login history  para los 







Figura 50. SAML Login History 
 
 Fuente: Elaboración equipo de proyecto 
 
3.5. FASE OPERAR 
 
3.5.1.1.1. Restringir el acceso al dashboard de Meraki  
 
Se restringirá el acceso a la plataforma de administración de 
Meraki, solo las IPs publicas configuradas podrán acceder al panel 
de administración. 
 
1.1. Actividad 1 
Tabla 21. Restringir el acceso al dashboard de Meraki 
Actividad 1 Restringir el acceso al dashboard de Meraki 
Hora Inicio 00:30hrs 
Hora Fin 00:15hrs 
Procedimientos 
 https://n279.meraki.com/  : Acceder organización BCP 
Organization -> CONFIGURE -> settings 
 
Habilitar: Only allow access to Dashboard from IP addresses in the specified ranges 
 
 IP PUBLICA: X.X.X.X.X (PROVEEDOR) 
 IP PUBLICA: X.X.X.X.X (BANCO SITE A) 
 IP PUBLICA: X.X.X.X.X (BANCO SITE B) 





 Acceder solo desde las IPs Publicas configuradas en el dashboard. 









Fuente: elaboración propia 
 
 
3.5.1. Restringir puertos en BALANCEADOR 
 
Se restringe los puertos que vienen desde Internet a través de un 
NAT hacia los concentradores. 
 
La tabla adjunta muestra los puertos necesarios que Meraki 
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necesita para su funcionamiento. 
Actividad 1 
Figura 51. Restringir puertos en F5 
Actividad 1 Restringir puertos en F5 
Hora Inicio 00:30hrs 




Configurar los Virtual Server de Entrada y Salida de los MX tengan 







 Dirección: Inbound – MX A 




 Dirección: Inbound – MX B 






 No deben estar disponibles puertos desde internet que no sean 
explícitamente solicitados. 
 Validar el estado de las VPN activas. 
Evidencia 
Resultado 





Fuente: Elaboracion propia 
 
3.6. FASE OPTIMIZAR 
 
3.6.1. ESCENARIOS DE PRUEBAS EN DATACENTER 
  
En este escenario se validará el funcionamiento del servicio cuando 
el MX ubicado en el DC SITE A presente algún inconveniente con 




1.1. Actividad 1 
 
Pruebas de DESCONEXION MX: Se apaga la interfaz G0/0/2 del 
ISR CH que conecta al MX A 
ISR A –> MX A   
 
Tabla 22. Z3C Conectado al MX A – Pruebas de usuario 
Equipo Z3 Conectado al MX A – Pruebas de usuario 
Descripci
ón 
Evidencia cuando MX A ha caído sin conexión a Internet/fuera de línea 
Se apaga la interfaz G0/0/02 del ISR de SITE A 
Evidencia Traza a Forescout 
Se observa que el tráfico se da por el MX de DC A antes de la caída del 
MX de A. 
   10.30.26.5 
 
 
Ping continuo a Forescout 
Se observa que se pierde paquetes cuando el MX de DC A esta fuera de 
línea. 






Traza a Forescout 
Se observa que el tráfico se da por el MX de SITE B 
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Evidencia cuando MX A restablece conexión a Internet/en línea 
Se enciende la interfaz G0/0/02 del ISR de SITE A 
 Traza a Forescout 
Se observa que el tráfico se da por el MX de SITE B 
   10.30.26.5 
 
Ping continuo a Forescout 





Fuente: elaboración propia 
 
Tabla 23. Z3 Conectado al MX B – Pruebas de usuario 
Equipo Z3 Conectado al MX B – Pruebas de usuario 
Descripción Evidencia cuando MX A ha caído sin conexión a Internet/fuera de 
línea 
Se apaga la interfaz G0/0/02 del ISR A 
Evidencia Traza a Forescout 
Se observa que el trafico se da por el MX B 
   10.30.26.1 
 
Ping continuo a Forescout 
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Se observa que no se pierde paquetes cuando el MX A esta fuera de 
línea. 
 
Descripción Evidencia cuando MX A restablece conexión a Internet/en línea 
Se enciende la interfaz G0/0/02 del ISR A 
 Traza a Forescout 
Se observa que el tráfico se da por el MX B 





Ping continuo a Forescout 








Tabla 24. Evidencia cuando MX A ha caído sin conexión a Internet/fuera de línea 
Equipo ISR A 
Descripció
n 
Evidencia cuando MX A ha caído sin conexión a Internet/fuera de línea 
Se apaga la interfaz G0/0/02 del ISR A 
Evidencia Se observa en el ISR A que no aprende rutas por OSPF y tampoco tiene 




El track configurado en el ISR muestra una caída, lo que genera que el ya 
no se anuncien las rutas estáticas NULL (Sumarizadas) al Firewall desde 




Evidencia cuando MX A restablece conexión a Internet/en línea 
Se enciende la interfaz G0/0/02 del ISR A 
 Se observa en el ISR A que aprende rutas por OSPF (3) y tiene 









El track configurado en el ISR muestra todos activos, lo que genera que se 




Fuente: elaboración propia 
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Tabla 25. Evidencia cuando MX A ha caído sin conexión a Internet/fuera de línea 
Equipo MX A 
Descripci
ón 
Evidencia cuando MX A ha caído sin conexión a Internet/fuera de línea 
Se apaga la interfaz G0/0/02 del ISR A 




Evidencia cuando MX A restablece conexión a Internet/en línea 
Se enciende la interfaz G0/0/02 del ISR A 




Fuente: elaboración propia 
 
Tabla 26. Z3C conectado al MX B 
Equipo Z3C conectado al MX B 
Descripci
ón 
Evidencia cuando MX A ha caído sin conexión a Internet/fuera de línea 
Se apaga la interfaz G0/0/02 del ISR a 
Evidencia Se observa en el dashboard de Meraki el VPN status del Z3C LM-52. 
VPN A– Caído 






Evidencia cuando MX A establece conexión a Internet/en línea 
Se enciende la interfaz G0/0/02 del ISR A 
 Se observa en el dashboard de Meraki el VPN status del Z3C LM-52. 
VPN A – Arriba 
VPN B – Arriba 
 
Fuente: elaboración propia 
 
Tabla 27. Z3C conectado al MX A 
Equipo Z3C conectado al MX A 
Descripci
ón 
Evidencia cuando MX A ha caído sin conexión a Internet/fuera de línea 
Se apaga la interfaz G0/0/02 del ISR A 
Evidencia Se observa en el dashboard de Meraki el VPN status del Z3C A5 
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VPN A – Caído 




Evidencia cuando MX A restablece conexión a Internet/en línea 
Se enciende la interfaz G0/0/02 del ISR A 
 Se observa en el dashboard de Meraki el VPN status del Z3C A5. 
VPN A – Arriba 
VPN B– Arriba 
 
Fuente: elaboración propia 
 
1.2. Actividad 2 
 
Pruebas de REINICIO MX A 
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Tabla 28. Z3 Conectado al MX CH – Pruebas de usuario 
Equipo Z3 Conectado al MX CH – Pruebas de usuario 
Descripci
ón 
Evidencia cuando MX A ha caído sin conexión a Internet/fuera de línea 
Se reinicia el MX A 
Evidencia Traza a Forescout 
Se observa que el tráfico se da por el MX A antes del reinicio del MX A 
   10.30.26.5 
 
 
Ping continuo a Forescout 
Se observa que se pierde paquetes cuando el MX A esta fuera de línea. 





Traza a Forescout 
Se observa que el tráfico se da por el MX B 






Evidencia cuando MX A restablece conexión a Internet/en línea 
Se restablece el MX A 
 Traza a Forescout 
Se observa que el tráfico se da por el MX B 
   10.30.26.5 
 
Ping continuo a Forescout 
Se observa que no se pierde paquetes cuando el MX A vuelve a estar en 
línea. 
 




Tabla 29. Z3 Conectado al MX B – Pruebas de usuario 
Equipo Z3 Conectado al MX B – Pruebas de usuario 
Descripción Evidencia cuando MX A ha caído sin conexión a Internet/fuera de línea 
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Se reinicia el MX A 
Evidencia Traza a Forescout 
Se observa que el tráfico se da por el MX B 
   10.30.26.1 
 
Ping continuo a Forescout 
Se observa que no se pierde paquetes cuando el MX A esta fuera de 
línea. 
 
Descripción Evidencia cuando MX A establece conexión a Internet/en línea 
Se restablece el MX A 
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 Traza a Forescout 
Se observa que el tráfico se da por el MX B 
   10.30.26.1 
 
 
Ping continuo a Forescout 




Fuente: elaboración proppia 
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Tabla 30. Z3C conectado al MX A 
Equipo Z3C conectado al MX A 
Descripci
ón 
Evidencia cuando MX A ha caído sin conexión a Internet/fuera de línea 
Se reinicia el MX A 
Evidencia Se observa en el dashboard de Meraki el VPN status del Z3C CH-5. 
VPN A – Caído 




Evidencia cuando MX A restablece conexión a Internet/en línea 
Se restablece el MX A 
 Se observa en el dashboard de Meraki el VPN status del Z3C CH-5. 
VPN A – Arriba 




Fuente: elaboración propia 
 
Tabla 31. Z3C conectado al MX B 
Equipo Z3C conectado al MX B 
Descripci
ón 
Evidencia cuando MX A ha caído sin conexión a Internet/fuera de línea 
Se reinicia el MX A 
Evidencia Se observa en el dashboard de Meraki el VPN status del Z3C LM-52. 
VPN A – Caído 




Evidencia cuando MX A restablece conexión a Internet/en línea 
Se restablece el MX  
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 Se observa en el dashboard de Meraki el VPN status del Z3C LM-52. 
VPN A – Arriba 
VPN B – Arriba 
 




Tabla 32. ISR A 
Equipo ISR A 
Descripció
n 
Evidencia cuando MX A ha caído sin conexión a Internet/fuera de línea 
Se reinicia el MX A 
Evidencia Se observa en el ISR A que no aprende rutas por OSPF y tampoco tiene 




El track configurado en el ISR muestra una caída, lo que genera que el ya 
no se anuncien las rutas estáticas NULL (Sumarizadas) al Firewall desde 




Evidencia cuando MX A restablece conexión a Internet/en línea 
Se restablece el MX A 
123 
 
 Se observa en el ISR A que aprende rutas por OSPF (3) y tiene 




El track configurado en el ISR muestra todos activos, lo que genera que se 







Fuente: elaboración propia 
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1.3. Actividad 3 
 
Pruebas de DESCONEXION INTERFAZ G0/0/0 ISR A  --->  
BALANCEADOR 
 
Tabla 33. Z3 Conectado al MX A– Pruebas de usuario 
 
Equipo Z3 Conectado al MX A– Pruebas de usuario 
Descripci
ón 
Evidencia cuando MX A ha caído sin conexión a Internet/fuera de línea 
Se apaga la interfaz G0/0/0 del ISR A 
Evidencia Traza a Forescout 
Se observa que el tráfico se da por el MX de A antes del reinicio del MX 
A. 
   10.30.26.5 
 
 
Ping continuo a Forescout 
Se observa que se pierde paquetes cuando el MX A esta fuera de línea. 





Traza a Forescout 
Se observa que el tráfico se da por el MX B 






Evidencia cuando MX A restablece conexión a Internet/en línea 
Se enciende la interfaz G0/0/0 del ISR A 
 Traza a Forescout 
Se observa que el tráfico se da por el MX B 
   10.30.26.5 
 
Ping continuo a Forescout 
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Se observa que no se pierde paquetes cuando el MX A vuelve a estar en 
línea. 
 




Tabla 34. Z3 Conectado al MX LM – Pruebas de usuario 
Equipo Z3 Conectado al MX LM – Pruebas de usuario 
Descripción Evidencia cuando MX A ha caído sin conexión a Internet/fuera de línea 
Se apaga la interfaz G0/0/00 del ISR A 
Evidencia Traza a Forescout 
Se observa que el tráfico se da por el MX B 
   10.30.26.1 
 
Ping continuo a Forescout 
129 
 
Se observa que no se pierde paquetes cuando el MX A esta fuera de 
línea. 
 
Descripción Evidencia cuando MX A restablece conexión a Internet/en línea 
Se enciende la interfaz G0/0/02 del ISR A 
 Traza a Forescout 
Se observa que el tráfico se da por el MX B 
   10.30.26.1 
 
 
Ping continuo a Forescout 







Fuente: elaboración propia 
 
 
Tabla 35. MX A 
Equipo MX A 
Descripci
ón 
Evidencia cuando MX A ha caído sin conexión a Internet/fuera de línea 
Se apaga la interfaz G0/0/0 del ISR de A 






Evidencia cuando MX A restablece conexión a Internet/en línea 
Se enciende la interfaz G0/0/0 del ISR A 
 Se observa en el dashboard de Meraki al MX A en línea. 
 
Fuente: elaboración propia 
 
Tabla 36. Z3C conectado al MX B 
Equipo Z3C conectado al MX B 
Descripci
ón 
Evidencia cuando MX A ha caído sin conexión a Internet/fuera de línea 
Se apaga la interfaz G0/0/0 del ISR de A 
Evidencia Se observa en el dashboard de Meraki el VPN status del Z3C LM-52. 
VPN A – Caído 






Evidencia cuando MX A restablece conexión a Internet/en línea 
Se enciende la interfaz G0/0/0 del ISR de A 
 Se observa en el dashboard de Meraki el VPN status del Z3C LM-52. 
VPN A – Arriba 
VPN B – Arriba 
 
 








Tabla 37. Z3C conectado al MXA 
Equipo Z3C conectado al MXA 
Descripci
ón 
Evidencia cuando MX A ha caído sin conexión a Internet/fuera de línea 
Se apaga la interfaz G0/0/0 del ISR A 
Evidencia Se observa en el dashboard de Meraki el VPN status del Z3C CH-5. 
VPN A – Caído 




Evidencia cuando MX A restablece conexión a Internet/en línea 
Se enciende la interfaz G0/0/0 del ISR de A 
 Se observa en el dashboard de Meraki el VPN status del Z3C CH-5. 
VPN A – Arriba 




Fuente: elaboración propia 
 
Tabla 38. ISR A 
Equipo ISR A 
Descripci
ón 
Evidencia cuando MX A ha caído sin conexión a Internet/fuera de línea 
Se apaga la interfaz G0/0/0 del ISR A 
Evidencia Se observa en el ISR A que no aprende rutas por OSPF y tampoco tiene 
adyacencias por OSPF. 
 
El track configurado en el ISR muestra una caída, lo que genera que el ya 
no se anuncien las rutas estáticas NULL (Sumarizadas) al Firewall desde 






Evidencia cuando MX CH restablece conexión a Internet/en línea 
Se enciende la interfaz G0/0/0 del ISR A 
 Se observa en el ISR A que aprende rutas por OSPF (3) y tiene adyacencia 








El track configurado en el ISR muestra todos activos, lo que genera que se 




Fuente: elaboración propia 
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3.6.2. ESCENARIOS DE PRUEBAS Z3C TELEWORKER 
 
En este escenario se validará el funcionamiento del servicio cuando 
el Z3C ubicado en la casa de un colaborador del Banco presente 
algún inconveniente con la conexión a internet. (Desconexión 




Tabla 39. Z3C – Pruebas de usuario 
Equipo Z3C – Pruebas de usuario 
Descripci
ón 
Se desconecta físicamente el puerto Internet del Z3C de un Teleworker. 
Evidencia Previo a la desconexión se observa en el dashboard, se observa el Z3C 
conectado al dashboard Meraki a través de su enlace WAN 1 (Puerto 








Se procede a desconectar el cable del puerto Internet Z3C 
Se observa el Z3C conectado al dashboard Meraki a través del Chip 4G. 
 
Se observa el Z3C conectado al dashboard Meraki con la única conexión 






Ping continuo forescout 




Se conecta físicamente el puerto Internet del Z3C de un Teleworker. 
  






Ping continuo forescout 













En el presente se sustentará la solución propuesta e implementada de 
acuerdo a la topología que se diseñó, los equipos propuestos, 
integraciones realizadas y los aspectos de seguridad que el banco 
solicita, así como requisitos mínimos para la implementación. 
Se identifico los puntos de falla de la solución actual de home office 
(antes). 
Caídas en el servicio de internet del teleworker y/o avería de su 
moden/router. 
















Fuente: Elaboración propia. 
Asesor de Marketing/Operador/Etc  
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Fuente: Elaboración propia. 
 
4.1.1. Se logro implementar el diseño de la topología propuesta en el 
Datacenter Principal y Secundario. 
 
Se logro implementar una topología utilizando los 2 sites que tiene la 
entidad bancaria para lograr una alta disponibilidad de red a nivel de 
sitios, en cada site se realizó la instalación de los equipos necesarios al 
igual que en su site secundario. 
 
 
Asesor de Marketing/Operador/Etc  
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Figura 54. Topología Datacenter Site A 
 
Fuente: Elaboración propia. 
 
- MX250 (SITE A) es el hub para las conexiones VPN remotas 
de los Teleworkers. 
- El MX250 (SITE A) se conecta mediante un segmento X a la 
interfaz del puerto g0/0/2 del Router ISR 
- El MX250 (SITE A) tendra como default Gateway la dirección 
IP de la interfaz g0/0/2 del Router ISR 
- El MX250 (SITE A)  tendrá como default Gateway la dirección 
IP del segmento de la VLAN8 del Balanceador  
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- El Router ISR nateara la IP del MX250 (SITE A) dentro de una 
IP del segmento de la VLAN8. 
- El MX250 (SITE A) sale a internet a través del Balanceador con 
el NAT realizado por el Router ISR en la VLAN8. 
- El MX250 (SITE A) y el Router ISR forman una adyacencia 
OSPF por donde el MX250 (SITE A)  solo anuncia las rutas de 
las VPN remotas de los Teleworkers. 
- El Router ISR redistribuirá las rutas OSPF, aprendidas a través 
del MX250 (SITE A), mediante BGP; Estas rutas son 
inyectadas al firewall a través de la IP virtual de estos que envia 
el trafico al firewall activo en Datacenter Site A, mientras tanto 













Figura 55. Topologia Datacenter Site B 
 
 
Fuente: Elaboración propia. 
  
- MX250 (SITE B) es el hub para las conexiones VPN remotas 
de los Teleworkers. 
- El MX250 (SITE B) se conecta mediante un segmento X a la 
interfaz del puerto g0/0/2 del Router ISR 
- El MX250 (SITE B) tendrá como default Gateway la dirección 
IP de la interfaz g0/0/2 del Router ISR 
- El MX250 (SITE B)  tendrá como default Gateway la dirección 
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IP del segmento de la VLAN8 del Balanceador  
- El Router ISR nateara la IP del MX250 (SITE A) dentro de una 
IP del segmento de la VLAN8. 
- El MX250 (SITE B) sale a internet a través del Balanceador con 
el NAT realizado por el Router ISR en la VLAN8. 
- El MX250 (SITE B) y el Router ISR forman una adyacencia 
OSPF por donde el MX250 (SITE B)  solo anuncia las rutas de 
las VPN remotas de los Teleworkers. 
- El Router ISR redistribuirá las rutas OSPF, aprendidas a través 
del MX250 (SITE A), mediante BGP; Estas rutas son 
inyectadas al firewall a través de la IP virtual de estos que envia 
el tráfico al firewall activo en Datacenter Site A, mientras tanto 
el Firewall en Datacenter Site B permanece en Standby. 
 
4.1.2. Se logro implementar los controles recomendadas por el área de 
seguridad 
 
- Deshabilitar puertos físicos que no estén en uso equipo Router Cisco Z3C 












Figura 56. Puertos Z3C 
 
Fuente: elaboración propia 
 
- Las configuraciones base del equipo se restablecerán en caso del reseteo 
[Equipos Cisco], administración de los equipos desde el dashboard de Cisco 
Meraki.|Configuraciones base del Z3C se cargan desde la nube 
 
Figura 57. Configuración de Plantillas Site A y B 
 
Fuente: Elaboracion propia 
 
- Deshabilitar el acceso WIFI. En caso aplique[Equipo Cisco, Equipo Modem 
Telefonica], implementar filtrado por MAC, SSI Oculto, mínimo rango de 
potencia, uso de WPA2 y cifrado AES (o el más robusto disponible). Los 
password utilizados en la configuración del túnel VPN deben ser complejos de 







Figura 58. Deshabilitación WIFI Z3C 
 
 
Fuente: elaboración propia 
 








La navegación hacia internet, envío de data, se realiza por el Proxy del banco 
pasando previamente por el firewall VPN a través de túneles VPN cifrados (full 




Figura 59. Template Z3C DC A 
 
 
Fuente: elaboración propia 
 








- Configuración: Firewall VPN en Meraki. 
 
- Permitir el acceso a los equipos de red 
 







Figura 61. Template Políticas FW Z3C DC A 
 
 
Fuente: elaboración propia 
 
Figura 62. Template Políticas FW Z3C DC B 
 
 
Fuente: elaboración propia 
 
 
- Gestión y control de activos de Equipos de red[Equipos Cisco Meraki] 




Figura 63. Inventario Z3C 
 
Fuente: elaboración propia 
 
 
4.1.3. Se logro Implementar la solución en base a la arquitectura 
propuesta y asegurar el despliegue de la solución. 
 





- PLAZO: En sólo 19 días se realizaron las actividades de despliegue 
incluyendo la coordinación, traslados y visitas a domicilio (incl. 
reprogramaciones) 
 
- PERSONAS: En el proceso se ha trasladado hasta a 250 asesores de la sede 
a su domicilio.  
 
- HO ANTERIOR: Se ha migrado a todos los asesores que estuvieron 
trabajando en la plataforma antigua de HO (home office tradicional, VPN 
simple). 
. 
- AGENCIAS: Se ha trasladado aproximadamente 120 PCs desde 7 agencias 
(donde se han liberado al menos 6 de ellas) 
 
- APLICACIONES: Se tienen aplicaciones importantes que pueden ser 
utilizadas como si estuvieran en la sede, por ejemplo: acceso directo a 
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aplicativo ERP por conexión directa, acceso directo a INTRANET, acceso 
directo a rutas compartidas, etc. 
 
- SOPORTE: Ya contamos con un flujo de atención por incidencias en la 
conexión. 
 
Seguimiento del despliegue (300 puntos remotos): 
 
Figura 64. Despliegue Puntos remotos 
 
 




Figura 65. Proyecto Home Office Presupuesto 
(Dólares Americanos). 
Fuente: Elaboración equipo de proyecto 
OPERATIVO PARCIAL NO OPERAT REPROG TOTAL
231 9 1 4 245
Ctd Asesores fec_planif
G Piloto Grupo 01 Grupo 02 Grupo 03 Grupo 04 Grupo 05 Grupo 06 Grupo 07 Grupo 08Total general
ESTADO HO 19-Set 23-Set 24-Set 25-Set 26-Set 28-Set 29-Set 30-Set 01-Oct
OPERATIVO 6 22 21 23 30 12 16 10 3 231
Ok 6 22 21 23 30 12 16 10 3 229
PARCIAL 1 1 1 9
Lentitud PC - CC 1 1 3
Baja red 4G - TdP 1 2
Pantalla pixeleada - CC 2











De acuerdo con los objetivos propuestos en el proyecto y los resultados obtenidos, se 
obtiene las siguientes conclusiones: 
 
 Al identificar el esquema anterior para la conexión home office y tras la revisión de los 
distintos puntos de falla, nos permitió buscar y optar por la mejor solución a nivel de 
conectividad y solucionar los puntos de falla a un sistema estable. 
 
 El diseño implementado para esta solución nos permite contar con alta disponibilidad 
entre 2 datacenters lo que garantiza aun mas la disponibilidad ante algún evento en la 
red y al ser escalable el poder aumentar las posiciones de home office sin afectar el 
rendimiento de la red implementada 
 
 La solución implementada se cumplió con todas las observaciones y recomendaciones 
por el área de seguridad de la entidad bancaria por lo que permite ser una solución 
totalmente segura ante comportamientos anómalos en la red. 
 
  La arquitectura propuesta ha sido implementada con visión de crecimiento siendo 
totalmente escalable y robusta para soportar todo el tráfico de nuevas posiciones que 






















Se recomienda mantener los equipos actualizados, de acuerdo con las 
recomendaciones del fabricante. 
 
Se recomienda mejorar el ancho de banda de Internet en las sucursales Site A 
y Site B en caso aumenten las posiciones de home office por crecimiento del 
negocio. 
 
Se recomienda contar con cobertura de señal adecuada 4G para usarlo de 
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Pruebas de Funcionamiento Cisco Meraki Z3C 
 
PRUEBAS CABLEADAS 
Tabla 40. Pruebas de comunicación y HA  HFC Principal 
TAREA STATUS 
Validar conexión del z3c al DashBoard OK 
Validar asignación de IP WAN OK 
Validar asignación de IP MOVIL OK 
Validar Asignación IP por DHCP OK 
Validar conexión VPN con Site Principal OK 
Validar conexión VPN con Site Secundario OK 
Validar comunicación con Forescout OK 
Validar acceso a aplicaciones del Banco OK 
Fuente: elaboración propia 
 
Pruebas CHIP MOVIL 4G (desconexión del Rj45) 
Tabla 41. Pruebas de comunicación y HA  CHIP 4G Secundario 
TAREA STATUS 
Validar conexión del z3c al DashBoard OK 
Validar asignación de IP MOVIL OK 
Validar Asignación IP por DHCP OK 
Validar conexión VPN con Site Principal OK 
Validar conexión VPN con Site Secundario OK 
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Validar comunicación con Forescout OK 
Validar acceso a aplicaciones del Banco OK 
Fuente: elaboración propia 
ANEXO 02: 
Puertos necesarios para el funcionamiento VPN y Cloud Meraki 
 
Figura 66. Puertos de entrada y salida: 
 















integración con NAC Forescout para bloquear dispositivos no autorizados que 




Tabla 42. Habilitar Dashboard API Access en meraki 
Actividad 1 
 
Habilitar Dashboard API Access en meraki 
Procedimiento 
a. Se ingresa al Dashboard Meraki y se habiita el Dashboard API access 
 
b. Luego se ingresa a My Profile y se genera una nueva API Key  
 








 Dispositivos de red gestionados en la nube de Meraki: la plataforma Forescout 
recibe eventos de syslog de seguridad local de los dispositivos MX250 y Z3C, que 
proporcionan información del punto final. 
a. En el Dashboard de Meraki se configura el envío de eventos syslogs a la IP del 
ForeScout. 






 Action Control: Se configura en el dashboard de Meraki. 
Role Access Port Decription 
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Aplicaciones por conexión directa (home office): 
Tabla 43. Aplicaciones por conexión directa. 
Tabla 44. Fuente: Elaboración equipo de proyecto 
 
APLICATIVO DESCRIPCION LINEA 




 Perfilar situación y segmento de cliente 
TODOS 
Diebold Generación de tickets por visitas técnica de Diebold a los socios agentes 
MULTITASK 
Endirecto Verificación de datos y productos activos del cliente 
TODOS 




Registro de viaje por seguridad 
TODOS 
SABS 
ver si cliente cuenta o no con seguro. Afiliaciones al seguro, desafiliaciones; 
modificaciones. MULTITASK 
Bancaseguros Verificación de Pólizas de Seguro, modificación, anulación de SM y SPT. 
TODOS 
VCAS Aplicativo para revisión de compras por internet - visa 
MULTITASK 




Aplicativo para bloquear y número de tarjeta 
TODOS 
SMEX Ingreso de modificaciones sobre consumos y más 
TODOS 
TELETRANSFER sirve para sincronizar token de teletransfer  UDAC 
Telecrédito 
Interno 
Se realizan las operaciones, consultas y solicitudes administrativas 
UDAC 
Web Agente Registro de Prospecciones (nuevos socios agentes) MULTITASK 
