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Abstract
We study the following elliptic system with critical exponent:−∆uj −
λj
|x|2uj = u
2∗−1
j +
∑
k 6=j
βjkαjku
αjk−1
j u
αkj
k , x ∈ RN ,
uj ∈ D1,2(RN ), uj > 0 in RN \ {0}, j = 1, ..., r.
Here N ≥ 3, r ≥ 2, 2∗ = 2NN−2 , λj ∈ (0, (N−2)
2
4 ) for all j = 1, ..., r; βjk = βkj ;
αjk > 1, αkj > 1, satisfying αjk + αkj = 2∗ for all k 6= j. Note that the nonlin-
earities u2
∗−1
j and the coupling terms all are critical in arbitrary dimension N ≥ 3.
The signs of the coupling constants βij’s are decisive for the existence of the ground
state solutions. We show that the critical system with r ≥ 3 has a positive least energy
solution for all βjk > 0. However, there is no ground state solutions if all βjk are neg-
ative. We also prove that the positive solutions of the system are radially symmetric.
Furthermore, we obtain the uniqueness theorem for the case r ≥ 3 with N = 4 and
the existence theorem when r = 2 with general coupling exponents.
1 Introduction
Consider the solitary wave solutions to the time-depending r-coupled nonlinear Schro¨dinger
equations given by
−i ∂∂tΦj = ∆Φj − aj(x)Φj + µj |Φj |2Φj +
∑
i6=j βij |Φi|2Φj ,
Φj = Φj(x, t) ∈ C, j = 1, 2, ..., r; x ∈ RN , t > 0,
Φj(x, t)→ 0, as |x| → +∞, t > 0, j = 1, 2, ..., r.
(1.1)
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Where µj > 0 are positive constants and βij’s are coupling constants; aj(x) are po-
tential functions. When N ≤ 3, system (1.1) appears in many physical problems,
especially in nonlinear optics. Physically, the solution Φj denotes the jth component
of the beam in Kerr-like photorefractive media. The positive constant µj is standing
for the self-focusing in the jth component of the beam. The coupling constant βij rep-
resents the interaction between the ith and the jth component of the beam. As βij > 0,
the interaction is attractive, but the interaction is repulsive if βij < 0. To obtain the
solitary wave solutions of the system (1.1), ones usually set Φj(x, t) = eiλjtuj(x)
and may transform the system (1.1) to steady-state r-coupled nonlinear Schro¨dinger
system: −∆uj + Vj(x)uj = µju
3
j +
∑
k 6=j
βkju
2
kuj, x ∈ RN ,
uj ≥ 0, x ∈ RN , uj → 0 as |x| → +∞; j = 1, 2, ..., r.
(1.2)
We briefly recall some previous works on this line.
Subcritical case: When N ≤ 3, then the critical Sobolev exponent 2∗ := 2NN−2 ∈
[6,+∞] and hence the nonlinear terms (including the coupling terms) of (1.2) are of
subcritical growth. For such cases, we call the system (1.2) subcritical which has re-
ceived great interest in the last decade and large number of papers published. On this
line, although we can not exhaustedly enumerate and all those articles, we refer the
readers to [2, 5, 6, 3, 4, 8, 9, 12, 14, 18, 29, 27, 28, 30, 22, 23, 24, 31, 32, 33, 34,
35, 36, 37, 41, 43, 44, 45, 46] and the references cited therein for various existence of
solutions.
Critical case: When N = 4, then the critical Sobolev exponent 2∗ = 4 and thus
the nonlinear terms (including the coupling terms) of (1.2) all are of critical growth.
Due to the lack of compactness, this kind problems become thorny. Basically, such
a system (1.2) with r = 2 and Vj = const was firstly studied in [13] (including the
same system defined on a bounded domain). The positive least energy solutions and
phase separation were obtained in [13]. Later, the higher dimension case (i.e., N ≥ 5)
was also considered in [17] where some different phenomenon from the 3-D and 4-D
cases were observed. We also note that, in [42], a partial symmetry was involved when
N = 4 (and N = 2, 3) under the premise of assuming the existence of the minimizer.
In the current paper, we are interested in the following r-coupling system:
−∆uj −
λj
|x|2uj = u
2∗−1
j +
∑
k 6=j
βjkαjku
αjk−1
j u
αkj
k , x ∈ RN ,
uj ∈ D1,2(RN ), uj > 0 in RN \ {0}, j = 1, ..., r;
(1.3)
where N ≥ 3, r ≥ 2, λj ∈ (0, (N−2)
2
4 ) for all j = 1, ..., r; and βjk = βkj , αjk >
1, αkj > 1, satisfying αjk + αkj = 2∗ for all k 6= j. Note that αjk 6= αkj is allowed.
We are concerned with the existence, nonexistence, symmetry and uniqueness of the
ground state for the system (1.3).
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When Vj(x) = − λj|x|2 , the Hardy’s type potentials appear, then the system (1.3)
arises in several physical contexts including nonrelativistic quantum mechanics, molec-
ular physics, quantum cosmology, and linearization of combustion models. The Hardy’s
type potentials do not belong to Kato’s class, so they cannot be regarded as a lower or-
der perturbation term. In particular, any nontrivial solution is singular at x = 0. We
refer to the papers [1, 19, 38, 40] for the scalar equations.
For the case of r = 2, the two-coupled system (1.3) has been studied in [16] where
the positive ground state solutions are obtained and are all radially symmetric. It turns
out that the least energy level depends heavily on the relations among αjk and αkj .
Besides, for sufficiently small coupling constants, positive solutions are also obtained
via a variational perturbation approach. It is point out that the Palais-Smale condition
cannot hold for any positive energy level, which makes the study via variational meth-
ods rather complicated, see [16]. We remark that in [15], when the coupling constant is
replaced by a function decaying to zero, then the existence of ground state is obtained.
However, when r > 2, the study of system (1.3) becomes rather complicated. In
particular, even for the two-coupled case of (1.3) (i.e., r = 2), the characteristics and
uniqueness of the least energy solution to (1.3) have not been solved completely in [16]
(see Remarks 1.1-1.2 below). In the present paper, we give some positive answers for
several standing problems related to the system (1.3). We will introduce some quite
different techniques than usual. Precisely, we shall study some nonlinear constraint
problems which will play an important role for exploring the multi-coupled system
(1.3). We consummate the results due to [13, 15, 16, 17].
Let λj ∈ (0,ΛN) for all j = 1, ..., r, where ΛN := (N−2)
2
4 . Set
‖u‖2λj :=
∫
RN
|∇u|2 − λj|x|2 u
2; 〈u, v〉λj :=
∫
RN
∇u∇v − λj|x|2 uv, (1.4)
for all u, v ∈ D1,2 := D1,2(RN ). Denote the norm of Lp(RN ) by |u|p = (
∫
RN
|u|p) 1p .
Let
Iλj (u) :=
1
2
‖u‖2λj −
1
2∗
∫
RN
|u|2∗ , j = 1, ..., r. (1.5)
We call a solution (u1, ..., ur) of (1.3) nontrivial if all uj 6≡ 0, j = 1, ..., r. We call
that a solution (u1, ..., ur) is positive if all uj > 0 in RN \ {0} for all j = 1, ..., r. We
call a solution (u1, ..., ur) 6= (0, ..., 0) is semi-trivial if there exists some i0 satisfying
ui0 ≡ 0. Throughout this paper, we are only interested in nontrivial solutions of (1.3).
Define D := D1,2 × · · · ×D1,2 with the norm
‖(u1, ..., ur)‖2D :=
r∑
j=1
‖uj‖2λj . (1.6)
Then the nontrivial solutions of (1.3) correspond to the nontrivial critical points of the
C1 functional J : D→ R, where
J(u1, ..., ur) :=
r∑
j=1
Iλj (uj)−
1
2
∑
1≤j 6=k≤r
βjk
∫
RN
|uj |αjk |uk|αkj . (1.7)
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Definition 1.1. We say a solution (u1,0, ..., ur,0) of (1.3) is a ground state solution if
(u1,0, ..., ur,0) is nontrivial and J(u1,0, ..., ur,0) ≤ J(u1, ..., ur) for any other nontriv-
ial solution (u1, ..., ur) of (1.3).
To obtain the ground state solutions of (1.3), we define the Nehari manifold:
N := {(u1, ..., ur) ∈ D : uj 6≡ 0 and
‖uj‖2λj =
∫
RN
|uj |2∗ +
∑
k 6=j
βjkαjk|uj|αjk |uk|αkj , j = 1, ..., r}. (1.8)
Then any nontrivial solution of (1.3) belongs to N . Note that N 6= ∅. We set
Θ := inf
(u1,...,ur)∈N
J(u1, ..., ur). (1.9)
Hence, Θ = inf(u1,...,ur)∈N
1
N
∑r
j=1 ‖uj‖2λj . It is easy to see that Θ > 0.
Recall the following scalar equation which has been deeply investigated in the lit-
erature (see for example [40]):{
−∆u− λi|x|2u = u2
∗−1, x ∈ RN ,
u ∈ D1,2(RN ), u > 0 in RN \ {0}, (1.10)
which has exactly an one-dimensionalC2-manifold of positive solutions given by
Zi := {ziµ(x) = µ−
N−2
2 zi1(
x
µ
) : µ > 0}, (1.11)
where
zi1(x) =
A(N, λi)
|x|aλi (1 + |x|2−
4aλi
N−2 )
N−2
2
and
aλi =
N − 2
2
−
√
(N − 2)2
4
− λi, A(N, λi) = N(N − 2− 2aλi)
2
N − 2 .
Moreover, all positive solutions of (1.10) satisfy
Iλi (z
i
µ) =
1
N
‖ziµ‖2λi =
1
N
|ziµ|22∗ =
1
N
S(λi)
N
2 , (1.12)
where
S(λi) := inf
u∈D1,2(RN )\{0}
‖u‖2λi
|u|22∗
=
‖ziµ‖2λi
|ziµ|22∗
=
(
1− 4λi
(N − 2)2
)N−1
N
S
and S is the sharp constant of D1,2(RN ) →֒ L2∗(RN ) (see e.g., [39]):∫
RN
|∇u|2 ≥ S
(∫
RN
|u|2∗
) 2
2∗
.
In the current paper, we always assume that βjk = βkj for 1 ≤ j, k ≤ r. Now we are
ready to state the main theorems of this article.
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Theorem 1.1. Assume that N ≥ 3, λj ∈ (0,ΛN ) and αjk > 1, αkj > 1, αjk +αkj =
2∗ for 1 ≤ j, k ≤ r.
(1) (Nonexistence) If βjk < 0, ∀k 6= j, then Θ ≡
N∑
j=1
1
N
(
(1− 4λj
(N − 2)2 )
N−1
N S
)N
2
,
and Θ cannot be attained, i.e., there is no ground state solution to (1.3).
(2) (Existence) Let βjk > 0, ∀k 6= j, satisfy(
r +
r∑
j,k=1,j 6=k
2∗
2
βjk
)/(
max
j,l
Bj,l
)
>
(
1 +
r−1∑
α=1
ΛN − λα
ΛN − λr
) N
N−2
,
then (1.3) has a positive ground state solution (u1, ..., ur) ∈ D, which is radially
symmetric and whose energy satisfies
Θ < min
l∈{1,2,...,r}
min
j∈Al
B
−N−2
2
j,l
1
N
S(λj)
N
2 ,
where Bj,l =
∑
k 6=j,k∈Al βjkαjk + 1, A
l = {1, 2, ..., r} \ {l}.
Theorem 1.2. Assume thatN = 3 or N = 4, αjk+αkj = 2∗, αjk ≥ 2, αkj ≥ 2, λj ∈
(0,ΛN), βjk > 0, ∀k 6= j, then any positive solution of (1.3) is radially symmetric with
respect to the origin.
Next, we obtain the existence and uniqueness results about the ground state to the
following critical elliptic system in R4 involving the Hardy’s singular term:−∆uj −
λ
|x|2uj = γjju
3
j +
∑
i6=j
γiju
2
iuj,
uj(x) > 0, j = 1, ..., r, x ∈ R4 \ {0}.
(1.13)
We have the following result.
Theorem 1.3. Considering the system (1.13). Assume that
N = 4, r ≥ 3, λ ∈ (0,ΛN ), γji = γij , det(γij) 6= 0,
∑
k
γkj > 0, i, j = 1, ..., r;
where the matrix (γjk) represents the inverse matrix of (γml). Then
(1) (existence) (√c1z1µ, ...,
√
crz
1
µ) (µ > 0) is a positive least energy solution of
(1.13), where z1µ is a solution of (see (1.11)){
−∆u− λ|x|2u = u3, x ∈ RN ,
u ∈ D1,2(RN ), u > 0 in RN \ {0}, (1.14)
5
and the constant cj > 0 satisfying∑
k=1
γjkck = 1, j = 1, ..., r.
(2) (uniqueness) let (u1, u2, ..., ur) be any least energy solution of (1.13), then
(u1, u2, ..., ur)= (
√
c1z
1
µ , ...,
√
cjz
1
µ), where∑
k=1
γjkck = 1, j = 1, ..., r.
Remark 1.1. When r = 2, λ = 0, the existence of the ground state for system (1.13)
in R4 was firstly studied in [13].
Lastly, we consider the following two-coupled doubly critical shro¨dinger system:{
−∆u− λ|x|2u = u2
∗−1 + ναuα−1vβ , x ∈ RN ,
−∆v − λ|x|2 v = v2
∗−1 + νβuαvβ−1, x ∈ RN . (1.15)
We have the following theorem.
Theorem 1.4. In the system (1.15), we assume that λ ∈ (0,ΛN), 1 < α, β < 2 and
α+ β = 2∗ (these imply N ≥ 5).
(1) If ν > 0, then (c1zµ, c2zµ) is a positive solution of (1.15) for any µ > 0, where
zµ is a solution of the following equation:{
−∆u− λ|x|2u = u2
∗−1, x ∈ RN ,
u ∈ D1,2(RN ), u > 0 in RN \ {0}, (1.16)
(2) If
ν > (
2∗
2
− 1)/min{d1(α, β), d2(α, β), d3(α, β)},
then (c1zµ, c2zµ) is a positive ground state solution of (1.15), where c1, c2 are
the roots of the algebraic system about (x1, x2): x
2∗
2
−1
1 + ναx
α
2
−1
1 x
β
2
2 = 1,
x
2∗
2
−1
2 + νβx
α
2
1 x
β
2
−1
2 = 1,
and d1(α, β), d2(α, β), d3(α, β) are defined as following:
d1(α, β) = 2
∗(1− α
2
)
α
2∗ (1− β
2
)
β
2∗ if α 6= β; d1(α, β) = 2∗/2 if α = β;
d2(α, β) = β(1− β
2
)1−
α
2 (1− α
2
)
α
2 +
1
2
αβ(1 − α
2
)1−
α
2 (1− β
2
)
α
2
−1;
d3(α, β) = α(1 − α
2
)1−
β
2 (1− β
2
)
β
2 +
1
2
αβ(1 − α
2
)1−
β
2 (1− β
2
)
β
2
−1.
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Remark 1.2. When N ≥ 5, the existence of ground state solution is essentially proved
in [16]. Here, the further characteristics is given. If α = β, then
(
2∗
2
− 1)/min{d1(α, β), d2(α, β), d3(α, β)} = 2
N
.
We remark that, for the special case of α = β = 2∗2 , the uniqueness of the ground state
solution of (1.15) was obtained by a different method in [16].
The paper is organized as follows. In Section 2, we develop several lemmas which
will also have other applications. We give the the proof of Theorem 1.1 in Section 3,
where we will use the concentration-compactness principle due to [25, 26]. In Section
4, Theorem 1.2 is proved by the moving plane method. In Section 5, we firstly construct
some powerful lemmas and then obtain the existence and uniqueness results about the
positive ground state. Theorems 1.3-1.4 will get proved there.
2 Preliminaries
We firstly deal with the following nonlinear algebraic equations which is important for
construct the nonexistence of the ground state solution.
Lemma 2.1. Assume
Cj := |uj|2∗2∗ −
∑
k 6=j
α2jk − αjkαkj
2∗
∫
RN
|βjk||uj |αjk |uk|αkj > 0, j = 1, ..., r. (2.1)
Consider the algebraic equations about tj:
t2j‖uj‖2λj = t2
∗
j |uj|2
∗
2∗ +
∑
k 6=j
t
αjk
j t
αkj
k
∫
RN
βjkαjk|uj |αjk |uk|αkj , j = 1, ..., r, (2.2)
where βjk < 0, αjk > 1, αkj > 1, αjk + αkj = 2∗, uj 6≡ 0. Then we have the
following priori estimate for the positive solution of (2.2) (if any):
min
1≤j≤r
(Aj
Bj
) 1
α ≤
(‖uj‖2λj
|uj|2∗2∗
) 1
α ≤ tj ≤
( ∑r
j=1 Aj
min{C1, ..., Cr}
) 1
α
, (2.3)
where
α = 2∗ − 2 = 4
N − 2 , Aj = ‖uj‖
2
λj > 0, Bj = |uj |2
∗
2∗ > 0, j = 1, ..., r.
In particular, the systems (2.2) has a positive solution provided that
d :=
1
α
rmax
j
(Aj
Bj
) 1
α
(
1 + max
j
max fj
)
max
j,m
max | ∂fj
∂tm
| < 1, (2.4)
where
fj(t1, ..., tr) :=
1
Aj
∑
k 6=j
t
αjk−2
j t
αkj
k
∫
RN
|βjk|αjk|uj |αjk |uk|αkj . (2.5)
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Furthermore, if
β¯jk :=
∫
RN
|βjk||uj |αjk |uk|αkj , ∀j 6= k, (2.6)
all are small enough, then (2.2) admits a positive solution (t1, ..., tr). In particular,
each ts (s = 1, ..., r) satisfying
ts →
(‖us‖2λs
|us|2∗2∗
) 1
α
as all β¯jk → 0, ∀j 6= k. (2.7)
Remark 2.1. In Lemma 2.1 above, max fj = max fj(t1, ..., tr) which is a finite value
in view of the priori bound on (t1, ..., tr) obtained in (2.3). The same conclusion is true
for max | ∂fj∂tm |.
Proof. Firstly, by definition we have min1≤j≤r
(
Aj
Bj
) 1
α ≤
( ‖uj‖2λj
|uj |2
∗
2∗
) 1
α
. Since βjk <
0, ∀j 6= k, then we have
t2j‖uj‖2λj ≤ t2
∗
j |uj |2
∗
2∗ ,
that is,
tj ≥ (
‖uj‖2λj
|uj|2∗2∗
)
1
α .
Recall that αjk + αkj = 2∗, by Young’s inequality, we have
t
αjk
j t
αkj
k ≤
αjk
2∗
t2
∗
j +
αkj
2∗
t2
∗
k ,
then
t2jAj = t
2∗
j Bj −
∑
k 6=j
∫
RN
|βjk|αjk|uj|αjk |uk|αkj tαjkj tαkjk
≥ Bjt2∗j −
∑
k 6=j
Djk
αjk
2∗
t2
∗
j +Djk
αkj
2∗
t2
∗
k
= (Bj −
∑
k 6=j
Djk
αjk
2∗
)t2
∗
j −
∑
k 6=j
Djk
αkj
2∗
t2
∗
k ,
(2.8)
where
Djk :=
∫
RN
|βjk|αjk|uj|αjk |uk|αkj .
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Summing up (2.8) from j = 1 to j = r, thus
r∑
j=1
Ajt
2
j ≥
r∑
j=1
(Bj −
∑
k 6=j
Djk
αjk
2∗
)t2
∗
j −
r∑
j=1
∑
k 6=j
Djk
αkj
2∗
)t2
∗
k
=
r∑
j=1
(Bj −
∑
k 6=j
Djk
αjk
2∗
)t2
∗
j −
r∑
k=1
∑
j 6=k
Djk
αkj
2∗
)t2
∗
k
=
r∑
j=1
(Bj −
∑
k 6=j
Djk
αjk
2∗
)t2
∗
j −
r∑
j=1
∑
k 6=j
Dkj
αjk
2∗
)t2
∗
j
=
r∑
j=1
(Bj −
∑
k 6=j
αjk(Djk −Dkj)
2∗
)t2
∗
j
=
r∑
j=1
Cjt
2∗
j .
(2.9)
Recall that Aj > 0, Cj > 0, j = 1, ..., r. For the positive solution of (2.2), without
loss of generality, we assume that t1 = max{t1, ..., tt}, then we have
C1t
2∗
1 ≤
r∑
j=1
Ajt
2
j ≤
r∑
j=1
Ajt
2
1,
that is,
t1 := max
j
tj ≤
( 1
C1
r∑
j=1
Aj
) 1
α ≤
( 1
minj Cj
r∑
j=1
Aj
) 1
α
. (2.10)
Hence the priori estimate is obtained. Hence, there are two positive constants T1 >
0, T2 > 0 such that for all positive solution tj of (2.2):
tj ∈ [T1, T2], ∀j = 1, ..., r.
In the following, we will use Picard’s iteration to obtain the existence of positive solu-
tion of (2.2). Recall the notation of fj in (2.5), the equation (2.2) becomes
tj =
(Aj
Bj
+
Aj
Bj
fj(t1, ..., tr)
) 1
α
=
(Aj
Bj
) 1
α
(
1 + fj(t1, ..., tr)
) 1
α
, j = 1, ..., r.
(2.11)
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We select arbitrarily an initial value t0 = (t1,0, ..., tr,0) ∈ [T1, T2]r, then
|tj,n+1 − tj,n|
=
(Aj
Bj
) 1
α
[(
1 + fj(t1,n, ..., tr,n)
) 1
α −
(
1 + fj(t1,n−1, ..., tr,n−1)
) 1
α
]
=
(Aj
Bj
) 1
α 1
α
(1 + fj(ξ))fj(ξ)
1
α
−1
r∑
m=1
∂fj
∂tm
(ξ)|tm,n − tm,n−1|
≤ 1
α
(Aj
Bj
) 1
α
(1 + max
j
max fj)max
j,m
max | ∂fj
∂tm
|
∑
m
|tm,n − tm,n−1|,
(2.12)
where ξ is a vector between tn = (t1,n, ..., tr,n) and tn−1 = (t1,n−1, ..., tr,n−1). Add
up the above inequalities from j = 1 to j = r, we get that
r∑
j=1
|tj,n+1 − tj,n|
≤ r 1
α
max
j
(Aj
Bj
) 1
α
(1 + max
j
max fj)max
j,m
max | ∂fj
∂tm
|
∑
m
|tm,n − tm,n−1|
:= d
∑
m
|tm,n − tm,n−1|.
(2.13)
By the assumption (2.4), 0 < d < 1, thus we may apply the classical contraction map-
ping principle and know that the vector sequence tn = (t1,n, ..., tr,n) is convergent,
say tn = (t1,n, ..., tr,n) → t = (t1, ..., tr) as n → ∞ and t is a solution of (2.2).
Further, by our priori estimate,
min
j
(
Aj
Bj
)
1
α ≤ tj,n ≤
( 1
min{C1, ..., Cr}
∑r
j=1 Aj
) 1
α
, j = 1, ..., r.
Let n→∞, we have
min
j
(Aj
Bj
) 1
α ≤ tj ≤
( 1
min{C1, ..., Cr}
∑r
j=1 Aj
) 1
α
, j = 1, ..., r,
it implies that t = (t1, ..., tr) is a positive solution of (2.2). Furthermore, if β¯jk (which
is defined in (2.6)) all are small enough, then it is to see that the solvability conditions
(2.1) and (2.4) hold. Hence, there exists a positive solution of (2.2). By the priori
estimate of this positive solution and in view of (2.2), we get that tj →
( ‖uj‖2λj
|uj |2
∗
2∗
) 1
α
, j =
1, ..., r.
Lemma 2.2. If Θ (which is defined in (1.9)) is attained by (u1, ..., ur) ∈ N , then it is
a critical point of J (which is introduced in (1.7)) provided that βjk < 0, ∀k 6= j.
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Proof. Suppose βjk < 0, ∀k 6= j. Assume that (u1, ..., ur) ∈ N such that Θ =
J(u1, ..., ur). Define
Gj(u1, ..., ur) = ‖uj‖2λj −
∫
RN
(
|uj|2∗ +
∑
k 6=j
βjkαjk|uj |αjk |uk|αkj
)
, j = 1, ..., r.
Then there exist Lj ∈ R (j = 1, ..., r) such that
J ′(u1, ..., ur) +
N∑
j=1
LjG
′
j(u1, ..., ur) = 0. (2.14)
Testing (2.14) with (0, ..., 0, ui, 0, ..., 0)(i = 1, ..., r), we conclude from (u1, ..., ur) ∈
N that 〈
G′j , (0, ..., uj , ..., 0)
〉
= 2
∫
RN
|∇uj |2 − 2
∫
RN
λj
|x|2 u
2
j
− 2∗
∫
RN
|uj |2∗ −
∑
k 6=j
∫
RN
βjkα
2
jk|uj |αjk |uk|αkj
= (2− 2∗)
∫
RN
|uj |2∗ − 2
∑
k 6=j
∫
RN
βjkαjk(2− αjk)|uj |αjk |uk|αkj .
For k 6= j, we have
〈G′j , (0, ..., uk, ..., 0)〉 = −βjkαjkαkj
∫
RN
|uj|αjk |uk|αkj .
Then
N∑
j=1
Lj〈G′j , (0, ..., ui, ..., 0)〉 = 0.
Hence(
(2∗ − 2)
∫
RN
|uj|2∗ +
∑
k 6=j
|βjk|αjk(2 − αjk)|uj |αjk |uk|αkj
)
Lj
−
∑
i6=j
Li|βji|αjiαij
∫
RN
|uj|αjk |uk|αkj = 0.
(2.15)
Since (u1, ..., ur) ∈ N , we have∫
RN
|uj |2∗ >
∑
k 6=j
|βjk|αjk
∫
RN
|uj|αjk |uk|αkj ,
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hence (
(2∗ − 2)
∫
RN
|uj |2∗ +
∑
k 6=j
|βjk|αjk(2 − αjk)|uj |αjk |uk|αkj
)
>
∑
k 6=j
|βjk|αjk(2− αjk)
∫
RN
|uj |αjk |uk|αkj
=
∑
k 6=j
|βjk|αjkαkj
∫
RN
|uj|αjk |uk|αkj , j = 1, ..., r.
(2.16)
These inequalities above illustrate that the coefficient matrix of (2.15) is diagonally
dominant, hence the determinant greater than 0. Combine with (2.15), we deduce that
Lj = 0 (j = 1, ..., r) and then J ′(u1, ..., ur) = 0.
The next two lemmas are indispensable for the construction of the ground state
solution and for the proof of its uniqueness. We also believe that they can be applied to
other problems.
Lemma 2.3. Consider the following r + 1 inequalities,{∑r
k=1 xk ≤ 0,
fj(x1, ..., xr) ≥ 0, j = 1, ..., r,
where fj(x1, ..., xr) are nonnegative differentiable functions with fj(0, ..., 0) = 0, j =
1, ..., r. Assume that the following conditions hold:
det
(∂fj
∂xi
)
6= 0;
r∑
s=1
gsi > 0, i = 1, ..., r, (2.17)
where (gij) := (∂fj∂xi ); the matrix (g
kl) represents the inverse matrix of (gij). Then we
must have xj = 0 for all j = 1, ..., r.
Proof. Denote fj(x1, ..., xr) = yj , then yj ≥ 0 for all j = 1, ..., r. Note that∑
k
∂fj
∂xk
∂xk
∂yi
= δij ,
that is, ∑
k
gjk
∂xk
∂yi
= δij .
Multiply gsj and sum up for j in the above equations, we get that∑
j
∑
k
gsjgjk
∂xk
∂yi
=
∑
j
δijg
sj ,
hence ∑
k
δsk
∂xk
∂yi
= gsi,
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thus we obtain that
∂xs
∂yi
= gsi.
Then
∂
∂yi
( r∑
s=1
xs(y1, ..., yr)
)
=
r∑
s=1
gsi > 0.
This means that the function
∑r
s=1 xs(y1, ..., yr) is strictly increasing in any direction.
On the other hand , since yj ≥ 0 and fj(0, ..., 0) = 0 for all j = 1, ..., r, combining
with
∑r
k=1 xk ≥ 0, we obtain
0 ≥
r∑
s=1
xs(y1, ..., yr) ≥
r∑
s=1
xs(0, ..., 0) = 0,
it follows that yj = 0 and hence xj = 0 for all j = 1, ...r.
If fj does not satisfy the initial condition fj(0, ..., 0) = 0, then we have the follow-
ing more general version than Lemma 2.3.
Lemma 2.4. Consider the following nonlinear constraint problem{∑r
k=1 xk ≤
∑r
k=1 ck,
fj(x1, ..., xr) ≥ fj(c1, ..., cr), j = 1, ..., r,
where fj(x1, ..., xr) are nonnegative differentiable functions. Assume the following
conditions hold:
det(
∂fj
∂xi
) 6= 0;
r∑
s=1
gsi > 0, i = 1, ..., r, (2.18)
where (gij) = (∂fj∂xi ), (g
kl) represents the inverse matrix of (gij). Then we must have
xj = cj for all j = 1, ..., r.
Proof. Take hj(x1, ..., xr) = fj(x1, ..., xr) − fj(c1, ..., cr) and make the transforma-
tion yj = xj − cj, j = 1, ..., r. Let lj(y1, ..., yr) := hj(x1, ..., xr). We may apply
Lemma 2.3 to lj(y1, ..., yr), then the conclusion follows.
Remark 2.2. The condition (2.18) in Lemma 2.4 may be replaced by
det(
∂fj
∂xi
) 6= 0;
r∑
s=1
gsi ≥ 0, i = 1, ..., r;
r∑
s=1
gsi0 > 0 for some i0.
Then the same conclusion as that in Lemma 2.4 holds.
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3 Proof of Theorem 1.1
The proof of Theorem 1.1-(1). Note the assumption βjk < 0, j 6= k. Recall (1.11),
it is easy to see that zjµj ⇀ 0 weakly in D
1,2(RN ) and so (zjµj )
β ⇀ 0 weakly in
L2
∗/β(RN ) as µ→∞, (here we regard µj as an integer in the expression zjµ) hence
lim
µ→+∞
|βjk|
∫
RN
(ziµi)
α(zjµj )
βdx
= lim
µ→+∞
|βjk|
∫
RN
(
zi1(y)
)α(
zjµj−i(y)
)β
dy = 0, 1 ≤ i 6= j ≤ r.
(3.1)
Then conditions (2.1), (2.4) and (2.6) in Lemma 2.1 hold for (z1µ1 , ..., zrµr ) when µ > 0
is sufficiently large. Therefore, there exists some positive constants {tj(µ)}rj=1 such
that (t1(µ)z1µ1 , ..., tr(µ)zrµr ) ∈ N . By Lemma 2.1, and in view of (1.10) (hence
‖ziµi‖2λi = |ziµi |2
∗
2∗), we get that tj(µ) → 1 as µ → ∞, j = 1, ..., r. By (1.7) and
(1.9), we see that
Θ ≤ J(t1(µ)z1µ1 , ..., tr(µ)zrµr ) =
1
N
r∑
j=1
t2j(µ)‖zjµj‖2λj =
1
N
r∑
j=1
t2j(µ)S(λj)
N/2.
Letting µ→∞ in the above equation, we get that
Θ ≤ 1
N
r∑
j=1
S(λj)
N/2.
On the other hand, for any (u1, ..., ur) ∈ N , we see from βjk < 0(j 6= k) and (1.8)
that
‖u‖2λj ≤
∫
RN
|u|2∗ ≤ S(λj)−2∗/2‖u‖2∗λj , j = 1, ..., r.
Combining these with (1.5) and (1.7), we get that
Θ ≥ 1
N
r∑
j=1
S(λj)
N/2.
Hence
Θ =
1
N
r∑
j=1
S(λj)
N/2. (3.2)
Now we assume that Θ is attained by some (u1, ..., ur) ∈ N , then (|u1|, ..., |ur|) ∈ N
and J(|u1|, ..., |ur|) = Θ. By Lemma 2.2, we know that (|u1|, ..., |ur|) is a nontrivial
solution of (1.3). By the maximum principle, we may assume that uj > 0 in RN \ {0}
for all j = 1, ..., r. It follows that∫
RN
uαi u
β
j > 0 for any 1 ≤ i, j ≤ r.
14
Then
‖u‖2λj <
∫
RN
|u|2∗dx ≤ S(λj)−2∗/2‖u‖2∗λj , j = 1, ..., r.
Therefore, it is easy to see that
Θ = J(u1, ..., ur) >
1
N
r∑
j=1
S(λj)
N/2,
which contradicts with (3.2). This completes the proof of Theorem 1.1-(1).
The proof of Theorem 1.1-(2). Note the assumption βjk > 0, ∀j 6= k. In this part,
we define
Θ′ := inf
(u1,...,ur)∈N ′
J(u1, ..., ur),
where
N ′ := {(u1, ..., ur) ∈ D \ {(0, ..., 0)} :
〈
J ′(u1, ..., ur), (u1, ..., ur)
〉
= 0}. (3.3)
Note that N ⊂ N ′ and then Θ′ ≤ Θ. It is easy to prove that Θ′ > 0. Moreover, it is
standard to prove that
Θ′ = inf
(u1,...,ur)∈D\{(0,...,0)}
max
t>0
J(tu1, ..., tur)
= inf
(u1,...,ur)∈D\{(0,...,0)}
1
N
[∫
RN
E(u1, ..., ur)∫
RN
F (u1, ..., ur)
]N
2
,
(3.4)
here we denote that
E(u1, ..., ur) :=
r∑
j=1
(
|∇uj |2 − λj|x|2 u
2
j
)
,
F (u1, ..., ur) :=
r∑
j=1
|uj |2∗ +
∑
1≤j<k≤r
2∗βjk|uj |αjk |uk|αkj .
Then∫
RN
E(u1, ..., ur) ≥ (NΘ′) 2N
(∫
RN
F (u1, ..., ur)
) 2
2∗
, ∀(u1, ..., ur) ∈ D. (3.5)
Before continuing to prove Theorem 1.1-(2), we have to establish three lemmas. The
following lemma is the counterpart of the Brezis-Lieb Lemma (see [7])(see also [17]),
here we omit the proof.
Lemma 3.1. Let Ω ⊂ RN be an open set and (un, vn) be a bounded sequence in
L2
∗
(Ω)× L2∗(Ω) . If (un, vn)→ (u, v) almost everywhere in Ω, then
lim
n→∞
∫
Ω
(|un|α|vn|β − |un − u|α|vn − v|β) =
∫
Ω
|u|α|v|β , (3.6)
here α+ β = 2∗, α > 1, β > 1.
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The following lemma is the counterpart of Lions’ concentration-compactness prin-
ciple ([25, 26]) for the system (1.3).
Lemma 3.2. Let (u1, ..., un) ∈ D be a sequence such that
(u1,n, u2,n, ..., ur,n) ⇀ (u1, u2, ..., ur) weakly in D,
(u1,n, u2,n, ..., ur,n)→ (u1, u2, ..., ur) almost everywhere in RN ,
E(u1,n − u1, u2,n − u2, ..., ur,n − ur) ⇀ µ in the sense of measures,
F (u1,n − u1, u2,n − u2, ..., ur,n − ur) ⇀ ρ in the sense of measures.
(3.7)
Define
µ∞ := lim
R→∞
lim sup
n→∞
∫
|x|≥R
E(u1,n, u2,n, ..., ur,n)dx, (3.8)
ρ∞ := lim
R→∞
lim sup
n→∞
∫
|x|≥R
F (u1,n, u2,n, ..., ur,n)dx. (3.9)
Then it follows that
‖µ‖ ≥ (NΘ′) 2N ‖ρ‖ 22∗ , (3.10)
µ∞ ≥ (NΘ′) 2N ρ∞ 22∗ , (3.11)
lim sup
n→∞
∫
RN
E(u1,n, ..., ur,n)dx =
∫
RN
E(u1, ..., ur)dx+ ‖µ‖+ µ∞, (3.12)
lim sup
n→∞
∫
RN
F (u1,n, ..., ur,n)dx =
∫
RN
F (u1, ..., ur)dx+ ‖ρ‖+ ρ∞. (3.13)
Moreover, if (u1, u2, ..., ur) = (0, 0, ..., 0) and ‖µ‖ = (NΘ′) 2N ‖ρ‖ 22∗ , then µ and ρ
are concentrated at a single point.
Proof. In this proof we mainly follow the argument of [47, 17]. Firstly we assume that
(u1, u2, ..., un) = (0, 0, ..., 0). For any h ∈ C∞0 (RN ) , we see from (3.5) that∫
RN
E(hu1,n, hu2,n, ..., hur,n)dx ≥ (NΘ′) 2N
( ∫
RN
|h|2∗F (u1,n, u2,n, ..., ur,n)dx
) 2
2∗
.
(3.14)
Since uj,n → 0, j = 1, ..., n in L2loc(RN ), we have that∫
RN
E(hu1,n, hu2,n, ..., hur,n)dx−
∫
RN
|h|2E(u1,n, u2,n, ..., ur,n)dx→ 0, n→∞.
(3.15)
Then by letting n→∞ in (3.14), we obtain∫
RN
|h|2dµ ≥ (NΘ′) 2N
(∫
RN
|h|2∗dρ
) 2
2∗
, (3.16)
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that is, (3.10) holds. For R > 1, let ψR ∈ C1(RN ) be such that 0 ≤ ψR ≤ 1, ψR = 1
for |x| ≥ R+ 1 and ψR = 0 for |x| ≤ R. Then we see from (3.14) that∫
RN
E(ψRu1,n, ψRu2,n, ..., ψRur,n)dx
≥ (NΘ′) 2N
(∫
RN
|ψR|2∗F (u1,n, u2,n, ..., ur,n)dx
) 2
2∗
.
Since uj,n → 0 in L2loc(RN ) as n→∞ for all j = 1, ..., r, then
lim sup
n→∞
∫
RN
|ψR|2E(u1,n, u2,n, ..., ur,n)dx
≥ (NΘ′) 2N lim sup
n→∞
(∫
RN
|ψR|2∗F (u1,n, u2,n, ..., ur,n)dx
) 2
2∗
.
(3.17)
Note that∫
|x|≥R+1
F (u1,n, u2,n, ..., ur,n)dx ≤
∫
RN
|ψR|2∗F (u1,n, u2,n, ..., ur,n)dx
≤
∫
|x|≥R
F (u1,n, u2,n, ..., ur,n)dx,
(3.18)
so
ρ∞ = lim
R→∞
lim sup
n→∞
∫
RN
|ψR|2∗F (u1,n, u2,n, ..., ur,n)dx. (3.19)
On the other hand,
lim sup
n→∞
∫
RN
|ψR|2E(u1,n, u2,n, ..., ur,n)dx
= lim sup
n→∞
∫
|x|≥R+1
E(u1,n, u2,n, ..., ur,n)dx
+ lim sup
n→∞
∫
R≤|x|≤R+1
|ψR|2E(u1,n, u2,n, ..., ur,n)dx
= lim sup
n→∞
∫
|x|≥R+1
E(u1,n, u2,n, ..., ur,n)dx
+ lim sup
n→∞
∫
R≤|x|≤R+1
|ψR|2
( r∑
j=1
|∇uj,n|2
)
dx
≥ lim sup
n→∞
∫
|x|≥R+1
E(u1,n, u2,n, ..., ur,n)dx.
(3.20)
Letting R→∞ in the above inequality, we have that
µ∞ ≤ lim
R→∞
lim sup
n→∞
∫
RN
|ψR|2E(u1,n, u2,n, ..., ur,n)dx. (3.21)
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Similarly,
lim sup
n→∞
∫
RN
|ψR|2E(u1,n, u2,n, ..., ur,n)dx
= lim sup
n→∞
∫
|x|≥R
E(u1,n, u2,n, ..., ur,n)dx
− lim inf
n→∞
∫
R≤|x|≤R+1
(1− |ψR|2)E(u1,n, u2,n, ..., ur,n)dx
≤ lim sup
n→∞
∫
|x|≥R
E(u1,n, u2,n, ..., ur,n)dx.
(3.22)
Letting R→∞, we see that
µ∞ ≥ lim
R→∞
lim sup
n→∞
∫
RN
|ψR|2E(u1,n, u2,n, ..., ur,n)dx. (3.23)
Hence,
µ∞ = lim
R→∞
lim sup
n→∞
∫
RN
|ψR|2E(u1,n, u2,n, ..., ur,n)dx. (3.24)
Then (3.11) follows directly from (3.17), (3.19) and (3.24). Assume moreover that
‖µ‖ = (NΘ′) 2N ‖ρ‖ 22∗ , then by the Ho¨lder inequality and (3.16), we have∫
RN
|h|2∗dρ ≤ (NΘ′)− 2N−2 ‖µ‖ 2N−2
∫
RN
|h|2∗dµ, h ∈ C∞0 (RN ). (3.25)
From this we deduce that
ρ = (NΘ′)−
2
N−2 ‖µ‖ 2N−2µ. (3.26)
So µ = (NΘ′) 2N ‖ρ‖− 2N ρ, and we see from (3.16) that
‖ρ‖ 2N (
∫
RN
|h|2∗dρ) 22∗ ≤
∫
RN
|h|2dρ, h ∈ C∞0 (RN ). (3.27)
That is, for each open set Ω, we have ρ(Ω) 22∗ ρ(RN ) 2N ≤ ρ(Ω). Therefore, ρ is con-
centrated at a single point.
For the general case, we denote that ωj,n = uj,n − uj, j = 1, 2, ..., r. Then
(ω1,n, ω2,n, ..., ωr,n) ⇀ (0, 0, ..., 0) weakly in D. From the Brezis-Lieb Lemma, for
any nonnegative function h ∈ C0(RN ), we obtain that∫
RN
hE(u1, u2, ..., ur)dx = lim
n→∞
(∫
RN
hE(u1,n, u2,n, ..., ur,n)dx
−
∫
RN
hE(ω1,n, ω2,n, ..., ωr,n)dx
)
,
(3.28)
∫
RN
hF (u1, u2, ..., ur)dx = lim
n→∞
(∫
RN
hF (u1,n, u2,n, ..., ur,n)dx
−
∫
RN
hF (ω1,n, ω2,n, ..., ωr,n)dx
)
,
(3.29)
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it follows that
E(u1,n, u2,n, ..., ur,n) ⇀ E(u1, u2, ..., ur) + µ,
F (u1,n, u2,n, ..., ur,n) ⇀ F (u1, u2, ..., ur) + ρ,
(3.30)
in the sense of measures. Inequality (3.10) follows from the corresponding one for
(w1,n, w2,n, ..., wr,n). From the Brezis-Lieb Lemma, it is easy to prove that
µ∞ := lim
R→∞
lim sup
n→∞
∫
|x|≥R
E(w1,n, w2,n, ..., wr,n)dx, (3.31)
ρ∞ := lim
R→∞
lim sup
n→∞
∫
|x|≥R
F (w1,n, w2,n, ..., wr,n)dx. (3.32)
Then the inequality (3.11) can be proved in a similar way. For any R > 1, we deduce
from (3.30) that
lim sup
n→∞
∫
RN
F (u1,n, u2,n, ..., ur,n)
= lim sup
n→∞
(∫
RN
|ψR|2∗F (u1,n, u2,n, ..., ur,n)
+
∫
RN
(1 − |ψR|2∗)F (u1,n, u2,n, ..., ur,n)
)
= lim sup
n→∞
∫
RN
|ψR|2∗F (u1,n, u2,n, ..., ur,n) +
∫
RN
(1− |ψR|2∗)F (u1, u2, ..., ur)
+
∫
RN
(1 − |ψR|2∗)dρ.
Letting R → ∞, we see from (3.19) that (3.13) hold. The proof of (3.12) is similar.
This completes the proof of Lemma 3.2.
Lemma 3.3. Let βjk > 0, for any 1 ≤ j 6= k ≤ r, then (1.3) has a solution
(u1, u2, ..., ur) ∈ D\{(0, 0, ..., 0)} (possibly semi-trivial) such that J(u1, u2, ..., ur) =
Θ′ and that uj ≥ 0(j = 1, ..., r) are radially symmetric with respect to the origin.
Moreover, if further
Θ′ < min
l∈{1,2,...,r}
min
j∈Al
B
−N−2
2
j,l
1
N
S(λj)
N
2 , (3.33)
then (u1, u2, ..., ur) ∈ D is a positive ground state solution of (1.3) and
Θ′ = J(u1, u2, ..., ur), where Bj,l =
∑
k 6=j,k∈Al
βjkαjk + 1, A
l = {1, 2, ..., r} \ {l}.
Proof. For (u1, u2, ..., ur) ∈ N ′ with uj ≥ 0, j = 1, ..., r, we denote by (u∗1, u∗2, ..., u∗r)
for its Schwartz symmetrization. Then by the properties of Schwartz symmetrization,
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we see from λj > 0, βjk > 0, j 6= k that
r∑
j=1
∫
RN
|∇u∗j |2 −
λj
|x|2 |u
∗
j |2 ≤
r∑
j=1
∫
RN
|u∗j |2
∗
+
∑
1≤j<k≤r
2∗βjk|u∗j |αjk |u∗k|αkj .
Therefore, there exists 0 < t∗ ≤ 1 such that (t∗u∗1, t∗u∗2, ..., t∗u∗r) ∈ N ′, and that
J(t∗u∗1, t
∗u∗2, ..., t
∗u∗r) =
1
N
(t∗)2(
r∑
j=1
‖u∗j‖2λj )
≤ 1
N
(
r∑
j=1
‖u∗j‖2λj ) = J(u1, u2, ..., ur).
(3.34)
We can take a minimizing sequence (u˜1,n, u˜2,n, ..., u˜r,n) ∈ N ′ such that
(u˜1,n, u˜2,n, ..., u˜r,n) = (u˜
∗
1,n, u˜
∗
2,n, ..., u˜
∗
r,n), (3.35)
and J(u˜1,n, u˜2,n, ..., u˜r,n)→ Θ′ as n→∞. Define the Levy concentration function
Qn(R) := sup
y∈RN
∫
B(y,R)
F (u˜1,n, u˜2,n, ..., u˜r,n)dx.
Since u˜j,n ≥ 0 (j = 1, 2, ..., r) are radially nonincreasing, we have that
Qn(Rn) =
∫
B(0,R)
F (u˜1,n, u˜2,n, ..., u˜r,n)dx.
Then there exists Rn > 0 such that
Qn(R) =
∫
B(0,Rn)
F (u˜1,n, u˜2,n, ..., u˜r,n)dx =
1
2
∫
RN
F (u˜1,n, u˜2,n, ..., u˜r,n)dx.
Define (
u1,n(x), u2,n(x), ..., ur,n(x)
)
:
=
(
R
N−2
2
n u˜1,n(Rnx), R
N−2
2
n u˜2,n(Rnx), ..., R
N−2
2
n u˜r,n(Rnx)
)
.
By a direct computation, we know that (u1,n, u2,n, ..., ur,n) ∈ N ′, J(u1,n, u2,n, ..., ur,n)→
Θ′ and that uj ≥ 0 are radially nonincreasing. Moreover,∫
B(0,1)
F (u1,n, u2,n, ..., ur,n)dx =
1
2
∫
RN
F (u1,n, u2,n, ..., ur,n)dx
= sup
y∈RN
∫
B(y,1)
F (u1,n, u2,n, ..., ur,n)dx.
(3.36)
From (3.34), we know that (u1,n, u2,n, ..., ur,n) are uniformly bounded in D. Then
passing to a subsequence, there exist (u1, u2, ..., ur) ∈ D and finite measures µ, ρ such
that (3.7) holds. Then by Lemma 3.2, we see that (3.10)-(3.13) hold. Note that
r∑
j=1
‖uj,n‖2λj =
∫
RN
F (u1,n, u2,n, ..., ur,n)dx→ NΘ′, as n→∞.
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From (3.7)-(3.13), we have that
NΘ′ =
∫
RN
F (u1, u2, ..., ur)dx + ‖ρ‖+ ρ∞, (3.37)
NΘ′ ≥ (NΘ′) 2N [(
∫
RN
F (u1, u2, ..., ur)dx)
2
2∗ + ‖ρ‖ 22∗ + ρ 22∗∞ ]. (3.38)
Therefore,
∫
RN
F (u1, u2, ..., ur)dx, ρ and ρ∞ are equal to either 0 or NΘ′. By (3.36),
(3.37)-(3.38), we have ρ∞ ≤ 12NΘ′, hence, ρ∞ = 0. If ‖ρ‖ = NΘ′, then∫
RN
F (u1, u2, ..., ur)dx = 0
and so (u1, u2, ..., ur) = (0, 0, ..., 0). On the other hand, since ‖µ‖ ≤ NΘ′, we
deduce from (3.10) that ‖µ‖ = (NΘ′) 2N ‖ρ‖ 22∗ . Then Lemma 3.2 implies that ρ is
concentrated at a single point y0, and we see from (3.36), (3.37) and (3.38), that
1
2
NΘ′ = lim
n→∞
sup
y∈RN
∫
B(y,1)
F (u1,n, u2,n, ..., ur,n)
≥ lim
n→∞
∫
B(y0,1)
F (u1,n, u2,n, ..., ur,n) = ‖ρ‖,
a contradiction. Therefore,
∫
RN
F (u1, u2, ..., ur)dx = NΘ
′
. Since
∑r
j=1 ‖uj‖2λj ≤
NΘ′, we deduce from (3.36), (3.37) and (3.38) that
NΘ′ =
r∑
j=1
‖uj‖2λj =
∫
RN
F (u1, u2, ..., ur)dx = lim
n→∞
r∑
j=1
‖uj,n‖2λj ,
then
r∑
j=1
‖uj,n − uj‖2λj =
r∑
j=1
‖uj,n‖2λj + ‖uj‖2λj − 2〈uj,n, uj〉λj → 0, as n→∞,
that is, (u1,n, u2,n, ..., ur,n) → (u1, u2, ..., ur) strongly in D, (u1, u2, ..., ur) ∈ N ′
and J(u1, u2, ..., ur) = Θ′. Recall that Θ′ > 0, hence (u1, u2, ..., ur) 6= (0, 0, ..., 0).
By the definition of N ′ and using the Lagrange multiplier method, it is standard to
prove that J(u1, u2, ..., ur) = 0. Therefore, (u1, u2, ..., ur) is a solution of (1.3).
Now assume that Θ′ < minl∈{1,2,...,r}minj∈Al B
−N−2
2
j,l
1
N S(λj)
N
2
. Then it is easy
to prove that
uj 6≡ 0, j = 1, 2, ..., r.
In fact, note that αjk + αkj = 2∗,∫
RN
|uj |αjk |uk|αkj ≤ αjk
2∗
∫
RN
|uj |2∗ + αkj
2∗
∫
RN
|uk|2∗ ,
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If ul ≡ 0, then
r∑
j=1
∫
RN
|uj|2∗ +
∑
1≤j<k≤r
2∗βjk|uj|αjk |uk|αkj
≤
∑
j∈Al
( ∑
k 6=j,k∈Al
βjkαjk + 1
)∫
RN
|uj |2∗
≤
∑
j∈Al
Bj,l
∫
RN
|uj |2∗ ,
(3.39)
where Al = {1, 2, ..., r} \ {l}, then
Θ′ = inf
(u1,u2,...,uj)∈D\{(0,0,...,0)}
1
N
[ ∑r
j=1
∫
RN
‖uj‖2λj
(
∑r
j=1
∫
RN
|uj |2∗ +
∑
1≤j<k≤r 2
∗βjk|uj |αjk |uk|αkj ) 22∗
]N
2
≥ inf
(u1,u2,...,uj)∈D\{(0,0,...,0)}
1
N
[ ∑j∈Al‖uj‖2λj
(
∑
j∈Al Bj,l
∫
RN
|uj|2∗) 22∗
]N
2
≥ min
j∈Al
B
−N−2
2
j,l
1
N
S(λj)
N
2
≥ min
l∈{1,2,...,r}
min
j∈Al
B
−N−2
2
j,l
1
N
S(λj)
N
2 ,
(3.40)
a contradiction. Hence, uj 6≡ 0 for all j = 1, 2, ..., r. That is, (u1, u2, ..., ur) ∈ N ′
and so J(u1, u2, ..., ur) = Θ′ = Θ. Hence, (u1, u2, ..., ur) is a ground state solution
of (1.3). By the maximum principle, uj > 0 in RN \ {0}. This completes the proof of
Lemma 3.3.
Finishing the proof of Theorem 1.1-(2). We apply Lemma 3.3. It suffices to prove
(3.33). Let βjk > 0, j 6= k. Without loss of generality, we assume that λ1 ≤ λ2 ≤
· · · ≤ λr , then S(λr) ≤ · · ·S(λ2) ≤ S(λ1). Denote that dα := ΛN−λαΛN−λr , for 1 ≤ α ≤
r. By Hardy’s inequality, we know that ‖u‖λα ≤ dα‖u‖λr for all u ∈ D1,2(RN ), α =
1, 2, ..., r. Then we deduce from (3.40) that
Θ′ ≤ 1
N
[ ∑r
j=1 ‖zrµ‖2λj
(
∑r
j=1 |zrµ|2∗ +
∑
1≤k<j≤r 2
∗βjk|zrµ|2∗)
2
2∗
]N
2
≤ 1
N
[ (1 +∑r−1α=1 dα)
(r +
∑r
j,k=1,j 6=k
2∗
2 βjk)
2
2∗
‖zrµ‖2λr
(
∫
RN
|zrµ|2∗)
2
2∗
]N
2
=
[ (1 +∑r−1α=1 dα)
(r +
∑r
j,k=1,j 6=k
2∗
2 βjk)
2
2∗
]N
2 1
N
S(λr)
N
2
< min
l∈{1,2,...,r}
min
j∈Al
B
−N−2
2
j,l
1
N
S(λj)
N
2
(3.41)
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provided that
(r +
r∑
j,k=1,j 6=k
2∗
2
βjk)/(max
j,l
Bj,l) > (1 +
r−1∑
α=1
dα)
N
N−2 ,
where, Bj,l =
∑
k 6=j,k∈Al βjkαjk + 1, A
l = {1, 2, ..., r} \ {l}. Hence, the conclusion
follows from Lemma 3.3. ✷
4 Proof of Theorem 1.2
In this section, we will use the moving plane method to prove Theorem 1.2. In the
sequel, we assume that N = 3 or N = 4, r ≥ 3, αjk + αkj = 2∗, αjk ≥ 2, αkj ≥
2, βjk > 0 for k 6= j and λj ∈ (0,ΛN ) for all j = 1, ..., r. Let (u1, ..., ur) be any
positive solution of (1.3). For λ < 0, we consider the following reflection:
x = (x1, x2, ..., xN ) 7→ xλ = (2λ− x1, x2, ..., xN ),
where x ∈ Σλ := {x ∈ RN : x1 < λ}. Define uλj (x) := uj(xλ), then
uj(x) = u
λ
j (x) for x ∈ ∂Σλ, where Σλ := {x ∈ RN : x1 = λ}.
Define wλj (x) := uλj (x)− uj(x) for x ∈ Σλ, then
wλj = 0, x ∈ ∂Σλ.
Recall that uj(x) and uλj (x) satisfy the following equations
−∆uj − λj|x|2 uj = u
2∗−1
j +
∑
k 6=j
αjkβjku
αjk−1
j u
αkj
k ,
−∆uλj −
λj
|x|2 u
λ
j = (u
λ
j )
2∗−1 +
∑
k 6=j
αjkβjk(u
λ
j )
αjk−1(uλk)
αkj ,
(4.1)
thus we have
−∆wλj ≥
λj
|x|2w
λ
j + b
λ
jj +
∑
k 6=j
bjkw
λ
k ,
here
bλjj =
(uλj )
2∗−1 − u2∗−1j
uλj − uj
+
∑
k 6=j
αjkβjku
αkj
k
(uλj )
2∗−1 − uαjk−1j
uλj − uj
≥ 0,
bλjk = αjkβjk(u
λ
j )
2∗−1
(uλj )
2∗−1 − uαjk−1j
uλj − uj
≥ 0.
Define
Ωλj := {x ∈ Σλ : wλj (x) < 0}, j = 1, ..., r. (4.2)
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Since uj ∈ L2∗(RN ) and Ωλj ⊂ Σλ, there exists λ0 → −∞ such that
‖bλjj‖LN2 (Ωλ
j
)
→ 0,
‖bλjk‖LN2 (Ωλ
k
)
→ 0,
‖uαjkj uαkjk ‖LN2 (Ωλ
j
⋂
Ωλ
k
)
→ 0.
(4.3)
Step 1: We claim that for any λ ≤ λ0, all wλj > 0 in Σλ \{0λ}. For this aim, we define
wλj,− := −max{−wλj , 0}, j = 1, ..., r,
then wλj,− ∈ D1,2(RN ) and∫
Ωλ
j
|∇wλj,−|2 ≤
∫
Ωλ
j
λj
|x|2 |w
λ
j,−|2 +
∫
Ωλ
j
bλjj |wλj,−|2 +
∑
k 6=j
∫
Ωλ
j
⋂
Ωλ
k
bλjkw
λ
k,−w
λ
j,−,
≤ λj
ΛN
∫
Ωλ
j
|∇wλj,−|2 + ‖bλjj‖LN2 (Ωλ
j
)
‖wλj,−‖2L2∗(Ωλ
j
)
+
∑
k 6=j
‖bλjk‖LN2 (Ωλ
j
⋂
Ωλ
k
)
‖wλk,−‖L2∗(Ωλ
k
)‖wλj,−‖L2∗(Ωλj ),
then we have
(1− λj
ΛN
∫
Ωλ
j
|∇wλj,−|2)
≤ ‖bλjj‖LN2 (Ωλ
j
)
‖wλj,−‖2L2∗(Ωλ
j
)
+
∑
k 6=j
1
2
‖bλjk‖LN2 (Ωλj ⋂Ωλk)(‖w
λ
k,−‖2L2∗(Ωλ
k
) + ‖wλj,−‖2L2∗(Ωλ
j
))
= (‖bλjj‖LN2 (Ωλ
j
)
+
∑
k 6=j
1
2
‖bλjk‖LN2 (Ωλ
j
⋂
Ωλ
k
)
)‖wλj,−‖2L2∗(Ωλj )
+
∑
k 6=j
1
2
‖bλjk‖LN2 (Ωλ
j
⋂
Ωλ
k
)
‖wλk,−‖2L2∗(Ωλ
k
).
Denote that
aλjj := 1−
λj
λN
− (‖bλjj‖LN2 (Ωλ
j
)
+
∑
k 6=j
1
2
‖bλjk‖LN2 (Ωλ
j
⋂
Ωλ
k
)
),
then by (4.3), we see that by letting |λ0| → ∞, λ0 < 0, we can make sure that
aλjj ≥
1
2
(1− λj
ΛN
) ≥ min
j
1
2
(1− λj
ΛN
) := a.
24
By this notation
a
∫
Ωλ
j
|∇wλj,−|2 ≤
∑
k 6=j
1
2
‖bλjk‖LN2 (Ωλj ⋂Ωλk )‖w
λ
k,−‖2L2∗(Ωj
k
)
≤
∑
k 6=j
1
2
‖bλjk‖LN2 (Ωλ
j
⋂
Ωλ
k
)
1
S
∫
Ωj
k
|∇wλj,−|2.
Summing up the above inequalities, we have
a
r∑
j=1
∫
Ωλ
j
|∇wλj,−|2 ≤
∑
j=1
∑
k 6=j
1
2
‖bλjk‖LN2 (Ωλ
j
⋂
Ωλ
k
)
1
S
∫
Ωλ
k
|∇wλj,−|2
=
r∑
k=1
∑
j 6=k
1
2
‖bλjk‖LN2 (Ωλ
j
⋂
Ωλ
k
)
1
S
∫
Ωλ
k
|∇wλk,−|2
=
r∑
j=1
(
∑
k 6=j
1
2
‖bλkj‖LN2 (Ωλj ⋂Ωλk)
1
S
)
∫
Ωλ
k
|∇wλj,−|2.
Recall (4.3), we can let λ0 go to −∞ such that∑
k 6=j
1
2
‖bλkj‖LN2 (Ωλ
j
⋂
Ωλ
k
)
1
S
≤ 1
2
a.
It follows that
a
r∑
j=1
∫
Ωλ
j
|∇wλj,−|2 ≤
1
2
a
r∑
j=1
∫
Ωλ
j
|∇wλj,−|2,
hence we have the following inequality
1
2
a
r∑
j=1
∫
Ωλ
j
|∇wλj,−|2 ≤ 0.
Since a > 0, we have ∫
Ωλ
j
|∇wλj,−|2 = 0, j = 1, ..., r.
Therefore, we have the following alternative conclusion for any j: either
wλj,−(x) ≡ const in Ωλj , m(Ωλj ) > 0, (4.4)
or
m(Ωλj ) = 0, (4.5)
where m represents the Lebesgue measure. Notice that wλj,− = 0 on ∂Ωλj , hence, by
(4.4) we have that wλj,−(x) ≡ 0 in Ωλj . This is, wλj ≥ 0 in Σλ \ {0λ}. Look (4.5) now,
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it just says that wλj ≥ 0 in Σλ \{0λ} in another way. In summary, we have that wλj ≥ 0
in Σλ \ {0λ}. Recall (4.1), we see that
−∆wλj ≥ λj(
1
|xλ|2 −
1
|x|2 )u
λ
j (x) > 0,
holds in Σλ \ {0λ}. Then by the strong maximum principle, we have wλj > 0 in
Σλ \ {0λ}.
Step 2: Define λ∗ = sup{λ < 0 : wλj > 0 in Σλ \ {0λ}, j = 1, ..., r, ∀λ < λ}. Then
we claim that λ∗ = 0.
Assume by contradiction that λ∗ < 0. By the continuity we have wλ∗j ≥ 0 in
Σλ \ {0λ}. By a similar argument as in Step 1, we have wλ∗j > 0, j = 1, ..., r in
Σλ\{0λ}. By the absolutely continuity of the integral, there exists a λwith 0 > λ > λ∗
such that
‖bλjj‖LN2 (Ωλ
j
)
→ 0,
‖bλjk‖LN2 (Ωλ
k
)
→ 0,
‖uαjkj uαkjk ‖LN2 (Ωλ
j
⋂
Ωλ
k
)
→ 0, as λ→ λ∗.
(4.6)
Then we can follow the same proof as in Step 1, we can find a λ, which satisfies
0 > λ > λ∗ and wλj > 0 in Σλ \ {0λ} as λ closing to λ∗, which contradicts to the
definition of λ∗. Therefore, λ∗ = 0.
Step 3. We show that wj(j = 1, ..., r) are radially symmetric with respect to the
origin. Since λ∗ = 0, then we can carry out the above procedure in the opposite
direction, namely we can take the transform y = (y1, y2, ..., yr) = (−x1, x2, ..., xr),
then moving plane by Step 1 and Step 2 about y1, we can derive that uj (j = 1, ..., r)
are symmetric with respect to 0 in the x1 direction. Since we take the orthogonal
transform y = (y1, y2, ..., yr) = A(x1, x2, ..., xr) arbitrarily, where A is a r order
orthogonal matrix, we can derive that uj (j = 1, ..., r) are symmetric with respect to 0
in any direction. It follows that uj (j = 1, ..., r) are radially symmetric with respect to
the origin. This completes the proof of Theorem 1.2.
5 Proofs of Theorems 1.3-1.4
Firstly, we will prepare several lemmas which are essential to the proof of Theorems
1.3-1.4. We remark that these lemmas are also interesting from its own perspective.
Lemma 5.1. Consider the following nonlinear constraint problem:
x1 + x2 ≤ c1 + c2,
f1(x1, x2) := x
p−1
1 + ναx
α
2
−1
1 x
β
2
2 ≥ f1(c1, c2),
f2(x1, x2) := x
p−1
2 + νβx
α
2
1 x
β
2
−1
2 ≥ f2(c1, c2).
(5.1)
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If ν > (p− 1)/min{d1(α, β), d2(α, β), d3(α, β)}, then
x1 = c1, x2 = c2,
where N ≥ 5, p = 2∗2 , α+ β = 2∗ = 2p and α > 0, β > 0 ,ci > 0, xi > 0; i = 1, 2;
d1(α, β) = 2p(1− α
2
)
α
2p (1− β
2
)
β
2p if α 6= β; d1(α, β) = p if α = β,
d2(α, β) = β(1 − β
2
)1−
α
2 (1 − α
2
)
α
2 +
1
2
αβ(1 − α
2
)1−
α
2 (1− β
2
)
α
2
−1,
d3(α, β) = α(1 − α
2
)1−
β
2 (1− β
2
)
β
2 +
1
2
αβ(1 − α
2
)1−
β
2 (1− β
2
)
β
2
−1.
In particular if α = β = p in (5.1), we have the concise form, that is,
d1(α, β) = d2(α, β) = d3(α, β) = p,
hence, under this case, x1 = c1 and x2 = c2 if ν > 2N .
Proof. By Lemma 2.4, we only need to check that the matrix F = (∂fj∂xi ) := (Fij)
satisfies det(F ) < 0, F22−F12 < 0, F11−F21 < 0. By a direct computation, we have
F =
(
(p− 1)xp−21 + να(α2 − 1)x
α
2
−2
1 x
β
2
2
1
2ναβx
α
2
−1
1 x
β
2
−1
2
1
2ναβx
α
2
−1
1 x
β
2
−1
2 (p− 1)xp−22 + νβ(β2 − 1)x
α
2
1 x
β
2
−2
2
)
,
F−1 =
1
det(F )
(
A0 − 12ναβx
α
2
−1
1 x
β
2
−1
2
1
2ναβx
α
2
−1
1 x
β
2
−1
2 (p− 1)xp−21 + να(α2 − 1)x
α
2
−2
1 x
β
2
2
)
,
where A0 := (p− 1)xp−22 + νβ(β2 − 1)x
α
2
1 x
β
2
−2
2 and
det(F ) =
{
(p− 1)2 + (ν2αβ(α
2
− 1)(β
2
− 1)− 1
4
ν2α2β2)(
x1
x2
)α−p
+ (p− 1)νβ(β
2
− 1)(x1
x2
)
α
2 + (p− 1)να(α
2
− 1)(x2
x1
)p−
α
2
}
xp−21 x
p−2
2 .
(5.2)
When α 6= β, since (α2 − 1)(β2 − 1)− 14αβ = 1− p < 0, we have
det(F ) ≤
{
(p− 1)2 + (p− 1)νβ(β
2
− 1)(x1
x2
)
α
2
+ (p− 1)να(α
2
− 1)(x2
x1
)p−
α
2
}
xp−21 x
p−2
2 .
(5.3)
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When α = β,
det(F ) ≤
{
(p− 1)2 + ν2αβ(α
2
− 1)(β
2
− 1)−
1
4
ν2α2β2 + (p− 1)νβ(β
2
− 1)(x1
x2
)
α
2 + (p− 1)να(α
2
− 1)(x2
x1
)p−
α
2
}
xp−21 x
p−2
2
= (p− 1)2 + ν2p2(1− p) + ν(p− 1)p(p
2
− 1)(x1
x2
)
p
2
+ ν(p− 1)p(p
2
− 1)(x2
x1
)
p
2 .
(5.4)
Let
h1(x) := (p−1)νβ(β
2
−1)xα2 +(p−1)να(α
2
−1)( 1
x
)p−
α
2 , 0 < x :=
x1
x2
<∞, (5.5)
hence,
h′1(x0) = 0⇒ x0 =
[1− α2
1 − β2
] 1
p
. (5.6)
It is easy to see that x0 is the maximum point of h1(x) in the interval (0,∞), so
det(F ) < 0⇔ h1(x) < 0⇔ ν > (p− 1)/d1(α, β). (5.7)
Next we estimate F22 − F12 :
F22 − F12 = xp−22 {(p− 1)− νβ(1 −
β
2
)(
x1
x2
)
α
2 − 1
2
αβν(
x1
x2
)
α
2
−1},
h2(x) := (p− 1)− νβ(1 − β
2
)x
α
2 − 1
2
αβν(x)
α
2
−1, 0 < x :=
x1
x2
<∞,
h′2(x0) = 0⇔ x0 =
1− β2
1− α2
,
it is easy to see that x0 is the maximum point of h2(x) in the interval (0,∞), so
F22(x) − F12(x) < 0⇔ h2(x) < 0⇔ ν > (p− 1)/d2(α, β). (5.8)
Note that
F11 − F21 = xp−21 {(p− 1)− να(1 −
α
2
)(
x2
x1
)
β
2 − 1
2
αβν(
x2
x1
)
β
2
−1}.
Let
h3(x) := (p− 1)− να(1 − α
2
)x
β
2 − 1
2
αβνx
β
2
−1, 0 < x :=
x2
x1
<∞,
then
h′3(x0) = 0⇔ x0 =
1− β2
1− α2
,
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and it is easy to see that x0 is the maximum point of h3(x) in the interval (0,∞).
Therefore,
F11(x) − F21(x) < 0⇔ h2(x) < 0⇔ ν > (p− 1)/d3(α, β). (5.9)
Combine with (5.7), (5.8), (5.9), we see that
2∑
j=1
F ij > 0, i = 1, 2.
Then by Lemma 2.4, the conclusion follows.
Lemma 5.2. Consider the symmetric matrix γ = (γij). Assume det(γ) 6= 0 and
r∑
k=1
γjkck = 1, j = 1, ..., r. (5.10)
View (
∑r
j=1 cj) as a function of γml. Then
∂
∂γml
( r∑
j=1
cj
)
= −cmcl.
Proof. Let (γsj) represent the inverse matrix of (γjk). Derivative on both side of (5.10)
with respect to γml for any fixed m, l, we have∑
k
(γjkc
′
k + δmjδklck) = 0,
that is, ∑
k
γjkc
′
k = −δmjcl,
∑
j
∑
k
γsjγjkc
′
k = −
∑
j
δmjclγ
sj ,
∑
k
δskc
′
k = −
∑
j
δmjclγ
sj ,
c′s = clγ
sm.
Hence,
r∑
s=1
c′s = −cl
r∑
s=1
γsm. (5.11)
On the other hand, we see from (5.10) that∑
j
∑
k
γjkckγ
sj =
∑
j
γsj ,
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∑
k
δksck =
∑
j
γsj ,
hence,
cs =
∑
j
γsj .
Since the matrix γ = (γij) is symmetric, combine the equality above with (5.11), we
have
r∑
s=1
c′s = −cmcl.
The proof of Theorem 1.3. Consider the matrix defined by
γ :=

γ11 γ12 · · · γ1r
γ21 γ22 · · · γ2r
.
.
.
.
.
.
.
.
.
.
.
.
γr1 γr2 · · · γrr
 , (5.12)
where γjk = γkj . We consider the following critical elliptic system involving Hardy
singular terms−∆uj −
λ
|x|2uj = γjju
3
j +
∑
k 6=j
γiju
2
iuj , x ∈ R4,
uj(x) > 0, x ∈ R4 \ {0}, j = 1, ..., r.
(5.13)
Remark 5.1. As previous definitions in (1.7), (1.8) and (1.9), we may introduce the
corresponding functional, Nehari manifold and the least energy for the Eq. (5.13). We
adopt the same notations by J,N , θ respectively as defined in (1.7), (1.8) and (1.9)
though the constants (coefficients) are replaced by those corresponding to Eq. (5.13).
Recall that the matrix γ is invertible and the sum of each row of the inverse matrix
γ−1 is greater than 0, it follows that the equation
r∑
k=1
γjkck = 1, j = 1, ..., r, (5.14)
has a solution (c1, ..., cr) satisfying cj > 0 (j = 1, ..., r) and so (
√
c1z, ...,
√
crz) is a
nontrivial solution of (5.13) (where z is a solution of (1.14)) and
Θ = J(
√
c1z, ...,
√
crz) =
r∑
j=1
cjΘ1, where Θ1 = Iλ(z) (see (1.5) with λj = λ).
(5.15)
The proof of Theorem1.3-(1). Let {(u1,n, ..., ur,n)} ⊂ N be a minimizing sequence
for Θ, that is, J(u1,n, ..., ur,n)→ Θ. Define
di,n =
(∫
Ω
u4i,ndx
)1/2
, i = 1, ..., r.
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Then by (5.14), we have
2
√
Θ1dj,n ≤
∫
R4
|∇uj,n|2 − λ|x|2 u
2
j,n
=
∫
R4
γjju
4
j,n +
∑
k 6=j
∫
R4
γkju
2
k,nu
2
j,n
≤ γjjd2j,n +
∑
k 6=j
γkjdj,ndk,n.
On the other hand
2
√
Θ1
r∑
i=1
di,n ≤ 4J(u1,n, ..., ur,n) ≤ 4
r∑
j=1
cjΘ1 + o(1),
thus we have {∑r
i=1 di,n ≤
∑r
i=1 ci2
√
Θ1 + o(1),
γiidi,n +
∑
k 6=j γkidk,n ≥ 2
√
Θ1.
Recall (5.14), then the inequalities above are equivalent to
∑r
i=1(di,n − ci2
√
Θ1) ≤ o(1),
γii(di,n − ci2
√
Θ1) +
∑
k 6=i γki(dk,n − ck2
√
Θ1) ≥ 0,
i = 1, ..., r.
By Lemma 2.3, we have di,n → ci2
√
Θ1 as n→∞, and
4Θ = lim
n→∞
4J(u1,n, ..., ur,n) ≥ lim
n→∞
2
√
Θ1
N∑
i=1
di,n = 4
r∑
i=1
ciΘ1.
Combining this with (5.15), one has that
Θ =
r∑
j=1
cjΘ1 = J(
√
c1z, ...,
√
crz),
and so (√c1z, ...,√crz) is a positive least energy solution of (5.13). ✷
The proof of Theorem 1.3-(2). Namely, we need to prove the uniqueness of the ground
state of (5.13). Let (u1,0, ..., ur,0) be any least energy solution of (5.13). Firstly we
define the real functions with variables (t1, ..., tr) ∈ Rr:
fj(t1, ..., tr) :=
∫
R4
tjγjju
4
j,0 +
∑
k 6=j
∫
R4
tkγkju
2
k,0u
2
j,0 −
∫
R4
|∇uj,0|2 − λ|x|2 u
2
j,0.
(5.16)
Here we regard γml (for any fixed (m, l) satisfying 1 ≤ m, l ≤ r) as the variable.
Recalling the definitions ofJ,N and Θ, they all depend on γml. Hence, we now adopt
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the notations J(γml), N (γml) and Θ(γml) in this proof. With the definitions above,
we have fj(1, ..., 1) = 0 and
∂fj
∂ti
= γij
∫
R4
u2i,0u
2
j,0.
Define the matrix:
F :=
(∂fj
∂ti
|(1,...,1)
)
.
Since the matrix γ defined in (5.12) is positively definite, so is the following matrix
(γij
∫
R4
u2i,0u
2
j,0). Hence, det(F ) > 0. Therefore, by the Implicit Function Theorem,
the functions tj(β˜ml) are well defined and of class C1 on (γml − δ1, γml + δ1) for
some 0 < δ1 ≤ δ. Moreover, tj(γml) = 1, j = 1, ..., r, and so we may assume
that tj(γ˜ml) > 0 for all γ˜ml ∈ (γml − δ1, γml + δ1) by choosing a small δ1. From
fk(t1(γ˜ml), ..., tr(γ˜ml)) ≡ 0, it is easy to prove that:
N∑
j=1
∂fk
∂tj
t′j(γml) = −
∂fk
∂γml
.
Hence
t′j(γml) = −
N∑
k=1
∂fk
∂γml
F ∗kj
det(F )
,
here F ∗ := (F ∗kj) denotes the adjoint matrix of F . From (5.16), we have
∂fk
∂γml
= δkm
∫
R4
u2m,0u
2
l,0dx, where δkm is the Kronecker notation,
hence
t′j(γml) = −
∑
k
δkm
∫
R4
u2m,0u
2
l,0dx
F ∗kj
det(F )
,
that is,
t′j(γml) = −
∫
R4
u2m,0u
2
l,0dx
F ∗mj
det(F )
. (5.17)
By the Taylor’s expansion, we see that
t′j(γ˜ml) = 1 + t
′
j(γml)(γ˜ml − γml) +O((γ˜ml − γml)2).
Note that tj(t1(γ˜ml), ..., tr(γ˜ml)) ≡ 0 implies that
(
√
t1(γ˜ml)u1,0, ...,
√
t1(γ˜ml)ur,0) ∈ N (γ˜ml),
therefore
J(γ˜ml) ≤ Eγ˜ml(
√
t1(γ˜ml)u1,0, ...,
√
t1(γ˜ml)ur,0)
=
1
4
r∑
j=1
tj(γ˜ml
∫
R4
|∇uj,0|2 − λ|x|2 u
2
j,0dx
= J(γml) +
1
4
D(γ˜ml − γml) +O((γ˜ml − γml)2),
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where
D : =
r∑
j=1
t′j(γ˜ml)
∫
R4
|∇uj,0|2 − λ|x|2 u
2
j,0dx
=
r∑
j=1
t′j(γ˜ml)
(∫
R4
γjju
4
j,0dx+
∑
k 6=j
γkj
∫
R4
u2k,0u
2
j,0dx
)
= −
∫
R4
u2m,0u
2
l,0
r∑
j=1
F ∗mj
det(F )
(Fjj +
∑
k 6=j
Fkj)
= −
∫
R4
u2m,0u
2
l,0
1
det(F )
∑
k=1
∑
j=1
F ∗mjFkj
= −
∫
R4
u2m,0u
2
l,0
1
det(F )
∑
k=1
δkmdet(F )
= −
∫
R4
u2m,0u
2
l,0.
Here we have used (5.17). It follows that
J(γ˜ml)− J(γml)
γ˜ml − γml ≥
D
4
+O(γ˜ml − γml)
as γ˜ml ր γml and so J ′(γml) ≥ D4 . Similarly, we have J(γ˜ml)−J(γml)γ˜ml−γml ≤ D4 +
O(γ˜ml − γml) as γ˜ml ց γml, that is, J ′(γml) ≤ D4 in this case. Hence,
J ′(γml) =
D
4
= −1
4
∫
R4
u2m,0u
2
l,0.
On the other hand, by Lemma 5.2, we have
J ′(γml) = −cmclΘ1 = −1
4
cmcl
∫
R4
z4.
Hence, ∫
R4
u2m,0u
2
l,0 = cmcl
∫
R4
z4.
Define
(u˜1, ..., u˜r) := (
1√
c1
u1,0, ...,
1√
cr
ur,0).
Combine this with the following identity:
γjj .cj +Σk 6=jβkj .ck = 1
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and (u1,0, ..., ur,0) ∈ N , we get that∫
R4
(|∇u˜j |2 − λ|x|2 u˜
2
j)dx =
1
cj
∫
R4
(|∇uj,0|2 − λ|x|2 u
2
j,0)dx
=
1
cj
( ∫
R4
γjju
4
j,0dx+
∑
k 6=j
γkj
∫
R4
u2k,0u
2
j,0dx
)
=
1
cj
(
µjc
2
j +
∑
k 6=j
γkjckcj
)∫
R4
ω4dx
=
(
γjjcj +
∑
k 6=j
γkjck
) ∫
R4
ω4dx
=
∫
R4
u˜4jdx.
Then by (5.14), we have
1
4
∫
R4
(
|∇u˜j |2 − λ|x|2 u˜
2
j
)
dx ≥ Θ1, j = 1, ..., r. (5.18)
Hence,
Θ =
r∑
j=1
cjΘ1 =
1
4
r∑
j=1
∫
R4
(|∇uj,0|2 − λ|x|2 u
2
j,0)dx
=
1
4
r∑
j=1
cj
∫
R4
(|∇u˜j |2 − λ|x|2 u˜
2
j)dx
≥
r∑
j=1
cjΘ1.
This implies that
1
4
∫
R4
(|∇u˜j |2 − λ|x|2 u˜
2
j)dx = Θ1, j = 1, ..., r.
Then we see that u˜j(j = 1, ..., r) are the positive least energy solutions of (1.10). We
see from the fact that
−∆u˜j − λ|x|2 u˜j = γjjcj u˜
3
j +
∑
k 6=j
γkjcku˜
2
ku˜j = u˜
3
j
and
γjjcj u˜
2
j +
∑
k 6=j
γkjcku˜
2
k = u˜
2
j ,
hence
γjjcj +
∑
k 6=j
γkjck(
u˜k
u˜j
)2 = 1.
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Since the matrix γ is invertible, we get that u˜ku˜j = 1, k 6= j. That is, u˜k = u˜j, k 6= j.
Denote that U = u˜1, then (u1,0, ..., ur,0) = (
√
c1U, ...,
√
crU), where U is a positive
least energy solution of (1.10). ✷
The proof of Theorem 1.4. We consider the following doubly critical Shro¨dinger
system (i.e., (1.15)) on RN :{
−∆u− λ|x|2u = u2
∗−1 + ναuα−1vβ ,
−∆v − λ|x|2 v = v2
∗−1 + ναuαvβ−1.
(5.19)
Let p = 2∗/2. It is easy to see that the following systemf1(x1, x2) : = xp−11 + ναx
α
2
−1
1 x
β
2
2 = 1,
f2(x1, x2) : = x
p−1
2 + νβx
α
2
1 x
β
2
−1
2 = 1,
(5.20)
admits a positive solution (c1, c2) for any ν > 0. In fact, from the first equality of
(5.20), we know that x2 = (2να)−
2
β (1 − xp−11 )
2
β x
2−α
β
1 . The system (5.20) admitting
a positive solution is equivalent to the equation
f(x1) :=(να)
− 1
β
(p−1)x
2−α
β
(p−1)
1 (1− xp−11 )
2
β
(p−1)
+ νβ(να)−
β−2
β x
α+β−2
β
1 (1− xp−11 )−
2−β
β − 1 = 0
has a root in the interval (0, 1). Since f(0) = −1 and limx1→1− f(x1) = +∞, the
conclusion follows from the Mean Value Theorem. Hence, (√c1z,√c2z) is a nontriv-
ial solution of (5.19) and
0 < Θ ≤ J(√c1z,√c2z) = (c1 + c2)Θ1. (5.21)
Now we assume that ν > (p − 1)/min{d1(α, β), d2(α, β), d3(α, β)}, and we shall
prove that Θ = J(√c1z,√c2z). Let {(un, vn)} ⊂ N be a minimizing sequence for
Θ, that is, J(un, vn)→ Θ. Define
d1,n =
( ∫
RN
|un|2pdx
) 1
p
, d2,n =
( ∫
RN
|vn|2pdx
) 1
p
.
By (1.5) and (1.7), we have
(NΘ1)
2/Nd1,n ≤
∫
RN
(|∇un|2 − λ|x|2 u
2
n) =
∫
RN
(|un|2p + να|un|αvβn)
≤ dp1,n + ναdα/21,n dβ/22,n ,
(NΘ1)
2/Nd2,n ≤
∫
RN
(|∇vn|2 − λ|x|2 v
2
n) =
∫
RN
(|vn|2p + νβ|un|αvβn)
≤ dp2,n + νβdα/21,n dβ/22,n .
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Since J(un, vn) = 1N
∫
RN
(|∇un|2 + |∇vn|2 − λ|x|2u2n − λ|x|2 v2n), by (5.21), we have
(NΘ1)
2/N (d1,n + d2,n) ≤ NJ(un, vn) ≤ N(c1 + c2)Θ1 + o(1),
dp−11,n + ναd
α/2−1
1,n d
β/2
2,n ≥ (NΘ1)2/N ,
dp−12,n + νβd
α/2
1,n d
β/2−1
2,n ≥ (NΘ1)2/N .
(5.22)
First, this means that d1,n, d2,n are uniformly bounded. Passing to a subsequence we
may assume that d1,n → d1, d2,n → d2. It is easy to check that d1 > 0, d2 > 0.
Denote
x1 =
d1
(NΘ1)1−
N
2
, x2 =
d2
(NΘ1)1−
N
2
.
By a simple scaling we can transform (5.22) to
x1 + x2 ≤ c1 + c2,
xp−11 + ναx
α/2−1
1 x
β/2
2 ≥ 1,
xp−12 + νβx
α/2
1 x
β/2−1
2 ≥ 1.
By Lemma 5.1, we see that x1 = c1, x2 = c2. It follows that
d1,n → c1(NΘ1)1−N2 , d2,n → c2(NΘ1)1−N2 , as n→∞
and
NΘ = lim
n→∞
NJ(un, vn) ≥ (NΘ1)2/N (d1,n + d2,n) = N(c1 + c2)Θ1.
Combing this with (5.21), we have
Θ = (c1 + c2)Θ1 = J(
√
c1z,
√
c2z),
and therefore, (√c1z,√c2z) is a positive least energy solution of (5.19). ✷
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