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In this work, magneto-photoluminescence at low temperature, 4.2 K, is used to probe
the exciton confinement in strain-engineered InAs/InxGa1−xAs/GaAs metamorphic
quantum dots (QDs), emitting at telecom wavelengths (1.3 µm - 1.6 µm). The
emission wavelength can be tuned by changing two independent parameters, i.e.,
indium content, x, in InxGa1−xAs upper and lower confining layers and thickness
of lower confining layer (LCL), d. Varying x changes the band offset and QD-CL
mismatch (strain inside the QD), while varying d changes only QD-CL mismatch.
We investigate the dependence of confinement on the QD-CL mismatch and band
offset. Zero-magnetic-field spectra showed that wavelength (PL energy) increases
(decreases) with increasing x, for a constant d, and with increasing d, for a constant
x, which was attributed to be due to relaxation of strain inside the QD that is, in turn,
a function of x and d. No correlation between wavelength and intensity was observed.
Magneto-photoluminescence results revealed that for a subset of samples, the exciton
effective mass increases linearly, more or less, with increasing QD-CL mismatch (QD
strain), while its Bohr radius has no correlation with mismatch. The diamagnetic shift
coefficient increases 12-fold with decreasing mismatch from ∼ 7.5 % to 4.5 %, which
is attributed to low effective mass, which in turn, is due to low QD strain. For high
mismatach (> 5.8 %), the Bohr radius is not determined, implying that it is less than
10 nm, smaller than the dot radius. For indium composition x = 0.28 and 0.31, and
for d > 1000A˚, the wave-function spills over out of the dot. For x = 0.35, the Bohr
radii are, counter intuitively, found to be smaller than for samples with larger band
offset (x = 0.31). Initially, it was explained as a spilling of the wave-function over
i
vertically resulting in strong lateral confinement of exciton, but this explanation is not
supported by our model calculations. Another explanation is, therefore, presented
by carrying out temperature dependence and magnetic field dependence, at various
temperatures, of PL energy: there are different dots, at x = 0.35, with different
size where thermal escape of carriers from smaller dots to bigger ones occurs with
increasing temperature, and the PL energy, in magnetic field, is contributed more by
smaller dots than the bigger ones.
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Discreteness of energy levels and the consequent three dimensional (3D) carrier con-
finement, has made self-assembled quantum dots (QDs) the subject of intense inves-
tigation over the past decades, with applications in a variety of technologies [1, 2].
They have promising performance in many innovative photonic applications such as
infrared photodetectors [3], low-threshold lasers [2, 4], optical amplifiers [5], memory
devices [6] and single photon devices [7].
QDs have the edge over conventional quantum well heterostructures that offer only
one dimensional (1D) confinement and exhibit strain limits. This superiority includes
temperature independence of threshold current densities [8], broadened gain spectrum
of laser [9], reduced threshold current [10] and reduced chirp [11].
They are spontaneously formed using the Stranski-Krastanow (SK) technique dur-
ing epitaxial growth processes, like molecular beam epitaxy (MBE) or metalorganic
vapour phase epitaxy. The SK technique has many advantages that include large con-
finement energies and energy level separations, high radiative efficiency, high areal
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densities and good uniformity, and their inclusion in a semiconductor matrix, per-
mitting the efficient injection and extraction of carriers [12].
Charge carriers, electrons and holes (which, when bound together forming excitons),
are localized by potential barriers through quantum confinement in the dot structure,
restricting the three translational degrees of freedom to zero [1]. When the dots are
small enough such that their energy level spacing exceeds kT (where k is Boltzmann’s
constant and T is temperature), which occurs when the dot size approaches the
Bohr radius of the bulk exciton or the electron de-Broglie wavelength, quantum
confinement becomes signifcant [13]. This results in discrete atomic-like energy levels
where the carriers in the quantum dot can exist only in certain quantized energy
states, just as in atoms, whereas in bulk semiconductor system, the density of states
is continuous. They are, therefore, also called artificial atoms, at times [14]. Quantum
confinement tailors the electronic properties of the electron and hole in a confined
space [15]. The confining potential and electrostatic interactions between the carriers
are responsible for the energy structure of carrier complexes confined to QDs.
Due to scientific curiosity and optoelectronic applications, quantum confinement of
carriers is the subject of intense investigation. Experimentally, a range of systems
have been studied to probe the confinement, like stacked self-assembled InP QDs [16],
self-assembled GaSb/GaAs QDs [17, 18] and GaAs/AlGaAs QDs [19] etc. Theoret-
ically, the effective-mass approximation has been used to obtain basic information
about the effects of confinement, where both electron and hole have been described
with isotropic effective masses [20].
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Figure 1.1: Schematic diagram showing (a) strong and (b), (c) weak confinement
in a quantum dot. For strong confinement both localization energy, El, and quan-
tization energy, Eq, are higher than kT , whereas for weak confinement either El
or Eq are similar to or smaller than kT . Ebo represents band offset, the energy
difference between the conduction bands of QD and surrounding material.
In the literature, the terms ‘strong confinement’ and ‘weak confinement’ are often
used, but it is not always clear what these actually mean. For example, a very small
QD will not provide strong confinement if there is substantial leakage of the wave-
function into the barrier. Here we define strong confinement to be when both the
localization energy (the energy required for carriers to escape from the dot), El, and
quantization energy, Eq, of carriers are much larger than kT (Fig. 1.1(a)), and weak
confinement to be where either El or Eq are similar to or smaller than kT , as shown
in Fig. 1.1(b) and Fig. 1.1(c) respectively. Strong and weak confinement may be
defined, alternatively, as: the strong confinement to be when the exciton Bohr radius
is of the order of the dot radius (Fig. 1.1(a)), while weak confinement will be when
either the exciton radius is so much bigger than of the dot that its wave-function
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spills out of the dot (Fig. 1.1(b)) or it is so much smaller than the dot’s one that its
confinement is not affected by the dot (Fig. 1.1(c).
In order to obtain long wavelength emission, important for telecommunications (1260
to 1675 nm), InAs nanostructures have been intensively studied over the last decade
[21]. To extend the wavelength emission up to 1.5 -1.6 µm, the InxGa1−xAs metamor-
phic structure (Fig. 1.2) has been proved promising, where InAs QDs are embedded
in an InxGa1−xAs upper confining layer (UCL) and an InxGa1−xAs lower confining
layer (LCL) grown on GaAs substrates [22].
Figure 1.2: Schematic diagram of the samples, where InAs QDs are embedded
in InxGa1−xAs confining layers (CLs).
In such studies, and the work presented in this thesis, the UCL has a constant
thickness of 20 nm while the thickness of the LCL, d, and indium composition, x, in
both confining layers (CLs) are variables used to tune the emission. Any change in
indium composition in the CLs, will change the band offset and the QD-CLs mismatch
(strain inside the QD), f , while variation of d changes only f . It is clear that getting
to 1.5 µm or longer by increasing the In composition in the metamoprhic (explained in
chapter-4) CLs , and hence reducing band offset, reduces the confinement. Therefore,
it is important to investigate the exciton confinement in such structures.
In this work we present magneto-photoluminescence (the behaviour of photolumi-
nescence in magnetic fields, detailed in sections 2.3 and 3.2.5) studies of a series
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of InAs QD samples in metamorphic InAs/InxGa1−xAs/GaAs confining layers as a
model system for probing exciton (a bound state of electron and a hole) confinement
in self-assembled quantum dots. We use magneto-PL to extract information about
the effect of changing x and d on the exciton diamagnetic shift coefficient (defined in
chapter-2), Γ, reduced mass, µ, and Bohr radius, aB.
1.2 Synopsis of thesis
In Chapter 2, a summary of the background physics is discussed: it includes the basic
concepts of energy bands and band gaps, semiconductors, semiconductor nanostruc-
tures, density of states, epitaxy techniques and different growth modes, photolumi-
nescence of quantum dots, excitons in magnetic field, Fock-Darwin and excitonic
models.
Chapter 3 is a literature review, where the developments in the field are described.
An overview of InAs QDs, studied in different structures, like InAs/GaAs, InAs/In-
GaAs/GaAs, InAs/InP, InAs/Si for telecom wavelengths, is presented. A short de-
scription of systems other than InAs, like InP quantum-wires (QWs), GaSb QDs
and quantum rings (QRs), dilute nitride quantum wells (QWs), is given. Various
ways to study the electronic structure of quantum dots are discussed such as study
of morphological parameters and single dot spectroscopy, deep-level transient spec-
troscopy (DLTS), wave-function imaging (direct cross-sectional scanning tunneling
microscopy (X-STM) and small K-space while using magnetic field resonant tunnel-
ing) and magneto-PL.
Chapter 4 is about growth mechanism of nanostructures: epitaxy, different techniques
of the growth, i.e., molecular beam epitaxy (MBE) and atomic layer molecular beam
epitaxy (ALMBE); different growth modes: Frank-Van der Merwe (FM), Volmer-
Weber (VW) and Stranski-Krastanov (SK) are discussed.
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In Chapter 5, the experimental procedure and analysis is explained. This includes
growth of samples, laboratory set-up, cryostat, optics and methodology of data anal-
ysis.
Chapter 6 contains the results obtained in zero-magnetic field. This includes the
spectra showing the dependence of wavelength (and PL energy) on indium content
in confining layers, x, and thickness of lower confining layer, d, and the relation of
PL intensity and line-width with x and d.
Chapter 7 is about the results obtained by magneto-photoluminescence and consist
of a detailed investigation of exciton confinement. The discussion is grouped in three
sections by the properties of exciton: diamagnetic shift coefficient, Bohr radius and
reduced mass. Bohr radius and reduced mass are discussed together briefly for a
subset of samples in one section. In the next section, diamagnetic shift coefficient is
explained extensively assisted by drawing a so-called bubble plot. Afterwards, the
Bohr radius is discussed further separately using a bubble plot. Modelling results are
presented which turn out to be contradictory with experimental ones. The contra-
diction is resolved by looking into the temperature dependence and magnetic field
dependence, at various temperatures, of the PL energy.
Finally Chapter 8 concludes the thesis with a summary of the major achievements




2.1 Energy bands, band gaps and semiconductors
The discrete energy levels of electrons in isolated atoms appear as energy bands in
solids due to the overlapping of electrons wave-functions in the neighbouring atoms,
and due to the uncertainty in location of an electron at a specified atom. The
overlapping starts when isolated atoms are brought together, thereafter forces of
attraction and repulsion balance each other at the proper interatomic spacing for the
crystal. In semiconductor, at zero temperature, the highest fully occupied band is
the valence band, whilst the next highest energy band, which is unoccupied, is the
conduction band. The difference in energy between the lowest point of the conduction
band (conduction band edge) and the highest point of the valence band (valence band
edge) is called the band gap (Fig. 2.1).
Semiconductors are usually described by their electrical resistivity at room tempera-
ture, ranging from 10−2 to 109 ohm-cm [23]. The resistivity decreases with increasing
temperature when thermal excitation of electrons from valence to conduction band
occurs. Electrons can also be optically excited from the valence band to the conduc-
tion band, then can contribute to the current transport process. A pure and perfect
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semiconductor crystal will be insulating at absolute zero, if an insulator is arbitrarily
defined as having resistivity above 1014 ohm-cm.
Figure 2.1: Direct and indirect transition of electrons from the conduction band
to the valence band: (a) direct - with accompanying photon emission, (b) indirect
via defect level. The band gap is Eg.
Semiconductors can be categorized into two types, in terms of their band structures:
direct band-gap semiconductors and indirect band-gap semiconductors. In direct
band gap semiconductors, the minimum of the conduction band and the maximum
of the valence band occur at the same value of wave-vector k (momentum) and an
electron makes the smallest energy transition from the conduction band to the valence
band without any change in k . On the other hand, in indirect band-gap semicon-
ductors, the minimum of the conduction band and the maximum of the valence band
occur for different values of k, thus, the smallest energy transition for an electron
requires a change in momentum. The probability of recombination (electron falling
from the conduction band to an empty state in the valence band), is thus much
higher for direct band gap semiconductors than for indirect band gap semiconduc-
tors. During this transition in the direct band-gap semiconductors, energy equal to
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Eg is released in the form of light, which can be used for optoelectronic applications,
e.g., LEDs and lasers. Relaxation of the electron from the conduction to the valence
band in indirect band gap semiconductors occurs through some defect states within
the band gap or emission of a phonon, the excess energy, i.e. that not taken away by
the photon, is released in the form of heat given to the lattice (Fig. 2.1).
2.2 Semiconductor nanostructures
2.2.1 Density of states
In the bulk, three dimensional (3D), the density of states, ρ (E ), of free electrons is
continuous and depends on the square-root of energy, E [24],









where N is the number of states, V is the sample volume, m∗e is the effective mass
of electron and Eg is the semiconductor energy gap. The energy of an electron in a









where ~ is the reduced Planck constant and kx, ky and kz are the wave numbers
in the cartesian coordinate system. By restricting the charge carrier’s motion in
one dimension to length lz in the z direction, having thickness comparable to the de-
Broglie wavelength of the carrier (a few 10’s of nanometres or less), a two dimensional
(2D) system is achieved. The free motion of the carrier is possible only along two
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It is worth noting that the density of states for 2D is independent of the energy.
However, ρ is a function of the number of levels and is thus a sum of the contributions






H(E − Ecn) , (2.4)
where H(E − Ecn) is the Heaviside step function and Ecn denotes the conduction
band minima of the discrete levels. The energy of the carrier in such a quantum well
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Moving towards restricting the motion in another dimension, say to ly in the y di-
rection, a one dimensional system is achieved i.e. free motion of the carrier is along
















+ Em,y + En,z , (2.8)
where Em,y is the energy of confined states m for the y-direction. Finally, the motion
of the carrier can be limited in all three directions resulting in the formation of a




δ(E − En,m,l) (2.9)
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and energy spectrum is given by
E0D = El,x + Em,y + En,z , (2.10)
where El,x is the energy of the l state for the x-direction.
Figure 2.2: Semiconductor structure with different dimensionalities (upper).
Semiconductor structure with corresponding electronic density of states (lower).
It can be noticed that only in the 3D case, the density of states is continuous. This
is a result of quantization due to confinement in one or more directions.
Thus, by discretisation of the energy, the density of states develops from a square root
dependence on energy for 3D semiconductors (bulk), to distinct plateaus (QW), crest
behaviour with a high energy tail (quantum wire) and ultimately an assemblage of
delta functions, where the energies are functions of the physical extent of the quantum
dot (Fig. 2.2). Due to these discrete energy levels, quantum dots are often known as
artificial atoms [25]. They are zero-dimensional semiconductor nano-crystals, a few
nanometres in size. It may be perceived that “zero-dimensional” doesn’t imply that
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the dots are dimensionless at all, but rather confined in all three dimensions. Quan-
tum dots are very useful because their properties can be synthetically manipulated
and are promising candidates for many devices, for instance lasers.
2.2.2 Effective mass model
Effective mass model approach was first introduced by Efros [26] and modified by
Brus [15], and is most widely used to predict the confinement of carriers based on the
‘Particle in Box Model’. In such a model a particle is assumed to be in a potential well
with an infinite potential barrier at the particle boundary. However, in the effective
mass model, the potential barrier has been approximated to be finite. In addition, the
Coulomb interaction between electron and hole has been neglected. The relationship
between the energy (E) and wave vector (k) for the particle moving freely to any





where ~ is the reduced Planck constant and m∗ is the effective mass. In the model,
this relationship is considered for an electron or a hole in a semiconductor, therefore
the energy band is parabolic near the band-edge. The shift of the lowest energy state
with respect to the band-gap energy (∆Eq) due to confinement of the exciton in a













− 0.248E∗RY , (2.12)
where m∗e and m
∗







, where µ is the reduced mass of an electron-hole pair, e is the charge
of electron, ε is dielectric constant and E∗RY is Rydberg energy. The first term of the
equation shows a relation between the radius of the quantum dot (R) and ‘particle-in-
a-box’ quantum localization energy or confinement energy, whereas the second term
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represents the Coulombic interaction energy with a R−1 dependence. The Rydberg
energy term is size independent and is usually negligible, except for semiconductors
with small dielectric constant [27]. Based on equation (2.12), the first excitonic
transition i.e., energy difference between lowest confined electron and hole states,
increases as the quantum dot diameter, R, decreases (quantum localization term
shifts to higher energy as it is ∝ to 1
R2
) while the Coulombic term, (being ∝ to
1
R
) with minus sign, shifts the electronic states to lower value. However, the model
breaks down in the small quantum dot regime [27,28] because the E− k relationship
can no longer be approximated as parabolic.
2.2.3 Photoluminescence of quantum dots
Photoluminescence is one of the most useful tools for probing optical transitions in
semiconductors. It is mainly a mechanism of excitation to a high energy state by
an incident photon of energy hf , followed by de-excitation to a lower energy state
that radiates a photon of energy hf / (Fig. 2.3). When light of energy equal to or
greater than band gap energy of the material is incident, an electron is excited from
the valence band to the conduction band, leaving a positively charged vacancy in
the valence band, which is termed as a hole. The electron and hole then relax to
their corresponding equilibrium locations through non-radiative transitions e.g., via
phonon emission, which conserve energy and momentum. After this, the electron
and hole reside at the minimum of the conduction band and at the maximum of the
valence band, respectively.
Because of their Coulomb interaction, an electrically neutral and a quasi-bound par-
ticle, the exciton, having energy slightly less than that of unbound electron and hole,
can also come into being, which can move freely and independently through the ma-
terial. The exciton energy levels are analogous to those of a hydrogen atom and are
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formed below the bottom of the conduction band, but with a dispersion that is dif-
ferent from that of the conduction band. The exciton energy levels can be written as
the sum of the electron and hole energies, Ee and Eh respectively, minus the binding
energy [29]:






where Ry = 13.6 eV is the Rydberg energy,  is the dielectric constant of the semicon-
ductor material in which the exciton is located, µ is the exciton reduced effective mass
relative to the electron rest mass m0 and n is an integer representing the quantum
number of the energy level.
Figure 2.3: The PL process occurs in three steps. (1) An electron is excited to
the conduction band by an incident photon having energy hf equal or greater than
the band gap energy Eg, leaving a hole in the valence band. (2) Through non-
radiative transitions, both electron and hole relax to their corresponding positions
of minimal energy. (3) The de-excitation process completes by their recombination
resulting in radiation of a photon of energy hf/ = Eg.
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A non-radiative decoupling of the exciton may take place, allowing the electron and
hole to move independently through the lattice. More interestingly, the electron can
recombine with the hole, emitting light of energy hf / that is dependent on the band
structure, the band-gap energy, the exciton binding energy, the applied fields and
confined energy levels, etc. A relation for temperature, T , dependence of band gap
energy, Eg(T ), thus photoluminescence, has been proposed by Varshni [30],




where α and β are constants. The equation satisfactorily represents the experimental
data for diamond, Si, Ge, 6H-SiC, GaAs, InP and InAs [30]. The emitted light may
be detected, revealing information about the optical properties of the investigated
material.
2.3 Quantum dot excitons in a magnetic field
There are two models( [31]), Fock-Darwin and excitonic, in order to understand the
photoluminescence in magnetic field (magneto-PL) and behaviour of exciton in a
magnetic field.
2.3.1 Fock-Darwin model
In the Fock-Darwin model, the energy levels of an electron are described in a 2D har-
monic potential of energy ~ω0 in a perpendicularly applied magnetic field with radial
quantum number (Landau level index) n and orbital angular momentum quantum
number l(l = 0,±1,±2,±3)









Chapter 2 Background Theory
where E0 is the vertical confinement energy, i.e., the confinement energy in the di-
rection of the applied magnetic field and ωc is the cyclotron frequency. A typical
Fock-Darwin spectrum calculated using ~ω0 = 3 meV and me = 0.067 m0 is shown
in (Fig. 2.4). It may be noted that in analogy to the shell of the atoms, the radial
quantum number n defines a series of occupancy energy levels and are therefore often
labelled as s, p, d etc. [32, 33]. It can be seen in the figure that at low fields the
magnetic energy is small compared to the quantisation energy so the former acts as
a small perturbation to give a diamagnetic shift. At high fields it is the other way
round: the magnetic energy dominates the quantization energy and thus the energy
shift becomes linear, a behaviour of Landau levels. The first notable approximation
of the Fock-Darwin description is that it doesn’t take into account the Coulomb in-
teraction between the charge carriers (electron and hole), i.e., it describes a single
particle system. This not only neglects the Coulomb interaction between electron and
hole but also any electron−electron interactions in the case of multiple occupancy. If
it is nevertheless applied to exciton it is implicitly assumed that the wave-functions of
the electron and hole have an indistinguishable form in equivalent levels n [34]. Thus
~ω0 becomes the sum of the electron and hole confinement energies, the cyclotron
energy is found by using the reduced exciton mass rather than the electron effec-
tive mass [35]. The second approximation of the model is the symmetric confining
potential, which causes the degenerate excited states.
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Figure 2.4: Fock-Darwin spectrum, calculated according to equation 2.15, using
~ω0 = 3 meV and effective mass me = 0.067 m0, for the principal quantum number
(Landau-level index) n = 0, 1.
Practically, an asymmetry in the shape of the dots can split this symmetry, for
instance, asymmetry by extension in one crystallographic direction in the plane of the
sample [36] by piezoelectric effects [37] or the asymmetry in crystallographic surfaces
at opposite sides of the dots [38]. Accounting for such effects needs considerably
more refined models that cannot be described analytically and quite often require
particularized information about the shape of the dots to be applied accurately.
However, the Fock-Darwin model gives a good first-order approximation description
of QD states in magnetic field, even when the dots are multiply-occupied [39].
Low-field and high-field regimes





greater than the size of the confined exciton wave-function (2 x Bohr radius) in the
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plane perpendicular to the applied field and the cyclotron energy is small, an applied
magnetic field provides a small perturbation, giving a parabolic field dependence of








= Γ is the diamagnetic shift coefficient, µ is the reduced mass of exciton
and aB is the exciton Bohr radius. On the other hand, in the high-field regime when
the magnetic length, lB becomes much smaller than exciton Bohr radius and where
the cyclotron energy is large, the spatial confinement in the plane perpendicular to
the applied field is dominated by the magnetic confinement, and can be neglected,
effectively resulting in a 2D system with a field applied perpendicular to the plane.





and is expected to be linear in B. It may be noted that the field dependence of the
exciton binding energy is neglected here. For 3D, this is weak, going as logB2 as
B tends to infinity, while for two dimensions, it goes as
√
B [43]. In between the
two regimes, i.e., low field and high field, there exists an intermediate field regime
where the magnetic field is neither weak nor strong and is analytically most difficult
to deal with. Neverthless, the trend between the two limits must be continuous and
analytic (there is no phase transition), and for filling the gap some interpolation can
be used. A Pade interpolation scheme between these two regimes, in two dimensions,
was introduced by MacDonald and Ritchie [43]. Janssens et al proposed another
interpolation, where the field dependence of the exciton energy in a quantum disk
was numerically calculated [44]. They found good agreement of their numerical results
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Where α and β are parameters. It is worth mentioning that the functional form
of this expression is similar to one that is widely used to describe the temperature
dependence of the energy gap in semiconductors [45]. Equation (2.18) reduces to









. Nevertheless, this equation has no physical foundations, and no advantage
in terms of functional use compared to the Fock-Darwin model and the excitonic
model [31] that is discussed below. Furthermore, it can be proved that, in the per-
tinent limits, the Fock-Darwin expression also reduces to equations equations (2.16)
and (2.17). If only a single electron−hole pair confined in the dot (n = l = 0) is
considered, equation (2.15) becomes






To expand the square root term, the binomial series can be applied. In low magnetic
fields (ω0 >> ωc), the higher power terms of the expansions can be neglected and
only the first two terms are considered, so









This is proportional to B2 via the cyclotron energy. Equation (2.16) can be rewritten
by putting EB =
~2
2µa2B








This implies that ~ω0 = 2EB. In high magnetic field (ωc >> ω0), it can be sim-
ply noted that both equations (2.19) and (2.17) give an identical energy shift. The
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physical equivalence of the Fock-Darwin approach and the excitonic approach (dis-
cussed below) is manifested by these significant results. The interpretation of this is
that, in an exciton, the electron and hole are confined in a harmonic potential that
is produced by their Coulomb interaction. Similarly, the exciton binding energy is
increased by the enforced wave-function overlap of the electron and hole in a dot.
2.3.2 Excitonic model
The excitonic model [31] and Fock-Darwin model are different from each other in
terms of the Coulomb interaction between the charge carriers of the exciton that
has been taken into account and neglected, respectively. In the excitonic model, no
intermediate field regime between the low-field and the high-field limits has been
considered, rather the one transforms to the other without any discontinuity in E(B)
or its derivative [46] . Hence




for B ≤ Bc , (2.23)
E = E0 + E1 +
~eB
2µ
for B ≥ Bc , (2.24)
where E1 is a continuity constant and Bc is the critical field at which the low field
regime shifts to the high field regime. Imposing the continuity condition in the





This equation becomes satisfied when lc =
aB√
2





. It implies that when the magnetic length is 1√
2
times the zero-field
exciton Bohr radius, the high-field regime is reached. By applying the condition of
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So, equations (2.23) and (2.24) can be rewritten by substituting the value of E1 from
equation (2.27):




for B ≤ Bc (2.28)
and





for B ≥ Bc . (2.29)
The equivalent expressions to the above equations, for fitting the two field limits in
a single process (Fig. 2.5), are given by
Figure 2.5: Dependence of photoluminescence on magnetic field expected accord-
ing to Excitonic model. The red line shows a typical fit while the vertical dashed
line represents the transition occurring from the low-field regime to the high-field.
E = a+ bB2 for B ≤ Bc (2.30)
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and
E = a− bc2 + 2bcB for B ≥ Bc , (2.31)
where a = E0 and b =
e2a2B
8µ
and c = Bc. All three approaches (the Fock-Darwin
model, equation equation (2.18) and excitonic approach) result in the same number
of parameters e.g., a, b and c in the case of excitonic model, when only the ground




3.1 Nanostructures for telecom wavelengths
3.1.1 InAs quantum dots
InAs nanostructures have been intensively studied over the last decades, with the aim
of obtaining telecom wavelength (1.3 - 1.6 µm) [21, 47, 48]. Many approaches have
been adopted to extend the wavelength to telecom window (1.3 - 1.6 µm) [49–52]. For
instance, the wavelength of emission from InAs QDs can be increased to 1.56 µm by
deposition of GaSb on InAs/GaAs self-assembled QDs [50]. InAs/InP nanostructures
can also extend the wavelength to 1.55 µm by tuning the growth rate of the capping
[53]. Similarly, for extending the wavelength to 1.3 µm, different methods have been
practiced. For example, increasing the growth rate of InAs and QD size results in
redshift [54, 55]. An alternative approach to extend the wavelength to 1.3 µm is
the growth of InAs QDs on GaAs substrate and covered with a GaAsSb strained
reducing layer , where Sb composition is set as 14 % [56]. The wavelength could be
extended further to 1.6 µm at RT in such structure by increasing the Sb composition
to 26% [57].
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3.1.1.1 InAs/GaAs QDs
InAs/GaAs QDs have been grown with GaAs barriers emitting at 1.4 µm and at 1.48
µm with InGaAs barriers, with small full width at half maximum (FWHM), i.e. 14
meV [58]. Temperature and excitation density dependence of photoluminescence in
annealed InAs/GaAs QDs was reported which was explained as independent escape
and capture of electrons and holes in the dots [59]. The RT optical properties of
single InAs/GaAs QD layers and InAs/GaAs QD bilayers have been experimentally
and theoretically investigated achieving ground state optical emission at wavelengths
in excess of 1300 nm by using QD bilayers [60]. Under appropriate growth conditions
and optimized strain interaction between two closed stacked InAs/GaAs QD layers,
the emission wavelength of the QD was extended to 1400 nm with GaAs capped QDs,
and to 1515 nm when an InGaAs cap is applied to the upper QD layer, while the
inhomogeneous broadening is very low [61]. PL studies performed on GaAs capped
InAs/GaAs QD samples show that the emission wavelength increases with decreas-
ing InAs deposition rate, reaching a maximum around 1.3 µm, with the linewidth
decreasing from 44 to 27 meV [62]. Reference [62] also shows that the number den-
sity, total QD volume and size fluctuation all decrease significantly as the growth
rate is reduced, revealed by studies on uncapped dots using scanning tunnelling mi-
croscopy (STM). InAs/GaAs quantum dots have been grown (at very low growth
rates) with scanning probe microscopy using continuous InAs depositions of up to
five monolayers (ML) without QD coalescence, resulting in relatively large coherent
QDs that exhibit strong room temperature photoluminescence at a wavelength of 1.3
µm when capped with GaAs [63]. 1.3 µm room temperature electroluminscence from
InAs/GaAs self-assembled quantum dots has been shown by Murray et al [64].
24
Chapter 3 Literature Review
3.1.1.2 InAs/InGaAs/GaAs QDs
One of the ways of controlling the emission wavelength is embedding the InAs QDs
in InGaAs quantum wells (DWELL). These have been studied on different substrates
and have become favoured for the fabrication of long wavelength devices, resulting
in the formation of QD lasers with a low threshold current density and high charac-
teristic temperature [65–68]. Such DWELL structures have also demonstrated high
dot density (important for effective gain thus good for lasing) and good carrier cap-
ture ability [69]. The optical efficiency in InAs/InGaAs/GaAs has been enhanced by
increasing the growth rate of GaAs and InGaAs layers, and by increasing the InAs
coverage [69]. The QD density and emission wavelength strongly depend upon the
In composition of thes InGaAs quantum well (QW), with 15% In composition in the
well have been found as optimum for 1.3 µm emission. 1.32 µm emission has been
reported from such structures at room temperature [69].
There are other approaches adopted to achieve the redshift of the QD emission,
important for extension of device operation to 1.55 µm [70], for instance, (i) changing
the band discontinuity between QDs and confining layers (CLs), (ii) the reduction of
the energy gap of the QD material, and (iii) the increase of the QD dimensions. The
first approach has been the most exploited, as the emission wavelength can be tailored
to 1.31 µm at room temperature by insertion of InGaAs confining layers below and/or
above the QDs [71–75]. InGaAs CLs cause a reduction of the QD strain due to their
reduced lattice mismatch to InAs QDs that therefore contribute to the redshift of the
QD light emission. Furthermore, when InAs QDs are embedded with InGaAs layers,
the QD dimension increases due to strain-driven In migration from the upper InGaAs
confining layers to the QDs, resulting in redshift of InAs QD emission energy [71,76].
The second approach is more useful for achieving the QD emission at 1.55 µm by
growing InAs QDs either directly on InP (see section 3.1.1.3) [77] or on metamorphic
buffers on GaAs [78–80], thus reducing the QD strain and decreasing the QD energy
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gap. In the third approach, the QD dimensions have been increased by using other
MBE techniques like atomic layer molecular beam epitaxy (ALMBE) [81] and by
reducing the InAs growth rate [82, 83].
InAs/InGaAs/GaAs QD structures, where InAs QDs are embedded in InGaAs meta-
morphic confining layers (CLs) based on GaAs substrates, can be a source of red-
shifted emission by increasing the indium composition in the InGaAs CLs and by
decreasing the QD strain [78]. The strain can be reduced by controlling the QD-CL
mismatch, a function of lattice parameter aLCL of the lower confining layer (LCL)
of any given composition. Photoluminescence and photoreflectance give the experi-
mental evidence of the redshift [78, 84], while the dependence of the extent of strain
relaxation of the LCLs on their thickness is confirmed only by photoreflectance mea-
surements [85]. A few optical properties of QD nanostructures can be tailored by
using QD strain as a parameter, which changes the energy gap of the QD material,
and can be controlled not only by the CL composition, as already considered, but
also by exploiting the LCL thickness-dependent strain relaxation that affects their
lattice parameter. Thus, the indium composition that changes band offsets (which
in turn confine the carriers into the dot volume) and strain/QD-CL mismatch, and
the LCL thickness which affects only the mismatch, can be used as two independent
parameters to tune the emission energy. Therefore, such InAs/InGaAs/GaAs struc-
tures are named as strain-engineered and have been proven as a useful system for
redshifting emission [70]. The emission wavelength has been extended to 1.52 µm by
applying a 4 nm InGaAs strained reducing layer (SRL) to InAs bilayer QDs grown
on GaAs substrates, where QD size and density and the composition of the SRLs are
controlled [86].
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3.1.1.3 InAs/InP QDs
InAs/InP structures (mismatch = 3.2 %) have been probed for exploitation as laser
sources at 1.55 µm [87,88]. High quality (lower threshold currents and reduced tem-
perature dependent) InAs/InP self assembled quantum dots emitting at 1.5− 1.6µm
have been fabricated. The growth conditions [89, 90], substrate orientation [91, 92]
and the nature of surrounding materials (alloying effects) [93,94] are the critical fac-
tors for the morphological and thus optical properties of the islands. The emission
wavelength of InAs dots based on InP can be tuned through the combination of the
use of a sublayer of GaP and a two-step capping procedure, in which a narrow size
distribution and high density of dots can be maintained [95]. The size uniformity and
density of the InAs dots grown on high index (3 1 1)B InP substrates is improved
compared to those grown on low index (1 0 0) [96]. InAs QDs grown on InP (3 1 1)B
substrates have demonstrated lasing at 1.5 µm approximately at room temperature
with low threshold current densities, promising for applications in telecommunica-
tions [97].
3.1.1.4 InAs/Si QDs
Due to the indirect band gap, Si is not suitable for light emission applications. There-
fore, it has been proposed to insert direct band gap InAs in a Si matrix to improve
the luminescence efficiency [98]. Despite the large lattice mismatch (approximately
10.6%) between InAs and Si systems, InAs QDs in Si(1 0 0) matrix [99] and capped
with Si [98] have been fabricated under optimized growth conditions emitting at
1.3µm near room temperature. Their lateral sizes vary from 5 nm to 80 nm (for
uncapped islands) and 2 to 5 nm (for Si capped), critically depending upon the
growth conditions and island heights, respectively [98]. The large mismatch prob-
lem is overcome by small coherent islands of InAs. The critical thickness, at which
three dimensional islands appear, was found to be 0.3 - 0.7 monolayers. By using
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InAlAs/GaAs strained-layer superlattice serving as dislocation filter layers (DFLs),
a high-performance 1.3 µm InAs/GaAs quantum-dot laser directly grown on Si sub-
strates has also been achieved [100].
3.1.2 Other systems
In order to achieve long wavelengths, for applications in telecommunications, systems
other than the InAs QDs, that have been discussed in the previous sections, have
also been investigated. For instance, isolated InAs/InP quantum wires (QWrs) have
been grown using conventional epitaxial techniques where an optimal InAs thickness
is adjusted, and highly asymmetric nanostructures, with average length exceeding
more than ten times their width, has been shown by atomic force microscopy (AFM)
[101]. From such structures, strong photoluminescence from individual quantum
wires at 1.5 µm has been revealed by high resolution optical investigation of as-
grown samples [101]. As the optical properties of self-assembled nanostructures are
a function of their sizes, different ways, therefore, have been studied to modify the
height of InAs/InP quantum wires in order to change the photoluminescence emission
wavelength: varying the amount of InAs deposited; control of As/P exchange process
during growth of InAs on InP for QWr formation or of InP on InAs for QWr capping
[102]. A fine tuning of QWr emission wavelength between 1.2 and 1.9 µm at room
temperature has been provided by combination of these three approaches [102].
Stacked layers of high-density GaSb/GaAs quantum rings have been grown using
molecular-beam epitaxial growth [103]. An excellent structural quality of structures,
with no threading dislocations or defective rings, has been revealed by X-ray diffrac-
tion and transmission electron microscopy and due to a low level of unintentional
p-doping in the GaAs cap layer, a long-wavelength photoluminescence peak at 1.3
µm is observed [103].
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GaInNAs can be grown pseudomorphically on a GaAs substrate, while having a
band gap energy suitable for long-wavelength laser diodes (1.3 - 1.55 µm and longer
wavelengths), resulting in fabrication of a deep quantum well [104]. The properties of
GaAsSb/InGaAs type-II bilayer quantum-well structures grown by molecular-beam
epitaxy for use in long-wavelength lasers on GaAs substrates have been investigated
[105]. Room-temperature photoluminescence at wavelengths as long as 1.43 µm has
been exhibited by such structures with layer strains and thicknesses designed to be
thermodynamically stable against dislocation formation [105]. Lasers with threshold
current densities of 120 A/cm2 at 1.17 µm, and 2.1 kA/cm2 at 1.21 µm have been
obtained [105].
High-performance InGaAs and InGaAsN QWs lasers have been grown by metal or-
ganic chemical vapor phase deposition (MOCVD) using AsH as the As-precursor,
which has shown the emission wavelengths ranging from 1170 to 1315 nm [106].
1300-nm InGaAsN single-QW lasers showed low threshold current density and high
temperature operation [106].
InGaAsN/GaAs quantum wells (QWs) have been grown by molecular beam epitaxy
and lasers based on such structures have been demonstrated to emit at wavelengths
from 1.28 - 1.3 µm with a low-threshold current density [107]. Metal organic chem-
ical vapor deposition (MOCVD) grown InGaAsN-GaAsSb type-II quantum wells on
GaAs substrates have shown low temperature (30 K) long wavelength photolumi-
nescence emission (1400 - 1600 nm) [108]. It has been shown by room temperature
photoluminescence data that such type-II QW design is a promising candidate for
realizing long wavelength GaAs-based diode lasers beyond 1500 nm [108]. Sponta-
neous emission spectra from multiple quantum well lasers grown by molecular beam
epitaxy with 25-A˚-wide GaAs wells have been recorded by opening a window in the
top contact stripe [109].
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3.2 Confinement of exciton in QDs
Confinement of excitons in quantum dots appears when the dot size is in the order
of the Bohr radius of the bulk exciton, which results in a blue-shift in exciton en-
ergy. The properties of an exciton are subject to the confinement of the particles, i.e.
electron and hole, that depends on the size and shape of the semiconductor nanos-
tructure. The confinement can be tuned through a selection of barrier materials and
structure to obtain various band offsets. Besides, important information about the
carrier confinement can be obtained by application of an external magnetic field.
Confining potential and electrostatic interactions between the carriers are the two
main factors which affect the energy structure of carrier complexes confined to QDs.
Significant attempts have been made to relate the morphological properties to the
properties of excitons confined in QDs [110]. Various techniques, used for probing
the exciton confinement in nano-structures, are presented below.
3.2.1 Morphological properties
If all morphological properties of QDs are known, then confined states can be cal-
culated. The GaAs/AlxGa1−xAs structure is an easy case, due to being strain
free, to probe the exciton confinement. Low-temperature photoluminescence of
GaAs/AlxGa1−xAs quantum dots has been carried out where the energies of the
confined states in the system has been determined by recombination between con-
fined electrons and holes bound to carbon acceptors in the dots [111]. The excitonic
properties in unstrained GaAs/AlxGa1−xAs QDs have been investigated in the pres-
ence of a magnetic field, where the magnetic field dependence of the electron-hole
Coulomb interaction energy has been revealed [112]. GaAs/AlGaAs QDs have been
analyzed with scanning tunneling microscopy and structural details and a quantita-
tive chemical analysis of QDs of different sizes have been obtained where most QDs
were found to be pure GaAs [113].
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3.2.2 Single dot spectroscopy
Single dot spectroscopy (or µ-PL spectroscopy) techniques have been used to study
InP self-assembled QDs embedded in Ga0.5In0.5P layers with a thickness of 180 nm,
where the activation energy of each dot has been revealed to be different, ranging
from 5 meV to 40 meV [114]. Many individual single InAs QDs have been probed
using high-resolution low-temperature spectroscopy showing a statistical distribution
of homogeneous line-widths with a peak value of ∼ 120 µeV [115]. The technique
has been used also to study the carrier transport characteristics for the luminous
efficiency of self-organized InAs/GaAs quantum-dots [116]. Similarly, the emission
properties of single CdTe/ZnTe QDs grown on Si(001) substrates have been studied
where exciton, biexciton, and two oppositely charged excitons in the emission spectra
of single QDs were identified by power-dependent and temperature-dependent micro-
photoluminescence spectroscopy measurements [117].
3.2.3 Deep level transient spectroscopy (DLTS)
Due to resemblance between QDs and defects, deep level transient spectroscopy
(DLTS), with QDs placed in a depletion region of a Schottky contact (metal-
semiconductor contact) or a p-n junction (contact between p-doped and n-doped
semiconductors) has been used to probe the electronic energy levels of QDs [118]. A
capacitance depends on the width of the depletion region, which, in turn, depends
on the applied bias and doping concentration. Capacitance-voltage measurements
(C − V ), therefore, can be used to measure the depth profiles of the doping concen-
tration in semiconductor devices. The measured capacitance is a function of charge
population in deep levels (or QDs situated inside the depletion region). C − V and
DLTS have been used to study GaSb/GaAs QDs where the mean activation and lo-
calization energy of the QD ensemble have been found to be 115 (±5) meV and 335
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(±15) meV, respectively [119]. DLTS has been used for the study of InP dots embed-
ded in GaInP where an activation energy of 220 meV for one electron ground state of
the dots has been found [120]. The electronic properties of high purity self-assembled
GaSb/GaAs quantum dots have been studied by DLTS and the localization energy
of the hole (electron is not confined due to being in type-II QDs) was found as 609
meV with an apparent capture cross section of 1 × 10−12 cm2 [121].
3.2.4 Wave-function imaging
3.2.4.1 Scanning tunnelling microscopy (STM)
Imaging of the electron’s wave interference and quantum confinement have been
achieved by direct scanning tunneling microscopy (STM) [122]. The technique has
been used to probe the electronic wave-function in InAs/ZnSe core/shell nanocrystals
where images taken at a bias corresponding to the s conduction band state revealed
that it is localized in the central core region, while those taken at higher bias probing
the p state showed that it extends to the shell [123]. The electronic structure of
the conduction band states in InAs quantum boxes embedded in GaAs have been
investigated using cross-sectional STM and the direct observation of standing wave
patterns in the boxes at room temperature has been reported [124]. Substitutional
donor Si at Ga sites (SiGa,) has been identified and characterized in GaAs by STM
[125].
3.2.4.2 Magneto-tunneling spectroscopy
In order to probe the electron’s confinement in QDs, buried hundred of nanometers
below the surface, magneto-tunneling spectroscopy has been used where a two dimen-
sional image of its wave-function is produced [126]. Here the effect of the classical
Lorentz force on the motion of a tunneling electron has been exploited, which can be
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regarded as the momentum (k) space analog of scanning tunneling microscopy imag-
ing, revealing the elliptical symmetry of the ground state and characteristic lobe of
the higher energy states. A correlation between the spatial symmetry of the electron
wave function and the morphological properties of quantum dots grown on differently
oriented GaAs substrates has been drawn [127].
3.2.5 Magneto-photoluminescence
The study of photoluminescence in magnetic fields (Magneto-photoluminescence) has
been shown as an effective tool to probe the exciton wave-function inside the quantum
dot [31]. When the length of the magnetic field becomes less than the exciton Bohr
radius, the magnetic confinement comes into play, in addition to spatial confinement,
and the magnetic field does more than just perturbing the wave-unction, which is
indicated by a transition from parabolic dependence of PL energy to the linear de-
pendence with increasing magnetic field. The point of cross-over of PL energy from
parabolic to linear gives the wave-function of exciton. By using the excitonic model
(discussed in the previous chapter), the properties of the exciton, diamagnetic shift
coefficient, Bohr radius and effective mass are determined, by which the confinement
of exciton can be probed. The technique has been used to investigate the exciton
confinement in self-assembled InAs/GaAs QDs where the temperature dependence of
the magnetic field dependence of the PL has been studied [128]. Exciton confinement
in InAs/InP quantum wires and quantum wells has been studied in the presence of a
magnetic field where a substantial penetration of both electron and hole into the InP
barrier has been recorded [129]. Magneto-photoluminescence has been used to deter-
mine the influence of substrate orientation and growth interruption on the electronic
properties of InAs/GaAs QDs where it has been found that electronic confinement
for the (100) substrate is already strong without growth interruption and the inter-
ruption does not affect the confinement, while for the (3 1 1)B substrate, the strong
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confinement of the charges only occurs after a growth interruption is introduced as




The deposition of atomic or molecular layers on each other to form a coherent crys-
talline structure, is typically termed as epitaxy and means “arrangement on” [131].
In 1928, Royer formulated a rule of epitaxy as “epitaxy occurs only when it involves
the parallelism of two lattice planes that have networks of identical or quasi-identical
form and of closely similar spacings”. Later on, experiments proved that epitaxy
takes place if the lattice mismatch, defined as 100(a0−as
as
), where as and a0 are the
corresponding lattice constants in the substrate and growing film, respectively, is
not larger than 15% [131]. In the lattice-mismatched heteroepitaxial layers, misfit
dislocations (MDs) usually occur at the interface area. Geometrically, the misfit is
accommodated between “epitaxy” and “substrate” crystals by the MDs as demon-
strated in (Fig. 4.1). Accordingly, there are unpaired atomic planes which terminate
at the interface from above and which constitute the MDs.
To understand the concept of a dislocation, strain localization is needed in a small




Figure 4.1: Schematic representation of (a) strained and (b) relaxed epitaxial
layers of a lattice mismatched heterostructure, as well as (c) strained and relaxed
unit cells.
The epitaxial growth is termed as heteroepitaxial, if chemical composition and some-
times structural parameters of a growing epilayer are different from those of the
substrate. The growth process in heteroepitaxy is a strong function of coherence and
incoherence of the epilayer with the substrate, i.e. whether the interface between
the epitaxial overgrowth and the substrate is crystallographically perfect or not. If
there is incoherence of the overgrowth with the substrate, then the epilayer is free to
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adopt any in-plane lattice constant that minimizes its free energy. If the overgrowth
is coherent with the substrate, then energy minimization is achieved by adopting
the in-plane lattice constant of the substrate (Fig. 4.2). Its overall free energy is
significantly increased by the resulting elastic strain energy.
Figure 4.2: A top view of atomic arrangements at interfaces of the epilayer and
substrate, “e” / “s”, systems of different crystallographic symmetry. Empty circles
represent the substrate atoms while black dots stand for overgrowth atoms
The disregistry of the equilibrium interfacial atomic arrangements of the substrate
and the unstrained epilayer is usually termed as “misfit”. This disregistry results
from differences in atomic spacings of lattice symmetries, which are characteristic of
each of the two crystals in the absence of interfacial interaction between them.
It is understood that if there is sufficiently small misfit between a substrate and
a growing layer, the first atomic monolayers which are deposited will be strained
to match the substrate and a perfectly matched (coherent) epilayer will be formed.
As the layer thickness increases, the homogeneous strain energy becomes so large
that a thickness is reached when it is energetically favourable for misfit dislocations
to be introduced (see Fig. 4.1). The thickness of such growing layer for the strain
relaxation was termed as a critical thickness, tc, in the theoretical study by Frank and
van der Merwe [132] and, later on, confirmed by various experimental observations.
Finch and Quarrell [46] introduced the term “pseudomorphism” for such a state of
the epilayer and substrate “e”/“s” system, where the thickness of the epilayer is
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smaller than the critical thickness and was named as “pseudomorphic regime” in the
literature.
In the system consisting of thickness in excess of the critical thickness (tc) for plastic
relaxation, MDs are formed, and the layers are termed as metamorphic buffers (MBs),
which behave as a virtual substrate whose lattice parameter can be designed in order
to control the mismatch between the buffer and upper part of the structure. The
lattice parameter of the MB depends on its composition and thickness through the
mechanism of strain relaxation, by which, for MB thickness larger than “tc”, partial
relaxation of the elastic strain occurs and a network of MDs is formed.
4.1 Molecular beam epitaxy (MBE)
One of the most exploited techniques for growing thin layers in a controlled way is
molecular beam epitaxy (MBE) [131], invented by J. R. Arthur and Alfred Y. Cho at
Bell Telephone Laboratories United States in the late 1960s. Fig. 4.3 is a schematic
diagram of an MBE, which consists of: effusion cells (or Knudsen cells) where the
solid elements are heated and evaporated, liquid nitrogen to cool the chamber, an
electron gun to provide electrons for reflection high energy diffraction (RHEED),
which is explained below, a substrate heater/manipulator to provide heating of the
samples and continuous rotation of the sample during the growth, which provides
the lateral uniformity of the grown layers, a beam flow gauge to monitor the flow of
atoms/molecules, a sample holder, a mass spectrometer (MS) to measure the masses
and relative concentration of atoms or molecules, and a fluorescent screen for the
pattern of RHEED. The MBE technique takes place in ultra-high vacuum (UHV),
i.e. 10−8 Pa, in contrast to other epitaxial growth techniques, metalorganic vapour
phase epitaxy (MOVPE) for instance, taking place in thermodynamic equilibrium.
Exploiting its substantially more precise control of beam fluxes and growth condi-
tions, the highest achievable purity of grown films is obtained due to the ultra-high
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vacuum environment. Solid elements are heated in separate Knudsen cells. These
have a small opening used as evaporation sources and for controlling the flux of
evaporating content by its temperature, until they begin to slowly sublime. Vapour
particles travel towards the target (substrate) without interacting, due to the long
mean free paths under UHV growth conditions (hence molecular beam) until they
reach the wafer, where they may react with each other and condense back to a solid
state.
Figure 4.3: Schematic representation of an MBE chamber. Each effusion cell,
also called a Knudsen cell, is a source of one element in the film which contains the
elemental form in very high purity (greater than 99.99999% for Ga and As). The
cell is heated to induce evaporation. In case of GaAs growth, the cell temperature
is typically controlled for a vapour pressure of 10−2 to 10−3 Torr inside the effusion
cell, which results in a transport of about 1015 molecules/cm2 to the substrate when
the cell’s shutter is opened. To distribute the particles evenly on the substrate,
the shape and size of the opening in the cell is optimized. They typically do not
interact with other molecules in the beam due to the relatively low concentration
of molecules, during the 5 - 30 cm journey to the substrate. To further even the
distribution, the substrate is usually rotated at a few rpm.
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On reaching the surface, the adatoms move by surface diffusion until they reach
a thermodynamically favourable location to bond to the substrate. Molecules will
dissociate to atomic form during diffusion or at a favourable site. Because the atoms
require time for surface diffusion, the quality of the film will be better with slower
growth, but on the other hand there is more chance to incorporate impurities even
in UHV. Therefore, an optimum growth rate is adjusted. The quality of the film
depends on temperature of the substrate too.
Typically, growth rates of about 1 monolayer (ML) per second provide sufficiently
high quality. The substrate is rotated and its angular velocity is controlled for compo-
sition uniformity. Similarly the temperature of the substrate is tuned for optimizing
the growth. A computer operates the shutters in front of each cell, controlling layer
thicknesses precisely, down to a single layer of atoms. In this way, complex structures
of layers of different materials may be fabricated.
Figure 4.4: Schematic diagram showing the formation of a RHEED pattern,
where L is the distance from the plane of the substrate to the diffraction pattern
and l is the distance between streaks in the RHEED pattern.
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Reflection high-energy electron diffraction (RHEED) is used for monitoring the
growth process by gathering information only from the surface layer of the sam-
ple (Fig. 4.4), allowing orientations of the growth of 1 monolayer (ML) at a time. In
a RHEED system, the electron gun produces a beam of high-energy electrons which
hits the sample at a very small incident angle relative to the sample surface. Incident
electrons diffract from atoms at the surface of the sample, and a few of the diffracted
electrons interfere constructively at specific angles and form regular patterns on a
fluorescent screen. The electrons interfere according to the position of atoms on the
sample surface, so the diffraction pattern at the screen is a measure of the sample
morphology.
4.2 Atomic layer MBE (ALMBE)
Atomic layer molecular beam epitaxy (ALMBE) is a modified version of MBE [133]
where the molecular growth is perturbed periodically at atomic layer level by alter-
nating or interrupting the molecular beams. Due to the periodic perturbation of the
growth, which results in cyclic variations of surface stoichiometry, layer nucleation is
enhanced which, in turn, induces 2D growth. One specific group of molecular beams
(e.g. group V elements) are evaporated from a uniquely constructed effusion cell
operating in pulsed mode. ALMBE has improved growth qualities under difficult
growth conditions that would be impossible otherwise (e.g. by conventional MBE).
ALMBE has the capability of growing at low substrate temperatures e.g., 350 ◦C,
growing highly-mismatched hetrostructured systems with high-quality morphology.
Pseudo-ternary hetrostructures, for instance GaAs/GaP/GaAs, containing two dif-
ferent elements of the same group (e.g., P and As both of group V), is not achievable





There are three different kinds of growth modes (Fig. 4.5) as determined by interface
energy (which is function of strain resulting from lattice mismatch and strength of
chemical reactions between film and substrate at interface) and surface free energies
for the substrate and film materials [134].
Figure 4.5: Schematic representation of different growth modes.
Frank-Van der Merwe (FM) growth: In Frank-Van der Merwe (FM) growth
mode, also called layer-by-layer or two-dimensional growth mode, the atoms of the
growing film are more bound to atoms on which the film is grown, than they are to
each other.
Volmer-Weber (VW) growth: Opposite to FM growth, in the Volmer-Weber
(VW) growth mode (also called island or 3D growth), the interatomic bonds between
the different atomic species within the film material are much stronger than those
between the atoms of the growing film and the substrate atoms.
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Stranski-Krastanov (SK) growth mode: The more commonly investigated
growth mode for QD formation is the Stranski-Krastanov (SK) growth mode,
also known as layer plus island growth mode. SK growth takes place when two-
dimensional (2D) layers, grown on a substrate with lattice mismatch of a few per-
cent, transform spontaneously to three-dimensional (3D) islands (QDs) above a cer-
tain critical thickness, typically ∼ 1.5 monolayers (MLs), to lessen the mismatch
strain [135]. That is to say, the formation of 3D islands is driven by elastic strain re-
laxation. The overgrowing material can relax elastically expanding in vacuum, which
gives rise to a significant energy advantage, i.e. the elastic energy is relaxed. On the
other hand, the formation of islands causes an increase in the total surface area and
surface energy of the system [136]. The formed islands, therefore, will ripen, initially,
in order to reduce the total surface area covered by QDs. As all this mechanism oc-
curs due to high lattice mismatch between the overgrowing material and underlying






The samples studied in this work were strain-engineered metamorphic
InAs/InxGa1−xAs/GaAs QDs. They were grown [70] by MBE on semi-insulating
(100) GaAs substrates. An InxGa1−xAs metamorphic lower confining layer (LCL)
with In composition x and thickness d was deposited at 490 ◦C on top of a 100-nm
thick GaAs buffer layer. The InAs QDs were grown with a 3.0 ML (monolayer)
coverage by ALMBE at 460 ◦C after a growth interruption of 210 s to lower the
substrate temperature, and capped with a 20-nm thick InxGa1−xAs upper confining
layer (UCL) with the same composition as the LCL, also deposited by ALMBE at
360 ◦C (Fig. 1.2).
We have studied 46 such samples and 28 out of them, given in table 5.1, were found
useful in terms of bright spectra for these samples; hence they were detected and
analysed; the dat for rest of the samples were noisy and not analysable. Samples
sizes were typically 2 × 2 mm2 or 3 × 3 mm2. The indium composition in these
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Sample x d (A˚) Γ (µeV T−2) µ (m0) aB (nm)
A 0.09 10000 13.75 - -
B 0.12 1650 12.11 - -
C 0.15 200 9.68 - -
D 0.15 600 12.30 - -
E 0.15 600 11.57 - -
F 0.15 600 10.14 - -
G 0.15 1200 11.99 - -
H 0.15 2200 13.80 - -
I 0.15 3600 13.64 - -
J 0.18 310 14.04 - -
K 0.20 5470 34.55 - -
L 0.24 700 17.45 - -
M 0.24 1450 38.23 - -
N 0.28 280 11.46 - -
O 0.28 370 21.40 - -
P 0.28 600 14.69 - -
Q 0.28 2200 69.76 0.08 16.83
R 0.28 2200 57.13 0.08 15.12
S 0.28 5000 72.22 0.10 18.42
T 0.31 600 29.15 0.09 11.25
U 0.31 2200 112.85 0.07 20.05
V 0.31 5000 158.76 0.07 22.64
W 0.31 10000 113.02 0.04 17.7
X 0.35 500 47.32 0.06 11.49
Y 0.35 600 44.13 0.06 11.27
Z 0.35 800 42.98 0.06 11.23
AB 0.35 2200 101.45 0.02 10.43
AC 0.35 5000 113.75 0.02 10.7
Table 5.1: List of analysed samples with respective input parameters: indium
content in confining layers, x, and LCL thickness, d; and output parameters: dia-
magnetic shift coefficient, Γ, exciton reduced mass µ and Bohr radius of exciton,
aB.
samples varied from 0.09 to 0.35, while the LCL thickness varied from 100 A˚ to 10000
A˚.
The shape of the capped QDs has been assumed to be truncated cones according to a
number of papers in the literature, as there are no experimental data on these QDs.
The sizes of the QDs have been measured [70] by atomic force microscopy (AFM)
(Fig. 5.1) on uncapped structures; their size are independent of LCL thicknesses and
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LCL composition for x < 0.35, while their lateral sizes do depend on x for x ≥ 0.35:
they are 22 nm for ≤ 0.33 nm and 31 nm for x = 0.35
Figure 5.1: An AFM image of nominally 3.0 ML InAs QDs grown on 220-nm
thick InxGa1−xAs MBs with x = 0.15. The image has been provided directly by
Luca Seravalli, from Parma, Italy.
The nominal composition of the QDs is InAs: It is understood that the capping pro-
cess may influence the dot morphology and composition, however it is expected that
such effects would be substantially reduced in these structures due to the capping
growth procedure (atomic layer MBE at relatively low temperature). Furthermore,
Luca Seravalli (Parma, Italy), who provided the samples and took the AFM measure-
ments, confirmed that the dot sizes measured by transmission electron microscopy
(TEM) on capped structures are quite similar to those measured by AFM on un-
capped ones.
The QD-LCL mismatch, which is a function of the In molar fraction x and thickness
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where aLCL and aInAs are the lattice parameters of the partially relaxed InxGa1−xAs
LCL and of the freestanding unstrained InAs, respectively. The parameter aLCL is
















is the strain of a pseudomorphic layer of InxGa1−xAs grown on (100) GaAs, appli-
cable to thickness d < dc, the critical thickness for which the pseudomorphic growth
(aInGaAs = aGaAs) transforms to metamorphic (LCL strain starts relaxing as d
−1/2).




The cryostat, manufactured by Oxford Instruments, was developed for experiments
in a magnetic field of up to 17 T and at temperatures ranging from approximately
2 K to 400 K. A simplified representation is shown in Fig. 5.2. There is an outer
vacuum space, surrounding a jacket of liquid nitrogen, cooled to 77 K, and an inner
helium bath, where the superconducting solenoid magnet is located. The magnet is
also from Oxford Instruments and is made of niobium-tin (Nb3Sn), and produces
magnetic fields up to 15 T at 4.2 K, but can be increased up to 17 T by cooling down
to 2.2 K by reducing its surrounding liquid-helium temperature.
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Figure 5.2: Schematics diagram of the laboratory set up showing the cryostat
and optics connection.
A variable temperature insert (VTI) is inserted into the liquid helium in the cryostat
that cools the superconducting magnet and controls the temperature of the sample.
The inner vacuum space lies between the He bath and the sample. It allows large
temperature differences between the two, in the most extreme case 2 K - 400 K. The
VTI operates by drawing liquid helium through a needle valve. The liquid He passes
through a heat exchanger into the sample space and is then pumped away by a room
temperature vacuum pump. An integral heater and sensor on the heat exchanger
allows the temperature to be set to any value. An additional thermometer on the
sample stick is used to measure the sample temperature.
The temperature, the superconducting magnet and levels of nitrogen and helium, are
all monitored by specific control units which are in turn connected to a computer for
complete external control.
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5.2.2 The Optics
The samples are glued on to a brass sample mount using Electrodag which is inserted
into the sample space of the VTI, in the centre of the super-conducting magnet so
that the magnetic field is parallel to the growth direction. Light is transmitted
to and from the sample via an optical fibre bundle (Fig. 5.2), where each fibre is
kept optically isolated from each other and from outside light by using heat-shrink
sleeving. Light emission occurs from a frequency-doubled neodymium-doped yttrium
aluminium garnet (Nd:YAG) solid state laser emitting at 532 nm. This light first
passes through a 532-nm laser interface filter, then through one or none of four
neutral-density filters which helps to control the excitation power upon the sample,
and finally, through a lens for focussing into the optical fibre. The laser light emitting
from silica core multimode optical fibre (Thorlabs BFL22-200) forms a spot on the
sample with ≈ 2 mm diameter. Another silica core multimode optical fibre (Thorlabs
BFL22-550) having a ≈ 0.5 mm diameter is used to collect the PL emission and to
send it to a spectrometer.
Figure 5.3: A schematic diagram of a spectrometer showing diffraction and de-
tecting mechanism. The focal length is shown by f which is 30 cm.
A long pass filter at the spectrometer’s entry slit filters out any 532 nm laser light,
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reflected into the collection fibre. The spectrometer contains three different gratings;
150, 300 and 600 lines/mm, to give different wavelength resolutions when taking
measurements. The spectrometer is of 30 cm focal length; combined with an Andor
Technology Peltier-cooled 512 pixel InGaAs diode array with an operating wavelength
of 600 to 1700 nm, to analyse the PL emission by digitizing it as a function of
wavelength; and the results are received by the same computer that is used to control
the temperature and magnetic field. The detector is cooled to -60 ◦C to reduce noise
in the PL spectra.
The light is directed through a fiber optic cable into the spectrometer (Fig. 5.3)
through an entrance slit, a narrow aperture. A concave mirror collimates the diver-
gent light and directs it onto a grating. Then the spectral components of the light
are dispersed at slightly varying angles by the grating, which is then focused by a
second concave mirror and imaged onto the detector. There are options to set the
spacing of the diffraction grating and to alter the wavelength it is centred upon. To
avoid saturation and to get enough signal, an integration time can also be set in the
computer.
Furthermore, taking the laser power density as ∼ 3× 103 mW/cm2, carrier’s lifetime
as ∼ 1 ns, the dot density as 3× 1010 cm2, the average number of carriers per QD is
calculated as 10−4, i.e. << 1.
Figure 5.4: Schematic diagram of a multichannel InGaAs linear array detector
where each element acts like a slit. It has 512 pixels and 600 to 1700 nm wavelength
range.
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In this work we used a multichannel InGaAs linear array (Fig. 5.4), so there is no
exit slit on the spectrometer, but each element on the detector array acts like a slit.
There are different gratings: 150, 300 and 600 grooves/µm used in conjunction with
a slit width of 150 µm (0.15 mm). The dispersion is given by 1.35 nm/mm, therefore
the resolution of the PL system can be calculated as 0.15 × 1.35 = 0.202 nm. The
width and the height of the array are given by 2.56 mm and 500 µm, respectively.
For controlling the cryostat, recording and analysing data, a number of specially
designed LabView (Laboratory Virtual Instrument Engineering Workbench) inter-
faces are used, which is commonly used for data acquisition, instrument control and
industrial automation.
5.3 Data analysis methodology
For analysing the data, two software programs (MassFit and Origin 8) were used.
The files, containing the data-points saved by LabView, were opened in MassFit
representing the intensity of the PL versus wavelength (Fig. 5.5).
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Figure 5.5: The PL spectra, at 4.2 K, representing the intensity vs wavelength.
The red vertical and horizontal lines show the centre of mass (CoM) fit and dis-
criminator, respectively. The two green circles have been shown to highlight the
CoM and discriminator which can be changed by the user to take the average of
various discriminators for accuracy of analysis.
The spectra were then fitted by selecting the centre of mass (CoM), given by 1
M
Σmiri
where i = 1, 2....n and M, mi, ri are the sum of the intensities (integration) of all
pixels, the intensity and position vector of the ith pixel, respectively (Fig. 5.6), to
fit the spectra. A discriminator ranging from 10 % to 30 % was set up in order to
cut-off the background.
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Figure 5.6: The calculation of centre of mass of the PL peak. There are different
peaks, at 4.2 K, represented by different colours which correspond to different
magnetic fields: black, red, blue, green, magenta and violet colours represent 15
T, 12 T, 9 T, 6 T, 3 T and 0 T magnetic fields, respectively.
The plot of E (eV) versus B (T) was plotted (Fig. 5.7) in MassFit. The plot file
was opened in Origin 8 and the excitonic model (equations 2.30 and 2.31) was used
for fitting to extract the parameters required for the determination of the exciton
properties i.e., Bohr radius and exciton effective mass (Fig. 5.8).
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Figure 5.7: The plot of PL energy E (eV) versus magnetic field B (T), at 4.2 K,
in MassFit.
We have measured each sample in both directions of magnet field sweeping, i.e.
sweep-up, (0 - 15)T, and sweep-down, (15 - 0)T. To subtract the background, we
used a discriminator describing the cut-off percentage, but it was noted that the
centre of mass varies when changing the discriminator’s value due to subtraction
of different parts of the back-ground that causes the change in the values of the
extracted parameters (Fig. 5.9).
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Figure 5.8: A plot of PL energy, E, versus magnetic field, B, at 4.2 K (in Origin
8), where the red line shows the user fitting.
To deal with this issue, a range of discriminators, i.e. (10%, 15%, 20%, 25%, 30%),
were set and the average of the parameters, extracted from their corresponding
discriminator-dependent spectra, was taken as shown in Table. 5.2, for instance,
for the sample with indium composition = 0.28 and LCL thickness = 2200 A˚. This
method was applied consistently to all samples.
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Sweep up Sweep down Total Total
Discriminator c b c b average average
of c(T ) of b(µeV T−2)
10% cut-off 6.22 53.5 6.1 54.07
15% cut-off 6.2 54 6.14 54.19
20% cut-off 5.97 56.2 5.95 56.07 5.75±0.46 57.13±3.62
25% cut-off 5.05 63.44 5.08 62.68
30% cut-off 5.47 58.22 5.36 58.91
Average 5.78 57.07 5.72 57.18
Table 5.2: The table shows how output parameter values vary with changing the
discriminator and magnetic field sweep direction. c and b are the critical magnetic
field and diamagnetic shift coefficient, respectively.
Figure 5.9: The PL energy, at 4.2 K, versus magnetic field for various discrimi-
nators showing the effect of discriminators on energy shifts. The red, green, black,




Results and Discussion: Zero
Magnetic Field
In our samples, InAs/InxGa1−xAs/GaAs QDs, there are two input parameters: in-
dium content in confining layers, x, and LCL thickness, d, that can be controlled
independently. Any change in x changes the band offset between QD and confining
layers and the QD-CL mismatch (or QD strain), while variation of d changes the
mismatch only [138]. Fig. 6.1, reprinted from Ref. [82], shows the dependence of
PL emission energy, at 10 K, calculated by effective-mass model, with parameters
used from Ref. [78], on the QD-CL mismatch, f , and indium content in the confining
layers, x. The dashed lines represent the pairs of (x, f) that cause room temperature
emission wavelengths at 1.3, 1.4 and 1.5 µm. The figure shows that the PL emission
energy decreases with decreasing mismatch and increasing indium content in the con-
fining layers. Furthermore, the abrupt decrease in PL emission energy for x > 0.33,
is related to the increase in the QD diameters, from 22 nm to 31 nm, which results in
the deepening of the quantum-confined levels in the quantum potential well, hence
reducing the PL energy.
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Figure 6.1: Reprinted with permission from Seravalli et al, APPLIED PHYSICS
LETTERS 87, 063101 (2005) [138]. Copyright 2015, AIP publishing LLC. PL
emission energy, calculated at 10 K, as a function of the QD-CL mismatch, f , and
the indium content in the confining layers, x. The dashed lines represent the (x,
f) pairs that result in RT emission wavelengths at 1.3, 1.4 and 1.5 µm.
In Fig. 6.2, the effect of changing indium content in the confining layers, x, on the
band offset, Ebo, the energy difference between the conduction bands of InAs and
InxGa1−xAs, is schematically shown. (a) in the figure represents the case where the
x is low, i.e, 0.15, which results in a large band offset, while the band offset in (b) is
small due to high indium content in the confining layers (0.35).
In order to see the effect of each parameter, separately, on the zero-field energy (and
wavelength), in our results, we are going to select a set of samples consisting of
the same indium composition in the confining layers and varying LCL thickness, and
another set of samples with the same LCL thickness and varying indium composition.
58
Chapter 6 Results and Discussion: Zero Magnetic Field
Figure 6.2: A typical conduction band diagram showing energy versus growth
direction for two samples with different indium content in the confining layers. In
case (a), the indium content, x, is low, 0.15, which results in a larger band offset,
Ebo, than that for the case (b) where the indium content in confining layers, x, is
high, i.e., 0.35.
We start by presenting our results obtained in zero magnetic field, at low temperature,
4.2 K: PL spectra showing the dependence of zero-field energy (wavelength), intensity
and line-width on indium content in confining layers, x, and LCL thickness, d.
6.1 Dependence of zero-field PL spectra on in-
dium content in the confining layers, x
The PL spectra presented in Fig. 6.3 show normalised spectra for a constant d [(a)
100 A˚, (b) 600 A˚, (c) 2200 A˚ and (d) 5000 A˚], and different values of x. In Fig.
6.4(a), the corresponding zero-field PL emission energy versus x has been plotted for
the same values of d. It can be seen in Figs. 6.3(b), (c) and (d) that the wavelength
increases with increasing x for a constant d, but the increase in (a) is not significant.
Similarly, the corresponding energies decrease with increasing x for a constant d,
differentiated by different colors, as shown in Fig. 6.4(a), but for d = 100 A˚, the
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decrease is not prominent. This can be explained by looking into Fig. 6.4(b), where
QD-CL mismatch, f , (detailed in the next chapter) has been plotted as a function of
x for the mentioned values of d.
Figure 6.3: (a), (b), (c) and (d) show PL spectra, at 4.2 K, with changing x,
differentiated by different colours, but constant d, 100 A˚, 600 A˚, 2200 A˚ and 5000
A˚, respectively. It is clear that the wavelength increases with increasing x for a
particular d.
It can be seen that QD-CL mismatch, hence the strain within the QD, decreases
with increasing x. Thus, the increase in emission wavelength and the corresponding
reduction in energy with increasing x are due to the reduction in strain. Furthermore,
for d = 100 A˚, in Fig. 6.3(a) and Fig. 6.4(a) the slight increase in wavelength and
reduction in energy, respectively, are due to the fact that the QD-CL mismatch is
also a function of d, in addition to x: the QD-CL mismatch and hence QD strain
increases with decreasing thickness. This is discussed in more detail in the next
section. For very lower thickness (100 A˚), there is insufficient metamorphic growth
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to significantly reduce the QD-CL mismatch with increasing x, and consequently the
change in energy and wavelength is moderate.
Figure 6.4: (a) Zero-field PL emission energy, at 4.2 K, as a function of indium
content, x, for various LCL thickness, d, differentiated by different colours. The
empty circles represent model data (provided by Seravalli from Parma, Italy), at
10 K, while the filled circles show the experimental values, at 4.2 K. (b) QD-CL
mismatch, calculated by equation (5.1), versus x for the same values of d. Violet,
green, red and blue colours show data for x = 100 A˚, 600 A˚, 2200 A˚ and 5000 A˚
respectively.
It should be noted that AFM measurements have shown [70] that for x = 0.35, the
QD diameter becomes bigger (∼ 31 nm), resulting in a lowering of the confinement
levels of the carriers, therefore the PL energy reduces more than for other values of x.
In Fig. 6.3(a), the spectra are broadened for x = 0.28 (green) and x = 0.31 (pink),
possibly due to the contribution to the PL by broader distribution of dot sizes. Two
samples (red) with same indium content in confining layers, x = 0.15, in Fig. 6.3(b)
have slightly different wavelengths. There is a slight difference between the spectra
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for the sample with x = 0.28 (green) and with x = 0.31 (pink) in Fig. 6.3(c). These
difference may be due to small variations in growth conditions or non-uniformity
across the wafer.
6.2 Dependence of zero-field PL spectra on LCL
thickness, d
Fig. 6.5 shows PL spectra for various values of d, differentiated by different colours,
and constant x [(a) 0.15, (b) 0.24, (c) 0.28, (d) 0.31 and (e) 0.35], while Fig. 6.6(a)
shows zero-field PL emission energy as a function of LCL thickness, d, for the same
values of x. The calculated energies [70], represented by squares, are at 10 K while
the experimental ones, indicated by circles, are at 4.2 K. It can be seen in Fig. 6.5
that the wavelength increases with increasing d for a particular x, ranging from 0.15
to 0.31, but for x = 0.35 in (e), the change is not significant. Similarly Fig. 6.6(a)
shows that for indium content ranging from 0.15 to 0.31, the energy decreases faster
with increasing d at lower values, i.e. ∼ (200 − 700)A˚, but at larger thickness (>
700 A˚), the decrease reduces. For x = 0.35, there is no significant reduction in the
energy with increasing d. This can be explained by looking into Fig. 6.6(b) where
the reduction in QD-CL mismatch (hence QD strain) is faster for lower values of d,
∼ (200− 700)A˚, but afterwards, it slows down. The increase in wavelength emission,
shown in (a), (b), (c) and (d) of Fig. 6.5 and the consequent reduction in the energy
with increasing d for a particular x, ranging from 0.15 to 0.31, in Fig. 6.6(a) are
due to the reduction in QD-CL mismatch (QD strain) from metamorphic growth,
while the QD size remains constant due to invariance in x. For x = 0.35, the QD-CL
mismatch changes by just 0.53 % (from 5.34 % to 4.81 %) with increasing d while
going from 600 A˚ to 5000 A˚. The wavelength (Fig. 6.5(e)) and the corresponding
energy (Fig. 6.6(a)), therefore, does not change significantly with increasing d (600
A˚ to 2200 A˚).
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Figure 6.5: (a), (b), (c), (d) and (e) show the PL spectra, at 4.2 K, for various d,
differentiated by different colours, and constant x, 0.15, 0.24, 0.28, 0.31 and 0.35
respectively. For any particular x, an increase in wavelength with increasing d is
seen.
However, for d = 5000 A˚ in Fig. 6.5(e), the increase in wavelength is noticeable,
unlike for the other lower values of d. This can be attributed to the maximum
relaxation of the LCL, when d is at its largest value (5000 A˚). A similar trend has
been evidenced by Seravalli and his co-workers [78], where they concluded that d
could be another effective parameter, in addition to x, that can be used to redshift
the emission wavelength.
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Figure 6.6: (a) Zero-field PL emission energy as a function of LCL thickness, d;
the empty circles and filled circles represent the model, at 10 K, and experimental,
at 4.2 K, data respectively. The data from the model calculation were provided by
Seravalli from Parma, Italy. (b) QD-CL mismatch, calculated by equation (5.1), for
various indium contents in the confining layers, x, as a function of LCL thickness,
d. Red, blue, green, magenta and violet colours, in (a) and (b), represent data for
x = 0.15, 0.24, 0.28, 0.31 and 0.35, respectively.
The spectra for d = 600A˚ (green) and d = 1200A˚ (red) in (a) and for d = 100A˚
(blue) and d = 190A˚ (red) in (b) of Fig. 6.5 overlap, almost, which indicates a very
slight shift in wavelength with increasing LCL thickness from 600 A˚ to 1200 A˚ in (a)
and from 100 A˚ to 190 A˚ in (b). Furthermore, samples with similar LCL thickness,
two with d = 2200A˚ (magenta) in (c) and two with d = 10000A˚ (violet) in (d), have
spectra with different wavelengths. As commented above, these variations can be
due to small variations in growth conditions or non-uniformity across the wafer.
64
Chapter 6 Results and Discussion: Zero Magnetic Field
6.3 Dependence of PL intensity and line-width on
indium content in the confining layers, x, and
LCL thickness, d
Fig. 6.7 shows PL spectra for varying x, differentiated by different colours, and
constant d, i.e. (a) 100 A˚, (b) 600 A˚, (c) 2200 A˚ and (d) 5000 A˚. In the same way,
PL spectra for varying d and constant x, 0.15, 0.24, 0.28 and 0.35, are shown in Fig.
6.8(a), (b), (c) and (d), respectively.
Figure 6.7: PL intensities, at 4.2 K, for various indium content in confining layers,
x, differentiated by different colours, and constant LCL thickness, d, (a) 100 A˚, (b)
600 A˚, (c) 2200 A˚ and (d) 5000 A˚.
There seems no correlation between intensity and x or d in Fig. 6.7 and Fig. 6.8,
respectively. This can be understood by considering the various contributory factors
such as experimental conditions and quality of the samples. The distance between
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the fibre, containing the incident laser beam, and the sample position, its alignment
and laser power likely varied across the samples. Furthermore, the experiments were
carried out over a large span of time. Similarly, the quality of sample may be chang-
ing: sample with more dislocations, e.g. from the metamorphic growth, for instance,
will give lower intensity than those with less dislocations.
Figure 6.8: PL intensities, at 4.2 K, for various LCL thickness, d, differentiated
by different colours, and constant indium content in the confining layers, (a) 0.15,
(b) 0.24, (c) 0.28 and (d) 0.35.
Fig. 6.9 describes the line-width or full width at half-maximum (FWHM) as a func-
tion of indium content in the confining layers, x, and LCL thickness, d. The sizes
of bubbles represent the values of line-width in nm. For a sample with x = 0.24
and d = 100 A˚, the line-width = 53.76 nm: the values for other samples are pro-
portionally larger or smaller relative to the bubble diameter. The FWHM gives an
idea of the size distribution of the particles: a narrower quantum dot nano-crystal
size distribution corresponds to a smaller FWHM. In the figure, it can be seen that
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the line-width changes across the samples but no monotonic trend is observed. This
implies that there is no correlation between the line-width and the parameters: in-
dium content in the confining layers, x, and LCL thickness, d, although the samples
with high LCL indium content, and hence LCL-substrate mismatch tend to have the
largest line-widths.
Figure 6.9: PL line width, at 4.2 K, represented by sizes of bubbles, as a function
of indium content in the confining layers, x, and LCL thickness, d. For the sample
with x = 0.24 and d = 100 A˚, the line-width = 53.76 nm: the values for other
samples are proportionally larger or smaller relative to the bubble diameter.
6.4 Conclusion
In conclusion, the dependence of PL spectra (wavelength) and energy, PL intensity
and line-width on input parameters, indium content in confining layers, x, and LCL
thickness, d, in zero-magnetic field at low temperature, 4.2 K, was studied. It was
evidenced that the wavelength (PL energy) increases (decreases) with increasing x,
for a particular value of d, and with increasing d, for a particular value of x. This
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was attributed to the strain relaxation due to both increasing x and d. A correlation,
however, between intensity and x or d was not found which was explained by tak-
ing into account a number of reasons: variance in quality (dislocations) of samples,
distance between fibre and sample position plus its alignment, and change in laser
power. Similarly, the line-width was observed to be changing across the samples
but there was no monotonic trend, implying that there is no correlation between





Having discussed the dependence of the zero-field energy and wavelength on x and
d, and the relation between intensity or line-width and x or d, we are now going to
discuss our results based on the experiments carried out in magnetic field (0 - 15)T
at low temperature, 4.2 K. It may be noted that the available magnetic fields, (0 -
15)T, in our laboratory is somewhat arbitrary: they are enough for some samples
to reach the high-field regime, while for others they are not. For samples where
the high-field regime is not reached, the critical magnetic field, Bc, at which the
the PL energy shifts from parabolic to linear, is not determined. We, therefore, are
not able to determine, for these samples, the exciton reduced mass, µ, and exciton
Bohr radius, aB. We select two samples in Fig. 7.1 to show how the PL spectra in
magnetic fields (0 - 15)T at low temperature, 4.2 K, look and how the PL energy
shifts with increasing magnetic field, for both cases: the case where the high-field
regime is reached and the case where it is not. (a) and (b) in Fig. 7.1 show typical
spectra for two samples, U and D with parameters x = 0.31 and d = 2200A˚; x = 0.15
and d = 600A˚, respectively. The different colours correspond to different magnetic
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fields: black, red, blue, green, magenta and violet colours represent 15 T, 12 T, 9 T,
6 T, 3 T and 0 T magnetic fields, respectively.
Figure 7.1: (a) and (b) describe the PL spectra in magnetic fields (0 - 15)T, at low
temperature 4.2 K for two samples, U with parameters x = 0.31 and d = 2200A˚;
and D with parameters x = 0.15 and d = 600A˚, respectively. The different colours
correspond to different magnetic fields: black, red, blue, green, magenta and violet
colours represent 15 T, 12 T, 9 T, 6 T, 3 T and 0 T magnetic fields, respectively.
The separation between violet and black vertical dashed lines show the shift in
wavelength, ∆λ, due to sweeping of magnetic field from 0 to 15 T. (c) and (d)
describe the PL energy as a function of magnetic field, at 4.2 K, for the samples
U and D, respectively. For sample U (c), the critical magnetic field, Bc, the field
at which the PL energy shifts from parabolic to linear, represented by red vertical
dashed line, is 3.2 T and thus the high-field regime is reached, while for sample D
(d), the PL energy remains parabolic: high-field regime is not reached.
(c) and (d) in the figure shows PL energy, E, as a function of magnetic field, B, for
samples U and D, respectively. (c) describes the case where the high-field regime
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is reached: the PL energy shifts from parabolic to linear at critical magnetic field,
Bc = 3.2 T while (d) represents the case where the high-field regime is not reached.
It can be seen for sample U in (a) that the change in wavelength with magnetic field
sweeping from 0 to 15 T is 9 nm, larger than that for the sample D in (b), which is
3 nm. Similarly, it can be noted that for the sample U the energy shift, ∆E, with
increasing magnetic field from 0 to 15 T (c) is 10 meV, larger than that for D in
(d), which is just 0.2 meV. This shows that for the sample U, the magnetic length
becomes smaller than the exiton Bohr radius and magnetic confinement dominates
the spatial one and the high-field regime is reached, while for sample D, the magnetic
length is larger than the exciton Bohr radius and the magnetic field does nothing
more than just perturbing the exciton wave-function and the high-field regime is not
reached.
We start with a brief discussion of reduced mass and Bohr radius of the exciton for
a subset of samples for which the high-field regime is reached.
7.1 Reduced mass and Bohr radius
Fig. 7.2(a) shows the exciton reduced mass, µ, in units of m0 (free electron mass)
as a function of QD-CL mismatch for the samples whose energy shift reaches the
high-field regime. The samples labelled as W, V, U, S, Q and R, whose parameters
are given in table-(7.1), are of particular interest and will be labelled throughout the
chapter. It is clear from the figure that the reduced mass increases approximately
linearly at a rate of 0.10 (± 0.02) m0 per % change in mismatch for mismatches
ranging from 4.8 % to 5.7 %. This is a very interesting result. A dependence of the
effective mass on the QD strain (mismatch) is consistent with the theory reported
in the literature [139, 140], although it is rarely commented upon and it is not clear
that the dependence should be linear. We hope that this result will stimulate further
theoretical investigation.
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Sample x d (A˚) µ (m0) aB (nm)
Q 0.28 2200 16.85 0.08
R 0.28 2200 15.11 0.08
S 0.28 5000 18.45 0.06
U 0.31 2200 20.05 0.07
V 0.31 5000 22.63 0.07
W 0.31 10000 17.72 0.04
Table 7.1: Input parameters, x and d, as well as output parameters: exciton
reduced mass, µ, and its Bohr radius, aB, for the samples of particular interest,
i.e., Q, R, S, U, V and W.
Figure 7.2: (a) Reduced mass, µ, of the exciton versus QD-CL mismatch, at 4.2
K, shows a linear relationship. The red line is a linear fit for all mismatches for
which µ could be determined. In contrast, the exciton Bohr radius, at 4.2 K, (b)
shows no correlation with mismatch. The upper dashed horizontal line shows the
Bohr radius for samples with x = 0.35 while the Bohr radius for samples with
x < 0.35 is represented by lower horizontal dashed line. We were able to find
the reduced mass of exciton and its Bohr radius only for the samples for which
the energy shift reaches the high-field limit. The six samples with aB > 14 nm
given labels W, V, U, S, Q and R are of particular interest, and will be labelled
throughout the chapter. The red samples are for x = 0.35
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Fig. 7.3 shows that the exciton reduced mass, µ, increases, more or less, with in-
creasing QD PL energy, EPL. This is expected from the variation of the mass with
band gap energy, Eg, for bulk semiconductors: a smaller lattice constant results in a
larger mass. Similarly, the smaller lattice constant of quantum dot, which in turn is
due to strain (mismatch) in the quantum dot, causes the reduced mass of the exciton
to be larger.
Figure 7.3: Exciton reduced mass, µ, at 4.2 K, as a function of QD zero-field PL
energy, EPL.
In order to look into the dependence of µ on residual strain in the LCL (partially
relaxed), we establish a correlation between QD-CL mismatch (or QD-strain), f ,
calculated by equation (5.1), and residual strain in the LCL, ε. By substituting the





This shows that for a constant indium composition in the confining layers, the QD-
CL mismatch, f , is directly proportional to the residual strain in the LCL, ε. This
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can also be seen in Fig. 7.4, where ε, calculated according to Eqns-4.2 to 4.4, has
been plotted versus f , calculated by Eqn-4.1. It shows that ε increases linearly with
increasing f for a constant indium content in the confining layers, i.e., 0.35, 0.31 and
0.28 indicated by blue, red and black colours, respectively.
Figure 7.4: Residual strain in the LCL (partially relaxed), ε, as a function of QD-
CL mismatch, f , for different but the constant indium composition in confining
layers, i.e., 0.35, 0.31 and 0.28 indicated by blue, red and black colours respectively.
The QD-CL mismatch and the residual strain in the LCL were calculated according
to equations (5.1) and (5.2), respectively. The strain in the LCL increases linearly
with increasing QD-CL mismatch.
The linear proportionality between f and ε implies that µ should also depend linearly
on ε, as we have found it does on f (Fig. 7.2(a)). We therefore plot µ versus ε in
Fig. 7.5. The data look scattered and no clear trend is seen, apparently, but we
notice that there are various indium composition in the confining layers and the data
has not been differentiated accordingly. Another and similar graph, therefore, is
needed where the data is marked for different but constant indium composition in
the confining layers.
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Figure 7.5: (a) Exciton reduced mass, µ, at 4.2 K, versus residual strain in the
LCL, ε. No clear trend is seen, apparently.
Thus in Fig. 7.6, µ has been plotted versus ε for various but constant indium com-
positions, 0.35, 0.31 and 0.28, indicated by blue, red and black colours respectively.
It can be seen that, as expected, µ also increases, overall, with increasing ε for a
particular indium composition.
As commented above, although it is not unexpected that µ should increase with in-
creasing strain, which is known to distort the band structure, the apparently linear
relationship between µ and QD-CL mismatch (or even LCL strain) is quite remark-
able, and would benefit from further theoretical investigation, which is well beyond
the scope of this work.
In contrast, there is no correlation between QD-CL mismatch and exciton Bohr radius
for QD-CL mismatch, 4.8 % <f< 5.7 % as is evident from 7.2(b). At high mismatch
(for f > 5.7 %), we are unable to reach the high-field regime, meaning that the Bohr
radius is less than 10 nm. Furthermore, since the minimum Bohr radius is somewhat
arbitrary, i.e. depends on the magnetic field available in the experiment, and the
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diamagnetic shift tends to decrease with increasing strain at higher mismatches (see
next section), one might speculate that the behaviour observed in Fig. 7.2 continues
at higher values of QD-CL mismatch. When the mismatch is high (> 5.7 %), then µ is
large, possibly reducing aB below the dot size (a
2
B ∝ 1µ), but we can not demonstrate
this.
Figure 7.6: (a) Exciton reduced mass, µ, at 4.2 K, versus residual strain in the
LCL, ε, for various but constant indium compositions, .i.e, 0.35, 0.31 and 0.28
indicated by blue, red and black colours, respectively.
When the mismatch is low (< 5.7 %), then µ is smaller and aB is limited by the
dot size (the cluster of points below aB = 12 nm ), or the confinement is weak and
there is significant wave-function leakage out of the dot and aB is large. In order to
follow the ‘progress’ of the six samples which seems to show significant wave function
leakage (aB > 14 nm) we have labelled them A to F in 7.2(b) and in the following
figures. It is also interesting to note in 7.2(b) that there seems to be an empty regime
between samples where aB ∼ dot radius and those with aB > 14 nm. We will return
to the measurement of the Bohr radius (as a function of x and d) later on, but first
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we discuss Γ (as a function of x and d), introducing bubble plots for representing our
results.
7.2 Diamagnetic shift coefficient ‘bubble plot’
Now we look at the diamagnetic shift data, the results of which are summarized in Fig.
7.7, and will explain the parts of the figure. As the QD-CL mismatch changes with
both x and d, it is instructive to plot lines of constant mismatch in Fig. 7.7. These
have been calculated according to Eqn-4.1. Hence, by following these lines, only the
QD-CL band offset (Ebo) changes while the QD-CL mismatch remains constant.
Going horizontally from left to right along the graph (increasing indium content in
CLs), both the band offsets between the QDs and CLs, and the lattice-mismatch
between the QDs and CLs (thus QD strain) reduce. The mismatch also decreases
while going up vertically (along increasing LCL thickness), whilst here the band
offsets are constant. We note that the strain does have an effect on the band offsets,
but this is neglected.
The bubbles represent the relative values of the diamagnetic shift coefficient, Γ, by
their diameters, which is a function of x and d. The samples are categorized into
two groups, indicated by blue and red bubbles, according to the behaviour of the PL
energy shift in the magnetic field (the green bubble is simply used to indicate two
samples with the same x and d parameters). The sizes of the blue bubbles represent
the value of Γ for the samples where the carriers’ wave-function extent is larger than
the magnetic length at ∼ 10 T. In other words, the energy shift reaches the high-field
regime, where ∆E becomes linear in high-field, revealing that spatial confinement is
dominated by magnetic confinement.
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Figure 7.7: Bubble plot showing the relative values of the diamagnetic shift co-
efficient, Γ, at 4.2 K. The solid lines show constant QD-CL mismatch; by following
them, only the band offsets are changing. For the sample with x = 0.15 and
d = 200 A˚, Γ = 9.68 µeV T−2: the values for other samples are proportionally
larger relative to this bubble diameter. The blue/green and red colours show the
energy shift for samples reaching and not reaching the high-field regime, respec-
tively (green is used to distinguish different samples with the same values of x
and d). The bubbles labelled with W, V, U, S, Q and R are for the samples with
aB > 14 nm. The dashed line, representing the 5.8 % mismatch, differentiate the
red and blue/green samples, i.e, samples with > 5.8 % are red while those with <
5.8 % are blue/green.
For these samples, the magnetic field is sufficient to allow us to determine the exciton
Bohr radius, aB, and reduced mass, µ (see Fig. 7.2). The red bubbles represent the
values of Γ for the samples where carriers wave-function extent is smaller than the
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magnetic length at high field, and the energy shift remains parabolic [141]. For these
samples, we are unable to determine the exciton Bohr radius and reduced mass.
An immediately obvious and intriguing trend in the figure is the twelvefold increase in
the diamagnetic shift coefficient while going from mismatch ∼ 7 % to ∼ 5 %. Large
values of Γ are attributed to spill over of the carriers’ wave-functions [142] which
results from the small barrier formed by the large indium content in the confining
layers, and to a low reduced mass of carriers which, in turn, is due to low QD-CL
mismatch. The decrease in the reduced mass of the exciton with decreasing QD-
CL mismatch is also evident from Fig. 7.2(a), while the wave-function spill-over is
evidenced in Fig. 7.2(b), and Fig. 7.7
Furthermore, it can be seen in the figure that samples with QD-CL mismatch > 5.8
%, indicated by red, do not reach the high-field regime. The high QD-CL mismatch
(QD strain), which is due to the low indium content in the confining layers, results
in a high reduced mass, reduced separation of confined states and compact wave
function. For these samples, the Bohr radius remains smaller than the magnetic
length to the highest available fields. Conversely, for the samples with mismatch <
5.8 %, indicated by blue, the high-field limit is reached. For these samples d is large,
which reduces the QD-CL mismatch, and the In content in the CLs is high which
reduces the band offset as well as QD-CL mismatch. This makes the reduced mass of
the carriers low, hence the wave-function is enlarged. Taken together Figs. 7.2 and
7.7, imply that the effective mass plays a key role in the strength of the confinement,
and possibly that strong confinement as defined in chapter-1, i.e., Eq and El >> kT ,
which may be alternatively expressed as aB ' dot radius << unconfined exciton
radius (for given reduced mass and dielectric constant), has best been achieved for a
sample with x = 0.31 and d = 600 A˚.
Furthermore, whilst the available magnetic field in the experiment is somewhat arbi-
trary (for some samples it is enough to reach the high-field regime while for some it
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is not), the fact that the samples which reach the high-field limit can be delineated
by a line of constant QD-CL mismatch of 5.8 % is noteworthy, especially given the
results in Figs. 7.2, 7.5 and 7.6.
7.3 Bohr radius ‘bubble plot’
Having introduced and explained the bubble plot, we can now discuss the Bohr
radius data in the same manner, which reveals some unexpected behaviour. Fig. 7.8
shows that aB decreases with increasing barrier height (decreasing x) and mismatch,
while going horizontally from x = 0.31 to 0.28 for any particular LCL thickness.
This is understandable, because increasing the barrier results in an increase of the
localization energy which, in turn, improves confinement and hence the reduces Bohr
radius. Similarly, Fig. 7.2(a) shows that for these samples, increasing mismatch
increases the effective mass, and the exciton Bohr radius is inversely proportional
to effective mass [31]. However, going from x = 0.35 to x = 0.31, the opposite
behaviour is observed. Furthermore, AFM measurements [70] show that at x = 0.35,
the QD diameter is bigger (31 nm) than at x = 0.31 (22 nm), therefore, from the
general trend in Fig. 7.8 and the decrease in the dot diameter, going from x = 0.35
to x = 0.31, we expect a reduction in Bohr radius, which is not the case, apparently.
There are a number of possible reasons for this anomalous behaviour, two of which
we now go on to discuss in detail.
Initially we explained this behaviour by considering an analogy taken between the
wave-function and a balloon, where it has been suggested that the exciton wave-
function can be thought as a balloon [112]. This means that by ‘pushing down’
on the wave-function (balloon), it expands laterally; squashing it laterally results
in its vertical spill over. In this case, a higher barrier height (increased localization
energy) at x = 0.31 than 0.35 causes the wave-function to be squashed vertically and,
consequently, expanded laterally.
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Figure 7.8: The size of bubbles represents the value of the exciton Bohr radius,
at 4.2 K, as a function of indium content, x, in CLs and LCL thickness, d (blue is
used to distinguish different samples with the same values of x and d). The lines
show constant QD-CL mismatch. The bubbles show the Bohr radii of excitons only
for the samples for which the high-field regime is reached. The arrow indicates the
value of the exciton Bohr radius for the sample with x = 0.31 and d = 600A˚; the
values for other samples are proportionally larger relative to the bubble diameter.
In order to gain further insight into the confinement of the carriers inside the dots
and to test this balloon analogy explanation, we calculated electronic energy states




∇ψ(~x)) + Ve(~x)ψ(~x) = Eψ(~x) , (7.2)
was solved for the conduction band in the single-particle effective-mass approxima-
tion for experimentally observed pyramidal quantum dots structure. Here ~, me(~x),
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Ve(~x), E, and ψ(~x) are Planck’s constant divided by 2pi, the position-dependent elec-
tron effective mass, the position-dependent band-edge potential energy, the electron
energy, and the electron envelope function, respectively. The structure has been ap-
proximated as conical in order to simplify computational treatment by reducing the
model to two dimensions using cylindrical coordinates [143]. The band gap energies
of InAs and GaAs are 0.35 eV and 1.42 eV respectively, while the band gap energy
of InxGa1−xAs varies, depending upon the indium content present in the CLs, by a
relation,
Eg(InxGa1−xAs) = (1− x)Eg(GaAs) + xEg(InAs)− x(1− x)0.477 , (7.3)
where Eg(InxGa1−xAs), Eg(GaAs) and Eg(InAs) are the band gap energies of
InxGa1−xAs, GaAs and InAs, respectively, while x is the indium content present
in the CLs. The electron band offset of InAs, GaAs and InxGa1−xAs are calculated
by taking 60 % [144] of their corresponding band gap energies, i.e. 0.35× 0.6 = 0.21
eV for InAs, 1.42 × 0.6 = 0.852 eV for GaAs and Eg(InxGa1−xAs) × 0.6 eV for
InxGa1−xAs. However, for simplification, the band offset of InAs is considered to
be zero as a reference and, consequently, its value (0.21 eV) is subtracted from the
band offset of GaAs and InxGa1−xAs, i.e. 0.852 − 0.21 = 0.642 eV and (band off-
set of InxGa1−xAs) − 0.21 eV. By assuming the barrier potential to be circularly










dr ψ∗(r, z, θ) r ψ(r, z, θ) , (7.4)
where ψ is the wave-function; r, θ and z are the cylindrical coordinates.
The conduction band for the structure is shown in the right-top inset of Fig. 7.9. The
simulated results are shown in Fig. 7.9, which depict the dependence of the electron’s
lateral wave-function extent on the band offset of the quantum dot. It is obvious from
the figure that the lateral exciton wave-function extent monotonically increases with
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decreasing Ebo and is thus bigger at x = 0.35 than x = 0.31, which is contrary to
the experimental results shown in the Fig. 7.8. Thus, the modelling results do not
support the ‘balloon’ explanation of wave-function spill over, and furthermore imply
that an experimental reason for this behaviour must be found.
Figure 7.9: Calculated exciton wave-function extent in the lateral direction (sam-
ple plane), defined as < r >=
∫
ψrψ, as a function of band offset which is deter-
mined by the indium content, x in the barrier. The left-bottom inset shows a colour
probability plot of a typical simulated wave-function for Ebo = 0.38 eV, x = 0.31.
The right-top inset shows the conduction band structure for the same sample. The
horizontal solid lines show the conduction bands for InAs, InxGa1−xAs and GaAs
while the dotted lines represent the first four energy levels, E0, E1, E2 and E3, of
the electron in the dot. The first energy level state, E0, was calculated as 8.4 meV.
The contradiction between experimental and theoretical results can be resolved with
reference to the work of T. Nuytten et al [128]. They showed that dots with different
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sizes exist in InAs/GaAs structures and that a thermal escape of carriers from higher-
energy (smaller) dots to lower-energy (bigger) dots occurs via the wetting layer, which
is indicated by an anomalous behaviour of the PL energy with increasing temperature
relative to that predicted by the Varshni law [30].
T. Nuytten and his co-workers also studied [128] the temperature dependence of the
PL energy in magnetic field and concluded that for dots where such a redistribution of
carriers occurs, in the presence of magnetic field, the contribution of the smaller dots
(high-energy dots) to the PL energy is greater relative to the bigger (low-energy dots)
as the temperature increases. Thus, with increasing temperature, the PL energy shift
in magnetic field is smaller. The application of a magnetic field increases the energy
gap between the states in the QDs and the states of the surrounding bulk material.
This increase originates from the fact that the magnetic field raises the energy levels of
the surrounding materials and of the QDs substantially and moderately, respectively
as shown in Fig. 7.10.
The effect of magnetic field on the energy levels depends upon the confinement poten-
tials of the excitons present in the dots. The field has a stronger effect on the energy
levels with weaker confinement, such as in bigger dots; on the contrary, carriers in
smaller dots (strong confinement) are less affected, i.e. confined energy levels are
lifted much less in smaller dots than bigger ones. The band offset of QD is enhanced
equally in both type of dots, as a result of the magnetic field, but the localization
energy of carriers for smaller dots goes up more than for bigger dots, due to the
differences in the field dependence of the confined states. This results in an energy
difference between the QD levels and surrounding material that is higher for the
smaller dots than the bigger ones. In other words, on application of a magnetic field
the confinement potential is deepened much more in smaller dots than bigger one.
The net result is that in a magnetic field we tend to probe smaller dots, and the effect
is enhanced with increasing temperature, as this allows carriers to move between the
dots.
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Figure 7.10: Schematic representation of the electron energy levels of the InAs
QDs and the surrounding material as they are lifted by the magnetic field. The
solid black lines represent the case when the field is zero while the blue dotted lines
represent the case when the field is applied and raises the energy levels.
We thought that a similar phenomenon occurs in our samples with x = 0.35. There-
fore, in order to investigate the possibility of the presence of dots with different sizes
and the potential migration of carriers among them, mentioned above, in the samples
with x = 0.35, we studied the dependence of their PL energies on temperature in
zero field as well as in fielda ranging from 0 - 15 T, and compared them with another
sample containing a low indium content in the CLs, i.e. x = 0.15. The behaviour of
the zero-field PL energies with increasing temperature is shown in Fig. 7.11 for both
types of samples, i.e., with x = 0.15 and 0.35. The fits (dashed lines) are drawn by
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selecting free parameters, α and β, while using the equation (2.14) which describes
the Varshni law showing the temperature, T , dependence of energy, Eg(T ).
Figure 7.11: PL energy shift versus temperature in zero field for samples with
x = 0.35 and d = 2000 A˚ (blue), x = 0.35 and d = 5000 A˚ (red) and x = 0.15
and d = 2000 A˚ (green). For x = 0.35 samples, confinement is weak and the PL
is quenched above ∼145K. Dashed lines are Varshni fits. The PL energy of the
sample with x = 0.15 and d = 200 A˚ decreases, more or less, according to the
Varshni law, whereas for samples with x = 0.35 the energies decrease faster than
predicted. The inset shows a zoomed-in part of the figure to see the fits clearly.
It can be seen in the figure that the blue and red energy shifts, for samples with
x = 0.35, decrease faster with increasing temperature than predicted by the Varshni
law, whereas for the sample with x = 0.15 (green), the energy decreases, more or less,
according to the predictions of the Varshni law. We interpret the peculiar dependence
of the PL energy on temperature, in the samples with x = 0.35, to the presence of
dots with different sizes. Due to higher CL indium content, the potential barrier
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of the quantum dot (and hence localization energy) is lower, therefore by increasing
the temperature, carriers escape from smaller dots to bigger ones. The quantization
energy, Eq, is lower in the bigger dots than the smaller dots, thus the PL emission
energy emitting from the bigger dot is lower than the smaller ones. Fig. 7.12 shows
line-width as a function of temperature, T , for samples with different parameters:
blue, red and black represent the samples with x = 0.35 and d = 2200 A˚; x = 0.35
and d = 5000 A˚; and x = 0.15 and d = 200 A˚, respectively.
Figure 7.12: PL line-width as a function of temperature, T , for two samples with
x = 0.35 (blue and red) and for one sample with x = 0.15 (black). For sample
with low indium content, x = 0.15, there is no change in line-width with increasing
temperature from 10 K to 100 K, while for samples with x = 0.35 and d = 2200
A˚; x = 0.35 and d = 5000 A˚, the line-width increases and decreases, respectively,
with increasing temperature.
It can be seen that for sample with low indium content in the confining layers,
x = 0.15 (black), there is no change in PL line-width with increasing temperature
from 10 K to 100 K, while for samples with high indium content in the confining
layers, x = 0.35 and d = 2200 A˚ (blue); x = 0.35 and d = 5000 A˚ (red), the
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line-width increases and decreases, respectively. The invariance in line-width (black)
with increasing temperature can be explained as: the PL emission is contributed by
average of all dots and with increasing temperature, it does not change as there is no
thermal redistribution (charge migration) of carriers between dots. The decrease in
the line-width (red) can be attributed to the presence of QDs with different sizes, with
carriers migrating from smaller dots to the bigger ones, thus a subset (of only bigger
dots) contributes to the PL emission decreasing the line-width [145,146]. The slight
increase with temperature for x = 0.35, d = 2200A˚ is unusual, possibly implying that
with increasing temperature a broader distribution of dot sizes contributes to the PL
as a result of thermal migration.
This explanation is reinforced by Fig. 7.13, which shows the energy shift for the
sample with x = 0.35 and d = 2200 A˚: it decreases by a factor of ∼ 2 with increasing
temperature from 2 K to 100 K in the presence of magnetic field (0 - 15) T, which is
very similar to the behaviour observed in Fig. 1 of the work presented by T. Nuytten











Here, e, B and me are the charge of electron, magnetic field and mass of electron,
respectively. The mass of electron for the surrounding material, In0.35Ga0.65As, is
given by,
me = 0.023 + 0.037(1− x) + 0.003(1− x)2(m0) , (7.7)
where x is the indium content in confining layers and m0 is the free electron mass.
Putting x = 0.35 in equation-7.7, the mass of electron, me = 0.048. Putting this in
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equation-7.6, we get
ωc = 5× 10−17(1
s
) . (7.8)
Figure 7.13: PL energy shift, ∆E vs. magnetic field, B at various temperatures,
i.e. 2 K (red), 50 K (black) and 100 K (blue) for the sample with x = 0.35 and
d = 2200A˚. The figure shows that the energy shift decreases by a factor of ∼ 2
with increasing temperature, from 2 K to 100 K. The inset shows the behaviour of
PL energy at various temperatures in the presence of magnetic field for the sample
with x = 0.15 and d = 200A˚; the energy shift does not decrease significantly with
increasing temperature from 2 K to 100 K.
Thus equation-7.5 implies that ∆E = 18 meV: the energy level of In0.35Ga0.65As is
lifted by 18 meV while applying 15 T magnetic field. In other words, the energy shift
in energy level is 1.20 meV/T.
If we equate the 2K PL shift to bigger dots (actually it should be average), then the
QD level shifts by 23 meV at 15 T (Fig. 7.13). This is very similar to the shift at the
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bulk states, i.e. little or no field-enhanced confinement effect. We suggest that the
much smaller shift at 100 K is dominated by small dots, and is 10 meV (Fig. 7.13).
This is about half of the shift at the bulk states, adding 8 meV to the localization
energy at 15 T. Due to the large indium content in the barriers (x = 0.35), the zero-
field localization energy is calculated to be only 20 meV (for an average dot). Hence
for smaller dots the field increases the localization energy by 40 % at 15 T (and has
no effect for large dots). This implies that, at higher temperature, the contribution
of the smaller dots to the PL becomes more prominent. In contrast, it is clear from
the inset that the energy shift for the sample with x = 0.15 and d = 200 A˚ does not
decrease significantly as temperature increases from 2 K to 100 K. In such samples,
all dots contribute to PL energy: it is an average of all, rather than being biased
towards smaller dots (as temperature increases). Thus, the reason for the smaller
radii at x = 0.35 than x = 0.31 in Fig. 7.8 is the large contribution of the smaller
dots to the PL energy which results in smaller radii.
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Summary and Further Work
In this work, we have probed the confinement of excitons in InAs QDs, embed-
ded in strain-engineered metamorphic InAs/InxGa1−xAs/GaAs confining layers, us-
ing magneto-photoluminescence at low temperature, 4.2 K. In total, 46 samples were
studied, out of which 28 gave useful results in terms of bright spectra and analysable
data while the the data gained from rest of the samples was noisy and unable to
analyse. The main results are summarized below.
Results consisting of zero-magnetic-field spectra showed that wavelength (PL energy)
increases (decreases) with increasing x, for a constant d, and with d, for a constant x.
This was attributed to be due to reduction of QD-strain that is, in turn, a function
of x and d. No correlation between wavelength and intensity was observed.
Magneto-photoluminescence results revealed that for a subset of samples, where the
high-field regime was reached, the effective mass of the exciton increases approxi-
mately linearly with increasing QD-CL mismatch, and hence strain inside the QD.
By establishing a correlation between QD-CL mismatch and strain in the LCL, it
has been further shown that the effective mass depends on the strain in the LCL as
well. No correlation between QD-CL mismatch and the Bohr radius of the exciton
was observed. The radius of the exciton for one sample with x = 0.31 and d = 600 A˚,
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11.25 nm, was found to be equal, more or less, to its corresponding dot radius. For
high mismatch dots it is inferred that aB < dot radius, likely due to high strain and
large effective mass, implying that lateral confinement in conventional InAs/GaAs
QDs may be quite weak.
Results of the diamagnetic shift coefficient showed that for the samples with high
QD-CL mismatch (> 5.8 %), the high-field regime is not reached in the available
field (15 T), while for samples with low mismatch (< 5.8 %) the high-field regime
is reached. Furthermore, the diamagnetic shift coefficient increases 12-fold with de-
creasing mismatch (from ∼ 7.5 % to ∼ 4.5 %). This was attributed to a decrease in
effective mass and an enlarged wave-function, which, in turn, is due to a decrease in
QD-CL mismatch.
By drawing the Bohr radius on a bubble plot, it was noticed that it decreases with
decreasing x while going from x = 0.31 to 0.28, which was expected: the decreasing
x increases the band offset which provides better lateral confinement. For x = 0.35,
however, counter-intuitively, the observed exciton radius was smaller than at x =
0.31. It was, initially, suggested that, due to low barrier, at x = 0.35, the exciton
wave-function spills over vertically resulting in a small lateral radius. In order to
check this explanation, model calculations were carried, but they did not support this
explanation of spilling over of exciton wave-function. Alternatively, it was explained
by looking into the dependence of the PL energy on temperature and magnetic field,
at various temperatures. These experiments showed that there are different dots with
different sizes, with thermal escape of carriers with increasing temperature occurring
such that smaller dots contribute more to the PL energy than the bigger ones, in
magnetic field. Therefore the determined radii, at x = 0.35, are those in the smaller
dots rather than the average of all the assembly of the dots. This effect was observed
at x = 0.35 due to the low QD-CL band offset.
Further work can be measuring the samples, for which the high-field regime has not
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been reached, in pulsed magnetic field, up to 50 T, to determine their exciton reduced
mass and Bohr radius. We have sent these samples to KU-Leuven, Belgium, for this
purpose. Until now, two samples with x = 0.15, d = 600 A˚ and x = 0.12, d = 1650
A˚ have been measured. The data has not been fully analysed yet but the high-
field regime was indeed reached at very high field (∼ 30 T), consistent with results
presented here. Similarly, our results showing the approximate linear relationship
between effective mass and QD-CL mismatch is very important and could stimulate
theoretical investigation.
Finally, samples of the same structures but with additional InAlAs barrier, which
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