ABSTRACT How to extract the fault feature and how to design the classification algorithm are the two most critical problems in power electronic circuits (PECs) fault diagnosis. Based on a kernel entropy component analysis theory, combining an extreme learning machine classification algorithm, this paper explores the feasibility of applying an ensemble approach, called KECA-ELM, to deal with the hard fault and soft fault diagnosis in a superbuck converter circuit (SCC). This approach can reduce the influence of the complex correlation between the data on the accuracy of fault classification. Furthermore, it can compress the feature dimension of the data while maintaining the feature discriminating power and reduce the computation in the classification stage. We record the signal from the output of the circuit, analyze their static and dynamic electrical performance, and then select the representative feature parameters. These feature parameters are combined into feature vectors which can reflect the health status of the PECs. Finally, simulation and physical experiment are presented in the SCC to demonstrate the fault classification ability of the proposed approach.
I. INTRODUCTION
With the development of power electronic technology, various kinds of power electronic systems are emerging. They are used in nearly all aspects of our social production and life, such as electric traction devices, electric transmission devices, and mobile phone chargers. The safe operation of the power electronic circuits (PECs) is the guarantee that the whole equipment can work normally [1] - [4] . Therefore, in some special occasions with high reliability requirement, we need to diagnose the fault of the equipment and find the abnormal signs in time [5] - [10] .
Superbuck converter is also called double inductor buck converter. It belongs to the Cuk topology family. Because of the advantages of continuity of input and output current, good transient response speed and ability to resist input disturbance, it is suitable for power factor correction and the connector between photovoltaic panel and cell [11] , [12] . Therefore, it is widely used in power conditioning unit (PCU) in spacecraft power system. Different from the DC power supply system in the ground, the artificial periodic inspection cannot be carried out on the spacecraft system. Therefore, this kind of work can only be carried out by its own diagnostic system in situ. In order to achieve accurate fault location, the processing ability for large amount of data, excellent ability for fault classification and fast diagnosis speed are necessary and indispensable. However, the fault in PECs is different from the mechanical fault. From the perspective of failure mechanism of components, all kinds of faults of PECs can be divided into two types: hard fault and soft fault. Hard fault refers to the ''qualitative'' change of the components in the circuit, which may result in serious system failure, such as open circuit, short circuit. After the occurrence of this kind of fault, the topology of the circuit will change greatly. Consequently, this kind of fault feature is relatively easy to identify. However, soft fault usually refers to the components whose parameters are gradually offset out of the tolerance range under the influence of environmental stress and electrical stress. This kind of fault in the system may lead to the functional failure or deterioration of the performance. The coupling between the abnormal occurrence of different components is obvious. This coupling is different from mechanical fault because it is not a simple superposition of abnormal features. These characteristics determine that the fault diagnosis of PECs is complex and difficult. How to deal with this difficulty has become an unavoidable problem faced by the academic community.
Power electronic circuit as an important electronic circuit, its research ideas can draw lessons from the prognostics and health management(PHM) technology of analog circuit [13] - [21] . In recent years, some progress has been made in this research [22] . Wu et al. [23] proposed a diagnosis method for PECs open-circuit faults based on the primary inductances energy analysis. Cui et al. [24] presented a methodology for system-level PHM inspired by the quantum mechanics disciplines. And, the estimation result is verified in an experiment using power conversion board. Nie et al. [25] developed a switch fault diagnostic method for PECs operating in continuous conduction mode (CCM). The diagnostic function is realized by integrating the logic modules into the control circuit. Similar studies can be found in the literature [26] - [31] .
However, there are few researches focus on soft fault diagnosis of PECs. Furthermore, the existing researches on PHM of PECs mainly focus on the average and ripple of output voltage. The above two feature parameters can only represent the steady status, which is unable to reflect the dynamic status of the circuit, especially in PECs.
The purpose of this study is to gain further understanding of fault diagnosis for PECs. The main contribution of this study is the thorough experimental exploration of extracting the feature parameters and designing the classification algorithm for SCC.
Subsequent chapters of this paper is structured as follows: Section II describes the principle of kernel entropy component. Section III introduces the principle of extreme learning machine. Section IV shows the classification approach based on KECA-ELM. Section V gives the performance verification and analysis of the classification approach we proposed. Finally, Section VI is devoted to conclusion.
II. PRINCIPLE OF KERNEL ENTROPY COMPONENT ANALYSIS A. BRIEF REVIEW OF KECA
Compared with other statistical learning methods, the main feature of KECA method is that the concept of entropy is introduced into the kernel technique [33] , [34] . Taking the contribution of entropy as the basis for selecting principal components rather than the contribution of eigenvalues is a creative improvement of this method. Therefore, this method can ensure that the information loss of fault dictionary in the process of dimensionality reduction can be minimized after preprocessing, and a more reliable model can be established. Starting with the concept of Renyi entropy, the basic principle and main solution steps of KECA are described as follows.
B. RENYI ENTROPY ESTIMATION
In 1948, Shannon first introduced the concept of Boltzmann entropy into information theory and defined entropy as a measure of uncertainty or information quantity of random events.
Therefore, the amount of information can be represented by how much uncertainty is eliminated. The uncertainty of event can be described by probability distribution function. In the process of application and research in recent years, we can see that the information entropy shows a strong ability to depict the information in the system. Information entropy can describe the distribution characteristics of the data set in a comprehensive way and show good results in analysis and application, even for the irregular distributed data.
Renyi entropy is a kind of information entropy that describes the data information quantitatively. The information processing process based on Renyi entropy shows its sensitivity to the fluctuation of data samples and its excellent feature extraction ability. At present, most of the data analysis methods, such as entropy based clustering, often use it as an index. Renyi entropy is defined as
where p (x) is the probability density function of data set D =
Obviously, the Renyi entropy function is monotonic, so the integral part of it can be further defined as
In order to estimate V (p) and then calculate the Renyi entropy H (p), we need to use the Parzen window density estimation operator.
where K σ (x, x t ) is the Parzen window function. In order to ensure thatp (x) is an appropriate probability density function, K σ (x, x t ) should also be a kernel density function whose center is x t and the width is determined by the parameter σ . From another perspective, we find that the estimation of Renyi entropy can be understood as a process of Mercer feature space projection. In the application of Parzen window, the following radial basis function is often used for data mapping because of its simple and effective characteristics.
According to the above three Eqs. (1), (2), (3) and the convolution theory of Gaussian function, Renyi entropy estimation process is shown aŝ
Considering that the logarithmic function also has strict monotonicity, consequently, the derivation of Eq. (5) only needs to consider the part in the square brackets. We thus get
where 1 is an vector (N × 1). Each element in the vector is equal to one. Matrix K is a sample kernel matrix denoted as
Thus, the kernel matrix representation of Renyi entropy is realized by the above calculation, and then the kernel matrix can be decomposed as
where D is a diagonal matrix composed of eigenvalues λ 1 , λ 2 , · · · , λ N . Each row of E is the eigenvector (e 1 , e 2 , · · · , e N ) corresponding to the eigenvalue. The above description enables us to writê
where each component will correspond to the estimated value of the corresponding information entropy, in other words, each part of the expression will have an impact on the estimation of the Renyi entropy, but the degree of influence is different. The larger the value of √ λ i e T i 1 2 , the greater the influence on the estimation of Renyi entropy. In order to ensure that the Renyi entropy of the transformed data is close to the Renyi entropy of the original sample data,
should been sorted from large to small, and the first ones with the largest values will be selected.
C. DATA TRANSFORMATION PRINCIPLE OF KECA
The KECA data transformation method is based on the KPCA feature space vector. In the high dimensional feature space, the projection of the data sample to the i-th principal axis u i is defined as P u i = √ λ i e T i . Therefore, the KECA algorithm is defined as a data transformation for obtaining k−dimensional data by projecting space data to subspace U k .
The mathematical representation of the KECA algorithm for data transformation is defined as
The solution to the above expression is actually a minimization problem, namely
According to the above remark, we have
where
ψ j (13) where ψ j corresponds to the j-th largest contribution component of the Renyi entropy.
III. PRINCIPLE OF EXTREME LEARNING MACHINE
ELM is an improved single-hidden layer feedforward neural network (SLFN), which can randomly generate the connection weights between the input layer neurons and the hidden layer neurons [35] . This enables ELM to have fast learning ability and good generalization performance. As a typical SLFN, it is composed of the input layer, the hidden layer and the output layer. To study the general case, take N distinct training samples, where the matrix X = {x iN } of order n × N and the matrix O = {o kN } of order m × N are the input training set and the output training set, respectively. The input layer, the hidden layer, and the output layer have n, l, and m neurons, respectively. Without loss of generality we can assume that matrix W = w ji (i = 1, · · · ,n, j = 1, · · · ,l), which is the set of connection weights between the input layer and the hidden layer, is randomly generated. Here, w ji denotes the connection weight of the neuron i in the input layer and the neuron j in the hidden layer. Analogously, now suppose that matrix 
We can rewrite Eq. (14) as
where H stands for hidden layer output matrix. Its concrete expression is 
By applying the least square method, we can solve the connection weight β between the hidden layer and the output layer as follows
Its solution can be derived from the following equation
where H † denotes the Moore-Penrose generalized inverse of the matrix H .
IV. CLASSIFICATION APPROACH BASED ON KECA-ELM
The previous two sections introduced the theoretical basis of the algorithm. It is difficult for a single method to complete the complex signal processing including denoising, dimensionality reduction, pattern recognition and so on, because there is a gap between theoretical design and practical operation in any engineering field. Therefore, the reasonable integration of multiple methods is an effective solution.
The signal output from the load side of the actual PECs usually contains non-stationary or time-varying information characteristics. If the output signal of the circuit is analyzed directly without denoising, the fuzzy set of the fault will increase significantly and the resolution of the fault will be reduced. However, if the high frequency part of the signal is taken out as the noise part directly in the denoising process, the effective characteristic part of the signal will be incomplete. The theory of wavelet analysis can solve this contradiction precisely. In the case of uncertain system model, the wavelet analysis theory can still make use of its own time-frequency characteristic analysis ability to reduce noise pollution.
When extracting feature parameters, no matter how well the classification method is designed, if the extracted feature parameters cannot describe the characteristics of the output signal effectively and comprehensively, it is very difficult to achieve correct classification and diagnosis when fault occurs. Therefore, feature parameter extraction is also one of the key technologies in fault diagnosis and identification. Static and dynamic electrical performance of PECs are considered at the same time in this study.
Combining the theory of circuit and automatic control, we selectV , V , σ , t p , t d , t r and t s as feature parameters, which represent output voltage average, ripple, maximum overshoot, peak time, delay time, rise time, and setting time, respectively. Taking these feature parameters as indicators, they can fully reflect the health status of PECs. These indicators closely relate to the value of each component of the circuit. Therefore, it is feasible to incorporate them into the PHM framework of PECs.
Because of the advantage of KECA in nonlinear data processing and the ability to extract features containing more information, we introduce KECA into fault diagnosis. Based on this method, the information entropy value of the original data can be kept over 99 hundredths. Meanwhile, the computational burden is reduced.
From the description in the previous section, we can see that the input weight and initial hidden layer bias do not need to be adjusted in the application of ELM. We introduce it into the fault diagnosis framework and make it as the classification algorithm. It has been proved that ELM not only has very fast training speed but also has better generalization performance by means of some virtual data sets and practical applications.
The proposed classification approach for SCC fault diagnosis based on KECA-ELM is illustrated in Fig.1 , and the steps are summarized as follows 1) The experimental data is collected according to the time series and the local segmentation, and the extraction is carried out according to the need. 2) Data preprocessing consists of two steps: wavelet denoising and feature parameter selection. The first step, wavelet denoising, is performed on the raw experimental data. Its purpose is to reduce the effect of noise on the results. The second step is to select the representative feature parameters by combining the background knowledge of PECs.
3) The process of data dimensionality reduction is implemented with the help of KECA. The magnitude of Renyi entropy is employed as a standard to select principal components. 4) ELM is introduced to train the neural network for the training set. The trained neural network will be used as a dictionary to classify the testing set. 5) Perform steps 2 -3 on the testing set. 6) The neural network trained in step 4 is used for pattern recognition, and finally the classification results are obtained.
V. PERFORMANCE VERIFICATION AND ANALYSIS A. SIMULATION EXPERIMENTAL VERIFICATION
With the help of PSpice/OrCAD 10.2, a well known circuit simulation software, a detailed electronic component level model for PECs, including parasitic parameters, can be established. The remarkable characteristic of the simulation method is that the transient time-domain characteristics of the system under large signal disturbances such as startup and load switching can be analyzed conveniently.
1) DESCRIPTION AND FAULT MODE SETTING
In this section, SCC with different fault forms is elected to evaluate the performance of the proposed approach KECA-ELM. Fig.2 shows the standard circuit diagram of SCC, its nominal values of component parameters in fault-free mode can be referred to Table 1 . The input voltage V in is 20V . The frequency and duty cycle of PWM (Pulse-width modulation) drive signal are 400 kHz and 0.4, respectively. Referring to the failure distribution of the components in PECs [32] , we select several major components for fault setting. For the sake of simplification, in this study, the ideal capacitance and the equivalent series resistance (ESR) are connected in series to represent an actual capacitance. The remaining three types of components, inductance, diode MOSFET, are represented by a similar simplified representation. Refer to the testing techniques for ITC'97 benchmark circuits [36] , [37] , we have already agreed that two fault categories need to be considered: hard faults and soft faults. The experiment summarize several representative types of soft faults and hard faults which have the greatest probability of occurrence in the circuits. Then, the proposed experimental framework was articulated around the components with the highest failure probability in the circuit.
Because the component value in the actual circuit is impossible to conform to the nominal value accurately. In order to further simulate the actual situation, first of all, the tolerance of all components is set by 10%. In other words, the component value of a real batch is a set of normal distribution within a certain range. Then, 80 times Monte Carlo analysis are performed on the circuit. The sampling data is the output voltage in the 1ms time range of the circuit from startup to stability. There are over 65000 sampling points per fault category. Half of the data collected for each fault category is randomly selected as a testing set.
The transient analysis of the circuit is carried out according to the fault setting schemes shown in Table 2 and Table 3 . It is worth pointing out that the working conditions of each fault mode (including the normal mode) are simulated. Output waveforms in Fig.3 are corresponding to SCC with various faults, respectively.
2) WAVELET DENOISING AND FEATURE PARAMETER SELECTION
This section is divided into two parts: wavelet denoising and feature parameter selection, which constitute the complete architecture of data preprocessing.
In the actual measurement process, PECs will inevitably be affected by electromagnetic noise and external noise. Therefore, the measured signal is hard to avoid some abnormal peak or jump point. It is characterized by greater randomness, larger amplitude and no periodicity. In order to ensure the validity of the signal, it is necessary to recognize, eliminate and correct the outliers when the singularity is removed. Wavelet analysis plays an significant role in the field of signal processing, especially wavelet threshold denoising. It can suppress the random noise in the received signal. Therefore, in order to obtain the real output time domain signal, the noise reduction of the time domain signal is carried out, firstly. Subsequent operation depends on a MATLAB 2017b environment which was run on a Intel Xeon(R) E5-2637 V2@3.5GHz CPU with 16GB DDR3 RAM.
Based on the above description, in this experiment, we first perform wavelet denoising operation on the original data to filter the irrelevant signal. Then, seven representative feature parameters are extracted. The processed data is used as a fault dictionary for further data mining and analysis.
3) EXPERIMENT RESULTS AND DISCUSSION
As mentioned above, in order to reduce the influence of complex correlation on the classification accuracy. KECA chooses projection direction considering both the size of eigenvalue and the sum of the corresponding feature vector elements. Then, the projection of the original data can present better cluster separability. Finally, ELM is adopted to classify the different fault mode from testing set.
In order to compare the effects, we also used KPCA to experiment with the same data. The results of dimension reduction and classification accuracy are as shown in Table 4 . From top to bottom on the left are distribution of raw data, distribution of data processed by KPCA and distribution of data processed by KECA, respectively. We can see that the distribution of different classes of hard faults in the raw data is discrete, but the distribution of different classes of soft faults is very compact. Hard faults have a high degree of discrimination, on the contrary, soft faults have a lower degree of distinction. The influence of soft faults and hard faults on the circuit is still different, obviously. This is because SCC has not completely lost the function of power transmission after soft faults happen. However, with the degradation of component parameters, the circuit performance is also declining. By using kernel mapping, KPCA removes the nonlinear correlation between the attributes of the raw data, so as to reduce the dimension. However, it can be seen from the figure in Table 4 that the aggregation degree of most soft faults after KPCA processing is still relatively high, and the distinguishing effect is not very ideal. From the third subgraph on the left hand side, we can find that dispersion is modified by KECA. Distribution of data processed by KECA performs best, which also provides guarantee for the classification accuracy. The corresponding results confirm this. The classification accuracy of raw-ELM, KPCA-ELM, and KECA-ELM are 80.375% (643/800), 87.250% (690/800), and 92.125% (737/800), respectively. Misclassification of the proposed approach occurs mainly in soft faults. The classification accuracy of hard faults achieves 100%.
B. PHYSICAL EXPERIMENTAL VERIFICATION
Simulation experiment with electrical software is in essence a mapping process of data using a function constructed by a definite mathematical model. Simulation obviously cannot completely reflect the real environment, load interference, much less the ability to simulate the thermal noise, current noise and so on caused by the irregular electron free motion inside the conductor. In order to further enhance the credibility of the algorithm, it is necessary to carry out physical experiment.
1) DESCRIPTION AND FAULT MODE SETTING
The difficulty of physical experiment is that the selection of the component value is far less convenient than the simulation setting, and the selected component parameter value must be able to be purchased in the market. Considering the factors such as safety and convenience, the physical experiment in this study makes some adjustments in the process of implementation. Therefore, the next experiment is only for some soft fault. The specifications of SCC are tabulated in Table 5 . The matrix blocks of components in series are used to characterize the parasitic parameters. In order to combine the finite resistance values into more different resistance values, a matrix block consisting of 4 rows and 4 rows of 16 resistors is designed in the main circuit PCB (printed circuit board), and different types of faults are distinguished by changing the resistance of the connected matrix blocks. For convenience, the corresponding matrix blocks of
respectively. The settings for the soft fault can be found in Table 6 . The experiment of RF0 is repeated for 100 times, and the collected signals are sorted into the sample database. We take C 1 as an example to explain the parameter setting of soft fault. RF1-RF3 represent three degrees of C 1 degradation, which can be achieved by changing the resistance value of matrix blocks combined with alloy resistors. Under the three operation modes, C 1 ↓, C 1 ↓↓, C 1 ↓⇓, the resistance of matrix block increased by an order of magnitude compared with the former, and the experiments are repeated 100 times in each case. C 2 , L 1 and L 2 are set to be similar to C 1 . Data collected by all modes are aggregated into a sample database. Of the 100 data samples, 60% is randomly selected as training set and the remaining 40% as testing set.
The oscilloscope used in the experiment is InfiniVision DSOX3014T digital oscilloscope of Keysight company. Its test bandwidth is 100 MHz and the maximum sampling frequency is 5 GSa/s. In this study, the oscilloscope saves 64518 data points on the time series in each fault mode case. Experimental test bench is shown in Fig.4 . We can find that the output response of the two PCB boards with different matrix block parameters is different.
2) EXPERIMENT RESULTS AND DISCUSSION
In addition to the data acquisition, the other steps of physical experiments are consistent with simulation experiments. Two dimensionality reduction methods, KPCA and KECA, are used to preprocess the fault classification algorithm.
The results of the experiment are shown in Table 7 . The subgraph on the left presents the classification results based on KPCA dimensionality. From the numerical results, 434 points of the 520 points are correctly classified, namely, the total classification accuracy is 83.462% (434/520). The subgraph on the right is corresponding to the classification results based on KECA dimensionality. The total classification accuracy is 90.577% (471/520). The result is acceptable. Compared with the simulation experiments, the physical experiments also achieve a high classification accuracy. 
VI. CONCLUSION
This paper, based on KECA and ELM, mainly studies the the key technology in fault feature extraction and the fault classification method for SCC, which is also suitable for general PECs.
The fault model of SCC is established borrow ideas from techniques used in analog circuit fault diagnosis. We perform simulation and physical experiment to determine the phenomenon of different faults and to collect the data of output node. Then, the database is generated, which can be applied to troubleshooting. The essence of fault classification is pattern recognition, and feature selection plays a key role in pattern recognition. Therefore, we preprocess the original data by wavelet denoising, and then determined the representative feature parameters by combining the theory of circuit and automatic control. For the preprocessed data set, the Renyi entropy is introduced and the principal components are selected according to it. KECA reduces the loss of information and reduces the number of principal components in the process of dimension reduction. Finally, the data set is used to train the neural network of ELM. To verify the classification correctness, comparative experiment is implemented on the testing set.
The disadvantage of this study is that the parasitic parameters are simplified. In order to obtain more accurate model and to further match the simulation result with the actual one, a more accurate parasitic parameter combination must be constructed. 
