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This paper studies properties of perfect elimination orderings in chordal graphs. Specific con- 
nections to convex subsets and quasiconcave functions in a graph are discussed. Several new 
schemes for generating all perfect elimination orderings are investigated and related to existing 
schemes. 
1. Introduction 
Consider an undirected graph G=( V, E) with vertex set V and edge set E. 
Throughout, we shall suppose that G is connected, and without loops or multiple 
edges. A graph G is chordal (‘triangulated’, ‘rigid circuit’) if every cycle in G of 
length >3 possesses a chord: namely, an edge joining nonconsecutive vertices on the 
cycle. 
Chordal graphs find application in the study of evolutionary trees [l], in facility 
location [2] and scheduling problems [13], and in the solution of sparse systems of 
linear equations [14,15]. In the latter connection, chordal graphs are especially 
revealing because they correspond precisely to zero-nonzero patterns of coefficient 
matrices that possess a ‘perfect elimination ordering’: that is, an order of eliminat- 
ing variables so that no fill-in occurs. Such perfect elimination orderings are also 
useful in devising polynomial algorithms for certain combinatorial optimization 
problems when the underlying graph is chordal [5], although such problems are 
NP-hard for general graphs. 
As a result, several authors have investigated perfect elimination orderings of 
chordal graphs [4,8,14-171. The present paper is intended to unify and extend 
several known results, and to relate these issues to the notion of ‘convexity’ in 
graphs [9, IO]. Section 2 presents some basic notions of convexity, and Section 3 
applies these concepts to study methods for generating perfect elimination orderings 
of chordal graphs. 
2. Perfect elimination orderings and convexity 
In a graph G = (V, E), the set 
ADJ(x)={~E v: (x,y)~E} 
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consists of all vertices adjacent to x. If ADJ(x) is complete (i.e., every pair of 
distinct vertices in the set are adjacent), then x is termed a simplicial vertex of G. 
An ordering of G=(I’,/,) with ll/l=n is a bijection a:{l,...,n}+V. 
It is well known that every chordal graph G possesses a simplicial vertex [4,11,14]. 
Since all induced subgraphs of G are chordal as well, G admits a perfect elimination 
ordering (PEO), i.e., an ordering (x in which x, = a(i) is a simplicial vertex of the 
subgraph of G induced by {xi, . . . , x,}. Relative to a PEO a, M(x) denotes the 
‘monotone adjacency set’ 
M(x)=(_YE I/: (x,y)~E and a-t(y)>cr~‘(x)}. 
Since CY is a perfect elimination ordering, M(x) is complete for all XE I/. 
Let KC V be a subset of vertices in the chordal graph G. Then K is termed 
s-convex if and only if for every distinct x, y E K all shortest paths P(x, y) joining 
x and y lie entirely in K. That is, every vertex z E P(x, y) satisfies z E K. A set K is 
termed c-convex if and only if all chordless paths P(x, y) joining x, y E K lie entirely 
in K. (For an elegant treatment of more general convexity structures in graphs, see 
Jamison [9, IO] .) 
Example 1. Consider the chordal graph shown in Fig. 1. The set K= {a,d,e} is 
s-convex but it is not c-convex. Every c-convex set must, however, be s-convex. 
Fig. 1. An illustrative chordal graph. 
The real-valued function 0 : I, + R is called s-quasiconcave if for every distinct 
x, y E V and any shortest path P(x, y) joining them 
Nz)~min{&4@~)f, (2.1) 
where z is any vertex of P(x, y). Analogously, the function 0 is called c-quasiconcave 
if relation (2.1) holds for all z on chordless paths P(x, y) joining x and y. These 
notions generalize in a natural way the usual definition of quasiconcavity for real- 
valued functions on mm [ 121. Clearly, every c-quasiconcave function is also s-quasi- 
concave. 
Example 2. Define the function 8 on vertices of Fig. 1 by: O(a) = 3, B(b) = 5, 0(c) = 4, 
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B(d) = 1, 0(e) = 6 and S(f) = 2. Then 6’ is both s-quasiconcave and c-quasiconcave. 
Notice that in this example 8-l defines a sequence of vertices K’(1) = d, &i(2) =f, 
K’(3) = a, K’(4) = c, 8-l (5) = 6, 0-l (6) = e which is a perfect elimination ordering. 
The following result shows that this relation holds in general. 
Theorem 1. For a graph G = (V, E) with ordering a, the following are equivalent: 
(1) a is a perfect elimination ordering, 
(2) (Y-l is s-quasiconcave, 
(3) The sets S, = {v E VI (Y-‘(V) 2 k) are s-convex for all k> 1, 
(4) K’ is c-quasiconcave, 
(5) The sets Sk = {v E I/: a-‘(v) 2 k} are c-convex for all kz 1. 
Proof. Suppose a is an ordering which is not a PEO. Then there exist vertices x, y, z 
such that cr-l(z)<min(a~l(x),~-l(~)}, (x,z)~E, (y,z)~E and (x,y)$E. In view 
of the chordless path [x, z, y], it is clear that (Y-’ is neither s-quasiconcave nor c- 
quasiconcave and that Sk is neither s-convex nor c-convex for k = a- * (6) + 1. 
Suppose a is a PEO. Consider any shortest or chordless path [ wo, wl, . . . , w,] and 
suppose that 
K’(W;)=min{K’(wj):j=O,l,...,k}. 
Then i=O or i= k, since otherwise a-l(Wi)<min{a~‘(wi_ l),~-l(w,+l)} and 
Cwi- 13 wi+ I ) $ E, contradicting the fact that M(w;) is complete. Thus cy-’ is s-quasi- 
concave and c-quasiconcave. The proof that each Sk is s-convex and c-convex is 
straightforward and is omitted. 0 
Because G is chordal if and only if G has a perfect elimination ordering [4,6,14], 
the following corollary to Theorem 1 is immediate. 
Corollary 1. The following are equivalent for a graph G = (V, E): 
(1) G is chordal, 
(2) There exists a perfect elimination ordering a, 
(3) There exists an ordering a such that a-’ ts s-quasiconcave (c-quasiconcave), 
(4) There exists an ordering a such that the sets Sk = {v E V: a-‘(v)> k} are 
s-convex (c-convex) for a/l k 2 1. 
3. Generating perfect elimination orderings 
In this section, we discuss various methods for generating perfect elimination 
orderings of a chordal graph G. Fulkerson and Gross [4] first suggested a procedure, 
based on successively identifying and removing simplicial vertices xi, x2, . . , , x,, in 
turn from G. Any PEO (r can be generated in this fashion, by appropriate choices 
for the xi’s at each stage. Rose, Tarjan and Lueker [16] developed an algorithm for 
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producing perfect elimination orderings, based on generating the vertex sequence in 
reverse order x,, x,, _ I, ..a, x1. Their procedure performs a lexicographic breadth 
first search (LBFS) in order to determine the vertex xi to be added to the current 
set of ordered vertices S = {x,+ 1, . . . , x,,}. At each stage, x, is chosen so that it has 
largest lexicographic label among vertices in V- S, where the label on x consists of 
the string of indices k (in descending order) for all vertices xk in ADJ(x) n S. A con- 
cise proof that this procedure does indeed produce a PEO is given by Golumbic [6]. 
However, not every PEO can be generated by this procedure. In Fig. 2, the ordering 
x1 = a, x2 = b, x3 = c, x4 = d is a PEO, but once x4 = d and x3 = c have been chosen, 
LBFS will generate x2=(1 rather than x2= b at the next step. 
Fig. 2. A PEO {u, b,c,d} which is not a LBFS or MCS ordering. 
Tarjan [17] has proposed another scheme for generating perfect elimination 
orderings, based on a maximum cardinality search (MCS). The iterative framework 
is the same as above, but the vertex x selected to enter the current set of ordered 
vertices S is one such that ADJ(x)nS has maximum cardinality among vertices in 
V-S. The validity of this approach has been established in [7,17]. Again, the ex- 
ample of Fig. 2 displays a PEO o that cannot be generated by the MCS scheme. In 
addition, there are MCS orderings that cannot be produced by LBFS, and con- 
versely [6]. 
Since LBFS and MCS are not capable of generating every PEO, it is of interest 
to know if there are schemes that (like LBFS and MCS) produce simplicial vertices 
in reverse order and that do generate every PEO. We present here two such schemes, 
both of which include LBFS and MCS as special cases. These new schemes are also 
related to recent work of Hoffman and Sakarovitch [8], which addresses this same 
issue. 
Suppose S, = {u E V: a-‘(u) L k) represents the set of vertices ordered k, . . . , n. 
We are interested in a rule for choosing the next vertex XE V-S, to be ordered. 
Consider any connected component of V- Sk. One proposed scheme is to choose 
x from this connected component so that the neighborhood Nk(x) = ADJ(x)nSI, is 
maximal, with respect to set inclusion. That is, x is selected so that Nk(x)Chr,(y) 
does not hold for any y in the same connected component as x. This maximal efe- 
ment in component (MEC) scheme is stated more formally below. 
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Procedure MEC. Given a chordal graph G = (V, E) with 1 V / = n > 1, this procedure 
constructs an ordering o. 
(1) Let S, = {u} consist of an arbitrary vertex u E V; set a(n) = u and k = n. 
(2) Select an element x in some connected component C of V-Sk such that 
Nk(x) is maximal among all vertices in C. 
(3) Define a(k- 1) =x. If k = 2, then STOP. Otherwise, define Sk_, = S,U {x}, 
set k=k- 1 and go to Step 2. 
An alternative approach is to select an XE I/- Sk that has a maximum cardinality 
neighborhood in its component (MCC). 
Procedure MCC. Given a chordal graph G = (V, E) with / V / = n > 1, this procedure 
constructs an ordering (Y. 
(1) Let S, = {u} consist of an arbitrary vertex u E V; set a(n) = u and k = n. 
(2) Select an element x in some connected component C of V-S, such that 
INk( is maximum among all vertices in C. 
(3) Define a(k- 1)=x. If k=2, then STOP. Otherwise, define Sk_, =S,U{x}, 
set k=k- 1 and go to Step 2. 
It is easy to see that any ordering produced by LBFS or by MCS can also be 
generated by the MEC and MCC schemes. It is now shown that these more general 
schemes generate exactly the perfect elimination orderings for a chordal graph. 
Theorem 2. Suppose a is an ordering of the chordal graph G = (V, E). Then the 
following statements are equivalent: 
(1) (Y is an MCC ordering. 
(2) (Y is an MEC ordering. 
(3) a is a PEO. 
Proof. Clearly (1) =) (2). To show (2) * (3) we modify Golumbic’s proof [7] of the 
validity of the MCS scheme. Let a be an MEC ordering and suppose (Ye’ is not 
c-quasiconcave. Then there is a chordless path P= [uO, u,, . . . , u,,] along which a-’ 
is not c-quasiconcave and chosen so that min{cr-‘(uO),(r-l(um)} is as large as 
possible. We may suppose (Y-‘(u,)<(T-‘(~a). Now select the smallest i so that 
cw~‘(u;) < Ki(u,) = k. Note that u, and Uj are in the same connected component of 
V-S,, i. Now suppose ZE Nk+ ](u,) and select the smallest j 2 i so that (uj, z) E E. 
Then (z, u;_ 1) E E since otherwise Q= [vi_ 1, Vi, . . . , Uj, z] is a chordless path along 
which (Y-’ IS not c-quasiconcave and with min{ (Y-l (ui_ i), n-l (2)) > k, contradicting 
the choice of P. However, Q plus the edge (ui_ 1, z) forms a chordless cycle, whence 
j=i and zeNk+,(ui). Since (u,, u~_~)BE we have Nk+l(u,)~Nk+l(ui) and so 
MEC could not have selected u, as a(k). As a result, (r-’ must be c-quasiconcave 
and by Theorem 1 (Y is a PEO. 
To show (3) * (l), suppose a is a PEO and let Sk = {a(k), . . . , a(n)}. It suffices to 
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show that for each k, x = a(k - 1) has maximum cardinality neighborhood Nk(x) in 
its connected component C of V-Sk. In fact, it is asserted that 
Nk(x) 1 Nk(y) for all y E C, (3.1) 
from which it follows that x can be chosen next by MCC. Assume y#x and 
N,(y) #0, else (3.1) holds trivially, and let z l Nk(y). Note that a-‘(z) r k since 
z E Sk. Let P be a chordless path in C between x and y, and let u E C be the first 
vertex along P (from x to y) for which (u, z) E E. Such a vertex exists since (y, z) E E. 
Now if u #x, then (Y-’ (u) < k - 1 = a-‘(x) and a-‘(z) 2 k, so that the path from x to 
u (via P) plus the edge (u, z) yields a chordless path from x to z, along which (Y-I 
is not c-quasiconcave. This contradiction to Theorem 1 (a is a PEO) shows that 
u =x, and so z E Nk(x). Relation (3.1) then holds, and the theorem is 
established. q 
Hoffman and Sakarovitch [8] have suggested a different mechanism for 
generating all perfect elimination orderings. Those authors defined a (strict) partial 
order < on vertices of V-Sk using 
x< y # y lies on some chordless path from x to a vertex of S,. (3.2) 
Then the set Sk of currently ordered vertices is augmented by adding a maximal ele- 
ment in this partial order. 
It is not difficult to see that this procedure generates the same orderings as the 
MEC procedure. Notice that if x is the vertex chosen by the MEC ordering (Y, then 
x< y cannot hold for any y, since otherwise there would be a chordless path along 
which (Y-’ is not c-quasiconcave. Thus, x must be maximal in the partial order 
(3.2). On the other hand, suppose x is the vertex chosen by the Hoffman-Sakaro- 
vitch scheme. If Nk(x) 2 Nk(y) does not hold for some ye C, then choose w E 
Nk(y) - Nk(x). Let P be a chordless path in C joining x to y, and let u be the first 
vertex of P (from x to y) such that (u, w) E E. Since (x, W) d E, we get a chordless path 
from x through u to w, whence x< U. This contradicts the maximality of x, and so 
Nk(x) 2 Nk(y) must hold for all y E C, whence x can be chosen by the MEC order- 
ing. As a result, the Hoffman-Sakarovitch scheme and the MEC scheme are equi- 
valent . 
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