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Abst rac t - -To  closely describe the earliness/tardiness production planning problems in the JIT 
environment, a nonlinear semi-infinite programming model is proposed. Due to the issues of non- 
convexivity and having infinitely many constraints, instead of applying traditional optimization ap- 
proaches, a specially designed genetic algorithm with mutation along the negative gradient direction 
is developed. The proposed algorithm is a combination of the steepest descent method with the sto- 
chastic sampling algorithm. Some numerical results are included to show its potential for industrial 
applications. 
Keywords--Product ion planning, Earliness/tardiness chedule, Genetic algorithm, Semi-infinite 
programming. 
1. INTRODUCTION 
Since the Just-in-Time (J IT) technology was successfully developed in Japan, this philosophy 
has been widely accepted by the manufacturing community. It could significantly reduce the 
production and inventory costs [1] and proposes a challenging task to study the earliness/tardiness 
production scheduling problems in the framework of J IT  [2]. 
An earliness/tardiness production planning method has recently been proposed for the aggre- 
gated production planning [3]. It  has been applied to a real-world manufacturing shop as the 
"master production schedule" module of CIM systems [4]. However, in order to avoid compu- 
tational burden, instead of calculating the detailed resource requirements of all parts based on 
the "bill of materials" (BOM) of MRP-I I  systems [5,6], Hao et al. [4] simply assumed that the 
requirement for manufacturing resource is constant over the whole production cycle. This of 
course oversimplified the facts. 
Since the real-world resource requirements are usually time-dependent, nonlinear, and non- 
convex, a much more elaborated model is needed. In this paper, a semi-infinite programming 
model [7,8] is proposed to closely model the earliness/tardiness production planning problem. To 
take care of the issue of having infinitely many nonconvex constraints, a genetic algorithm [9] 
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with mutation along the negative gradient direction is proposed. It combines the traditional 
steepest-descent method with the stochastic sampling algorithm. The algorithm exhibits the 
capability of jumping out of the traps of local optimum to achieve a satisfying result. 
The rest of the paper is organized as follows. Section 2 contains a problem description and 
a semi-infinite programming model. The complexity of the problem is analyzed in Section 3. 
A genetic algorithm is introduced in Section 4 and numerical results are reported in Section 5. 
Concluding remarks are made in Section 6. 
2. PROBLEM DESCRIPT ION AND 
SEMI - INF IN ITE  PROGRAMMING MODEL 
Assume that a manufacturer receives n orders for the planning period [0, T]. For order i, 
its production cycle is Li and customer due-date is di. The resource requirement of order i is a 
function of the production completion time and is time-dependent i  general. Let xi be a planned 
completion time; the resource requirement function of order i is denoted by Ri(t, xi), for t E [0, T]. 
Define G(t) to be the amount of available resource at time t. In a JIT environment, a decision- 
maker desires a planned production completion time to be as close to the customer due-date as 
possible. By using a quadratic penalty function for earliness/tardiness production scheduling [10], 
we can formulate the problem as the following semi-infinite programming problem: 
min ~2-~ i(xi - di) 2, (1) 
i= l  
n 
(SIP) s.t. ~ Ri(t, xi) <_ G(t), t e [0, T], (2) 
i= l  
0 <: Li _< xi _< T, i = 1,2, . . . ,n,  (3) 
where ai is a weight of order i which is usually proportional to the value of order i. 
Note that (SIP) has n variables and infinitely many resource constraints. This enables us to 
describe the problem in the continuous-time domain instead of using other discrete-time mod- 
els [11]. 
Owing to the fact that our research interests focus on the aggregated production planning, the 
resource requirement may consist of many distinct resource requirements of different parts. For 
a typical production cycle, it usually begins with a production preparing stage, followed by a 
manufacturing processing stage, and ends with an assembling stage. The resource requirement 
is usually high for processing and low for preparing and assembling. Without loss of generality, 
we may assume that a resource requirement function is in bell shape and close to a normal 
distribution; i.e., 
Ri(t,  xi) a~ exp [ (t - xi -{- bi)2] = , i=  1,2, . . . ,n.  (4) 
Ci 
Its curve is shown in Figure 1. 
Note that equation (4) is only an approximation f a real resource requirement function. Dif- 
ferent approximations can be considered for different occasions. 
To determine parameters ai, bi, and ci in equation (4), remember that Li is the production cycle 
of order i. When the completion time xi = Li, Ri(t,  xi) should satisfy the following condition: 
o L' Ri(t,  L i )dt  = ~Pi, i = 1,2,... ,n, (5) 
where Pi is the total resource requirement of order i and ~ is a relaxation coefficient. When 
is chosen to be 0.997, the production cycle becomes ix times of the standard eviation of the 
normal distribution. When ~ -- 0.97, the 4-sigma rule holds for practical applications. 
Ri(t, xi) 
0~.  
I 
I I I ,  
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Figure 1. The  resource requirement curve of order i. 
According to the properties of the normal density function [12], when 5 = 0.97, we know that 
for i = 1 ,2 , . . . ,n ,  
Li 
bi-- -~-, (6) 
Li 2 
c~ = -~- ,  (7) 
Assume that the amount of available resource is go at the beginning. It increases with a rate f~ 
as time goes by. Suppose that there are m maintenance jobs which are preoccupied in [0, T] 
and each of them requires ome resource according to the following approximation formula, for 
j : 1 ,2 , . . . ,m:  
Qj(t) : qj exp (t _ gj)2| ,1 [0,T] hj j t e (9) 
where parameters qj, gj, and hj are specified in the same way as formulas (6)-(8). Hence the net 
available resource function becomes 
m 
G(t) = g0exp (f~t) - ~-~Qi(t), t 6 [0,T]. (10) 
j= l  
Note that (SIP) has a nonempty feasible domain when the following two conditions hold: 
(i) G(t) > max{ai [i -- 1 ,2 , . . . ,n ) ,  t e [0,T], and (11) 
/0 (ii) a(t) at >_ P~. (12) 
i=1 
Once the resource requirements R~(t, xi) and the available resource G(t) are determined, the 
remaining work is to solve (SIP). 
3. COMPLEXITY  ANALYS IS  OF  THE PROBLEM 
Note that (SIP) has a convex objective function and nonconvex constraints (2), when R~(t, x~) 
and G(t) are defined by (4) and (10), respectively. Therefore the traditional optimization methods 
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tend to find a local optimal solution instead of a global one. 
(SIP) may be disjoint. 
To illustrate this point, let us consider a simple case with n = 2, and 
G(t) = go, t • [0, T], 
where 
Actually, the feasible domain of 
(13) 
max {al, a2} < go < al + a2. (14) 
Due to the resource requirement, hese two orders cannot be completed at the same time. If 
the smallest difference between the completion times is A, then its feasible domain consists of D1 
and D2 as shown in Figure 2. 
X 2 -. ,, ,. 
"-. O 2 " ' . ,  " - .  ". , iiiii!!!! 
L 1 +A . . . . . . . .  x "", 
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"..'.--.-::::: . . . . . .  :-~L:r~,:. ",,, ",,, ",,, ',,, ",,, ',,, ',,, 
L2 
L{ L2+A 
Figure 2. The feasible domain of a problem with 2 orders. 
Xl 
For a standard search procedure used in traditional optimization, the procedure usually starts 
from an initial point, then moves along a selected irection with a suitable step size to reach an 
update point; and then repeats until the stopping criterion is met [13]. Because the step size 
is obtained by a line search without leaving the feasible domain, the search procedure does not 
cross the infeasible zone between the disjoint feasible areas. Thus, a standard search algorithm 
usually only finds a local optimal solution in the area where the starting solution resides. 
For our example, if the starting point is in area D1, it will stop at the local optimal point xl,  
otherwise at point x2, as shown in Figure 2. 
In case of n orders, since any two orders may have an infeasible zone dividing the feasible 
domain, the feasible domain may consist of 2 C(n'2) -- 2 n(n-1)/2 disjoint areas in the worst case 
analysis. For n = 10, there could be 245 areas to search for. Hence it becomes intractable. This 
forces us to consider nontraditional methods. 
4.  A GENET IC  ALGORITHM WITH MUTATION 
ALONG THE NEGATIVE  GRADIENT D IRECT ION 
Since Holland [14] proposed the first Genetic Algorithm, it has become an active research 
area with wide applications [15]. For a genetic algorithm, it is imperative to design a suitable 
representation method of genes, a fitness function, some selecting strategies, genetic operators, 
and stopping rules. 
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4.1. Representation of Genes 
The binary representation is the primarily used method. But, the "real number" representa- 
tion scheme has become more successful for function optimization problems in recent years [16], 
because it needs no transformation of number systems. 
For our problem, the genes consist of n production completion times for the orders. The real 
number representation for production completion times is a natural choice. We let N be the 
population size. Then, for individual j ,  the real vector 
X(j) = [xl(j),x2(j),... ,xn(j)] T, j = 1,2, . . .  ,N, (15) 
is a corresponding representation f genes. We shall keep the population size to be N at each 
generation and devote population j in the k th generation by Xk(j), j = 1, 2 , . . . ,  N. 
4.2. F i tness  Funct ion  
The fitness function plays an important role in deciding the children in the next generation. 
For a constrained optimization problem, a convenient way is to include its constraints in the 
objective function with penalty multipliers for consideration. Note that (SIP) has infinitely 
many constraints. To handle them, an inexact approach [17] is adopted here. The basic idea of 
the inexact approach is to treat those constraints with most violations and ignore the rest. In 
this way, only finitely many constraints are considered in each iteration. 
Since each Ri(t, xi) is bell-shaped, it is not difficult to see that there are at most n local 
maximums on the left-hand side of equation (2), and these maximums are located in the ranges 
of [xi - Li,xi], i = 1,2 , . . . ,n .  Once a representation vector is given for individual j with 
Z(j) = [xl(j),x2(j),..., x,~(j)] -r, let us define 
ti* = argm Ri(t, - a( t )  I - Ld  < t < x (j) (16)  
and 
n 
* X " x( j ) )  - -  , - V ( t )  ( iT )  
i= l  
for each order i = 1,2, . . .  ,n. 
Then (I)(t~*, X(j)) > 0 simply means a potential constraint violation of (SIP). By specifying 
an acceptable tolerance c > 0 for the resource constraint (2), we define 
VT(j)  = {ti* [ i = 1 ,2 , . . . ,n ;  ¢(t~*,Z( j))  > ec} (lS) 
as the set of all "violation times" for individual j. Obviously, VT(j)  is only a subset of all t's 
which violate (2) at X(j). To link the constraint violation with the objective function; we define, 
for individual j ,  
n 
~(J)= ~-~ ai(zi( j)-di)2 + M Z ¢b(ti*,Z(j)), j=  I ,2, . . . ,N,  (19) 
i= l  t~*eVT( j )  
where M is a sufficiently large penalty multiplier. Notice that ~( j )  is no longer a function of 
time t. Since (SIP) is a minimization problem, we would like to transform (19) into a fitness 
function. Let us define Fmax to be the maximum of the objective value of the N individuals; i.e., 
Fmax -- max {~(j)  [ j = 1, 2 , . . . ,  Y}. (20) 
Then the fitness function for individual j is determined by 
F(j) =_ ~/Frnax - ~( j ) ,  j = 1 ,2 , . . . ,  N, (21) 
where ~, is a coefficient which controls the selection probability of individuals with different fitness 
values. Smaller "y results in worse fitness value of F(j) and causes more "bad" individuals to be 
discouraged for reproduction. In our experiments, 3  is set to be 1.05. In this way, even the worst 
individual is still able to reproduce the next generation, but with a low probability. 
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4.3. Selecting Strategy 
The most commonly used selecting strategy is the "roulette wheel" proportional selection. We 
also use this strategy in our study. 
Let P(j) be the selection probability for individual j; then we define 
F(j) 
P(J) - ~N=I F(k)' j = 1, 2,..., N, (22) 
where F(k) is defined by (21). It is evident hat individuals with a better fitness function are 
selected with higher probability. 
To decide a child s, s = 1, 2 , . . . ,  N, of the next generation, we define S(j) = P(1) + P(2) + 
• .. + P(j) ,  for j = 1, 2 , . . . ,  N, and generate a random number ~8 E U(0, 1), where U(0, 1) is the 
uniform distribution on (0, 1). If S(j - 1) < ~8 < S(j), we select individual j as the parent of 
child s (see [9]). 
4.4. Genet ic  Operators  
Two kinds of genetic operators, namely, crossover and mutation, are commonly used. Each 
has its own advantages and disadvantages [18,19]. 
Since the feasible domain of our problem is not connected, the crossover of two parents residing 
in distinct feasible areas could possibly reproduce an infeasible solution which causes a very large 
value for equation (19). This consequently implies that the children generated from crossover 
may be "worse" than their parents. Hence, it is more attractive for us to consider mutations, 
especially the mutation along the negative gradient direction of the objective function. In this 
way, the feasibility is maintained while the objective function is reduced. A genetic operator of 
mutation along the negative gradient direction is designed as follows. 
For individual j the gradient vector of its combined objective function equation (19) is 
Vff/(j) = [Vk91(j) ,V~2( j ) , . . . ,  V~n(j)] T, j = 1, 2 , . . . ,  N (23) 
where the ith component 
V~Pi(j)= 2~i (x i -d i )+M Z 2ai(ti* - zi(J) +b~)Ri(ti*'xi(J))' i=  l ,2, . . . ,n.  (24) 
Ci 
t~* 6VT(j) 
For a child s of the next generation, s -- 1, 2 , . . . ,  N, if individual j is selected as its parent by 
the roulette wheel selecting strategy, it is reproduced according to 
Xk+l(s) = Xk(j) - pVq/(j), (25) 
where superscript k indicates the index of generations and p is a step length generated by a 
random number generator. In our study, we found it is suitable to generate p by the Erlang 
distribution with/~ being the mean and m being the number of exponential varieties [20]. 
Since M is relatively larger than ai for all i, from equation (24) we can see that, as long 
as VT(j) is not empty, the mutation direction -Vq~(j) is dominated by the force to reduce 
the constraint violation. Once the individual becomes feasible, i.e., VT(j) = O, the mutation 
direction goes to improve the original objective values. 
At the early stages of the proposed algorithm, since most individuals are infeasible, their fitness 
functions are at the same magnitude. Therefore they all have a fair chance to generate children 
with mutations and move to become feasible. This mimics the traditional stochastic sampling 
algorithm. As the iterations go by, some individuals evolve to have much better fitness values, 
by using the proportional selecting strategy. Consequently, they get a better chance to generate 
children along the negative gradient directions. This behavior becomes equivalent to a traditional 
line search procedure [13]. Therefore, the proposed approach starts like a stochastic sampling 
algorithm and becomes a steepest descent algorithm at the end. 
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4.5. S topp ing  Criterion 
The most frequently used stopping criterion for genetic algorithms is to specify a maximum 
number of generations. The algorithm terminates once the iteration umber eaches the maximum 
number. This simple rule is also used here. A large integer NG,  based on the the required 
precision, is preselected. 
To guarantee that the final solution is feasible, an additional stopping criterion is required by 
checking 
VT Nv+I(j*) = @ (26) 
where the superscript of VT(j)  is the iteration index, j* is the index of the optimal individual in 
the final iteration (i.e., iteration index k = NG + 1) and ~) means the empty set. 
From the definition of the Erlang distribution, we know that m# is the mean step size. The 
proposed algorithm starts with a larger step size for an efficient feasibility search, and then 
reduces the mean step size m# step by step until a required precision is achieved. 
Let #0 be an initial value, r > 0 a reduction rate, and e a required precision level; then we 
would like to stop the algorithm when 
m#o rNo  <_ e. (27) 
Thus, 
I( )1 N G >_ log r 
where Ix] means the integral part of x. 
(2s) 
4.6. S tep  by  Step Procedure  
Based on the above discussion, a step by step procedure of the proposed genetic algorithm 
with mutation along the negative gradient direction can be described as follows. 
STEP 0. Specify the parameters m and # of the Erlang distribution. 
Specify a reduction rate r and the population size N. 
Input the required precision ~c (for constraints) and ~ (for completion times). 
Calculate the maximum number of generations NG by formula (28). 
STEP 1. Determine the planning horizon T by calculating 
{ {( r  ) J}} max • i=1 Pi max[di I i = 1, 2, n + ~-~j=l qJ , " ' ,  
T = , (29) 
go 
where ~ is a :relaxation coefficient, for instance ~ = 1.30. 
STEP 2. To produce an initial population: 
For j = 1 ,2 , . . . ,N ,  
xi°( j )  = Li + ~ i (T -  Li), i = 1 ,2 , . . . ,n ,  
where ~i • U(0, 1) and U(0, 1) is the uniform distribution in (0, 1). 
Set the initial iteration index k = 0, j* --- 1. 
STEP 3. Set iteration index k ~-- k + 1. 
If k > NG,  output results X( j * )  and stop. 
Otherwise, reduce # by #k+l ,__ r#k. 
STEP 4. Calculate the combined objective function and fitness function of all individuals by 
formulas (19)-(21). Select the best individual by finding 
j '  = argmax {F( j )  l j = 1,2, . . .  ,N}. (30) 
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If ~( j )  < ¢( j*) ,  let j* ~- j ' .  
STEP 5. Calculate the selection probability of all individuals by formula (22) and set 
S( j )  = P(1) + P(2) +. - .  ,P ( j ) ,  j = 1 ,2 , . . . ,N .  (31) 
STEP 6. For s = 1, 2 , . . . ,  N, reproduce the children (new individuals) by the mutation along the 
negative gradient direction. 
Generate a random number ~8 E U(0, 1). 
If S( j  - 1) < ~8 < S( j ) ,  select individual j as the parent of child s. 
Calculate the gradient direction V~( j )  by formula (24). 
Generate a random number p of the Erlang distribution with parameter m and #. 
Let 
Xk+l (s )  = Xk( j )  - pVffy(j). (32) 
STEP 7. Update Xk( j )  *- Xk+l ( j ) ,  j = 1,2, . . .  ,N ,  and go to Step 3. 
5. NUMERICAL  RESULTS 
The proposed algorithm has been coded in Microsoft FORTRAN. Numerical results of some 
practical examples are reported in this section. 
The first example is used to illustrate that the proposed algorithm really works. It  deals with 
a construction company which received 10 orders for building construction. The key resource 
constraint is in manpower. The current manpower level is 100 kilo-hours/week with an increasing 
rate ~ - 0.005 forecast. There are two prescheduled maintenance jobs A and B. For job A, the 
manpower equirement is 200 kilo-hours, it has to be completed at the 40 th week and it needs 
20 weeks for processing. For job B, the manpower equirement is 300 kilo-hours, it has to be 
completed at the 70 th week and it needs 40 weeks processing time. 
The construction cycle, human-power requirement, contract price (i.e., weight), and customer 
desired due-date for each order are shown in Table 1. 
Table 1. The orders and computational results. 
No. 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
Constructing Resource Contract Desired 
cycle requirement price due-date 
Li Pi cq di 
20 400 10 25 
20 900 18 30 
30 800 12 35 
40 800 15 40 
25 1000 28 40 
20 1200 20 40 
50 2000 30 50 
10 300 18 15 
20 400 9 50 
60 1500 30 60 
Completion 
time 
xi 
30.74 
20.76 
41.88 
40.79 
52.50 
86.77 
84.38 
10.00 
75.75 
87.28 
From Table 1, we can see that the resource requirement centers around the 20 th to the 40 th 
weeks. The curve of resource requirement is shown in Figure 3a. 
By selecting # = 0.5 and m = 4 for the Erlang distribution, e = 0.01 for precision, we have 
NG = 737. Running the program results in the last column of Table 1. The objective value of 
this solution is 114.779. 
The curve of the resource requirement after completion times is shown in Figure 3b. We can 
easily see the resource requirements comply with the availability in this new plan. 
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go 
G(t) 
50 
Figure 3a. The resource requirement curve before plan-making. 
G(t) 
I " t 
50 
Figure 3b. The resource requirement curve after plan-making. 
Figure 3. The comparison of resource requirement curves before and after plan- 
making. 
The convergence property of the proposed algorithm with respect o the iteration numbers is 
shown in Table 2. Its corresponding curve is shown in Figure 4. We can see that in the first; 150 
iterations the objective value reduces dramatically. This is because the search procedure jumps 
in different feasible areas. After 150 iterations, the search procedure becomes a steepest descent 
algorithm. It makes a finer adjustment around the best point that has been achieved before. 
To study how large the population size should be in order to achieve an optimal solution 
with a high probability, we select different population sizes and random seeds for the proposed 
algorithm with the second example of 6 orders. Note that there could be 215 = 32768 local 
optimal solutions in the worst case analysis. On the contrast, the algorithm ran with 40 different 
settings of different population sizes and different random seeds and was terminated at only 6 
local optimums. The parameters # and m are the same as in the first example, but e is set to 
be 0.1 and NG = 458. The results are shown in Tables 3 and 4. 
In Table 3, the upper-half describes the problem, while the lower-half lists the 6 terminating 
solutions with their objective values. 
In Table 4, we list 4 population sizes and 10 random seeds to make 40 settings. When population 
size was taken to be 25, the run with seed = 1357 terminated at Solution 5, when population size 
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Table 2. The objective values in convergent process. 
Iteration No. 1 10 20 30 40 50 100 150 200 250 
Objective (%)* 487.37 262.02 215.94 191.38 184.93 170.47 120.82 111.24 106.53 103.31 
Iteration No. 300 350 400 450 500 550 600 650 700 737 
Objective (%)* 102.26 100.87 100.70 100.26 100.17 100.09 100.09 100.00 100.00 100.00 
*The final objective value 114.779 is said to be 100%. 
% of optimal objective value 
,®t 
400 
300 
200 
100 
0 f t t I t 
100 200 300 400 500 600 700 737 # Iterations 
Figure 4. The convergence urve of the proposed algorithm. 
Table 3. A problem of 6 orders and its solutions. 
Order No. 1 2 3 4 5 6 Objective Value 
Li 
oli 
d~ 
Sol. 1 xi 
Sol. 2 xi 
Sol. 3 xi 
Sol. 4 xi 
Sol. 5 xi 
Sol. 6 xi 
20 20 30 40 25 60 
400 900 800 800 1000 1500 
10 18 12 15 28 30 
25 30 35 40 40 60 
29.8 20.0 46.0 40.0 56.3 71.9 
28.0 20.0 39.3 49.6 56.1 73.4 
33.4 20.0 66.4 42.1 52.3 61.0 
46.9 20.0 38.3 42.4 58.4 69.3 
20.0 59.1 33.5 40.0 51.5 62.1 
47.0 20.0 62.3 49.7 32.8 71.3 
15154 
16099 
18592 
18883 
19030 
22290 
was taken to be 50, the run with seed = 2468 terminated at Solution 1, and so on. Note that 
Solution 1 has the best objective value. As population size grows from 25 to 100, the probability 
of terminating at this best solution increases. Therefore, a larger population size evidently results 
in a better solution. 
6. CONCLUDING REMARKS 
Several remarks are made as follows for conclusion: 
(1) The semi-infinite programming model describes the earliness/tardiness production plan- 
ning problems more closely than other discrete-time methods. 
(2) The  proposed  genet ic  a lgor i thm wi th  mutat ion  a long the  negat ive  grad ient  d i rec t ion  is 
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Table 4. The comparison of different population sizes. 
105 
Population Size 
Random Terminate 
Seed at 
1357 
2468 
6789 
7531 
8642 
8765 
9876 
12345 
23456 
45678 
25 50 75 100 
Sol. 5 Sol. 1 Sol. 5 Sol. 1 
Sol. 5 Sol. 1 Sol. 1 Sol. 1 
Sol. 6 Sol. 1 Sol. 1 Sol. 1 
Sol. 1 Sol. 1 Sol. 3 Sol. 1 
Sol. 3 Sol. 3 Sol. 1 Sol. 1 
Sol. 1 Sol. 1 Sol. 3 Sol. 1 
Sol. 5 Sol. 5 Sol. 1 Sol. 1 
Sol. 4 Sol. 1 Sol. 1 Sol. 1 
Sol. 3 Sol. 3 Sol. 1 Sol. 1 
Sol. 3 Sol. 2 Sol. 1 Sol. 1 
Probability to 0.2 0.6 0.7 1.0 
Reach Solution 1 
(3) 
a combinat ion of the stochastic sampling algorithm and the steepest descent method.  It 
shows great potential  in solving a nonconvex opt imizat ion problem like the one discussed 
in this paper. 
Since the stopping rule of the proposed genetic algorithm does not guarantee optimality, 
a larger populat ion size usually results in a better  result at the cost of longer computat ion 
t ime. It is a subject for future study. 
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