El sistema de traducción automática castellano-catalán interNOSTRUM by Canals Marote, Raúl et al.
El sistema de traduccio´n automa´tica
castellano↔catala´n
interNOSTRUM
R. Canals-Marote, A. Esteve-Guille´n, A. Garrido-Alenda,
M.I. Guardiola-Savall, A. Iturraspe-Bellver, S. Montserrat-Buendia,
S. Ortiz-Rojas, H. Pastor-Pina, P.M. Pe´rez-Anto´n y M.L. Forcada,
Departament de Llenguatges i Sistemes Informa`tics,
Universitat d’Alacant, E-03071 Alacant
mlf@dlsi.ua.es
Resumen Este art´ıculo describe inter-
NOSTRUM, un sistema de traduccio´n
automa´tica (TA) castellano↔catala´n ac-
tualmente en desarrollo que alcanza una
gran velocidad mediante el uso de tecno-
log´ıa de estados finitos (lo que permite su
integracion en navegadores de internet) y
obtiene una precisio´n razonable utilizan-
do una estrategia de transferencia mor-
folo´gica avanzada (lo que permite produ-
cir ra´pidamente borradores de traduccio-
nes listos para una postedicio´n ligera).
1 Introduccio´n
Este art´ıculo describe el sistema de traduc-
cio´n automa´tica (TA) castellano↔catala´n in-
terNOSTRUM. Una de las razones principa-
les razones de la demanda de traducciones
del castellano al catala´n es el impulso de la
normalizacio´n o recuperacio´n lingu¨´ıstica del
catala´n en las comunidades que tienen es-
ta lengua como oficial (unos seis millones
de catalanohablantes de un total de unos
diez millones de habitantes); por otro la-
do, la traduccio´n del catala´n al castellano
(principalmente para la asimilacio´n de in-
formacio´n) permite el acceso a documentos
en catala´n a las personas no catalanohablan-
tes de Espan˜a o de Ame´rica Latina. El sis-
tema interNOSTRUM todav´ıa se esta desa-
rrollando y tanto la Universitat d’Alacant,
una universidad de taman˜o medio, como la
Caja de Ahorros del Mediterra´neo (CAM),
una de las cajas de ahorros ma´s importan-
tes de Espan˜a, utilizan un prototipo del pro-
grama desde hace dos an˜os; existe una ver-
sio´n de prueba disponible para el pu´blico en
http://internostrum.com. Estas dos ins-
tituciones promovieron este proyecto de tres
an˜os (1999–2001) que actualmente se encuen-
tra en su tercer an˜o y que cuenta en su equi-
po con dos lingu¨istas y cuatro ingenieros in-
forma´ticos. Si bien la precisio´n de las tra-
ducciones y la cobertura del vocabulario pue-
den mejorar (especialmente en la versio´n ca-
tala´n→castellano), la velocidad del sistema
—miles de palabras por segundo o decenas
de millones de palabras por d´ıa en un PC
t´ıpico de 1999 que actu´a como servidor de
internet— permite que sea usado ya como un
sistema para obtener, de forma instanta´nea,
borradores de traducciones que son relativa-
mente fa´ciles de convertir en documentos pu-
blicables y para comprender informacio´n en
otra lengua durante la navegacio´n por inter-
net (los accesos a nuestro servidor se incre-
mentan todos los meses de forma regular; en
marzo de 2001 se registraron 120.000 visitas).
Estas velocidades se consiguen utilizando tec-
nolog´ıa de estados finitos (Roche y Schabes
1997) en la mayor´ıa de los mo´dulos del siste-
ma.
2 Prototipo actual y versiones
futuras
Como se ha comentado anteriormente, inter-
NOSTRUM no es un producto acabado; sin
embargo, esta´ disponible en internet. Esto se
debe a dos de los objetivos ba´sicos de nues-
tro proyecto: el primero, generar una ver-
sio´n operativa de interNOSTRUM tan pron-
to como fuera posible (la primera versio´n
castellano→catala´n fue publicada en noviem-
bre de 1999) y el segundo, publicar la u´ltima
versio´n estable lo ma´s ra´pido posible. Estas
son las principales razones para la configura-
cio´n actual como servidor de internet en lugar
de como programa para su distribucio´n.
Actualmente, interNOSTRUM traduce tex-
tos ANSI, RTF (rich text format de Mi-
crosoft) y HTML (hypertext markup langua-
ge o lenguaje de marcas para hipertextos)
del castellano al catala´n central (la variedad
esta´ndar usada oficialmente en la comunidad
auto´noma catalana) y viceversa. Una ver-
sio´n del sistema que aceptara´ y generara´ las
variedades esta´ndar valenciana y balear es-
tara´ preparada en septiembre de 2001. La
versio´n catala´n→castellano es muy reciente
(marzo de 2001) y todav´ıa no es muy satis-
factoria en cuanto a precisio´n y cobertura de
vocabulario, aunque ya puede ser usada para
la asimilacio´n de informacio´n. Las tasas de
error (nu´mero de palabras corregidas por ca-
da 100 palabras en el texto meta para hacerlo
aceptable) se situan en torno al 5% en sen-
tido castellano→catala´n cuando se traducen
textos period´ısticos (por ejemplo, tomados de
http://www.elpais.es, y son algo peores en
sentido inverso.
2.1 Plataforma
interNOSTRUM actualmente se ejecuta so-
bre Linux utilizando Apache y PHP3 y
esta´ pu´blicamente accesible en http://
internostrum.com; en la CAM se esta´ uti-
lizando una versio´n interna sobre un servi-
dor en Windows 2000–Internet Information
Services. El sistema interNOSTRUM consiste
en ocho mo´dulos que se ejecutan en paralelo
y se comunican a trave´s de canales de tex-
to.1 Seis de los ocho mo´dulos se generan au-
toma´ticamente a partir de los correspondien-
tes datos lingu¨´ısticos2 utilizando compilado-
res escritos con ayuda de yacc y lex, herra-
mientas del sistema operativo Unix (ver ta-
bla 1). La velocidad actual del sistema esta´
alrededor de las 1 000 palabras por segun-
do) en un PC t´ıpico de 1999 (un Pentium de
400 MHz).
2.2 Estrategia de traduccio´n
automa´tica
interNOSTRUM es un sistema cla´sico de tra-
duccio´n automa´tica indirecta que utiliza una
estrategia de transferencia morfolo´gica avan-
zada (parecida a la arquitectura transforma-
dora o trasformer architecture, Arnold (1993)
o a los sistemas directos, Hutchins y Somers
(1992)) similar a algunas utilizadas en sis-
temas comerciales de TA para PC. 3 Como
se dijo anteriormente, interNOSTRUM con-
1El uso de canales de texto legible permite
dia´gnosticar fa´cilmente algunos problemas y es una
alternativa muy eficiente para las implementaciones
en Linux (Unix).
2Esta caracter´ıstica convierte a interNOSTRUM en
un sistema fa´cilmente adaptable a otras lenguas.
3Tales como Transcend RT de Transparent Tech-
nologies, las primeras versiones de Power Translator
de Globalink (Mira i Gime`nez y Forcada 1998; For-
cada 2000), y Reverso de Softissimo.
siste en ocho mo´dulos (ver figura 1): un
mo´dulo desformateador (que separa el texto
de la informacio´n de formato), dos mo´dulos
de ana´lisis (analizador morfolo´gico y desam-
biguador le´xico categorial), dos mo´dulos de
transferencia (mo´dulo de diccionario bilingu¨e
y mo´dulo de procesamiento de patrones),
dos mo´dulos de generacio´n (generador mor-
folo´gico y postgenerador) y el mo´dulo refor-
mateador (que reintegra la informacio´n de
formato original al texto traducido).
2.2.1 Mo´dulos basados en tecnolog´ıa
de estados finitos
Cuatro de los mo´dulos de interNOSTRUM, a
saber, el analizador morfolo´gico, el mo´dulo
del diccionario bilingu¨e, el generador mor-
folo´gico y el postgenerador, esta´n basados en
transductores de estados finitos (TEF) (Ro-
che y Schabes 1997). Esto permite que el
procesamiento alcance velocidades del orden
de 10 000 palabras por segundo, velocidad
que es pra´cticamente independiente al ta-
man˜o de los diccionarios. Los TEF leen su
entrada s´ımbolo a s´ımbolo; cada vez que leen
un s´ımbolo, se mueven a un nuevo estado y
escriben en su salida uno o ma´s s´ımbolos.
El analizador morfolo´gico se genera au-
toma´ticamente (Garrido et al. 1999) a
partir del diccionario morfolo´gico (DM)
para la lengua origen (LO). El DM con-
tiene los lemas (formas cano´nicas o de
base de las palabras con flexio´n), los pa-
radigmas de flexio´n y las relaciones entre
ellos. El subprograma lee las formas su-
perficiales (FS) y escribe, para cada una,
una o ma´s formas le´xicas (FL) que con-
sisten en un lema, una categor´ıa le´xica e
informacio´n de flexio´n.
El mo´dulo del diccionario bilingu¨e , el
cual es invocado por el mo´dulo de pro-
cesamiento de patrones (ve´ase ma´s aba-
jo), se genera automa´ticamente a partir
de un fichero que contiene las correspon-
dencias bilingu¨es entre lemas. El pro-
grama lee una FL en LO y escribe su FL
equivalente en la lengua meta (LM).
El generador morfolo´gico ba´sicamente
lleva a cabo la tarea inversa del ana-
lizador morfolo´gico, pero referida a la
LM. El generador morfolo´gico se genera
a partir del DM de la LM.
El postgenerador : Aquellas FS involucra-
das en el guionado y la apostrofacio´n
(tales como los pronombres procl´ıticos,
los art´ıculos, algunas preposiciones, etc.)
activan este mo´dulo que normalmente
esta´ dormido. El postgenerador se ge-
nera a partir de un fichero que contiene
las reglas correspondientes para la LM.
La divisio´n de un texto en palabras presen-
ta aspectos no son triviales. Por una par-
te, existen grupos de palabras que no pueden
traducirse palabra por palabra, y deben ser
tratados como unidades multipalabra (UMP);
estas unidades —aquellas que son de longitud
fija— se esta´n incorporando continuamente
a los diccionarios morfolo´gicos y al bilingu¨e;
para ello, los mo´dulos correspondientes son
capaces de tratar tanto las UMP invariables
como las que tienen flexio´n; su uso permi-
te, adema´s, evitar algunos de los problemas
de traduccio´n causados por la homograf´ıa, la
polisemia o por estructuras no composicio-
nales tales como algunas locuciones y coloca-
ciones. Ejemplos: Cast. con cargo a → Cat.
a ca`rrec de; Cast. por adelantado → Cat.
per endavant; Cast. echar de menos → Cat.
trobar a faltar; Cast. tener que + infiniti-
vo → Cat. haver de + infinitivo. En los dos
u´ltimos ejemplos (una construccio´n modal y
una locucio´n), la UMP tiene un elemento sus-
ceptible de flexio´n (indicado en negrita). Por
otra parte, existen combinaciones de ciertas
formas verbales y pronombres encl´ıticos que
se escriben como una sola palabra en caste-
llano; estas combinaciones presentan trans-
formaciones ortogra´ficas tales como cambios
en la acentuacio´n o pe´rdida de consonantes:
Cast. da´melo = da´ + me + lo → Cat. do´na
+ me + lo = do´na-me’l; Cast. presente´monos
= presentemos + nos → Cat. presentem +
nos = presentem-nos. El analizador mor-
folo´gico se ocupa de resolver todos estos casos
si los paradigmas correspondientes se intro-
ducen convenientemente en los diccionarios
morfolo´gicos.
2.2.2 El desambiguador le´xico
categorial
La mayor´ıa de las ambigu¨edades le´xicas esta´n
dentro de dos grandes grupos: la homograf´ıa
(cuando una FS tiene ma´s de una FL o
ana´lisis) y la polisemia (cuando la FS tiene
una sola FL pero el lema puede tener ma´s de
una interpretacio´n). El mo´dulo de desambi-
guacio´n le´xica o desambiguador le´xico cate-
gorial (en ingle´s part-of-speech tagger) utili-
za un modelo oculto de Markov basado en
bigramas y trigramas (secuencias de dos o
tres categor´ıas le´xicas) para resolver aquellos
homo´grafos que presentan ambigu¨edad cate-
gorial. Los para´metros del modelo reflejan
las estad´ısticas de aparicio´n conjunta de cate-
gor´ıas observadas en un corpus de referencia;
el desambiguador calcula en una pasada la
desambiguacio´n ma´s probable de cada frase.
Actualmente estamos ajustando el conjun-
to de etiquetas utilizado4 y construyendo un
corpus de entrenamiento ma´s grande para
mejorar el funcionamiento de este mo´dulo.5
La polisemia no se trata (u´nicamente en al-
gunos casos mediante el uso de unidades mul-
tipalabra de longitud fija que representan co-
locaciones): el diccionario bilingu¨e siempre
proporciona el mismo equivalente para cada
lema; se da el caso de que los errores debidos
a la polisemia son mucho menos frecuentes
que aquellos que se deben a la homograf´ıa.
El problema de la polisemia se evitara´ en
las aplicaciones bancarias y administrativas
mediante el uso de un castellano controla-
do adaptado a estos tipos de texto (ver sec-
cio´n 3).
2.2.3 El mo´dulo de procesamiento de
patrones
A pesar del gran parecido entre el castellano y
el catala´n, existen bastantes divergencias gra-
maticales: divergencias de ge´nero y nu´mero
que afectan a la concordancia — Cast. la
deuda contra´ıda (fem.) → Cat. el deute con-
tret (masc.)—; construcciones de relativo con
cuyo, ausente en catala´n — Cast. la cuenta
cuyo titular es el asegurado→ Cat. el compte
el titular del qual e´s l’assegurat —, o cambios
preposicionales — Cast. en Londres → Cat.
a Londres —.
Estas divergencias se tratan utilizando las
reglas gramaticales oportunas. Como se ha
dicho ma´s arriba, interNOSTRUM utiliza una
solucio´n similar a la de algunos sistemas de
4El conjunto de etiquetas (unas 60 para ambos
idiomas) se diferencia de los de propo´sito general en
que en e´l se establecen distinciones que son relevan-
tes para la traduccio´n: por ejemplo, en castellano se
distinguen el subjuntivo del indicativo para distinguir
formas como salen que puede ser una forma de salir
(catala´n surten) o de salar (catala´n salin).
5Una de las principales contribuciones a la actual
tasa de error de interNOSTRUM son los pocos erro-
res que aparecen en algunos homo´grafos dif´ıciles pero
frecuentes, como puede ser una (art´ıculo/verbo), pa-
ra (verbo/preposicio´n), y como (conjuncio´n/verbo).
Afortunadamente otros homo´grafos son ma´s fa´ciles
de desambiguar. Cuando se analiza el catala´n se en-
cuentran problemas similares.
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Figura 1: Los mo´dulos lingu¨´ısticos de interNOSTRUM (los mo´dulos desformateador y reformateador no
aparecen en la figura).
Tabla 1: Generacio´n automa´tica de los mo´dulos de interNOSTRUM a partir de datos lingu¨´ısticos
Lengua
datos
lingu¨´ısticos
programa
generador
mo´dulo inter-
NOSTRUM
LO diccionariomorfolo´gico
compilador
analizadores
morfolo´gicos
analizador
morfolo´gico
LO
corpus
analizado
morfolo´g.
entrenamiento
desambiguador desambiguador
LO, LM diccionariobilingu¨e
compilador
diccionarios
bilingu¨es
mo´dulo diccionario
bilingu¨e
LO, LM
reglas
procesamiento
patrones
compilador
reglas
procesamiento
patrones
mo´dulo
procesamiento
patrones
LM diccionariomorfolo´gico
compilador
generadores
morfolo´gicos
generador
morfolo´gico
LM reglas guionadoy apostrofacio´n
compilador
postgenerado-
res
postgenerador
TA comerciales: se basa en la deteccio´n y tra-
tamiento de secuencias predefinidas de cate-
gor´ıas le´xicas (patrones o fragmentos bien de-
finidos) que pueden considerarse como sintag-
mas rudimentarios: por ejemplo, art.–subst.
o art.–subst.–adj. son dos sintagmas nomi-
nales va´lidos. Las secuencias conocidas por
el programa constituyen su cata´logo de patro-
nes. Este mo´dulo (Garrido-Alenda y Forcada
2001) funciona como sigue:
• El texto (analizado morfolo´gicamente y
desambiguado) se lee de izquierda a de-
recha, FL a FL.
• El mo´dulo busca, a partir de la posicio´n
actual en el texto, la secuencia de FL
ma´s larga que coincide con algu´n patro´n
de su cata´logo (por ejemplo, si la po-
sicio´n actual en el texto esta´ en “una
sen˜al inequ´ıvoca . . . ”, el mo´dulo esco-
gera´ el patro´n art.–subst.–adj. en lu-
gar de art.–subst..
• El mo´dulo opera sobre este patro´n (pro-
paga el ge´nero y el nu´mero para asegu-
rar la concordancia en la lengua meta, lo
reordena o realiza otros cambios grama-
ticales) siguiendo las reglas asociadas al
patro´n.
• El mo´dulo de procesamiento de patrones
continua inmediatamente a continuacio´n
del patro´n que se acaba de procesar (no
vuelve a procesar una FL sobre la que ya
ha realizado alguna operacio´n).
Cuando no se detecta ningu´n patro´n en la
posicio´n actual, el programa traduce una FL
aisladamente y reanuda el proceso en la si-
guiente FL. Los feno´menos de “largo alcan-
ce”, como la concordancia entre sujeto y ver-
bo, requieren la propagacio´n de informacio´n
de un patro´n a otro, que se realiza mantenien-
do informacio´n de estado que puede ser pro-
pagada de izquierda a derecha de un patro´n
a otro.
El mo´dulo de procesamiento de patrones
se genera automa´ticamente a partir de un fi-
chero que contiene las reglas que especifican
los patrones y sus acciones asociadas. Este
mo´dulo es el ma´s lento (velocidades del or-
den de mil palabras por segundo), compara-
do con las decenas de miles de palabras por
segundo del resto de los mo´dulos. El cata´logo
actual de interNOSTRUM contiene unas dos
docenas de patrones.
2.3 El desformateador y el
reformateador
Ambos mo´dulos esta´n escritos en lex y C++;
el reformateador es mucho ma´s sencillo. Hay
tres versiones de cada mo´dulo: la versio´n AN-
SI, la versio´n RTF y la versio´n HTML. El des-
formateador se utiliza para identificar y se-
parar los comandos de formato del texto que
se quiere traducir. La informacio´n sobre for-
mato, las imag´enes inclu´ıdas en el documen-
to, etc. se encapsulan (entre dobles corche-
tes “[[. . . ]]”) para formar los denominados
superblancos, que los restantes mo´dulos ven
como simples espacios en blanco entre pala-
bras (los segmentos de material de formato
muy grandes (> 8 kB) se escriben en ficheros
temporales cuyo nombre un´ıvoco se envia en-
tre corchetes en lugar de los datos); cuando
los mo´dulos lingu¨´ısticos producen traduccio-
nes que tienen ma´s o menos palabras que el
original, una heur´ıstica asegura una coloca-
cio´n razonable de los superblancos y asegura
que no se pierdan. Una versio´n especial del
desformateador convierte los URL de las eti-
quetas HTML “<A HREF=. . . >” en URL re-
dirigidos a trave´s de interNOSTRUM con el
fin de permitir traducciones en tiempo real
durante la navegacio´n.6
3 Herramientas de apoyo
proyectadas para
interNOSTRUM
Actualmente se trabaja sobre tres herramien-
tas de apoyo: (a) un asistente de estilo para
6Tambie´n permite el tratamiento de muchos tipos
de pa´ginas con frames.
ayudar a los autores de textos en castellano
a evitar algunas ambigu¨edades dif´ıciles de re-
solver utilizando las reglas sinta´cticas, le´xicas
y de estilo especificadas en un castellano con-
trolado; (b) un asistente de preedicio´n, pa-
ra la desambiguacio´n manual de palabras y
estructuras problema´ticas (se hace clic sobre
ellas y se obtiene un menu´ de opciones, lo que
sera´ u´til cuando la estrategia estad´ıstica uti-
lizada por el programa sea incapaz de escoger
la opcio´n correcta); y (c) un asistente de pos-
tedicio´n, en el cual los autores podra´n hacer
clic sobre aquellas palabras del texto meta
que sospeche que son traducciones incorrec-
tas, de forma que le permitira´ sustituirlas por
una de las opciones compatibles con el texto
original, ofrecidas en un menu´.
4 Conclusiones
Hemos presentado interNOSTRUM,
un sistema de traduccio´n automa´tica
castellano↔catala´n actualmente en desa-
rrollo que alcanza una gran velocidad con el
uso de tecnolog´ıa de estados finitos y una
precisio´n razonable utilizando una estrategia
de transferencia morfolo´gica avanzada. El
sistema esta´ disponible como servidor de
internet y se esta´ utilizando para obtener
borradores de traducciones del castellano al
catala´n y para navegar a trave´s de servidores
de internet catalanes en castellano.
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