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ABSTRACT
Based on thermodynamics, we discuss the galactic clustering of expanding Universe by
assuming the gravitational interaction through the modified Newton’s potential given
by f(R) gravity. We compute the corrected N -particle partition function analytically.
The corrected partition function leads to more exact equations of states of the system.
By assuming that system follows quasi-equilibrium, we derive the exact distribution
function which exhibits the f(R) correction. Moreover, we evaluate the critical tem-
perature and discuss the stability of the system. We observe the effects of correction of
f(R) gravity on the power law behavior of particle-particle correlation function also.
In order to check feasibility of an f(R) gravity approach to the clustering of galaxies,
we compare our results with an observational galaxy cluster catalog.
Key words: cosmology: theory − dark energy − large-scale structure of Universe
−− methods: data analysis - analytical
1 OVERVIEW AND MOTIVATIONS
The distribution of galaxies is influenced by the gravitational
force (Padilla, et al. 2004). In fact, gravitational force plays
an important role not only in clustering of galaxies but also
in their large scale structure formation. The characteriza-
tion of galactic clusters on very large scales is very crucial
to understand the evolution and distribution of the galaxies
throughout the Universe. One of the standard ways to study
the formation of the Universe is study of the correlation func-
tions by means of observation (Peebles 1980) and N-body
computer simulations (Itoh et al. 1993). It is known that the
gravitating systems, which interact in pairs, the correlation
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functions determine the thermodynamical properties which
includes gravitation (Hills 1956).
An empirically motivated modification of Newtonian
dynamics, so-called MOND, has been proposed at low
accelerations (Milgrom 1983), which had explained suc-
cessfully a number of observational properties of galax-
ies (Sanders et al. 2002). In MOND scenario, the modi-
fied gravitational potential in the weak field limit of f(R)
gravity has estimated the total mass of a sample of 12
clusters of galaxies which also fits to the mass of visible
matter estimated by X-ray observations (Capozziello et al.
2009). The effects of modified gravitational potential on
clustering of galaxies have been studied recently. For in-
stant, the effects of dark energy on galactic clustering is
studied in Refs. (Hameeda et al. 2016a; Pourhassan et al.
2017). Recently, the galactic clustering of an expanding Uni-
verse by considering the logarithmic and volume (quan-
tum) corrections to Newton’s law along with the repul-
sive effect of a harmonic force induced by the cosmologi-
cal constant is also discussed (Upadhyay 2017). The clus-
c© 2017 The Authors
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tering of galaxies under brane world modified gravity is
also analysed recently (Hameeda et al. 2016b). Our moti-
vation here is to discuss the effects of f(R) gravity on
the galactic clustering and compare our results with the
observations. For details on these theories see, for exam-
ple Nojiri & Odintsov. (2011); Capozziello & De Laurentis.
(2011, 2012); Nojiri, et al. (2017).
In this paper, we first calculate the modification in the
Newtonian potential due to the f(R) gravity. The modi-
fied Newtonian potential leads to an explicit form of N-
particle (galaxies) configuration integrals which helps us to
estimate the N-particle partition function. Once the parti-
tion function is known, it is matter of calculation to derive
various important thermodynamical entities. For instance,
we derive Helmholtz free energy, entropy, internal energy,
pressure and chemical potential. Remarkably, the corrected
form of clustering parameter emerges naturally from these
thermodynamical quantities. With the help of this cluster-
ing parameter and generating functional, we derive the exact
expression for distribution function for both point and non-
point galaxies and study the effects of correction term on the
distribution function. Furthermore, we demonstrate the cor-
rected specific heat at constant volume and by maximizing it
we compute critical temperature for the gravitating system
under f(R) gravity. Remarkably, we obtain the same form
of corrected specific heat in terms of critical temperature to
that of without correction. Moreover, we analyse the evolu-
tion of galaxy-galaxy correlation function where the effects
of f(R) modifications are evident. Finally, we have also tried
to test the proposed f(R) gravity model by the obtained dis-
tribution function with observational data. While we obtain
a very good description of the observed clustering of galax-
ies with our formulas, we have also to stress that we cannot
constrain in a statistically significant way most of the f(R)
parameters, due to the large degeneracies among them.
The plan of the paper is as following. In section 2, we
discuss f(R) gravity and the N particle partition function of
the system under the gravitational potential of an analytic
f(R) theory. In section 3, we study various thermodynami-
cal equation of states relevant for strongly interacting system
of galaxies interacting through the modified Newtonian po-
tential due to f(R) gravity. In section 4, we estimate more
exact distribution function for such gravitating system. The
critical temperature is derived in section 5. The power law
behavior for the galaxy-galaxy correlation function under
f(R) modified Newtonian potential is discussed in section
6. The theory is matched with observations in section 7. Fi-
nally, we draw conclusions and make final remarks in the
last section.
2 GRAVITATIONAL PARTITION FUNCTION
Let us first write the action for f(R) gravity as follows
(Capozziello et al. 2009),
S =
1
16πG
∫
d4x
√−g [f(R) + Lmatter] , (1)
where f(R) is an analytic function of the Ricci scalar R,
g refers the determinant of the metric gµν and Lmatter is
the standard Lagrangian for the perfect fluid matter. The
equations of motion corresponding to the metric is given by
f ′Rµν − 1
2
gµνf
′
;µν + gµνf
′ = 8πGTµν , (2)
where the prime indicates the derivative with respect to R.
Here Tµν is the energy momentum tensor of matter given
as Tµν =
−2√−g
δ(
√−gLmatter)
δgµν
. In order to study the most
general result, we only consider analytic Taylor expandable
functions
f(R) ≃ f0 + f1R+ f2R2 + ..... (3)
Here f1 and f2 are the expansion coefficients and dots in-
clude higher order terms (Huang 2014) and also logarithmic
corrected term (Sadeghi et al. 2016).
In order to discuss the physical prescription of
the asymptotic flatness at infinity, the metric becomes
(Capozziello et al. 2009),
ds2 =
[
1− 2GM
f1r
− δ1(t)e
−r√−ξ
3ξr
− Λr
2
3
]
dt2
−
[
1 +
2GM
f1r
− δ1(t)(r
√−ξ + 1)e−r
√−ξ
3ξr
]
dr2
− r2dΩ, (4)
where the integration constant δ1(t) is arbitrary time-
function and has the dimensions of length/time2, and dΩ
is the angular element. Here ξ = f1
6f2
has the dimension of
1/(length)2, with f1 being dimensionless, and f2 having the
dimension of (length)2.
As we have an explicit Newtonian-like term into the
definition, the solution can be given in terms of gravita-
tional potential U(r). In particular, it is gtt = 1 + 2U(r)
and then from (4) the gravitational potential of an analytic
f(R)-theory given by,
U(r) = −GM
f1r
− δ1(t)e
−r√−ξ
6ξr
, (5)
where Λ = 0 assumed. However it is possible to consider cos-
mological constant Λ as dark energy to find the effect of dark
energy on the cluster of galaxies (Hameeda et al. 2016a). In
that case the effect of dynamical dark energy on the cluster
of galaxies (Pourhassan et al. 2017) can be modeled using
varying Λ or G (Kahya et al. 2015). Gravitational potential
(4) corresponds to the following potential energy,
Φ(r) = −GM
2
f1r
− Mδ1(t)e
−r√−ξ
6ξr
. (6)
The thermodynamics applies as a description of various
dynamical system on a macroscopic level with both equi-
librium and non-equilibrium states. The argument for valid-
ity for non-equilibrium systems is that the globally averaged
thermodynamical quantities like pressure, temperature, den-
sity and internal energy change more slowly than completely
specified local configurations of particles. In gravitating N-
body systems no rigorous equilibrium is possible because the
gravitation is a long range force and does not saturate. Thus,
the system of galaxies can be approximated as particles with
pairwise interaction.
In order to study the thermodynamics of N particles
or galaxies with equal mass M interacting gravitationally
MNRAS 000, 1–14 (2017)
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with a potential energy Φ(r) given by (6), momenta pi and
average temperature T , the partition function is given by,
Z(T, V ) =
1
λ3NN !
∫
d3Npd3Nr ×
exp
(
−
[ N∑
i=1
p2i
2M
+ Φ(r)
]
T−1
)
, (7)
where N ! corresponds to the distinguishability of classical
particles, and λ takes care of the normalization factor re-
sulting from integration over momentum space. Upon inte-
gration over momentum space, this reduces to
ZN (T, V ) =
1
N !
(
2πMT
λ2
)3N/2
QN (T, V ), (8)
where the configurational integral, QN(T, V ), is given by
QN(T, V ) =
∫
....
∫ ∏
16i<j6N
exp[−φ(rij)
T
]d3N r. (9)
Here, the sum of the potential energies of all pairs is a func-
tion of the relative position vector rij = |ri − rj | and corre-
sponds
∑
16i<j6N φ(rij) = Φ(r).
The configurational integral in terms of two particles
function can be expressed as (Ahmad et al. 2002)
QN(T, V ) =
∫
....
∫ [
(1 + f12)(1 + f13)(1 + f23)
. . . (1 + fN−1,N )
]
d3r1d
3r2 . . . d
3rN ,(10)
where two particles function has following form:
fij = e
−Φ(rij)/T − 1. (11)
Here we note that the appearance of two particles function
confirms the presence of interactions in the system and van-
ishes in absence of interactions.
At the cosmological scale we consider galaxies as a point
particles, and in this approximation, the Hamiltonian and,
therefore, the partition function of the systems diverge at
rij = 0. In order to overcome this divergence, we consider
the extended nature of particles (for example theory of in-
finitely extended particles of (Ahmad 1987) which recon-
sidered recently (Hameeda et al. 2016a)) by introducing a
softening parameter which takes care of the finite size of
each galaxy.
By introducing the softening parameter ǫ, the f(R)
modified gravitational (interaction) potential energy be-
tween particles which given by the equation (6) becomes
Φ(r) = − GM
2
f1(r2 + ǫ2)1/2
− Mδ1(t)e
−r√−ξ
6ξ(r2 + ǫ2)1/2
. (12)
The two particle function corresponding to the potential
energy (12) has the following form:
fij(r) = exp
[
GM2
f1(r2 + ǫ2)1/2T
+
Mδ1(t)e
−r√−ξ
6ξ(r2 + ǫ2)1/2T
]
− 1. (13)
As the system is moderately dilute, we can ignore higher
order terms of the two particle function fij as
fij(r) =
[
GM2
f1(r2 + ǫ2)1/2T
+
Mδ1(t)e
−r√−ξ
6ξ(r2 + ǫ2)1/2T
]
. (14)
The configuration integrals over a spherical volume of radius
R1 for N = 1 yields,
Q1(T, V ) = V. (15)
Moreover, the configuration integral Q2(T, V ) for N = 2 has
the following form:
Q2(T, V ) = 4πV
∫ R1
0
[
1 +
GM2
f1(r2 + ǫ2)1/2T
+
Mδ1(t)e
−r√−ξ
6ξ(r2 + ǫ2)1/2T
]
r2dr. (16)
This further simplifies to
Q2(T, V ) = V
2
[
1 +
3
2
GM2
R1T
(
1
f1
√
1 +
ǫ2
R21
(17)
+
ǫ2
f1R21
log
ǫ/R1[
1 +
√
1 + ǫ
2
R2
1
]
+
δ1(t)
147GMξ
[√
1 +
ǫ2
R21
(
−16R1
√
−ξ
+ 32
ǫ2
R1
√
−ξ

1− ǫ/R1[
1 +
√
1 + ǫ
2
R2
1
]


− 6R21ξ + 3(8 + 3ǫ2ξ)
)
+ 3
ǫ2
R21
(8 + 3ǫ2ξ) log
ǫ/R1[
1 +
√
1 + ǫ
2
R2
1
]





 .
If we define the dimensional quantities as
α1 =
√
1 +
ǫ2
R21
+
ǫ2
R21
log
ǫ/R1[
1 +
√
1 + ǫ
2
R2
1
] ,
α2 =
δ1(t)
147GMξ
[√
1 +
ǫ2
R21
(
−16R1
√
−ξ
+ 32
ǫ2
R1
√
−ξ

1− ǫ/R1[
1 +
√
1 + ǫ
2
R2
1
]


− 6R21ξ + 3(8 + 3ǫ2ξ)
)
+ 3
ǫ2
R21
(8 + 3ǫ2ξ) log
ǫ/R1[
1 +
√
1 + ǫ
2
R2
1
]

 , (18)
then, Q2(T, V ) reduces to following compact form:
Q2(T, V ) = V
2
[
1 +
3
2
(
α1
f1
+ α2
)(
GM2
R1T
)3]
. (19)
The following scale transformations of quantity: ρ →
λ−3ρ, T → λ−1T and R1 → λR1 leads to GM2R1T → (
GM2
R1T
)3 =
3
2
(
GM2
T
)3
ρ ≡ x. With this, equation (19) reduces to
Q2(T, V ) = V
2(1 + αx), (20)
where
α
(
ǫ
R1
)
=
α1
f1
+ α2. (21)
MNRAS 000, 1–14 (2017)
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For the point masses (i.e., ǫ = 0), α reduces to
α (ǫ = 0) = 1 + α2|ǫ=0, (22)
where
α2|ǫ=0 = δ1(t)
147GMξ
[(
−16R1
√
−ξ − 6R21ξ + 24
)]
. (23)
In same fashion, the configurational integrals for N = 3, 4
are obtained iteratively as
Q3(T, V ) = V
3
(
1 + αx
)2
, (24)
and
Q4(T, V ) = V
4
(
1 + αx
)3
. (25)
This enables us to write the most general form of configura-
tional integral as
QN(T, V ) = V
N(1 + αx)N−1. (26)
Exploiting definition (8), we can write explicit form of the
gravitational partition function for gravitating system under
f(R) gravity as
ZN (T, V ) =
1
N !
(
2πMT
λ2
)3N/2
V N
(
1 + αx
)N−1
. (27)
Here, the correction due to f(R) term is embedded in pa-
rameter α.
The possibility to eventually estimate the constraints
for f(R) theories which are in literature on the parameter
α is made difficult by many factors. First of all, in a back-
ground analysis we generally don’t need to define parame-
ters like δ1, which is functional to the gravitational poten-
tial, but not to other cosmological quantities. The departure
from general relativity is generally ascribed to the parame-
ter fR ≡ df/dR which is almost equivalent to our f1, stated
that most of the constraints on fR are obtained assuming a
model with R + f(R). Thus, our f1 ∼ 1 would correspond
to fR ∼ 0. One of the latest analysis of one of the most used
models in literature, the Hu-Sawicki model (Hu & Sawicki
2007), gives an upper limit |fR| . 10−3, using dynamical
probes (growth of matter perturbations and CMB power
spectra data, among others) (Hu et al. 2016). This means
that f1 . 1 (because fR from that analysis is negative) and,
thus, makes a negligible contribution to α through the term
α1/f1.
Unfortunately, we cannot investigate the influence on
α from δ1 because the potential written as in Eq. (12) has
not been studied extensively in literature. A similar, but not
equivalent version of it, can be found in (Capozziello et al.
2009), but also in this case the parameter δ1 was not explic-
itly left free in the analysis.
3 EQUATIONS OF STATE
Our goal of this section is to study the effects of f(R) gravity
on various thermodynamical equations of state of the theory.
Once we have explicit expression for gravitational partition
function is known, it is matter of calculation to derive vari-
ous thermodynamical entities. For instance, with the help of
relation between partition function and Helmholtz free en-
ergy as F = −T lnZN(T, V ), we can derive Helmholtz free
energy as
F = −T ln
(
1
N !
(
2πMT
λ2
)3N/2
V N
(
1 + αx
)N−1)
. (28)
This further simplifies to
F = NT ln
(
N
V
T−3/2
)
−NT − (N − 1)T ln (1 + αx)
− 3
2
NT ln
(
2πM
λ2
)
. (29)
In the Fig. 1 and Fig. 2 we can see behavior of the Helmholtz
free energy in terms of N with variation of δ1(t) (Fig. 1)
and ǫ (Fig. 2). It is illustrated that there is a minimum for
Helmholtz free energy. We show that both parameter en-
hanced Helmholtz free energy. It means that modified grav-
ity correction increases value of the Helmholtz free energy.
For the enough large δ1(t) the value of the Helmholtz free
energy is positive. Hence, if δ1(t) be increasing function of
time, hence Helmholtz free energy is increasing function
of time (later with analyze of the entropy we show that
δ1(t) must be increasing function of time). We also find
that Helmholtz free energy corresponding to point masses is
smaller than Helmholtz free energy corresponding to the ex-
tended masses. Moreover, by the red lines of the Fig. 2 (lower
lines) we can see that effects of modified gravity (comparison
with standard general relativity) is increasing of Helmholtz
free energy. This point deserves some comments. As we have
shown, the Helmholtz free energy is a quantity depending on
α, and α depends on ǫ. As ǫ is a parameter introduced to take
into account extended structures, the Helmholtz free energy
results different with respect to that of point-like masses.
In our specific case, improving ǫ gives rise to the improve-
ment of the Helmholtz free energy. From a physical point
of view, this means that the Helmholtz free energy depends
on the size of the system (the size of the galaxy) and the
interaction potential, (here a Newtonian potential corrected
with a Yukawa term). Being such a free energy an extensive
thermodynamical quantity, depending on the volume, it is
obviously larger than that of a point-like system.
Since entropy S and Helmholtz free energy are related
with the following formula: S = −
(
∂F
∂T
)
N,V
. Hence, corre-
sponding to Helmholtz free energy (29), the entropy is given
by,
S = N ln
(
V
N
T 3/2
)
+ (N − 1) ln (1 + αx)
− 3N αx
1 + αx
+
5
2
N +
3
2
N ln
(
2πM
λ2
)
. (30)
Here we note that N is large enough to assume N − 1 ≈ N .
This leads to following specific entropy:
S
N
=
S0
N
− 3 αx
1 + αx
+ ln
(
V
N
T 3/2
)
− ln (1− αx
1 + αx
)
, (31)
where S0 =
5
2
N + 3
2
N ln
(
2πM
λ2
)
. These expressions coincide
with their standard form (Ahmad et al. 2002) except the
modification in the form of clustering parameter of galaxies,
B, defined as
B = αx
1 + αx
. (32)
Here, we note that the form of the modified clustering pa-
rameter emerges naturally. The clustering parameter is an
MNRAS 000, 1–14 (2017)
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Figure 1. Typical behavior of the Helmholtz free energy in terms
of N with variation of δ1(t). We set unit value for all other pa-
rameters.
important quantity because its value governs the strength of
clustering.
In case of point masses, i.e. ǫ = 0, the modified cluster-
ing parameter under f(R) gravity takes the following form:
B(ǫ = 0) := B0 = (1 + α2|ǫ=0)x
1 + x(1 + α2|ǫ=0) . (33)
In the Fig. 3 we can see behavior of the entropy with mod-
ified gravity parameter δ1(t). It is clear that if δ1(t) be in-
creasing function of time, then the entropy is also increas-
ing function of time in agreement with the second law of
the thermodynamics. We also can see that the entropy of
the point masses diverges after the entropy of the extended
masses. In order to have comparison with standard general
relativity one can take ξ → ∞ limit and obtain red (three
lines in right) lines of the Fig. 3. We can see similar behavior
in general but with different asymptotic points. Also in the
case of δ1(t)→ 0 both have similar behavior as expected.
Since the explicit forms of Helmholtz free energy and
entropy are known, therefore the form of internal energy, U ,
can be easily derived with the help of definition, U = F+TS,
as
U =
3
2
NT
(
1− 2B). (34)
The form of internal energy coincides with the standard
form. However, corrections due to f(R) gravity is embedded
in clustering parameter B. In the Fig. 4 we can see general
behavior of the internal energy in the modified gravity (solid
line) and standard general relativity (dashed line). We can
see that the effect of modified gravity is increasing of the
internal energy.
The pressure, P and chemical potential, µ, are re-
lated with Helmholtz free energy as P = − ( ∂F
∂V
)
N,T
and
Figure 2. Typical behavior of the Helmholtz free energy in terms
of N with variation of ǫ. Black lines are corresponding to modi-
fied gravity while red lines are corresponding to standard general
relativity. We set unit value for all other parameters.
µ =
(
∂F
∂N
)
V,T
, respectively. Therefore, the explicit form of
pressure and chemical potential can be given as
P =
NT
V
(
1− B), (35)
µ = T ln
(
N
V
T−3/2
)
+ T ln
(
1− B)
− 3
2
T ln
(
2πM
λ2
)
−BT. (36)
These expressions also coincide with their standard forms.
The only difference is the value of clustering parameter
which exhibits correction due to the f(R) gravity. This
chemical potential can be utilized to study the distribution
function of the system. We find that both P and µ behave
similar internal energy hence the effect of modified gravity
is increasing of the pressure and chemical potential.
4 GENERAL DISTRIBUTION FUNCTION
Here, we assume that the system of galaxy is in quasi-
equilibrium and follows grand canonical ensemble. For grand
canonical ensemble, the partition function is defined by
ZG(T, V, z) =
∞∑
N=0
zNZN (V, T ), (37)
where z refers to absolute activity. The grand partition func-
tion for the system of galaxies interacting through f(R)
gravity is given by
lnZG =
PV
T
= N(1− B). (38)
MNRAS 000, 1–14 (2017)
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Figure 3. Typical behavior of the entropy in terms of δ1(t) by
variation of ǫ. We set unit value for all other parameters.
Figure 4. Typical behavior of the internal energy in terms of δ1(t)
for modified gravity (solid line) and standard general relativity
(dashed line) We set unit value for all parameters.
For a statistical system, the distribution function (probabil-
ity of finding N particles in volume V ) is given by
pV (N) =
∑
i e
Nµ
T e
−Ui
T
ZG(T, V, z)
=
e
Nµ
T ZN (V, T )
ZG(T, V, z)
. (39)
Exploiting relation (38), the distribution function of gravi-
tational system with extended mass interacting under f(R)
Figure 5. Typical behavior of the distribution function in terms
of N by variation of δ1(t). We set unit value for all other param-
eters.
gravity is given by
pV (N, ǫ) =
N¯N
N !
(
1 +
N
N¯
B
(1−B)
)N−1
×
(
1 +
B
(1− B)
)−N
e[−NB−N¯(1−B)]. (40)
For point mass case, i.e. ǫ = 0, the expression of distribution
function reads,
pV (N, ǫ = 0) =
N¯N
N !
(
1 +
N
N¯
B0
(1− B0)
)N−1
×
(
1 +
B0
(1− B0)
)−N
e[−NB0−N¯(1−B0)]. (41)
From the above expression, it is evident that, beside the ex-
pression of clustering parameter B, the form of distribution
function exactly matches with their standard form given in
Ref. (Ahmad et al. 2002). The form of standard clustering
parameter, b, is given by,
b =
x
1 + x
, (42)
which is clearly different than the our clustering parame-
ter (32). In the Fig. 5 we draw distribution function (40) in
terms of N and see that probability of finding N particles in
volume V in the modified gravity δ1(t) 6= 0 is smaller than
the case of δ1(t) = 0. It is the case because total volume in
modified gravity is bigger than the case in standard general
relativity, and it is clear for example from the equation (??).
Easily by taking ξ →∞ limit one can obtain standard gen-
eral relativity probability which is higher than the case of
modified gravity.
MNRAS 000, 1–14 (2017)
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5 CRITICAL TEMPERATURE
In this section, we study the stability and critical temper-
ature of the galaxy clustering. The specific heat and their
variation for perfect gas to virialized gas (B = 1) have illu-
minating physical insights into clustering. The expression of
specific heat at constant volume is given by
CV =
1
N
(
∂U
∂T
)
N,V
=
3
2
[
1 + 6αx− 4α2x2
(1 + αx)2
]
. (43)
It can be clearly seen from the expression that in the limit
α→ 0 (and hence B → 0), the specific heat at constant vol-
ume reduces to CV = 3/2. This means that in this limit sys-
tem behaves a monotonic perfect gas system. On the other
hand, for completely virialized system where galaxies are
strongly clustered, (i.e., αx → ∞ or B = 1), the specific
heat takes following value:
CV = −3
2
. (44)
The negative value of specific heat signifies that the system
is unstable. Here, we note that the instability of system of
galaxies are not analogous to the system of imperfect gases
as gravitating systems contribute extra degrees of freedom
due to semistability. The negative specific heat can be justi-
fied as suppose many galaxies attach to clusters and there-
fore impart energy to clusters which causes galaxies to rise
out of cluster potential wells. Consequently, galaxies lose
kinetic energy and become cooler, therefore producing the
negative overall value of specific heat. Moreover, in limit
αx→ 1
2
, the specific heat of the system reduces to
CV =
5
2
, (45)
which shows the behavior of diatomic gas. By maximizing
CV with temperature, i.e.,
∂CV
∂T
= 0, (46)
we can get the value of critical temperature.
The critical temperature for point structured galaxies
is obtained as
Tc(ǫ = 0) =
[
3
N¯
V
(GM2)3(1 + α2|ǫ=0)
]1/3
. (47)
For extended structure galaxies, the expression of critical
temperature is
Tc =
[
3
N¯
V
(GM2)3(α1 + α2)
]1/3
, (48)
where parameter α1 and α2 have explicit expressions in (18).
The specific heat for both point and extended mass
cases can be expressed in terms of critical temperature as
CV =
3
2

1− 2
1− 4
(
T
Tc
)3
(
1 + 2
(
T
Tc
)3)2

 . (49)
The above form coincides exactly with the the form given in
Ref. (Saslaw & Ahmad 2010). This justifies the claim even in
f(R) case that at critical temperature the basic homogeneity
of the system has been broken on the average interparticle
scale by the formation of binary systems bounded gravita-
tionally. We express the clustering parameter in terms of
critical temperature as
B = T
3
c
T 3c + 2T 3
. (50)
This implies that, at critical temperature, i.e. T = Tc,
the corrected clustering parameter takes following value:
Bcrit = 1/3. We can call this as a critical value of cluster-
ing parameter at which the specific heat takes its maximum
value.
The pressure and internal energy can be expressed in
terms of critical temperature as following:
P =
2N
V
(
T 4
T 3c + 2T 3
)
, (51)
U =
3
2
NT
(
2T 3 − T 3c
2T 3 + T 3c
)
. (52)
It is evident that at critical temperature, i.e. T = Tc, the
pressure and internal energy take following values: P = 2
3
NT
V
and U = 1
2
NT , respectively.
6 THE GALAXY-GALAXY CORRELATION
FUNCTION IN F(R) GRAVITY
In this section, we would like to examine the behavior of two
particle correlation function under the effect of F (R) gravity.
In fact, the power law behavior of two particle correlation
function Ξ(x) in clustering of galaxies, i.e. Ξ(x) = r−1.8, has
been established by observation (Peebles 1980) as well as by
N-body simulation (Suto et al. 1990).
The internal energy U for a system of spherical volume
V consisting of N-particles has following form (Saslaw 2000):
U =
3
2
NT − Nρ
2
∫
V
Φ(r)Ξ(r)4πr2dr, (53)
where interaction potential between two galaxies Φ in f(R)
gravity is given in Eq. (12). Now, in order to see the modifi-
cation in the power law of correlation function, the clustering
parameter is defined as
B = GM
2ρ
6T
∫
rΞ(r)√
ǫ2 + r2
( 1
f1r
+
δ1(t)e
−r√−ξ
6GMξ
)
dV. (54)
The volume differentiation of this yields following expres-
sion:
∂B
∂V
=
Gm2ρ
6T
dρ
dV
∫
rΞ(r)√
ǫ2 + r2
( 1
f1r
+
δ1(t)e
−r√−ξ
6GMξ
)
dV
+
Gm2ρ
6T
∂
∂V
∫
rΞ(r)√
ǫ2 + r2
( 1
f1r
+
δ1(t)e
−r√−ξ
6GMξ
)
dV. (55)
Inserting following relation
∂B
∂V
=
∂ρ
∂V
∂B
∂ρ
(56)
in Eq. (55), we get
∂B
∂ρ
=
B(1− B)
ρ
. (57)
Since ρ = N
V
, therefore
∂ρ
∂V
= − ρ
V
. (58)
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Upon further simplifications of above relations, we get the
following functional form of correlation function:
ξ(r) =
9B2T
2πGm2ρ
1
r2
(
1 +
ǫ2
2r2
)( 1
f1r
+
δ1(t)e
−r√−ξ
6GMξ
)−1
, (59)
where we have neglected the higher powers of ǫ/r. From
relation (59), the effects of f(R) modifications to the cor-
relation function can be easily seen. First of all, we notice
how f1 would only change the amount of correlation (the
larger f1, the larger ξ), but not the radial behavior; instead,
δ1 has a twofold effect, both on the degree of correlation
(the larger δ1, the smaller ξ) and on the radial dependence
through the exponential behaviour. Finally, as explained in
the previous sections, it is not easy to quantify and convert
present constraints on f(R) in terms of changes in the cor-
relation function, due to the variety of f(R) models which
are considered, and to the chosen theoretical parameters.
7 OBSERVATIONAL DATA
In order to test the feasibility of an f(R)-gravity approach to
the clustering of galaxies using some of the tools developed
in the previous sections, we need to choose a galaxy and/or
cluster catalog to be compared with theory. We have chosen
to work with the cluster catalog described in (Wen & Han
2012), containing 132, 684 clusters of galaxies in the redshift
range 0.05 6 z < 0.8. The catalogue is based on the iden-
tification of clusters and groups of galaxies from the Sloan
Digital Sky Survey III (SDSS-III). Even if there is a more
updated version of the same catalogue (Wen & Han 2015),
we have decided to work with this older version because it
provides, for each cluster, all the quantities we need to test
our theory by using Eq. (40). In particular, among others,
the catalogue provides:
• the radius of the cluster, r200 inMpc, which is, as usual,
the radius within which the mean density of a cluster is 200
times the critical density of the universe at the same redshift;
• N200, the number of member galaxy candidates for each
given cluster, within r200.
The most recent version of the same catalogue (Wen & Han
2015) provides slightly more accurate estimations for clus-
ters’ masses, but at r500 < r200; as we are not interested
in masses, but only in galaxy counts-in-cells, and we want
to explore the largest volumes possible, we will stick to the
older numbers from (Wen & Han 2012), even if a compar-
ison between the clustering at r500 and at r200 might be
interesting. But we will leave it for future works.
How do we perform the counts-in-cell procedure? First,
we identify the cells with the volumes corresponding to each
r200; thus, for us, each cluster in the catalogue is a properly
defined cell. Then, for each cluster/cell, we derive the ob-
served distribution function pV (N) by counting how many
galaxies are in each cell, i.e., by using the given N200 data.
Considering that we are given both the redshift z and the ra-
dius r200 for each cluster, we divide the full sample in smaller
groups and try to detect, if any, a possible dependence of the
theoretical parameters with scale and time. We have divided
the total sample in redshift bins with width ∆z = 0.05,
and radius bins with width ∆r200 = 0.1 Mpc. From the
obtained sub-groups, we have selected only those contain-
ing a sufficiently large number of clusters, ending with the
groups corresponding to cell/cluster radii 0.8 < r200 < 0.9,
0.9 < r200 < 1.0 and 1.0 < r200 < 1.1 Mpc, and to redshift
0.05 6 z 6 0.65. We need to remember that the catalogue
we are using is complete up to a redshift z ∼ 0.42, for clus-
ters with an estimated mass M200 > 1 · 1014 M⊙; at higher
redshift, a bias toward smaller clusters (lower masses) is pos-
sible (Wen & Han 2012).
It is important to highlight here some main differences
between the way we perform our counts-in-cells analysis
and previous works in literature. In most of the latter ones
(Rahmani et al. 2009; Sivakoff & Saslaw 2005), once a cata-
logue is chosen, the covered sky is divided in cells by fixing
their angular dimensions, and the galaxy count is performed
in each cell for each chosen angle. These counts are then
compared with the theoretical expectation for the distribu-
tion function pV (N). Instead, we follow more closely the ap-
proach of (Yang & Saslaw 2011, 2012), where the cells are
determined by their physical length, in our case the radius
r200. This latter approach has also another benefit which
becomes more important and evident when working with a
sample which extends on a large redshift interval, like in
our case: the same physical lenght is used as reference cell
radius at every redshift, while the former approach, with
the cells being determined by constant angular dimensions,
would imply that larger physical cells/volumes are explored
at higher redshift with respect to lower redshift ones.
Another maybe even more important difference, how-
ever, is in the way the cells are defined. All the former refer-
ences start from a galaxy sample, define a cell volume, and
cover the full sky by this mapping; then, galaxies are counted
in each cell but without taking into consideration the clus-
tering status of the galaxies, i.e., if they form structures
(groups and clusters) or if they are field galaxies. What is
generally argued, is that the cell radius, at least numerically,
could correspond to a cluster and/or group of galaxies scale,
but there is no certainty that such structures are present
and no correspondence is looked for concerning this aspect.
In (Wen & Han 2012), the galaxy catalog from SDSS-III
is scanned exactly for this purpose, namely, to search for
groups and clusters of galaxies, and is eventually returned
as a cluster catalog. Thus, we will explore the compatibil-
ity of the theoretical distribution function with consistently-
identified clustered structures. This same analysis has been
started for the first time in (Yang & Saslaw 2012), but on
a much smaller redshift range than that we consider in this
work. Also, as we are working on scales which are much
smaller than those where the quasi-equilibrium clustering
should be more effective, there will be some consequences
and caveats which we will have to take in mind when in-
terpreting our results, as explained in (Yang & Saslaw 2011,
2012).
In Table 1 we report results from fitting Eq. (40) with
the chosen cluster catalog data. The parameters involved in
Eq. (40) are rewritten as:
- R1 = r200 is the volume radius of the cell (cluster) we
have considered; as explained above, we bin the data with
respect to R1;
- N = N200 is the number of galaxies in each cell/cluster;
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Table 1. Results from fitting Eq. (40) with data from the cluster catalog from (Wen & Han 2012). Data and fits are divided in redshift
bins (first column) and cell radius bin (as indicated by R intervals). Ncl is not a fitting parameter, but the number of clusters in each
redshift and radius bin. All the fitting parameters are described in the text.
χ2ls
0.8 < R1 < 0.9 Mpc 0.9 < R1 < 1.0 Mpc 1.0 < R1 < 1.1 Mpc
z Ncl N¯ b L˜ δ˜1 f1 Ncl N¯ b L˜ δ˜1 f1 Ncl N¯ b L˜ δ˜1 f1
[0.05, 0.1] 291 9.33+0.12−0.13 < 0.16 < 9.16 < 3.75 290 390 11.16
+0.19
−0.20 < 0.22 < 4.43 < 6.38 2955 298 14.04
+0.09
−0.09 < 0.10 < 1.11 162 4 .99
[0.1, 0.15] 1052 10.01+0.15−0.15 0.069
+0.056
−0.056 < 1.20 < 125 191 1526 11.96
+0.10
−0.10 < 0.16 < 2.14 < 28.1 0 .33 949 15.59
+0.05
−0.05 < 0.19 < 2.96 < 2.44 60 .9
[0.15, 0.2] 2343 10.54+0.16−0.17 < 0.23 < 4.01 < 11.1 18 2919 12.93
+0.11
−0.10 < 0.21 < 5.71 < 3.12 97 .3 1826 16.75
+0.03
−0.03 0.05
+0.20
−0.04 0.47
+0.44
−0.27 < 18.6 53 .6
[0.2, 0.25] 3069 10.58+0.14−0.14 < 0.26 < 4.91 < 6.43 4219 3688 12.85
+0.05
−0.05 < 0.094 < 1.24 < 67.8 165 2398 16.92
+0.07
−0.07 0.076
+0.069
−0.057 < 0.93 25 .7 335
[0.25, 0.3] 3318 10.13+0.14−0.14 < 0.16 < 1.68 < 70.6 2716 3982 12.56
+0.15
−0.15 < 0.25 < 4.21 < 4.93 27 .2 2443 16.17
+0.10
−0.10 < 0.16 < 4.33 < 5.71 88 .9
[0.3, 0.35] 4024 10.28+0.14−0.14 < 0.096 < 1.36 < 148 905 5055 12.48
+0.15
−0.15 < 0.13 < 1.39 < 56.5 182 2958 16.35
+0.13
−0.13 < 0.20 < 2.82 < 8.17 39 .9
[0.35, 0.4] 4379 10.36+0.14−0.14 < 0.22 < 6.63 < 4.95 0 .26 5402 12.70
+0.16
−0.15 < 0.098 < 1.01 15 .0 90 .0 3208 16.37
+0.13
−0.13 < 0.19 < 2.10 < 11.8 63 .5
[0.4, 0.45] 4925 10.09+0.18−0.18 < 0.20 < 4.27 < 16.1 13 .5 5819 12.35
+0.19
−0.18 < 0.13 < 1.21 < 96.3 17771 3289 16.10
+0.19
−0.19 < 0.13 < 2.59 < 26.9 218
[0.45, 0.5] 3982 9.45+0.11−0.12 < 0.15 < 0.59 < 216 554 4813 11.38
+0.17
−0.17 < 0.23 < 3.83 < 12.5 634 2660 14.65
+0.17
−0.17 < 0.08 < 0.81 < 171 131
[0.5, 0.55] 2838 8.92+0.22−0.21 < 0.18 < 2.91 < 34.3 35 .9 3631 10.15
+0.14
−0.14 < 0.16 < 1.36 47 .8 5450 2009 12.98
+0.15
−0.16 < 0.19 < 2.65 < 19.5 1594
[0.55, 0.6] 1971 8.69+0.24−0.25 < 0.11 < 1.48 < 201 3 .39 2614 9.61
+0.34
−0.36 < 0.23 < 3.99 < 14.1 0 .19 1538 12.28
+0.15
−0.15 < 0.20 < 3.60 < 8.23 119
[0.6, 0.65] 1046 8.49+0.20−0.21 < 0.29 < 4.47 < 8.30 215 1586 9.26
+0.32
−0.34 < 0.18 < 1.99 < 63.3 908 977 11.18
+0.18
−0.18 < 0.15 < 3.67 < 20.7 18 .9
χ2jk
0.8 < R1 < 0.9 Mpc 0.9 < R1 < 1.0 Mpc 1.0 < R1 < 1.1 Mpc
z Ncl N¯ b L˜ δ˜1 f1 Ncl N¯ b L˜ δ˜1 f1 Ncl N¯ b L˜ δ˜1 f1
[0.05, 0.1] 291 9.39+0.08−0.08 < 0.20 < 1.95 < 36.6 9 .6 · 10
5 390 11.26+0.07−0.07 0.04
+0.10
−0.03 0.48
+0.49
−0.30 < 204 2791 298 14.26
+0.08
−0.08 < 0.13 0.63
+1.13
−0.42 < 8.57 7 .0 · 10
5
[0.1, 0.15] 1052 10.15+0.04−0.05 0.13
+0.15
−0.08 < 0.78 < 57.8 117 1526 12.01
+0.04
−0.04 < 0.15 < 0.98 < 35.6 1156 949 15.55
+0.04
−0.04 < 0.10 < 0.95 < 17.9 7 .4 · 10
4
[0.15, 0.2] 2343 10.69+0.03−0.03 < 0.24 < 1.39 < 25.1 2106 2919 12.99
+0.03
−0.03 < 0.11 < 1.02 < 62.1 31 .7 1826 16.81
+0.04
−0.03 < 0.06 < 0.75 < 21.3 342
[0.2, 0.25] 3069 10.57+0.07−0.07 < 0.10 < 1.04 < 103 156 3688 12.97
+0.03
−0.03 < 0.16 < 0.99 < 29.6 705 2398 16.94
+0.03
−0.03 < 0.11 < 0.77 < 27.9 2673
[0.25, 0.3] 3318 10.26+0.03−0.03 0.14
+0.21
−0.09 < 0.84 < 61.2 956 3982 12.59
+0.03
−0.03 < 0.16 < 0.92 < 55.1 8 .71 2443 16.19
+0.03
−0.03 < 0.08 < 0.99 < 50.4 152
[0.3, 0.35] 4024 10.44+0.03−0.03 < 0.25 < 1.81 < 24.0 116 5055 12.55
+0.03
−0.03 < 0.30 < 1.82 < 8.21 816 2958 16.38
+0.03
−0.03 < 0.20 < 0.68 < 29.8 146
[0.35, 0.4] 4379 10.52+0.03−0.03 0.12
+0.14
−0.07 < 0.72 < 74.3 63 .6 5402 12.75
+0.02
−0.02 < 0.05 2.73
+4.62
1.43 < 19.3 41 .1 3208 16.45
+0.03
−0.03 < 0.19 < 0.86 < 23.0 11 .6
[0.4, 0.45] 4925 10.31+0.038−0.03 < 0.29 < 3.08 23 .4 54 .8 5819 12.45
+0.02
−0.03 < 0.11 < 0.94 < 99.7 1067 3289 16.08
+0.03
−0.03 0.12
+0.16
−0.07 < 0.87 3 .30 14 .6
[0.45, 0.5] 3982 9.78+0.03−0.03 < 0.35 < 3.69 14 .2 176 4813 11.50
+0.03
−0.03 < 0.19 < 1.02 < 50.8 817 2660 14.69
+0.03
−0.03 0.15
+0.20
−0.10 < 0.93 < 25.6 131
[0.5, 0.55] 2838 9.25+0.03−0.03 < 0.26 4.66
+5.22
−2.43 < 2.27 0 .86 3631 10.33
+0.03
−0.03 0.32
+0.21
−0.15 < 0.99 < 15.9 52 .7 2009 13.0
+0.03
−0.03 < 0.17 < 0.82 < 48.7 1201
[0.55, 0.6] 1971 9.06+0.04−0.04 < 0.25 < 3.45 < 12.2 2 .08 2614 10.37
+0.05
−0.05 < 0.28 < 1.13 < 36.5 2443 1538 12.38
+0.05
−0.05 < 0.11 < 1.07 < 53.9 158
[0.6, 0.65] 1046 8.85+0.05−0.05 < 0.24 < 1.54 1 .84 1 .4 · 10
4 1586 9.50+0.05−0.04 < 0.19 < 1.20 < 73.6 41 .3 977 11.32
+0.05
−0.05 < 0.19 < 1.12 < 37.2 61 .5
- the dimensionless softening parameter:
ǫ˜ =
ǫ
R1
; (60)
- the interaction range of the f(R) model, both dimen-
sional (in Mpc):
L =
1√−ξ =
√
−6f2
f1
; (61)
and dimensionless:
L˜ =
L
R1
. (62)
Thus, it is clear we leave L˜ and f1 as free parameters in our
fitting procedure, while f2 can be determined from them;
- the clustering parameter b, which enters Eq. (40)
through:
B = bα
1 + b(α− 1) ; (63)
- the dimensionless time-function parameter which quan-
tify the deviation of the f(R)-model from General Relativity
(GR):
δ˜1 =
δ1R
2
1
GM
. (64)
Note that in GR we have only two parameters for Eq. (40),
i.e. N¯ and b which might be even derived directly from obser-
vations, if the counts-in-cells were performed on scales large
enough for the quasi-equilibrium condition to hold. Thus, in
principle, in GR, we would have no free parameters. How-
ever, it is also clear that if one wants to perform a fit of
the same data with a given expression for the distribution
function, a maximum of two free parameters are present.
Then, it is obvious that for our f(R) model, which has five
free parameters (including the f(R) parameters L˜, δ˜1, f1),
and given the way they enter in Eq. (40), we might have a
lot of degeneracies in our case and very likely we won’t be
able to constrain in a statistically satisfying way most of the
parameters. In Table 1 we also include Ncl, i.e. the number
of clusters in each redshift bin, but this won’t be a fitting
parameter.
In order to fit the data, we have used two different ap-
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proached. First, we have performed a proper least-square
minimization, i.e. we minimize the quantity
χ2ls =
∑
i
(
ptheoV (Ni)− pobsV (Ni)
)2
, (65)
where pobsV (Ni) is the counts-in-cell distribution from data,
and ptheoV (Ni) is the counts-in-cell expected from f(R), as
given in Eq. (40). The index i derives from the fact that in
each bin, we have a minimal and maximum N200; we select i
finite values in the range [Nmin, Nmax] at which we evaluate
the distribution function, both observational and theoreti-
cal. Second, we also perform a χ2-like analysis, minimizing
the quantity:
χ2jk =
∑
i
(
ptheoV (Ni)− pobsV (Ni)
)2
σ2i
, (66)
where σi are the errors on p
obs
V (Ni). We have derived these
errors from the data with a jackknife-like procedure. For
each redshift and radius bin:
(i) we cut a fraction F from the total bin population;
(ii) we derive the counts-in-cell distribution function for
the cut sample, i.e. we have a new distribution for the Ni
defined as above.
The previous steps are performed for different fraction F ,
ranging from 10% to 90% of the total sample; and for each
fraction, we repeat the same steps up to ∼ 50 times. In such
a way, we end up with a very-closely-gaussian distribution of
∼ 50 Ni (for each i) values; for each of them, we extract the
standard deviation and assume this last quantity as the error
σi. The data points and the errors so obtained are shown as
black dots and bars in Figs. (6) - (7) - (8). The best fitting
pV (N) distributions obtained from the minimization of χ
2
ls
are shown in red; those derived from χ2jk are in green.
The minimization of the defined χ2 is performed by us-
ing a Monte Carlo Markov Chain (MCMC) approach, run-
ning chains with 106 points and applying some priors on
the parameters in the most general way possible, namely:
N¯ > 0; 0 6 b 6 1; 0 6 ǫ˜ 6 1; L˜ > 0; f1 > 0, given
that the GR limit is f1 → 1 and we need the first term
in Eq. (5) to have attractive behaviour; and δ˜1 > 0. This
last condition ensures that the f(R) model we are consid-
ering works as a dark energy-type fluid, i.e. gives repulsive
contribution to the gravitational potential. We could have
considered also the case δ1 < 0, implying an attractive con-
tribution to the gravitational potential and, thus, having the
f(R) theory mimicking a dark matter effect. However, such
effect is quite controversial and questionable (see, for exam-
ple, (Sotiriou & Faraoni 2010) and references therein), and
would require a deeper theoretical study which is of course
out of the purpose of this work. Thus, we stick to the only
choice of a positive δ1.
Moving the discussion to the constraints we are able
to put on the theoretical parameters, as it can be easily
noted, in Table 1 we do not report results for the soften-
ing parameter ǫ˜, which is definitely unconstrained, showing
a basically uniform distribution all over the feasible range
[0, 1]. On the other hand, as expected, N¯ is very well con-
strained in all cases, and there is no statistically significant
difference between the values obtained with χ2ls and χ
2
jk.
The clustering parameter b is mostly consistent with zero,
and only an upper limit can be set; this result indicates that
the clusters in the catalog are not virialized (Yang & Saslaw
2012). Moreover, a similar trend has been noted also in liter-
ature, where smaller values of the cells correspond to smaller
values of b (Sivakoff & Saslaw 2005; Rahmani et al. 2009;
Yang & Saslaw 2012).
The interaction length L˜ (which is a parameter char-
acteristic of the gravitational theory considered), as well as
b, is basically consistent with zero which is, incidentally, its
GR limit. To be noted that L˜ depends on f1 and f2, which
both enter the action of the f(R) model and, thus, should
be fixed by the theory to well determined values valid for
all the gravitational structures once and for all. Instead, we
have left them free to vary from one cluster to another in
order to take into account possible local interactions lead-
ing the clusters far from the quasi-equilibrium condition. If
we join the probability distributions from each and every
cluster, we end up with a final joint estimation for the full
sample, of L˜ = 0.47±0.09Mpc for χ2ls and of L˜ = 0.41±0.08
Mpc for χ2jk. The two are very consistent with each other,
but we cannot conclude that we do detect a deviation from
GR, because we miss to check two other parameters, δ˜1 and
f1.
And, in fact, the f(R)-amplitude parameter δ˜1 itself is
mostly consistent with zero, and only an upper limit can be
set in most of the cases. In terms of the dimensional pa-
rameter δ1, assuming an average galaxy mass 10
13 M⊙ (in
(Ahmad et al. 2006) it has been shown that a mass range
has secondary effects which are mostly negligible, so that to
assume identical masses for galaxies, as it is usually done, is
a good approximation), we easily find δ < O(102). While it
might seem a large signal, one must not forget it is coupled
to an exponential term which drops fast its contribution.
Moreover, while a time dependence is explicitly theoretically
allowed for it, the data return no evidence for a possible evo-
lution. Finally, the parameter f1 is totally unconstrained.
Note that for f1 and for some cases of δ˜1 we have not given
proper confidence intervals as best fit estimations, but we
have only indicated some values in italic font, which corre-
spond to the values assumed by the parameters exactly in
the minimum of the two χ2 previously defined. When this
happens, it is because no statistics can be derived, due to a
very noisy and irregular distribution. Note that for f1 the
values corresponding to the minimum in the χ2 are some-
how not physical (because of the degeneracies): very high
values of f1 would make the standard Newtonian part in
the gravitational potential much smaller than what should
be expected with respect to the new correction terms from
the f(R) gravity modifications.
Anyway, all this is not strange at all, due to very large
degeneracies among all the parameters involved in the anal-
ysis. First of all, the quantity α1 in Eq. (19) is strongly
correlated with the value of f1, see Eq. (23); if ǫ˜ is basically
unconstrained, so it is α1 and, as result, f1 too. The impact
of ǫ˜ on α2, from Eq. (19), is smaller, but it is easy to see
that α2 ∝ δ˜1L˜, so that we have another possible degener-
acy between these two parameters. Anyway, as said, both δ˜1
and L˜ (when single bin results are considered) are consistent
with zero which is the limit for GR to apply, together with
f1 → 1; but we are not in condition to check if it satisfied
or not, due to the bad statistics related to this parameter.
As more general considerations, we can note how high
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redshift clusters are fitted worse, in general, than smaller
redshift ones; this could be due to the uncomplete sampling
from the catalog. The same reason might very likely be at
the base of the trend in N¯ , which rises slightly with redshift,
becomes practically constant, and then starts to decrease for
z > 0.45. As we have explained above, the sample we are
using is complete up to z ∼ 0.42, after which we can have a
bias toward smaller, namely, less massive, clusters (i.e. with
smaller N¯).
Finally, we also note that the larger is the cell volume
(larger is R1), the better is the fit. The bins 0.8 < R1 <
0.9 Mpc give unsatisfactory fits with both χ2 definitions, at
every redshift interval. In general, smaller redshifts have a
better agreement, with χ2ls fitting better small N values and
around the peak in the distribution function; while χ2jk gives
better fit at high N . Cells slightly larger, with 0.9 < R1 <
1.0Mpc, show a much better agreement between theory and
data up to z ∼ 0.4, with any difference between χ2ls and χ2jk
barely distinguishable. At higher redshifts 0.4 < z < 0.55,
we fit data different, depending on the χ2, as described in the
previous point; while data at very high redshifts z > 0.55 are
not fit by the theoretical distribution. The largest cells, with
1.0 < R1 < 1.1 Mpc, instead, show remarkable agreement
between theory and data, independently of the χ2 definition
used, up to z ∼ 0.55, with slightly larger inconsistencies
at higher redshifts, even if not so prominent as in previous
cases.
8 DISCUSSION AND CONCLUSIONS
In this paper, we have studied the clustering of galaxies un-
der the f(R) gravity model. By assuming that the clus-
tering of galaxies in an expanding universe evolves in a
quasi-equilibrium manner through a sequence of equilibrium
states, we have evaluated the gravitational partition func-
tion. With the help of resulting partition function, we have
estimated the various equations of states of the such system
where effects of f(R) modifications are evident. In particu-
lar, we have derived explicit expressions for Helmholtz free
energy, entropy, internal energy, pressure and chemical po-
tential. The effects of f(R) modifications on Helmholtz free
energy and entropy are also analysed with the help of plot.
We have found that modified gravity correction increases the
value of the Helmholtz free energy. From the plot, we have
seen that if modified gravity parameter δ1(t) be increasing
function of time, then the entropy is also increasing func-
tion of time, which is in agreement with the second law of
the thermodynamics. Interestingly, we have found that the
expressions of equations of states match with their standard
expression except the form of clustering parameter which
emerges naturally. The clustering parameter exhibits the ef-
fects of f(R) modification. Since the system follows a quasi-
equilibrium state, this enforces us to assume the system as a
grand canonical ensemble. With this assumption, we have
calculated the exact distribution function for the system
which depends upon f(R) corrected clustering parameter.
We have discussed the critical temperature and conditions
of stability also for the system. The resulting expression of
specific heat obtained in case of f(R) gravity justified the
claim that at critical temperature the basic homogeneity of
the system has been broken on the average inter-particle
scale by the formation of binary systems bounded gravita-
tionally. We have obtained a relation between the cluster-
ing parameter and critical temperature, which estimates the
critical value of clustering parameter at which the specific
heat takes its maximum value. The effects of f(R) modifica-
tions on the two-particle correlation function is also studied.
The feasibility of the gravitational quasi-equilibrium de-
scribed in a thermodynamical way from the f(R)-model has
been also tested with observations. In particular we have
made use of the distribution function of gravitational sys-
tems with extended mass interacting under f(R) gravity
given by Eq. (40), and describing how many galaxies are
clustered/clustering in a spatial volume cell/region. We have
used the cluster catalog described in (Wen & Han 2012),
which provides the number of galaxies belonging to each
of the ∼ 105 clusters identified from the SDSS-III survey,
together with their redshift and size. We have divided the
full sample in spatial (by cluster’s size) and time (by red-
shift) bins, under the condition they contain an enough large
number of objects in order to have a good statistical de-
scription of the underlying distribution function, to verify
the possibility of a space-time dependence of the same func-
tion. All these information make us able to try a fit of our
theoretical results with real data. In order to perform the
counts-in-cell analysis, we have divided the total sample in
redshift bins with width ∆z = 0.05, and radius bins with
width ∆r200 = 0.1 Mpc. From the obtained sub-groups,
we have selected only those containing a sufficiently large
number of clusters, ending with the groups corresponding
to cell/cluster radii 0.8 < r200 < 0.9, 0.9 < r200 < 1.0 and
1.0 < r200 < 1.1 Mpc, and to redshift 0.05 6 z 6 0.65.
By doing so, we must remember that the considered cat-
alogue is complete up to a redshift z ∼ 0.42, for clusters
with an estimated mass M200 > 1 · 1014 M⊙; at higher red-
shift, a bias toward smaller clusters (lower masses) is possible
(Wen & Han 2012).
On one hand, as shown in Figs. (5) - (6) - (7), the fit
is quite remarkably good, except for a regime (high redshift
tail and lower cluster size), for which a departure from the
quasi-equilibrium description is visible. Very likely, this de-
pends on the not-completeness of the used catalog in such
regime; but also it is known from literature that the quasi-
equilibrium is better verified (and more easily detectable) at
scales much larger than the cluster’s ones we are studying
here. Anyway, as it is possible to see from Fig. (7), even
for such strongly clustered systems, but with larger dimen-
sions, we have a very good agreement between theory and
observations.
On the other hand, we have too many free parameters
entering in our analysis, and a lot of degeneracy among most
of them, so that many have very poor constraints. This
seems to be a problem of the f(R) theory, more than the
approach itself. In fact, the two parameters which are in
common with GR, i.e. N¯ and b (the minimal number of pa-
rameters required to describe the clustering of galaxies in
the thermodynamical quasi-equilibrium ), are very well con-
strained and consistent with other results in literature. In
particular, the very small values for b, which indicates a farer
from equilibrium state of the cluster with the sizes we have
considered. All the other parameters are more weakly con-
strained: the softening parameter ǫ˜ (which is not a gravity
theory parameter) is basically unconstrained; the dimension-
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Figure 6. Comparison between data and theoretical expectation Eq. (40) for cell size bin 0.8 < R1 < 0.9 Mpc. Black points: data; black
bars: jackknife-like observational errors. Solid red line: best fit from minimization of χ2ls; solid green line: best fit from minimization of
χ2jk.
less interaction length of the f(R) theory, L˜, is the best con-
strained parameter, but it is consistent with the GR value
(L˜ → 0), and only an upper limit can be given for most of
the clusters from the sample; the deviation from GR, δ˜1, is
consistent with the GR limit, too, namely, (δ˜1 → 0), but
the related statistics is somehow invalidated by the last pa-
rameter, f1, which is always unconstrained and with very
irregular confidence contours. In some way, f1 is the elected
capstone of all the degeneracies among all the parameters of
our model.
In fact, we also have found that the fit is much better
for the larger volume cells. The bins 0.8 < R1 < 0.9 Mpc
give unsatisfactory fits with both χ2 definitions, at every
redshift interval. In general, smaller redshifts have a better
agreement, with χ2ls fitting better small N values and around
the peak in the distribution function; while χ2jk gives better
fit at high N . Cells slightly larger, with 0.9 < R1 < 1.0Mpc,
show a much better agreement between theory and data up
to z ∼ 0.4, with any difference between χ2ls and χ2jk barely
distinguishable. At higher redshifts 0.4 < z < 0.55, depend-
ing on the χ2, data fits different; while data at very high
redshifts z > 0.55 are not fit by the theoretical distribution.
Interestingly, the largest cells, with 1.0 < R1 < 1.1 Mpc, in-
stead, show remarkable agreement between theory and data,
independently of the χ2 definition used, up to z ∼ 0.55, with
slightly larger inconsistencies at higher redshifts.
Thus, we conclude that the distribution function from
the quasi-equilibrium approach might be used to constrain
theories only if the number of additional parameters is small,
and the correlation/degeneracy among them is strongly re-
duced. Then, we plan to use such approach with other than
GR gravity models with such requirements.
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Figure 7. Comparison between data and theoretical expectation Eq. (40) for cell size bin 0.9 < R1 < 1.0 Mpc. Black points: data; black
bars: jackknife-like observational errors. Solid red line: best fit from minimization of χ2ls; solid green line: best fit from minimization of
χ2jk.
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