Determining if aeroacoustic sound predictions are accurate is difficult because the question of how to define 'accurate' remains open. This communication evaluates four metrics for comparing time-domain pressure signals, each implying its own definition of 'accurate.' An adaptation of a Structural Similarity Metric (originating from image processing literature) to time-frequency representations of acoustic signals is shown to outperform typical metrics such as relative energy and mean square error.
Introduction
Recent techniques that allow comparison between time-resolved predicted and recorded sound fields include time-resolved comparisons of acoustic analogies with DNS calculations [1] , semi-empirical sound calculations from Timeresolved PIV data [2, 3] , Kirchhoff surface projection methods [4] , and realtime projections to simplified source models with analytical solutions [5, 6] . Ultimately, the comparisons are made between either spectral or time-domain signal shapes, finding the maximum deviation or determining qualitatively if they are 'similar'. A quantitative similarity metric would be helpful in evaluating these techniques, and an optimal metric would be sensitive to errors indicating poor model agreement, while remaining relatively invariant to random noise and small errors arising from unmodelled phenomena. This work considers four metrics from this perspective. A Structural Similarity Metric (SSIM) originating from image compression analysis has been successfully applied recently to time-frequency representations of biological neurogram signals [7] and speech signals [8] , prompting the current study into its use for aeroacoustics. For images, the optimal compression stores an acceptable representation of the image as compactly as possible, ignoring extraneous detail and retaining only the information most important for human interpretation (i.e. structural information). The aeroacoustic analogue is that sound predictions cannot be expected to predict all the rich detail of the sound emissions, but they must capture the mechanics of the dominant sound emissions to be useful. Fig. 1 shows the process model used in this study. A reference signal, p(t), undergoes one of four different error operators (see section 2.1 and table 1) resulting in a corrupted signal,p(t), and the two signals are compared to give a single similarity metric. In this paper, the candidate metrics are compared as a function of the magnitude of the applied error.
Analysis procedure

Error Operators
Random noise Normally distributed random signal noise was added to the time series scaled by so that when = 1, the energy of the signal noise is the same magnitude as the signal energy. This represents measurement errors and uncorrelated, unmodelled sound generation.
Time lag The time lag was applied by a frequency domain e −iωt lag phase shift such that when t lag f c = 1, the signal has been shifted by one period of the centre frequency. This represents uncertainty in the sound propagation path from aeroacoustic sources in turbulence. 
Jittery phase
normally distributed random variable with unit standard deviation
Frequency shift A linearly interpolated resampling of the signal provided the frequency shift where the shifted centre frequency is f c + δf c , representing errors due to Doppler shift, associated with convecting sources.
Jittery phase This error simulates the effect of multiple paths from a turbulent sound source to an observer, a phenomenon attributable to turbulent fluctuations that cause differences in refraction during sound propagation, leading to random self-interference of the source. κ controls the standard deviation of the propagation time. When κf c = 1, the standard deviation is one period of the signal's centre frequency.
Quadratic and cubic noise These types of noise imitate non-linear interactions between acoustic sources. The noise is controlled as a ratio of linear and higher-order terms. When ν i = 1, with i = 2 or 3, the signal is fully quadratic or cubic, while ν i = 0 gives linear signals.
Metric Types
Four metrics are investigated in this paper: two classical metrics-relative energy (RE) and mean square error (MSE)-and two variations of the SSIM introduced by Wang et al. [9] .
Relative energy (RE)
The RE metric simply compares the ratio of the total energy of two time signals. In functional form
For identical signals, RE = 1, which is the optimal value for similarity. RE is invariant under shifts in time and frequency provided the signal has a constant envelope. Different signals can have the same energy, leaving RE with little discriminative power. The spectral and directivity comparisons used frequently in aeroacoustics are a form of energy metric, where the comparison is made with subsets of the collected data.
Mean square error (MSE)
The MSE is a normalized measure of the mean deviation between two signals. It is expressed simply as
Unlike RE, MSE is highly discriminatory between different signals, and MSE = 0 (the optimal value) only occurs when the signals are identical.
Structural Similarity Metric (SSIM)
The SSIM was developed for the comparison of the quality of images subject to various compression algorithms [9] , and measures how similar images are with respect to their structure within a particular convolution window. In each convolution window and for each image (x, y), local means (µ x , µ y ), standard deviations (σ x , σ y ), and an auto-covariance (σ xy ) are calculated and compared. The SSIM is a local measure, which operates on a 2D scalar field, returning a 2D scalar field that can be averaged to find the mean SSIM (MSSIM) for a particular image pair. These values are calculated by SSIM(x, y) = l(x, y)c(x, y)s(x, y),
where
C 1 , C 2 , and C 3 avoid singularities when the denominators would otherwise be small, where K 1 and K 2 are arbitrarily taken as 0.01 and 0.03, respectively, and L is the dynamic range of the image [9] . Regardless of the choice of constants, MSSIM = 1 occurs only if the images are identical. Following Wang et al. [9] , a Gaussian-weighted convolution window was chosen. Equation (4) implies that every part of the 2D field is equally important for analysing the structure, which is a poor assumption for acoustic signals. In light of this, a weighted SSIM (WSSIM) was used
where w(x j ) is a weighting function defined by the local magnitude of the reference signal.
1D SSIM (WSSIM 1D
). Though the SSIM was developed for 2D signals (images), it can be applied to 1D time series by considering the signal as a N t ×1 pixel image and using a 1D convolution window. The formula is still given by Eq. (7). Computationally, this is preferable to the time-frequency case because it eliminates several steps from the calculation.
Time-frequency SSIM (WSSIM).
Hines et al. [8] , applied the SSIM to shorttime Fourier transforms of acoustic signals, where the image 'intensity' was the modulus of the Fourier coefficients. In this work, a continuous wavelet transform (CWT) was used to take advantage of the higher temporal resolution for higher frequency signal components. The wavelet used here was a complex-valued Morlet wavelet with ω 0 = 6 as it shares the characteristic shape of a modulated wavepacket, leading to efficient collapse of the investigated signals onto a few wavelet coefficients. The wavelet scales can be converted to pseudo-frequencies [10] , and the resulting time-frequency 'image' is thenp(t, f pseudo ) = |CWT[p(t)]| for use in Eq. (7).
Results
Test signals
Two test signals were investigated: a simulated Gaussian-modulated sinusoid and a experimental far-field recording from a free jet flow [11] . Both signals were sampled at f s = 100 kHz. The chosen centre frequency for the simulated signal was f c = 1/T 0 = 1225 Hz, which corresponds to a Strouhal number St = f D/U = 0.3 for the experimental recording. In each case, the signals spanned −300T 0 < t < 300T 0 , but only the centre third of the points were used in the comparison to avoid edge effects after applying the frequency and time shift errors. The simulated signal corresponds in shape to the solution of wavepacket-type models for jet noise [5] :
where the characteristic width was set by T = √ 2T 0 . The experimental presure signal was the axisymmetric mode of a far-field microphone ring (r/D = 47 and θ = 20
• ) of a M = 0.6, D = 50 mm jet in an anechoic jet facility at the Centre d'Etudes Aérodynamiques et Thermiques (CEAT), Institut Pprime, Poitiers, France. Further details of the jet facility are given by Cavalieri et al. [11] . For the WSSIM, the wavelet scales were chosen to correspond to 200 evenly-spaced pseudo-frequencies ranging from the experimental anechoic cut-off, 200 Hz, to 50 000 Hz (∆f ≈ 250 Hz).
Metric peformance
An optimal metric would have steady, monotonic deviation from the optimal value as the error magnitude is increased and low sensitivity to random signal noise. The monotonic deviation ensures that the magnitude of the error operators can be detected if they are uncertain in the prediction model. Figs. 2 & 3 indicate the results of the metric computations for the simulated and experimental cases, respectively. The energy metric performs as expected with a monotonic sensitivity to signal noise and no discrimination under time and frequency shifts. The MSE shares this monotonic sensitivity to signal noise, but the bigger issue is the dependence of the response to a time lag on the autocorrelation of the input signal. For periodic and semi-periodic signals, the presence of several local minima and maxima could be misleading for prediction verification. The WSSIM 1D shares this problem under a time lag, though performs better with signal noise. Strikingly, the WSSIM overcomes both of these issues, indicating the best performance. For jittery phase error, all the metrics perform similarly, and for the higher-order noise, though the shapes of each metric differ, none is obviously better than the others.
Conclusions
This work compared the performance of four similarity metrics for timedomain pressure signals. The relative energy metric exhibits poor discrimination between signals and high sensitivity to random noise. The mean square error metric is also highly sensitive to random noise and phase error. The Weighted Structural Similarity Metric using a time-frequency signal representation shows promise because it is resistant to contamination by random noise while still providing clear discrimination between time lags and frequency shifts, information pertinent to noise source model validation. Results from metric tests with experimental far-field data.
Relative energy (RE), Mean square error (MSE), 1D SSIM (WSSIM 1D ), Time-frequency SSIM (WSSIM).
