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Summary. 
This thesis aims to examine those factors which affect the quality and performance of low 
bit-rate coding algorithms for speech. based on linear prediction, operating between 4-
16kb/s. While coding algorithms at 64kb/s and 32kb/s are now accepted CCITT standards. 
and a similar standard will be shortly adopted at 16kb/s, speech coding systems operating 
below these rates are not yet in wide-spread use, except for one or two specific systems 
such as GSM. Yet low bit-rate digital speech systems will become an essential part of 
many of the proposed mobile networks. based on both cellular and satellite technology. 
Of several possible candidates for low bit-rate applications. it is linear predictive coders 
that appear to offer the best in terms of quality and efficiency. and many developments, 
based on linear prediction, have been reported in the literature over the past twenty years. 
What is less clear is whether there is the potential for linear predictive coders to be 
developed further with better quality at even lower rates. This thesis sets out to examine 
some of those issues. 
The first part of the thesis develops a general theory for speech coding in terms of a 
hierarchical model of speech communication and identifies a dual function in the 
redundancies that exist at each layer of the hierarchical structure. The operation .of linear 
predictive coding. in terms of this model is described. and it is shown that the limits to 
performance are determined by the ability of the encoder to efficiently transfer 
communication from a lower to a higher level in the hierarchy. The thesis then turns its 
attention towards the specific performance of linear prediction analysis on speech signals. 
It is shown that there is a limit to the performance that can be obtained with conventional 
linear prediction analysis due to the assumptions upon which the theory of linear 
prediction is based. 
A range of sub-classes of linear predictive coder are then compared in terms of the general 
model and the analysis procedures in the encoder stage are identified as being the key to 
coder performance. The central part of this thesis examines, specifically, a range of pitch 
determination algorithms which may be employed to enable accurate extraction of pitch 
correlations from the speech signal. A number of candidates are identified and compared. 
An investigation into the robustness of these algorithms to noisy speech is presented and a 
new highly robust algorithm is described. 
Finally, an investigation into robust linear prediction is reported. This falls into two parts 
- the performance of linear prediction on noisy speech and the performance of linear 
prediction during voiced speech. A range of methods for improving linear prediction during 
voiced speech are compared and the recently proposed method of Lee is examined in depth. 
Results of the application of Lee's method to ·speech coding is given and ,an improved 
version of the algorithm is described. 
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Chapter 1 
Prologue. 
The advantages of digital speech communications are well documented. The 
relative robustness of a digital bit-stream on a noisy channel, improved security 
with possible use of digital encryption, the gain in efficiency by integrating digital 
data into an all-digital communications network provide impetus for the 
development of digital speech coding [1]. Of course these obvious advantages are 
offset by the inevitable down-side of the problem - if the analogue speech 
waveform is to be represented faithfully by a sequence of binary digits, with _just 
two levels for each symbol, then the bandwidth of that bit-stream becomes very 
large indeed. This is a direct consequence of the principles of information theory 
where there is a trade-off between the redundancy of the message (providing the 
robustness) and the channel bandwidth needed to carry that message (see section 
2.4 ). Thus there is a need to encode speech digitally with a reduced bandwidth. 
However, since the original speech waveform is already highly redundant, the 
problem of efficient coding effectively becomes one of replacing one form of 
redundancy with another. The intrinsic redundancies in natural speech (there are 
not one but many different forms) are appropriate in face-to-face conversation -
witness the remarkable robustness of conversation in a crowded room -but in a 
remote low bandwidth analogue communication channel and even more so in a 
digital channel, such redundancies are inappropriate. Practical speech coders have 
been available for some time. For digital links, Pulse Code Modulation (PCM) 
techniques at 64kb/s and subsequently Adaptive Pulse Code Modulation at 32kb/s 
have been in use for a number of years. CCITT standards already exist at these 
bit-rates and a 16kb/s standard is due to be established in the near future. 
Military applications have used vocoder techniques at very low bit-rates ( < 2kb/s) 
for security and reduced communications channel bandwidth. Though the 
principles for coding speech at intermediate bit-rates (4-16kb/s) have been known 
for some time, practical implementations, such as that employed by the GSM 
network, have only recently appeared [2][3]. There are good reasons for this. Once 
a coder is being designed at bit-rates below 16kb/s, the complexity of the encoder, 
in particular, grows significantly. Only in the last few years has the real-time 
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technology been available to implement such coders. As well as this reason, the 
demand for such technology in conventional telecommunications systems was 
previously absent. Trunk links could employ high capacity optical or microwave 
channels where-accommodating 64 or 32kb/s bandwidths was little problem while 
retaining analogue links for local connections was economical and acceptable. Now, 
however, there is increasing demand for mobile and personal communications 
networks. Existing all-analogue cellular systems give mediocre performance and 
there is now an urgent need for employing speech coders at intermediate bit-rates, 
in or4er to implement all-digital personal communications and mobile networks. 
The desire is for minim urn bandwidth channels connecting customers in to such 
networks while maintaining toll quality or near toll quality. Additional benefits of 
higher security and combined voice/data communications lend force to this 
impetus. 
Though a number of techniques exist for coding speech below 16kb/s, it is linear 
predictive coding that has become the established and most successful technique. 
This is mainly because linear prediction em ploys a model of speech production to 
exploit additional redundancies in the analogue signal, something which other 
classes of coder have yet to do [ 4 ]. In particular, linear predictive coders using 
analysis-by-synthesis such as CELP, have been particularly successful [5] and 
although the principles of analysis-by-synthesis have been described in the 
literature nearly ten years ago, only recently have powerful enough digital signal 
processing chips been available to implement such algorithms. 
This thesis is concerned with certain aspects of linear predictive coding which are 
thought to be the main influences on the quality of synthesised speech obtainable 
at these intermediate bit-rates. This thesis does not concern itself with general 
issues of the design of digital speech communications systems nor does it 
concentrate on the design of a particular linear predictive coder. The concern here is 
to identify and investigate specific aspects of linear predictive coder design. Two 
questions have been asked; 
1) What are the limits to the performance of linear predictive coding? 
Can toll quality be maintained indefinitely as bit-rate is reduced (given 
sufficient computing power) or is there some limit to the bit-rate 
achievable for a given quality? 
2) How is the performance of linear predictive coders affected by noisy speech? Can 
performance be maintained by the development of suitable "robust" algorithms? 
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Underlying the approach to answering these questions are certain assumptions 
about the nature of speech coding- indeed coding problems in general. Consider a 
general coding system as illustrated in figure 1.1. A sequence of symbols. carrying a 
message from the source (A) over a particular channel (B), is transposed by an 
encoder, into a different (but equivalent) symbolic sequence designed for a different 
channel (C). This transposed sequence is then decoded to return it to Cas nearly as 
possible) an identical message on an identical channel to that of (B) to be received 
at the destination (D).The decoder performs exactly the reverse function of the 
encoder to produce a near identical message at (D) as that which was transmitted 
at (A). Because the functions of the encoder and decoder are exactly reversible, 
does this mean necessarily, that the algorithmic effort (crudely, the number of 
calculations to be performed) for both is identical? The answer is no! The 
algorithmic effort will depend directly upon the levels of redundancy employed on 
the two types of channel. Observation will reveal that the design of an encoder in 
a low bit-rate speech coding system is always more complex than the design of the 
decoder. In fact, as the bit-rate is reduced, the encoder becomes increasingly 
complex while the decoder complexity remains virtually fixed. On the other hand, 
in the design of error correcting coding systems, it is the decoder that is more 
complex than the encoder [6]. As a general rule, it is stated that more effort, in a 
computational sense, is reqUired in transposing a message ｦｲｯｾ＠ a channel of high 
redundancy to a channel of low redundancy than is required for the reverse 
process. If this sounds rather similar to certain principles of thermodynamic 
systems then that is no accident. The level of redundancy may be directly 
associated with a measure of entropy on the channel - an issue developed in 
Chapter 2. The purpose of expressing this idea here is to justify the assertion that 
the quality obtainable in a speech coding system is determined primarily by the 
design of the encoder and to investigate questions of performance, it is that design 
that must be examined. Having identified the encoder as being of prime importance, 
it is seen that all linear predictive coders consist of three basic elements - an 
analysis section (with attendant filters), a residual signal model and a quantisation 
process. It is the way in which these three elements are designed and the way in 
which they are inter-related, that distinguishes one sub-class of linear predictive 
coder from another. The performance of a coder will depend on the operation and 
inter-relationship of these three sections but is underpinned by the efficiency of the 
analysis process. 
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The better that the analysis process models those features of the speech waveform 
required for an adequate representation of the signal, the less signifi.cant become the 
remaining processes. (Of course, it is not at all clear exactly what features are 
required to synthesise a replica of the original signal. This is · one of the questions 
this thesis addresses.) Thus, the work presented here concentrates mainly on the 
performance of the analytic processes which are common to all types of linear 
predictive coders. The conventional methods for long and short term prediction 
analysis are examined and the performances of these methods are investigated 
along with a number of alternatives. The effects of added noise to a speech signal is 
of particular importance. Also of concern is the application of quantitative 
measures of performance to make proper assessment of differing algorithms. A 
number of original developments are reported in these pages, together with 
experimental results which have been previously unpublished. The bulk of this 
work is confi.ned to the latter part of the thesis. The ftrst part concerns itself with 
more general matters. It is of some concern that much of the literature on speech 
coding lacks a degree of cohesion- that is, there appears to be no generalised theory 
upon which, for example, the design of linear predictive coders are based. It is felt 
that it is important to understand the way in which a coder is acting on the input 
signal, in terms of the properties of the speech waveform and in terms of the 
nature of speech communication. Thus Chapter 2 concerns itself with developing a 
general model for speech coding. Starting with an examination of information 
theory, the concepts of redundancy, distortion and information rate are developed 
as applied to speech communication. The nature of redundancy in speech is 
described and, of particular importance, the concept of the dual nature of 
redundancy in speech, together with the hierarchical model for speech 
communication are explained. Estimates are provided for likely bit-rates that 
should be possible based on this model and the relationship between the 
hierarchical model and the various types of linear predictive coding schemes is 
discussed. Leading on from this chapter, Chapter 3 examines the source-fi.lter 
model of speech production. Firstly, the physical model of the vocal tract is 
described as a linear system and limitations of this model are discussed here. 
Analogue electrical equivalents for this model are also dealt with before the digital 
model is explored. The application of linear prediction for the estimation of this 
vocal tract state, in terms of a digital fi.lter is developed. These aspects of linear 
predictive coding are well known. They are repeated here for completeness and to 
stress the limitations and assumptions that underlie the linear source-fi.lter model 
and of the assumptions made in developing linear 
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prediction analysis. The last part of Chapter 3 discusses quantitative measures of 
performance for linear prediction analysis and presents original results on linear 
prediction performance measured using large speech fi.les. A new performance 
measure is applied to reveal the distinct behaviour of linear prediction on voiced 
and unvoiced speech and to show the range of inconsistency that exists when linear 
prediction is employed. . 
Chapter 4 considers the design of linear predictive coders or to be specifi.c, the 
design of the encoder. This chapter is essentially a survey of various coding designs 
based on the method of linear prediction but attempts to conduct that survey in an 
analytic manner. The chapter commences with a discussion of coder classification 
and the need for such classiftcation. There is some consideration given to the 
criteria that may be used for classification and the use of such criteria is 
rationalised. Section 4.3 then examines the subclasses of hybrid coder which 
employ linear prediction which are the main preoccupation in this thesis. The 
various elements that comprise these coders are discussed including analysis, 
predictor construction, quantisation and error signal (residual) modeling. The 
chapter concludes with a detailed discussion of analysis-by-synthesis coders which 
are perhaps, the most likely candidates for good quality low bit-rate coding. 
The most important feature of low bit-rate coding design, after the application of 
the short term (linear) prediction, is the analysis and removal of long term 
correlations due to pitch during voiced speech. Much of the work presented in this 
thesis is concerned with reporting research undertaken by this author into 
algorithms for pitch estimation. Chapter 5 considers the nature of voiced speech 
and examines, in detail, the modeling of glottal movement as an amendment to the 
source-fi.lter vocal tract model. General algorithms for the estimation of the pitch 
period are developed and the structure and classification of pitch determination 
algorithms is presented. This chapter includes a detailed survey of short term 
pitch determination algorithms appearing in the literature. This survey includes 
discussion of both time and frequency domain techniques and the last section of 
Chapter 5 expands on the subject of pitch representation in the frequency domain, 
with a theoretical development of the limitations in the accuracy of pitch 
estimation from the speech spectrum. This latter section is considered an important 
precursor to work appearing in the following chapter. 
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Chapter 6 is a continuation of the previous chapter. It reports on experimental 
investigations carried out into the performance of various pitch determination 
algorithms operating on noisy speech. First, the various classes of algorithm 
outlined in Chapter 5 are analysed in terms of a theoretical model of an ideal pitch 
pulse train to which white noise has been added. The likely degree of 
robustness that each algorithm should present is predicted from this model. Section 
6.3 then introduces an original anP, highly rob:ust pitch determination algorithm 
designed to fully exploit the advantages of the frequency domain representation of 
pitch. The theory of the algorithm is fully developed with a detailed description 
being given of the spectral autocorrelation function on which this algorithm is 
based. The theoretical idealised pitch model used to analyse the robust 
performance of other pitch determination algorithms is also applied to this method 
and it is shown that this algorithm should exceed other algorithms in robustness. 
Further detail is given on refinements made to further improve its performance. 
The chapter concludes with a review of comparative performance studies that have 
appeared previously in the literature. Results are then discussed of a further 
comparative study carried out by this author. The reasons for carrying out such a 
study are presented together with a discussion of the methods used in the 
investigation. The results are compared, where appropriate, to those from the 
previous studies and also to the theoretical predictions made using the ideal pitch 
model. 
The work presented in this thesis is concluded by an investigation into robust 
linear prediction presented in Chapter 7. The theory and limitations to 
conventional linear prediction were discussed in Chapter 3. In Chapter 7, two 
aspects of robust linear prediction are considered. Firstly, the performance of 
conventional linear prediction when speech is corrupted by additive noise is 
examined. The effects of added noise are shown to distort the true underlying vocal 
tract filter estimate. An experimental investigation confi.rms these results. Methods 
for compensating for added noise are considered. This chapter then considers the 
problem of accurate vocal tract estimation on voiced speech. The problem is 
approached by treating pitch pulses as "innovative outliers" in an excitation which 
is fundamentally gaussian. Chapter 7 closely follows the work of Martin [7] in 
this respect. The use of the absolute error criteria is discussed as an alternative to 
the minimum mean squared error for linear prediction. It is ｳｨｾｷｮ＠ that the 
absolute error (L 1) criteria has certain desirable robust properties but that no 
exact solution is possible. 
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The iterative approach to solving for the L 1 criteria is described. Section 7.4 
provides a survey of a number of alternative robust methods that have appeared in 
the literature. The remainder of this chapter concerns an investigation into Lee's 
method of linear prediction [8] based on the work of Huber [9]. The method of Lee 
is described in detail and, as an iterative method, is compared to other robust 
methods which tend to be heuristic in their approach. It is shown, however, that 
all such methods are fundamentally similar and that, because of the theoretical 
basis for Lee's method, it should be optimal. A more efficient version of Lee's 
method is proposed, in which the use of an approximation of robust scale 
estimation signiftcantly reduces the amount of computation required. The 
performance of Lee's method has been investigated and results are given here. Lee's 
original proposal was to provide an improved method for formant estimation. This 
work specifi.cally examines the performance of Lee's method when applied to 
analysis in speech coding. In estimating the quantitative performance of robust 
methods, it is necessary to use robust measures of prediction gain and spectral 
flatness since the conventional measures, like conventional linear prediction, are 
based on the minimum mean squared error criteria. A robust measure is proposed 
and employed to the assessment of the results obtained from Lee's method. 
Subjective and objective results from using Lee's method in a conventional Residual 
Excited Linear Predictive Coder are reported. The effect of Lee's method on the 
inter-frame consistency of linear prediction is also examined. 
A number of original contributions are contained in this thesis. The concepts of the 
hierarchical model and of the dual nature of redundancy form an important basis 
for the understanding of the function of speech coding. The comparative 
performance study of pitch determination algorithms and the development of the 
spectral autocorrelation function are also original and form a major part of this 
work. Other novel features include the use of spectral flatness measures for the 
monitoring of linear prediction performance (Chapter 3), the development of the 
idealised pitch model for robust comparison and the discussion on spectral 
interpolation and frequency domain error measures (both in Chapter 6) and the 
efficient implementation of Lee's robust method and the use of a robust 
performance measure in Chapter7. 
It is to be hoped that the work presented here will make a useful contribution to 
the understanding of linear predictive coders now being employed in modern 
digital communications systems and provide evidence for the limitations that exist 
to the performance that can be obtained with such systems. 
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Chapter 2 
A Fundamental Model for Speech Coding. 
2.1 Introduction. 
The development of a model for speech coding must come from an understanding 
of information theory. Modem information theory was first introduced by the 
work of Nyquist [1] and Hartley [2] and later fully developed by Shannon [3]. In 
order to make a mathematical description of communication theory, Shannon 
defined information in a most general way which largely ignores issues of meaning 
or objective. Thus for linguistic communication, the total information content 
may be extended to include intonation, expression, individual voice characteristics 
and identity (collectively known as prosody) as well as the meaning of the 
message. However, in Shannon's theory, information is described only in terms of 
the probability and statistics of a sequence of symbols. The development of a 
general theory for speech coding may be made within the con text of 
communications theory but a clear distinction must be drawn between the concept 
of information in terms of language and information as deftned by Shannon in 
terms of mathematical probability. 
This chapter will discuss the general model for a communications channel and the 
place of the speech coder within this model. It will show that for any channel, 
there is an upper limit to the rate at which information can be transmitted over 
this channel and that for a real signal the effective information rate is considerably 
lower than this theoretical limit. Shannon's definitions of channel capacity, 
information rate and redundancy will be examined and it will be shown (albeit 
circumspectly) that this redundancy has a dual function in any communication 
process involving hierarchical structure. The presence of this hierarchical structure 
in language means that a level of redundancy must be represented in the encoded 
signal and that this places a natural lower limit to the bit-rate that can be 
obtainable with conventional waveform coders for some definable level of quality. 
A theoretical lower limit will be postulated for the information rate necessary for 
the transmission of speech with reasonable quality which is an order of magnitude 
less than for current medium bit-rate techniques. Finally, a general mathematical 
model for the speech encoding process will be outlined and it will be shown that 
all currently known speech compression techniques fit into this model. 
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2.2 Shannon and Information Theory. 
Shannon defines information in the following way:-
For a message to convey information, it must contain a sequence of symbols which 
are randomly ordered. Information can only be conveyed by the arrival of a 
symbol if there existed uncertainty about which symbol would arrive before the 
event. The smaller the apriori probability of a symbol arriving, the more 
information that is conveyed by that symbol. The more symbols available and the 
greater the number of ways in which they can be ordered, the greater the potential 
information content of the message. Thus there is a direct relationship between the 
information content of the sequence and its entropy. For a message where the 
probability of occurrence of the i th symbol is P (i ), then the total information 
content of the message is given by; 
I = - 'LP(i )logePCi) (2.1) 
i 
summed over the number of symbols in the message. The information content is a 
maximum when the entropy of the sequence is maximum. The information rate 
will be a maximum when the probability of occurrence of any symbol is equal, 
that is the symbols are independent and identically distributed. It will be seen in 
section 2.3 that there is a direct relationship between the expression of equation 2.1 
and the capacity of a communications channel in terms of its bandwidth and 
dynamic range (signal/noise ratio). 
2.3 A General Scheme for a Communication Channel. 
For the transportation of a message from its source to its destination, it must be 
conveyed over a channel of communication. The information content of the 
message must be mapped onto a signal which can pass over the challllel and on 
arriving at the destination must be converted back into a replica of the original 
message. A generalised scheme for a communications channel is shown in figure 2.1. 
The process of mapping information from message to signal is performed by a 
source encoder and the reverse process by the source decoder • The mapping of the 
signal onto the channel medium is referred to as the channel encoding, and its 
reverse channel decoding. While the design of speech coding schemes concerns itself 
primarily with source coding, it is not possible to completely disassociate this from 
the problems of channel coding. 
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The particular problems of a channel may impose some restrictions on the source 
coding design. 
Clearly the objective in designing the overall communications channel is to recreate 
the original message at its destination with the minimum of error or distortion. 
Thus if the rate at which the original message delivers information to the coder is 
greater than the rate at which the channel can transmit this information in its 
coded form (the signal), then some information will be lost to the decoder and 
distortion will occur. 
2.4 Distortion, Information Rate and Channel Capacity. 
Information theory speclfi.es a minimum distortion D for a communications 
channel which is a lower bound and is asymptotic with infi.nite coding delay. 
There will also exist a coding rate R(D) bits/sample which at this minimum 
distortion D, is the minimum rate necessary for the original waveform to be 
reconstructed with this distortion. The actual rate must be; 
R ｾ＠ R(D) (2.2) 
for a given minimum distortion rate D. The function R(D) is called the rate 
distortion function [ 4 ]. 
Let X be the input waveform and Y the reconstructed waveform at the coder 
output, and further, U be the channel input sequence and V the channel output 
sequence. I(X;Y) is the average mutual information per sample overall while 
I(U;V) is the average mutual information per sample over the channel. I(X;Y) is a 
measure of the statistical dependence of X andY. There will be a minimum I(X;Y) 
for the distortion D such that; 
lmtnCX:Y) = R(D) (2.3) 
For the channel, there will be a maximum I(U;V) which is defi.ned as the 
channel capacity C, such that; 
lmaxCU;V) = C (2.4) 
Shannon further states that for a noisy channel of capacity C, a waveform is 
always fully recoverable as long as the transmission rateR ｾｃＮ＠ Thus; 
(2.5) 
The signifi.cance of this expression is that it implies that it is possible to separate 
the functions of source and channel coding since the channel only controls the rate 
of information transfer. 
MESSAGE 
SOURCE 
ENCODER 
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Fig 2.1 General scheme for a communication channel. 
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Fig 2.2 A basic PCM system 
- 14-
As long as the condition in equation 2.5 is met then the channel places no further 
constraints on the source coding. There are two basic properties of the channel 
which lead to a restriction of channel capacity. These are the bandwidth and the 
dynamic range (i.e. maximum signal/noise ratio) of the channel. An upper limit 
for the channel capacity can be derived from the expression of equation 2.1. 
Shannon [3 1 has shown this to be (in the case of a binary signal); 
C = B log2 11+ ｾｉ＠ bits /s. (2.6) 
where B is the bandwidth, ｾ＠ is the signal power to noise power ratio and C the 
capacity of the channel. 
2.5 Classes of Source and Channel. 
There are four classes of source which are identified as; 
1) Continuous amplitude with memory. 
2) Continuous amplitude without memory. 
3) Discrete amplitude with memory. 
4) Discrete amplitude without memory. 
There are similarly four classes of channel, deftned in the same way. 
Speech in its original form is continuous amplitude since the speech pressure 
waveform can have an inftnite set of values. It also has memory since the spectrum 
is low-pass in nature and thus the instantaneous value of the waveform amplitude 
must be dependent on previous values. Further, the existence of spectral formants 
in the power spectrwn of speech (corresponding to strong correlations in the time-
domain waveform) provide good evidence for the strong dependence of successive 
amplitude values on previous history. 
The maximum information rate possible for a given source is equivalent to the 
maximum entropy of that source. The conditions for this maximum depend on 
which class of source is being considered. It can be shown [5] that for a 
continuous-amplitude source with constant average power, two independent 
conditions must be met for maximum entropy. 
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a) The probability distribution of the time-domain sequence must be Gaussian 
(first order statistic) 
and 
b) the spectrum of the sequence should be flat or, considered in the time-
domain, the amplitude values should not be correlated i.e. the sequence should be 
memoryless (second order statistic). 
Thus a continuous-amplitude memoryless source with Gaussian probability 
distribution has maximum entropy. A continuous-amplitude Gaussian distributed 
source with memory will always have a lower entropy than its memorylffis 
counterpart. 
For discrete sources the fi.rst order statistic condition is that the probability of each 
discrete amplitude value is uniformly distributed while the second order statistic 
condition is the same as for the continuous-amplitude classes. 
The objective of the digital encoding of speech is to transfer the speech information 
over a discrete-amplitude memory less channel with the maxim urn efficiency which 
may be defined here as the transfer of the required information in the speech source 
at the maximum rate possible or alternatively to transmit this information over a ( / 
channel with the minimum of channel capacity consistent with an acceptable level 
of distortion D. Since the functions of the source and channel coders can be ideally 
separated as indicated in the previous section, it can be seen that it is the function 
of the source coder to convert the continuous-amplitude source with memory into 
a discrete source without memory such that the discrete output has an information 
rate which conforms to the restriction of equation 2.5 for a given channel capacity, 
C and value of distortion, D. This is essentially the purpose of the digital speech 
compression techniques which are to be discussed in this thesis. 
2.6 An Example of Communication over a Discrete Channel. 
The results of the previous sections may be exemplified by considering the most 
basic of speech coding systems, the linear binary pulse ｾｯ､･＠ modulation (PCM) 
system described in figure 2.2. A speech pressure waveform is detected by a 
microphone and converted into an analogue voltage/time waveform. This analogue 
waveform can occupy any amplitude between certain upper and (symmetrically) 
lower limits and contain all frequencies between certain upper and lower limits. 
(These limits will remain undefi.noo for the present). This waveform is amplified 
and then presented to the analogue input of an analogue to digital converter. The 
serial digital output of this converter is connected by a "perfect channel" to the 
,...--... 
I 
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corresponding digital input of the digital to analogue converter where the signal is 
restored to its analogue form and finally reproduced as a sound pressure waveform 
via am plifter and loudspeaker. 
The channel is regarded as discrete because of the action of the analogue/digital 
(AID) and digital/analogue (D/ A) converters, that is, the signal represents the 
message by samples taken at fixed intervals of time and the value of each sample is 
represented by a binary number of fixed resolution. Thus only certain quantised 
values at certain instants in time of the original message can be represented by the 
digital signal. By making the assumption that the channel is perfect (i.e. of infinite 
bandwidth and with zero noise) and by making the (unrealistic) assumption that 
the other analogue components in the system are similarly ideal, then the 
limitation to the maximum information rate will be imposed by the specifications 
of the A/D and D/A converters. In this example, the AID and D/A converters are 
the source coders and channel coding is represented by a unit transfer function. 
Let the maximum sampling rate of the converters be identically S Hz and the 
resolution of each, k bits. Again, from the work of Shannon, it was shown that the 
maximum bandwidth of a signal that can be completely specifted by a sampled 
system must be less than half the sampling rate. So in this case the maximum 
bandwidth available is ｾＮ＠ The effect of the quantisation is to introduce 
quantisation noise into an otherwise noise-free channel. A resolution of k bits 
produces a total of 2k possible levels of signal amplitude. The minimum signal 
amplitude that can be represented must be greater than one quantisation level and 
for a signal amplitude that is significantly larger than this, the quantisation noise 
appears to be equivalent to added white noise [6]. Thus the maximum signal power 
to noise power ratio for a quantised but otherwise noise-free signal is given by 
1.5(22k ). Substituting into equation 2.2, the effective maximum information rate is 
given by; 
(2.7) 
thus 
I ｭ｡ｸｾ＠ S. (0.29+k) 
where the signal/noise ratio is >> 1. 
Assuming that the best AID and D/ A converters can sample at 100kHz with a 
resolution of 16 bits, this would give an I max of 1.629 Mbit/s. It should be noted 
that this is slightly greater than the effective bit-rate of the overall system which 
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is simply given by S.k = 105.16 = 1.6 Mb/s. 
It is quite possible for a practical channel to have a bandwidth considerably wider 
than the sampling rate suggested for the converters and under some circumstances 
may be almost noiseless. So the example above is not that unrealistic. However, 
should the channel add noise to the encoded signal then, from equation 2. 7, the 
channel capacity will decrease. 
2. 7 Redundancy in the Signal. 
From the previous section, it can be seen that there are two key processes taking 
place in transforming the original source signal. Firstly the sampling process is 
representing only certain values of the signal amplitude (regularly spaced in time). 
Information about intermediate values is lost. Secondly, the continuous-amplitude 
source is transformed into a discrete-amplitude function by the process of 
quantisation. Providing the sampling rate is large enough, the sampling process is 
loss-less, however, the quantisation process is always lossy since the original signal 
was represented by an infinite number of amplitude levels whilst the quantised 
version is now represented by a finite number of levels. 
However, this does not mean that the original signal cannot be adequately 
represented by the discrete-amplitude signal. In the numerical example the 
proposed sampling rate and resolution were over-specified because they were based 
on the best performance obtainable from current technology rather than on the 
specification of the signal involved. For a speech signal, there is little spectral 
energy above 10kHz whilst the typical dynamic range is no more than around 
70dB. An AID converter sampling at 20kHz with 12-bit resolution would be quite 
adequate to represent the original speech signal without there being any noticeable 
distortion in the ftnal reconstruction. This is equivalent to an information rate of 
about 240 kb/s, nearly an order of magnitude smaller than the original example. 
From the foregoing, it can be seen that there was no advantage in using the larger 
sampling rate and ftner resolution since, though the maximum information rate of 
the channel was high (> 1.6Mb/s), the actual information rate was very much less 
( <240kb/s). 
2.8 Upper Limit of the Information Rate for Toll-quality Speech. 
As shown in the previous section, the channel capacity could be as low as 240kb/s 
and the speech could still be successfully transmitted over · it without any 
noticeable degradation. In fact, if all that is required is a reasonable quality of 
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speech signal that is intelligible and contains adequate additional prosodic 
information, then even lower information rates can be quite acceptable. The 
conventional analogue telephone lines are band-limited to just under 4kHz and the 
subjective quality provided by a mean signal-noise ratio of about 34dB, at this 
bandwidth, is referred to as "toll quality" [7]. This is taken as the standard by 
which the quality of speech coding schemes can be compared. The maximum bit-
rate of an equivalent linear PCM system can be found by assuming that the toll-
quality specifications can be met by a 12-bit resolution AID and D/ A conversion 
sampling at just 8kHz. This gives a serial bit-rate of 96kb/s and this represents the 
upper limit for the information rate that could be provided over a system meeting 
toll-quality specifications. 
The above result is the effective maximum information rate as defi.ned by Shannon, 
for a straight forward mapping of a continuous amplitude source with memory 
onto a discrete amplitude signal also with memory. The presence of the digital 
signal with memory means that the effective information rate let 1 must be less (as 
it turns out considerably less) than the theoretical maximum information rate 
I max• 
In general, the maximum bit-rate of a linear PCM digital transmission scheme is 
equal to the entropy of the digital signal (assuming a perfect channel) while the 
effective information rate for the source is considerably less. Thus; 
(2.8) 
where H(X) is the information rate of the source sequence X and ｾ＠ log22k ｩｾ＠ the 
maximum possible entropy of the signal for a given sampling rate and quantisation 
resolution. The redundancy of a signal is defi.ned as; 
(2.9) 
In the limit that R goes to zero H (X )__.]log22k. There are two factors that 
:1. 
determine the redundancy in the signal i.e. 
a) the sample to sample correlation 
b) the probability distribution of the discrete amplitude values. 
R is zero if all samples are statistically independent and the probability of the 
occurrence of any sample value from the total set of all possible sample values is 
equal. To a limited extent, the transform of the original source onto the linear 
PCM digital signal will reduce the redundancy since lowering the sampling rate to 
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the minimum necessary within the specified tolerable distortion reduces the sample 
to sample correlation, while the coarsening of the quantisation levels will tend to 
flatten the probability distribution of the digital samples. However, there will be a 
limit beyond which this process will introduce increasingly unacceptable levels of 
distortion while failing to adequately remove further redundancy. 
2. 9 The Dual Function of Redundancy in Speech • . 
Two questions arise as a result of the previous discussion. What is the effective 
information rate for a typical speech signal and correspondingly, how much 
redundapcy is present in a digital representation of a speech signal obtained ｷｾｴｨ＠
reasonable resolution and sampling rate? 
Central to these questions is the relationship between information as defi.ned by 
Shannon and information as commonly understood in the linguistic sense. The 
problem of their relationship arises because language is not conveyed by a series of 
independent sampled values of a speech waveform, rather, it is long-time sequences 
of waveform samples that carry the basic elemep.ts of linguistic information called 
phonemes. It should be stressed that the mapping from a sequence of samples to a. 
phoneme is not straightforward and is still not fully understood [8] but it is 
known that the phoneme can be identified from the shape of the speech spectrum 
which will remain fairly steady over extended periods of time. More rapid changes 
in the speech spectrum generally indicate transitions between phonemes. During the 
steady state sequences, the spectrum will exhibit a series of peaks, referred to as 
formants and it is primarily these formants which identify the phonemes. · Since 
the power spectrum and the autocorrelation function of a waveform form a 
Fourier Transform pair, these formant peaks correspond, equivalently, to 
significant correlations between the time-domain samples. 
Paradoxically, it can be seen that it is the correlation in the speech waveform that 
carries the linguistic information and that as a consequence, the information rate of 
the waveform is always sub-optimal (in the Shannon sense). It is some part of the 
redundancy of the waveform Cas deftned in equation 2.9) that is responsible for the 
lingUistic information and that if the source coding were to optimise the signal for 
maximum information rate at the channel level, there would be no linguistic 
information received at the decoder. 
This has important consequences for the design of speech compression algorithms 
since it is not sufficient to attempt the removal of redundancy without considering 
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the function of that redundancy. If correlations relating to the linguistic content of 
the speech waveform are removed then additional information (in the form of 
side information) must also be sent alongside the encoded waveform, if the original 
signal is to be adequately reconstructed. So far only a little has been said about the 
properties of the speech waveform. It has been described as a stochastic process 
with zero mean, which is continuous-amplitude with memory. Shannon's theory 
assumes that the source sequence is also stationary. In this circumstance, 
redundancy in the sequence, once identifted, can be removed and no further 
information need be transmitted alongside the remaining signal in order to 
perfectly reconstruct that source code at the receiver. The correlation coefficients 
required to correctly interpolate the sampled data must be possessed by both the 
source encoder and the decoder as a priori knowledge but as long as this knowledge 
is present the original signal can be reconstructed. In the case of a speech· 
waveform, however, the signal is not stationary and indeed this non-stationarity is 
an essential feature of the waveform. If strong but relatively local correlations in 
the waveform relate spectrally to the basic unit of linguistic structure, the 
phoneme, then it is essential for these local correlations to change in order that the 
higher level phonemic symbols can convey the linguistic information. Since, 
according to Shannon, these phonemes must change randomly to convey 
information, then the related correlations must also change randomly and 
information about these correlations must be extracted from the waveform and 
transmitted as side information as suggested above. On the other hand, some 
redundant content of the speech waveform will not change in its form over 
appreciable lengths of time. Such redundancy may be irrelevant to the lingUistic 
process or in part, may account for the extraordinary robustness of the speech 
signal in direct human conversation. Either way, in the circumstances considered 
here, where the source coding is intended for digital channels, such long term 
redundancy can be removed entirely from the process with no deleterious results 
as far as the quality of the signal is concerned (provided, of course, proper 
measures are taken to protect the digital bit-stream on the binary channel). 
2.10 An Estimation of the Long-term Redundancy in Speech. 
Long-term redundancy is deftned here as that part of the total signal redundancy 
that remains constant over long periods of time and conveys no linguistic 
information nor any associated aspects such as intonation or expression. The 
sample to sample correlations giving rise to this redundancy also remain constant 
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over the long-term and various authorities give the computed autocorrelation 
functions for speech for different speakers of both sexes [9][10]. A graph of the 
calculated mean normalised autocorrelation function for the long-term speech 
signal calculated from these statistics is shown in figure 2.3. In all cases the speech 
signals were sampled at 8kHz and averaged over periods of 20 seconds or longer. 
Various ｦ･｡ｾｵｲ･ｳ＠ are evident from this graph. The autocorrelation function is 
monotonically decreasing with time (as would be expected) reaching the axis at 
around seven or eight samples. There is very strong correlation between adjacent 
samples but this correlation becomes progressively weaker after just a few 
samples. The graph of ftgure 2.4 shows the long-term average autocorrelation 
function for the speech signal compared with the autocorrelation functions for a 
Markov process of order 1 and a Markov process of the order 2, matched to the 
first, and first and second, autocorrelation values respectively. Since the speech 
autocorrelation function crosses the axis and goes negative, it is clear that it is 
related to a higher order Markov process and the second order process appears to be 
a reasonable fit. 
The redundancy in the speech signal due to this long-term correlation can be 
calculated by finding the entropy of the long-term signal. The relationship between 
the entropy of the signal and the correlation is given by the spectral flatness 
measure [ 1 Oa] i.e.; 
')'2 = (2.10) 
where P (co) is the power spectral density function. 
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Fig 2.3 Graph of long term normalised autocorrelation function for low-pass 
filtered speech (sampled at 8kHz and bandlhnited to 3.4kHz). 
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Fig 2.4 Comparison of first and second order Markov Processes with the long term 
autocorrelation function for speech. 
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For a second order Markov model, the spectral flatness measure is related to the 
second and third normalised autocorrelation coefficients ( p 1 and p2 respectively) 
by; 
where 
and 
b - (p2-pf) 
2- (1-p[) 
(2.11) 
With p 1 = 0.86 and p2 = 0.64, equation (2.11) gives a value of y 2 = 0.22. Now 
Hel 1 = y 2 H max and letting H max= 96kb/s for toll quality, the effective 
information rate Hef 1 ｾ＠ 21kb/s. 
It should be observed, from the graph of figure 2.5, that the sharp shoulder on the 
downturn of quality versus bit-rate for waveform coders coinddes closely to the 
effective long-term information rate computed above. If a waveform coder is 
defined as one which attempts to remove only long-term redundancies in speech 
then it is clear that one cannot hope to reduce the bit-rate of such coding schemes 
beyond this lower limit without losing the linguistic ,information coiltained in the 
short term correlations. For bit-rates lower than this limit a different class of 
coders (often referred to as "hybrid coders") are needed to cater for the correct 
encoding of the information contained in these short term redundancies. 
It should be stressed here that the reference to long and short term indicates the 
time scale over which these correlations remain constant, not the number of 
samples over which the correlation itself, extends. 
Quality 
4 
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2.11 Short Term Redundancies. 
In the previous section it was shown that the speech waveform (though non-
stationary) contained signifi.cant correlations between near samples which remained 
constant over long periods of time. However, over much shorter periods of time, 
the signal is approximately stationary and very strong correlations are seen to exist 
over these local periods which may extend for several hundred milliseconds. These 
local correlations, as already described, contain the linguistic information of the 
waveform and must change in some random way. Not only does the nature of the 
correlations change but the length of time for which they remain stationary also 
varies randomly. Thus calculating the redundancy due to these local correlations is 
extremely difficult. However, it is observed that two distinct types of local 
redundancy exist which are the result of separate mechanisms in the vocal tract 
and also have separate linguistic functions. In all, there are about forty distinct 
phonemes in the English language and most other languages have similar numbers 
of distinct sounds. Of these forty, all but around fourteen of these are voiced 
sounds, that is they are produced by quasi-periodic vibrations in the glottis at the 
base of the vocal tract (see section 2.1 7). Thus, while all meaningful sounds have 
local correlations between neighbouring samples which correspond to the formants 
of the speech spectrum, those sounds which are voiced, also have strong 
correlations between samples which are signlfi.cantly separated at near regular 
intervals. This interval or "pitch period" is typically around 50 samples at 8kHz 
sampling rate but can vary between 20 and 120 samples. Figure 2.6 shows the 
typical autocorrelation function for a voiced segment of speech (a) and an 
unvoiced segment of speech (b). The periodic correlation is shown very clearly in 
(a) while the adjacent correlation due to the formant structure can be observed in 
both plots. Generally in unvoiced segments of waveform, not only is there an 
absence of periodic correlation but the near-sample correlations are also weaker. In 
calculating the redundancies due to short-term correlations, the relative incidence 
of voiced and unvoiced sounds must be taken into account. While the majority of 
listed phonemes are voiced, in most realistic speech sequences about 50% of all 
phonemes actually occurring, are unvoiced [11], each word being usually a 
combination of both voiced and unvoiced sounds. (This shows that the probability 
of occurrence of phonemes is not equally distributed, which has repercussions on 
the calculation of higher level redundancies). However, what is of concern here, is 
not so much the incidence of voiced and unvoiced phonemes but the actual 
proportion of samples belonging to each of these categories on average. A survey of 
the pitch tracks presented in a number of papers on pitch determination (see 
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chapter 5) suggest that the proportion of samples belonging to voiced segments of 
speech is somewhere in the region of 60 - 65% but this fi.gure is only rough since 
the result is highly dependent on the chosen speech segments and one would expect 
that speech leaning more heavily towards the strongly voiced would be selected for 
the purpose of pitch analysis. Taking a ratio of 60-40 for the number of voiced to 
unvoiced samples, then it is necessary to attempt an estimate of the spectral 
flatness measure for each of these types of sequence. 
Considering the unvoiced sequences first, the calculation is reasonably straight 
forward. Sample-to-sample correlation is fairly weak and taking only adjacent 
sample correlation, then setting p 1 to 0.5 and p2 to zero in equations 2.11, a value 
of y 2 = 0.67 is obtained. The calculation of y 2 explicitly for a voiced segment of 
speech is extremely difficult, but an estimate can be made by noting the result that 
the spectrai flatness measure is related to the predictor gain of an all-pole fi.lter 
used to model the speech spectrum [lOb]. Thus; 
y2 = _1_ 
Gmax 
(2.12) 
where Gmax is the maximum predictor gain that can be obtained with a given order 
of linear predictor. Thus, using a tenth order predictor to model the spectrum, Noll 
gives a value of lOdB for the predictor gain obtainable on a section of voiced 
speech. This suggests a value for y 2 of 0.1 showing very strong sample-to-sample 
correlation. However, this result does not take into account the redundancy due to 
the periodicity in the voiced speech. This can be estimated in a similar manner by 
observing the gain obtainable with a typical pitch filter. Again, Noll gives a 
maximum value of around 6dB [lOc] corresponding to a value of y 2 = 0.25. 
Combining both the sample-to-sample and the pitch correlation redundancies, an 
overall value of y = 0.025 is obtained for voiced speech segments. Clearly, voiced 
speech segments are highly redundant and provide a rich source of savings in low 
bit-rate coding schemes. 
Combining the above results for both voiced and unvoiced speech segments, a total 
fi.gure can be estimated for the short term redundancies. This gives an overall 
average value for y 2 of 0.283, giving a lower limit for the effective (Shannon) 
information rate of 5.9kb/s. It should be noted, however, that this value is based 
on average experimental data obtained from the measured predictor gains of 
various coding schemes. In practice, the true lower information rate value is likely 
to be less than calculated. There are two main reasons for this. First, as Noll and 
Jayant point out, [lOc], the prediction gain provided by a combination of short and 
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long term predictors (that ｾｳ＠ prediction filters for both the spectral envelope and 
the pitch) is less than the sum of the separate prediction gains of these processes 
applied independently. It is noted that the order of the two types of predictors is 
generally of no importance and that whichever comes fi.rst provides around lOdB 
of gain while the latter only about 6dB. Thus the combination is probably 
performing below maximum efficiency. Second, it is known that the usual 
technique used for the estimation of the spectral envelope (linear prediction) fails 
to perform accurately on voiced speech because of the presence of the pitch pulses 
(see Chapter 7). This lower effective information rate value needs to be revised 
downward but it is very difficult to be precise. However, a value of about 3kb/s is 
likely to be nearer the true rate. Were it possible to remove all the short term 
redundancy, a "residual" waveform -would be left containing no linguistic or 
prosodic information. This residual would still occupy the original bandwidth of 
the speech signal but would now have a fiat spectrum. Appropriate quantlsation 
would enable this residual to be transmitted over a channel at a rate approaching 
the 3kb/s value indicated above. 
Thus, it can be seen, that a speech waveform which has been accurately sampled 
and quantised to reproduce the quality obtainable with a band-limited analogue 
signal (toll quality) will produce a bit-rate of about 96kb/s but the true 
(Shannon) information rate for this signal can be represented by a residual signal, 
devoid of all redundancy, at about 3kb/s. The long-term redundancy accounts for 
the majority of this, about 75kb/s, while the short-term redundancies account for 
the remainder. However, the short-term redundancy is not stationary and the 
correlations change with time. Thus these changes must also be represented in the 
encoded signal. In principal, the original waveform could be entirely (and 
accurately) reconstructed at the output of a coder with only the transmission of 
the residual together with information about the short-term correlations. 
2.12 The Role of Hybrid and Yo-coders. 
The foregoing analysis indicates that toll quality is possible at bit-rates below that 
obtainable with a waveform coder provided the correct analysis and synthesis 
strategy is adopted. It should be remembered that the overall objective is to 
reproduce a replica of the original (band limited) waveform as closely as possible. 
At the encoder, both the long term and short term redundancies must be removed 
and the remaining residual appropriately quantised for -transmission. Whilst the 
long term redundancy can be discarded, information concerning the short term 
redundancy must be retained and transmitted as the side information in order that 
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it can be reinserted at the decoder. Thus the total overall bit rate for such a 
scheme is higher than the information rate of the residual alone since some bits 
must be allocated to the transmission of this side information. Fortunately, the 
short term correlations representing the linguistic and prosodic information change 
only slowly with time and need be updated approximately every 25mS. In 
addition, the dynamic range of these parameters is relatively small and so only a 
few bits need be allocated per parameter. A rough estimate for this side 
information is again just over 3kb/s (allowing 6 bits per parameter, 13 parameters, 
updated every 25mS). 
Thus a very crude estimate is obtained which suggests that toll-quality speech can -
be encoded at a lowest bit-rate of around 6kb/s in total. Further trimming is 
possible but this figure gives a general indication of the lower limit to which 
"hybrid" coders might aim. It will be noted that there are four distinct processes 
involved in the design of such coders; 
1) Removal of long-term redundancy. 
2) Determination of short-term redundancy parameters. 
3) Removal of the short-term redundancy. 
4) Quantisation of residual. 
It will be seen that, once again, this indicated lower limit for a given class of 
coders corresponds with the downturn in quality given in the quality versus bit-
rate graph of figure 2.5. 
A final class of coders will be mentioned in connection with this analysis of 
information rate and redundancy. If the residual obtained from a process as 
described in the previous section is truly white and has had all linguistic and 
prosodic information removed, then there is actually no point in transmitting this 
residual since its statistics, in theory, are now constant with time. It should be 
possible to transmit only the parameters of the short-term redundancy and still 
reconstruct good-quality speech at the receiver. Coding schemes which transmit 
only such parameters are referred to as "vocoders". Practical vocoders transmit at 
bit-rates below 3kb/s but in practice are unable to produce toll-quality. 
The major difficulty with these low bit-rate designs is the accurate analysis of the 
incoming waveform. It is extremely difficult to remove all the redundancy present 
in the waveform and even more difficult to represent the short-term correlations in 
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such a way that the linguistic information can be reinserted at the decoder. The 
main difficulty here is the fact that the lingUistic information is not delivered at a 
constant rate. For much of a speech segment such changes in the short-term 
redundancies occur only slowly but periodically very sudden changes can occur 
which require accurate tracking. In addition, the removal of this short-term 
redundancy usually requires some additional knowledge about the speech 
production mechanism. Since this cannot be obtained directly from the speaker by 
any physical means, it must be inferred from the speech waveform. Again, this 
inference is not always accurate. 
2.13 A General Formulation of the Speech Coding Problem. 
As a starting point, the most general case may be taken, of a continuous random 
signal s (t ) which is a non-stationary function of time. As described in section 2.4, 
the maximum information rate or bit-rate depends on two fundamental properties 
of the digitally encoded version of this signal for transmission on a binary channel: 
i.e. the bandwidth and the dynamic range. The bit-rate is given by equation 2. 7. 
In order that the signal may be transmitted at a reduced bit-rate, an encoded signal 
s (t ) must be transmitted, such that; 
Bi <<Bs and r s <<f s (2.13) 
where B is the bandwidth and r is the dynamic range. There will be a 
corresponding reduction in the information rate 18 • 
2.14 The Two Approaches to Speech Coding-a Fundamental Divergence? 
There are two major approaches to the problem of coding. The author has sought 
some rationale for this fundamental divergence to the problem, in particular, for 
the existence of some common formulation which could lead to either of the two 
approaches based upon some clear difference in the treatment of the signal analysis, 
but has failed to ftnd any. In the absence of such reasoning the conventional but 
somewhat unsatisfactory approach will be maintained. 
The encoded signal may be obtained from the original signal by performing one or 
more transforms; 
s (u) = {T 0[s (t )].T 1[s (t )].T 2[s (t )] •.... } (2.14) 
such that redundancy is removed from the signal. The domain of the transform 
may often be frequency but could indeed be some other unspecifi.ed representation 
of the speech signal. 
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Since the speech signal is non-stationary, no useful analysis can be performed on 
very long sequences of speech samples. The speech sequence is windowed such that 
each short block of speech samples is assumed to have local stationarity. Over this 
period, a single transform or a series of transforms is applied to the speech signal 
as shown in equation 2.14 to derive the encoded signal ; (u ) together with a set of 
parameters (usually the elements of a matrix) specifi.c to that particular analysis 
block which will define the transforms {Ti }. Since these parameters will change 
(albeit slowly) from one analysis block to the next, these parameters must also be 
transmitted along with the encoded signal for correct decoding at the receiver. An 
alternative approach to the encoding problem, is to define the speech signal over a 
locally stationary period as; 
s (t) = f [s (t ),h 0(t ).h 1(t ) •.... hn (t )] (2.15) 
where {hi (t)} are continuous and stationary functions of time. In this case the 
{h; (t)} may be considered as a cascade of impulse responses excited by some 
unspecifted source s(t ). Again the impulse responses may be described by a set of 
parameters which will remain constant for the duration of each analysis block. The 
problem will then reduce to the transmission of an excitation and a set of 
parameters as with the transform model. As yet, neither the function f [)nor the 
and the transforms T; [ ] are specified. However, which ever approach is adopted, 
the function f []or the transform T; []must be exactly invertible. 
2.15 The Assumption of Linearity. 
So far, irrespective of the approach taken to the coding design, two conditions have 
been imposed, that of short-time analysis based on local stationarity and the 
requirement of reversibility. In order to proceed further, an additional restraint 
must be imposed. In fact this condition has already been implicitly assumed in the 
discussion of redundancy, since this redundancy was described as being the result 
of correlations between samples. Such correlations are usually computed as linear 
correlations, that is, the present sample value is determined by a linear 
combination of past sample values. This is perhaps the most restrictive of the three 
assumptions but one which has been applied with considerable success. 
Linearity allows the equations 2.14 and 2.15 to be defined explicitly. For the 
transform coding scheme in equation 2.14, vector notation may be used where the 
input sequence is defined by the vector s = {s(1),s(2).s(3), .... } and the encoded 
sequence is defined by the vectors= {s(l),s(2).s(3), .... } such that; 
(2.16) 
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A is the transform matrix which, in general will be updated for each sequence and 
the technique is referred to as Adaptive Transform Coding (A TC). 
If the analysis block length of the speech sequence consists of N samples, then the 
transform matrix A will haveN columns and with M rows the encoded sequence 
will have M elements in the transform domain. The encoded domain is derived 
from a linear transform of the time domain and implied in equation 2.16 is that 
matrix A-1 also exists. 
Equation 2.15 can be expressed algebraically, on the assumption of linearity, as; 
s (t) = s (t )*h l(t )*h2(t )*h 3(t )* .... 
where* represents linear convolution. Taking z-transforms this becomes; 
S(z) = S(z ).H 1(z ).H 2(z ).H 3(z ) ... 
(2.17) 
(2.18) 
and thus is also invertible. It can be seen that invertibility is an inevitable 
consequence of linearity for this latter form of speech analysis while for the 
transform coding they are independent conditions. 
Further observations can be made about the two approaches outlined above. 
Transform coding is essentially a concurrent process in the sense that the 
transformed sequence s represents a vector in the transform space of M 
dimensions and each element represents transformed information from all parts of 
the original time-domain sequence. The time-domain approach, on the other hand, 
is essentially a sequential process. It can also be noted that the transform approach 
is deftned fundamentally as a process of speech analysis while the sequential 
approach is one of speech synthesis • There would appear to be a close analogy 
between these two fundamental models and the physiological processes of speech 
production and speech perception. These are described in detail in sections 2.17 and 
2.18 respectively. 
2.16 Some Further Conunents on the two Approaches to Coding. 
For a speech coding application, the transform coding approach must generate a 
sequence in the transform domain in which the elements of the vector s are 
decorrelated. The linguistic information represented by the correlations within each 
analysis frame are contained within the transform matrix A. Clearly this 
transform matrix will change periodically and needs constant updating. For 
maxim urn coding gain the autocorrelation matrix of the transformed sequence 
should ideally be diagonal with all other elements in the autocorrelation matrix 
zero. Thus; 
and from equation 2.16; 
= E{AssTAT} 
= ARsAT 
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(2.19) 
where A is a diagonal matrix and Rs is the autocorrelation matrix of the speech 
signal. The transform A is known as the KarhlUlen-Loeve transform [12]. Since 
the transform must be updated regularly, the method is computationally intensive. 
An alternative, which has a more efficient implementation is the Discrete Cosine 
Transform which produces a performance very close to .that of the Karhunen-
Loeve [lOd]. 
Generally, transform coding techniques have been successful at higher bit-rates 
(down to arolUld 16kb/s) and also at higher rates for wide-band speech and also 
video signals. However, the success of these techniques at the bit-rates of interest 
in this thesis (below 9.6kb/s) has been limited. Thus, little more will be said of 
these in the remainder of the thesis except for its application in a small class of 
Residual Excited Coding Schemes which apply transform coding techniques to the 
treatment of the "residual" obtained from the linear prediction inverse fi.ltering in 
order to reduce the bit-rate further (see chapter 4). 
The sequential approach has been the most successful in coding schemes at low 
bit-rates. Since it is essentially a synthesis process, the encoding of a speech signal 
must involve the estimation of the parameters required to give the correct impulse 
responses for the set of {h 1(t ),h 2(t ),h 3(t ), .... }. In the most general case this can 
consist of both poles and zeros in the z-plane transfer functions which may be 
either single real values or coexist as complex conjugate pairs, since the overall 
cascaded transfer function must be real. It is also the case that the poles must lie 
inside the unit circle for the overall transfer function to be stable while zeros may 
lie inside or outside. The problem with the sequential approach is that these 
transfer function parameters must be estimated from the original speech signal 
since, in general, this is the only information provided for the coder. It is this 
estimation problem that lies at the heart of the design of good low bit-rate 
schemes. A number of estimation techniques exist but the single most dominant 
method employed in low bit-rate coding is that of linear prediction. Linear 
prediction makes a number of restrictive assumptions about the speech analysis 
process and yet performs remarkably well in practice. However it is these 
restrictions which impose the limitations to the quality of these schemes at very 
-33-
low bit-rates and it is these issues which are the main concern of this thesis 
together with related matters such as pitch estimation. 
2.17 Speech Production. 
It would be useful to know whether the assumptions of linearity in equation 2.17 
are reasonable and whether the concept of a cascade of filters is close to the way in 
which speech waveforms are actually produced. The anatomy of the speech 
production mechanism, the vocal tract, is, of course, well-known. A diagram of 
the vocal tract is shown in ftgure 2. 7. Something of the way in which speech 
sounds are produced can also be deduced from examining the time-domain 
waveforms recorded and displayed for a variety of distinct phonemes. Speech is 
produced by expelling air from the lungs through a restriction somewhere in the 
vocal tract, ref erred to as excitation • This is usually between the tightened vocal 
cords of the glottis at the top of the trachea. The glottis will vibrate with near 
regular pulses which set up standing waves in the remainder of the vocal tract. 
Alternatively, the glottis is relaxed and a restriction near the upper part of the 
tract (back of the throat, tongue or lips) causes turbulence of the air as it is passed 
through. In either case, the remainder of the tract modifies the excitation causing 
spectral shaping to the standing wave. In the case of glottal excitation, the 
resuitant sounds are referred to as VOICED sounds while in the .case of upper vocal 
tract excitation, the sounds are called UNVOICED. In practice many sounds are 
actually a mixture of the two. Voiced sounds are characterised by high energy and 
quasi-periodicity and tend to be sustained. Unvoiced sounds on the other hand, 
lack periodictty and have low energy and generally last only a relatively short 
time. In any language, there is a set of distinct phonemes, though different 
languages choose different sets, usually consisting of around forty sounds. A table 
of English phonemes is shown in figure 2.8. These are classed according to the way 
in which the sounds are formed. One particular group of sounds which need special 
mention are the nasals. These are voiced sounds formed by closing the mouth using 
some part of the tongue or lips and allowing the sound ways to radiate from the 
nasal passage. The mouth cavity forms a side resonance imposing a distinct zero in 
the spectrum of the resultant sound due to absorption of sound energy at a 
particular frequency. These nasals can be particularly difficult to model. 
It can be seen that a reasonable model of the speech production mechanism could 
be a linear filter consisting of both poles and zeros in the transfer function being 
excited by either a series of pseudo-periodic pulse or by a random (gaussian) source 
(see ftgure 2. 9 ). This model, of course, assumes linearity as did the synthesis 
-34-
equation 2.17. Clearly a rigorous fluid-dynamic ｡ｮ｡ｬｹｾｬｳ＠ of the vocal tract would 
reveal non-linearitles due to elastic walls of the tract, viscous flow and other 
irregularities. However, such an analysis is computationally too intensive to be of 
much practical use in coder design, though Ｎ ｾｯｲｮ･＠ recent interest has been shown in 
applying finite element analysis to such a problem [13]. 
The model of figure 2. 9 has a number of other assumptions incorporated such that 
the source of excitation is "switched" from voiced to unvoicoo (the source can be 
mixed) and that the voiced excitation is exactly periodic and pulse-like in nature 
(the pulses are fairly broad). Similarly, for unvoiced speech there is the 
assumption that the excitation is gaussian when, in fact the distribution of 
unvoiced samples of speech may be distributed near to a Laplacian. These 
limitations to the linear model will be discussed more fully in chapter 3. 
nasal tract----
tongue 
lower jaw 
Fig 2. 7 Diagram of the vocal tract. 
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Phoneme Manner of I Place of Voiced Example 
Articulation Articulation Word 
i vowel high front tense yes beat 
I vowel high front lax yes bit 
e vowel mid front tense yes bait 
f vowel mid front lax yes bet 
re vowel low front tense yes bat 
Q' vowel low back tense yes cot 
::> vowel mid back lax rounded : -yes caught 
0 vowel mid back tense rounded yes coat 
u vowel . high back lax rounded yes book 
u vowel high back tense rounded yes boot 
A vowel mid back lax yes but 
:r vowel mid tense (retroflex) · yes curt 
ｾ＠ vowel mid lax (schwa) yes about 
aj (a!) diphthong low back - high front yes bite 
::>j (:>I) diphthong mid back - high front yes boy 
aw {aU) diphthong low back - high back yes bout 
-,j glide I front unrounded yes I you w glide back rounded yes wow 
l liquid alveolar yes lull 
r liquid retroflex yes roar 
m nasal labial 
I 
yes maim I n nasal alveolar yes none 
; ) 
nasal velar yes I bang I 71 
f fricative labiodental no · fluff 
v· .fricative labiodental yes valve 
I} ·fricative dental no thin 
6 fricative dental yes then 
s fricative alveolar strident no sass 
z fricative alveolar strident yes zoos 
f fricative palatal strident no shoe 
fricative palatal strident yes measure 
h fricative glottal· no how 
p stop labial no pop 
b stop labial yes bib 
t stop alveolar no tot 
d stop alveolar yes did 
k stop velar no kick 
g stop velar yes gig 
c affricate alveopalatal no church 
-
f affricate alveopalatal yes judge 
Fig 2.8 Table of English phonemes. 
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2.18 Speech Perception. 
The perception of speech is more difficult to understand than its production. In 
evolutionary terms, the ability to produce speech is unique amongst humans and 
relatively recent. The shape of the upper vocal tract, especially the jaws and mouth 
are particularly adapted to this capability. On the other hand, the physical organ 
responsible for receiving speech waveforms, the aural tract, is very similar to that 
in most other mammals, differing only slightly in its frequency response and 
sensitivity. Thus the aural tract is responsible for the detection of sounds in 
general and cannot distinguish between speech sounds and other noises. In this 
sense, speech perception itself must take place at higher levels in the brain. At 
present, little is known about these neural processes but are the subject of much 
current research [14]. However, some basis for the way in which speech is 
perceived can be deduced from the operation of the aural tract. A diagram of the 
ear is shown in ftgure 2.1 0. The main element to the sound processing function of 
the ear is the inner ear or cochlea. This consists of a coiled tube narrowing towards 
the apex. The outer ear collects sound energy, while the middle ear acts as an 
impedance matching device. This is necessary since the cochlea is ftlled with fluid 
and the fundamental impedances of the air and the fluid ftlled cochlea are different. 
For sound waves carried by air to impinge directly upon the membrane at the 
entrance to the cochlea would result in most of the sound energy being reflected. 
The cochlea is divided internally and longitudinally by two membranes, the 
Basilar membrane and the Reissner's membrane. It is the Basilar membrane that is 
the key to the function of the cochlea. This varies in thickness and stiffness along 
its length such that impinging sounds cause particular resonances along its length 
at a place associated with the frequency of the incident sound wave. Thus the 
cochlea acts as a form of ftlter bank or spectrum analyser with the important 
observation that the process in non-linear, with greater resolution being devoted to 
lower frequencies. In fact the sensitivity of the cochlea to both amplitude and 
frequency is logarithmic. Along the length of the Basilar membrane are many 
thousands of hairs which detect the localised resonances and stimulate associated 
nerve fibres. For any complex sound including speech, these stimuli will produce a 
great number of parallel signals in the associated nerve fi.bres and, though not yet 
properly understood, there is almost certainly some immediate post-processing that 
takes place in the region of the cochlea. Further processing takes place at various 
locations in the cerebral cortex [15]. 
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The key points being made here, are that the perception of speech involves 
processing analogous to the transform coding techniques mentioned in the previous 
section and that the transform is non-linear in both amplitude and frEquency. The 
subsequent treatment of the neural data is a parallel process which is very 
different to the sequential processing used in conventional computer architecture. 
Drawing the analogy further, it would be interesting to know whether the cochlea 
together with the immediately associated neural network performs any form of 
decorrelation process as with the Karhunen-Loeve transform. It is noted that the 
Karhunen-Loeve transform produces a transform domain sequence which is non-
linearly spaced in frequency and is, of coutse, adaptive and optimal. Since it is the 
variations in the spectral power that conveys information in speech (and probably 
other sounds as well), it would seem reasonable to suppose that the analogy may 
be justified. This suggests itself for a future research project. 
voiced 
unvoiced 
linear 
filter 
H(z) 
Fig 2.9 Source-filter model of speech production. 
output 
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eardrum 
hammer cochlea 
p· Ig 2.10 The human ear. 
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2.19 The Hierarchical Structure of Speech. 
Analysis of language shows that it is constructed in some hierarchical fashion. For 
text, individual letters from the alphabet are grouped to form syllables and in 
tum words which are then grouped together to construct sentences. It has already 
been shown that in a speech waveform, there is strong correlation between samples 
which is a necessary condition to provide consistent spectral information over 
periods of several tens or even hundreds of milliseconds. This spectral information 
is related to the basic components of speech, the phonemes, as already described. 
The phonemes form a sequence, in which they are grouped to form syllables, and 
further hierarchical construction can be made in much the same way as for text. A 
diagram representing this structure for the process of speech communication is 
shown in figure 2.11. One feature that is immediately apparent is the symmetry 
of the processes of speech production and speech perception. This is something of 
an assumption. It is clear, for instance, that the actual production of the speech 
waveform in the vocal tract and the perception of the waveform in the aural tract 
are not (mechanically) reciprocal processes. However, it seems likely that higher 
levels of language are dealt with in the the same areas of the brain. It is beyond the 
scope of this thesis to examine the detailed mental processes involved in these 
upper layers of the hierarchy. In fact little is yet properly understood about these 
matters, however, certain important features are of relevance ｴｾ＠ an understanding 
of speech coding. In terms of information theory, each layer can only be 
constructed from its constituents by deliberately introducing redundancy. If from 
a certain alphabet of symbols, certain sequences represent the symbols in the next 
higher layer, then the probabilities of each occurrence are dependent on the 
preceding occurrences. This inbuilt redundancy occurs at each layer in the 
hierarchy. It is interesting and constructive to speculate as to why this should be 
adopted in natural language since it would seem to be an extraordinarily inefficient 
method. 
One overriding reason would seem to be robustness. If the fundamental unit of 
language is the phoneme, then the selection of just forty such sounds out of an 
infinity of possibilities for language construction would seem to be based on some 
distance measure (in the spectral domain) which ensures ease of distinction under 
noisy conditions. Further, the selection of certain combinations of phonemes to 
construct syllables also lends to robustness, since the context of a phoneme 
distorted by noise may give clues to its identity even if the sound itself is missed. 
Similarly, contextual redundancy in vocabulary and syntax will aid recognition. 
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A second reason for such a structure would seem to be the ability to construct 
complex vocabulary and syntax from a small number of elementary building 
blocks. This obviates the necessity to store huge amounts of detail but rather use a 
few elements to produce a diversity using basic linguistic rules. There may also be 
a relational objective, where the relative position of phonemes, syllables or words 
in the sequence conveys certain subtle semantic information not immediately 
obvious in the direct interpretation of the language. 
The third reason may lie in the actual linguistic processes themselves in the brain. 
It is possible, though this .is somewhat speculative, that the hierarchical structure 
of language may map topologically onto the physical neural processes themselves 
such that distinct areas of the brain deal with particular layers in the hierarchy. 
For example, one piece of evidence [16] indicates that syllabic interpretation is 
conftned to the aural tract and its immediate neural network. 
The relationship between the hierarchical structure and speech coding lies mainly 
in the lower levels. Clearly a waveform coder takes no account of the linguistic 
structure nor indeed any particular features of the speech waveform. Thus the 
insertion of a waveform encoder and decoder in the structure lies directly between 
the speech production and perception processes. However, vocoders attempt to 
examine blocks of speech and to produce a series of parameters relating to that 
block under analysis. The analysis of the waveform will take place periodically 
and the block-length will be chosen so that the most rapid changes in the spectral 
shape of the waveform can be observed. Thus for much of the speech, a set of 
parameters will remain unchanged from one analysis block to another. These 
parameters relate to the spectral shape, the formants, and also to the state of the 
excitation (ie whether the speech is voiced or unvoiced) and so they do also relate 
directly to the phonemes underlying the speech waveform. On the other hand, 
these sets of parameters cannot completely characterise individual phonemes since 
they also contain elements of prosody. Thus a vocoder may be placed in the 
hierarchical model as establishing some level of communication which is 
intermediate between the phoneme levels and the articulatory level. Certain types 
of coding scheme adopt vector quantisation for the parameter sets. This might 
entail a single code-book entry to represent both spectrum and excitation but 
normally would be used only on the spectral parameters. Where adaptive V.Q. is 
used, then the code-book entry is only changed when there is a signifi.cant change in 
the parameters under analysis. Such a system is virtually sending a phoneme 
equivalent symbol and is only a short stage from a complete phoneme level of 
communication in the hierarchy. Hybrid coders clearly establish two levels of 
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communication in order to obtain the required quality. The relationship of these 
schemes to the hierarchical model is exem plifted in the diagram of ftgure 2.12. 
Since, at each layer in the hierarchy, the symbol sequence is composed of a 
(variable) number of sub-layer symbols, then the rate of transmission of symbols 
is correspondingly reduced at each level. It can be seen that, apart from pure 
waveform coders, the objective of a coder should be to establish a new level of 
communication further up the hierarchy, encoding the appropriate symbol set in 
that level with a suitable digital code. To date this objective has not been achieved 
with any great success but the potential saving in data rates is very high. 
It was shown in section 2.12 that the likely lower bit-rate for a ｨｹｾｲｩ､＠ scheme 
was around 6kb/s. The rate of production of phonemes, on the other hand, is only 
about ten per second (depending on the rate of talking) and with an "alphabet" of 
forty phonemes this gives an equivalent bit-rate of around fifty three bits per 
second! Even allowing an equivalent nu1J.1.ber of bits for prosody and some extra 
for variations in the rate of speech production, it should in theory be possible to 
obtain reasonable quality coded speech at bit-rates of about 200 b/s given the 
appropriate algorithms. There is thus a huge gap between the practical hybrid 
coders (and even the pure vocoders) and what would be called phoneme coders. 
Such coding schemes are very advanced in concept and are clearly closely related to 
the work in speech recognition [17]. The hierarchical model is important because it 
allows speech coding design to be given a context. It shows how speech coding and 
other fi.elds of speech research are related and also shows how the next generation 
of speech coders, producing acceptable quality at just a few hundred bits per 
second might be possible. 
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2.20 Conclusions. 
This chapter has set out to identify some of the fundamental issues involved in the 
process of reduced bit-rate speech coding. It has attempted to provide a 
mathematical basis for the treatment of speech waveforms within which the 
various well-known coder designs can be categorised. 
Information theory has been linked to the problems of coding to demonstrate that 
redundancy in the waveform exists as two distinct types. Long-term redundancy 
can be estimated and removed totally, as for a waveform coder, while short-term 
redundancy varies and the estimated correlations must be communicated from 
encoder to decoder in some way. Lower limits for the bit-rates have been 
calculated for both waveform and hybrid coders which agree closely to the 
performance of published coding schemes. It was further shown, that the 
information rate (in the Shannon sense) was related to two criteria on the 
waveform, the band-width and the dynamic range and that these in turn relate to 
the probability distribution of the sampled waveform and the dependence of the 
probability of occurrence of a sample on past history. In the event that the 
distribution was fiat and there was no dependence on past values then the 
information rate was maximised. 
It was shown that this short-term redundancy corresponded to strong sample-to-
sample correlations which remained steady for periods up to as much as several 
hundred milliseconds. Alternatively, this redundancy could be associated with the 
strong peaks (and troughs) in the short-time power spectrum since correlation in 
the time-domain is equivalent to a widely varying power spectrum. These peaks or 
formants are strongly associated with the fundamental unit of language, the 
phoneme and it is this short-term correlation that conveys the linguistic 
information in the speech waveform. Thus, information in linguistic terms is 
related to the sample correlations while information in the Shannon sense increases 
with a lowering of correlation. 
Two distinct mathematical forms were introduced for the treatment of the speech 
waveform. In both cases an assumption of linearity was made in order that the 
mathematical treatment became tractable. No other justiftcatlon for such an 
assum ptlon was made since it is likely that the correlations in the speech 
waveform are non-linear in practice. The two models are fundamentally different 
approaches to the same problem i.e. the need to deconvolve the waveform to isolate 
the processes introducing the redundancy. One is essentially sequential in which a 
"residual" or excitation passes through a cascade of linear transfer functions while 
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the other applies a transform to the speech waveform to obtain a decorrelated 
output. In this case it is the transform which represents the correlating process. 
The transform is a concurrent process and generally transforms into the frequency 
domain. All existing coding schemes fit into one or other of these models. 
It was observed that there appeared to be an analogy between the two models and 
the physiological processes of speech production in the vocal tract and speech 
perception in the aural tract. The structure of both these physiological mechanisms 
was discussed and it was observed, that while the speech waveform is produced by 
an excitation modified by the filtering of the vocal tract in a sequential fashion, 
perception occurred in the cochlea where a transform into the frequency domain 
allowed some form of spectral analysis to take place. 
Finally, the structure of language was touched upon, suggesting a hierarchical 
structure in which symbols in one layer are assembled from selected sequences of 
symbols in the layer beneath. This suggested the origin for the correlations 
observed in the speech waveform since these were essential for the construction of 
the phonemes in the next layer of the hierarchy. Thus one concept of speech coding 
is to see it as an attempt to transcend layers in the hierarchy and establish a level 
of digital communication further up where the appropriate symbols may be more 
efficiently coded at a much lower rate. 
This chapter has attempted to establish a framework within which speech coding 
may be placed and in which it can be related to other areas of speech research such 
as speech recognition. It suggests that good quality coding should, in theory, be 
possible at much lower rates than currently being achieved by encoding at the 
phoneme level. These coders, operating at just one or two hundred bits per second 
represent the next generation of speech coding schemes. 
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Chapter 3 
The Source-filter Model of Speech Production. 
3.1. Introduction. 
In chapter 2, a description of the speech waveform was given, in terms of the 
production of speech from the human vocal tract. It was shown that the linguistic 
information carried by the waveform was "encoded" in the short-time correlations 
which exist in the waveform. These correlations correspond to peaks and troughs 
in the short-time power spectrum of the speech waveform. These variations in the 
power spectrum are introduced by the changing shape of the vocal tract. Essential 
to this description of speech production, is the concept of the source-filter model. 
The source of excitation consists of either pseudo-periodic pulses from the glottis 
or random excitation from a narrow constriction further up the vocal tract which 
excites a linear acoustic filter formed by the remainder of the vocal tract. This 
source-fi.lter model assumes that the source of excitation may be completely 
separated from the vocal tract fi.lter and that the speech output from this model is 
a linear convolution of the sourre excitation with the vocal tract filter impulse 
response. 
Chapter 3 explores the source-filter model of speech production further. The 
important work developed by Fant, Flanagan, Rabiner and others, over the last 
four decades in the field of speech synthesis is examined and a mathematical model 
of the vocal tract transfer function, developed by these researchers, is described. It 
is shown that this model can take into account various modifications caused by 
losses, impedance loading etc. to provide a sophisticated mathematical description 
which can acrount for most types of observed speech sounds. 
The theory of linear prediction- perhaps the most widely used speech analysis 
method- is presented. ｾ･＠ objective here is to examine clearly, at each stage in the 
development of the theory, what assumptions are being made and what limitations 
are likely as a result. The main solutions to the linear prediction analysis 
equations are discussed and direct analogies are deduced between the linear 
prediction solutions and the digital version of the source-filter vocal tract model. 
By examining linear prediction as a spectral modeling technique, a number of 
important features of the technique are exposed, in particular its ability to 
approximate losses and certain other aspects of the source-filter model not · always 
incorporated into direct vocal tract modeling. Certain weaknesses are also 
discussed. 
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Finally, the spectral :flatness measure is introduced as a method of measuring the 
performance of linear prediction and results obtained from measurements made on 
long fi.les of speech samples are presented which show that linear prediction is a 
surprisingly good modeling method for speech waveforms. 
3.2. The Linear Model of Speech Production. 
In section 2.17 of the last chapter, the vocal tract was described as a linear filter 
excited by a flat-spectrum signal consisting of either a train of quasi-periodic 
pulses or a random sequence. Peaks or formants in the spectrum of the speech 
waveform are produced by resonances in the vocal tract filter while anti-resonances 
can occur due to a side-chamber in the tract such as for the formation of nasals or 
during the production of fricatives. The vocal tract can, therefore, be modeled by 
making suitable slmpllftcations to the physical structure of the tract. This is 
usually referred to as the acoustic tube model [1]. A diagram of this simplifi.ed 
model is shown in figure 3.1. By applying the principles of conservation of 
momentum and energy to this model, a set of wave equations can be derived, 
which relate the volume velocity(u) to the pressure(p) for the air-flow in the tube. 
These equations have been explidtly derived elsewhere [2] [3] and the results only 
will be given here; 
_.§.12.._ 8(u/A) 
8x - p. 8t (3.1) 
_ 8u = _1_. 8(pA ) + 8A 
8x pc 2 8t 8t 
where p,u and cross-sectional area A are functions of x and t and p and care the 
､･ｾｳｬｴｹ＠ of air and speed of sound in air respectively. A number of assumptions are 
made in deriving equations 3.1.. The model is assumed to be "loss-less", that is 
there are no losses of energy due to viscosity or thermal conduction and the walls 
of the tube are considered rigid. A further assumption is that the waves traveling 
along the tube are plane waves and this condition is only true where the 
wavelengths of the waves are long compared to the diameter of the tube. Thus the 
model described by equations (3.1.) is only valid for frequencies up to about 4kHz. 
To obtain solutions for these equations, the boundary conditions at either end, of 
the tube ( corresponding to the glottis and the lips) must be known. In addition, 
the cross-sectional area A(x,t) as a function of length and time must be known. 
Research elsewhere, [4], is currently in progress to apply numerical solutions to 
this model but these are computationally very heavy and generally further 
simplifi.cations must be made to obtain practical solutions. 
The vocal tract may be assumed to be straight and symmetrical about a 
longitudinal axis and to consist of a concatenation of a number of uniform 
cylindrical sections of uniform length and cross-sectional area. The number of 
sections may also change with the speech waveform that is being modeled. 
glottis 
excitation 
source 
(U is volume velocity) 
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ACOUSTIC TUBE 
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Fig. 3.1 Acoustic tube model of speech production. 
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At one end, the tube is excited by a suitable generator and a standing wave is set 
up in the tube with characteristics determined by the multiple reflections at the 
boundaries between the sections. The larger the number of sections used in the 
model, the closer the model becomes to the actual vocal tract. However, very large 
numbers of sections make realistic implementations burdonsome. Since, within the 
frequency range of interest in coding (4kHz) there are usually no more than five 
formants at most, a simple cylindrical model containing up to five sections can be 
applied usefully. 
If zeros due to nasals are also to be modeled, then an additional side section must 
be introduced corresponding to the nasal passage. For the production of non-nasals, 
this side arm must be closed off (this is the function of the velum in the actual 
vocal tract) while for the production of nasals, the mouth is closed and the velum 
is opened with the mouth forming a side-cavity resonance chamber. Clearly the 
cylindrical model is capable of simulating simple zeros in the vocal tract in this 
fashion (see figure 3.2). 
The model being described is a time varying model which must be updated as the 
speech waveform changes. The parameters in this model which change are the 
number of sections, the area of each section, the nature of the excitation and the 
presence of nasality. 
For practical situations, it is extremely difficult to measure any of these parameters 
by direct physical measurement on the vocal tract of a particular human. Thus the 
parameters must be determined by an analysis of the speech waveform which has 
been produced by the vocal tract in question. The problem of obtaining an accurate 
estimation, therefore, falls into two parts; 
1) The validity of the vocal tract model. 
2) The accuracy of estimating the model parameters. 
In developing the model for the vocal tract, it is essential to identify the 
assumptions that are being made at each stage of the development. Firstly, the 
model assumes that the vocal tract can be represented by a discrete number of 
tubes of uniform cross-sectional area. The walls of the tubes are assumed to be 
rigid and smooth. The diameter of the cylindrical sections are everywhere small 
compared to the wavelength of the acoustic waves traveling in the tubes which can 
thus be treated as plane waves. This is approximately true for frequencies below 
4kHz which are fortunately the frequencies of main interest. Further, although the 
presence of zeros can be accommodated, it is usual to ignore these and adopt an 
all-pole model. 
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3.3. The Electrical Analogue of the Acoustic Tube Model. 
Considerable effort has been made over several decades in the construction of 
detailed models of the vocal tract for speech synthesis. Whilst the earliest such 
models were mechanical [5], these were extremely limited and significant ad vance 
only came with the introduction of electrical analogue models. Fant [6] showed 
that the vocal tract could be simulated by a "lumped" delay line excited by a 
suitable generator (figure 3.3.). Each delay line section, consisting of an inductance, 
capacitance and shunt and serial resistances, corresponded to a cylindrical section 
of acoustic tube of uniform cross-sectional ｡ｾ･｡Ｎ＠ The inductance corresponds to the 
inertia of the air-mass in the tube, the capacitance is analogous to the elasticity or 
bulk modulus of the air under compression while the serial and shunt resistances 
correspond to losses due to visoosity, heat losses through the walls of the vocal 
tract and a loss due to the non-adiabatic nature of the compression and expansion 
of a real gas. Any number of such sections can be cascaded to form an appropriate 
vocal tract filter function. The mathematical theory of transmission lines can be 
applied to deduce the transfer-functions of such delay line analogues. Flanagan [7] 
explicitly develops expressions for acoustic inductance, capacitance, resistance and 
conductance. He further develops analogue expressions for lip radiation effects as a 
loading at the delay line termination and a similar expression for modeling the 
glottis as the loading on the input to ｾｨ･＠ delay line. 
Rabiner and Schafer also develop similar expressions [8] and show how, for simple 
single and two tube models, the formants of certain sounds are produced and 
modified by the introduction of losses and termination expressions. 
3.4. The Signal-flow Representation of the Vocal Tract Model. 
The analogue models of the delay line type have been extremely useful in showing 
the nature of speech production and acoounting for the features observed in the 
production of the various classes of sounds. The mathematics of transmission line 
theory has been applied to these models to provide useful results. However, 
practical applications of these models have been limited. There are two main 
reasons for this. Firstly, when a large number of sections are cascaded to approach 
a realistic model, the mathematics becomes extremely burdonsome. Secondly, a 
practical implementation of such delay line models is cumbersome and is difficult 
to control in order to produce real-time synthetic speech. With the development of 
digital techniques and the advent of relatively cheap computing power during the 
last two decades, digital implementations of these models have become desirable. 
Returning to the concatenated tube model of figure 3.2., the digital transformation 
can be understood by examining the signal-flow representation of this model [8a]. 
This representation relates the volume velocity flows at each boundary between 
tube sections and suitable boundary conditions applied to the input (glottis) and 
output (lip radiation). Such a signal-flow representation for an N-section model is 
shown in ftgure 3.4 .. 
voiced 
excitation 
.. ｾﾷ＠
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Fig. 3.3 Fant's analogue model of the vocal tract. 
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For the boundary between the k th and (k + l)th sections, the reflection coefficient rk 
is deftned by; 
(3.2) 
where Ak and Ak +l are the cross-sectional areas of the k th and (k + 1)th sections 
respectively. 
The delay, Tk represents the time taken for the acoustic wave to travel through the 
kth section. The boundary conditions at both the input and output of the system 
are determined by the glottal reflection coefficient (r c) and the lips reflection 
coefficient (rL ). These are related to the effective impedances present at either end 
of the acoustic tube. According to Rabiner and Schafer [8b 1 these are given by; 
c ZG-p-
rG = At (3.3a) 
c 
ZG+P At 
and 
c p---ZL 
rL = 
AN (3.3b) 
c 
pAN +ZL 
where Z0 and ZL are the impedances at the glottis and lips respectively while uu-(t) 
and uL ( t) are respectively the volume velocities of the air flow at the glottis and 
the lips in figure 3 .4. 
Clearly these volume velocities are related by the reflection coefficients. In general 
the objective will be to acquire a relationship of the form; 
V(ro) = Uo-(ro) 
UL(ro) 
(3.4) 
where V(CIJ) is the transfer function of the model and UG(CIJ) and UL(CIJ) are the 
frequency domain transforms of the input and output volume velocities. 
A number of simplifications have been made in this representation of the vocal 
tract. The assumptions underlying these simplifications are carried over into the 
digital implementation of this model and represent important limitations to the 
accuracy of the techniques applied to speech coding algorithms. Firstly, the signal-
flow representation, described here, assumes a concatenation of loss -less tubes. 
That is, at the boundaries between each pair of sections, all the incident energy Is 
either transmitted or reflected. Secondly, it represents an all-pole model of speech 
production which is ideal for vowel production but cannot accurately deal with 
fricatives or nasals. Both these difficulties can be ameliorated. 
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It is possible to represent losses in the whole system by lumping these together as 
a single element at one or other end of the system. In practice, they can be 
incorporated into the glottal impedance (Zo ) or the lip impedance (ZL ). Zeros in 
the transfer function can be approximated by a truncated series of additional poles. 
Thus, increasing the number of sections in the model will enable some account to 
be taken of zeros present in the spectrum of a speech signal. As will be seen, in 
transforming this signal-flow representation into the digital domain, additional 
assumptions are made. 
3.5. Digital Implementation of the Vocal Tract Model. 
A digital implementation of any linear system is always possible by applying a 
suitable transform to the continuous domain transfer function which will 
generally involve the conversion from Laplace to z-transform. However, the digital 
form of such a system will always be limited by the restrictions imposed by the 
sampling theorem. The digital version of a linear system must be band-limited to 
half the chosen sampling rate. 
A further modification to the continuous domain model described in the previous 
section must be made in the digital version. The analogue model is in a sense 
already being treated in a discrete way, since the acoustic tube is divided into 
uniform cylinders with differing cross-sectional areas and iengths. In the digital 
implementation, the acoustic tube is also treated in discrete sections but of equal 
lengths, each section corresponding to a half-sample delay [8c]. The signal-flow 
diagram for an N-section digital implementation is shown in figure 3.5a .. Since 
half-sample delays imply an interpolation between sampling instants, the more 
usual representation is that shown in figure 3.5b. in which only whole delays are 
used. The overall delay is different to that of 3.5.a but the transfer function is the 
same. 
The vocal tract transfer function for the digital model is given by; 
N 
0.5(1+rG) II (l+r.t )z-N/2 
V(z)= ________ ｫ｟］｟ＱｾＭＭＭＭＭＭＭＭＭＭ
D(z) 
where D(z) is a polynomial of order N in z-1 given by; 
I 1 -r 11 I 1 -rN ]Ill D (z ) = [ 1,-r G 1 -1 -1 ••••• -1 -1 0 -r1z z -rNz z 
(3.5) 
(3.6a.) 
where r 0 is the glottal reflection coefficient and { ｲｾＺｽ＠ are the reflection coefficients at 
the boundaries of the digital filter sections. 
!±!:a 
2 
(l+r) 
1 
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In the special case that rG =1, then Z6 tends to infinity and a recursion formula 
allows a straight-forward computation of D(z), thus; 
Dk (z) = Dk_1(z )+rkz-k Dk_1(z- 1) (3.6b.) 
where l'k 'N and D 0(z) = 1 and D(z) = DN(z ). 
Thus, provided the set of reflection coefficients {rk} are known, the polynomial D(z) 
and the transfer function of the band-limited, digital, vocal tract model can be 
found [8d]. 
These results are stated explicitly because although, in a general coding problem, 
the physical parameters for the model are not known, it will be shown that the 
process of linear prediction analysis (see section 3.6), which lies at the heart of the 
group of coding schemes under investigation, is directly equivalent to the digital 
model described here. 
Now rN, which is the reflection coefficient at the lips may be set equal to unity for 
the loss-less case or can be set to some lower value (say 0.7) to account for losses 
along the vocal tract not included in the fi.l ter subsections. The order of the 
polynomial is decided by the bandwidth of the model and the number of formants 
that are required in the transfer function of the model. One formant corresponds 
to an order-2 complex conjugate pole pair and for a representation of four 
formants, an eighth order polynomial is required. 
An alternative approach results in a similar conclusion. The cascaded sections of 
the digital ftlter may be thought of as spatial samplings of the continuous vocal 
tract along its length. The set of reflection coefficients { rk} represent the change in 
vocal tract cross-sectional area [A(x)] at regular intervals measured from the 
glottal end of the tract. Further, in the system under investigation, the output of 
a linear filter is being observed, which is the product of a one-dimensional acoustic 
standing wave within the vocal tract. Though no explicit solution to the 
fundamental equations (equations 3.1) can be found, it can be· shown for a 
standing wave, that the spatial and time-domain components are separable i.e. 
F (x ,t) = f 1 Cx ).f 2Ct) (3.7) 
The system may be completely described by either taking a ftxed point on the x-
axis (say at the lips) and examining the function f 2(t) for all time ( or at least a 
period of time over which the vocal tract characteristics are stationary) or, 
alternatively, by examining the function f 1(x) along the entire length from the 
glottis to the lips at one instant in time. It can be seen, that, for the latter 
approach, Shannon's theorem can be applied in an analogous manner to its 
application in the time domain. 
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For a vocal tract model, which is band-limited to, say, 4kHz, the wavelength of 
the highest frequency component of the standing wave in the acoustic tube is given 
by; 
330 
wavelength = 4000 =. 0.0825m. 
assuming the speed of sound in the acoustic tube is the same as that for a sound 
wave in free space. The highest frequency component must be spatially sampled at 
least twice per complete wavelength which is equivalent to sampling every 
0.0412m (4.12 ems) along the acoustic tube. For a typical vocal tract, its length 
from glottis to lips is about 17 ems for an average male. Thus the tract must be 
spatially sampled at least Ｔ ｾ＠J2 times along its length, about four times giving rise 
to four formants (within the 4kHz bandwidth) which can be described by an 
eighth-order all-pole model. From this, it can be seen that the digital model 
provides a complete description of the band-limited, loss-less acoustic tube 
standing wave pattern at' any instant in time provided sufficient numbers of 
sections Cor spatial samples) are chosen for the required bandwidth of the model. 
3.6. Parametric Modeling with Linear Prediction. 
The previous section described a digital model of the vocal tract in which the 
output speech waveform could be synthesised provided a set of parameters (the 
reflection coefficients) for the acoustic tube, together with information concerning 
the excitation at the glottis, is known. 
The application of such a model to low and medium rate speech coding schemes is 
clear. If the decoded speech waveform is the product of a speech synthesiser, only 
the slowly changing, vocal tract and excitation parameters need be transmltted 
(vocoder) perhaps supplemented by a coarsely quantised residual for improved 
quality (hybrid coders) (see chapter 4). Thus the low bit-rate coding scheme can be 
thought of as an analysis and synthesis system in which the analyser at the 
encoder extracts the relevant parameters from the incoming speech waveform and a 
synthesiser at the decoder reconstructs an approximation of the original waveform. 
ｗｾｬ･＠ the digital construction of such a synthesis system, examined in the 
previous section, has been shown to produce accurate representations of a wide 
range of speech sounds, such a model is only as good as the parameters supplied to 
it. Generally, it is not practicable to measure the reflection coefficients nor the 
glottal excitation directly though such measurements can be made [9] [101. The 
parameters must be obtained by a direct analysis of the speech waveform at the 
input of the codec. A number of speech analysis methods exist but the method 
which has dominated many areas of speech processing and lies at the heart of the 
class of speech coders examined in this thesis is that of linear prediction. 
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Linear prediction is a member of a class of estimation techniques known as 
Maximum Likelihood Estimation. These methods were originally developed for 
the estimation of statistical parameters from samples of a ｳｾ｡ｴｩｳｴｩ｣｡ｬ＠ population. 
These methods were later extended to time-series analysis of statistical signals 
[11]. Linear prediction has a wide range of applications including speech and 
fundamental to its development is the concept of a linear model in which the 
statistical time-series signal is treated as the output of a linear filter excited by a 
signal of known statistical properties. It can be seen that this is identical to the 
source-filter model of speech production described in the previous sections of this 
chapter. 
For a set of input samples {uk }, the next output sample from the linear system, .s11 , 
is predicted by; 
Sn = G f: bzttn-z- f: cksn-k 1vith b0 = 1 (3.8) 
l==O k=l 
that is; 
the next output sample is determined by the weighted sum of present 
and past input samples and the weighted sum of past output samples. 
The parameters G, {bz} and {ck} are parameters of the linear system. 
Applying z-transforms to equation 3.8, enables the derivation of the transfer 
function of the linear system; 
S(z) = G!, bzz-1U(z)- f ckz-kS(z) 
l=O k=l 
or 
H(z)= 
q 
1+ I:, bkz-k 
S (z) = G-..;..z =_1;._ __ 
U(z) 1 ｾ＠ -k + L., ckz 
(3.9) 
k=l 
where S(z) and U(z) are the z-transforms of s11 and u11 respectively and H(z) is the 
transfer function of the system. 
Clearly equation 3.9 is modeling the linear system with both poles and zeros. For 
many classes of system, the input samples are unknown. This does not necessarily 
matter, since information about input values is contained in the record of output 
values convolved with the linear system transfer function. 
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Provided that the system memory is Infinite, the system transfer function of 
equation 3.9 can be exactly represented by an all-pole function; 
H(z) = __ ...;;..G __ 
00 
1+ .E akz-k 
k=l 
(3.10) 
where the summation of poles extends to infinity and the coefficients {ak } are 
distinct from those of equation 3.8. i.e. the terms {bk} and {c1 }. This can be seen by 
writing equation 3.8 in the form; 
Sn = Gun +Gt bzUn-z- t cksn-k (3.11) 
l= 1 k=l 
and noting that; 
thus 
and 
p q 
L, cksn-k-t- .E bz'U.n-l-t 
k=O l=l 
Un-t = G (3.12) 
Thus by substituting 3.12 In 3.11 recursively and collecting terms in Un-i together 
upon each recursion an expression of the 'form; 
00 
Sn = Gun- .E atsn-t 
t=l 
(3.13) 
can be formed, which is the sampled time domain equivalent of equation 3.10. It 
will be seen by inspection that upon each recursion, a group of q terms Un. _ 1 
remain, receding Into the past. Since the dependence of current terms is only strong 
on local past samples, these {un-J} terms can eventually be ignored. However, it 
should be noted that the all-pole model still requires information about the 
present input value and this is generally not known. Some knowledge of the 
statistics of the input sequence may be known or assumed which allows an 
estimation of the all-pole filter coefficients, given suffident numbers of system 
output values. The method of estimation usually used is, as already stated, one of 
the class of maximum likelihood methods, the method of least squares. 
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3.7 The Estimation of the All-pole Model Parameters. 
Since the values {un} are not known, an approximation is initially made from 
equation 3.13, such that; 
(3.14) 
The error between sn and sn is defi.ned as; 
(3.15) 
The method of least squares enables an estimation of the coefficients {ak} to be 
made from a minimisation of the mean square error such that; 
E = r,e;· = 'LCsn -sn )2 
n n 
is a minimum for each and every coefficient ak. The range of summation of n will 
be defi.ned later. 
Thus the set of {ak} will be found such that; 
Now; 
M= o, ｴｾｩｾｰ＠
oat 
Differentiating with respect to each ai in tum, a set of linear equations is obtained; 
'Lsnsn-t = - f. ak L,sn-kSn-t, ｬｾｩ＠ ｾｐ＠ (3.16) 
n k=l n 
Equation 3.15 is usually written in the form; 
p 
- <l»(i ,0) = 'L ak <I>(i ,k ) (3.16a) 
k=l 
where ｾＨｩ＠ .k ) = 'Lsn -A: sn -i is an i by k matrix. 
n 
The solutions to the set of equations 3.16a depends upon the range adopted for n 
in the summation. There are two possible solutions and these will be discussed in 
the next section. 
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Two further matters relating to the development of the linear prediction equations 
(3.16) need to be discussed in this section. The ftrst concerns the justification for 
adopting the estimation of the linear prediction coefficients {ak }. Other criteria 
could be adopted, for instance, minimising the mean absolute error value 
(mini: len I). It will be shown in chapter 7, that, indeed, the class of maximum 
n 
likelihood estimation methods, to which linear prediction belongs, enoompasses a 
range of minimum error criteria. The appropriate form of this criteria depends 
upon the statistical distribution of the input ( and output ) samples. The 
minimum mean square error is appropriate where the statistical distribution of the 
samples is gaussian, the- least squares method, being developed by Gauss, 
speciftcally for the estimation of parameters from normal distributions. The 
question arises then, as to whether speech waveforms have amplitude 
distributions which are gaussian or belong to some other distribution. 
Measurements of long term speech statistics [12] show that the distribution is 
more likely to be a Gamma distribution of the form; 
Jk e-k lx I 
f (x ) = ,- .JTXT 2v1r lx I 
though this is very close to a Laplacian distribution of the form; 
f (x) = 0.5cxe-adx I 
(3.17) 
(3.18) 
Figure 3.6 (after McDonald) shows these long term distributions and indicates that 
an assumption of a normal distribution is inaccurate. However, such long-term 
statistics will also include silences which will tend to load the distribution 
towards the zero mean. The application of linear prediction to parameter 
estimation is only concerned with the statistics of small groups of local samples, 
over which time, the speech signal is assumed stationary. In such circumstances, 
the statistics will change from one block to another. It is likely that the 
distribution of unvoiced sounds is nearer that of a gaussian while voiced sound 
will be nearer a Laplacian because of the presence of large amplitude samples 
generated by the pitch pulses in the glottis. These large sample values are referred 
to as outliers in statistical literature and these issues will be discussed fully in 
chapter 7. However, it remains an unfortunate fact that for the very sounds for 
which the all-pole model is most suited, the non-nasal voiced sounds, the 
minimum mean squared criterion is least appropriate. 
There is , however, one overriding reason why the least squares method should be 
adopted. It is the only criterion that results in a set of linear equations which can 
be explicitly solved with a minimum of computing effort. It is the efficiency of the 
least squares linear prediction (known generally as the conventional linear 
prediction) that has resulted in its widespread use in speech processing. 
log ( p(x)) 
1.0 
laplace 
0.1 
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Fig 3.6 Statistical distribution of speech a:mplitudes compared to gaussian, laplacian, 
and gamma distributions. 
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The second issue to be discussed in relation to the development of the equation 
(3.16) is the nature of the prediction error signal {en} otherwise known as the 
residual. Expressing the all-pole discrete model of the vocal tract, equation 3.10 in 
the time domain gives; 
(3.19) 
Comparing this with equation 3.15, suggests that each en is related to each un 
directly by; 
(3.20) 
It must be remembered, that the linear prediction coefficients {ak} are an estimation 
of the all-pole coefficients {ck }. Only in the limit, as the order of the linear 
prediction model tends to infinity, does the solution become exact {13]. In this 
limit then equation 3.20 holds. For limited p-th order prediction, the approximate 
solution means that sample-for-sample, en and Gun are not equal. Only the overall 
statistics of the sequences {en} and {Un} are the same. In fact, linear prediction can 
be viewed as a spectrum matching technique in which the power spectrum of the 
input sequence of the model and the power spectrum of the residual are assumed 
to be flat. This issue will be discussed fully in section 3.9 .. 
3.8. Solutions to the Linear Prediction Equations. 
The matrix equations of 3.17a form the basis of the solution to the linear 
prediction problem. As indicated, the exact solution depends on the range of 
summation adopted in the definition of the system matrix; 
<I>(i ,k) = L.sn-k Sn-t 
n 
If the summation of n is taken between ± oo, then cl>(i .k) becomes the 
autocorrelation matrix R(i,k), that is .each element of the matrix is a term R(i-k) 
being the (i-k)th value of the autocorrelation function of {sn }. In this case, in order 
to meet stationarity requirements, the autocorrelation function must be determined 
over a suitably windowed limited range of values of {sn }. 
If, on the other hand, the summation is limited, say, to a range of 0-N samples, 
then, the system matrix becomes the covariance matrix 'l'(i .j ). In this case, no 
special windowing is necessary. 
In both cases the matrix is symmetric and positive definite. Additionally, in the 
case of the autocorrelation matrix, it is also Toeplitz. Depending on which set of 
limits is adopted, an appropriate solution to the linear equations will be used. In 
either case, there are various methods of producing the set of n solutions. Here, 
only one method for each case, Autocorrelation and Covariance, will be outlined, 
being those used in the work presented in this thesis. The detail of these methods is 
well documented in the literature but the basic algorithmic procedures will be 
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presented because of some important features that lie in the procedures. 
It is useful at this juncture to briefly examine the computational burden that is 
imposed by the two methods for computing the linear prediction coefficients. The 
two main considerations for computation are the amount of storage (memory) 
required and the .. number of arithmetic operations needed. The arithmetic 
operations may be either additions (and subtractions) or multiplications. In the 
past, the computational load for multiplications has been the main consideration 
since additions were usually hardware imbedded while the multiplications had to 
be implemented in software. Current DSP chips have both types of arithmetic 
operation implemented in hardware and both take almost equivalent amounts of 
computing effort. The computational load may be examined for both the 
calculation of the initial matrix (autocorrelation or covariance) and seperately for 
the two solutions. The table 3.1 gives a summary of storage and number of 
operations for the two methods where N is the ｮｾ｢･ｲ＠ of samples in the ｾｾＭｬｹｳｩｳ＠
frame and pis the order of the linear prediction analysis. 
- . autocorrelation method covariance method 
storage - data N N 
window N 0 . 
matrix p p2/2 
computation - window N 0 
correlation 2Np 2Np 
matrix -P2 -P3 
Table 3.1 Comparison of storage and computation for the autocorrelation and 
covariance methods of linear prediction analysis. 
From table 3.1, it can be seen that the two methods are comparible. The storage for 
the matrix elements is greater for the covariance method than for the 
autocorrelation method for orders greater than two. However, the autocorrelation 
method needs additional storage for the window values. The number of operations 
needed to calculate the matrices is the same but the solution for the covariance 
method is heavier in arithmetic operations. On the other hand, the autocorrelation 
method needs an additional N multiplications for the windowing operation. For 
typical values of N-160 and p-12, the autocorrelation method needs 331 storage 
elements and takes 3460 operations (approx.) while the covariance method uses 
210 storage elements and takes 4200 operations (approx.). 
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3.8.1. Durbin's Method for the Autocorrelation Solution. 
For the autocorrelation solution, equation 3.17a may be expanded in the form; 
Ro Rt Rz . Rp-1 at Rt 
Rt Ro Rt . Rp-2 az R2 
R2 Rt Ro . Rp-3 a3 R3 
=- (3.21) 
R._p-1 Rp-2 Rp-3 . Ro aP Rp 
For an order-p linear prediction, the autocorrelation matrix is p by p, symmetric, 
positive deftnite and Toeplitz. Durbin's method for the solution of equation 3.21 is 
a well known method, somewhat faster than direct solutions [14]. Durbin's 
method is a recursive algorithm based on the following steps; 
E 0 = R(O) 
kt = -IR (i )+ ii:l aJ-1R (i ,j )IIEt-1 
J=l 
al= kt 
ｬｾｪ＠ ｾｩＭＱ＠
(3.22a) 
(3.22b) 
(3.22c) 
.(3.22d) 
(3.22e) 
Solving recursively for i=l,2 ... p, the prediction coefficients are ftnally given by; 
a1 = aJfor 1 ｾｪ＠ ｾｰ＠ (3.23) 
In the above recursion, it can be seen that, for an order-p predictor, all predictors 
of lesser order are computed as the algorithm proceeds. 
The minimum residual energy, Ep , can be seen to be; 
p 
Ep = R (0) II (1-k/) (3.24) 
t=l 
by inspection of equation (3.22e). This quantity has some useful properties which 
will be ref erred to in a later section. 
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Continuing with the recursion notation used in equations 3.22, the transfer 
function of the linear prediction .ftlter of the i-th order may be written as; 
and 
t 
A l(z) = 1- r, ｡ｾｺＭｫ＠
k=l 
Substituting equation 3.22d into 3.25b; 
A 1 Cz) = A t-tcz )-ktz-t A t-tcz-1) 
Note also that; 
A 0(z) = 1 
A (z) = AP(z) 
(3.25a) 
(3.25b) 
(3.26a) 
(3.26b) 
(3.26c) 
If equations 3.26 are compared with equations (3.6b), it can be seen that these are 
identical if {k;} is equal to {r;}, the reflection coefficients. In fact, Durbin's method 
shows that the linear prediction solution is identical to the "lossless" acoustic 
tube model developed in section 3.5 with rg set to unity. In both models, the 
recursion algorithm is only possible if the glottal impedance is assumed to be 
lnftnlte. 
Some additional comments are necessary here, about the equivalence of linear 
prediction to the acoustic tube model. What has been shown, in this section, is that 
the method of linear prediction produces a digital model for the synthesis of a 
speech signal which is identical to the lossless digital acoustic tube model. 
However, it cannot be deduced from this, that linear prediction analysis produces 
information which can be directly related to the function of the vocal tract 
producing the waveform under analysis. In fact, it may be possible for several 
different states of the vocal tract to produce very similar output waveforms. 
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As will be described in section 3.9, linear prediction can also be treated in the 
frequency domain, as a spectral matching teclmique , that is, it attempts to solve 
for a set of parameters which will give an all-pole transfer function with a 
frequency response which matches, as closely as possible, the spectral envelope of 
the signal waveform under analysis. Since, in the case of a speech signal, the 
envelope of the spectrum corresponds to the transfer-function of a real acoustic 
tube, then any matching attempt (in the absence of further restrictive 
assumptions) must try to take into account such details as losses in the vocal tract 
as well as the non-pulse-like nature of glottal movement and imperfect impedance 
matching at the lips. In particular, losses in the vocal tract can be shown to result 
in small variations in formant frequencies from their lossless values and, more 
significantly, in the broadening of the formant peaks corresponding to an increase 
in formant bandwidth [8e]. While, because of the assumptions in the linear 
prediction formulation, such losses cannot be incorporated within the digital filter 
structure, the bandwidth broadening can be accommodated by an adjustment of 
the final reflection coefficient which corresponds to the impedance mismatch at the 
lips. If this ftnal reflection coefficient were set to unity, the terminal impedance 
would equivalently be zero and all wave energy in the vocal tract model would be 
reflected. Some lesser value includes partial radiation of speech energy, clearly, an 
essential part of the model. However, this terminal impedance value also 
incorporates the effect of other losses along the acoustic tube which effectively 
become lumped together at the final element of the digital model. In this sense, 
then, the model produced by the linear prediction does take some account of losses 
in the real vocal tract, even though it represents a loss-less digital model. 
Similarly, the glottal pulses are in reality somewhat different to strict periodic 
delta functions. However, such glottal pulse shaping is also partially incorporated 
into the digital filter transfer function in the form of additional poles. (It is, thus, 
usual to use an order of linear predictor at least two greater than the minimum 
needed for accurate modeling of the formants alone.) 
The foregoing discussion demonstrates that the parameters of the linear prediction 
model cannot be guaranteed to directly relate to the physical parameters of the 
vocal tract that produced the waveform under analysis. All that can be said is, 
that the parameters do relate to a loss-less, all-pole source-filter model with a 
frequency response with closely matches that of the spectral envelope of the 
waveform under scrutiny. This point is important when the disadvantages of 
linear prediction are discussed later in chapter 7. It is clearly essential to know 
where linear prediction falls to match the ideal digital model and where it fails to 
model the original speech signal. 
-69-
3.8.2 Covariance Method. 
For the covariance method, the summation over "n" in equation 3.16 is taken as a 
finite interval, say 0 toN, and a rectangular window is used, since no assumption 
is made about values outside this range, unlike the autocorrelation method. Under 
this condition, the matrix "4>" in equation 3.17a reduces to the covariance matrix, 
that is a matrix ""11" consisting of sets of terms derived from the covariance 
function of the signal samples {s.n }. 
Equation 3.17a then becomes; 
ct>u ¢21 • c/.>p 1 at cl>to 
cl>t2 c/.>22 • c/.>p2 a2 ¢20 
-
(3.27) 
cPtp ¢2p • c/>pp aP cPpo 
This matrix is symmetric but not Toeplitz. The solution to these sets of linear 
equations must be obtained using Cholesky's decomposition [15] which is a 
standard technique for solving symmetric matrices. The solution produces a set of 
predictor coefficients in the same manner as the autocorrelation method. However, 
unlike Durbin's method, the reflection coefficients do not appear as a by-product of 
the solution nor does the solution relate directly to any digital acoustic tube 
model. Further, the coefficients obtained via the co-variance method are not 
necessarily identical to those obtained for the autocorrelation method. The details 
of this solution are well known and adequately explained elsewhere [16] and will 
not be presented here. 
3.8.3 Comparison of the Autocorrelation and Covariance Methods. 
There are some important comparisons to be made between the two methods. It 
can be seen that the obvious advantage of the covariance method is that it uses 
only a finite sequence of samples for computation and makes no assumptions about 
the values outside this range. Smoothing windows are not used with this method. 
On the other hand, its main drawback Is that stability is not guaranteed - poles 
from the solution can lie outside the unit circle and and a test of stability should 
be incorporated into the analysis. The autocorrelation method guarantees stability 
for the poles (that is they are guaranteed to lie inside the unit circle) provided 
sufficient computational accuracy is used [17]. 
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3.9 Linear Prediction as a Spectral Matching Technique. 
In ｴｾ･＠ autocorrelation method of linear prediction, the filter coefficients, or 
alternatively, the reflection coefficients, of the synthesis filter, are estimated from 
the first p+ 1 autocorrelation values (R(O) to R(p) inclusive) of the autocorrelation 
function of the windowed speech segment. The impulse response of the estimated 
synthesis filter is given by; 
h(n) =- f akh(n-k )+G8(n) (3.28) 
k=i 
Multiplying by h(n-i) and summing over all n, the autocorrelation of the impulse 
response of the synthesis filter is given by; 
.RCi·)·=- f ak.RCi-k) (3.29a) 
k=l 
and 
R(O) =- '£ akR(k)+G 2 (3.29b) 
k=l 
but R ( 0) = R ( 0), since the energy in the impulse response sequence must be equal 
to the energy in the signal and by comparing equation (3.29a) to equation (3.16), 
it can be seen that the first (p+ 1) autocorrelation coefficients of the speech signal 
are equal to the first (p+1) autocorrelation coefficients of the impulse response of 
the synthesis filter. Subsequent values are not guaranteed to be equal. Clearly, in 
the limit that p -+ oo , then all autocorrelation values of both functions are equal 
and in that limit, the linear prediction model is exact. (See [14] for further details). 
From the Wiener-Khlnchine theorem, the power spectral density function of the 
speech segment under analysis is; 
P(ro) = 2 ｾ＠ R (n )cos 121Tkn ] 
n=O N 
(3.30) 
and similarly; 
(3.31) 
From equation (3.15) and taking z-transforms; 
Y(z ) = A (z ).S (z ) (3.32) 
and from (3.25a); 
H(z)= ａｾｺＩ＠ (3.33) 
where Y(z) is the z transform of the error or residual and H(z) is the z-transform 
of the linear prediction synthesis filter impulse response. 
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Therefore from 3.32; 
(3.34) 
and from 3.33; 
(3.35) 
The total error energy EP is then given by; 
+oo +1T 
£, = .Een2 = -1-JIY(e1(1))1 2dro 
-oo 21T -1T 
(3.36) 
(using Parseval's theorem.) 
Finally, from equations (3.34),(3.35) and (3.36), 
2 +1T 
E _ Q_ JP(ro)d p - A (I) 
21T -1T p ((I)) (3.37) 
Thus, minimising the error signal energy in linear prediction analysis is equivalent 
to .minimising the integrated ratio of the signal power spectrum and its 
approximation. Further, from 3.30 and 3.31, in the limit, as the prediction order 
tends to infinity then; 
R (i ) = R (i ) for all i 
and 
P(ro) = P(ro) asp ｾ＠ oo 
Thus from equation 3.29b; 
and so; 
Ｍ Ｑ Ｍｊｾ＠ (ro) d ro = 1 for all p 
21T P(ro) 
(3.38a) 
(3.38b) 
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Note also that; 
jP(ro)d ro = jP(ro)d ro 
Since R (0) = R (0). Also dividing equations 3.34 by 3.35; 
P(ro) _ IY(el6))1 2 
P(ro) - G 2 
(3.38c) 
(3.39) 
Thus, except for a scale factor G2, the power spectrum of the residual is given by 
the ratio of the signal to model spectra ｾｾ］＠ ｾＮ＠
Where the model is exact, the power spectrum of the residual is flat and; 
I Y(e 1 6)) 12 = .G 2 (3.40) 
Linear prediction attempts to match the power spectrum of the signal with the 
power spectrum of the impulse response of the all-pole synthesis filter. It does so, 
in such a way, as to produce a flattened error signal power spectrum. The error 
signal power spectrum will become maximally flat under two conditions. One, 
where the order (p) of the linear prediction tends to infinity and the second, where 
the signal {s(n)} is the output of a fixed order all-pole filter excited by a flat 
spectrum input signal, given that the linear prediction order is greater than the 
order of that filter. 
3.10 The Applicability of Linear Prediction to Speech Analysis. 
Section 3.9 showed how linear prediction could be viewed as a spectral estimation 
technique- attempting to match a signal spectrum with the frequency response of 
a linear all-pole filter. It was shown that, not only are there assumptions 
underlying the design of the filter in the model, but that linear prediction requires 
that the excitation source for that filter to have a flat spectrum. 
In assessing whether linear prediction provides an adequate model for speech 
waveform analysis, these underlying assumptions must be taken into 
consideration. It is clear from the preceding sections of this chapter, that the 
source-ftlter model of linear prediction is closely allied to the physical production 
of speech in the vocal tract. It was further shown that a digital model of the vocal 
tract was structurally identical to the digital filter derived from linear prediction. 
However, it cannot be certain that the excitation, whether glottal or unvoicoo, in 
the vocal tract, really has a fiat spectrum. Indeed, direct measurements of the 
glottal movement [18], indicate that the time domain glottal pulse shape does not 
correspond to a flat spectrum and it may be suspected that unvoiced excitations are 
similarly "non-white". 
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Further, it is likely that excitation and vocal tract filter are not strictly separable 
and that there is some further interaction causing spectral shaping of the output 
waveform. However, in general, any non-white signal generator may be modeled 
by a white generator followed by a spectral shaping filter. A more complex model 
of speech production can be adopted, as shown in figure 3.7. This will take into 
account the non-white nature of the excitation, excitation-tract interaction, the 
vocal tract filter, losses in the vocal tract and the radiation effects at the lips. The 
linear prediction model will lump all these effects together and represent them in a 
single all-pole filter. In general, it is not possible to be certain which spectral 
features in the linear prediction model of a speech waveform correspond to which 
particular physical features in the vocal tract. It is hoped that, in general, the vocal 
tract filtering will dominate the spectrum and that the formants will be easily 
distinguishable from other spectral features. This is clearly a practical requirement 
since it is these formants that carry linguistic information. 
3.11. Linear Prediction Performance. 
A spectral analysis of linear prediction also allows a formulation for a 
performance criteria. The spectral flatness measure for any signal is defined as; 
+11 
exp Ｒ ｾ＠ .Llog[P (Ci> )]d Ci> 
')'2.= 
+11 (3.41) 
Ｒｾ＠ 1P(Ci>)d Ci> 
where P (ru) is the power spectral density function of that signal. 
The expression of equation 3.41 is a particular application of a more general 
function which represents the ratio of geometrical to arithmetic mean for a 
statistical distribution- in effect a measure of the spread of the distribution [19]. 
By inspection, it can be seen that the spectral flatness measure (sfm) must lie 
between 0 and 1 such that it tends to unity as the power spectral density function 
becomes fiat and tends to 0 as the dynamic range of the power spectral density 
function increases. 
Consider the case of the linear prediction inverse filter of a speech signal. If P (ru) 
is the power spectral density function of the speech signal under analysis, then the 
sfm is a measure of the spectral flatness of the speech spectrum. If, alternatively, 
P(ru ), the linear prediction filter frequency response, is substituted in equation 
3.41, then the sfm is now a measure of the spectral flatness of the modeled 
spectrum. 
pulse 
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Fig 3.7 Complex model of the vocal tract including glottal model and radiation model. 
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By taking the numerator of equation 3.41, the expression may be expanded as 
follows; 
+1T +1T I 2 I 
2
1 Jtogrl>Cro)]d6> = f- flog ｾ＠ ) 2 di.o> 1T -1T 1T -1r lA (A) I 
+1T 
= log[G 2]--1- J log IA·{oo) 12d ro 
21T -1T 
(3.42) 
Since the zeros of A (<o ), ( the poles of the prediction filter), all lie inside the unit 
circle, the integral in equation ·3.42 is zero. It can also be seen that the denominator 
of equation 3.41 is just the average power in the spectrum which is also just the 
zero-th autocorrelation coefficient of the linear prediction filter impulse response. 
Noting further, from equation 3.39, that G 2 = EP and R 0 = R 0, then the sfm of 
the linear prediction filter is given .by; 
(3.43) 
Thus the sfm of the p-th order linear prediction filter, Ｎｙｾ＠ is equal to the ratio of 
the power in the residual to the power in the signal. In this case '9'- is called the 
normalised error for the p-th order li1:1ear prediction analysis. The reciprocal of y 
is called the prediction gain and is commonly used as a performance criteria for 
the linear prediction inverse filter. In effect, the greater the dynamic range in the 
frequency response of the prediction filter, the more signal energy is removed by 
the inverse filter and the lower the energy in the residual. 
The spectral flatness measure can also be applied to the residual obtained from 
inverse filtering the signal with linear prediction analysis. Let; 
exp Ｒ ｾ＠ flog[ I Y(ro) 12]d ro 
ＧＩＧｾ＠ = _ __.._ _______ .._ 
Ｒ ｾ＠ j1 Y(oo) 12d oo (3.44) 
where Y(<o) is the Fourier transform of the error sequence as before and '>'e is the 
sfm of the error sequence. 
Substituting equation 3.39 in ,equation 3.44; 
'\12. -1e-
exp -!:;: ftog[GP (ro )/ P Coo )]d oo 
Ｒ ｾ＠ jGFC(A))/ P((A))d ro 
exp -!:;: flogP ( ro )d (A) 
exp Ｒ ｾ＠ ftogP (ro )d ro 
(3.45) 
Thus; 
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2. - Ｇｙｾ＠
'Y e - -::;-
'Yp 
(3.46) 
While ｹｾＬ＠ the spectral flatness measure of the linear prediction ftlter, is a measure 
of prediction gain, Yp , the sfm of the original signal, represents a lower bound on 
the linear prediction process. It is the best performance that could be possible in 
the limit as p tends to inftnity. Thus their ratio, ｹ Ｚ ｾ＠ , represents the relative 
performance of the linear prediction process and the degree of non-flatness in the 
residual spectrum. 
Thus two criteria are suggested here for performance measurement of the linear 
prediction process:-
!) Prediction gain ＨＱＯｹｾＩＭ the ratio of input to output 
energies of the inverse ftlter. 
2) Relative performance ( y;, Ｏｹｾ＠ ) - the non-whiteness 
of the residual spectrum. 
Criteria 1) is the conventional measure of performance in speech coding algorithms. 
It is suggested here that criteria 2) should also be applied under certain 
circumstances. 
3.12 Some Measurements of Linear Prediction Performance. 
There are three situations under which the performance of linear prediction 
analysis can be investigated. Firstly, Its performance for a range of speech sounds 
such as unvoiced fricatives, vowels, nasals etc. can be measured. Clearly, the 
difference in performance for voiced and unvoiood sounds and for sounds 
containing distinct zeros is of interest. Secondly, the degradation in the linear 
prediction analysis of speech in the presence of additive noise is also of concern. 
From a practical point of view, a linear prediction analysis may be employed in a 
real-time situation in which the input is placed in a noisy environment such as a 
moving motor vehicle. Thirdly, it is useful to know how linear prediction performs 
for a range of speakers- in particular where there is a wide variation in the pitch 
of voiced speech (say between male and female and child speakers). 
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The ability of an algorithm to perform well over a wide range of conditions is 
referred to as "robustness". The origin of the term lies, again in the statistical 
literature. If an estimation procedure is using sampled data from a large 
distribution, then robustness is an indication of the accuracy of that estimation 
when the sampled data had become corrupted by samples from "alien" 
distributions. In signal processing the term has become more generalised. Of the 
three categories of performance testing, the first will be dealt with fully here. The 
remaining two will be dealt with here in chapter 7. 
3.12.1. Linear Prediction Performance for various Speech Sounds. 
To examine the behaviour of linear prediction for various speech sounds, 
representative segments of speech must be selected for testing. Necessarily, it is 
extremely difficult to find typical segments, nor Is it possible to carry out a large 
number of spectral analyses on just one type of speech sound. Thus, the examples 
presented here can only give an indication of linear prediction performance. Fout 
distinct speech sounds have been selected for analysis, each spoken by a male 
speaker as follows; 
1) Vowel "i", (sizz ... ) strongly voiced. 
2) Fricative "s", (si. .. ) unvoiced. 
3) Nasal "ng", (. .. ing) contains zero. 
4) Fricative "z", (sizz •.. ) mixed excitation. 
Figures 3.8 a,b,c and d, show the power spectral density functions for each of the 
four sounds with the envelope of a ten pole linear prediction filter frequency 
response superposed. It can be seen that, for the vowel, the voiced and unvoiced 
fricatives, the linear prediction envelope is a reasonable fit to the power spectrum. 
The linear prediction envelope, however, does not attempt to track the fine 
structure of the spectrum. This is, of course, a consequence of the low order 
prediction obtained from just the first eleven autocorrelation coefficients- the fine 
spectral structure is contained in the higher order autocorrelation coefficients. This 
effect is particularly noticeable for the vowel, where the spectrum consists of 
regularly spaced harmonics derivOO. from the pseudo-periodic nature of glottal 
vibration. The linear prediction envelope tracks these harmonic peaks. 
The one exception, in these examples, to the good modeling performance of linear 
prediction is the nasal. Here, there are distinct dips or "zeros" represented in the 
power spectrwn which the linear prediction envelope falls to accurately model. 
This is, of course, a result of the all-pole model used in the linear prediction 
synthesis filter. 
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Fig 3.8a Power spectrum and linear prediction spectral estimate for the 
vowel "i". 
power spectral density (dB) 
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-40 
0 2 3 4 
frequency kHz 
Fig 3.8b Power spectrum and linear prediction spectral estimate for the 
sibilant "s". 
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Fig 3.8c Power spectrum and linear prediction spectral estimate for the . 
nasal "ng". 
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Fig 3.8d Power spectrum and linear prediction spectral estimate for the 
fricative "z". 
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3.12.2. Long Term Linear Prediction Performance. 
While scrutinising selected examples of speech sounds can give an indication of 
how linear prediction may perform on speciftc sounds, it is clearly desirable to · 
have some way of measuring the performance over long speech files. In section 3.11 
the spectral flatness measure was introduced and it was shown that there was a 
direct and simple relationship between the spectral flatness measures of a speech 
signal, the resultant error signal or residual and that for the linear prediction filter 
(equation 3.46). The prediction gain (the reciprocal of spectral flatness measure for 
the synthesis filter ) is obtained simply by calculating the ratio of the signal and 
residual power over each analysis segment (equation 3.43). 
Results are presented here of the calculations of all three spectral flatness measures 
for a very long speech file. The file containing over ftve million samples, some 
eleven minutes long, consisted of an balanced mixture of male and female speech 
recorded to 12-bit accuracy (dynamic range- 72dB). Nearly 42% of the file was 
detected as silence. 
Firstly, a 10-th order linear prediction analysis was performed on the speech and a 
residual of the same length as the original speech was obtained by inverse filtering. 
The analysis block-length chosen, was two hundred samples long and was 
Hamming-windowed before calculating the first eleven auto-correlation coefficients. 
No overlap was used between consecutive blocks. The prediction gains were then 
obtained by taking the ratio of mean powers, of the original speech file and the 
residual file, over each two hundred sample block. A total of just over 14,000 
values were obtained after periods of silence were rejected. This was done 
automatically by setting a threshold power level for each block. Only if the signal 
power exceeded this level, was the block included in the calculation. 
The spectral flatness measures for the residual were obtained directly from the 
error signal file, using equation 3.41 and again rejecting silences on the same basis 
as before. 
Finally, the spectral flatness measures for the original speech signal, were obtained 
by computation, using equation 3.46 .. The results of these calculations are shown 
as histograms in figures 3.9 a,b and c. Figure 3.9a shows the distribution of the sfm 
(lying between 0 and 1) for the original signal, figure 3.9b shows a similar 
distribution for the reciprocal of prediction gain of the linear prediction analysis, 
while 3.9c shows the sfm distribution for the residual. 
A number of features are evident from these figures. The spectral flatness measure 
distribution for both the signal and the analysis filter are highly skew, with modes 
of 0.003 and 0.006, and means of 0.040 and 0.075 respectively. 
Though clearly very similar distributions, the sfm of the analysis have a larger 
standard deviation (about twice that for the original signal) showing that the 
spectral matching between the linear prediction analysis filter and the signal is not 
always very close, with a tendency for the analysis spectrwn to be somewhat less 
varled. This may well be due to the inability of linear prediction to track spectral 
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zeros Cas in figure 3.8d) and to avoid the large spectral variations which occur in 
strongly voiced speech due to the harmonics. The distribution of figure 3. 9c shows 
that on average, the residual spectrum is significantly more fiat than the original 
signal. This is clearly a measure of the long-term average performance of linear 
prediction. The distribution is slightly skew but with a mode and mean around 
0.5. The optimum result would be a distribution tending toward the right-hand 
side. What is striking Is the large standard deviation of the distribution. In a 
significant number of cases, the linear prediction has failed to match the original 
spectrum adequately, thus producing the left-hand tail stretching back towards 
zero. Some of the reasons for this have been mentioned but there are additional 
problems which will be discussed fully In chapter 7. 
An alternative method of displaying these results, shows up some further 
interesting features. If spectral flatness or prediction gain are to be used as a 
performance measure, then some account needs to be taken of the perceptual 
response to changes in spectral flatness. Since response to both frequency and 
amplitude Is logarithmic, a similar, non-linear measure of spectral flatness is 
suggested, in which small changes in near-flat spectra are weighted more heavily 
than large changes in already highly variable spectra. It is normal to quote the 
prediction gain in decibels for this reason, such that; 
PG (dB ) = lO.log 10 I ｾ＠ I (3.4 7) 
The prediction gain CPa) is just the log-ratio of signal energy to residual energy. 
Thus a spectral dynamic range can be deftned for any signal by equation 3.4 7 
providing the sfm is known. Substituting equation 3.41 in equation 3_.4 7; 
PG = 10 log10 ｾ Ｒ ｾ＠ jP(m)d m I-1 2?Tl;g.l0 JiogP(m)d m I (3.48) 
Applying this transformation to the distribution shown in figures 3.9 a,b and c 
produce the results shown in figures 3.10 a,b and c. Now, the samples in the 
distribution representing flatter spectra, lie to the left towards OdB and smaller 
changes are exaggerated. This transformation reveals a number of interesting 
features not shown by the original representation. The spectral dynamic range for 
the original speech signal is spread significantly between around 1 to 30 dB. The 
mean value lies at about 16 dB. However, It Is clear from this representation, that 
two distinct distributions exist (which are shown in figure 3.10a by dotted 
outlines). The larger distribution, containing the majority of samples, has a mode 
at about 18dB, while the smaller distribution, to the left has a mode at about 6dB. 
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Fig 3.9a Distribution of spectral flatness measure for speech signal. 
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reciprocal of prediction gain. 
Fig 3.9b Distribution of reciprocal of prediction gain for linear prediction analysis. 
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Fig 3.9c Distribution of spectral flatness measure for residual. spectral flatness 
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This second distribution represents a set of samples In which the spectra are 
slgnifi.cantly flatter than for the majority. It is observed Cas shown in the example 
of 3.8b) that unvoiced sounds have flatter spectra than voiced sounds. They also 
occur less frequently. Thus, it Is most likely, though no firm evidence has yet been 
obtained, that the two overlapping distributions arise from the existence of these 
two classes of sounds. The large area of overlap occurs because of the variability of 
speech spectra, particularly between different speakers and also, in part, due to the 
occurrence of mixed excitation sounds such as voiced fricatives. 
It is clear, that the shape of the distribution of the sfm values obtained the 
prediction gain Cie the sfm values of the linear prediction filter frequency response) 
is very similar to the distribution obtained for the original signal. The two 
overlapping distributions are still evident though not quite as distinct. The spread 
of values is slightly increased. However, the most notable difference is the leftward 
shift of prediction gain with the original, a shift which is consistently around 5dB 
over the whole range. The transformed residual sfm distribution shows a well 
defi.ned peak, also at SdB. This conftrms that the linear prediction filter spectral 
envelopes are consistently flatter than the spectra of the original speech. The spread 
of values around the mean in 3.10c Cas with its counterpart 3.9c) indicates a wide 
variation in linear prediction performance among differing speakers and speech 
sounds. Thus two key features are noted here, 
a) the overall consistency of the linear prediction model, defi.ned by the mean 
value. 
b) the variation in linear prediction performance denoted by the standard 
deviation of the distribution. 
a) represents failings in the linear prediction model which are independent of the 
speech under analysis while b) represents variations in modeling capability due to 
the varying nature of the speech sounds themselves_. Improvement in linear 
prediction methods should move the mean value of the distribution of 3.1 Oc 
towards 0 dB and also reduce the variance of the distribution. 
A note of caution should be made here. It was observed,· from a number of 
individual measurements, that the sfm is dependent on the finite block-length used 
in the calculation and also from the occurrence of pitch pulses within the analysis 
block for voiced speech. This seemed to be more acute for the flatter sfm values 
obtained from the speech residuals. It is likely that some of the deviation in the 
distributions of 3.9c and 3.10c are, in part, artifacts of the computation. It is 
proposed to investigate the ｾｦｭ＠ further with a view to improving it as a means for 
assessing linear prediction performance. 
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Fig 3.10a Distribution of log-reciprocal sfn1 for a speech signal. 
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100 
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Fig 3.10b Distribution of log prediction gain for the speech signal. 
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Fig 3.10c Distribution of log-reciprocal sfm for the residual. 
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3.13 Conclusions. 
This chapter has examined some models of the vocal tract which are capable of 
representing most observed speech sounds. While the models can be adapted to 
take into account losses in the vocal tract, the transfer function of such lossy 
models becomes too complex for practical applications. Thus, it is more usual to 
lump the losses together and form an approximation for these. Similarly, it is 
possible to model zeros in the transfer function which are notably present for 
certain sounds such as nasals. However, it is more usual, to retain an all-pole 
model for simplicity. It is also suggested that the source (or excitation) for the 
vocal tract filter could be classified as being either a quasi-periodic pulse train or a 
random (gaussian) source. It was pointed out that this over-simplification ignored 
the presence of mixed excitation (noise and periodic pulses) and assumed 
(wrongly) that speech samples are normally distributed. 
It was shown that a digital implementation of the source-filter vocal tract model, 
in effect performed a spatial sampling along the vocal tract and provided a good 
description provided that the model was correctly band-limited. An expression for 
the vocal tract transfer function of the digital model was presented (equation 3.6) 
in terms of reflection coefficients and sampled intervals along the vocal tract. 
Since, under normal circumstances, the physical parameters of the vocal tract 
cannot be directly measured, some method of measuring the vocal tract state from 
the speech waveform is required. The important technique of "linear prediction 
analysis" was introduced and the method by which an all-pole representation of 
the vocal tract by analysing only speech waveform was presented. The underlying 
assumption of the source filter all-pole model were stressed but it was shown that 
vocal tract losses could be modeled in linear prediction analysis. Two separate 
methods for deriving the linear prediction coefficients, the autocorrelation and 
covariance methods, were described. It was shown that Durbin's method of solving 
the autocorrelation method was directly equivalent to the digital representation of 
the vocal tract model. 
Linear prediction is also described as a spectral matching technique. From this 
point of view, it can be seen that ultimately, the linear prediction model of the 
filter assumes a flat or wWte source spectrum. Since the excitation of the ｶｾ｣｡ｬ＠
tract cannot be assumed to be spectrally flat, it can be seen that the linear 
prediction analysis also models other aspects of the speech production mechanism 
(such as glottal pulse shape). It is shown that the accuracy of the matching 
technique improves with increasing order of the linear prediction analysis. 
However, the convergence is very slow after the eighth order and for practical 
purposes, the order is generally restricted to around the tenth order. 
The issue of linear prediction performance was presented in terms of the spectral 
:flatness measure applied to the speech signal, the linear prediction filter response 
and the residual. It was shown that overall, linear prediction performs well, but 
that the spectral :flatness of the residual is slgniftcantly less than unity (around 
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0.5) in most cases. 
It was suggested that direct application of the sfm to the linear prediction residual 
provides more information about linear prediction performance than the 
conventional prediction gain measure but that the sfm formula itself needs ·some 
improving in its implementation. 
In chapter 4, the application of linear prediction to speech coding will be discussed 
while improvements in linear prediction performance for varying excitations will 
be treated in detail in chapter 7. 
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Chapter 4. 
Linear Predictive Coding of Speech. 
4.1 Introduction. 
In chapter 3, the technique of linear prediction analysis was descri.bed and it was 
shown that the process could be applied to a speech waveform, to obtain an 
approximate description of a digital model of the vocal tract. 
Digital speech coding is primarily concerned with the transmission of an encoded 
bit-stream, which can accurately represent the analogue speech waveform with the 
minimum of binary information. This process clearly involves the identification of 
relevant features in the waveform for encoding and will disregard the remaining 
waveform content which may be considered unnecessary for efficient 
communication. This is often referred to as the removal of redundancy from the 
waveform. 
Those features which are to be transmitted must be represented by binary code 
through the process of quantisation . 
Thus the encoding procedure involves feature extraction and quantisation. The 
effective quality of the coder scheme will depend both on the accuracy of the 
feature extraction and on the type of quantisation used. 
Chapter 2 explored the nature of a speech waveform from an information theoretic 
view point. It was shown that where the information was embedded in a 
hierarchical structure, then, at each layer in that hierarchy, the symbolic sequence 
of the next layer above is "encoded" by correlations in that layer. Thus, 
"information" and "redundancy" must be defined carefully. It is the redundancy in 
the speech waveform, ('?r more predsely, the short-time redundancies), that 
convey the basic sequence of linguistic symbols necessary for speech 
communication. 
Thus any encoding scheme must perform one or more of the following stages in 
order; 
1) Remove and discard redundancy constant in time. 
2) Identify and encode short-time redundancies (correlations). 
3) Encode any remaining features of importance. 
There are two distinct approaches to the designing of speech coding schemes. From 
the point of view of the speech waveform, it is possible to measure and represent 
the correlations in the speech signal. Correlations which remain constant over all 
time may be removed and discarded. Correlations which change gradually with 
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time can be identified and transmitted. These short-time correlations can also be 
removed from the waveform and the remaining signal (the residual) can then be 
encoded or further examined for significant features. It is clear, that since the rate 
of transmission of linguistic information is very low, the binary representation of 
these correlations can be implemented at a low bit-rate. However, if significant 
features (perhaps essential for good quality if not for intelligibility) are left in the 
residual, then "expenditure" of bits will still be large overall. 
An alternative approach is to consider the underlying physical model that produces 
the speech waveform. If a source-filter model is assumed and a digital 
representation of the vocal tract is obtained (say by using linear prediction 
analysis), then the parameters of that model should vary slowly. Transmitting 
the parameters of that model should result in a low bit-rate coding scheme. While 
the encoder is an analysis system, the decoder represents a digital equivalent of the 
speech production mechanism. 
These two approaches to low bit-rate speech coding effectively produce identical 
systems. However, historically, design has been separate with the former 
waveform orientated approach being applied to higher bit-rates while the modeling 
approach was used at very low bit-rates where savings in bandwidth were of more 
importance than overall quality. 
In this chapter, the application of linear prediction to speech coding is discussed. 
The two archetypal linear predictive coders, representing the distinct approaches to 
the coding procedure, are discussed. From these two schemes, a range of hybrid 
coders will be described which show much promise and have received much 
attention in the literature in recent years. 
It is not the purpose of this chapter to provide an exhaustive literature survey of 
speech coding. This has been presented elsewhere [1] [2]. Rather, the aim is to 
assemble the principles of these schemes into some relative order and examine their 
characteristics. In particular, it has been important to note where the restrictions in 
coder performance lie. It is primarily these considerations that have motivated the 
research reported in this thesis. Some effort has been made here to improve on the 
traditional attempts at classification of speech coding schemes. Classifi.cation is 
important in any complex field to give an adequate overview of the subject. The 
major forms of the linear predictive coders are described within this classification 
context. Concepts developed in Chapters 2 and 3 are used to assist this 
procedure. Finally, the main limitations to the performance of these classes of 
coder are iden tifi.ed. 
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4.2 The Classiftca tion of Coding Schemes. 
In many specialised areas of engineering and science, classifi.cation forms an 
essential part of the subject definition. Speech coding is a relatively new subject 
and represents a very narrow and specialised branch of Information Science. Yet a 
number of introductory texts on the subject attempt a classifi.cation of coding 
schemes (e.g.[3]). Such classiftcation should not, however, be seen as merely 
- presentational nor simply as a device for providing an overview of a specialist 
subject to the novice. Classiftcation is a scientiftc process which serves to define and 
clarify a subject. It also predicts the properties of, and the relationships between, 
the constituents of that classiftcation [ 4 ]. 
Since the development of digital speech coding in the late '60's, a very large 
number of coding schemes have been proposed. (The excellent survey of ref. 2 cites 
ninety nine). It would be hoped that a clear classiftcation in this area would 
provide insight into the relationships between these various designs and hopefully 
indicate areas for new coding developments. However, no classifi.cation process can 
afford to be too rigid. In any developing fteld, the methodology of classifi.cation 
will evolve with the subject. New boundaries and deftnitions will appear as the 
subject matures. Too rigid an adherence to existing defi.nitions may inhibit 
development. 
4.2.1 Characteristics for Classiftca tion. 
Unlike natural examples of classiftcation, an engineered product, such as a speech 
coder, is the conscious result of the designers intentions. Thus a classiftcation 
strategy may relate more closely to the design philosophy than any fundamental 
properties of the product. However, as a consequence of the design procedure, the 
particular contribution to the classifi.cation may also reveal additional 
characteristics. The most common method of speech coder classiftcation is a tree 
structure. It is not always clear where a candidate should be placed in the 
hierarchy of that structure. There will often be conflicting indications for its 
position. 
The following criteria might be applied for classification purposes: 
a) The intended bit-rate and quality of the coder. 
b) Whether the coder operates in time or frequency domain. 
c) Whether "side-information" is transmitted for each analysis block. 
d) Whether a coded waveform is transmitted. 
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e) Whether time-invariant correlations are removed. 
f) Whether short-time correlations are encoded. 
g) Whether long-time (pitch) correlations are encoded. 
h) The relative organisation of the constituent blo9ks within the encoder. 
i) The type of quantisation process employed. 
The list is not exhaustive. Each criterion may be placed in some order of 
importance - but this is largely a subjective procedure and may often tend to 
reflect the established chronological order in coder development. Clearly the 
intended bit-rate and resultant quality are prime considerations. A tree structure 
can generally represent this along a horizontal axis. However, distinct coder types 
(say time and frequency domain coders) may produce comparable performance 
but require distinct representation in the classiftcation. Another common division 
applied is to class coders as "waveform", "hyhrld" and "vocoders". These names 
apply equally to both time and frequency domain coders. Again, these names are 
the result of historical development and the consequent distinctions are not always 
very clear. This chapter, while retaining these classes, will attempt to improve on 
the definitions used to place coders under these headings by proposing some 
modifications . to the conventional classifi.cation arrangements. The list of possible 
｣ｬｾｳｳｩｦｩ｣｡ｴｩｯｮ＠ ｣ｲｩｴ･ｲｩ｡ｾ＠ given above, suggest that it is possible to establish a degree of 
objectivity into the process. 
4.2.2 Levels of Hierarchy for Coder Classiftcation. 
As described in the previous section, what is required is a hierarchy of levels into 
which coders may be sorted. The criteria used in this process should be objective 
and represent, as far as is possible, the essential modes of action of the coding 
scheme upon the waveform. The level in the hierarchy should reflect the relative 
importance of each of the discriminating features used in this process, the higher 
levels having the greater generality and thus including more coder candidates. A 
four-level hierarchy is proposed here which appears to accommodate all known 
candidates according to the restrictions just described. 
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This structure may be described as follows; 
Level 1 - Time versus Transform Domain. 
Level 2 - Utilisation of Signal Properties. 
Leve13- Relative Arrangement of Encoder/Decoder Sub-systems. 
Level 4 - Specific Sub-system Algorithms. 
At level 1, a simple division is made between those schemes operating directly on 
the time domain waveform or in some transform (usually frequency) domain. 
Though this division is clear, there are coders which combine processing in both 
domains. These could be placed in a third "hybrid'' category. It is this authors 
opinion that in any scheme where both domains are utilised, there is a clear 
distinction between what may be called the primary domain and the secondary. 
Two examples of this are the sub-band coder (SBC)[5] and the RELP-SBC coder 
[6]. In the first case, a time-domain waveform is either passed through a filter bank 
or divided into sub-bands by discrete cosine transforms. However, the outputs of 
these sub-bands are then coded in the time domain. The primary or dominant 
source of bit-rate reduction lies in the transform domain where a spectral 
flattening process takes place. This is equivalent to the removal of correlations 
between time-domain sam pies. Since this may be considered the essential part of 
the sub-band coding scheme, such coders may be classed in the transform domain. 
In a similar fashion, the RELP-SBC uses linear prediction to remove correlations in 
the time-domain waveform. The SBC is applied to the residual for additional 
encoding but the linear prediction remains the primary bit-rate reduction process in 
this case. Thus such a scheme may be considered as essentially a time-domain 
process. At level 2, coders may be distinguished by the properties of the signal 
which it utilises in order to encode a reduced bit-rate output. For the time-domain, 
these properties have already been described as being; 
a) The quantisation or redistribution of the sample amplitudes. 
b) The removal of constant sample-to-sample correlations. 
c) The parameterlsation of time-varying short-term correlations. 
d) The parameterisation of time-varying long-term correlations. 
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Transform-domain coders operate on the same properties as presented in that 
domain. 
For time-domain coders, four distinct sub-classes can be specifted. These are 
distinguished by the combinations of the four properties outlined above, as 
follows; 
Type 1- Quantisation of waveform only. 
Type 2- Quantisation and removal of constant correlations. 
Type 3 - Parameterisation of short and/ or long -term correlations 
plus quantisation of residual waveform. 
Type 4- Quantisation of parameters only. 
These coder sub-classes have been ordered in descending order of bit-rate and 
decreasing quality. Types 1 and 2 are together usually referred to as waveform 
coders since they only transmit an enroded waveform without the addition of 
parallel side-information. Type 4 is usually known as the vocoder after its basis on 
the model of speech production. Type 3 - the class of coders with which we are 
primarily concerned - are referred to as hybrids. The two highest levels of this 
classiftcation, based on the above criteria are displayed in figure 4 .1. · Levels three 
and four in the hierarchy are described in detail in section 4.3. 
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4.3 Sub-classes of Hybrid Coder. 
Over the past twenty years, a very large number of hybrid coder designs have 
appeared in the literature. These have been principally grouped according to the 
method used to measure the short-time correlations. Within the class of time-
domain coders (the transform domain hybrid coders will not be discussed here), 
the dominant method for short-time correlation measurement has ｢･･ｾ＠ that of 
linear prediction. However, for classification purposes, the method used is not as 
important functionally as the mode of operation of the coder. Thus ARMA 
modeling and other related techniques for the modeling of the short time 
correlations should also be included in this sub-class of coders. The principal 
distinctions between the various types of time-domain hybrid coders lies with the 
arrangement of the filtering and quantisation sub-systems and in the method 
employed to model and represent the error signal. There are three main sub-classes 
of hybrid coder which are distinguished by the relative association of the inverse 
prediction filters and the error signal modeling and quantisation processes in the 
encoder. These may be summarised as follows; 
a) Quantiser inside the Predictor Loop. 
b) Predictors and Quantiser placed sequentially. 
c) Analysis-by-Synthesis procedures. 
The fi.rst two categories not only appear distinct when drawn in block diagram 
form but also have distinct properties in terms of the effect of the predictor fi.lters 
on the spectrum of the quantisation noise. The third category also appears distinct 
from the other two because of the diagrammatic arrangement of the encoder. In 
particular, such systems do not usually include inverse predictor fi.lters perse. 
However, as will be shown in section 4.6.4, the Analysis-by-Synthesis systems can 
be represented in an identical manner to the other two sub-classes. The key 
distinction is actually in the treatment of the error signal. The tree structure 
shown in fi.gure 4.2 describes the arrangement of these subclasses. 
The time-domain hybrid coders have a number of common features and differ 
mainly in the arrangement of these features. As with the class of vocoders, all 
hybrid coders use an analysis system at the encoder and a synthesis system at the 
decoder. In all existing cases, the decoder is virtually identical and based on the 
source-fi.lter model of speech production. Thus, time-domain hybrid coders can be 
sub-classified according to the arrangement used in the encoder. 
quantiser inside 
predictor loop 
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There are four basic components in the encoder of the hybrid system; 
a) The analysis and quantisation of speech parameters. 
b) The filters for generating the error signal. 
c) The error signal quantisation. 
d) The error signal modeling. 
All hybrid schemes include a), b) and c) but only those operating at lower bit-
rates include d). 
The analysis system extracts parameters from the speech signal relating to the 
correlations of the signal. The short-time correlations are estimated using linear 
prediction or some alternative estimation procedure [7]. The long-term or pitch 
estimation algorithm is also included in some schemes for the lower bit-rates. This 
estimates the pitch value and gain necessary for the construction of a pitch filter 
[8]. 
Once the short-term and pitch parameters have been estimated, these are then used 
in the encoder to form prediction filters which will be used to obtain an error 
signal. These are referred to as prediction filters because the output samples are 
predictions or estimations of the true waveform samples based on prior 
information. In all cases an error signal is obtained by finding the difference 
between the true signal value and the estimated value obtained from the 
predictors. The remaining sections of the encoder then model and quantise this 
error signal in some way. As will be seen. the analysis-by-synthesis coders 
perform this function in a way which is quite distinct from the other types of 
hybrid coding scheme. 
4.3.1 Prediction Filters. 
Consider a prediction filter transfer function P(z ). (The exact form of this is not 
needed for the moment.) This predictor provides an estimate of the next sample in 
a sequence {s (n )} from a weighted (linear) combination of past samples, using the 
parameters derived in the analysis stage. (This statement pertains essentially to the 
short-term predictor where the past values are consecutive and adjacent to the 
predicted value. The long-term or pitch predictor is not signifi.cantly different 
except that the past values on which the estimation is being made are spaced by 
one pitch period.) 
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The output estimate [s (n )] differs from the actual value [s (n )] by; 
e (n ) = s (n )-s (n ) 
or 
E(z) = S(z )-S(z) 
in the frequency domain, where 
S (z ) = P (z ).S (z ) 
(4.1a) 
(4.lb) 
(4.1c) 
Thus the error signal may be obtained from the original signal by the arrangement 
shown in figure 4.3a. The overall arrangement is called the inverse filter. Similarly, 
and using the same parameters, the original sequence {s(n )} can be recovered from 
the error signal by the system shown in figure 4.3b. The transfer function of the 
inverse filter can be derived from equations 4.1 band 4.1c by writing; 
E (z) = S (z )-P (z ).S (z ) 
so that the transfer function is given by; 
HrNV(z) = 1-P(z) 
whilst the transfer function of the synthesis filter is given by; 
1 
HSYNTH(z) = 1-P(z) 
(4.2a) 
(4.2b) 
(4.2c) 
There is a second implementation of the inverse filter which may be utilised 
instead of that shown in figure 4.3a. This is achieved by placing the synthesis filter 
inside a reflexive loop as shown in figure 4.3c. Inspection will show that the 
transfer function of the figure 4.3c is identical to that of figure 4.3a. 
Just as it is not possible to analyze pitch and short-term parameters 
simultaneously inside one algorithm, it is, similarly, not possible to inverse filter 
nor synthesise using both sets of parameters inside one filter construction. It is 
necessary to treat each type of correlation separately. Thus it is typical to find 
that a hybrid coder will use two distinct prediction filters- one for the short-term 
correlations and one for the pitch. This issue of combined or separate prediction 
analysis and filtering is not a trivial issue. A brief discussion appears in an early 
paper by Atal and Schroeder [9], in which the basic equations are derived for 
combined predictors. It is shown that by applying the minimum mean squared 
error criteria to a combined predictor, the set of equations required for solution are 
not linear. The solution then proposed is to treat the problem by using two 
separate predictors. The solution is described as sub-optimal. All subsequent 
relevant literature appears to automatically treat the prediction fi.lters separately, 
though one recent attempt is known to the author [10]. However, Jayant and Noll 
[11], report prediction gain measurements made on the separate prediction inverse 
filters and on their cascade. 
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Individually, filtering voiced speech, the prediction gain is typically 10-12dB per 
filter, but the combined value gives a total prediction gain of about 13-15dB, only 
another 3dB increase upon a single predictor performance (see chapter 2.11). 
Clearly the concept of separable short and long-time predictors depends on the 
separability of the source-filter model and the discrepancy between the actual and 
theoretical combined prediction gain is a clear indication of the degree of non-linear 
interaction that actually occurs between the glottis and the remainder of the vocal 
tract. 
4.3.2 The Quantiser. 
By representing the short and long-time correlations by parameters and then 
modeling the signal using prediction filters, the resultant error signal should 
contain a sequence of largely decorrelated samples with a much reduced variance 
(as implied by the measure of prediction gain). However, the error signal is still 
sampled at the same rate as the original signal and represented by the same level of 
quantisation, so no saving in bit-rate can be obtained without, at the very least, 
applying a course but fixed quantiser to the error signal. This can clearly be done, 
if its dynamic range is reduced, as is the case. Generally, a fixed quantiser is 
unlikely to produce good results, particularly if the number of levels is small and 
more sophisticated approaches are needed. 
A necessary consequence of mapping finely quantised values into coarse quantised 
levels is the addition of quantisation noise. The type of quantisation scheme 
adopted, will affect the signal-to-quantisation noise ratio and also the power 
spectral density distribution of that noise[12]. There will always be degradation 
in the quantisation procedure which is not truly reversible. While, in general, the 
analysis and inverse filtering procedures are completely reversible, the quantisation 
processes cannot be so and therefore represent a critical aspect of coder design. 
For a zero mean signal, there are two strategies that can be considered in the 
quantisation process. The most obvious is that quantiser performance, as measured 
by the signal-to-quantisation noise ratio, will depend on the prevailing amplitudes 
of the samples under quantisation. Since, for speech signals, the amplitudes of the 
samples can vary rapidly, the resultant performance of fixed quantiser levels also 
varies. Adaptive quantisation adjusts the signal amplitude relative to the 
quantisation levels, to attempt an optimum performance. This may be done 
instantaneously, on a sample-by-sample basis, or on a block analysis basis by 
measuring the variance of the signal over a quasi-stationary period and adjusting 
to unit variance. The gain over this block must then be transmitted as side 
information. In the case of the residual signal, the dynamic range is much reduced 
compared with the original speech signal and the design of the adaptive quantiser 
is less crucial [ 13 ]. 
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The probability distribution of the samples is also of importance. From chapter 2, 
it was shown that for a given information rate, fewer bits were needed if the 
probability distribution of the symbols was uniform. It can be shown, and for 
similar reasons, that quantiser performance is also optimum for a uniform 
probability distribution of quantised output symbols. One function of the 
quantiser can be to transform a non-uniform distribution to that which approaches 
the ideal. This transformation can be in the form of a pre-quantiser stage or as an 
integral part of the quantiser [14]. The conventionallog-PCM system for 64kb/s 
digital speech communication is an example of this process. The distribution of 
speech samples is nearer that of a gamma distribution when uniform quantisation 
is used. The majority of samples are concentrated around the zero mean. By 
designing a quantiser with small intervals near that mean and course levels at the 
extremes, the new distribution of amplitude values approaches a near uniform· 
ideal (see fi.gure 4.4). A full discussion of these matters can be found in reference 
[15]. 
4.3.3. The Error Signal Modeling. 
For bit-rates above 16kb/s, a uniform quantisation of the error signal is possible 
using, for example, 2-bits per sample (a total of four levels). This represents a 
very course quantiser, but even this is not possible for bit-rates as low as 8kb/s. 
There are a number of approaches to this problem for coding schemes below the 
rate of 16kb/s. Apart from the schematic arrangement, hybrid coding schemes are 
largely distinguished by the approach that is taken towards modeling the error 
signal. After allocation of the required number of bits for representing the 
parameters of the coding scheme, there may be only one or less bits available per 
sample of the error signal. In order to encode this signal correctly, additional 
modeling must be used both to reduce the number of samples in the error signal 
per block and to reduce the number of quantisation levels needed to encode each 
sample. It is the error signal modeling which lies at the heart of hybrid coder 
design for low bit-rates. 
One approach, that has received much recent attention is vector quantisation. As 
the name implies, it is essentially an extension of conventional quantisation. 
Consider a set of N, n-dimensional, vectors X= {:xo • · • x; · · · xN)· The process Q [x;] 
maps subsets of X onto a set of vectors Y = {y0 • • • Y; · · · y } where M <<N such M-1 
that; 
y = Q[X] (4.3) 
with the dimension of each Y; being also n. 
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This is a classification problem, where the members of X are clustered into subsets, 
according to the same set of common properties. 
Applied to the error signal, each vector x; is defined from the sequence of the n 
samples of the error signal, where n is now the analysis block length. In general, a 
table or code book is constructed, consisting of M entries. Each entry is a sequence 
representative of the cluster. TheN vectors xi are matched to one of theM entries 
according to the chosen clustering criteria. The code book is held by both encoder 
and decoder. In use, a residual sequence is identified against its entry in the 
codebook. The binary code for the location of the entry is transmitted and the 
appropriate representative sequence is recovered at the decoder. 
There are two processes which affect the performance of the vector quantiser. 
Firstly, the construction of the codebook, usually referred to as codebook training , 
requires lengthy analysis of a wide range of speech data. Secondly, the matching 
of an error sequence to its closest entry in the codebook, requires the use of a 
distance measure. The design and implementation of vector quantisation is 
potentially very demanding on computer time. 
It should be pointed out at this stage. that vector quantisation need not just apply 
to the error signal. Since the prediction parameters must also be quantised for 
transmission, vector quantisation can also be applied to these [16]. 
An important sub-class of hybrid coders, known as Code Excited ｌｩｮ･｡ｾ＠ Predictive 
Coders use vector quantisation of the error signal in a more sophistticated way. 
These will be discussed in section 4.6.2 .. 
A simpler method of dealing with the error signal modeling problem is possible, if 
certain assumptions are made about the inverse filtering process. The long and 
short-time predictor performs a spectral flattening on the signal which if perfect, 
would result in a totally white error signal spectrum. It is because the prediction 
process is imperfect, that spectral variations still appear in the error signal which 
carry essential information needed at the decoder for receiving a good quality 
signal. However, it may be assumed that this residual information is concentrated 
towards the lower end of the spectrum Cor at least the more important features 
reside at low frequencies). Thus, the error signal may be low-pass filtered to (say) 
1kHz or less and the resultant base-band excitation can be down-sampled by an 
appropriate amount such as a ratio of 4:1 or 5:1. Considerable saving in bits needed 
for the transmission of the error signal is made as a result of this process. At the 
decoder, the full bandwidth of the error signal must be recovered from the base-
band. There are several techniques for achieving this. The most common is to use a 
process of spectral folding. In this method, the down-sampled base-band sequence, 
at the decoder, is restored to the original sampling rate by inserting zeros between 
samples. Normally, this interpolation process is achieved by low-pass filtering to 
the original base-band bandwidth. (This is necessary since once part of the signal 
spectrum has been discarded before down-sampling it can never be restored). 
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No higher frequencies, outside the base-band, are recovered, but a signal at the 
original sampling rate is obtained. If the low-pass filter is omitted from the 
process, then the signal occupies the full bandwidth corresponding to the new 
sampling rate, but the spectrum consists of the base-band and images of the base-
band folded around axes placed at the base-band cut-off frequency and multiples 
of this. The effect is illustrated in figure 4.5.. This full band signal is then 
presented as the excitation to the synthesis filters. The disadvantage of this method 
is that important spectral features in the base-band become folded into higher 
spectral regions determined by the chosen down-sampling ratio. These reflected or 
folded features are then aharmonically related to the original features in the base-
band. This can produce intrusive distortion which is particularly noticeable in 
voiced speech if no long-term predictor and inverse filter are employed [17]. 
Alternative methods involve fi.lling the higher frequencies with gaussian noise only 
or to use an adjustable cut-off on the downsampling and up-sampling filters so 
that the filter frequencies are harmonically related to strong components in the 
error signal. 
Yet another method of dealing with the residual is to attempt to model the error 
sequence with a restricted sub-set of pulses. This can be understood, if the original 
error sequence is considered as a succession of pulses, one at each sampling point. In 
the base-band coder, a subset of pulses was obtained by low-pass filtering and 
down sampling. However, an alternative approach is to locate the most significant 
pulses in the error sequence using some suitable criteria. These pulses will not be 
necessarily uniformly spaced in the time domain. Generally the criteria used would 
be some form of spectral distortion measure (see chapter ＳＮＱＱＩｾ＠ Both the amplitude 
and position of each of the selected pulses must be transmitted and so the :t;l.Umber 
of pulses that can be represented by this method is severely limited if significant 
bit-rate reduction is to be obtained. The more pulses selected, the nearer the model 
sequence becomes to the original. The choice of pulses must be done by a search 
sequence using a distance measure at each search. The most significant pulse is 
located first and then successively less important pulses are located thereafter. In 
many ways, there are close similarities between this and the vector quantisation 
techniques discussed previously. Like vector quantisation, this method is 
computationally intensive [18]. 
Yet a fourth technique can be mentioned here. All the foregoing methods have 
attempted to deal with the error signal in the time domain. Yet certain criteria 
applied to the modeling procedure will be using the frequency domain. In a 
transform domain (particularly the frequency domain) those features represented 
by the error signal may be easier to encode and preserve with less expenditure of 
bits. There are several ways of doing this. The most common method is to apply a 
discrete cosine transform (related to the real part of the Fourier transform) to the 
error signal. A frequency domain representation of the error signal is transmitted 
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using a limited number of bits. A variable bit-allocation may be used according to 
the distribution of power in the spectrum. More bits may be allocated to significant 
spectral coefficients (usually towards the low frequency end of the spectrum) 
while no bits may be allocated elsewhere [19]. Other methods of transform coding 
may be applied here [20]. 
There are thus, broadly, four methods of coping with the modeling of the error 
signal to reduce the coding bit-rate. Within each method there are a number of 
variations. It has been possible to combine various methods (eg residual transform 
coding with vector quantisation) to extend the number of alternative approaches 
with an appropriate improvement in quality at bit-rates below 16kb/s. 
The total classification of hybrid linear predictive coding schemes can then be made 
by finally distinguishing between the method employed to encode the residual. 
Only the basic outline of the methods of error signal treatment have been given 
here. The following sections describe the classification of hybrid coding schemes 
firstly from the relative arrangement of the constituent parts of the encoder and 
discusses more fully those sub-classes defined by the type of error signal modeling 
employed. 
4.4 The "In-loop" Quantiser Coders. 
This title is not the usual name given to the schemes discussed in this section 
which are variously described as Adaptive Differential Pulse Code Modulation 
(ADPCM) and Adaptive Predictive Coding (APC). However, these conventional 
names are often confused, particularly in the use of the term ADPCM where the 
"Adaptive" can refer to either the predictor filter parameters or to the quantisation 
process involved. In the former case, ADPCM is strictly a hybrid coder (in the 
sense that some parametricisation and error signal coding both take place). In the 
latter case only adaptation of the quantisation levels takes place and the predictor 
is fixed. In this case the coder is a waveform coder according to the classification 
developed here .. 
The schematic arrangement of the "In-loop" Quantiser Encoder is shown in figure 
4.6a, while that of the decoder is shown in figure 4.6b. The key elements of 
parameter analysis, inverse filters and quantisation are present in the encoder but 
there is no error signal modeling incorporated [21]. If both short-term and long-
term predictors are employed, they may be arranged in parallel with the quantiser 
as in figure 4.6a. Alternatively, either one or the other can precede the main 
predictor loop in sequence as shown in figure 4. 7. In principle, either predictor may 
may be brought outside the loop though more usually the short-term predictor is 
placed first. 
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This class of hybrid coder was historically the earliest of the hybrids to be 
proposed. Published in a paper by Atal and Schroeder [21l.in 1967, it was aimed at 
the 16-24kb/s region. The parallel ｡ｲｲ｡ｮｧｾｭ･ｮｴ＠ is not usually adopted in modern 
designs. Further, at the bit-rates of interest at that time, the long-term (pitch) 
predictor would not normally have been included. It can be seen as a derivative of 
a class of waveform coders which had received some attention at the time. 
Differential Pulse Code Modulation (DPCM) and its close relative Delta 
Modulation (DM) used a fixed first order short-term predictor arranged around the 
quan tiser, in this way. 
The rationale behind this arrangement is that the quantisation noise is incorporated 
inside the inverse filter. Referring to figure 4.6a and considering just one predictor, 
it can be seen that the signal estimate in the z-plane is given by; 
S = P(z) .Ec ) (4.4) 1-P(z) z 
where P (z ) = :Eak z -k is the predictor and 
k 
E(z) = E(z )+Q(z) 
Here E(z) is the error signal before the quantiser and Q (z) is the added 
quantisation noise. Thus; 
N 
- ECz) E(z) = S(z )-P(z ).. 1-P(z) +Q (z) (4.5) 
and by rearranging; 
E (z ) = S (z ) ( 1-P (z ) ) + Q (z ) { 1-P (z ) ) (4.6) 
Where the quantisation is fairly fine, the spectrum of the quantisation noise, 
represented by Q(z) may be considered flat. The effect of placing the quantiser 
inside the inverse filter loop is to shape the quantisation noise spectrum by a 
transfer function which is the inverse of the model transfer function of the linear 
prediction analysis. At the decoder, the recovered speech at the output is given by; 
S(z) = (scz )+Q (z)]. l+-':(z) (4.7) 
1-P(z) 
where P'f) is the prediction filter derived from the quantised filter parameters. If 
{ 1-.P(z) J =:::: { 1-P(z)} then; 
S(z )=:::::S(z )+Q(z) (4.8) 
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Thus the reoovered signal is very nearly the original signal plus a fiat-spectrum 
quantisatlon noise. By contrast, if the quantlser is placed outside the filter, then the 
quantiser noise at the decoder is shaped according to the model spectrum. A tal [21] 
reports on the use of pre-emphasis to overcome the problem of worsening signal-
to-noise ratio due to this arrangement and suggests improved subjective quality as 
a result. One other alternative is to introduce an additional quantisation noise 
filter as shown in fi.gure 4.8. The form of this filter is given by; 
B (z) = A (z /a) (4.9a) 
A(z) 
where O<a < 1 is a weighting constant. 
The recovered speech at the decoder is given by; 
S(z) = S(z )+B (z ).Q (z) (4.9b) 
Subjective improvements in quality have been found with this arrangement 11'3]. 
4.5 Sequential Coders. 
Where the short term analysis uses linear prediction, such coders are usually 
referroo to as Residual Excited Linear Predictive Coders or RELP coding. In the 
encoder, as shown in figure 4.9, each stage of the inverse filtering (short-term and 
long-term) and the quantlsation process, is performed sequentially on the original 
signal. As with the "In-loop" quantiser, the long-term predictor is not always 
included, but where both inverse filters are used, the order in which the filtering 
takes place is not strictly important, at least from a theoretical point of view. It 
should be remembered that from the basis of a source-fi.lter model in which the 
resultant speech signal is regarded as a linear convolution of the excitation with 
the vocal tract filter impulse response, then the removal of either short or long-
term correlation from the signal can be performed in either order. This is a 
consequence of the properties of linear systems. However, apart from the fact that 
the vocal tract is not truly a linear system, the inverse filtering of either set of 
correlations requires an analysis to take place to estimate the appropriate fi.lter 
coefficients. This analysis may be affected by the signal on which it is required to 
operate. The general convention is to perform the short-time analysis and inverse 
filtering directly on the speech signal, thus obtaining an intermediate residual 
which may still contain periodic pitch information. The pitch analysis can then be 
performed up{,n this intermediate residual and the long-term inverse filtering 
performed subsequently. Generally, pitch analysis methods operate better on a 
relatively (spectrally) fiat signal (see chapter 5). Since the intermediate residual 
has had most of the short-time correlations removed, the spectrum is considerably 
:flatter than that of the original speech signal [2 21. 
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However, the reverse can also be argued. Linear prediction analysis can be 
considerably distorted by the presence of periodicity in the sigpal especially if the 
period Is short. Linear prediction analysis will perform better if pitch correlations 
have already been removed from the signal. This issue brings out the importance of 
the fundamental question of separability of source from the vocal tract and 
indicates that there are underlying limitations to the performance of this class of 
coders because of this issue. 
There Is, fundamentally, no difference in the operation of "in-loop" and "sequential" 
coders. The most important difference is in the way the resultant quantisation 
noise is shaped as a consequence of the relative arrangement of the inverse fi.lters 
with respect to the quantiser. In the case of the sequential coders, the quantisation 
noise is unaffected by the fi.lters at the encoder and may be considered as having a 
fiat spectrum. However, at the decoder this noise becomes shaped by the synthesis 
filter together with the excitation. Since both the quantisation noise and the 
excitation have approximately flat spectra, the overall signal-to-noise ratio remains 
constant over all relevant frequencies, as shown in figure 4.10. This gives the same 
desirable noise masking properties as for the "in-loop quantiser" coder where a 
noise-shaping fi.lter is employed to achieve the same effect. The only disadvantage 
is that this noise-shaping cannot be controlled independently. It may also be 
appreciated that the sequential coder is conceptually easier to understand in terms 
of its operation at the analyzer and to consequently modify this operation. 
4.5.1 Sequential Coding below 16kb/s. 
As discussed in section 4.3.3., in order to reduce the bit-rate of these schemes 
below 16kb/s, some form of error signal modeling must be used. A variety of such 
schemes have appeared in the literature. These variations fall into four categories 
corresponding to the type of residual modeling employed; 
a) Base-band RELP [17]. 
b) Pulse modeling [18]. 
c) Transform coding [19]. 
d) Vector quantisation [16]. 
There are also ·examples of combinations of these techniques such as vector 
quantising the transformed residual coefficients. Schematic outlines of these 
four categories are shown in fi.gures 4.11 a, b,c and d respectively. 
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Of all these schemes, the base-band RELP has been the most widely adopted 
scheme fqr bit-rates in the region of 9-16kb/s. It is a simple concept, introducing 
very little additional delay or complexity and is capable of producing good quality 
(approaching but not quite matching toll-quality) in this range of operation [17]. 
However, the quality of these does not match that possible by analysis-by-
synthesis as discussed in the next section. 
4.6. Analysis-by-Synthesis Coders. 
A!i a result of considerable effort directed towards reducing the bit-rate of linear 
predictive coders while maintaining quality, a new class of coding schemes emerged 
in the early 1980's. In 1982, Atal published proposals for this class- now referred 
to as analysis-by-synthesis coders [18]. There are three sub-classes of these coders-
distinguished by the operation upon the error signal in much the same way as for 
the sequential coders described in the previous section. There have also been a 
number of variations of these schemes published recently, which will receive some 
mention here. 
Consider the diagram of figure 4.12. representing the encoder of a proto-type 
analysis-by-synthesis coder. A replica of the original speech signal may be 
synthesised by generating a model sequence approximating the error signal, by one 
of several methods and passing it through one or more synthesis filters. The 
synthesised speech will be arbitrarily close to the original, given a sufficiently large 
bit-rate and providing an appropriate choice for the model residual is made. If, as 
is the case, the intended bit-rate is low (less than 9kb/s), then any choice of 
residual model sequence is likely to differ significantly from the true residual, the 
difference being the quantisation noise introduced. Some criteria must be applied so 
that the choice for the model residual sequence minimises the perceived distortion 
at the decoder. 
This selection process could clearly be based on some minim urn distance measure 
applied between the original residual sequence and the model as might be used in 
schemes described in section. 4.5 .. However, in the case of analysis-by-synthesis 
coders, the minimum error criteria is applied between the original speech signal and 
the synthesised speech signal at the encoder. The general encoding arrangement is 
shown in figure 4.13 •• The rational behind this arrangement is that it is the 
"perceptual" distortion between the synthetic speech signal and the original that is 
the key to good performance. Atal makes the point, that several model residuals 
may, on synthesis, produce a speech signal close to the original but that the model 
error signal that is closest (by some distortion measure) to the actual error signal, 
may not produce the optimum perceptual performance [i8]. 
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Closely allied to this is the inclusion of a weighting filter before the residual 
matching procedure. As with the "in-loop quantiser" coders, the function of this 
weighting filter is to distribute the quantisation noise across the spectrum to 
produce a constant signal-to-noise ratio at all frequencies. It is this aspect of the 
design that is the key to the operation of such schemes at very low bit-rates. 
Significant distortion cannot be avoided if modeling of the residual is to be 
performed with very course quantisation - but this technique allows this 
distortion to be perceptually weighted to make maximum use of the masking 
properties of perception. 
Comparison of the analysis-by-synthesis arrangements with both the "in=loop 
quantiser" and the sequential arrangements, shows clear similarities. However, 
there are some distinctions in their respective modes of operation. The main 
difference is that the enooding procedure is performed on a block-by-block basis 
rather than a sample-by-sample as with the other two classes of coder. ａｬｬｩｾ＠ to 
this is the nature of the recursive loop in the enooder. The loop is not closed by a 
complete signal path. Part of the loop is a logic path, that is, a path in which a 
sequence of binary decisions are passed from the minimisation procedure to the 
error modeling algorithm. As such, there can be no explicit expression for the 
behaviour of the analysis-by-synthesis loop in the form of a transfer function. 
There is a consequent overhead in computation which make such schemes complex 
and expensive to implement. 
One further point worth making here is that the error signal in the analysis-by-
synthesis loop is not the same as the error signal derived by inverse fi.ltering the 
speech signal using linear prediction as with the other forms of linear predictive 
coding. In fact the error signal here has none of the assumed fiat spectral properties 
of the linear prediction inverse fi.lter error signal. It is purely the sample-by-
sample difference between the synthetic and the original speech signals. It is for 
this reason that it is perhaps preferable to use the term residual in the latter case 
leaving the term error signal for the analysis-by-synthesis loop. 
4.6.1. Multipulse Linear Pratictive Coding. 
Multipulse was fi.rst proposed by Atal and Remde [18]. In this analysis-by-
synthesis scheme, the residual signal is modeled in the time domain by a restricted 
set of pulses obtained in such a way that the distortion between the original speech 
signal and the synthetic signal is minimised. The number of pulses used in the 
model will depend on the designated bit-rate of the overall scheme. 
The concept of residual modeling using a restricted pulse set, clearly originates 
from the results_ of centre clipping of the residual tried in earlier low bit-rate 
coding schemes [23]. Reasonable synthesis in that case could be obtained, even 
where the centre clipping threshold was quite severe. This indicated that certain 
(large amplitude) samples, taken out of the complete set of samples representing 
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the residual signal, were essential for the good quality resynthesis of the speech 
signal, while the majority of others were unimportant. However, centre clipping 
was unable to further reduce the number of samples required, since it operated 
only on an amplitude related threshold. The relative importance of one pulse 
compared to another, from the point of view of the quality of the synthesised 
signal at the decoder, could not be assessed in this way. 
In the multipulse scheme, both the position and the amplitude of each pulse must 
be located for a minimisation of the weighted error between the speech signal and 
the synthesised version. The optimal solution would solve for the amplitude and 
positions of the set of pulses simultaneously. Such a procedure involves the 
solution of a set of non-linear equations. A sub-optimal approach is to solve for 
each pulse separately, for position only. No iteration is involved - that is, once a 
pulse position is determined, the subsequent positions are located without any 
return for repositioning. Having determined these sub-optimal pulse positions, the 
amplitudes of the pulses can be found by solving a set of linear simultaneous 
equations [18]. The weighting function forms an integral part of the error 
minimisation procedure. Since the objective of the weighting function is to allow 
increased errors in the region of the formants and decreased errors in the spectral 
regions of lower power, the weighting function is expressed in the frequency 
domain and is of the f onn; 
1- takz-k 
W(z)= ｾＭＭＭｫＭ］ＭｾＭＭＭＭｾ＠
1- 't, ak yk z-k 
k=l 
(4.10) 
where y·· Is a constant lying between 0 and 1. Typical values of 'Y are around 0.8. 
Thus the error function to be minimised is also expressed in the frequency domain 
as; 
(l)s 
1 J .... E = -2 IS(w)-S(w)I 2W(w)dw '1T 0 (4.11) 
Considerable attention has been paid, in the literature, to improving the pulse 
search design which represents the largest computational overhead in the method. 
For further information on these issues reference may be made to [24]. 
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Atal stresses that the underlying philosophy of the multipulse is the avoidance of 
voice/unvoiced classifications and on any a priori knowledge concerning the 
residual signal being m:odeled fiB]. However, under voiced conditions, the model 
residual of a multipulse scheme would contain significant pulses, periodically 
spaced, representing the quasi-periodic nature of voiced speech. Clearly, at low 
bit-rates, the number of available pulses is at a premium and it would be 
preferable to remove these long term correlations outside the analysis-by-synthesis 
procedure. The simpleSt method is to include a pitch predictor in the synthesis 
sequence as shown in figure 4.14.. Both short term and pitch analysis must be 
made for the synthesis filters but no voiced/unvoiced decision is needed. An 
interesting development of this idea is discussed in [25] by Araseki et al., as shown 
in the figure 4.15, where the pitch predictor is placed outside the analysis-by-
synthesis loop. Araseki et al. claim considerable improvement in performance with 
this scheme, primarily due to the removal of periodicity from the signal. 
Yet another Important ､･ｶｾｬＹｰｭ･ｮｴ＠ for this class of coding scheme was proposed 
by Deprettere and Kroon [26] in 1985. Referred to as Regular Pulse LPC (RPE-
LPC), it aims to significantly reduce the complexity of the pulse search algorithm 
employed in multipulse. The significant difference between the RPE error signal 
model and that of conventional multipulse is that in RPE, the restricted set of 
residual pulses are equally spaced in the time domain with zero valued samples 
interspaced. For a model residual of length L samples, consisting of just Q pulses 
(Q<L), then the fixed spacing between pulses is given by N = ｾＮ＠ L,Q and thus N 
are fixed for any coding scheme i.e. they are not adaptive from frame to frame. 
There are, consequently, N possible candidates determined by the phase or initial 
pulse position relative to the start of the frame (see figure 4.16 ). Having 
selected the best candidate out of the set of N, the optimum amplitudes of this set 
of pulses can be found using error minimisation procedures similar to multipulse 
and employing a weighting filter. In effect, the residual representation is very 
similar to that used in Base-band RELP where the residual is low-pass filtered and 
down sampled (see section 4.5.1.) and, indeed, Kroon and Deprettere regard the 
RPE scheme as a generalised form of base-band RELP [26]. 
The general block diagram scheme for RPE is shown in figure 4.17 .. Here it is noted 
that, instead of passing the model excitation through synthesis filters, the original 
speech is initially inverse fi.lteroo using the same sets of prediction parameters. 
Comparison with the conventional analysis-by-synthesis arrangement shown in 
figure 4.13 will show that the two block diagrams are functionally equivalent 
since the predictors are linear filters. In the conventional situation, the optimum 
exc;tation is found by minimising the weighted error between the original and 
synthesised speech signals. In the RPE-LPC, the excitation is found by restricting 
the analysis-by-synthesis process to the excitation signal only (see section ＴＮＶＩｾ＠
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Fig. 4.16 Pulse train selection for 5:1 decimation. 
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4.6.2. Code Excited LPC. 
The second sub-class of analysis coders employ vector quantisation to form the 
residual model. As described in section 4.3.3, vector quantisation is appropriate 
where there is less than one bit per sample available for conventional quantisation. 
A block diagram of the encoder and decoder are shown in ftgures 4.18a and 4.18b 
respectively. An entry in the codebook is selected such that the synthesised speech 
signal matches the original signal according to some weighted minimum error 
measure, as with the multipulse design. Unlike multipulse, the complete model 
residual sequence is stored and only the location code for that entry is transmitted. 
No attempt is made to construct a particular model residual. Such ｣ｯｾｩｮｧ＠ schemes 
are referred to as stochastic coders or Code Excited LPC (CELP) [13]. CELP coders 
usually employ both short and long term predictors in the synthesis model and so 
all code-book entries are free of periodic components. The spectra of the entries 
may be regarded as flat. Thus code-book entries are generated randomly with a 
gaussian distribution of unit variance and zero mean. 
Such schemes have attracted much attention during the past four years and it is 
considered that ｴｨｩｾ＠ _9andidate has the most promising potential for bit-rates lying 
between 4-Skb/s [27]. ·.The code-book search is very demanding and until very 
recently, CELP could not be implemented on a single DSP chip. Much effort has 
been made into reducing delays and code-book search times and it now appears 
possible to implement such low bit-rate schemes [28, 29, 30]. 
4.6.3 Backward Excitation Recovery LPC. 
A very recent sub-class ｾｦ＠ Analysis-by-synthesis scheme has been proposed by 
Xydeus and Gouvianakis [.31]. 1Known as Backward Excitation Recovery LPC (or 
BER-LPC), such schemes send only filter parameters, the excitation sequence at the 
decoder being obtained from "past information which is already available at both 
the transmitter and the receiver". A similar "self -excited vocoder" has also been 
proposed by Rose and Barnwell [32]. 
In the general case, the synthesis filter used in the analysis-by-synthesis loop of 
the encoder and at the decoder, is of the ARMA type, containing both poles and 
zeros. At the encoder, at least some form of the fi.lter parameters must be 
determined within the analysis-by-synthesis loop. The optimum excitation 
sequence derived from the analysis block is also decided within the loop. There is 
no explicit modeling of the residual and pitch analysis and filtering is not involved 
directly within the loop. 
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The excitation sequence is recursively adapted at both the encoder and decoder 
using either decoded speech samples from the previous segment or excitation 
samples from the previous segment. 
The modeling equation is of the form; 
I... q 1 
Yi = LaiYi-k + Lbkxi-k-(n+d 1)+ei 
k=i k=O 
and the synthesis filter used at both the encoder and decoder is; 
-(n +d 1) 
H (z ) = B (z ) z A (z ) 
where 
A (z) = 1- t ak z -k 
k=l 
ql 
B (z) = L bkz-k 
k=O 
and n is the block length and d 1 is an additional delay parameter. 
(4.12) 
(4.13) 
The set of {e;} is the prediction error sequence whilst {x;} is the input sequence to 
the all-zero fi.lter {B (z )} derived from past information. It is to be noted that only 
q 1 samples taken from the position d 1 in the previous analysis block are used, d 1 
and the set of coefficients {bk} being determined inside the analysis-by-synthesis 
loop. The all-pole filter coefficients {a"} are generally determined outside the loop 
by a conventional linear prediction method [31]. In the initial analysis block at 
time zero, no previous input samples are available. A predetermined, zero mean, 
gaussian sequence, stored at both the encoder and decoder are used for this initial 
stage. This sequence is then updated from the synthesis output. 
The principle of operation clearly depends on the fact that key features in the 
excitation sequence of a linear predictive coder, change only gradually from one 
analysis block to another, particularly if, as in this case, these are reasonably short 
(approximately lOmS long). Thus, the coefficients of the all-zero filter are 
responsible for modeling the changes that occur as the excitation sequence evolves. 
During stable portions of a speech sequence, this modeling will be a modest task. 
However, during rapid transitions, particularly at the rapid onset of voicing, the 
all-zero filter must model the pitch pulses along with other features of the 
excitation. It is not clear how the synthesis filter copes with such transient 
conditions, though it is noted that the size of the analysis frame is small as noted 
above. 
ｔｨｾ＠ main advantage of the BER.-LPC scheme is that the complex code-book 
searches of the CELP ｳ｣ｨ･ｭ･ｳ｡Ｎｾ ﾷ ･＾｡ｶｯｩ､･､＠ and coding delay is greatly reduced. 
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4.6.4 Alternative Analysis-by-Synthesis Arrangements. 
The previous three sections have discussed distinct sub-classes of analysis-by-
synthesis coders, which differ in the method adopted for modeling the excitation to 
be transmitted at low bit-rates. In each case, an attempt is made to represent the 
full residual by a restricted model, chosen to give a minimum weighted error 
between the actual and synthesised speech signals. In all cases, however, the same 
source-fi.lter model of speech production was used to represent the speech 
production, the vocal tract fi.lter being derived from the linear prediction 
coefficients of an all-pole filter. The principle of linearity, which has been presumed 
in all the coding schemes examined here, is retained for this class of coders as well. 
The consequence of this, is that the basic analysis-by-synthesis scheme may be 
rearranged to demonstrate interesting similarities with the other classes of linear 
predictive coders. 
Consider the basic schematic arrangement of the general class of analysis-by-
synthesis encoder that was illustrated in ftgure 4.13. It is clearly possible to 
remove the synthesis (prediction) fi.lters from the analysis-by-synthesis loop and 
place the appropriate inverse filters in the path of the incoming speech signal 
instead, as shown in figure 4.19. 
There is no distinction in the mode of operation of this rearrangement, provided 
that the weighting filter in the error signal branch of the algorithm is also adjusted 
to the form; 
W(z) = 1 
A(ykz) (4.14) 
Similarly, it is also possible to place the prediction filters around the analysis-by-
synthesis loop. Again, as shown in figure 4.20, the operation is equivalent. Both of 
these alternative arrangements bear close resemblance to the sequential and "in-
loop quantiser" coders described in sections 4.5 and 4.4 respectively. 
Examination of these diagrams shows that the key distinction between the 
analysis-by-synthesis coders and the other two forms of linear predictive coders 
lies in the method used to model and quantise the error signal. Whereas, in the 
sequential and "in-loop quantiser" schemes, the error signal is quantised on a 
sample-by-sample basis, in the case of the analysis-by-synthesis coders, the error 
signal is encoded on a block-by-block basis using a minimisation procedure for 
keeping distortions as low as possible. 
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4. 7 Conclusions 
This chapter has attempted an overview of the main coding schemes that come 
within the class of linear predictive coders, the operation and performance of 
which, are the main preoccupation of this thesis. Some effort has been taken here to 
reexamine the conventional ad-hoc attempts at coder classification. This has been 
justified on the basis that, with the proliferation of coding schemes appearing in 
the literature, confusion can often arise as to the actual mode of operation of 
schemes and to the differences between them. 
It has been observed that there are two ingredients to reducing the bit-rate of a 
sequence of samples in a message, fi.rstly quantisation which attempted to 
redistribute the amplitudes of the samples of the messages using fewer binary bits 
and secondly, the removal of correlations between the samples. An objective 
method of coder classification lies in establishing, for each type, which procedures 
are employed in that particular case. Specifically for speech signals, there are three 
distinct forms of correlation lying in the signal, one or more of which may be 
removed in any one coding scheme. These correlations are; 
1) Very short term correlations fi.xed in time. 
2) Short term correlations varying slowly with time. 
3) Long term correlations relating to voiced speech. 
True waveform coders (of which there are two types) are not speech speciftc and 
may operate on any suitable sequence of samples. Such coders may possess only a 
quantisation procedure or may also include some decorrelation process which will 
remove those signal correlations which are constant in time. Modest reductions in 
bit-rate are possible with such waveform coders and quality is good. 
Vocoders are speech spedfi.c. The signal is represented by a set of updated 
parameters derived from the speech signal by analysis using a well defined 
physical model. There is no explicit quantisation of the original signal nor any 
derivative of it, though the parameters themselves must be quantised. The 
parameters represent the time varying correlations in the speech signal which carry 
the linguistic information. In addition, a gain parameter and voiced/unvoiced 
decision are also transmitted and form a very crude excitation model. 
The class of hybrid coders transmit the time varying parameters but also encode an 
error signal waveform which represents the excitation more accurately than the 
vocoder is able. The various types of hybrid coder have been discussed in some 
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detail but the differences between them lie essentially in the relative arrangements 
of the prediction fi.lters and quantiser and in the form of the error signal modeling 
used. 
The performance of these hybrid coders relates to the following considerations; 
1) The accuracy of the model upon which the analysis is based. 
2) The accuracy of the short and long term analysis performed. 
3) The type of error signal modeling used. 
Considerable effort has been made to improve performance of linear predictive 
coders by concentrating on aspects of error signal modeling. The analysis-by-
synthesis techniques have, in this respect been particularly successful at the 
expense of intensive computation. Improvements in performance can also be 
obtained by using robust techniques for the analysis of the short and long term 
correlations. These aspects of linear predictive coding are investigated in the next 
two chapters of this thesis. However, the fundamental model used for these coders 
still presents a lower limit to potential performance. As described in chapter 2, 
good quality is quite possible, with the correct techniques, below 9kb/s but it is 
unlikely that this performance can be realistically sustained at rates below 6kb/s 
and certainly 4kb/s should be regarded as the lower limit for linear predictive 
coding at near toll quality. 
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Chapter 5 
Pitch Estimation. 
5.1 Introduction. 
Speech sounds may be classifi.OO. as voiced and unvoiced, depending on the nature of 
the excitation in the vocal tract. About thirty of the forty phonemes of the English 
language are classified as voiced and, therefore, constitute· the majority of speech 
sounds. These include all vowels, affricates and nasals and half the stops and 
plosives, though, strictly, in these last two groups, the excitation is mixed, 
consisting of both voiced and unvoiced excitations simultaneously. Since 
probability of utterance of phonemes is not uniform, typical English speech 
contains voiced and unvoiced sounds in approximately equal numbers. Overall, 
more than fifty per cent of a speech waveform will be voiced [1]. 
Voiced speech is produced by forcing air through the glottis at the back of the 
vocal tract. The vocal folds of the glottis vibrate with nearly regular (or "quasi") 
periodicity, interrupting the :flow of air through the vocal tract. Voiced speech 
waveforms are characterised by large amplitudes and a periodic structure. The 
corresponding power spectrum contains regularly spaced harmonics with a 
fundamental ｦｲ･ｱｵｾｬＩＮ｣ｹ＠ referred to as the pitch. The pitch in voiced speech can 
vary from as low as 60Hz to more than 600Hz, though for most adults, it lies 
between 100 and 300Hz. For any given speaker, the pitch value changes slowly 
through the voiced sections of speech and over typical frame-lengths of a speech 
waveform chosen for analysis, the pitch value may be regarded as constant. The 
onset of a voiced sound can be quite rapid (10-20ms) while decay of voicing occurs 
slowly. 
The accurate representation of voicing is important for speech processing systems 
in a wide range of applications. While the pitch does not carry linguistic 
information directly, it underpins the intelligibility and natural quality of the 
speech in a number of ways. Firstly, it allows distinction between the voiced and 
unvoiced plosives and fricatives, thereby increasing the number of available, 
distinct phonemes. Secondly, it provides intonation by the variation of pitch 
through the speech. Thirdly, it is primarily responsible for the remarkable 
robustness of speech during normal conversation in noisy environments. This latter 
function may be roughly understood as a repetition of the linguistic information 
(in the form of the formant structure) occurring at regular intervals in the time 
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domain due to the pitch value. This deliberately introduced redundancy holds the 
key to the importance of pitch analysis to speech coding. The periodicity in voiced. 
speech corresponds to strong correlations between samples of the speech signal 
spaced one pitch period apart. As has been discussed in Chapters 2 and 4, this 
redundancy, due to long term correlations, is a vital feature of low bit-rate speech 
coding. As with the short-term correlations, the pitch redundancy changes slowly 
with the signal. Thus, the encoding of pitch information involves two distinct 
processes- the measurement or analysis of the pitch parameters and the removal or 
inverse filtering of the periodicity from the signal. 
Unlike short-term correlations, which involve only adjacent samples, the long-
term pitch filtering requires information about the pitch period value as well as the 
value of the corresponding correlation coefficient itself. This pitch value is crucial 
to the good performance of the long-term analysis and filtering. The correlation 
between samples one pitch period apart is very large but falls rapidly for intervals 
a few samples on either side of that value. A poor pitch period measurement not 
only results in poor inverse pitch filter performance (thus reducing the overall 
prediction gain) but, if erratic, may also introduce disturbing effects at the decoder. 
The ear is very sensitive to disruption in the smooth continuity of pitch value 
through sections of voiced speech. 
Thus the performance of pitch determination algorithms (pda's) becomes a crucial 
issue. A pda must be able to operate on a wide range of pitch values and in noisy 
conditions. For practical implementations, no fore-knowledge is available as to the 
nature of the voicing and so the robustness of the pda is of prime importance. 
In section 5.2, the nature of the periodic content of speech is discussed more fully, 
together with a discussion of the difficulties faced in designing an algorithm for 
pitch determination to perform robustly. In section 5.3, an overview will be given 
of the main classiftcations of known pda's with a brief description of the principles 
upon which they are based. Section 5.4 presents a detailed discussion of the main 
classes of pda which may be utilised in speech coding together with issues such as 
pre- and post- processing. Section 5.5 develops a comparison of time and 
frequency domain techniques and, in particular, examines the advantage of spectral 
interpolation as a form of preprocessing for the frequency domain pda's. 
Discussion of the robust properties of pda's for speech with added noise and a 
further presentation of certain pda's, including a detailed discussion of an original 
algorithm, is left for Chapter 6. 
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It is clear that the content of this chapter and the following concentrate on the 
problem of pitch determination. Little will be said about the nature of the inverse 
and synthesis filter structures. These are generally simple affairs of an all-pole 
structure consisting of either one or three taps. Generally, once the pitch value is 
accurately obtained, no major problems are encountered in the operation of these 
filters. They have not formed part of any major investigation here. For a more 
detailed discussion of the construction of pitch filters the reader is directed to 
reference [2]. 
5.2 The Characteristics of Periodicity in Voiced Speech. 
At the root of all speech analysis techniques, lies the difficulty that there is no 
typical speaker nor speech signal. That speech signals can encompass such a wide 
variety of signal forms, dependent on the individual speaker and the speaking 
conditions, gives speech analysis its challenge. Never-the-less, knowledge of the 
physiological processes, which produce certain features, can allow certain 
under lying assumptions in an analysis procedure. 
It has already been stated that voiced speech is characterised in the waveform by 
high amplitudes and a certain pseudo-periodicity which is usually evident in 
graphical plots of amplitude against time for the appropriate section of signal. Such 
a plot is shown in figure 5.1a for a two hundred sample frame of the vowel "i" 
from the word "linear". The periodicity is self-evident to the eye when the speech 
is recorded under low noise conditions as is the case here. Similar identification is 
possible from the frequency domain. Figure 5.1 b shows the power spectral density 
function of the same section of speech. The regular harmonics are again easily 
identifiable. A full discussion of frequency domain analysis is left to section 5.4 .. 
It will be rem em bertrl, that the voiced speech waveform is assumed to be the 
output of a source-filter model, in which a linear filter representing the vocal tract 
is excited by the periodic impulses in the glottis (see chapter 3). Thus the time-
domain waveform of figure S.la. is observed to consist of a sequence of decaying 
impulse responses which merge into each other, making the identification of the 
exact position of the glottal pulses difficult to locate. Similarly, in the power 
spectral density function of the same signal, the regular harmonics of the 
excitation are "modulated" by the undulating and sloping spectral envelope 
representing the response of the vocal tract. In either form, the periodic features are 
masked by the effects of the response of the vocal tract. 
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Fig. 5.2 Amplitude/time plot for frame of the residual for voiced speech. 
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Accurate observation and analysis of the periodicity is facilitated by the removal 
of the vocal tract response from the signal and, indeed, all the pda's discussed in 
the later sections of this chapter require this initial pre-processing stage. There are 
several ways this might be attempted, but in the context of the coding applications 
studied here, the most obvious course is to use the initial linear prediction analysis 
to inverse filter the speech signal and examine the periodic properties of the 
residual. Since the inverse filtering will remove most of the effects of the vocal 
tract response, the residual should contain the impulses due to the glottal 
excitation as prominent features. This is shown clearly in the example of figure 
5.2 .. 
Strictly, the voiced excitation is not truly impulsive. An individual pitch period 
may be divided into two distinct phases corresponding to the opening of the vocal 
cords allowing the expulsion of air and a period when the vocal cords are closed. 
These are referred to as the open and closed phases respectively. There is wide 
variation between different speakers but generally the time during the open phase 
is less than that for the closed phase [2]. The excitation of the standing wave in 
the vocal tract is determined by the volume velocity of the air passing through the 
vocal cords which is related to lung pressure and the cross-sectional area of the 
opening in the vocal cords. A typical plot of volume velocity as a function of time. 
during voiced speech is shown in figure 5.3a .. Using the all-pole source-filter model 
described in chapter 3, the volume velocity at the lips is related to the glottal 
volume velocity by the difference equation; 
Vn = Kn - t ak v (n -k) 
k=l 
(5.1) 
where vn is the volume velocity at the lips, Kn is the glottal volume velocity and 
{ak} are the linear prediction coefficients --for the vocal tract model. 
However, the amplitude/time speech waveform that is freely radiated is given by 
the differential of the volume velocity at the lips [3] and by comparing equation 
5.1. to equation 3.19., it can be deduced that; 
en = k Cj·n -jn-1) 
where {en} is the residual time sequence. 
(5.2) 
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The differential of the glottal volume-velocity/time function of figure 5.3a. is 
shown in figure 5.3b .. Comparison of figure 5.3b. with the plot of figure 5.2. shows 
close similarity in the features of the main pitch pulses which consist of a large 
positive pulse followed by a similar negative pulse. These correspond to the steep 
gradients in the shape of the glottal volume velocity pulse. The duration of these 
large pulses corresponds to the open phase in the glottis. In this example the open 
phase occupies less than ten per cent of the total pitch period. Here, the periodicity 
is observed to be fairly regular with little variation between pitch periods. 
However, this is not always the case and there can be ,large deviations from the 
ideal pulse-like periodic excitation of voiced speech. Particularly at the onset of 
voicing or towards the end of a voiced segment of speech, the periodicity can 
change markedly. Control over voicing is also strongly dependent on the speaker. 
There are two features to pitch variation during voiced speech. Firstly, there can be 
a smooth gradual variation to the pitch. This is particularly noticeable towards 
the end of voicing where, as the glottis begins to relax in anticipation of the next 
sound formation, the pitch period increases. There may also be deliberately 
introduced variations by the speaker in the form of intonations. The second form 
of pitch change are random variations from one pitch pulse to another. These are 
uncontrolled and, in some speakers, may be quite marked. While the former 
smooth changes are desirable features of the voicing and need to be incorporated 
into pitch estimation, the latter is undesirable and can cause difficulties in analysis 
procedures. 
Two further features are also sometimes observed in voicing which also have 
consequences for pitch estimation and also for the vocal tract analysis, particularly 
where linear prediction analysis is involved. For some speakers the vocal cords fail 
to fully close after a pitch pulse. In terms of the volume velocity/time plot of the 
glottis, the trailing edge of the pulse slopes gently across the period and in the 
extreme the vocal cords may fail to close completely during any part of the period. 
This can cause severe difficulties for both pitch and vocal tract analysis. More 
commonly, under certain conditions, the vocal cords may reopen again mid-way 
between pitch pulses. This involuntary reopening results in small additional pulses 
in between the main pulses of the excitation. The plot of figure 5.4 shows an 
example of this. In severe cases, this may also have repercussions upon the pitch 
analysis process. 
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5.2.1 The Interaction between the Glottis and the Vocal Tract. 
The source-filter model of the speech production mechanism makes the important 
assumption that the source of excitation and the vocal tract filter are separable. It 
also assumes that the impedance loading of the excitation at the input of the vocal 
tract remains constant (see section 3.4). 
It is clear, from the description of the glottal pulses in the previous section, that 
there must, in effect, be some interaction between the glottis and the vocal tract, 
which will change the nature of the standing waves being initiated during voiced 
speech. There are two key features involved here. Firstly, the input impedance to 
the vocal tract filter will change between the open and closed phases of the pitch 
period. During the closed phase, standing waves will be reflected at the glottis 
almost completely (neglecting any absorption or elasticity effects) and this 
corresponds to a short circuit of the termination of a transmission line in electrical 
terminology. On the other hand, during the open phase, wave energy may radiate 
further down the oesophagus beyond the glottis, radically altering the standing 
wave pattern- the impedance at the glottis being nearer an open circuit. Where the 
open phase is relatively short, little perturbation will be observed but difficulty 
can arise when the open and closed phases are of comparable times. The effect of 
this aspect of glottal-vocal tract interaction on linear prediction analysis is 
discussed in chapter 7. 
The second feature is also connected with the open phase section of the glottal 
pulse. It is clear that the excitation is not at all pulse-like. Apart from the finite 
time of the open phase, there is also a distinct form to the rise and fall of the 
volume velocity/time plot which is not taken into account in linear prediction 
analysis. It will be remembered that the excitation is assumed to be a single (not 
periodic) pulse such that the power spectral density of that pulse is flat and 
equivalent to that of the unvoiced gaussian excitation. 
It is possible to model the response of the glottis in mechanical terms to produce an 
additional transfer function, V(z), such that the overall response of the vocal tract 
under voiced conditions can be represented by; 
S(z) = G.U(z ).V(z ).H(z) (5.3) 
where U(z) is now a truly impulsive excitation and H(z) is the conventional vocal 
tract (all-pole) transfer function. 
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Fig. 5.4 Amplitude/time plot for voiced speech with intra-glottal pulse openings. 
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In general, V (z ) will have both poles and zeros, will vary from speaker to speaker, 
and will be difficult to analyse adaptively from the speech waveform. Generally, a 
fixed function V(z) derived from the mechanical model will be employed during 
voiced speech sections. In fact, such adaptations have not generally been used in 
speech coding applications but effort has been directed towards improved glottal 
modeling for speech synthesis applications [3]. 
5.2.2 The Range and Duration of Pitch Periodicity. 
While amplitude/time and spectral plots of clean recorded speech can clearly 
display periodic content, automatic identification and measurement of the pitch 
period can be more difficult. It is useful, therefore, to have some knowledge of the 
likely range and duration of voicing which may be employed in the design of pitch 
determination algorithms to improve performance of pitch estimation and 
extraction. Unfortunately, as with all other speech features, all individual voices 
are unique and the parameters can cover a very wide spread of values. Certain 
general observations may be made concerning voiced speech which are useful in 
· designing pitch determination algorithms. Voicing underlies the phonemic sequence 
carrying linguistic information, and while certain phonemes are distinguished by 
the presence or absence of pitch, voicing extends beyond individual vocal tract 
states. Voicing gives increased power to certain sounds and contributes to the 
robustness of speech. Voicing also carries intonation and syllabic stress. It is 
unusual for the established pitch period to change abruptly within a voiced section 
of speech - indeed errors in pitch measurement can produce very unpleasant 
distortions in synthesised speech if the value changes suddenly. The onset of 
voidng can be rapid but the termiriation of voidng will be gradual. The pitch value 
may vary gradually through the voiced section, however, the value is unlikely to 
change dramatically within the span of a normal analysis frame. Indeed, one key 
feature of voiced speech, is that the pitch, corresponding to significant correlations 
between samples separated by multiples of one pitch period, extend well beyond 
the effects of the short-time correlations. A longer analysis frame could be used for 
pitch analysis than is used for short-term analysis. However, where both types of 
analysis are being performed in the same system, it is more straight forward to use 
the same analysis frame length. Further, this ensures better detection of voicing 
onset. The use of pitch tracking for smoothing between frames ensures that errors 
are removed (see section 5.5). There may be large differences between male, female 
and childrens voices. For males, the pitch value can range from 17mS to as little as 
5mS (60Hz- 200Hz) while for female speech, the shortest pitch period may be as 
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little as 2.5mS (400Hz). Thus a good pitch determination algorithm must be 
capable of operating over a range of values changing by nearly an order of . 
magnitude. 
5.3 The Analysis of Long-term Correia tion • 
• Within the context of predictive coding, the treatment of both short and long-term 
prediction analysis may be developed in a unifioo manner. The objective here 
would be to design a single predictor, taking into account both short and long term 
correlations, which can be optimised for maximum prediction gain. For voiced 
speech, such a predictor would take into account the periodicity in the speech as 
well as the short-term correlations and, after inverse filtering, produce an error 
signal that was maximally flat (spectrally) and free from periodicity. The 
predictor parameters would include both coefficients of an all-pole vocal tract 
model filter and parameters relating to the period of the voiced speech. 
A tal defines a single predictor difference equation [4] as; 
(5.4) 
where M is the estimated periodicity, {3 is a gain coefficient relating to the relative 
heights of adjacent pitch peaks and the {ak} are the usual short-term filter 
coefficients. Following the usual minimisation error procedure; 
(5.5) 
where M .{3 and { ak } are optimised by minimising the Len2• 
Unfortunately, the set of equations obtained through this procedure are non-linear 
and an optimal solution for all parameters is not possible in a single algorithm. 
The sub-optimal approach used by Atal involves separating out the short and long 
term prediction equations and solving for /3 and M separately from {ak} as 
described in section 4.3.1. The solution for the short-term predictor coefficients 
reduces to the standard covariance method of linear prediction while the solutions 
for the long-term predictor coefficient {3 and the pitch value Mare obtained from 
the normalised autooorrelation sequence of the frame under analysis [4]. In fact 
the procedure outlined by Atal, for long-term prediction, is identical to the 
standard autocorrelation method of pitch determination described in section 5.4. 
The coefficient value /3 is also obtained from the autocorrelation sequence. The 
long-term prediction filter derivro from these values is of the form; 
(5.6) 
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M 
consisting of M poles placed at regular fixed intervals, a distance$ from the origin 
of the unit circle (see figure 5.5). For stability, strictly {3 <1 however on occasions 
{3 may lie outside the unit circle where the amplitude of the speech waveform is 
increasing with time. Thus the process of pitch analysis involves the measurement 
of the pitch value and an estimation of the correlation between samples one pitch 
period apart. The pitch estimation must be performed separately from the other 
parameter estimation procedures. Accurate pitch estimation is critical for the good 
performance of low bit-rate speech coders [5]. Even quite small errors in pitch 
estimation can drastically reduce the efficiency of the pitch predictor. 
Unfortunately, most pitch determination algorithms are greatly affected by the 
presence of noise on the speech signal and fail to perform accurately over the wide 
range of pitch values likely to be encountered on typical commercial speech 
col_llmunication channels. As with linear prediction analysis, difficulties seem 
particularly severe for female speech where the pitch period is short. Indeed, the 
convolutional nature of the speech signal has consequences just as much for 
accurate pitch estimation as it does for accurate estimation of spectral envelope. 
The presence of the two features convolved together, mutually interferes with the 
accurate estimation of either. Yet it has been shown that the two aspects of the 
speech signal must be treated independently to obtain a realistic analysis solution 
based on the source-filter model. The problem is to decide which analysis process 
to perform ftrst or whether to perform both short-term and long-term analysis in 
parallel on the original signal. In the early work on predictive coders [4], Atal 
initially performs the pitch analysis fi.rst. The linear prediction analysis is then 
performed on the first error signal obtained by inverse filtering with the pitch 
predictor. However, later work [6],[7] reversed the order of these procedures and 
this has become the established order for analysis. The argument in favour of this 
order may be made as follows. Provided the pitch period is not too short, linear 
predictive analysis will perform reasonably well - the criteria being that the vocal 
tract impulse response initiated from one pitch pulse should have significantly 
decayed before the next impulse occurs (see chapter 7). On the other hand, all pitch 
determination algorithms require some form of spectral flattening or removal of 
the spectral envelope (corresponding to the impulse response), in order to perform 
satisfactorily. There are several methods of performing this spectral flattening but 
if the pitch estimation is being used in conjunction with linear prediction, it would 
seem appropriate to employ the short-term inverse fi.lter to perform this function, 
that is perform the pitch estimation on the residual rather than the original signal. 
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5.3.1 The Basic Structure of a Pitch Determination Algorithm. 
All pitch determination algorithms can be broken down into three key elements 
forming a pipelined process as shown in figure 5.6. The initial stage, the pre-
processor, performs the necessary spectral :flattening and any other conditioning of 
the speech signal (i.e. low pass filtering). The second stage is the core process which 
performs the estimation of the pitch. It is this stage that classifies the type of pitch 
prediction algorithm being used. The third stage, the post-processor performs tasks 
such as error correction and smoothing [8]. 
The pre-processor must serve to remove the effects of features in the speech signal 
derived from the vocal tract impulse response. There are several ways of doing this 
and the method employed depends upon the type of pitch determination algorithm 
used and the intended application. Typical pre-processing techniques may be 
summarised as follows; 
a) Signal Clipping:- This can be of two forms, centre clipping and peak clipping. In 
· either case an amplitude threshold, both positive and negative is chosen and signal 
values are set relative to this threshold depending on the type of clipping 
employed. Both peak and centre clipping tend to flatten the speech spectrum [9], 
however, peak clipping, by itself, tends to suppress pitch peaks. Generally three 
forms of centre clipping have been used; (i) Centre clipping, (ii) Centre clipping 
with compression (iii) Centre with peak clipping [10]. Mathematically, the clipping 
procedures are defined as follows; 
y (n) = X (n ), X (n Ｉｾｃｌ＠
= 0, I x (n) I < CL 
= -x(n), ｸＨｮＩｾＭｃｌ＠
for simple centre clipping. 
y (n ) = x (n )-CL. x (n ) ｾ＠ CL 
= 0, lx(n)l <CL 
= X (n )+CL. X (n Ｉｾ＠ -CL 
for centre clipping with compression. 
y (n ) = + 1. x (n ) ｾ＠ C L 
= 0, lx(n)l <CL 
= -1, X (n ＩｾＭｃｌ＠
for combined peak and centre clipping. 
(5.7) 
(5.8) 
(5.9) 
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The effects of these pre-processing procedures on a piece of voiced speech and the 
associated spectra are shown in figures 5.7 a-h. Figures 5.7 a and b show the 
original amplitude/time signal and its power spectral density function. Figures 5.7 
c and d, e and f and g and h, show the corresponding plots for the three types of 
clipping. It can be seen that in all three cases, the power spectrum is significantly 
·flattened compared with the power spectrum of the original unprocessed signal. 
b) Low-pass filtering:- knowing that the pitch value is most likely to fall in a 
frequency range between 60Hz and 600Hz indicates that the removal of high 
frequencies from the signal might aid pitch evaluation. Low-pass filtering to a 
cut-off frequency above 600Hz (say 800Hz) removes all higher formants from the 
signal leaving only pitch and the first formant. However, since the first formant is 
the most prominent, some difficulties are still likely to persist. The plot of figure 
5.8 shows the same section of voiced speech as used in figures 5.7, low pass filtered 
to 800Hz. One effect of low-pass filtering is to broaden the pitch peaks thus 
making precise pitch measurement more difficult. Low-pass filtering is normally 
used in conjunction with another pre-processing technique such as clipping [10]. 
c) Linear Prediction Inverse Filtering:- While clipping procedures are simple and 
effective methods of spectral flattening on good quality voiced speech, such 
procedures will be adversely affected by the presence of noise or where the voiced 
sequence is decaying. In addition, effective clipping depends upon the imposition of 
a threshold. This threshold will be set for each frame based on the prevailing 
variance of the sequence, but will inevitably be rather arbitrary in its set value. An 
alternative and very effective method of spectral flattening is to pass the speech 
signal through a linear predictive inverse filter to produce the residual signal. The 
residual will retain any periodicity present but will largely remove any short-term 
effects due to vocal tract. The procedure is reasonably robust (see chapter 7) and 
does not depend on the setting of thresholds. Unfortunately, the procedure is more 
complex than the clipping methods. 
One of the main objections to using linear prediction is the possibility, particularly 
for female speech or for nasal sounds, that the first pitch fundamental and the 
frequency of the first formant coincide. Under this condition the pitch pulses 
would be removed by the action of the linear prediction inverse filter. This is a 
major difficulty where the pitch determination algorithm is required for purposes 
other than coding and in these cases additional processing is required to overcome 
the ｰｲｯｾｬ･ｭＮ＠ However, as far as speech coding applications are concerned, where 
the classes of hybrid coders are being employed, this problem has no consequence. 
The filtering processes at the encoder and decoder are reversible (neglecting 
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quantisation effects). If the pitch is being removed by the short-term analysis, then 
the following pitch analysis classes the residual as unvoiced - the synthesised 
signal at the decoder remains the same with the pitch reappearing intact [11]. 
Where the pitch analysis is part of a linear predictive coder, the linear prediction 
analysis is already in place and the residual signal is directly available for pitch 
analysis. For this reason, all the investigations into pitch ､･ｴ･ｲｭｩｾ｡ｴｩｯｮ＠ methods 
reported here have been applied to the residual signal of the speech under test. 
5.3.2 The Two Main Classes of PDA. 
According to the classiftcation used by Hess [8], all pda's can be separated into two 
broad classes which are referred to as "time domain" and "short term analysis" 
pda's. The former class consists of a somewhat amorphous collection of algorithms 
which operate directly on the time-domain waveform. While the exact process 
varies considerably, the basic objective is to identify the positions of the pitch 
pulses in the waveform- that is, the places where the glottis commences its open 
phase. The result is usually produced in the form of pitch markers with a spacing 
that will give the pitch period. Such techniques are primarily used in applications 
other than speech coding (such as speech recognition applications). They have the 
advantage of recording subtle variations in pitch through the speech. Such methods 
are not very robust and are not usually employed in speech coding. 
The second class of short-term analysis techniques are ill-named. In this context, 
the name does not refer to the linear prediction procedure to which this name has 
been applied previously. This class of techniques work on a frame by frame basis 
as with linear prediction analysis but are seeking to measure long-term 
correlations. The frame must be long enough to include at least two pitch pulses. 
Some transformation is applied to the frame after suitable pre-processing and an 
average pitch value is obtained for the frame. The positions of the pitch pulses are 
not known. These techniques are more robust than the time domain methods 
because of the estimation procedures involved [8]. It is this class of techniques 
which are most applicable to speech coding and is the class which has been 
investigated in this research. 
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5.3.3 Voiced/Unvoiced Decision. 
Coupled with the operation of a pda is the requirement for classifi.cation of the 
speech frame under analysis. Certain vocoders require a voiced/unvoiced decision to 
be made and transmitted. In hybrid coders, the pitch detection process may be 
discarded during unvoiced frames with a saving on computing effort. Further, a 
pda, allowed to operate during unvoiced ｳｾｧｭＭ･ｮｴｳ＠ of speech, may generate 
erroneous pitch values which will be regenerated at the decoder. 
Considerable effort has been spent on the investigation of this class of problem 
[12-16]. In very simple coding schemes, a binary decision is made, however, this 
results in rather crude switching between states which could not be tolerated in 
higher quality schemes. In particular, misclassifi.cation could produce poor results. 
Hess points out [11] that there are strictly fi.ve conditions that need to be 
recognised in all, viz; 
a) Silence- the absence of speech altogether. 
b) Unvoiced- speech excitation purely random. 
c) Voiced (regular)- excitation originating from glottis and periodic. 
d) Voiced (irregular)- excitation at glottis which is aperiodic. 
e) Mixed- excitation is both voiced and unvoiced simultaneously. 
As far as short-term analysis pda's are concerned, the voicing classifi.cation would, 
in general be incorporated in the pda. A brief overview of the key methods are 
presented here; 
a) Power in speech signal:- the variance of the signal sequence within the 
analysis frame is a basic indication of the classifi.cation of the frame. Since the 
valiance is the zeroth coefficient of the autocorrelation sequence, the variance may 
be obtained directly from that sequence whenever it is formed as a preprocessing 
stage for a pda or where it is required as a preliminary stage for linear prediction 
analysis. Two thresholds need to be set, which may be adaptable. The lower 
threshold will distinguish between speech and silence, the higher between voiced 
and unvoiced speech. 
b) Normalised low delay autocorrelation coefficients:- the fi.rst few coefficients 
of the normalised autocorrelation function provide a more subtle indication of the 
status of the speech frame under observation. The value of the first to the sixth 
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coefficients provide direct information about the spectral envelope which has 
distinctive forms for the main classes of signal [17]. 
c) The prediction gains of the linear prediction inverse fi.lters for voiced and 
unvoiced speech are very different. A gain of as much as 12dB is possible for voiced 
. speech while for unvoicro speech it may be as low as 4dB (see chapter 3, section 
11). Hess [11a] acrounts for this difference in terms of the performance of the 
linear prediction analysis - inferring that linear prediction works less well on 
unvoiced speech. This author takes issue on this point. The prediction gain is a 
measure of the degree of spectral flattening occurring between the original speech 
signal and the residual. The prediction gain obtained depends on two factors; 
i) the efficiency of the linear prediction analysis. 
ii) the degree of non-flatness to the original speech spectrum. 
In fact, the performance of linear prediction is likely to be better on unvoiced 
speech than on voiced, since the voiceless excitation is more close to the ideal 
gaussian distribution assumed under the maximum likelihood method. On the 
other hand, periodic pitch pulses transgress this basic assumption, particularly 
when the pitch period is short. The difference in prediction gain for voiced and 
unvoiced speech is primarily due to the original dynamic range of the spectra of the 
two types of speech. Voiced speech has typically high power concentrated in very 
strong formants while for unvoiced speech, there is generally less power more 
equally spread across the frequency domain. 
d) Rate of zero-crossing of the time domain signal or its residual can also be 
employed for signal classifi.cation. The signal can also be low-pass fi.ltered. Zero 
crossing rate is reduced for voiced speech. 
There are a miscellany of other methods but most of these are not appropriate to 
this application. For a full account see reference [11a]. It was stated that there 
were fi.ve conditions for classifi.cation. It can be seen that the classifi.cation methods 
mentioned can only produce limited discrimination, usually between voiced and 
unvoiced and silence conditions. It is also noticeable that as indicators for these 
conditions, it is the overall power of the signal or some information about the 
short-term spectral envelope that is used. As such, these methods cannot 
distinguish between the regular and irregular glottal excitation nor provide 
evidence about mixed excitation. Fortunately, in the design of hybrid coders, this 
information is taken care of in the analysis procedure. Supposing an irregular 
glottal excitation was wrongly classifi.ed as voiced, that is regular glottal 
- 160-
excitation. An inverse pitch filter would be established using a measured value of 
pitch derived from the pda. This value would be erroneous and arbitrary but 
before the pitch filter is set up, the filter coefficient "13" must be assessed by 
measuring the value of the normalised autocorrelation coefficient at a delay equal 
to the erroneous pitch period. Because the value is wrong, little correlation will be 
found and the value for 13 --. o. Consequently, the filter will not perform any 
filtering function on the error signal and the remaining part of the encoder will 
encode the error signal as if it were unvoiced which is what is required under these 
conditions. In the case of mixed excitations, it is likely that the presence of pitch 
pulses will be correctly detected and removed by the inverse filter. The remaining 
second error signal, free from periodicity, will be encoded for transmisSion. At the 
decoder, apart from quantisation noise, the correct mixed excitation will be 
restored. From the foregoing discussion, it can be seen that one advantage of the 
hybrid coding schemes is that the excitation will be correctly reproduced while in 
the case of vocoders, the excitation at the decoder will depend on the classification 
process. This is one of the key distinguishing features that give hybrid coders their 
advantage in performance, albeit at the expense of additional bit-rate. 
5.4 The Short-term Analysis PDA. 
As discussed in section 5.3.2, the time-domain pda's identify the period between 
individual pitch pulses whilst the short-term analysis pda's provide an estimation 
of the pitch value over the analysis frame. Since the objective of pitch analysis in 
the speech coding context, is to transmit a description of the periodic excitation 
with as few bits as possible, it makes sense to transmit just one pitch value per 
analysis frame, rather than information on a number of pitch pulses. Small 
variations in pitch value are unimportant and the short-term analysis methods are 
more robust than the time-domain category. In addition, synthesis of the voiced 
excitation is more straight forward using a pitch filter with a fi.xed pitch value over 
the synthesis frame. For these reasons, the pitch analysis methods usually 
employed in low bit-rate speech coders are almost always of the short-term 
analysis class. It was shown in section 5.3 that the application of the minimum 
mean squared error measure to the speech signal for the long-term correlations 
produced the autocorrelation method for pitch analysis directly. This method will 
be discussed fully in section 5.4.2. However, since the pitch analysis must be 
performed independently of the linear prediction analysis, there is no restriction, 
necessarily, to this one method. Short-term analysis methods cover a range of 
techniques all having some advantages and disadvantages. Choice of a suitable pda 
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will very much depend on the application with accuracy and robustness being 
weighed against speed and computational simplicity. 
5.4.1 Sub-c1assiftcation of Short-term Analysis Techniques. 
There are five sub-classes of short-term analysis techniques [8]. In four .of these 
cases, the sub-class represents a single method for which there may be several 
minor variations. Within the fifth sub-class, lies a range of frequency domain 
techniques which vary substantially from each other. In all cases, the short-term 
analysis is performed by applying some appropriate transform to the time domain 
signal which may have had a pre-processing stage applied to it. The purpose -of the 
transformation is to enhance the presence of a single peak or multiple-peaks placed 
relative to some absolute reference which is usually the origin of the transformed 
array. Some further post-transform processing may also be employed. The 
appropriate pitch value is found using a simple peak-picking routine perhaps with 
the application of a threshold. 
The first two sub-classes are termed correlation techniques. Strictly, only one of 
these employs a true autocorrelation. Both of these sub-classes are derivatives of a 
common principal - that of minimising some distance measure with periodicity as 
the variable. The third sub-class stands on its own - though it has some 
similarities with the first two methods. The maxim urn likelihood method 
specifically applies this statistical method for the measurement of ｰｾｲｩｯ､ｩ｣ｩｴｹ＠ of a 
signal corrupted by noise. The last two sub-classes operate on or through the 
frequency domain. A periodic signal will have a regular harmonic structure on the 
frequency domain. The cepstrum method measures the spacing of this harmonic 
structure through transforming the spectrum back into a "new" time-domain. The 
other frequency domain sub-class collects together a range of other techniques for 
measuring the harmonic spacing of the signal spectrum. Some of these methods 
will be discussed. The sub-classification of these short-term analysis techniques is 
shown in figure 5.9. 
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5.4.2 The Autocorrelation Method. 
It was shown in section 5.3, that the solutions to the difference equation for linear 
prediction of a speech signal could be separated into two parts, the short-term and 
long-term prediction difference equations. By applying the minimum mean squared 
error process to the long-term prediction difference equation, a solution for the 
period could be found. Thus; 
(5.10) 
where sn is the present output sample of the system, sn-To is the output sample at 
a time T 0 previously and en is the prediction error. 
By minimising the mean squared error; 
(5.11) 
n n 
and the problem reduces to finding the minim urn value of; 
'Lsn2 + f3 2'Ls,;_To - 2f3'Lsnsn-To 
n n n 
with respect to T 0• The first two terms of this expression both represent the total 
power in the signal (over the range of the summation) provided N >> T 0 • The 
expression then becomes; 
min[(1+{3 2)R(O)- 2{3R(T0)] 
with respect to T 0, where R (0) is the zeroth autocorrelation coefficient and R (T 0) is 
the autocorrelation coefficient at shift T 0• This expression will be a minimum when 
R (T 0 ) is a maximum. Thus the maxim urn value of R (T 0) for T 0 > 0 will give the 
periodicity of the signal. 
This result is consistent with the well-known property of the autocorrelation· 
function - that periodicity in the signal is preserved as periodicity in the 
autocorrelation function. One other useful property of the autocorrelation function 
is its robustness to noise on the signal. This property is discussed more fully in 
chapter 6. However, for good performance, correct pre-processing of the speech 
signal is important. This function has been applied to the unprocessed signal but 
more usually has been applied to the residual obtained by inverse filtering with 
linear prediction (see section 5.3 ). Other applications of the autocorrelation 
function for pitch measurement have been reported using centre clipping [17] and 
low-pass filtering with inverse linear prediction filtering (SIFT algorithm) [18]. 
Figure 5.10 a-d show the autocorrelation functions of a strongly voiced segment of 
speech using different pre-processing techniques. The first plot shows the 
- - - ----------------------------------------------------------------
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autocorrelation of the sequence with no preprocessing (a), the remainder present 
the autocorrelation of the residual after linear prediction inverse filtering (b), after 
centre clipping of the signal (c) and after low-pass filtering and linear prediction 
inverse filtering of the signal as in the SIFf algorithm (d). 
The autocorrelation function of the original signal (figure 5.10a) shows clear peaks 
corresponding to the underlying periodicity. The maximum value for shifts greater 
than zero lies at 53 samples. A simple peak-picking operation would probably 
obtain this value directly but it should be noticed that there is a significant peak 
mid-way between the origin and this value. There are also side peaks about the 
main maximum. These effects are due to the presence of the spectral envelope of 
the vocal tract function which interacts with the periodic excitation. Under more 
difficult conditions, such effects would probably cause errors in pitch 
determination. The autocorrelation of the residual of the same signal (figure 
5.10b) after inverse filtering with a tenth order linear prediction analysis shows 
markedly different characteristics. The intermediate peaks and other spectral 
envelope effects have been suppressed and the main pitch peak (and its multiples) 
are much finer. The pitch value obtained here is 52 samples. However, there are 
still signifi.can t peaks occurring in between zero and the main peak. Again errors 
could occur because of these peaks. Similarly, the autocorrelation of the centre-
clipped signal provides an improvement over the original. Here, the clipping process 
(figure 5.10c) eliminates the mid-way peaks but side-peaks around the main value 
still remain. This time, the calculated value of pitch is 54 samples. Finally, the 
autocorrelation of the low-pass and inverse fi.ltered signal is shown in fi.gure 5.10d. 
Strictly, the order of the two filtering processes is irrelevant since they are both 
linear processes. In the SIFf algorithm, the low-pass procedure occurred first 
followed by the linear prediction and inverse fi.ltering. Since all frequencies above 
800kHz are initially removed, only a low-order linear prediction analysis is 
required to model the low frequency spectral envelope, with a consequent saving 
on computation. If, however, this method is being used in conjunction with a 
predictive coding scheme, full band linear prediction will be required in any case. 
Thus the pitch analysis may be performed by low-pass filtering the residual. The 
result is the same with the filters in either order. The autocorrelation function in 
this case is smoothed with all intermediate and side peaks eliminated. While there 
is some broadening of the main pitch peaks, a simple peak picking mechanism 
would have no trouble in correctly identifying the pitch value of 52 samples. 
These examples demonstrate the importance of correct pre-processing for short-
term pitch determination. The autocorrelation function is also a good example of 
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the short-term pda in its general form. The transformation (the autocorrelation 
function in this case) enhances the pitch peaks, suppresses noise and unwanted 
peaks (using correct pre-processing) and provides an absolute reference (the origin) 
from which the pitch value may be measured. In this case, the reference is 
obtained because the autocorrelation function removes all phase information from 
the process. 
Since the expected pitch value will lie in a range between 15 and 120 samples (at 
8kHz sampling rate), it is not necessary to compute the entire range of 
autocorrelation values. Further, all negative values of the function can be set to 
zero and some form of threshold may be set for positive values. All of these 
modiftcations can speed up the search for the pitch value. The peak picking routine 
can be of one of two forms; 
a) Identify the maximum peak within the specifted range. 
b) Identify the first peak within the range. 
The choice of peak picking routine will depend on the preprocessing used. In the 
investigations to be reported in this chapter, the low-pass fi.ltering of the residual 
was adopted for the autocorrelation method. In addition (and this may be observed 
from figure 5.1 Oa) a weighting function was introduced by computing the discrete 
autocorrelation function as; 
(5.12) 
where e' (n) is the low pass filtered residual of the signal and N is the frame size 
under analysis. 
It can be seen from equation 5.12, that as the shift "T' increases the number of 
samples of the two arrays that actually overlap, decreases. Thus, the extent of the 
summation also decreases. By retaining the factor of ｾ＠ rather than ｎｾｔＬ＠ large 
shift values of the autocorrelation function are deweighted. The rational behind 
this is due to the loss of reliability of the high order values and because low order 
values of pitch are more likely to occur. If used in conjunction with the low pass 
fi.ltered method of preprocessing, then the peak picking method to be adopted is 
that of locating the maximum peak within the range of pitch values of interest. 
This eliminates the possibility of erroneously selecting a . peak which can 
occasionally occur at half the pitch value (known as pitch halving). 
------------ -- - -- - ·- - -- -- - --- - ___ j 
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Fig. S.lOc Autocorrelation function of centre clipped speech. 
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Fig. S.lOd Autocorrelation function of low-pass filtered residual of speech. 
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However, in spite of the deweighting of high order values, a peak at a multiple of 
the pitch value, particularly at twice the pitch value (pitch doubling) might be 
selected. This was observed in these investigations from time to time but is not a 
serious problem. A pitch smoother can remove the effect if it occurs occasionally -
in any case the pitch inverse and synthesis filters which use this pitch value· will 
not be adversely affected by pitch doubling. 
5.4.3 Generalised Distance Measures- the AMDF. 
The autocorrelation method of pitch estimation, discussed in the previous section, 
was derived from the minimum mean squared error solution of a difference 
function formed from a signal and a shifted version (in time) of itself. The concept 
underlying this method is. a measure of the similarity between a sequence of 
samples and its repetition due to the periodicity present in the signal. A generalised 
difference measure can be introduced of the form; 
(5.13) 
where s (n) is .the signal sequence, ,. is the shift in time and k is an integer [19]. 
A minimum of D(-r) will correspond to a shift of one or multiples of the pitch 
period. The external kth root is often ignored though it may have some effect on 
the shape of the minima of the function. In the case of k=2, equation 5.13 becomes 
the autocorrelation method. 
The other case of interest is for k=1, when equation 5.13 reduces to; 
D ( T) = ｾ＠ L Is (n )-s (n +or) I 
n 
(5.14) 
This is called the Average Magnitude Difference Function or AMDF and was 
introduced by Ross et al [20] in 1973 as a computationally effi.dent alternative to 
the autocorrelation method. Here it is shown that there exists a relationship 
between the AMDF and the autocorrelation function of the form; 
1 
D(T) = f3(-r)[2(R(O)-R(T)) ｝ｾ＠ (5.15) 
where /3(T) is a coefficient varying slowly with T and generally lying between 0.6 
and 1.0. 
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From equation 5.15 it can be seen how the AMDF varies with the autocorrelation 
function by rewriting equation 5.15 in the form; 
D ( T) = /3 ( T }J2,'Rt0) ( 1-r ( T) ) l/2 (5.16) 
where r(T) is the normalised autocorrelation function and is always less than or 
equal to 1. 
By expansion then; 
(5.17) 
From equation 5.17, it can be seen that D (T) varies as the negative of R (T) and 
non-linearly such that nulls or minima will be narrower than for r(T) at 
multiples of the pitch period. 
A plot of the AMDF of the same sequence as used for the autocorrelation function 
of 5.10a is shown in fi.gure 5.lla. Comparison of the two plots will verify the 
relationship of equation 5.17. As with the autocorrelation function, the presence of 
the vocal tract fi.lter response produces unwanted peaks which can cause difficulties. 
The same range of preprocessing options are available as before. The AMDF used in 
conjunction with the residual of a signal has been reported elsewhere [21]. The plot 
of the AMDF applied to the residual of the sequence used in the previous fi.gures is 
shown in fi.gure 5.11 b and may be compared to its autocorrelation counterpart in 
fi.gure 5.10b. It will be noticed that the minima are narrower and more pronounced 
in the AMDF. Again, a simple peak picking routine is generally adequate to locate . 
the minima in the range of shift values of interest. In this case, the AMDF gives a 
value of 52 samples which is in close agreement with the autocorrelation method. 
The main attraction in the past for this method has been the need for only 
additions and subtractions in the computation of the AMDF compared to additions 
and multiplications for the autocorrelation function. This has been a distinct 
advantage in older processors for real-time applications where multiplication was 
slow. On modern processors with hard-implemented multiplication embedded into 
the alu, there is little advantage in the AMDF computationally. There Is also 
evidence that the AMDF Is less robust on noisy speech (see section 5.5). 
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5.4.4 The Maximum Likelihood Method. 
This method was speciftcally developed to provide a pda which was robust on 
speech corrupted by additive gaussian noise. First proposed by Noll [22], it was 
developed later by Wise et al [23] and subsequently by Friedmarin [24]. It will be 
realised that the autocorrelation method, being derived from a minimum mean 
square error measure, is a form of maximum likelihood method. However, it is the 
error signal in that case that is assumed to belong to a Gaussian distribution and no 
account is taken of the presence of noise on the original speech signal. In the case of 
the Maximum Likelihood function (MLF), the observed signal is assumed to be a 
truly periodic signal corrupted by additive gaussian noise. Thus, the underlying 
models in the two cases are different, though the resulting MLF bears a close 
relationship to the autocorrelation function. 
If the observed signal is given by; 
r (k ) = s (k )+ n (k ) (5.18) 
then the maximum likelihood estimate will be formed by maximising the joint 
probability density function; 
or equivalently maximising; 
-Ko 1 Ko-1 
lnp(R/P) = - 2 -ln(27To-
2)---2 L (rk-sk)2 2CT k=O 
(5.19) 
(5.20) 
where Pis the period of the signal, R is an observation from the distribution of the 
observed signal samples, o-2 is the variance of the corrupting noise signal and not 
necessarily known, K 0 is the length of the sequence {rk =sk +nk }. 
A full development of the method is given in reference [23] and it is shown that an 
unbiased estimator is of the form; 
2P N-1 
E'(p) = Ko-P ｾｾ＠ f/JR(lP) (5.21) 
where N = K 0/ P, l being a whole integer less than K 0/ P and f/J R (lP) is the 
autocorrelation function of the received signal computed at intervals of P, 2P, 3P 
••. etc. 
Wise et al. suggest that an improved formulation is of the form; 
2PN-l 
g(P) = K- r, f/JR(ZP) 
0 l=l 
(5.22) 
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which suppresses multiple peaks at longer periods. 
The maximum value of g(P) will identify the pitch period P. The function g(P) 
may be considered as the inner-product of the autocorrelation function of the 
signal with a "comb" of evenly spaced unit pulses. The spacing between each pulse 
of the comb being the integer "P'' as shown in figure 5.12. When the comb spacing 
is equal to the pitch period, present as a periodic component in the autocorrelation 
function, the value of "g (P)" is a maximum. Maxima also occur at multiples of the 
pitch value. A typical plot of the maximum likelihood function for the same 
voiced section of speech as used in the previous examples is shown in figure 5.13. 
There are two difficulties with this form of the MLF which indicates the need for 
modifi.cation. For an original frame-size of K samples giving an autocorrelation 
function of K values, only l{/2 samples are obtained in the MLF. This is a 
consequence of the range of summation of the expression in equation 5.22 which is 
from 1 to (KIP -1). For the upper limit to be at least unity (to obtain at least one 
component in the summation) then KIP ｾ＠ 2 and a whole integer. Thus P ｾ＠ K /2 and 
in order to obtain a range of P adequate to cover the complete range of expected 
pitch values, the frame length K must be large, typically at least 256 samples. 
Additionally, the estimate g (P) becomes increasingly inaccurate as the value of 
P--+K /2. Though the expression in equation 5.22 tries to compensate for this by 
weighting in favour of small pitch values, it can be seen from the graph of fi.gure 
5.13 that the variance in the estimate of Pis increasing rapidly as the upper limit 
of P is approached. 
The work of Friedman [24] develops the MLF further, to take into account these 
difficulties- in particular the problem of the large frame length- by introducing a 
window into the formulation. He refers to his method as the "Pseudo-maximum 
likelihood" or PML method. Using Friedman's notation, which unfortunately 
differs from that used previously ｾｹ＠ Wise et al, he defi.nes an MLF I 0(t 0) which 
incorporates a window function and is given as; 
( ) ｾｊｔ＠ s(t )w (t )s (t + jto)w (t + jto) I o to = L.t ｾ＠ ( ht ) dt J o L.tw t + o 
h 
(5.23) 
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The integral in the expression of equation 5.23 is just the weighted autocorrelation 
function of the signal with the weights determined by the window used. The 
expression can be reduced to; 
I oCto) = L,S1 (t 0) 
} 
(5.24) 
where s1 (t 0) is the weighted autocorrelation function and is summed over the lag 
(jt o). 
This expression is identical to that of equation 5.2.2 derived by Wise et al except 
for the inclusion of the weighting function in the autocorrelation function. To 
compensate for the sloping base-line, Friedman further introduces a corrected PML 
function given by; 
where 
and 
I (t ) = JT s 2(t )w 2(t ) dt = S (t ) 
1 o o L, w (t +ht o) o o 
h 
T 
E = Js 2(t )w (t )dt 
0 
is the total weighted power of the signal within the window. 
(5.25) 
For computation, the integrals must be replaced by summations over the intervals 
0 toT, the frame length. 
The following discrete forms are used; 
m 0-l 
Io(mo) = L 
m=O 
m0-1 
I1Cmo) = E 
m=O 
[L,s (m +hmo)w (m +hmo)]2 
h 
L,w(m+hmo) 
h 
L,[s (m +hm 0)w (m +hm0)]2 
h 
E = ＺｾＺｫＨｭＩｷＨｭＩ｝＠
(5.26) 
(5.27) 
(5.28) 
where M is the frame size and h = 0.1,2 .... (M -m )/m0• (m0 is calculated between 1 
and M/2. 
- 176-
Since the maxima due to pitch will be always positive values, any values of the 
function less than zero may be set to zero. The Friedman version of the PML 
function for the same section of signal is shown in figure 5.14. 
Friedman claims superior performance over the method of Wise for little 
additional computational load. Comparison of results for both methods suggests a 
slight improvement for Friedman's results compared to those of Wise et al.. In 
particular, the true pitch peak appears to be more prominent. 
As with the other correlation techniques for pitch estimation, the presence of 
spectral shaping, due to the vocal tract response, causes additional peaks in the 
MLF. The question of appropriate pre-processing of the signal before the 
application of the MLF arises. This aspect of the method has been developed in a 
later paper from Friedman appearing in 1979 [25]. It would seem reasonable to 
apply this method diroctly to the residual obtained by linear prediction inverse 
filtering. As observed by Friedman, however, the results of this are somewhat 
disappointing. A graph of the PML function for the residual of the voiced segment 
of speech used previously, is shown in fi.gure 5.15. It can be seen that there is a 
sharp deterioration in the prominence of the pitch peak and the function is 
cluttered by unwanted peaks unrelated to pitch. Friedmann suggests that this is 
due to the lack of phase coherence across the spectrum, among the harmonics which 
give rise to the strong periodic correlations in the time-domain. He implies that 
this, in part, is due to modifications to the phase characteristics of the spectrum 
due to the inverse linear prediction filtering. In this later paper, he extends his PML 
function to a multidimensional PML (MDPML). The residual is divided into a 
number of bands using a filter-bank. Within each band, the phase is constrained to 
improve coherence within that frequency span. Each output from the filter bank is 
used as one element of an input vector to the MDPML algorithm. The 
implementation of this algorithm is fully described in [25]. The fully implemented 
version of this MDPML is very complex compared with other methods described in 
this section, consisting of inverse linear prediction inverse filtering, a filter bank 
followed by the more complex form of the MDPML itself. However, if the 
residual is low pass filtered at 1kHz and a one dimensional PML applied, greatly 
improved results are obtained as shown in figure 5.16. The main pitch peaks are 
now quite prominent. This simplified method may well be less robust than the full 
MDPML algorithm. 
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Friedman argues that there is considerable pitch information lying at higher 
frequencies (up to 3kHz) and that the PML algorithm make use of all this pitch 
information. Clearly, in the presence of noise, using a narrower bandwidth will 
reduce the amount of pitch information and consequently reduce the robustness. 
However, it is the opinion of this author, that the additional complexity of the 
MDPML was unrealistic for the type of application being considered. Thus, in the 
comparative studies reported in chapter 6, the one dimensional PML algorithm was 
used, applied to the low-pass fi.ltered residual. 
5.4.5 The Cepstrum Method. 
The method of cepstrum pitch determination is one of the earliest digital pitch 
algorithms to be implemented and has often been taken as a standard algorithm by 
which other methods could be compared [4]. The method was developed by Noll 
[26] for pitch determination but originates from the work of Schroeder and Atal 
[27] in applying the cepstrum to short term speech analysis. 
As far as its specific application to pitch determination is concerned, the cepstrum 
is given a concise and restricted definition which permits, under good conditions, 
highly accurate pitch determination. 
It should be remembered that the original source-filter model of speech production 
leads to the expression; 
s (t ) = e (t )*h (t ) (5.29) 
where s (t) is the observed speech waveform, e (t) is the excitation and h (t) is the 
vocal tract filter impulse response. Under Fourier transform, convolution beoomes a 
product thus; 
S(f) = E(f )Jl(f) (5.30) 
in the frequency domain. Generally S(f ), E(f) and H(f) will be complex, 
however, the power spectral density function is a real even function formed by; 
P(f ) = S (f ).s• (f ) = E (f ).E* (f )Jl (f )Jl* (f ) (5.31) 
where x• represents the complex conjugate of X (f ). Equation 5.31 can 
alternatively be written as; 
P(f) = IE(f) 12.1H(f) 12 (5.32) 
If the logarithm of the power spectral density function is taken, then; 
log[P(f )] = 21ogiE(/ )I+ 2log lH(f )I (5.33) 
- -- ----- __ ____________________________ __] 
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and the original convolution is now expressed as the addition of two frequency 
domain components, one associated with the vocal tract and the other with the 
excitation. The log power spectral density function for a speech signal is the 
superposition of two separate functions, as long as the source-filter model is 
reliable. 
For voiced speech, the frequency of human pitch lies between 60 and 600Hz and 
the pulse-like nature of this voicing produces regularly spaced harmonics, at 
intervals of the pitch frequency, across the spectrum. The frequency response of 
the vocal tract filter, on the other hand, will tend to have no more than one peak 
or formant per kHz bandwidth across the spectrum. Thus, the harmonics due to 
the voiced excitation, correspond to the fi.ne structure of the spectrum while the 
vocal tract .filter response corresponds to the smoothly changing envelope of the 
spectrum. 
The real cepstrum is defined as the "inverse Fourier transform of the log power 
spectral density function" ie; 
C (T) = p-1 [ log[P(f )] ] (5.34) 
= 2 [ F-1 [log IE (f ) I 1 + p-l [log I H (f ) I ] ] 
The real cepstrum is a time-domain function but measures the fineness or spacing 
of the spectral features. To distinguish between this new time domain and the 
original domain for the signal, the quantity T is called "quefrency", its units are 
still in seconds. Since the psd is real and even, the real cepstrum is also an even 
function. An equivalent expression may be defined for a sampled signal using the 
discrete Fourier transform. The sampled log power spectral density function of the 
section of voiced speech used previously is shown in figure 5.17a while the 
corresponding discrete real cepstrum is shown in figure 5.17b. For pitch 
determination, Noll modifi.es the defi.nition of the real cepstrum by squaring the 
real cepstral values. In other words, he uses the power-cepstrum of the log power 
spectrum. This squaring procedure serves to enhance large peaks and suppress 
smaller values as shown in figure 5.17c. In both 5.17b and c the zeroth value has 
been omitted since its magnitude is an order of magnitude larger than the 
remaining cepstral values and if includOO. renders the pitch peak hard to identify. 
Indeed, since it is known that the pitch peak must be confined to within a range of 
25 to 120 cepstral coefficients Cat 8kHz sampling rate), coefficients outside this 
range need not be computed or displayed. 
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Fig. 5.17c The real cepstrum squared function. 
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It can be seen that regularly spaced harmonics in the power spectrum give rise to a 
sharp peak at the corresponding pitch value in the cepstrum. The value along the 
quefrency axis being the same number of samples as measured for the previous 
methods. Additional peaks also exist at multiples of this value, though these are 
diminished in height and for a short Fourier transform cannot be observed. The 
spectral envelope gives rise to components at the low-end of the quefrency axis 
with the zeroth component corresponding to the average power in that frame of 
signal. Thus the real cepstrum isolates pitch information from the spectral 
envelope and, consequently, allows the pitch value to be easily identifi.ed. 
Generally, a threshold must be fi.xed for each frame and the position of the 
maxim urn peak above this threshold within the range of pitch values gives the 
required results. There are a number of important considerations concerning the 
implementation of the discrete cepstrum on a non-stationary signal. As with any 
application of the Fourier transform, the window applied to the signal should be 
of the Hamming type. The length of the analysis frame is important. The discrete 
real cepstrum is a even function with the same number of samples as used in the 
original analysis frame. However, all the features of interest are repeated in both 
halves of this symmetrical function. Thus it is required that N >2T max where N is 
the order of the discrete Fourier and Inverse Fourier transforms and T max is the 
maximum expected pitch period. Since the cepstrum separates the vocal tract fi.l ter 
function from the pitch and represents these in different regions along the 
quefrency axis, strictly speaking, no pre-processing of the signal is required before 
application of the cepstrum. Cepstral values at the low order end of the quefrency 
axis die away rapidly with increasing quefrency value and for normal pitch 
values separation is good. However, it is necessary to impose a threshold on the 
cepstral values before searching for the pitch-peak and, on occasions, it is possible 
for a low order value to exceed this threshold within the range of search for pitch. 
There may be some advantages in applying the cepstrum pitch determination 
algorithm to the residual rather than the original speech signal. Most signifi.cant 
low-order cepstral values will be greatly diminished because of the flattened 
spectrum of the residual. Figure 5.18a shows the log-power spectrum of the 
residual of the voice speech segment and fi.gure 5.18b shows the real cepstrum of 
this spectrum. As with the PML method applied to the residual, the linear 
prediction fi.lter may produce constraints on the phase of the residual spectrum 
which could roouce the coherence of pitch harmonics. This could result in a poorer 
defi.nition of the pitch peak in the real cepstrum. Though in the investigations 
reported here, no particular difficulty was encountered. 
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5.4.6 Frequency Domain Techniques. 
The cepstrum method of pitch determination described in the previous section 
involved a transform into the frequency domain through the application of the 
Fourier transform. However, the final pitch measurement is made in the time 
domain (or cepstral domain as it is sometimes called). Indeed, both the 
autocorrelation and maximum likelihood methods can also be formulated via the 
frequency domain since the autocorrelation function is the Fourier transform of the 
power spectral density function [28 ]. There are, however, a range of pitch 
determination algorithms that operate directly on the spectrum of the signal. In all 
these cases, the algorithms attempt to measure the regular spacing of the harmonics 
due to the pitch across the frequency domain. 
There are a number of considerations in developing a theory for this class of pitch 
determination algorithms. To examine the harmonic structure of a segment of 
voiced speech, a Fourier transf onn is applied to that windowed segment. The 
representation of the pitch of the speech signal in that frequency domain, will then 
be determined by both features in the periodidty of the time-domain signal itself 
and the limitations imposed by the application of the Fourier transform and the 
discrete nature of both the sampled time and frequency domain signal. A 
continuous, infinite and exactly periodic time signal (of period T 0 seconds), 
transforms into a continuous, infinite (and generally complex), periodic frequency 
domain signal with period 21r/T0 radians. In the simplest case, an infinite regular 
series of infinitely narrow pulses, spaced T 0 seconds apart and of unit height, 
transforms into an infinite regular series of infinitely narrow pulses, spaced 21r!T0 
and of unit height. Since a speech signal is non-stationary, the time-domain signal 
will be viewed through a window of finite width Tw seconds. The consequence of 
this finite window will be to broaden the frequency domain pulses or harmonics 
by an amount which depends on both Tw and T 0 • At least two pulses must be 
present inside the interval Tw. Additionally, the finite window imposes a limit to 
the resolution of the Fourier transformed signal of 21r!Tw radians. This is a 
fundamental limitation which cannot be overcome except by increasing the width 
of the window Tw. It is desirable to use as large a window as possible consistent 
with conditions of stationarity. Unfortunately, even with a window as long as 
40ms, the frequency resolution is just 25Hz. The human ear is sensitive to 
variations in pitch of about 5%, depending on the value of the fundamental 
frequency of the pitch [29] which, for a fundamental of 200Hz, implies that the 
required resolution for pitch determination applications needs to be better than 
10Hz. 
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On the other hand, large time windows increase the variation in the pitch value 
over the window and increase the effect of "jitter" in the pitch estimation. These 
irregularities in the implied average pitch value produce a serious weakening of the 
harmonic structure in the spectrwn. Figure 5.19a-d show the effect of increased 
time-domain jitter on the harmonics in the spectrum. In these examples, the jitter 
was approximately gaussian and the standard deviation of the jitter distribution is 
measured as a percentage of the period. It can be seen that a standard deviation for 
random jitter of just 2% of the pitch period almost completely eliminates 
observable harmonic structure when taken over a very large time-window. It will 
be observed from the graphs of figure 5.19 that jitter causes disruption to high 
frequency harmonics before affecting those at lower frequencies. This is an 
observed feature of power spectra of voiced speech where there is little harmonic 
structure retained above 3kHz though this clearly depends on the speaker. The 
necessity, in digital signal processing systems, of representing the signal as a 
discrete time series, applying the DFT and producing a discrete spectrum also 
requires some attention. The sampled signal, being bandlimited to avoid aliasing 
will give a finite frequency span in the spectrum. Fortunately, this will not create 
problems since the usual sampling rates provide a bandwidth of around 4kHz 
which is beyond the range of predominate harmonics. The ､ｩｳ｣ｾｴ･＠ time series also 
implies an additional component of jitter in the periodicity, since a pitch pulse will 
tend to fall in between samples, that is the pitch period is not guaranteed to be a 
multiple integer of the sampling period. This uncertainty in the pitch period of 
± l/2Fs where Fs is the sampling frequency will also tend to disrupt the harmonic 
structure of the spectrum, though its effect is probably small compared to other 
sources of jitter. 
A similar consideration may be applied in the frequency domain where the interest 
is in finding the spacing between harmonics in the spectrum. The sampled spectrwn 
will inevitably mean that harmonics will not coincide with the frequency domain 
sampling points. An uncertainty will exist in the position of the harmonics. One 
solution is to interpolate the discrete spectrum which may be achieved by taking 
the finite duration time sequence and padding with zero valued samples before 
applying the DFT. This process increases the resolution of the spectrum and thus 
improves the accuracy of the harmonic locations. However, this process is not as 
straight forward as it may seem. It is discussed fully in section 5.5. 
ｾ＠ tea -
pitch period pitch frequency No. of pitch pulses No. of hannonics 
(mS) (Hz) (in time window) (up to 3kHz) 
20 50 2 60 
10 100 4 30 
4 250 10 12 
2 500 20 6 
Tablle 5.1 Showing the number of harmonics in the power spectrum up to 3kHz 
for changing pitch period of a reQu.lar pulse train. 
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There are a number of advantages in estimating the pitch from the spectrum rather 
than the time-domain. Firstly, the number of peaks due to harmonics across the 
spectrum is much larger than the equivalent number of pitch peaks in the time 
domain. Assuming that harmonics are present in the spectrum up to 3kHz, and 
that the maximum time window length, consistent with stationarity is 40ms, then 
the number of pitch peaks and harmonic peaks for the possible range of pitch 
values likely to be encountered are given in table 5.1. 
Of course, the total power integrated across the spectrum must be equal to the 
total power in the windowed time sequence. In the time domain, this power is 
concentrated in regions close to the small number of pitch pulses while in the 
spectrum the prominence of the harmonic peaks is less pronounced due to the 
wider power distribution. On the other hand, the power spectrum has the same 
robust properties against added noise that the autocorrelation function has, and so 
errors due to spurious noise peaks in the spectrum are greatly reduced (see chapter 
6). Almost all frequency domain techniques operate on the power spectrum for 
this reason. One other advantage of these frequency domain techniques is due to 
the consistent error across the spectrum. If, for example, the error or uncertainty, 
. due to the finite analysis window, in the spectrum is ±A/ and harmonics exist at 
frequencies lf 0 where l == 1.2 •... n and f 0 is the fundamental frequency, then the 
error in assessing the value of f 0 from a higher harmonic is ±A/ /l. This 
advantage in improved accuracy is retained, whether J 0 is estimated from knowing 
a harmonic number or by measuring average harmonic spacing. 
5.4.6.1 Spectral Compression Techniques. 
One problem with estimating pitch in the frequency domain by using high order 
harmonics, is that the harmonic number of a spectral peak is not usually known. 
A method for using harmonics without knowing harmonic number is employed 
using spectral compression. This technique was fi.rst proposed by Schroeder in 1968 
[30]. Firstly, a peak-picking algorithm is applied to the spectrum to identify all 
significant peaks which are assumed to be harmonics of some fundamental 
frequency. The frequencies of these harmonics are then divided by integer values 
(2,3,4, ... ) i.e. the spectrum is compressed by an integer value and coincidences in 
peak frequencies are counted, building up a histogram of these coincidences. The 
maximum value of this histogram is the fundamental frequency. 
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Schroeder also introduces the weighted histogram and a generalised function 
defined as; 
N 
L.(f) = L, log IS(nf) I (5.35) 
n=l 
where S (f ) is the short-time power spectrum, and n is an integer representing 
spectral compression. Schroeder claims enhanced fundamental peak frequency 
values with this expression which are robust under additive noise. He also shows 
that this function is related to the cepstrum by the following expression; 
N 
F[E(f )] = II c (-r In) (5.36) 
n=l 
where c ( r) is the real cepstrum. 
Noll further developed the idea of the harmonic product spectrum [22]. The results 
were highly robust but suffered from a heavy computational burden. 
5.4.6.2 Harmonic Matching Technique. 
A number of pitch determination algorithms have appeared in the literature using 
the same basic technique of harmonic matching. With this technique, the inner 
product is formed from a suitably preprocessed spectrum and a comb-filter with 
variable spacing between the "teeth". This method is often referred to as the 
"harmonic sieve" after Sluyter et al. [31]. Similar methods have also been reported 
else where, see references [32]-[34]. A harmonic estimator function is defined as; 
Nl2p 
H (p) = L A (kp ).C (kp .p) (5.37) 
k=l 
where A (w) is the spectrum of the signal and C (w .p) is the comb-filter with teeth 
spaced at interval p. The maximum value "p" of this function represents the best 
match between the comb and the spectrum and is taken as the fundamental 
frequency. It may be seen by comparison with section 5.4.4 that this is an 
equivalent technique to the maximum likelihood technique where the maximum of 
a function formed from the inner-product of a comb and the autocorrelation 
function. Since the autocorrelation function and power spectral density function 
form a Fourier transform pair, one would expect similar performances in terms of 
robustness (but see section 5.6) from these two subclasses of algorithm. However, 
it may be that the frequency domain techniques have an advantage over the PML 
algorithm because of the increased number of harmonics present in the spectrum 
and the· increased accuracy available by utilising high-order harmonics. The main 
differences between the methods reported in this section lie in the preparation of 
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the spectrum. The spectrum has some non-linearity applied to reduce the dynamic 
range of the amplitudes of the spectral components. In one case the amplitude 
spectrum is used, that is the square-root of the power spectrum [32], in another 
the log-spectrum [26] while yet again, the fourth-root spectrum [33]. Differences 
also appear in the application of interpolation techniques to improve the accuracy 
of the spectrum and in applying weightings to the spectrum to enhance signifi.cant 
peaks. One interesting version of this sub-class by Paliwal and Rao [35] uses an 
alternative form of harmonic estimator defi.ned by; 
1 K 
D (p ) = k '£
1
1logR (kp .p )-log X (kp) I (5.38) 
Here R(kp .p) is the spectral comb while X(kp) is the spectrum. A minimum for 
this function represents the value of p equal to the fundamental frequency. It is 
clear that this expression bears close similarity to the time domain average 
magnitude difference function. The log-spectrum is used here. to reduce dynamic 
range and linear prediction analysis is applied as spectral flattening. It is noted that 
none of the other methods described in this sub-section use any form of spectral 
flattening. These methods all tend to be computationally intensive. A method, 
which can be implemented in real-time was proposed by Seneff [36]. The key to 
the speed of the computation lies in the frequency shifting and down sampling of 
the band-limited signal. Considering speech passed over a telephone channel 
occupying a spectrum between 300 and 3400Hz and limiting observation to 
frequencies below 1050Hz, a bandwidth of just 800Hz is retained. The down-
sampling results in a very short DFT - just 128 points. The peak picking routine, 
which fi.nds the average harmonic spacing in this modified spectrum; uses a 
weighted logic dependent on the amplitude of the peaks. No estimator function or 
similar mathematically intensive function is used in this process. 
Yet another related scheme has been proposed, referred to as the harmonic 
histogram, by Linggard and Millar [37]. This method effectively implements a 
coarse comb using a bank of digital band-pass ftlters and counts the combined 
output for variable spacing between the band centre-frequencies. This scheme has 
been sua::essfully implemented in real-time by Linggard and Boyd [38]. 
In chapter 6 another scheme belonging to this class of pitch determination 
algorithm which has been developed by this author is described. The method is 
highly robust to additive noise on the signal and measures the average harmonic 
svacing in the power spectrum using a frequency domain autocorrelation function. 
, 
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5.5 On the Interpolation of the Spectrum and Error in Frequency Domain 
Measurements. 
Frequency domain techniques for pitch estimation are appealing because of the 
number of harmonics usually present in the spectrum and because of the robust 
properties of the power spectral density function. However, these desirable 
properties are offset by the lack of accuracy with which the fundamental 
frequency can be located in a discrete spectrum. 
In the previous section, one pre-processing technique employed in frequency 
domain pitch determination was the use of zero padding to increase the resolution 
of the spectrum. By taking a time-domain window of fixed width and increasing 
the array with zero valued samples, a high order DFf may be used even where 
there are fewer time domain samples available. The result in the frequency domain 
is to interpolate across the spectrum, giving increased spectral ｲ･ｳｯｬｵｴｩｯｾＮ＠ It has 
been claimed [36] that by arbitrarily increasing the number of padded zero 
samples, the accuracy of frequency domain measurements may be increased to any 
desired level, limited only by the length of the DFT that could be accommodated 
in the algorithm. 
This procedure has raised some doubts in this author's mind. At first sight, there 
appeared to be objections to the validity of such a process from both a 
philosophical and a physical standpoint. One can take the equivalence of the time 
and frequency domains as orthogonal universes describing the same features and 
possessing the ｳｾｭ･＠ properties. An infinity of information in one domain is 
required to locate a feature in the other with infinite accuracy. Necessarily, a 
windowed view of one domain provides only limited information about the feature 
location in the other, introducing uncertainty into the amplitude and position of 
that feature. Extending a time domain window with zero values introduces no 
additional information with which the frequency domain feature may be located. 
The laws of physics would also appear to be transgressed by such a procedure. 
Apart from the generality of the third law which implies a conservation of some 
properties under transformation, there is a direct analogy between the uncertainty 
principle and error in a signal under Fourier transform. In fact Gabor [39] shows 
that a relationship exists of the form; 
1 A.t.A.f ｾＲ＠ (5.39) 
where I:J is the uncertainty in the "definition of the epoch 't'" and A/ is the 
uncertainty in the "definition of the epoch 'f'". 
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Thus if a signal, with a period T 0 , is observed through a time window T,.. >T0 , 
there is a limit to the resolution obtainable in the spectrwn defined by; 
A/ ｾ｟Ａ｟＠
w T,.. (5.40) 
and it is not possible to resolve two spectral features that lie closer than A/"' , 
irrespective of the order of the Fourier transform used. On the other hand, since 
T w > T 0 , the fundamental fr6J.uency of the periodic signal must be; 
(5.41) 
and so such features belonging to the fundamental and its harmonics, if any, must 
be identifiable. The question arises, however, as to the accuracy with which T 0 in 
the time-domain, and its corresponding F 0 in the frequency domain can be located. 
Equati9n (5.40) would seem to imply that there should be an underlying 
limitation to the accuracies of the two measurements while the technique of zero-
padding would impl:r that arbitrary accuracy was possible, the frequency 
measurement being independent of any consideration of the implied accuracy in the 
location of the time-domain features corresponding to the periodidty of the signal. 
The problem is further confused by the necessary application of the discrete 
transform to discrete representations of the signal in both time and frequency 
domain. This discrete nature introduces additional uncertainties arising from the 
basic relationship outlined in equation (5.40). The situation can be clarified by 
taking a continuous deterministic case. Consider a cosinusoid function of time; 
s (t ) = cos ( ｾＺ＠ t) 
with fixed period T 0 seoonds of infinite duration. If the signal Is now viewed 
through a window of form w (t ), then under Fourier transform; 
S(f) = 7 cosl 27rt Jw(t )e-1 2-rrftdt 
--oo To 
(5.42) 
= .l 8(f +_!__)*W(f) + l 8(/ _ _!_)*W(f) 
2 ｾ＠ 2 ｾ＠
= 1. W(f +-1 ) + .!. W(f _ _!_) 
:z. To 2 To 
since 8() is unity at f = io and zero elsewhere. 
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Fig. 5.20 Magnitude spectra (real part) of a sine wave of fixed period as the window width 
diminishes. 
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The spectrum takes on the form of the window in the frequency domain but is 
centred at the fundamental frequency of the cosinusoid. Thus, by locating the 
centre of W(f ), the period of the signal can be determined exactly. This is 
irrespective of the form or width of the window used, provided that the last one 
complete period of the signal is viewed through the time-domain window. The 
plots of figure 5.20 a-c show the spectrum of the windowed cosinusoid as the 
window narrows relative to the signal period. While the window spectrum 
broadens, its centre frequency remains constant at the signal frequency. However, 
the apparent contradiction between this result and the uncertainty relationship lies 
in the assumption of determinism in the original signal. If the signal is predeftned 
as a deterministic signal with fixed period, then apriori knowledge is already at 
hand concerning the signal which is known for all time whether the window is 
wide or narrow. This is reflected by the form of equation 5.43 with the integral 
limits extending between ± oo. The result obtained by viewing a random signal 
through a window where the behaviour of the signal is unknown outside the limits 
of that window is somewhat different. An underlying periodicity in a random 
signal, s( t), may be estimated by the autocorrelation function of the signal in the 
form; 
c (T) = E[s (t ),s (t +T )] 
u2 
s 
for a zero mean signal of variance u;. 
Explicitly, 
(5.43) 
Tw/2 Tw/2 · 
E[s (t ).s (t +T )] = r r s (t ).s (t +T ).p (s (t ).s (t +r)} ds (t ).ds (t +r) (5.44) 
-t:v/2 ＭｾＱＲ＠
where the joint probability density function 
p ( s (t ).s (t +r)) 
reflects the interdependence of s (t ) and its time shifted version on the underlying 
periodicity. This pdf cannot be given any explicit form but it is possible to make 
the following observations. Based on the assumption that the periodicity is the 
only signiftcant correlation present in the signal, then 
such that c(T0)-+ 1 and a maximum inc (r) for TL ｾｲｾｔｵ＠ provides an estimate 
of the underlying periodicity T 0 • The TL and Tu indicate the lower and upper 
limits of the search for the period. 
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The error in this estimate depends on a number of factors which are listed below; 
a) The range of integration (or window length) (T w ). 
b) The underlying value of the period itself (T 0 ). 
c) The "natural" error or underlying non-stationarity of the period. 
d) Errors introdured by the range of search for T 0 between TL 
and Tu. 
e) Errors introduced by sampling of the signal. 
In a practical investigation of the performance in period estimation, sampled 
signals must be used. Since the underlying period is unlikely to be an exact 
multiple of sample intervals, an error must arise by estimating the period to the 
nearest whole sample value. It is this error which can be arbitrarily reduced by 
suitable interpolation as with the interpolation in the spectrum. In any case, for 
suitable sampling rates and typical periods, this error, averaged over the ensemble 
is small. 
Again, the range of search for an estimate of T 0 may be restricted if some apriori 
knowledge of the underlying period is obtained. In the limit that AT = Tu-TL --. 0 
then the estimation error also goes to zero. On the other hand, an autocorrelation 
estimation may contain additional short-term correlations at small values ofT and 
a T: slope across C (T) will cause low valued peaks unrelated to the peri?d to be 
emphasised. At large values ofT, multiples of the pitch estimate will predominate. 
Thus a too wide a search range AT will result in excessive errors unassociated with 
the estimation of interest. A suitable range of AT is not critical and in this 
investigation was set at ± Ｑ ｾ ＲＵｭｳＬ＠ about the expected periodicity. 
The underlying error due to the non-stationarity in the signal is a fixed error 
dependent on the choice of signal. This error is signlfi.cant because of the length of 
signal data needed to provide reasonable estimates. However, the magnitude of this 
error can be estimated from the experimental data. Components due to signal 
jitter are also included here. The main source of error in period estimation is that 
' 
arising from the relationship between the period of the signal and the window 
length. The larger the number of complete periods within the window, · the more 
accurate the estimation. An expression relating these sources of error to the 
----------- ·- - ·- Ｍｾ＠ ...... - ·-- J 
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uncertainty in the periodicity is hypothesised to be of the form; 
e(Tw) =a [ ｾＺ＠ r + t (5.45) 
where t is the combined errors from loss of stationarity and application of a 
sampled signal though the former will predominate. "n" is an integer greater than 
unity. 
To investigate this hypothesis, a section of voiced female speech was selected, 
sampled at 8kHz with an underlying periodicity of approximately 3.75ms (30 
samples) and 225ms (1800 samples) in length. Female speech was chosen so that 
the period was relatively short compared to reasonable window lengths, providing 
modest quantities of statistical data within the total length of the selected signal 
segment. To remove problems due to short term correlations, this speech file was 
inverse fi.ltered using a 10-pole linear predictive analysis. The period estimation 
was performed on the residual signal of this speech. The total residual signal was 
sub-divided equally into short frames varying in length according to the size of 
window required. The window length Tw was taken as the controlled variable. At 
Tw = 8ms (64 samples), these short frames were contiguous. A total of twenty 
eight frames were used forming an ensemble over which uncertainty in period 
estimation would be measured. For Tw > 8ms, these sub-frames overlapped while 
for Tw <8ms frames were disjoint. The starting point for each subframe remained 
fi.xed. Fourteen separate values of Tw were selected, ranging from Tw = 4.375ms (35 
samples) up to Tw = 16ms (128 samples). An additional value of Tw = 32ms (256 
samples) was selected to measure the underlying error. For each value of Tw, the 
autocorrelation function was calculated for each subframe using the expression; 
Tw-k L r(n )r(n +k) 
c (k) = ..;.;n;....=_o-:::------
Tw L [r(n )]2 
n=O 
(5.46) 
where {r (n )} are the residual signal samples within each subframe. The period 
estimate is then obtained by finding c(k )I MAX within the range TL <k <Tu for 
TL = 20 samples and Tu = 50 samples. 
Thus, for each value of Tw, twenty-eight estimates of the signal period were 
obtained, extending over the whole of the signal. The mean and standard deviation 
of these estimates were calculated for each value of Tw. The standard deviation 
was taken as a measure of the uncertainty in the period estimation. The mean 
values were retained to see whether there was any bias in the estimates as the 
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window length was varied. A graph of the standard deviation of the period 
estimates as a function of window length is plotted in figure 5.21. It may be seen 
that, as expected, the standard deviation of the period estimation falls rapidly as 
window length increases, decaying towards a constant value of 0.82. The curve 
derived from equation 5.45 shows a reasonable fit to the experimental results 
where ｾ＠ = 0.82,n = 2 and cx= 1.2. The results show that for Window/Period ratios 
greater than about three, the window length has little effect on period estimation 
and that for the majority of speakers the major source of uncertainty in pitch 
estimation arises from jitter, non-stationarities and the effects of sampling. In the 
results shown here, derived from just one speaker, the standard deviation in period 
estimation from all these window-independent sources came to ± 0.82 in a mean 
period of 30.5. Of this, about 62% can be attributed to effects from sampling alone 
which depends only on the chosen sampling rate. No generalisation is possible 
about the levels of error introduced by jitter and non-stationarity, these being 
wholy speaker dependent. 
Based upon the above results for a relatively long window, and taken from a signal 
sampled at 8kHz, the mean fundamental frequency is given by; 
F 0 = 262.3 ± 1.0Hz 
A discrete fast Fourier transform of 256 samples, the largest frame-length that can 
normally be considered for a speech signal, provides, at 8kHz sampling rate, a 
frequency resolution of only 31.25Hz. Thus, zero padding before taking the DFT 
up to four times the frame length of the signal will provide increased accuracy in 
most cases. There is, however, little point in taking any additional increase in DFT 
order since the increased resolution will be masked by uncertainty in the pitch 
measurement. For the most up-to-date floating point processors, a 1024-point fast 
DFf is quite a reasonable demand to make on a real time system. However, larger 
orders become difficult - a 1024 point DFf seems to be the optimum length of 
transform to use in this sub-class of frequency domain pitch estimation 
techniques. 
__ j 
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Fig. 5.21 Graph of standard deviation of pitch estimation as a function of 
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5.6 Conclusions. 
In this chapter, a discussion of the nature of periodicity in voiced speech has been 
presented. It has been shown that periodicity is a significant feature of human 
speech and that voiced sounds account for more than half the total sounds uttered 
on average in normal spoken English. In section 5.2, the mechanism by which 
voiced speech is produced was described and an attempt to include this in the 
general description of the vocal tract model was made. Periodicity accounts for a 
considerable amount of redundancy in a speech waveform and for this reason the 
modeling and removal of this periodidty. has been shown to be vital for good 
quality coding at low bit-rates. Section 5.3 develops a general theory for the 
measurement of the pitch in a speech waveform. An ideal analysis procedure 
would simultaneously estimate both the short and long term correlations but this 
is not possible. Thus the short and long term correlations due to the vocal tract 
state and the glottal state respectively must be independently assessed. Since pitch 
determination algorithms require the removal of the short time correlations to 
function correctly, then it is normal to perform the short time analysis fi.rst and 
then to perform the pitch estimation on the residual signal. However, certain other 
spectral flattening techniques are available and these have been described in section 
5.3.1. 
Section 5.4 presents a classification of the short-term pitch determination 
algorithms which are the class of pda most appropriate for speech coding 
applications. Each of the main types of short-term pda are developed and plots of 
the typical functions obtained in each case are shown. The same piece of voiced 
speech is used for comparison. Of the fi.ve sub-classes of short-term pda, the 
frequency domain techniques form the largest group, consisting of a ntimber of 
methods for estimating the fundamental frequency from the harmonic structure of 
the spectrum. The question of the accuracy available in the frequency domain was 
·raised and it was shown that a spectrum derived via the DFT for relatively short 
window lengths was Inherently inaccurate. Section 5.5 presents a discussion of an 
interpolation technique often used to improve the accuracy of these frequency 
domain pdas. It shows that while some improvement is possible, there is a 
fundamental limitation to the accuracy with which the periodicity can be 
measured which depends upon the window size of the frame of signal under 
analysis and other aspects of the periodicity of the signal relating to the presence 
of jitter and noise. Intrinsically, frequency domain techniques are potentially as 
accurate as the time domain techniques for pitch estimation. 
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This chapter is mainly a review of existing pitch estimation techniques. The 
question of accuracy and performance under noisy conditions has been left for 
chapter 6. In chapter 6 a theoretical discussion is given for the relative performance 
of these classes of pda under noisy conditions. A new frequency domain teclmique 
is described and the results of a study of comparative performance is given. 
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Chapter 6 
A Performance Comparison and a ｎｾｷ＠ Robust PDA. 
6.1 Introduction. 
In the last chapter, the theory of pitch and pitch estimation was developed. It was 
shown that pitch extraction was essential to the good performance of low bit-rate 
speech coding and that this in turn depended on an accurate measure of the pitch 
value over a typical frame of voiced speech. Such estimation had to work well over 
a wide range of pitch values and in the presence of non-ideal voiced signals, in 
particular noisy speech signals. 
In chapter 5, the main classes of pda have been explored and the general structure 
of the class of short-term pdas given. It was shown that while in all cases, the 
pdas presented used the same information in the signal (whether in the time or 
frequency domain), there were some significant differences in the way that pitch 
information was exhibited and measured. 
In this chapter, a theory for the performance of these various sub-classes of pda is 
developed. This theory uses an idealised periodic signal Can exactly periodic 
sequence of delta pulses) to which added Gaussian noise has been added. A 
comparison of the theoretical performance likely for each of these sub-classes of 
pda for this idealised model is presented. 
A new and highly robust frequency domain pda is then introduced. This algorithm 
was developed by this author to provide highly accurate measures of pitch value 
even when the speech signal has become very corrupt. The theory of this algorithm 
is discussed and in particular the type of pre- and post- processing used in 
conjunction with the main frequency domain measure of harmonic separation, the 
principle on which this algorithm is based. The design of appropriate peak picking 
routines in the post-processor is developed and the effect of taking different criteria 
on the probability of error is shown. This latter discussion is not limited only to 
this new algorithm but may also be used with any of the other types of pda 
discussed here. For each type of algorithm, the appropriate peak-picking routine 
will greatly affect overall performance. 
Finally the results of a comparative study of these pdas is presented. This is a 
comparison of performance using real speech, both male and female, in which the 
ｰ･ｲｦｯｲｾ｡ｮ｣･＠ of each type of pda is compared to a model pitch period fi.le prepared 
by "hand". Noise is added at various levels to the signal to assess robustness. The 
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chapter concludes with a discussion of these results, considering the trade-off 
between robustness and computational complexity with regard to applications in 
speech coding. 
6.2 The Effects of Noise on Pitch Determination Algorithms. 
It was shown in section 5.5, that for a clean speech signal, the limit to accuracy of 
pitch determination depends on the quality of the speaker. Primarily, it is effects 
such as jitter and rapid changes in pitch value (non-stationarity) within the 
analysis window that provide these errors. However, in practical situations, 
particularly for the operation of speech coding devices, the speech signal under 
analysis is likely to be corrupted by noise. This may be because a microphone is 
. situated in a noisy environment such as an aircraft, ship or vehicle, or because the 
speech input is derived from the analogue, public telephone network. Generally, 
such noise will be additive but from the telephone network modulatory or 
multiplicative noise is also possible. Nor can it be assumed that additive noise has 
any particular characteristic. Noise derived from mechanical sources typically has 
larger spectral components at low frequencies and these can have well-deftned 
peaks.- . On the other hand, noise derived from background conversation in a 
crowded room will fall off in intensity with higher frequencies but have few well 
deftned spectral characteristics. In any theoretical analysis of the effects of noise on 
pitch determination algorithms, certain simpliftcations must be made. In what 
follows, the additive noise is assumed Gaussian with a flat long-term spectrum. 
The justiftcation for this lies in the likely situation for which a pitch determination 
algorithm will operate. Since all those algorithms studied, except for the cepstrum, 
require spectral flattening, they will operate after linear prediction inverse ftltering 
and any significant spectral features presented by the source noise are likely to be 
modeled and removed at this stage. The ｲ･ｳｩ､ｾｬ＠ spectrum of a narrow bandwidth 
source is likely to be flat. Only in the case of highly periodic, pulse like sources of 
noise will there be any major divergence from the Gaussian noise model. 
-- . . ···---·· ·- ·-- · 
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6.2.1 The Prototype Pitch Model with Additive Gaussian Noise. 
Consider an ideal pulse train of constant height and period contaminated by 
additive Gaussian noise. This prototype model of a voiced noisy residual signal can 
be expressed in the form; 
x (n) = hv (n )+e (n) (6.1) 
where "h" is the height of the pulses, {e (n ) } is the Gaussian noise sequence and 
+oo 
v(n) = I: B(n-iTo) 
i=-oo 
A short-term pitch determination algorithm will apply a transform to the 
windowed form of x(n) to obtain; 
s (l) = r [X (n ).w (n +T) l (6.2) 
where l is a new sampled domain, either time or frequency, and w (n +T) is the 
window function centred at timeT. The transform r[] has the dual function of; 
a) Enhancing pitch information 
b) Providing an absolute reference, usually the start of the transformed 
array, for the measurement of the pitch value. 
The ideal form of s (l ) would be; 
s (l ) = I 8 (l +A 0)] W (l ) (6.3) 
where >-. 0 bears a known relationship to T 0 through r[] and the centre of the 
window W(l) is fixed relative to B(l +A- 0). 
In the ideal form of equation 6.3, the transformed window is aligned with the 
pulse and there is no additional noise term. The pitch is simply measured by 
locating the position of the pulse. In fact none of the short-term methods discussed 
here produce such a simplistic solution as that described by equation 6.3. All the 
methods tend to produce peaks at multiples of the main pitch value. 
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A more realistic form for the transformed array would be; 
s (l) = [ £a18(l +iA 0)+e(l)] W(l) (6.4) 
where {a;} determine the height of the pulses and e(l) is a noise term in the 
transformed domain. 
The {ai} will be determined by the shape of the original time window and the form 
of the transformation r[ ]. In the development of a particular algorithm, the 
designer may have some influence on the values of the {a;}. The statistics of the 
noise term e(l) will depend on the statistics of the original noise term {e (n)} in 
equation 6.1 and again on the form of the transformation r[ ]. A desirable 
property of r[] is, therefore, that the variance of {e(l )} is much less than the 
variance of {e (n )}. To achieve these aims, the transformation r[] will generally be 
of the form of an estimation performed on the time domain data such that the 
periodicity is preserved while the noise term is reduced under the estimation 
process. It is useful to compare the theoretical performance of a number of pitch 
determination algorithms outlined in previous sections, on this idealised model of a 
pitch sequence. ｾｯｮｳｩ､･ｲ＠ the idealised form of periodic signal deftned in equation 
6.1. The simplest of all possible measurements may be made by identifying two 
adjacent pitch peaks in the idealised periodic signal. No explicit mathematical 
representation can be given for this process but it may be visualised 
diagrammatically as in ftgure 6.1. The signal is viewed through a window (not 
necessarily rectangular) of width N samples. For pitch pulses of height "h" or 
greater, the window is slid until aligned with one such pitch pulse. The interval 
between the edges of the window and the next maximum inside the window, 
greater than height "h", gives an estimate of the pitch period. For added Gaussian 
noise, the probability of error is the probability that a sample from the noise 
sequence is equal or greater than height "h". For a noise sequence of unit variance, 
the probability of error becomes a function of pitch pulse height "h". The 
probability of error is also a flmction of window length N. In this ｳｩｭｰｾ･＠ case, the 
probability of error is 1- (p)N where pis the probability that one sample of the 
noise sequence is less than the periodic sequence pulse height "h". The results are 
summarised in the graph of ftgure 6.2. 
___ _ j 
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-------·-··--· ,. ................................................. . 
... 
N 
Fig. 6.1 A simple pitch estimator - window is ｡ｬｩｧｮｾ､＠ to a pitch pulse and number 
of samples to next significant pulse is determined. 
probability of error 
0.75 
0.5 
0.25 ＭＱＭＭＭＭＭＭＭＭＮＭＭＭＭＭＮＮＮＭＭＭＭＭＮＮＮＮＮＮＬＮｾＭＭＭＭＭＭＭ
0 1.0 2.0 3.0 ｾＮＰ＠
pitch pulse height relative to noise standard deviation. 
Fig. 6.2 Probability of error of simple pitch estimator as pulse height is varied. 
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6.2.2 The AMDF. 
The AMDF as defined by equation 5.14 may be applied to the idealised periodic 
sequence of equation 6.1 and the performance for additive noise calculated. Thus 
the AMDF for this idealised function is given by; 
1 N 
D(T) = N ｮｾｏｬｶＨｮＩＫ･ＨｮＩＭｶＨｮＭｲＩＭ･ＨｮＭｔＩｬ＠ 6.5 
The treatment of the modulus is algebraically difficult since it has no explicit form 
from which it may be manipulated. However, an approximation may be derived by 
observing the following inequality; 
1 1 D ( T) ｾ＠ N L I v (n )-v (n -T) I + N L: I e (n )-e (n -T) I 
n n 
(6.6) 
This inequality arises from the tendency of cross-correlation terms inside the 
modulus of equation 6.6 to reduce the value of the average magnitude function. 
Since these terms will be aperiodic, they may be included as additive noise. Thus 
equation 6.6 may be rewritten in the form; 
D(T) = P(r)+{3E(r) (6.7) 
where P(r) and E(r) are the AMDF's of the periodic signal and noise respectively. 
"(3" is a coefficient < 1 which must be determined experimentally. 
P(r) can be evaluated explicitly for a pitch peak of height "h" with period "T' and 
with the summation taken over "N'' samples, giving; 
P(r) = 0, forT =iT, i=0.1.2 .... N IT 
2h P(r) = T' for all other values. 
E ( T) may be evaluated by noticing that 
1 ｾｰ･ＨｮＩＭ･ＨｮＭｔＩ＠ I ::::: [ ｾ［＠ [e(n)-e(n -T) ]2 [ 2 
See reference [1] for further details. 
Thus; 
and for R 0 = land Re <<1, 
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1 
E(T) ｾ＠ ...fi{3 (Ro-Re (T)) 2 (6.8a) 
(6.8b) 
where Re (T) is an estimation of the autocorrelation function of the noise sequence 
{e (n )} over N samples. 
The values of the autocorrelation function, for T > 0 constitute additive Gaussian 
noise with a variance of ｾ＠ of the variance of the original noise sequence {e (n )}. 
Thus the AMDF of the synthetic periodic signal with added noise becomes a series 
of pulses of height -;h spaced T ｾｳ｡ｭｰｬ･ｳ＠ apart with an additive Gaussian noise 
sequence of standard deviation ..JfN and a constant offset of (...J2ff+ 2{: ). 
Normalising the noise sequence in this AMDF gives pulse heights of -2-;:::-h. 
Applying values of N = 256, T= 50 and using an experimentally determined value 
of {3 = 0.8 gives a pulse height of 1.13h. 
It can be seen from this result that the noise robustness properties of the AMDF 
now depend on the periodicity and frame length, but that at typical values for 
these, the function provides no noise suppression properties at all. The only 
purpose the AMDF serves (which is indeed an important one) is to remove the 
phase relationship between the window and the pitch pulses and provides a ftxed 
reference from which the pitch estimation can be made. 
6.2.3 The Autocorrelation function. 
The autocorrelation method may be developed along the same lines. Noting that 
the autocorrelation function is deftned as: 
R(T) = 1 JJv(n)+e(n) I [v(n-T)+e(n-T) I (6.9) 
where v (n) and e (n) are defined as in equation 6.1. 
---- ----
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Then; 
1 IN N N I R(T) = .N ｮｾｏｶＨｮＩｶＨｮＭｔＩＫ＠ £oe(n)e(n-T)+2£oe(n)v(n-T) 
and for a true periodic sequence of v (n ), the third term is very much smaller than 
the other two terms (since there is no cross-correlation between the periodic 
function and the noise sequence) and may be ignored. 
Thus; 
(6.10) 
Once again the form of Rv (T) may be derived explicitly from the sequence v (n) to 
be; 
while Re ( T) is a Gaussian sequence with variance of 1/ N. 
It can be seen that the autocorrelation function derives its noise resistant properties 
from the 1/N reduction in variance of the added noise, coupled with the 
dependence, in the autocorrelation function, of pulses with height proportional to 
h 2• Thus, for h > 1, the autocorrelation function performs significantly better than 
the AMDF in added noise (where the noise is white). It should be pointed out that 
the autocorrelation function peaks corresponding to the pitch period tend to be 
broader and less well defined than those for the corresponding minima in the 
AMDF. This can result in increased ftne errors in the peak picking mechanism used 
to measure the pitch. 
6.2.4 The Maximum Likelihood function. 
It is useful, also to compare the performance of the Maximum Likelihood method 
in added noise, to those of the AMDF and autocorrelation function. Substituting 
the noisy synthetic periodic signal expression into the MLF function defined by 
equation 5.22 gives; 
where 
<l>(l T) = ｊｊｾ＠ (n )+e (n ))(v (n -T )+e (n -T ))) 
= cl>v(lT) + ｾｅＨｬｔＩ＠
from equation 6.10. 
Thus; 
where N=K 0/P. 
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(6.11) 
The MLF sequence is the sum of the MLF of the signal and that of the noise. Once 
again the periodic term may be derived explicitly, since it has been shown that 
Rv(T) is a sequence of pulses, height h 2/T spaced at T samples. The height of the 
maximum which gives the pitch period is given by; 
where 
2TNIT-1 
g(T) = N ｬｾｬ＠ R(lT) 
R(lT) = ]£_ 
T 
2h 2 g(T)= T 
The standard deviation of the MLF noise· sequence gE ( T) is; 
for {e (n )} with unit variance. 
2 
(jMLF = m(jRE 
2 
= N 
6.2.5 A comparison of theoretical performance. 
The foregoing descriptions of the AMDF, autocorrelation and MLF pitch 
determination algorithms as regards the relationship between the noise distribution 
and the periodic pulses for an ideal periodic sequence provide a method for 
examining the theoretical performance of these algorithms on noisy signals. In each 
case, it is necessary to compute the probabilities of any sample of the additive 
noise sequence exceeding the height of the maximum (or minimum in the case of 
the AMDF) peak representing the pitch value. It has been shown that for each of 
these correlation-based pitch determination algorithms, the transformed sequence is 
itself a periodic sequence with additive noise. The height of the pitch peak and the 
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standard deviation of the noise sequence is dependent on the nature of the 
transform. It has been shown, that the AMDF provides no advantage in signal-to-
noise ratio over the original noisy sequence, it only provides a zeroing of the 
phase-shift between the pitch pulses and the window. The autocorrelation function 
and MLF provide this phase-shifting property but also provide a noise redudng 
property. This is derived both from the reduction in the variance of the noise 
sequence in the correlation domain and from the dependency of the pitch 
maximum on the square of the pitch pulse height "h". The MLF provides an 
additional advantage over the autocorrelation function in that the variance of the 
noise sequence is further reduced by the averaging process. The pitch maximum 
retains the same relationship for both functions. 
It is instructive to plot the probability of error for each of these functions against 
change in pitch pulse height "h". This is equivalent to plotting performance against 
signal-to-noise ratio. However, since the algorithms are sensitive to both pitch 
period and frame (or window) length, these values must be held fixed for a 
comparison to be made. Before the comparative performance is described, a new 
pitch determination algorithm will be introduced. This algorithm was developed 
by the author to attempt an improved performance, in additive noise, compared 
with those algorithms just described. 
One further point should be made about the theoretical development here. 
Additive noise is not, of course, the only source of error for a pitch determination 
algorithm. In each case, more than one prominent peak occurs as a result of the 
correlation process. These additional peaks occur at multiples of the true pitch 
value and sometimes, particularly in the case of the MLF, at half the pitch value. 
These peaks are usually diminished in relation to the main value but on occasions 
can be larger. The most straightforward way of dealing with this is to employ 
some form of checking or smoothing as a post-processing feature. A sudden change 
from one frame to the next is unlikely particularly if the value is double the 
previous value. Thus a correction can be made. A further source of error is the 
effective smoothing that can occur in functions derived from correlation processes 
especially when cosinusoid windows have been used. This can introduce small or 
fi.ne errors into the pitch determination algorithms since the pitch maximum is no 
longer sharply defi.ned. This generally becomes more pronounced as the algorithm 
becomes more robust. It is the same averaging process that is reducing the variance 
of the noise sequence that is also smoothing the pitch peaks. Once again, fi.ne errors 
can be !educed by the use of a suitable post-processing fi.lter, and do not constitute 
a major problem. A third difficulty notable particularly with the AMDF and MLF 
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is the presence of a slope across the function. This slope can make peak picking 
very uncertain when using some predefined threshold. Compensation can be 
introduced to counteract this effect, since it is a predetermined feature of the 
function. Such compensation was used in the form of the MLF as expressed by 
equation 5.25. Fourthly, there can be changes in the variance of the noise sequence 
in the transformed function due to a decrease in the number of contributions to 
the averaging process at large values of the transform variable. This leads to an 
increase in the spread of noise samples towards the end of the transformed array. 
Again, this effect can be contained for a particular algorithm. The most straight 
forward method is to use a relatively large frame length, say 250 samples, but use 
only the fi.rst 120 values over ｷｨｾ｣ｨ＠ such variation will remain small. There is 
little need to look for pitch values above this limit since this represents the longest 
pitch period likely to be encountered in a speech signal. 
The foregoing represents a brief but comprehensive description of the difficulties 
that can be encountered with this class of pitch determination algorithms. 
However, it should be stated that the theory for pitch determination algorithm 
performance, expounded here, relies on a very simplistic model of the voiced 
residual of a speech signal. For this reason, the cepstrwn method has not been 
included in the theoretical performance analysis. The non-linear application of the 
logarithmic function in the cepstrum makes the form of analysis inappropriate. 
However, the cepstrum method is included in the practical comparison of pitch 
determination algorithms in section 6.6 .. A true residual, as has been seen earlier 
in chapter 4, is less than pulse-like, with variations in pulse width, height and 
periodicity. Further, additive noise is often not Gaussian and spectrally flat. 
Correlation in the noise sequence will contribute towards distortions in the 
formation of the pitch peak being identifted. In practical situations, the noise can 
possess significant peaks which would lead to a deterioration in pitch 
determination algorithm performance. This theory must be regarded as an 
indication of an upper limit to performance for a given signal-noise ratio. Never-
the-less, this model provides insight into relative performance under noisy 
conditions and bears good agreement with experimental results which will be 
discussed in section 6. 7. 
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6.3 A Highly Robust Frequency Domain PDA. 
The robust pda to be presented in this section is based on a frequency domain 
function called the spectral autocorrelation. The robust properties are derived from 
the observation that, for a given frame length and average periodicity, the number 
of pitch peaks in the time domain sequence was generally less than the number of 
corresponding harmonics which appeared in the associated power spectrum. 
Further, there is an inherent robustness built into the power spectrum, for a 
periodic signal with added noise, which is absent from the original time domain 
signal. These are properties which existing frequency domain pdas utilise and have 
been described already in section 5.4.6. 
The spectral autocorrelation technique differs from others in its class, in that a 
further transform is applied to the power spectrum - an autocorrelation - to ftnd 
an average harmonic spacing. The spectral autocorrelation function is a frequency 
domain function which exhibits a maximum peak corresponding to the regular 
spacing of the harmonics in the power spectrum where these are sufficiently strong. 
Irregular spectral features, including the power spectrum of added noise, tend to be 
smoothed over, reducing their prominence. Applying a similar theoretical process 
to that used in the previous section, the performance of the spectral autocorrelation 
function for a periodic signal with added noise, can be analyzed. 
Like the MLF and cepstrum, the spectral autocorrelation function is a double 
transform. The MLF is effectively the cross-correlation of a comb with the 
autocorrelation function of the time signal. The cepstrum is the inverse DFT of the 
log psd and returns to the time-domain from the frequency domain. The spectral 
autocorrelation function applies an autocorrelation function to the psd and remains 
in the frequency domain. In many ways, the spectral autocorrelation function is 
very close to the cepstrum in that both functions apply a transform to the psd in 
order to estimate harmonic spacing, except that in the case of the spectral 
autocorrelation, no intervening logarithmic function is used. The avoidance of the 
logarithm is vital in retaining the robust properties of the spectral autocorrelation 
function and, though essential in the cepstrum, accounts for the relatively poor 
performance of the cepstrum on periodic signals in added noise (see section 6.7). 
- --- - _________________________ ..:.._ _____ ｾ｟＠
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6.3.1 The Spectral Autocorrelation Function. 
The spectral autocorrelation function is defined as; 
1 .,. 
S(v) = -;: [P(w)P(w+v)d w 
where 
P (w) = I F [x (n ) ] 12 
is the power spectral density function of x (n ). 
(6.12) 
S (v) is a real, even function of the frequency domain variable v. It should be noted 
that the integration is performed only over the interval 0- 7T radians which is all 
that is necessary since P (w) is also a real, even function (in w ). If {x (n ) } is a 
periodic sequence of T, then P(w) is also a periodic sequence with harmonics 
separated by ｾ＠ Hz and the first such maximum is a measure of the average spacing 
across the spectrum. A discrete form of equation 6.12 can be written as; 
(6.13) 
where P(k) is now obtained from the DFT of the time domain sequence {x (n )}. 
Further, a normalised form of the spectral autocorrelation function may be defined 
as ｾｾｾｾ＠ which provides for a measure of periodicity where features are now 
independent of the power in that particular frame under analysis (see section 6.3.4. 
Following the analysis used in section 6.2 and writing; 
x (n ) = hv (n )+e (n ) 
then 
P(k) = IF[hv(n)] + F[e(n)]l 2 (6.14) 
By application of the Fourier transforms and then expanding the squared modulus, 
the following expression is obtained; 
(6.15) 
where 
p 1(k) ｩｾ＠ the power spectral density estimate for the noise sequence and c 1(k) is a 
term derived from the cross-products of the signal and noise terms. Each ｴ･ｾ＠ is 
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an even function ink, the sampled frequency domain. 
The first term in equation 6.15 represents the power spectrum of the periodic 
sequence. The power spectrum consists of a set of harmonic pulses separated by ｾ＠
and of height ｾ［ｊ Ｒ＠ where N is the order of the Fourier transform used to obtain the 
power spectrum, T is the period and h is the height of the time-domain periodic 
sequence, as before. The heights of the harmonic pulses in the frequency domain 
may be readily derived from the application of the Wiener-Khinchine and 
Parsevals theorems to the autocorrelation function of the periodic sequence as 
described by equation 6.1 0. The second term in equation 6.15, the power spectral 
density of the noise sequence, is no longer Gaussian but is a chi squared 
distribution of random values about a mean positive value of ｾＮｔｨ･＠ variance of 
0"2 
this distribution is N 2 where 0"' 2 is the variance of the time-domain sequence and 
again N is the order of the DFT. A graph of the probability density distribution 
function for this is shown in figure 6.3. The ｴｨｩｾ､＠ term in equation 6.15 is a 
periodic sequence of pulses of spacing ｾ＠ and of random heights. The magnitudes 
of the pulses in this term are small compared to the other terms (effectively 
contributing to small random variations in the heights of the harmonics) and for 
analytical purposes may be neglected. The expressions of equation 6.15 may now 
be applied to the expression of equation 6.13, the spectral autocorrelation function, 
to derive the corresponding forms for the periodic signal and noise components in 
the spectral autocorrelation or shifted frequency domain. There are nine terms in 
all, seven of these being various forms of cross-correlation between the periodic, 
noise and the cross-correlation terms of equation 6.15. As with the previous 
expressions, these terms may be omitted from consideration. The result is of the 
form; 
(6.16) 
where A(K) is a periodic sequence with spacing ｾ＠ while Y(K) is now a Gaussian 
distribution with mean ｯｦｾ＠ and variance of--\-. 
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power spectral density 
Fig. 6.3 'The probability density distribution for the power spectral density function 
derived from a unit variance gaussian time series via a DFT of order N. 
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Figures 6.4 a-i show respectively the signal, noise and signal plus noise in the time 
domain, as the power spectral density functions, and as they appear transformed 
by the spectral autocorrelation function. The results have been obtained using a 
256-point Fourier transform with rectangular window. Leakage effects are 
relatively unimportant in this application. Only the fi.rst forty samples of each of 
the spectral autocorrelation functions are shown in ftgure 6.4 g,h and i. For a 
realistic range of pitch values, lying between say 25 and 100 samples, the 
corresponding peaks in the spectral autocorrelation function lie between 10 to 25 
samples. Thus only a few values need be scanned in the spectral autocorrelation 
function to ftnd the appropriate peak giving the average harmonic spacing. It will 
be observed that the spectral autocorrelation function shown in ftgure 6.4i, exhibits 
strong peaks at the harmonic value (ftve samples) and at multiples of this value. 
This is in spite of the extremely poor signal-to-noise ratio in the time domain 
signal ( <OdB). It will also be seen that the offset of the function is greater than 
the predicted value of ｾ＠ suggested by equation 6.16. This is due to the 
N 
contribution to the overall noise level from cross-correlation components which 
were ignored in this formulation. 
There are two difficulties with the form of spectral autocorrelation function 
described here. Firstly, although the robustness is significant, the accuracy is 
relatively poor .since the range of discrete values over which a peak appears is 
restricted. Secondly, the first peak, which must be identified by a suitable peak-
picking algorithm, is neither the largest in the function nor is it the ftrst maximum 
in the function. It is, thus, difficult to identify. A number of modiftcations were 
made to this algorithm to improve its performance and these are described in the 
next section. 
6.3.2 Modiftcations to the Spectral Autocorrelation Function. 
One of the key drawbacks to the form of the spectral autocorrelation function 
described in the previous section is the poor accuracy of the measured pitch value 
due to the restricted range of frequency domain samples over which harmonic 
spacing typically occurs. 
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The larger the order of the Fourier transform employed to calculate the power 
spectral density, the better the accuracy of the measurement of harmonic spacing. 
However, conditions of non-stationarity as well as limitations to computational 
burden, dictate that the order must be restricted and a 256-point analysis frame is 
probably the longest that could be used. In section 5.5, the question of using zero 
padding in the time domain to increase the order of the Fourier transform was 
discussed. This interpolation technique is appropriate for the problem observed 
here. The practical version of the spectral autocorrelation pda used a 3:1 ratio of 
zero padding with 256 samples of signal padded with zeros, making 1024 points in 
all. It was considered that a 1024-point DFFf was probably the maximum size 
that could be considered sensible from the point of view of any future real-time 
implementation. The effects of the zero padding spectral autocorrelation function 
of the same signal plus noise sequence as used in the graphs of figure 6.4 is 
demonstrated in figure 6.5. With the use of zero padding, the spectral 
autocorrelation function is now interpolated such that the relevant peak, indicating 
the harmonic spacing, lies between the tenth and the fortieth sample. Although the 
use of a rectangular window on the synthetic signal, provided better defined peaks 
in the shifted frequency domain, particularly at poor signal-to-noise ratios, it was 
found in practice, that performance was improved with the application of a 
cosinusoid window to the residual of the speech signal under analysis. The 
combined effects of windowing and zero-padding produced peaks in the shifted 
frequency domain with shapes which appeared relatively independent of the 
original signal and more closely related to the processing to which the signal had 
been subjected. This was considered an advantage, since refinements to the process 
could be designed in the knowledge that the spectral autocorrelation function 
would appear with fairly uniform features irrespective of the original signal 
(provided, of course, that signal had periodicity). This processing also has an effect 
on the appearance of the spectral noise in the function. The smoothing process 
around the peaks due to the harmonics tends to reduce spurious peaks due to this 
noise. It is observed that the shape of the spectral peaks are now determined by the 
transform such that the width of each peak towards the base is determined by the 
limit of resolution which is about six samples in the frequency domain. Further, 
for large pitch periods, ie when the spectral peaks are close together, the base of one 
peak merges with the next. The only evidence of noise is in the random variations 
in the heights of the pitch peaks and an occasional skewness where a significant 
noise peak and pitch peak are close together. 
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Fig. 6.5. The spectral autocorrelation function for the noisy signal of fig. 6.4i, using 
a 3:1 interpolation in the DFf. 
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Before performing the spectral autocorrelation function, some further modification 
is made to the power spectrum. The full transform is an even function and at low 
signal/noise ratios it is possible that the implied periodicity caused by the 
symmetry of a significant noise peak could cause error. It is also observed that the 
harmonic structure at higher frequencies is weaker than that at low frequencies. 
Thus the power spectral density is windowed by the following; 
N W(k) = 1 for ｏｾｫ＠ <-4 
W(k) = 0.5 [ 1-cos (47T!)] 
W(k) = 0 N for Ｍｾｫ＠ <N 2 
N N for Ｍｾｫ＠ <-4 2 (6.17) 
Figure 6.6a shows an example of a modified power spectrum for a voiced segment 
of speech while ftgure 6.6 b shows the resulting spectral autocorrelation function. 
Since the pitch must lie below 1kHz, only the first 128 samples of the function are 
shown in this figure. 
6.3.3 Postprocessing for Improved Performance. 
When the signal-to-noise ratio is large as in the example of ftgure 6.6, then the 
decision for the pitch value is simply a matter of picking an appropriate peak. 
However, in noisy conditions, making an accurate decision becomes increasingly 
difficult, even though adequate pitch information is still present in the function. 
Figure 6.7 shows an example of the spectral autocorrelation function for a segment 
of noisy voiced speech. Here, the segmental signal-to-noise ratio is around OdB. 
Pitch peaks are smothered by slowly varying components from the noise and in 
addition there is a significant offset present due to the positive mean arising from 
the averaging of the noise. The situation is improved considerably if a second order 
differential is performed on the function. The effect is to remove the offset and 
suppress the varying noise components. Since the pitch peaks are periodic in the 
function, these are retained through the differentiation and by performing the 
operation twice, the peak positions remain the same (strictly the negative of the 
second order derivative). 
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Fig. 6.6a. The windowed power spectral density function for a frame of voiced speech. 
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Figure 6.8 demonstrates the effect of this process on the function ftgure 6. 7 with 
the positive excursions removed. The pitch value is clearly indicated by the ftrst 
peak which appears only as an inflection in the original function. This procedure is 
particularly effective for large pitch values where, in the shifted frequency domain, 
the ftrst peak is close to the initial gradient in the spectral autocorrelation function. 
A strict analysis of the 2nd order differential of the function is possible by treating 
the expression of equation 6.16 as a continuous function of K. However, such an 
approach does not prove helpful in fully understanding the effect of the 
differentiating procedure upon the function. Since the function is sampled, a 
differencing rather than differentiating procedure is required and the result will 
depend on the exact form of differencing that is applied. In this case, a simple 
difference of adjacent samples was used (twice over) to achieve the required 2nd 
order differencing. Such an approach was computationally simple and fast, and so 
posed no great increase in complexity. 
Applying this simple differencing procedure to the function of equation 6.16 
reveals no improvement (in the ratio of the pitch-peak height to noise standard 
deviation in the function) other than removing the offset. Consider a train of 
periodic pulses of unit height (ftgure 6.9a). Under a simple difference procedure a 
function of the form shown in ftgure 6.9b is found and applying the same 
procedure again produces the form shown in ftgure 6.9c. The main periodic puises 
of the 2nd order difference function are now twice the height of those of the 
original function. There are also negative pulses but all negative values can be 
ignored since it is known that the main periodic features will always be positive-
a consequence of using the power spectral density function to obtain the spectral 
autocorrelation. 
The effect of differencing on the noise sequence may be understood by separating 
the noise distribution from the offset. Taking the difference of two random values 
from a zero mean distribution, is effectively the same as taking the sum of values, 
since the signs of the values are equiprobable. It was noted earlier in section 6.2, 
that estimating the mean from N random samples gave a new distribution with 
standard deviation of Ju. 
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Fig. 6. 7. The spectral autocorrelation function for a section of noisy speech (SNR -OdB). 
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Fig. ＶＮＸｾ＠ The second order difference function derived from the function of fig. 6. 7. 
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In this case, the differencing may be considered equivalent to estimating the mean 
with a sample population of 2, scaled by a factor of two. Thus, the standard 
deviation of the noise sequence after the first difference is .J2 times the original 
standard deviation and is increased by a further factor of .../2 upon forming the 
second difference- an overall increase of a factor of 2. Both pitch peaks and noise 
increase by the same factor. The advantage in applying the 2nd order difference is 
only apparent when considering the form of this function after the frequency 
domain interpolation has been employed. The effect of interpolating gives rise to 
very strong frequency domain sample-to-sample correlations. The differencing 
procedure may be viewed as a frequency domain high-pass filter. The effect of 
applying this differencing is to compensate for these strong correlations - which 
have the effect of smoothing through weaker peaks. Thus, it is possible to retain 
the advantage of interpolation in increasing the accuracy of the function as a pitch 
detector without losing too much sensitivity at low signal-to-noise ratios. 
6.3.4 The Normalised Spectral Autocorrelation Function. 
Generally, the absolute value of the spectral autocorrelation function \Vill be 
determined by both the overall power found within the analysis frame and also by 
the ratio of power in the periodic pulses to that in the noise. It is advantageous to 
attempt a normalisation of the spectral autocorrelation function such that the 
values of the function are independent of absolute power levels in the signal. 
Normalising the power spectrum would not, in itself, lead to a totally consistent 
spectral autocorrelation function, since the function values depend upon the 
distribution of power in the spectrum. A normalised spectral autocorrelation 
function would appear more appropriate and may be defined as; 
where 
,y,.E ) S(K) 
'tt\.K = S(O) 
S(O) = I ;;3 + ｾＲ｝＠
and by substituting equation 6.16; 
(6.18) 
(6.19) 
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Fig. 6. 9 The effect of taking the second difference of a set of periodic pulses. 
-234-
Now values of 'I'(K) are limited to the range 0 to 1. The form of this expression 
depends only on the height "h" in relation to the standard deviation of Y(K). Since 
the denominator is a function of "h", both the height of the normalised pitch-pulses 
in the spectral autocorrelation function and the normalised standard deviation of 
the noise are dependent upon "h". The graph of ftgure 6.10 show the fall in height 
of the pulses in the normalised spectral autocorrelation function as "h" is reduced 
and is compared to the change in standard deviation of the noise as "h" changes. 
Both are plotted against the same logarithmic scale. It can be seen that there is a 
very rapid decrease in the spectral autocorrelation function pitch-pulse heights 
when "h" falls below about 3 units. There is a corresponding increase in the 
standard deviation of the noise. The graph of fi.gure 6.11 depicts the normalised 
2nd order differential of the spectral autocorrelation function for a section of the 
residual obtained from voiced speech, as the signal-to-noise ratio changes. 
6.4 A Comparative Measure of Robustness for Short-term Pdas. 
The spectral autocorrelation function is a close relative of other correlative type 
pdas. A theory for this function has been described in the previous section which 
has derived a relationship between the height of pitch pulses and the distribution 
of random samples from an added noise signal, when transformed into the shifted 
frequency domain. Similar relationships have been shown to exist for three other 
correlation type techniques, developed in section 6.2 .. In each case an identical 
idealised input signal was used consisting of a periodic pulse sequence with added 
Gaussian noise. Such a sequence can be considered as a reasonable approximation 
to the residual obtained from a voiced speech signal corrupted by additive noise. It 
is now possible to make a comparison of the theoretical performance of these four 
algorithms provided that identical conditions are applied to both the input and 
output of each function. Input conditions can be applied uniformly without any 
difficulty but treatment of the transfonned function in each case requires some 
consideration. The typical output function from a correlation type pda consists of 
maxima (or minima in the case of the amdf) spaced regularly apart. Generally, it is 
the fi.rst such turning point that provides the value for the periodicity. This fi.rst 
maximum or minimum is also usually the most prominent feature in the array _ 
when the original signal is relatively free from noise. 
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There are, therefore, two general approaches to identifying the pitch value from the 
transformed array - to pick the maximum (or minimum) value from the 
transformed array or to select the fi.rst such feature in the array. There are 
disadvantages in either approach and these issues are discussed more fully in the 
next section. For the purposes of making a theoretical comparison, the same peak-
picking criteria should be applied to all cases. It should be noted that, for each of 
the four candidates, the transformed function consists of a feature representing the 
pitch of height "H' and an additive noise sequence of known standard deviation 
"err"· The most straightforward criteria for calculating the theoretical performance 
is to fi.nd the probability that any sample from the noise sequence in the 
transformed function will exceed the pitch height "H'' as derived in section 6.2 .. 
Since, for each candidate function, "H'' is known in terms of "h", the original pulse 
height, and "er T" is known in terms of each function (the original noise standard 
deviation being set to unity). Thus the probability of error can be calculated as a 
function of "h" for each algorithm. Table 6.1 summarises the pitch feature heights 
"H" and noise standard deviation "err" for the four cases to be examined. Based on 
the criteria described above, the probability of error as a function of "h" can be 
calculated. The results are shown in the graph of fi.gure 6.12. For consistency with 
previous results, N = 256, T=50 and the transformed array sizes are restricted to 
128 samples. There are two important features which may be observed in fi.gure 
6.12. Firstly, the plots converge with decreasing pulse height. Only above this 
threshold do the more complex pdas have any advantage over the amdf. Secondly, 
the robustness of each pda is determined by the slope of its error function. It is 
predicted that the spectral autocorrelation function will perform most robustly 
because of the rapid fall of the probability of error with increasing pitch pulse 
height. This height can be converted into signal-to-noise ratios for known values of 
T and N. In the case shown here, h=5.0 corresponds to -3dB signal-to-noise ratio 
while the point of convergence at h=3.1 is equivalent to -7dB. Such results appear 
remarkably good even for the amdf. However, the idealised nature of the pitch 
pulses are largely responsible for this and poorer results would be expected where 
real speech signals are concerned. Section 6.5 presents work relating to a practical 
investigation of pda performance. 
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probability of error (log scale) 
autocorrelation 
MLF 
spectral autocorrelation ｾ＠
0 1.0 2.0 3.0 't.O s.o pitch pulse height 
Fig. 6.12 A theoretical comparison of robustness for four PDAs. 
PDA type. 
pulse height H noise variance 
(as a function of h) (asswning unit variance 
in time sequence) 
AMDF -2h 0.64 
T 2N 
autocorrelation h2 1 
F N 
MLF 2h2 4 T "N2 
spectral autocorrelation h4 1 
NT3 N"s 
Table 6.1 Comparison of pitch pulse heights and noise variances for four PDAs •. 
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6.5 An hnproved Peak-picking Algorithm for the Spectral Autocorrelation 
Function. 
While the simplistic approach to peak picking used in the theoretical development 
of section 6.2 may function satisfactorily for strongly voiced speech with low 
noise levels, such a scheme is unlikely to be satisfactory in less favourable 
conditions. The spectral autocorrelation function produces a number of peaks all of 
similar height and, even with the judicious use of weighting in the autocorrelation 
process, peaks at multiples of the true peak value may easily be chosen. This is 
particularly true for the highly smoothed 2nd order differential version of the 
spectral autocorrelation function. The alternative approach of searching for the 
first maximum in the array has certain advantages in the case of the spectral 
autocorrelation function. However, since the added noise will give rise to small 
peaks in the interval under scrutiny, a threshold must ｢ｾ＠ defined such that only a 
maximum which exceeds this threshold is considered significant. Generally, 
thresholds can be difficult to define but in the case of the normalised spectral 
autocorrelation function, a global value of a threshold is possible because of the 
independence of the form of the function from overall power levels. Further, the 
steepness of the slope of the spectral autocorrelation function shown in the graph 
of figure 6.12, indicates that there is a well defined level at which to set this 
threshold. The probability of error is now dependent on the probability of any 
sample from the noise sequence of the spectral autocorrelation function, exceeding 
the predefined threshold within the interval of the search between the start of the 
function and the true pitch peak. The probability of error function is of the form; 
(6.20) 
where Pt is the probability that any noise sample will NOT exceed the threshold, j 
is the point from which a search for the maximum commences and N and T are 
defined as before. Three features of this form of peak picking can be observed from 
equation 6.20. First, the probability of error is much reduced compared to the form 
previously used because of the restricted range of the search. Second, the error now 
has a dependence on the period "T''. Thirdly, the use of the threshold eliminates the 
dependence of the function on the height of the pitch pulses so long as the spectral 
autocorrelation function pitch maxima exceed that threshold. The performance of 
this peak picking routine is largely set by the choice of threshold. The use of 
thresholds in peak picking routines used for other pdas can be difficult because of 
the changing form of the particular function with different speech signals. In the 
case of the normalised spectral autocorrelation function, there is little diffi.cul ty in 
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setting a ftxed threshold which remains independent of the level of the speech data. 
The graph of figure 6.13a shows the absolute maximum deviation of the second 
order difference of the normalised spectral autocorrelation ftmction as the signal-
to-noise ratio of the time dependent signal changes. The sharp fall in this function 
indicates the appropriate position for a threshold level between 0.1 and 0.5 of the 
peak deviation scale. A graph of error rate as a function of threshold "t" is shown 
in the graph of figure 6.13b. It can be observed that the error rate falls 
dramatically over the range of thresholds between 0.2 and 0.4, giving a clear 
indication of where the threshold should be placed. One further consequence of 
using a threshold in conjunction with a peak picking routine, is the direct 
implication of an unvoiced state should no peak be found in excess of the 
threshold. Thus the algorithm may be used directly to obtain a voiced/unvoiced 
decision in conjunction with pitch detection. As with the detection of the pitch 
value, there is also a probability of error associated with the voiced/unvoiced 
decision. There are a total of four conditions now possible as shown in the table 
6.2. The probability of either condition 2 or 3 arising is given by the graph of 
figure 6.13b. The setting of the threshold is the determining level below which a 
segment of speech is declared unvoiced. Thus it is quite possible that voiced speech 
with significant levels of added noise would become incorrectly classed. This is an 
unavoidable consequence of the procedure outlined. The incidence of such 
misclassification will depend on the threshold setting but it may be reasoned that, 
since a large degree of added noise is likely to produce a false pitch value if the 
threshold is set too low, it is better to err towards the high side with the 
preference to setting poorly voiced speech to an unvoiced classification. 
Peak detected in excess of threshold. Peak detected in excess of threshold. 
( 1) Peak belongs to pitch pulse. ( 3) Peak is spurious but a pitch 
peak does exist. 
Speech classified as voiced Speech is correctly classed as 
and correct pitch found. voiced, wrong pitch value is 
found. 
Peak detected in excess of threshold. ;No peak is found in excess of threshold. 
(2) Peak is spurious noise • ( 4) Sp""'ih is corre<lly classed as No pitch peak exists. unvmced. 
Speech incorrectly classed No pitch value. 
as voiced and wrong pitch 
value is obtained. 
Table 6.2 Four possible outcomes of the refined pitch decision algorithm. 
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6.6 An Experimental Performance Comparison of Five PDAs. 
Section 6.2 described a theoretical comparison of error-rates for the three types of 
correlation based pda, while section 6.3 provided a similar analysis for the spectral 
autocorrelation algorithm. This analysis was based on the assumption that the 
periodic signal could be modeled as a regular series of pulses to which Gaussian 
noise was added at varying levels. While such a theory is useful in demonstrating 
the variation in robustness for these algorithms, it cannot be assumed that a real 
speech signal would provide identical performance levels since the model signal is 
highly idealised. It has already been discussed, in chapter 4, that there is signiftcant 
information retained in the residual of a speech signal after linear prediction 
inverse ftltering. This information takes the form of correlations unrelated to the 
pitch and information lying in the phase of the residual signal. As far as 
correlation based pdas are concerned, phase information is irrelevant since it is 
discarded in the correlation process, however, other correlations in the residual 
may cause significant disturbance to these pdas in ways which are difficult to 
predict. In addition, a true speech signal will always display a random element in 
the signal produced by turbulence in the vocal tract. This "natural" noise content is 
present to varying degrees regardless of the voiced/unvoiced context of the 
intended utterance. Such noisy content will ｾｬｳｯ＠ vary from speaker to speaker. 
Thus, it is to be expected that actual pda performance is likely to be sub-optimal 
and variable even on cleanly recorded speech. 
There is, then, strong motivation for a practical investigation into comparative 
performances of these pdas. It is, in some ways, surprising that of the many papers 
published on pitch measurement, only a handful attempt any performance 
comparison. There are, however, two reasons for this. Firstly, to draw any 
reasonable conclusions, a large data base of speech from a variety of speakers is 
required. Until very recently, storage and memory on computers was expensive 
and only larger computing systems would have room for signiftcant data-bases. 
Secondly, there is a very wide variety of algorithms and a variety of applications 
such that a meaningful comparison is only valid in well-deftned circumstances. The 
next section reviews those significant comparative studies while the last section 
deals with the study carried out in our laboratory at the University of Surrey. 
6.6.1 A Review of Major Comparative Studies. 
Perhaps the best known and most often cited paper describing a comparative study 
is that of Rabiner et al (1976) [2]. In this very extensive investigation, seven 
well-known pitch determination algorithms were tested. There was no attempt 
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made to examine the comparability of ｴｨＨＨｾｲ＠ structures nor to study the relative 
performance of the transformation algorithms independent of the pre- and post-
processing employed in each example. The candidates were each treated as a single 
entity. The seven candidates were the cepstrum, the amdf, two time-domain 
algorithms and three autocorrelation techniques (these latter three differing 
essentially in their pre-processing as outlined in chapter 5, section 3. An extensive 
data base was derived for testing purposes, using four single words, and four short 
sentences. These were all spoken by three males (one low pitched and two normal), 
two female, one child and one diplophonic speaker (this latter is a defect where 
alternative glottal pulses are accentuated and gives rise to severe difficulties for 
typical pdas). Three recordings were made for each speaker using as close 
microphone, a high-quality microphone and via a telephone line. There were, 
therefore, twenty-one data bases tested on seven candidates giving rise to extensive 
amounts of data. The performances of the algorithm were measured relative to a 
standard pitch contour derived manually for each speaker. Four categories of error 
were recorded. A gross error, including pitch doubling, occurred where the reference 
and measured pitch values differed by more than 10%. A fine error occurred where 
there were differences of less than 10%. Since each algorithm also made a 
voiced/unvoiced decision, two further error were also recorded- where voicing was 
declared when the reference gave the speech to be unvoiced and the reverse 
situation. Extensive tables of all three results, analysed by speaker, algorithm and 
type of recording, are given in [2]. It is noted that no attempt was made to add 
noise deliberately to the speech to test for degradation. Overall, as far as pitch 
value errors are concerned, the inverse filter and centre-clip autocorrelation 
algorithms and the cepstrum method performed on a par and better than the other 
candidates. There appeared to be little variation in performance between the 
different types of recordings. 
Another comparative study appears in the literature in 1984 by Oh and Un [3]. In 
this paper, eight algorithms are compared. These candidates are very similar to 
those of Rabiner et al, with the addition of another amdf variant using inverse 
linear prediction filtering as a preprocessor. The data base was composed of three 
sentences spoken each by a female and male. No details on recording conditions are 
given except that the speech was band-limited to 3.4kHz with a sampling rate of 
8kHz. In this study, Gaussian noise was added to these speech files at known 
levels, to give data bases with 20, 15, 10 and 5 dB signal-to-noise ratios. An error 
was recorded when the measured and reference pitch values differed by more than 
lmS or 8 samples. Voiced/unvoiced errors were also recorded. As far as the pitch 
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measurement error rate is concerned, results can be summarised as follows; for 
clean speech, the eight candidates are roughly clustered into three groups. The 
data-reduction and parallel processing methods together with the modifted centre-
clipping autocorrelation methods perform least well with error rates around 21%. 
The cepstrum, SIFT and amdf all provide better performance with error-rates of 
17%. The inverse ftltered amdf and the centre-clip autocorrelation methods 
performed the best, with an error rate of just 11%. All candidates deteriorate as 
the noise level increases. However, the relative order of performance is not retained. 
In addition, the modifted centre clipping autocorrelation method shows an 
unexplained improvement in performance in low noise levels over its performance 
on clean speech. At a signal-to-noise ratio of 5dB, the cepstrum performs least 
well, while the data-reduction and parallel processing methods also deteriorate 
significantly. The conventional amdf has also shown a marked loss of performance. 
The modifi.ed centre-clip autocorrelation and SIFT methods show some 
deterioration while the inverse-fi.ltered amdf and centre-clip autocorrelation 
methods retain their good performance with error rates of 15% and 14% 
respectively. 
In a paper by Viswanathan and Russell (1985) [4], a new method for the objective 
evaluation of pitch extractors is discussed. Here, the concern is over the 
performance of pdas employed in classical vocoders. The error classification used 
by Rabiner et al [2] and Oh and Un [3] had not been found to agree with subjective 
evaluations in vocoder performance using various pdas. Thus, the aim of this work 
was to develop improved methods for pda performance evaluation rather than 
make a comparative measure itself. However, ftve pitch extractors were tested in 
order to gauge the success of the new evaluation method. The ftve algorithms used 
in this study were the amdf (after inverse ftltering), , the parallel processing 
method, the harmonic sieve and two cepstral methods. The data base consisted of 
48 sentences, both male and female, recorded under clean conditions and digitised 
at a sampling rate of 10kHz. Simultaneous glottal movement was recorded with an 
accelerometer to form the reference pitch contour. The same data base also had a 
ftxed level of noise added. The new measure of performance showed close 
correlation with subjective scores but only the subjective results are reported. 
Overall performance rankings were similar under both clean and noisy conditions 
except for the interchange of the top two candidates. Under clean conditions, the 
amdf came top, with the modifted cepstrum and cepstrum coming second and 
third. The harmonic sieve and the parallel processing method came fourth and last 
respectively. Under noisy conditions, the modifted cepstrum came ftrst. 
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A paper by Indefrey, Hess and Seeser ( 1985) [5] examines the relative 
performances of a particular group of pdas known as the double transform pdas. 
Among the four candidates investigated were the autocorrelation method, the 
cepstrum, the fourth-root transform and the amplitude-spectrum method. These . 
four methods are grouped together because of the similarity of the algorithm 
structure (see section 5.4.6.2). The four algorithms are combined with two forms 
of pre-processing and also applied without pre-processing, thus making a total of 
twelve versions to be tested. The two pre-processing stages used were the linear 
prediction inverse filtering method and centre clipping. The data base used, 
consisted of a single sentence spoken by four speakers (three male and one female) 
recorded with a sampling rate of 16kHz. Four versions of this were prepared; the 
original, a 3.4kHz bandlimited version and each of these with additive Gaussian 
noise giving a global signal-to-noise ratio of OdB. This would mean that voiced 
sections of speech would be significantly higher than this level. A reference pitch 
contour was obtained for all speakers using the laryngograph method [6]. The error 
criteria employed were identical to those used in the study by Rabiner et al. 
Results for percentage gross errors show marked differences between male and 
female speakers - the male speakers producing more consistent results. These 
algorithms also showed sensitivity to the form of pre-processing used. This was 
particularly true for the autocorrelation method which has no spectral flattening 
process built into the non-linearity, while in the other three cases, the non-
linearity tends to reduce the spectral dynamic range. Overall performances on the 
clean speech is very similar for all candidates (in terms of ｰ･ｲ｣･ｮｴ｡ｾ･＠ gross errors) 
except for the autocorrelation with pre-processing which performed significantly 
poorer. All candidates worsen their performance on the bandlimited speech. As 
observed by Oh and Un, the cepstral method deteriorates significantly in noisy 
speech. The fourth root and amplitude spectrum methods are somewhat better but 
the autocorrelation method provides superior performance under these conditions. 
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6.7 A New Comparative Study. 
The discussion in the previous section emphasised the difficulties in organising a 
comparative study in pda performance. Different speakers, noise conditions, 
recording conditions and algorithm variants lead to an burgeoning set of variables 
which are difficult to control and analyze. The motivation in performing yet 
another comparative study lies in the belief that those studies reviewed above, did 
not adequately cover those aspects relevant to the applications being considered in 
this thesis. What is of concern here is the likely performance of a pda when used in 
conjunction with hybrid type linear predictive coders operating at bit-rates below 
lOkb/s. This study, ftrst published in 1987 [7], was defined by two overriding 
criteria; ftrstly by the practical application for the pdas under scrutiny, and 
secondly by the desire to relate the practical performance to the generalised theory 
developed in section 6.2 of this thesis. For the first criteria the class of pdas likely 
to be chosen for linear predictive coders is that of the short term analysis class, the 
analysis is likely to be applied to the residual obtained from linear prediction 
inverse fi.ltering and should be robust when operating in difficult conditions 
particularly when the speech is corrupted by added noise. From a theoretical point 
of view, it is desirable to confirm the predictions developed in section 6.2 since the 
model and the conditions under which this theoretical performance was analyzed 
serve to constrain the design of such algorithms and lead to an improved 
understanding of the underlying principles which serve to make one pda superior 
to another under a given set of circumstances. 
The most important decision was in choosing the candidate algorithms for the 
study. The algorithms were chosen to represent a reasonable cross-section of short 
term pdas conforming to the classification of Hess [B].It was hoped that the 
performance of each candidate would be representative of its sub-class. For this 
reason, the conditions for pre-processing were identical for all candidates under 
test. The residual of the test speech data base was used in all cases, representing 
spectral flattening by linear prediction inverse filtering. Since the application was 
speciftc to linear predictive coders, this seemed the most obvious choice. As far as 
post-processing is concerned, each algorithm required a slightly modlfted form of 
peak picking, depending on the transformed output from the algorithm. However, 
no other process, such as smoothing, was employed and, as far as possible, all peak 
picking routines were given the same degree of complexity. (The only exception 
here was the spectral autooorrelation algorithm in which the 2nd order differencing 
procedure was employed as an additional post-processing procedure). Thus, the ftve 
candidates chosen were the autocorrelation, the amdf, the maximum likelihood, the 
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cepstrwn and the spectral autocorrelation methods. 
Choice of data base was also considered carefully. Since no automatic procedure 
was available to produce the reference pitch contour, the data base could not be too 
large yet needed to include both male and female voices. The test data base 
consisted of just two sentences each four seconds long, one male and one female. 
These were recorded in low noise conditions using 16-bit resolution on the A-D 
converter. The sampling rate chosen was 8kHz with a bandwidth of just 3.4kHz 
since the interest here was in the type of speech typically encountered over 
telephone links. Random, Gaussian noise was added, digitally, to the speech 
database, at known levels, to form speech files with signal-to-noise ratios of 
between 34dB and -2dB, descending in intervals of 6dB. This gave a total of 
fourteen ftles. These were then inverse filtered using a 10-pole linear prediction 
analysis to provide the spectrally flattened inputs to the fi.ve candidates. A 
reference pitch contour was· derived from the clean speech files, by observing the 
time-domain waveform on a graphics screen with a movable cursor. Markers 
delineating voiced sections of speech in the database were also identified in a 
similar manner. For unvoiced and silent sections of the database, the reference fi.le 
contained the value zero for each frame, otherwise each frame was designated by 
the reference pitch value. For all candidates, the frame size was 256 samples 
shifted by 160 samples. An automatic procedure for measuring errors was then 
used to determine performance. Since the primary concern here was to measure the 
accuracy of the pitch value, no voiced/unvoiced decision was involved. Thus errors 
were only measured for non-zero entries in the reference file. A check was also 
made for pitch doubling. However, since this can usually be corrected, it was not 
counted as an error. Otherwise, an error was recorded wherever the reference fi.le 
and the pitch determination output differed by more than 10%. Total errors for 
male and female, for each candidate, at each noise level were recorded. A summary 
of those results, for the case of additive noise, is shown in the graphs of figure 
6.14a&b. At an snr of 34dB, the added noise may be considered negligible, yet at 
this level, there is still a large variation in performance between the various 
candidates for both male and female speech. The rank order in performance is the 
same for both male and female speakers, except for an interchange in the 
performance of the amdf and maximum likelihood methods. For the male speech, 
all candidates degraded in performance as the speech became noisier. The rate of 
degradation was steady in all cases but was accompanied by a divergence in 
performance. While for female speech, the degradation was more pronounced and 
appeared to rise exponentially for all algorithms in the performance comparison. 
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There was little divergence of performance in the female cases. Since only one 
speaker of each sex was tested, it cannot be assumed that lack of robustness is a 
general property of female speech, it may be a feature of this particular speaker or 
of the recording. 
It was observed that the cepstrum method performed signifi.cantly worse than the 
other candidates for both speakers and at all noise levels. The other comparative 
studies, reviewed in this chapter, included the cepstrum method because, at least 
for noise-free speech, it was considered the most accurate method available [2]. 
However, both [3] and [5] observe that the cepstrum performed poorly in noisy 
conditions. This is conftrmed in our study. Examination of the individual pitch 
values against the reference, showed that the cepstrum was failing on the clean 
speech fi.le at certain places towards the end of voiced sections. It was also noted 
that while the onset of voicing can be rapid, the end of a section of voiced speech is 
often difficult to determine, decaying away into the next unvoiced section or a 
period of silence. Such terminal transitions correspond to weakening pitch pulses in 
signifi.cant levels of (naturally generated) noise. Since the ends of voiced sections in 
the reference ftle was set by hand, it is likely that these levels were set too low. 
While other more robust algorithms could cope with this, the cepstrum failed 
because of its lack of robustness. The lack of robustness of the cepstrum method 
can be accounted for, by considering the three stage process - DFT, logarithm, 
IDFT. While the power spectral density function is naturally robust (as is its time 
domain ｣ｯｵｮｴ･ｾ＠ part -the autocorrelation), the effect of applying the logarithm is 
to compress the dynamic range of the spectrum. Thus the strong harmonic peaks in 
the spectrum are reduced in magnitude under the logarithm and now do not appear 
so prominent alongside the noise component of the spectrum which has been 
enhanced relative to the pitch peaks. This would appear to be a fundamental 
difficulty with this method and is also of important consideration when employing 
the cepstrum for general speech analysis. 
Comparing these results to the predicted performances of the amdf, 
autocorrelation, maximum likelihood and spectral autocorrelation methods, there 
are signiftcant discrepancies. The most obvious is the consistently poor 
performance of the MLD, compared to the autocorrelation method, though for the 
male speaker, this difference is small. It is noted that the MLD method was applied 
in a different form in Friedman's work [9] and it may well be that the multi-
dimensional form of his algorithm is necessary to obtain good performance when 
operating on the residual of speech. 
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For male speech, the order of the remaining three candidates, in terms of 
performance, agreed with the theoretical analysis. However, it would be expected 
that as the signal degraded, the rate of degradation would rise, as happens with the 
female speech. It would also be expected that the error-rate would converge as the 
lower limits of performance are reached, as indicated by the graph of figure 6.12. 
This may be explained by the use of global snr measures for the results shown in 
figures 6.14 a&b. The effective snr during sections of voiced speech would, in effect, 
be signifi.cantly higher, perhaps by as much as 12dB of more. Though this point 
was not investigated further, it is likely that such features would have been 
observed in the male speech, had greater levels of noise been added. 
For the female speech, the ordering of performance was signiftcantly different to 
that indicated by theory. The error rates for the autocorrelation and amdf 
algorithms remained remarkably similar. At good snr levels, the spectral 
autocorrelation function performed marginally better than the other correlation 
techniques. However, as the noise-level rose, the performance fell dramatically 
such that its performance became worse than that of the other two candidates. The 
MLD was consistently poor and was little better than the cepstrum at low snr 
levels. Overall, the performance for the female speech was poor compared to the 
male. Examination of sample voiced spectra from the two speech files, showed 
marked differences in structure. For the male speaker, the. low fundamental 
frequency produced large numbers of closely spaced harmonics and this harmonic 
structure remained clearly visible right across the whole frequency span. On the 
other hand, the female speech showed fewer, widely spaced, harmonics at low 
frequencies but there was little obvious structure above 2kHz. Since the spectral 
autocorrelation function relies on this regular harmonic structure for its robust 
operation, it is clear that speech, in which the harmonic structure is poor, will 
perform poorly. At high signal-to-noise ratios, there is clearly still sufficient 
information present for the spectral-autocorrelation function to perform at the 
same level as the amdf and the autocorrelation. But once added noise has started 
corrupting the spectrum, this algorithm is unable to retain its performance. For 
similar reasons, it would be expected that the MLD would also perform poorly 
where speech had a poor harmonic structure. This is born out by the results 
obtained. 
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6.8 Conclusions. 
In this chapter, a theory for the robustness of correlation type pitch determination 
algorithms has been developed employing a basic model of the voiced residual. This 
theory shows that marked differences in performance should be expected for the 
various algorithms. It is shown in particular, that the more robust an algorithm 
for moderate signal-to-noise ratios, the greater the eventual deterioration. There 
does appear to be some common meeting point or convergence for the various 
algorithm performances. This theory also shows how these algorithms vary in 
their expected performance as the pitch period is changed. Thus it is possible to 
predict the differences one might observe· between male and female speech. 
An original pitch determination algorithm has been introduced, the spectral 
autocorrelation function. The formation of this function has been developed and its 
likely performance using the theoretical model has been derived. Particular 
attention has been paid to the need for careful pre- and post- processor design. In 
particular it has been shown that the type of peak detection algorithm used can 
greatly affect the performance. The theoretical discussion of performance suggests 
that the spectral autocorrelation function should be more robust than its other 
correlation-type counter parts discussed here. 
The performance of pitch determination algorithms when operating on degraded 
speech (that is speech with added noise) has been compared. Only one speciftc case 
has been examined, that of additive white Gaussian noise. Generally, additive noise 
will be non-white, but since all pitch determination algorithms considered here 
require a spectral-flattening pre-processor, the effective noise may be considered to 
be near white. Only in the case of noise with strongly periodic components is the 
model adopted likely to be different and in that case, accurate performance is 
probably impossible. There are also cases of noise introduced through non-linear 
processes or through modulatory mechanisms. This might occur, for instance, if the 
speech input to a codec has been obtained over a conventional analogue telephone 
channel. Some of these issues have been investigated in [7] but are not elaborated 
upon here. There is no reliable model for such effects. 
An overmew of four comparative studies of pitch determination algorithms has 
been presented and attempts to correlate results from these papers has been made 
together with those results obtained from our own comparative study. However, 
strict comparison is difficult since each study had particular objectives and thus 
strategies and procedures differed. It has been possible to draw certain general 
conclusions. Male speech appears to perform with greater accuracy for all 
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algorithms compared to female speech with the same added noise level. The 
cepstrum method does not appear to be particularly robust in spite of its adoption 
as a standard in the past. The results obtained from the various studies suggest 
that the ranking of robustness for the correlation type algorithms is consistent 
with the theory for the simple pulse-like model developed in this chapter. 
Performance in descending order of robustness would appear to be autocorrelation, 
amdf, and MLD (multidimensional form). Results published by this author show 
that for moderate noise levels the ｳｰ･｣ｴｲ｡ｾ＠ autocorrelation function is more robust 
than these algorithms. Deviations from these general observations may be 
accounted for by noting that rather limited speech data was available and that 
there are likely to be discrepancies between real speech and the simple theoretical 
model developed here. 
Unless highly robust performance is required, the spectral autocorrelation 
algorithm is probably too complex for normal applications. The conventional 
autocorrelation function appears to be a reliable and straight forward method 
which can perform well in moderate conditions. If the quality of the speech signal 
is assured and conditions are guaranteed to be low in noise, then a simpler and 
very effective alternative is the amdf which is quick to compute and provides a 
reliable estimate of pitch value. 
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Chapter 7 
Robust Linear Prediction. 
7.1 Introduction. 
In Chapter 3, the theory of linear prediction was described as a method for spectral 
estimation of a time-varying statistical signal. Applied to speech, linear prediction 
was able to model the effects of the vocal tract filter of the source-niter model of 
speech production. The fundamental process required of the linear prediction 
analysis and associated inverse filtering, is the separation of the excitation source 
from the vocal tract filter function. 
As already discussed, there are fundamental limitations to the performance of 
linear prediction based on the assumptions of the model employed. However, given 
these limitations, there are further sources of errors that may arise which may lead 
to poor analysis of the speech spectrum. Such errors may arise from the addition 
of corrupting data to the "true" data being processed by the linear prediction 
analysis. It is important to know how badly the estimation process is affected by 
such corrupting data and what modifications may be made to improve the 
modeling process given that these errors are unavoidable. It will be remembered 
from Chapter 3, that linear prediction is one example of a class of statistical 
estimation procedures called Maximum Likelihood Estimation. When applied to 
time d-ependent signals, this class of techniques are part of a group of techniques 
referred to as Time Series Analysis [1] - that is the statistical analysis of time 
ordered samples. Such statistical methods have proven extremely powerful for a 
wide range of applications, not least, that of speech analysis. 
Two questions arise from this discussion. Firstly, how well does the conventional 
linear prediction analysis behave when the underlying model data is corrupted and 
secondly, within the context of statistical time-series analysis, what alternative 
methods exist to the conventional linear prediction analysis which will give 
improved performance on corrupted data? 
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Martin [2] states the problem in a general form described by; 
Yn = f.L + Xn + Vn n = 1.2.3 •.... N (7.1) 
where 
and JL is an offset. The set of time-ordered samples {xn } are the data resulting 
from a zero-mean, ARMA process, generated from "innovation" {en }, a normal 
distribution, corrupted by errors { 'n }. The observed data samples {yn} are the 
samples of {xn} to which outliers {vn} and an offset JL are added. Martin deals with 
these two sources of errors {'1) and {vn} as separate and distinct models referring 
to the former as innovative outliers while to the latter as additive outliers. The 
term "outliers" in statistical literature refers to samples in a set of data which 
have not been generated by the underlying model producing the bulk of observed 
data. Such outliers, as the name implies, tend to lie several standard deviations 
away from the "true" mean of the data and may often appear physically isolated in 
the data space [3]. However, such distinguishability may not always occur 
especially in the case of observations corrupted by added Gaussian white noise. 
Problems arise where it is desired to estimate parameters from a sub-set of 
observed data, containing a limited number of samples. The presence of outliers in 
that data subset may not be readily detectable in automatic estimation procedures, 
yet their inclusion may signifi.cantly distort the estimation. The theory which deals 
\Vith just such problems is referred to as robust statistical estimation[4]. 
This general theory of robust statistics may be applied specifi.cally to the task of 
speech analysis. Assuming a zero-mean and purely auto-regressive (all-pole) model 
of speech production then equation 7.1 reduces to the following; 
(7.2) 
where {'n} are the innovative outliers, {vn} are the additive outliers and with the 
present speech sample sn = Yn -vn • 
It will be observed, from equation 7.2, that while the current output sample, Yn, 
depends on the presence of only one current additive outlier, the present true 
output speech sample depends not only on the current innovative outlier but also 
on the cumulative effect of past innovative outliers embodied in the past values of 
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{sn }. Generally, the {sn} are not directly observable and while the statistics of the 
{vn} may be known, the exact values at any sampling instant are not. 
Consequently, an estimation of the parameters {a;} will be affected by both present 
and past members of the sets of additive and innovative outliers. 
In terms of the speech production model, it is possible to say something about the 
likely origins of these two types of error. The additive outliers will be the result of 
added noise received by the listener or recording device simultaneously with the 
speech signal. The effects of such noise (already investigated in the previous chapter 
for pitch detection) will depend on both the relative amplitude of the noise and its 
statistics. As shown in the next section, low level white noise will have some 
impact on the estimation procedure while noise with non-flat spectra, strong 
periodidties or which contain large transients may have a serious effect. The 
sources of innovative outliers in speech are more restricted. Clearly, such 
disturbances must be generated by the speaker and, to some extent, be controllable. 
The primary example is that of pitch pulses generated during voicoo speech. The 
periodicity of such pulses is an essential feature of speech, yet, because these pulses 
mean that the excitation is no longer a white gaussian distribution, they can cause 
considerable disruption to the linear prediction analysis. The presence of glottal 
pulses during voiced speech is one of the main difficulties that linear prediction has 
in making an accurate estimation of the vocal tract parametex:s and in making a 
total separation of source excitation from the vocal tract response. Pathological 
problems with voidng may also cause difficulties though such problems are less 
significant. 
This chapter examines the issues raised by the statistical analysis of such 
problems, looks at the performance of conventional linear prediction and discusses 
robust methods appropriate to speech analysis which may overcome some of the 
problems encountered. Section 2 of this chapter examines the performance of 
linear prediction in the case of speech with added white noise. Less benign forms 
of noise are not considered since there is an absence of a general model for these. 
Theoretical and practical performance are compared, in particular, the effect that 
additive noise has on the formant frequencies and bandwidth estimation. Section 3 
examines alternatives to the conventional linear prediction and generalises this "L 2" 
solution to the set of "Ln" solutions for different statistics. The "L t solution is 
discussed and results are presented for an implementation of an .. L!" solution. Its 
performance is compared to the conventional linear prediction solution for speech 
with added noise and some results for formant estimation are presented. Section 4 
presents a survey of a number of robust methods for linear prediction that have 
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appeared in the literature over the past few years. The majority of these methods 
aim to deal with the difficulties of innovative outliers rather than additive outliers. 
Section 5 deals speciftcally with the work of Huber [4] and Martin [2] as developed 
by Lee [5]. This development of robust linear prediction has been examined 
extensively by this author. The Lee iterative algorithm is discussed and the results 
of an implementation of this algorithm are compared with results published by 
Lee. Some of the details of implementation neglected by Lee in [5] and [6] are 
developed more fully. Section 6 gives consideration to the application of this 
algorithm to speech coding and some qualitative results made on two simulated 
coding algorithms, employing Lee's method are presented. A comparison of results 
obtained from the method of Lee and the conventional method of linear prediction 
are given, derived from simulation on real speech. 
7.2. Performance of Conventional Linear Prediction on Speech with added 
Noise. 
Consider a time series of observations; 
(7.3) 
where {srJ are samples of a speech signal and {vd are samples from a normal 
distribution with zero mean. 
The estimating equations for conventional linear prediction applied to these 
observations are; 
with 
in this case. 
_jL [ f e;] = 0 (Ja; n=-N 
en = Yn- LaiYn-i 
i 
(7.4) 
Substituting equation ( 7.3) in ( 7.4) the matrix equations become; 
[ cl>(i .j )+0(i .j) [aT= ＭＨｾＫＶｻ＠ (7.5) 
where cl>(i .j) and ｾ＠ are the covariance matrix and covariance column vector of the 
speech signal and 0(i .j) and 6 are the covariance matrix and covariance vector of 
the additive noise. In the limit that the summation in equation 7.4 goes to ± co , 
the estimation equations of ( 7 .5) become the autocorrelation solution, 
(R +Y)i = -(r +v) (7.6) 
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where R, r and Y,v are the autocorrelation matrices and autocorrelation vectors of 
the speech arid noise respectively. 
In Chapter 6, it was shown that the autocorrelation function for a Gaussian 
signal is a value ol. corresponding to the power of the signal and · .-. 0, for all 
other values. In the limit that the summation goes to inftnity, all values other than 
｣ｳｾ＠ will be zero. Thus, all the autocorrelation terms belonging to the noise sequence 
tend to zero except for the zeroth terms and thus equation (7.6) becomes; 
(Ro+0"' 2) R1 R2 . Rp-1 
al Rt 
Rl (Ro+0"'2) Rp-2 a2 R2 
R2 R1 =- (7.7) 
. (Ro+a-2) 
aP RP 
Rp-1 Rp-2 
which is identical to the ｭ｡ｴｾｩｸ＠ equation for the noise-free condition except for an 
additional noise power term on the diagonal of the matrix. Equation 7.7 then can 
be written as ; 
(7.8) 
Letting Aa T represent the error in the "true" linear prediction vector aT and noting 
that; 
it can be shown that, 
(7.9) 
While the added noise affects only the diagonal elements in the autocorrelation 
matrix of equation 7. 7, the resulting solutions for the linear prediction coefficients 
are influenced significantly by these noise terms, since in inverting the 
autocorrelation matrix (by whatever method) to obtain a solution for the 
coefficients the noise terms propagate through the solution. Thus the solutions for 
the coefficients of the all-pole model will depend on the level of added white noise. 
There is an error for each coefficient which is derived from the inverse matrix 
(R +0"'2])-1. 
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To observe the effect of this on the poles of the model, the autoregressive process 
with added noise may be written as; 
Noting that 
and transforming into the z-plane, 
Y(z) = 
(see reference [2]). 
E(z )+ V(z )(1-L,a; z-i) 
i (7.10) 
The observed noisy speech samples are now members of an ARMA process. It has 
been shown by Kay [7], that the effect of adding white noise to the signal, is to 
whiten or flatten the estimated spectrum, by adding spectral zeros to the model. As 
the snr tends to +co , the zeros move towards the origin of the z-plane. As the 
added noise level increases, the zeros move along loci from the origin towards the 
poles. In the limit that the snr tends to -co, the zeros are coincident with the poles 
and cancel exactly as shown in fi.gure 7.1. If an all-pole solution is attempted, then 
the poles of this estimate attempt to model both poles and zeros and such 
estimated poles lie on yet another set of loci, distinct from those followed by the 
spectral zeros, but traversing the z-plane from the "true" pole positions towards the 
origin. Thus, as the level of added noise is increased, the all-pole solution produces 
a spectral estimate which is flatter than the spectrum of the true signal. Estimated 
formant frequencies deviate from the actual frequencies and the formants become 
broader and depressed (see ref 7 for further details). It has been observed that 
these effects can be quite serious even at modest snrs Can snr of 20-23dB produces 
perceptually noticeable spectral changes) [7 ,8]. 
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z-plane 
Fig. 7 .1. As noise level increases, zeros move out from origin towards 
poles, canceling out the poles exactly as the ｳｩｧｮ｡ｬｾｴｯＭｲ｡ｴｩｯ＠
reaches -oo . 
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One solution to this problem is to increase the order of the linear prediction 
analysis so that more estimated poles are used to model both poles and zeros [7]. 
However, the number that may have to be used could become very large. Kay 
suggests ｾ＠ N <p <; N, where N is the number of samples in the frame. While this 
may be acceptable for some analytical applications such a procedure would not be 
appropriate in speech coding applications where the advantage of linear prediction 
is the small number of parameters it normally requires to provide a good spectral 
model. Sambur and Jayant [8] observe that the error introduced by the added noise 
is not consistent through all speech but varies according to the type of speech 
signal under analysis. Voiced speech with prominent formants suffers more than 
the weaker spectra produced by unvoiced speech. Thus increasing the order of the 
linear prediction analysis would cause over specifi.cation of poles in unvoiced 
segments producing unwanted spectral peaks in the synthesis filter. An alternative 
approach would be to make an ARMA estimation of the process. Subjective 
tests reported on the performance of a CELP type coder with a noisy speech input 
stated that listeners preferred the conventional analysis to one using a robust 
method of linear prediction to overcome the defects introduced by the added noise. 
7.2.1 Linear Prediction Performance on Noisy Speech. 
From the point of view of linear prediction analysis, there is no way of telling 
whether a received signal consists of perfect speech or speech corrupted by noise. 
Given the limitations discussed in Chapter 3, the linear prediction analysis will 
attempt to model the spectrum of the incoming signal in its entirety. It would be 
expected that as the noise on a signal increased, the performance of the linear 
prediction in modeling the speech spectrum would degrade gradually. However, 
there may be additional problems under noisy conditions. The linear prediction 
assumes a source-filter model for the signal production for which an all-pole filter 
is an adequate representation. This filter is real and stable with all its poles inside 
the unit circle on the z-plane. It is unlikely, however, that the noise spectrum can 
be similarly modeled. 
Generally, the problems associated with noisy signals are extremely difficult to 
analyse except in the most straight forward cases. The simplest case is for a speech 
signal corrupted by additive, decorrelated noise as described in the previous section. 
The power spectrum of the noise signal is then fiat and the effect on the linear 
prediction filter envelope is to produce formants near the correct frequency but 
with enlarged bandwidths and reduced height. 
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a) random time sequence 
b) ideal autocorrelation function. 
......... 
. . 
.. . 
.... 
d) autocorrelation of finite sequence. 
ＮｾＭ .. 
c) ideal power spectrutn. · 
. ...... .... ··•·• . ...... ·····.. .·•·... . 
....... ﾷｾ＠ .. ｾ＠ ... :· ·· .... ····· ... ·· ..... ·· . ·.. ....... .. .  
' ... .. .. .. .•. . ... 
e) power spectrum of·finite sequence. 
Fig. 7.2. A random sampled time sequence (a), the ideal autocorrelation function (b), 
and ideal power spectrum (c), compared with the actual autocorrelation function (d) 
and the actual power spectrum (e) obtained from the finite sequence. 
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This is equivalent to moving the pole; of the filter towards the origin of the unit 
circle. An alternative approach is to consider the autocorrelation function of a 
signal with added (decorrelated) noise. The initial value of the function (R(O)) 
represents the total energy of the speech signal and noise combined. However, 
subsequent autocorrelation values will represent the speech signal samples only. 
This is the case because the autocorrelation function of a signal plus noise is the 
sum of the autocorrelation functions of the signal and noise separately (see 
Chapter 5 - effects of noise on pitch determination for a full description of this 
result). Since it is assumed that the noise is decorrelated then its autocorrelation 
function has only one non-zero value, the initial or zeroth value. 
There is a restriction to this general observation. In practice, all analysis is made 
over fmite, relatively short, sequences of samples. The autocorrelation function and 
equivalently the power spectrum tend to the ideal form as described above for 
additive noise, only in the limit as the analysis block length tends to infinity. For a 
finite sequence, a random sequence of samples produce random distributions of 
samples in the autocorrelation and power spectrum functions with variances which 
are greatly reduced and are related to the analysis block length. Figures 7 .2a shows 
a random sequence while figures 7.2b and c show the ideal autocorrelation and 
power spectrum function's for this sequence. Figures 7.2d and e show the actual 
autocorrelation and power spectrum functions for a finite analysis block length of 
just 200 samples. 
Some measurements have been taken for a short speech fi.le containing mostly high 
amplitude, strongly voiced speech to which Gaussian noise was added at various 
levels. The Gaussian noise was synthetically generated. First a specifi.c block of two 
hundred samples of speech was selected during the strongly voiced sound "i" in the 
word "linear". The linear prediction fi.lter coefficients were obtained for a tenth 
order analysis for no added noise and then for signal-to-noise ratios of 24dB, 18dB, 
12dB, 6dB and fi.nally OdB. Plots of the coefficients as noise is added is shown in 
fi.gure 7.3. The mean percentage error for each set of ten coefficients, compared 
with the noise-free values, was calculated and plotted against signal-to-noise ratio 
as shown in fi.gure 7.4. It is clear that there is a gradual decline in accuracy which 
accelerates towards OdB. In order to assess long term performance, the spectral 
flatness measures for the linear prediction fi.lter (calculated from the ratio of 
residual to signal power) were computed for the entire word "linear" for the same 
levels of added noise as used for the previous result. 
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Fig. 7.3 The effect of added noise on the linear prediction coefficients. 
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Fig. 7.4 Error of linear prediction coefficients as a function of added noise. 
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Fig. 7.5 Prediction gain as a function of added noise. 
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The signal-to-noise ratio is computed over the entire fi.le based on average powers. 
Thus the segmental signal-to-noise ratio will vary considerably within each ftle, 
depending upon the amplitude of the speech fi.le. The graph of fi.gure 7.5, shows 
the reduction in performance as defi.ned by prediction gain, as noise is added to the 
speech fi.le. It can be seen that once again, there is relatively well sustained 
performance down to an average of about 12dB, after which the performance falls 
off more rapidly. This is, however, as much a reflection of the increasingly flat 
spectrum of the noisy signal as it is a deterioration in the linear prediction 
performance. 
The results described here represent only the most simple case of speech corrupted 
by noise. In realistic cases, the noise samples will also have some degree of 
correlation especially if the noise is produced by background machinery (say the 
engine of a motor vehicle) for which one would expect strong resonant frequencies. 
In such cases, it is likely that the linear prediction analysis would try to track the 
composite spectrum and spurious errors would arise. These aspects of linear 
prediction analysis have not been examined but it is known that there is 
considerable interest in noise cancellation techniques as a pre-processing stage 
before the analysis takes place and that research in this fi.eld is currently under 
investigation [9]. 
7.2.2. The Effects of Innovative Outliers. 
In the case of speech, the innovative process is equivalent to the source of 
excitation and is, therefore, isolated from external influences. It is, however, 
generally under the control of the speaker and thus the innovations will follow 
one of three types, purely unvoiced, purely voiced, or a mixed source. Since the 
linear prediction analysis is assuming that the excitation samples are distributed 
according to a gaussian probability density function, the presence of periodic pitch 
pulses constitute the addition of innovative outliers to an otherwise ideal 
excitation sequence. The effect of such outliers is to corrupt the least squares 
estimation procedure and consequently, estimates of the vocal tract fi.lter 
parameters are distorted. The degree of error will depend on the length of the pitch 
relative to the time for the decay of the vocal tract fi.lter impulse response and the 
position of the pitch pulse within the analysis window. 
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From Chapter 3, the true Gaussian excitation is equivalent to a single impulse 
innovation at the input to the linear, all-pole, vocal tract filter. If the impulse 
response of the vocal tract filter is h (n ), then the autocorrelation function of this 
filter response is; 
R(T) = L,h(n).h(n+T) (7.11) 
n 
The first "p" values of R (T) provide an accurate estimate _of the coefficients for a 
"p"-th order vocal tract model. If a periodic sequence of impulses with period Tare 
now provided as the excitation source then the observed output of the vocal-tract 
filter is; 
s(n) = th(i).(tB(n-i+jT)] 
= 'Eh(n + jT) 
J 
(7.12) 
assuming conditions of stationarity. The observed speech sample, at any instant, is 
the sum of impulse response samples spaced at intervals of "T'. The corresponding 
autocorrelation function then becomes; 
R '(T) = L,s (n ).s (n +r) (7.13) 
n 
The resulting expression may be simplified by making the assumption that for 
reasonable values of "T' and a typical exponential decay for the vocal tract impulse 
response, only two terms at most need be considered for the j-summation, i.e.; 
R'(r) = L, (h(n)+h(n+T)) {h(n+r)+h(n+T+T)) 
n 
= L,h (n )h (n +T )+ L,h (n +T ).h (n +T +r) 
n n 
+ l:.h (n +T)h (n +T )+ l:.h (n )h (n +T +T) (7.14) 
n n 
Assuming that the summation is taken over :t: oo, then the fi.rst two terms are 
identically the autocorrelation function R C T ). The second pair of terms are also 
identical. This may be seen by letting; 
L,h (n ).h (n +T+r) = l:.h(n -T).h (n +T) 
n n 
- --- - - --_______________________ ____j 
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and observing that the autocorrelation function is an even function, that is; 
R(T) = R(-T) 
Thus; 
R'(T) = R(T) + Cl>(TI) (7.15) 
Substituting equation 7.14 into equation 3.21 gives; 
(7.16) 
and 
thus the errors in the aT for the "true" values ar are given by; 
(7.17) 
The error is a function of ci> and 4> which depend on the period T as well as R and 
rT. Strictly, for the autocorrelation process, there is no dependence on window 
alignment relative to the pitch pulses. However, in practice, this too affects the 
errors in the estimation of aT. 
As with additive outliers, the effect of innovative outliers on the conventional 
linear prediction analysis is to move the poles towards the origin thus increasing 
formant bandwidth and to displace the formant frequencies. Atal [10] showed the 
relationship between pitch period and formant frequency position and bandwidth. 
The plot of ftgure 7.6 (after [10]) shows the effect of changing the pitch period of 
an ideal voiced excitation sequence for a synthetic ftlter transfer fllllction consisting 
of just one formant of known frequency and bandwidth. The graph of fi.gure 7.7 
shows the effect of shifting the analysis window in steps of ten samples with a 
frame size of 200 samples. The errors in the linear prediction analysis of the 
spectral envelope of the filter transfer function are self evident. These errors 
become severe as the pitch period becomes small. 
7.3 The Absolute Error Criteria. 
In developing the conventional theory for linear prediction in Chapter 3, it was 
stated that minimising the mean squared error to estimate the ftlter parameters 
was just one of a set of criteria belonging to the class of estimation techniques 
called the maximum likelihood methods(MLD). MLD techniques have been applied 
to both vocal tract and pitch estimation (see Chapter 5, section 4.4.). 
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The general MLD principal may be stated as follows; 
Consider a set of N observations {x 0 ... .xN} all belonging to independent and 
identically distributed probability density functions f(x) with standard deviation 
(j and mean p.. An estimate of (j and p. (u .P,) (referred to as the scale and location 
parameters in the literature) may be obtained by finding those values of (j and p. 
which maximise the joint probability density function of the observations {xi } 
[11]. Thus the problem may be stated formally as; 
N 
Max TI [/ (x; )] (7.18) 
i=O 
with respect to (if .P,). 
This may be equivalently stated by; 
ｍｩｮｾ＠ (-ln[f (xi)]] (7.19) 
for that class of probability distributions which are maxim urn at and symmetrical 
about the mean, such that; 
t ex)= k. ･ｸｰＭｬｸｾＬＮ＠ j (7.20) 
where, in general, 0 ｾ＠ y ｾ｣ｯ＠ though the problems investigated here restrict 1 ｾ＠ y ｾ＠ 2. 
Thus equation 7.19 reduces to; 
(7.21) 
With 'Y = 2, equation 7.21 becomes the standard minimum mean squared error 
criterion, while for 'Y = 1 the solution is that of the minimum absolute error 
criterion. The former is optimal for gaussian distributions for the observations 
while the latter is optimal for Laplacian distributions. These solutions are often 
referred to as the L 2 and L 1 criteria, respectively. It is known [4], that these two 
criteria form the upper and lower bounds to a class of solutions for 1 ｾ＠ 'Y ｾ＠ 2 which 
are appropriate for a number of problems - speech signals included. An optimal 
solution is obtained if the value of 'Y is such that the associated probability density 
function is a close match to the distribution of the observations. Unfortunately, in 
practical situations, the exact distribution may not be known in advance, it may be 
a mixture of distributions, and the observed distributions may vary with time. All 
these situations apply to a speech signal. On the other hand, obtaining an optimal 
solution may be less important than the practical properties possessed by the 
particular solution. 
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There may be overriding considerations for adopting a particular solution even if 
there is a mismatch between the underlying distribution assumed by that solution 
and that of the observations. It has, for example, already been shown in Chapter 3, 
that the minimum mean square error (L 2) solution forms a set of linear equations 
which may be solved in an exact and e:ffi.ctent manner. On the other hand, section 
7.2 showed that the L 2 solution was not very robust when the observations are 
corrupted by large errors or outliers (additive outliers) and it will also be shown 
in section 7.4 that the same is true for innovative outliers. It is relevant to ask, 
therefore, whether the other extreme, the L 1 solution, has more desirable 
properties. 
7.3.1. The L 1 Solution. 
Letting y = 1 in equation 7.21 and, once again assuming an all-pole model of speech 
production with zero mean, then, 
(7.22) 
with respect to a1 and with x; = s;- t a1 s;-J now becomes the L 1 problem. That 
J=l 
is, to estimate the set of {a1 } such that the absolute mean error or median of 
absolute values of the error signal is a minimum for all {a1 }. It may be seen that 
no analytic solution exists for equation 7.22, for if the expression is differentiated, 
as for the L 2 case, then the form of the absolute error values becomes independent 
of the set of {a1 }. In fact the solutions to equation 7.22 are non unique [12]. A 
number of methods have been proposed for the solutions to this problem 
[13],[14],[15]. All these solutions involve reiterative algorithms which are 
computationally much more intensive than the conventional L 2 solutions. What is 
more, the stability of the resulting prediction filter is not guaranteed [12]. The 
main interest in obtaining L 1 solutions is that they are intrinsically more robust 
than the L 2 solutions. This can be observed in a straight forward manner for the 
simplest case of an estimation of the location parameter. 
For the L 2 solution to the location parameter, it is necessary to find the value of JL 
such that; 
N-1 
L 2(p,) = E (s; -p,)2 (7.23) 
i=O 
is a minimum, while in the case of the L 1 solution to the location parameter, 
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the value 'Y} is found such that; 
N-1 
L 1 = L', lsi-TJ I 
is a minimum. From equation 7.23; 
the mean, while for equation 7.24; 
the median. 
i=O 
1 
p, = N L,s; 
i 
(7.24) 
If the signal is now corrupted by additive noise, the effect on the mean can be 
considerable while the effect on the median wili be small since the median value 
will only change when added noise is sufficient to cause a signal value to move 
from one side of the median value to the other. This can happen only on few 
occasions. Similar arguments may be extended to the estimation of other 
parameters including the coefficients of a linear prediction filter [11]. If this is true 
for additive outliers, can a similar theory be extended to the situation for 
innovative outliers? The L 2 solution minimises the mean square of residuals. An 
outlier in this residual will contribute to an error in the linear prediction analysis 
according to the square of its value. On the other hand, in the L 1 solution, it is the 
median of the residuals that is minimised. In this case an outlier will generally 
have little effect on the analysis procedure. An alternative view is to argue that 
with outliers present, the distribution of the residuals is closer to that of a 
Laplacian distribution than that of a Gaussian distribution thus the L 1 solution is 
closer to the optimal. Either way, the L 1 solution of linear prediction is seen to be 
an essentially robust procedure, immune from the presence of either additive or 
innovative outliers. 
7.4 Robust Methods of Linear Prediction. 
In spite of the desirable robust properties of the L 1 solution, it is rarely 
implemented in practical systems. The over-riding reason is the greatly increased 
complexity of this solution compared to the conventional linear . prediction. 
Another difficulty, is the fact that the L 1 solution is less than optimal for sections 
of unvoiced speech where the residualS distribution is closer to Gaussian. In fact 
the true state of the residualS distribution is a mixture of the two distributions 
with that mixture varying according to the classiftcation of the speech sound. What 
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is ideally required is a method with the computational simplicity approaching that 
of conventional linear prediction analysis, adaptively optimised for a varying 
mixture of residual distributions, and with the robust properties of the L 1 
solution. During the past few years, some interest has been shown in the design of 
such methods. It has been shown, that the main difficulty with conventional linear 
prediction analysis arises during voiced speech segments. Distortions to the 
estimations of the spectral envelope of the vocal tract ftlter frequency response 
occur due to the alignment of the pitch pulses relative to the analysis window and 
due to the pitch period itself. Perturbations in formant frequency and bandwidths 
become severe at short pitch periods. As discussed in the previous section, this is 
mainly due to the violation of the assumptions concerning the probability density 
distributions of the excitation samples. However, as discussed in Chapter 3, there is 
also interaction between the vocal tract and the sub-glottal tract during the open 
phase of the glottis during production of the excitation pulses. In effect, the 
terminal impedance of the vocal tract ftlter model at the excitation source changes 
during the production of voiced excitation. This violates the assumptions 
concerning the source fi.lter separability. Speech samples produced during the 
glottal open phase will also lead to distortions in the linear prediction analysis. 
Attempts to overcome some of these difficulties have been made in two ways. The 
effect of the analysis frame alignment is noticeable for all pitch values ( though it 
becomes more pronounced as the pitch period decreases ). Some form of variable 
frame length or adjustable frame position would allow the analysis to be aligned 
with pitch pulses during voiced sequences. Such pitch synchronous methods have 
been proposed by Kang and Everett [16] and Yucel [17]. Such methods generally 
require the identifi.cation of pitch pulses by using a conventional linear prediction 
to obtain an initial approximation of the residual and using this to align the 
analysis frame. Such methods will eliminate effects due to relative pitch period/ 
analysis frame position but cannot compensate for errors in the analysis due to the 
glottal opening nor to the mismatch in the statistics between the observed residual 
and a galissian distribution. Sample selective methods aim to identify those 
regions of the speech signal under analysis where pitch excitation is occurring and 
to discount those samples from the predictor equations. This can be readily 
achieved by performing a conventional linear prediction analysis as a first pass and 
identifying regions around the pitch pulses. The corresponding samples from the 
speech signal can then be discounted (or simply set to zero) [16][18]. An 
alternative and novel approach was proposed in 1982 by Mizoguchi [19]. A new 
formulation of linear prediction was derived using "Given's Reduction". In this 
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method the residual samples are continuously calculated, sample by sample, as an 
integral part of the analysis procedure. By monitoring the value of the residual, 
any stage of the calculation which produces a residual sample exceeding some 
threshold can be discounted and the analysis can continue without this 
contribution. Such a method avoids the necessity of a "two-pass" or iterative 
procedure. However, Given's reduction is computationally more involved than 
conventional methods. 
Significant improvements in the accuracy of formant identification is claimed with 
these methods. However, none of these methods can completely compensate for 
discrepancies arising from the mismatch in the residual statistics, since samples in 
the speech signal intermediate to the pitch pulses will also be affected by the 
presence· of voicing. Further more, no rigorous attempt to match the maximum 
likelihood statistics to the signal is being made in these cases. 
An interesting extension of the sample selective approach has been proposed by 
Rose and Clements [20]. This method was specifically developed to produce a "more 
pulse-like residual" for multlpulse applications. An ideal model of a pulse-like 
periodic residual is developed by transforming into the frequency domain and by 
modeling the harmonic structure of the residual spectrum by an all-pole model of 
the form; 
G(z) = (7.25) 
where 
M 
B(z) = 'E,B;z-i 
i=O 
with B 0 = 1. 
The poles of G (z ), which are also the zeros of B (z ), lie on the unit circle separated 
by by intervals corresponding to the pitch pulse positions. 
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A function 
f (n ) = b (n ).e (n ) 
is defi.ned in the time-domain, where 
b (n) = p-l[B (z )] 
evaluated on the unit circle and e (n) is the ideal pulse-like residual sequence. In 
this ideal case; 
f (n ) = b (n ).e (n ) = 0 (7.26) 
for all n, since whenever e (n) is non-zero (i.e. is a pitch pulse), b (n) goes to zero 
while b (n) is non-zero during the pitch intervals when e (n) is zero (see ftgure 7.8). 
In the practical case, equation 7.26 will not be zero for all n, since the residual 
found by using conventional linear prediction is not maximally pulse-like and so 
differs from the ideal model. However, the quantity L, If (n) 1 2 can be minimised 
n 
with respect to each Bi to produce a set of normal equations of the form; 
ｾＨｩ＠ ,j) A '(j) = cp(O.j) (7.27) 
where 
N-l 
w(i .j) = ,E I b (n) 12s (n -i )s (n- j ). for Ｐｾ＠ i .j ｾｐ＠
n=O 
and 
N-1 
cp(O,j) = .E I b (n) 12s (n )s (n- j) 
n=O 
This form of the linear prediction equations is identical to the conventional 
solution of the covariance method except for the inclusion of a weighting term 
lb(n) 12 in the calculation of each element of the covariance matrix. The weight 
I b (n ) 12 goes to zero at the value of each n corresponding to a pitch pulse in the 
residual e (n ). It is otherwise non-zero rising to a maximum in the intervening 
interval. Notice, however, that it is the elements of the matrix that are being 
deweighted rather than the individual speech signal samples, as with the sample 
selective approach. The method requires an iterative approach to the solution, in 
which a conventional linear prediction analysis first pass derives an approximate 
residual from which the values of {b (n )} can be derived via the minimisation of 
L, If (n) 12• These values can then be placed in equation 7.27 and repeated until the 
n 
desired convergence is achieved. Rose and Clements claim significantly improved 
evaluation of formant frequencies and bandwidths and a greatly improved pulse-
- -- -- - --------------------------------------------------------
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like residual, obtained generally after just two iterations. 
7.4.1. Solutions to the LP -norm. 
In section 7.3, it was shown that the L 1 solution to the deconvolution problem 
was intrinsically more robust than the conventional L 2 solution but that there 
were difficulties in finding efficient and stable procedures for obtain_ing the 
solutions. Further, quite often the underlying distribution of the residual sequence 
generating the autoregressive process under analysis lies between the L 1 and L 2 
distributions. The Iterative Reweighted Least Squares Algorithm CmLS) of Byrd 
and Payne [21] attempts to fmd LP solutions for a particular value of p using a 
least-squares method. The problem may be stated as follows; 
for a sequence of observations {s(n )}, generated by a q-th order autoregressive 
process such that 
it is necessary to ftnd the estimate {ai} such that 
L lsn- Laisn-i IP 
n i=l 
is a minimum. 
Let 
and 
thus; 
(7.28) 
and letting 
then 
N ar ｅｦＧＨｲｮＩＮｾ］＠ 0. ｬｾｪＧｱ＠
n=O ua} 
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and 
N L f '(rn ).sn-J =0. 1 ｾ＠ j ｾｱ＠ (7.29) 
n=O 
In the case of p =2, equation 7.29 redures to the conventional least squares method. 
For values of ｬｾｰ＠ ｾＲＬ＠ equation 7.29 may be reformulated as follows; 
let r: be an estimate of rn and f '(r!) be the corresponding estimate for f '(rn>· 
Then 
(7.30) 
where the al:+l are the (k+l)th estimate of the coefficients {ai} of the q-th order 
autoregressive process based on the kth estimate of the residuals {r n } • 
Equation 7.30 is now an iterative solution to the LP problem, starting with an 
estimate of ｻｲｾｽ＠ obtained from the conventional least squares solution. 
Letting; 
then 
where 0 ｾ＠ y ｾ＠ 1 as 2 ｾ＠ p ｾ＠ 1. 
Thus equation 7.30 becomes; 
tai [ E w:sn-iSn-J] = f w:snSn-J 
i=l n=O n=O 
which is an iterative form of the weighted covariance solution. 
(7.31) 
Comparison of equations 7.31 and 7.27 show striking similarity, although the 
derivations of the weighting functions in the two cases are clearly distinct. In 
equation 7.31, large values of the residual give small values of weight. However, 
for residual values near zero, the weighting function tends to inftnity. This 
breaches a necessary condition of the weighting function, that it must be bounded 
[21 ]. This condition is met by modifying the weighting function according to; 
Ｍ ＭＭ Ｍ ＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭｾＭＭＭ
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where e is a small positive number. 
Yarlagadda, Bednar and Watt [22], have proposed e:ffi.dent implementations of the 
iterative algorithm of equation 7 .31. Applications to synthetic signals show 
improved deconvolution for "spiky" excitations from a signal. Further 
development has been reported for this method applied to speech signals in [23]. 
The problems of stability and making a suitable selection for the value of p are 
discussed and are proposed. Results indicate improved separation of the vocal tract 
filter from the residual. 
7.5 On Huber's Robust Statistics and Lee's Method. 
The previous section has discussed the robust nature of the L 1 solution to 
innovative outliers. It was shown that an analytic solution to the L 1 problem did 
not exist but that various approximate solutions existed. In most cases, these 
methods involved the deweighting of large amplitude residuals, obtained from a 
ftrst approximation least squares solution. In particular, it was shown that the 
Iterative Reweighted Least Squares method of Byrd and Payne could provide an 
approximate solution to any LP problem (1 ｾｐ＠ ｾＲＩ＠ with arbitrary accuracy, 
obtained from an initial L 2 solution. The only requirement here was that the 
statistics of the innovations be consistent and of known value of the p-norm. 
Unfortunately, the innovations of the source-ftlter model for speech are not 
consistent. They are, in effect, a mixture of distributions lying between the 
gaussian (for turbulence and unvoiced excitation) to the almost Laplacian for the 
distribution of samples associated with the pitch pulses. A voiced sequence of 
speech innovations can, therefore, be considered as predominantly a Gaussian 
sequence of small valued samples corrupted by a small number of large innovative 
outliers. The problem of making robust parameter estimations of such mixed 
distributions was ftrst considered by Huber [24] and published in 1963. He uses 
the model; 
F(x) = (1-E)cp(x) + EH(x) (7.32) 
for the probability distribution for samples in "x" where cfj(x) .is the gaussian 
distribution which is contaminated by a fraction "e" of samples from an unknown 
distribution "H". The objective is to make robust estimations of the mean p, (the . 
location parameter) and the standard deviation cr (scale parameter) for the 
dominant distribution cp, if the value of E is approximately known, via a 
generalised fonn of maximum likelihood method. 
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Two assumptions are made concerning the distributions; 
a) The distribution is symmetric about the mean. 
b) The parameter estimators are translation invariant[2/r]. 
Given that the Maximum Likelihood Method attempts to estimate a parameter "T' 
by minimising; 
where p(xi-T) is a loss function, then the objective of a robust maximum 
likelihood estimator (M-estimate) is to choose a form for p(x) which is, in some 
way, optimal for a given distribution of x. It has been shown, already, that 
p(x )= ｾ＠ x 2 is optimal where the members of {x} belong to a Gaussian distribution, 
while p(x )= I xI is appropriate for a Laplacian distribution. The problem here, is to 
choose an appropriate form of p(x) for the mixed distribution model of equation 
7.32 which will provide an estimate of the parameter T of the dominant 
distribution and which is optimally robust to samples of the contaminating 
distribution. 
7.5.1. The Asymptotic Variance. 
According to Huber, the appropriate measure for the efficiency of an M-estimator is 
that of asymptotic variance. The asymptotic variance of an estimator is the 
variance of the distribution of estimation values of a particular parameter, where 
that estimation is performed repeatedly on different groups of samples taken from 
a larger data set. Thus for a universal set X= (x 0 .x 1 ....... xN ), the M-estimation of a 
parameter T 0 is given by; 
where 
n A axz i L -fJ (xz,i-Tz ). --.r-= 0 
i=O aTz 
such that 
·'·( ｾＩ＠ _ (Jp(xz-Tz) 
'1' Xz,i-.Ll - (JxL • 
.,.L 
and 
Ｍ Ｍ Ｍ ＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭｾＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭｾ＠
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As n--. N for large N, Tz--. T 0 and the asymptotic variance of the distribution of 
estimation parameters {Tl }, v[Tz]-+ 0 -see 1[24] for further details. Huber shows 
that the asymptotic variance; 
where 
1 V[x] = -I 
I = J[ f '(x ) ]2 f (x )dx f (x) 
is the Fisher Information Index for a probability distribution f (x ). 
(7.33) 
The importance of the asymptotic variance and its associated Fisher Information 
Index is that these functions provide a measure of the efficiency of the procedure 
used to obtain an estimate of a parameter (scale and location, in the case of Huber's 
work) from a small subset of data extracted from a larger population. 
7.5.2 The Huber Loss Function. 
Using asymptotic variance as a criteria for the efficiency of an estimation procedure, 
Huber derived a loss function appropriate to the mixed distribution model of 
equation 7 .32. For a symmetric contaminating distribution H (x ), where the 
number of contaminating samples are small relative to the total number of 
samples Ｈ･ｾＰＮＰＲＩＬ＠ there exists a loss function p(x) which minimises the maximum 
(or worst case) asymptotic variance of the estimator. Huber showed that this loss 
function was of the form; 
(7.34) 
and 
lx l>k 
The value of k is related to the degree of contamination e. It is shown that the 
upper bound for the asymptotic variance of the estimator is relatively insensitive 
to changes in E and k provided ｬＮｏｾｫ＠ ｾＲＮＰ＠ for e<0.02. Thus the setting of the 
value for k is uncritical in practical applications where the precise degree of 
contamination e is unknown. 
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Fig. 7.9 (a) Huber's loss function and (b) the derivative psi-function. 
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The graph of figure 7.9a shows the loss function p(x) plotted against x for 
equation 7.34. The corresponding derivative of p(x ), the psi-function \f!H(x) is 
plotted in the graph of figure 7.9b. This function \f!H(x) (known as the Huber 
psi-function) is defined as; 
or alternatively, 
t/1 H (x ) = x I x I ｾ＠ k 
\f!H(x) = k.sgn x lx I >k 
(7.35a) 
(7.35b) 
\f!H= min [k. max (x ,-k)] (7.36) 
It may be observed that the Huber Loss Function is identical to the loss function 
for a gaussian distribution for values of {xd less than k and identical to the 
Laplacian loss function for sample values greater the k. The Huber psi function 
ｭ･･ｴｾ＠ the criteria of being continuous and bounded. It may be thought that such a 
loss function is a piece-wise heuristic construction derived for the two well known 
distribution loss functions based on the assumption that a gaussian distribution 
contaminated by large outliers (the tails of the Laplacian distribution) would be 
best fitted by such a form. In fact the function is more exact. Huber showed that 
theM-estimator for Qaussian and Laplacian distributions formed upper and lower 
bounds on all contaminated normal distributions. Huber further shows that the 
M-estimator corresponding to this Huber psi function minimises the maximal 
asymptotic variance for all contaminated normal distributions. In other words, 
\f!H(x) produces the best possible estimation for the worst case of all contaminated 
distributions. It is further noted that this remains true even though the 
distribution of the contaminating samples are unknown. These optimal properties 
are related to the three conditions of t/1 H that it is bounded, monotone and 
continuous over all x. The result is known as an "asymptotic minimum solution" 
and, together with its insensitivity to the setting of k , lies at the heart of its 
usefulness in robust linear prediction applications. 
7.5.3. Estimation of a Robust Scale Parameter. 
One further issue should be discussed before the application of the robust theory 
can be made to linear prediction. The robust theory developed by Huber is 
primarily aimed at the robust estimation of a location parameter of the underlying 
distribution (i.e. the mean) where that distribution is stationary. The level to 
which the threshold k is set is not sensitive but its absolute value will depend on 
the absolute values of the observations made. Thus prior knowledge of the 
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observations is required before k can be set. Alternatively, a constant value of k 
may be used if it is known that the underlying distribution has been normalised. 
However, this implies a knowledge of the variance of the distribution, in other 
words a robust estimate must be made of the variance or "scale" parameter before 
fi.xing k • The estimate then becomes scale invariant • Such a procedure is 
particularly appropriate when dealing with successive estimations of a slowly time 
varying sequence, as is the case with a speech signal, the analysis of each frame 
being based on the assumption of local stationarity. The estimate of a robust scale 
parameter is more difficult than that of a location parameter because the 
distribution of the scale estimations is highly asymmetric. One approach is to 
perform a suitable transformation on the original distribution to convert the 
dependence solely on location. 
Let the distribution 
be a symmetric, contaminated normal distribution with underlying location and 
scale parameters p., and cr respectively. Let 
Y = logX 2 = 2{1og lxn I} 
be a new transformed distribution with location parameter 
A maximum likelihood solution for the scale parameter cr of distribution X = {xd 
may be deftned as; 
with respect to cr. This transforms to; 
(7.37) 
with respect to v, where; 
Yi = loglxi I 
and 
v = logcr 
and the problem reduces to one of ftnding a location parameter v, for a 
transformed distribution Y. 
. I 
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For a robust solution to the expression of equation 7.37, an appropriate loss 
function must be applied. If the predominant distribution of X is the normal 
distribution then the probability density function of the samples of Y is given by; 
1 [ -eu u I g(u) = --exp - +-ｾ＠ 2 2 (7.38a) 
with 
1 1 1 -ell u II 1 -eu 1 1 g'(u) = -- exp - +- -+-
...fi/i 2 2 2 2 (7.38b) 
Dividing g '(u) by g (u ), the derivative of the loss function for Y assuming a 
gaussian distribution of X is; 
x(u) = ｾ＠ = .!.ceu-1) g(u) 2 
The same procedure but assuming X is Laplacian gives; 
x(u) = c. sgn (eu -1) 
for some constant c. 
Thus a Huber psi function can be constructed for Y to obtain a robust estimate of 
the scale parameter. 
Letting q 2 = 2c + 1 for c ｾ＠ ; then; 
(7.39a) 
(7.39b) 
and 
n 
L,x(y;-v) = o (7.39c) 
i=O 
gives a robust estimate of the location parameter of Y which, in turn, gives the 
robust scale parameter of X. 
Noting that e1' = x? and ev = u 2 then; 
n X;W · I [ ]2 I ｩｾｏ＠ ---cf- -1 = 0 
where 
w; = !1..!!.... lx;l>qu 
X;, 
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Thus; 
(7.40) 
The solution for cr z is obtained iteratively and may be initiated by computing cr 0 
from the conventional mean square sum. The value of q depends on the 
contamination E but will be in the region of 1.5. Such an iterative approach is 
typical of robust procedures when the minimisation equation is non-linear (e.g. 
equation 7.39). The robust psi function for equations 7.39 is shown in figure 7.10. 
It will be observed in equation 7.39c, that if all {wi} tend to unity, the result tends 
to the conventional mean squared sum calculation. 
An alternative form of robust calculation for the scale parameter is possible which 
avoids the need for an iterative calculation and is therefore desirable where there is 
a need to save on computation load. It has been shown that the median of a 
distribution is more robust than the mean when the distribution is corrupted by 
outliers. There is a relationship between the median and the standard deviation for 
a distribution. 
This relationship is specified as [23]; 
(7.41) 
The term "med1 (x1 ) ", the median of the samples removes bias, if the samples do 
not have a zero median. Zero median is normally the case for speech signals. 
Assuming this condition, equation (7.41) reduces to; 
Sn = 1.483med; I X; I (7.42) 
Thus a robust estimate of the standard deviationS can be made by ordering the 
absolute values of the samples and locating the median. Computationally, this is a 
very efficient method for the robust calculation of scale, which can then be 
incorporated into the robust estimation of location using Huber's loss function. 
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Fig. 7.10 The Huber loss function for the robust estimation of the scale parameter. 
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7.5.4. Robust Estimation of Linear Prediction Filter Coefficients. 
The two previous sections have described how the application of Huber's loss 
function, to the maximum likelihood problem, provides robust estimations of 
location and scale parameters for a gaussian distribution corrupted by small 
numbers of additive outliers. These are the only two conditions that robust theory 
imposes. It is not necessary to know the distribution from which the outliers are 
derived and, although the threshold setting in Huber's loss function is dependent 
on the level of contamination, this threshold is relatively insensitive to the 
outcome of the estimation. In section 7.2, the problem of innovative and additive 
outliers was developed, as applied to an autoregressive model and the effects on 
conventional linear prediction analysis was indicated. Martin [2] extended the 
work of Huber to the problem of making robust estimates of the model parameters 
of autoregressive and moving average processes in the presence of these outliers. 
The work presented by Martin deals with generalised cases. For speech analysis, 
the observed samples of the speech signal may be treated as an autoregressive 
process (the all pole model) in which the innovations (the excitation) are 
predominantly derived from a Gaussian distribution to which innovative outliers 
corresponding to the pitch pulses, produced by the glottis during voiced speech, are 
added. 
Given a model for speech production of the form; 
the problem becomes one of making a robust estimate of the set of model 
parameters a = {al} by fi.nding; 
min'Lp (en (a)} 
n 
(7.43) 
with respect to a where p(x) is an appropriate robust loss function. Substituting 
equation 7.42 into 7.43, the problem becomes; 
(7.44) 
with respect to a • 
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Differentiating equation 7.44 with respect to each a1 in turn, in exactly the same 
manner as for conventional linear prediction, a set of p equations are obtained. 
(7.45) 
If 1/f(en (a)) = en (a) as for a true gaussian distribution, then equation 7.45 reduces 
to a set of p linear equations giving the conventional linear prediction solution. If 
Huber's psi function is applied, then the solutions are non-linear. The application 
of Huber's loss function is appropriate in the case of voiced speech where the 
underlying excitation is gaussian in which the pitch pulses represent outliers. The 
assumption is, that only a few samples belong to the outliers while the majority 
belong to the underlying normal distribution. While it is known that the constant 
threshold in Huber's loss function is not overly sensitive, the method, as described 
by equation 7.45 is not scale invariant. That is, the estimated parameters will 
depend on the absolute values of the innovation sequence. It is necessary to make 
the solution scale invariant by normalising the innovations. Thus equation 7.45 
becomes; 
N [en I ,E Sn-) 1/J ｾ＠ = 0 
n =p +1 S 
(7.46) 
where s is a robust estimation of the scale parameter of the innovations. 
Lee [23] proposed two methods for obtaining solutions to equations 7.46, both 
requiring an iterative process starting with an initial estimate of the parameters a 
and the innovations {en}. These initial estimates must be obtained using 
conventional linear prediction. The fi.rst method uses Newton's algorithm and a 
Taylors expansion to give a set of equations of the form; 
Caa=-c (7.47) 
with 
a weighted covariance matrix, 
is a column vector and 
A.a = a-0. 
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Thus; 
(7.48) 
There are two difficulties with this approach. First, an inverse to the covariance 
matrix must be found- this is usually possible though cumbersome. Second, the 
covariance matrix elements are weighted by the differential of the loss function. 
This differential of the loss function is discontinuous at the thresholds. 
The second, and more appealing method is the Iterative Reweighted Least Squares 
Algorithm (IRLS). 
Let 
where W (x ) is a weight function. Substituting in equation 7.4 7; 
£ sn-1 en (a )W (en (a)) = 0 
n=p-1 
Noting that; 
then; 
en (B) = Sn + t a;Sn-i 
i=l 
f Sn-J Sn W(en) + L, Sn-j ta;Sn-i W(en) = 0 
n=p+l n=p+l i=l 
which may be written in vector form as; 
'f 
clfz k Ｋｾ＠ = -c-r 
where 
(7.49) 
(7.50) 
By observing that 1J!H(x) = x for x <c and that 1J!H(x) = c for x ｾ｣Ｌ＠ the value of 
the weight function W (x ) can be readily ｣｡ｬ｣ｵｬ｡ｴ･ｾ＠ as; 
and 
W(x )= 1 forx <c 
W(x )=.!. forx ｾ｣＠
X 
-c 
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Fig. 7.11 The psi function and the corresponding weight function. 
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Huber's loss function and the corresponding weight function are shown in the 
graphs of figure 7.11.. It is noted that W(x) is now continuous and the form of 
equation 7.50 is identical to the standard covariance method with the exception of 
the weighting terms. Since the weight function is determined by the magnitude of 
samples in the residual, an initial estimate of the residual must be obtained. This 
method bears close similarity to the iterative methods used to obtain L 1 and L 2 
solutions as described in sections 7.3 and 7.4 .. The procedure for performing this 
robust method of linear prediction is outlined in the flow chart of fi.gure 7.12 .. 
7.5.5. Results from an Investigation into Lees' Robust Method. 
Lees' robust method as outllnahn the previous section has been implemented using 
the robust estimate of scale defi.ned by equation 7 .41. A threshold value of 1.5 was 
employed as suggested in [5]. Other values of the threshold were also tried but as 
stated in [5] the precise value does not appear critical. Iteration was continued, 
testing for convergence of linear prediction coefficients, until no further changes in 
coefficient values occurred. Typically this took around ten iterations for voiced 
speech but fewer iterations for unvoiced. 
Two separate investigations were made into the performance of Lees' method. One 
was a primarily qualitative examination of the appearance of the residual obtained 
from the robust method as compared with the residual .obtained from a 
conventional linear prediction analysis, using examples of voiced speech. Estimates 
of prediction gain and also a modifted form of prediction gain were made for these 
voiced examples (see section 5.1). 
The seoond investigation was a repeat of the use of synthetic data, described by Lee 
(6], to evaluate improvements in formant frequency and bandwidth estimation as 
a function of pitch period. 
7.5.5.1. Comparison of Residuals of Voiced Speech obtained from 
Conventional and Robust Linear Prediction Analysis. 
For this investigation, two segments of voiced speech, one male with a pitch period 
of about fifty samples (sampled at 8kb/s), and the other female with a pitch 
period of about 32 samples, were selected for analysis. In both cases the analysis 
frame length was chosen to be 200 samples. Conventional linear prediction 
analysis was performed on each, providing an initial estimate of the linear 
prediction coefficients. 
CALCULATE 
WEIGHTS. 
W(X) 
NO 
-292-
READ DATA 
SETW(x)=l 
for all x. 
-
- ,, 
-COMP1 TE 
elements of 
WEIGHTED 
covar. matrix. 
SOLVE for 
linear prediction 
coefficients. 
INVERSE filter 
DATA to form 
RESIDUAL. 
CALCULATE 
ROBUST SCALE 
parameter. 
ROBUST 
SCALE of 
RESIDUAL. 
convergence? 
YES ,, 
Fig. 7.12 Flow chart for robust linear prediction. 
Shuffle samples in 
residual to fmd median. 
Use formula of eqn. 7.42 
to find robust scale. 
-293-
These estimates were used to form an inverse filter from which a residual signal 
was obtained. The prediction gains of the two examples were measured in the 
conventional manner. A robust estimation of the valiance of the residuals was also 
made. Weights were calculated and the iterative reweighted algorithm implemented 
for several iterations, the residuals being retained on each iteration. Figure 7.13 
shows the residuals for the male segment of speech, obtained after the ftrst 
(conventional) analysis and after one, two, five and ten iterations. Visual 
inspection of the plots of the residuals reveal significant increases in the amplitudes 
of the pitch pulses. Other features such as the random amplitude variations in 
between pitch pulses remain constant. This suggests an improvement in the 
separation of voiced excitation from the vocal tract function as predicted by Lee. 
This improvement was marginally better for the female speech. However, such 
observations are rather subjective and better measures to indicate performance 
were sought. The use of prediction gain is the conventional method for measuring 
the efficiency of the linear prediction model but as discussed in Chapter 3, this may 
not necessarily be the appropriate measure in all cases. Indeed, as shown in table 
7.1, the prediction gain remains virtually static for each iteration of the robust 
process. This is not too surprising since the prediction gain assumes an underlying 
gaussian excitation while the robust method is actually transferring more power 
into the pitch pulses. A modified prediction gain measure is proposed as a more 
realistic assessment of the true performance of robust linear prediction. This uses 
the robust estimate of scale as defined in equation 7.42. The results of using this 
refined prediction gain are shown in table 7 .2 .. The prediction gain now increases as 
the number of iterations increases. It may be concluded, by comparing the two 
prediction gains, and noting that the effect of employing the robust scale estimate, 
that the effect of robust linear prediction is to transfer power from the main body 
of residual samples into the pitch pulses, making these more pronounced. 
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Fig. 7.12. Residuals of robust linear prediction for several iterations. 
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variance of ｳｰ･･ｾｨ＠ segment = 5.4515 x 10"'J -3 
iteration variance of residual prediction gain dB 
1st 4.2413 X 104 12 •• 853 
2nd 4.2364 X 104 12.868 
3rd 4.2398 X 10-4 12.858 
4th 4.2413 X 10 4 12.853 
5th 4.2416 X 10-4 12.853 
6th 4.2416 X 10-4 12.853 
7th 4.2416 X 10-4 12.853 
Table 7.1. The prediction gain from robust linear prediction using 
the conventional prediction gain measure. 
variance of speech segment= 5.415 x 10-3 
iteration variance of residual prediction gain dB 
1st 2.6975 X 10-4 20.209 
2nd 2.5075 X 10 -4 21.741 
3rd 2.3929 X 10 -4 22.782 
4th 2.4028 X 10 4 22.688 
5th 2.4028 X 10 -4 22.688 
6th 2.4028 X 10 4 tt 
7th 2.4022 X 10 -4 
" 
Table 7 .2. The prediction gain from robust linear prediction using 
a robust prediction gain measure. 
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7.5.5.2 Performance of Lees' Method on Formant Estimation. 
Lee reports on the performance of conventional and robust linear prediction in 
estimating the frequency and bandwidth of a synthetic two-pole formant excited 
by a periodic pulse sequence [5]. He claims significant improvements in both the 
estimation of the frequency and bandwidth using his robust method. His 
investigation was repeated as described except that in this case one pole-pair 
formant was used and the period of the synthetic "excitation" was varied through a 
large range of pitch values between 100 samples and 20 samples. For each value of 
pitch period, the formant spectral envelope was recovered using both conventional 
and robust linear prediction to find the linear prediction coefficients. The impulse 
response of the corresponding all-pole filter (lOth order) was then found and its 
power spectrum obtained using a high order fast Fourier transform (1024-point). 
The formant frequency and bandwidth were measured directly from these power 
spectra. Significant improvements in the spectral envelope were obtained using the 
robust method as shown in ftgure 7.14 .. 
A further test was made by keeping the pitch period constant at 50 samples (180 
Hz) and changing the formant frequency between 105 samples (700 Hz) and 15 
samples (100 Hz) in 15 sample increments in the frequency domain. The 
bandwidth was kept constant at 7.5 samples (50 Hz). The mean deviation of the 
formant frequency and the bandwidth were calculated for both the conventional 
and the robust methods of linear prediction. The results appear in table 7.3. 
Signifi.cant improvements in performance are observed for the robust method but 
the results are not as dramatic as those presented in Lees' paper where he claims an 
improvement of about three times in the accuracy of estimation. 
7.6 A Robust RELP Coder. 
Any hybrid coding scheme using linear prediction can be modified in a straight 
forward manner to use the robust method. There is an interest to employ this into 
a multipulse type coding scheme to see whether the pulse modelling is improved. 
However, multipulse schemes are complicated by the analysis-by-synthesis process 
and as an initial objective it was decided to incorporate the robust method directly 
into a full, working version of base-band RElP. Since RELP is a sequential process, 
it was easy to observe the performance of the coding scheme at each stage, 
including pitch prediction and filtering, using both robust and conventional linear 
prediction methods. It was. also of interest to observe whether any improvements 
in the e1:1coder were carried over to the decoder, after quantisation. 
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for conventional and robust linear prediction. 
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Table 7 .3. Comparison of formant frequency and bandwidth errors. 
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Unlike the results presented previously, this investigation used a relatively long 
speech file and looked at long-term average results rather than the performance of 
individual sequences. The speech fi.le used was the fi.rst fi.ve seconds of "Hello 
operator" which included male and female speech and silences. The prediction gain 
of both the linear prediction and pitch filters was recorded in 240, 160-sample, 
consecutive blocks, together with overall prediction gain and the measured pitch 
periods during voiced segments. The pitch filter prediction gain was also measured 
for identified voiced segments and compared to the overall average. The decoded 
speech fi.les for both methods were stored and changes in performance were 
identified through overall SNR and also through informal listening. 
7.6.1. Results. 
From the prediction gains obtained from each segment, the means and standard 
deviations of these were calculated. The results appear in table 7 .4. 
The unweighted or conventional method produced a linear prediction fi.lter 
prediction gain of 9.265± 0.163 compared with 9.242± 0.162 for the weighted 
method. Though there appears to be a very small decrease in performance, this is 
much less than one standard deviation and cannot be considered significant. The 
prediction gains for the pitch filter in these two situations is correspqndingly 
2.024± 0.015 and 2.102± 0.0169. It is to be noticed that the standard deviation for 
the gains of the pitch filter is much reduced compared to the linear prediction filter. 
This is a measure of the reliability of the pitch determination and filtering method 
used in this implementation of RELP. However, it does show up a small but 
significant improvement in the overall performance of the pitch filtering process for 
the robust method. This is approaching 4% of the gain. These results are reflected in 
the overall performance measure. It is unlikely that such a small improvement 
would be observable at the decoder after quantisation of the residual. 
It should be noticed that these measurements have been made over the entire 
speech file irrespective of whether the speech is voiced or unvoiced or whether there 
is silence. Clearly, the robust method is only concerned with the deweighting of 
large residual values which will not be present in silence or unvoiced speech. One 
might suspect that the pitch filter prediction gain would be much higher during 
voiced sections of the ftle while not providing any advantage elsewhere. To 
investigate this point, sections of voiced speech for both male and female speakers 
were extracted from the file and the prediction gains of the pitch filter were 
measured over these sections of speech. 
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1st predictor gain 2nd predictor gain Overall gain 
·---· ·----
UNWEIGHTED 9.265 0.162 2.024 0.015 11.290 0.177 
WEIGHTED 9.202 0.162 2.102 0.017 11.344 0.18 
·------ -------
Table 7.4 Comparison of 1st., 2nd, and overall prediction gain for RELP coder. 
2nd (PITCH) Predictor 
-
Mean Gain (dB) Increase (dB) 
Male Voiced Speech 5.0 0.35 
·-
Female Voiced Speech 3.0 0.22 
Table 7.5. Comparison of pitch predictor performance for voiced speech 
for the RELP coder. 
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The results of these observations are presented in table 7.2. As expected, the 
improvement in pitch fi.lter gain for the robust method was higher over these 
voiced sections than for the fi.le as a whole. But, it was also seen that the pitch 
ftlter gain was also higher during voiced sections compared to the remainder. Thus 
the robust methods improvement must be seen in the context of the higher 
performance for these sections of speech. It was also observed that the level of 
performance in the pitch filter for female speech was generally much lower than 
for male speech and was subject to much greater fluctuations. Thus for female 
voiced speech the robust method gave an improvement of 0.2dB over an average 
pitch ftlter gain of about 2dB for the conventional method, an improvement of 
10%, while for the male voiced speech, an improvement of 0.35dB for the robust 
method was found compared to a base average gain of 5dB, an improvement of just 
7%. However, in both cases, and particularly for the female speech, the fluctuations 
in these measurements and the relatively small number of samples that could 
easily be selected makes the results a little uncertain. 
7.7. Robust Line Spectral Pairs. 
In Lee's paper [5], results are given for the production of line spectral pairs 
derived via both the conventional and the robust methods of linear prediction. Line 
spectral pairs (lsp) have been employed as an alternative representation of the 
spectral envelope [26], in which lsp tracks closely follow the formants of the 
speech spectrum. This form of spectral representation is claimed to have superior 
properties for coding applications and fnay be further adapted for a vector 
representation of the vocal tract information [27]. In general these lsp traclffi 
would be expected to flow smoothly from one frame to the next, particularly in 
sections of voiced speech such as that found during vowel utterances. However, 
difficulties in linear prediction analysis tend not to produce such consistent tracks 
and this in turn reduces the coding efficiency of this representation. An example of 
lsp tracks for the ftrst 2 seconds of the phrase "Hello, operator" spoken by a male 
speaker, is shown in figure 7.15a.. It may be observed that there are large 
variations in the lsp tracks which tend to coincide with strongly voiced sections of 
speech. 
In Lee's paper lsp tracks are illustrated for a short section of the phrase "one" 
uttered by a female speaker. He shows that variations in the lsp tracks caused by 
the voicing in the conventional linear prediction are eliminated by the use of robust 
linear prediction. It is noted that in Lee's example, a 20ms window is employed 
but shifted in short steps of lms. 
frequency Hz 
4000 
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Fig. 7.15a The line spectral pairs derived using conventional linear prediction. 
Fig. 7.15b Line spectral pairs compared for conventional and robust linear 
prediction. 
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Thus the tracks that are given are for highly overlapped analysis windows. For 
speech coding applications, such overlapping is not used and in order to reduce 
bit-rate, it is usual to use consecutive, abutting frames with a width of around 20 
to 30 ms. 
Figure 7.15b shows the lsp tracks derived from both conventional and robust 
linear prediction for the phrase used in figure 7 .15a .. The improvements shown by 
Lee are not apparent and, indeed, it would appear that on occasions, the variations 
in the lsp tracks diverge more when using the robust method. 
Clearly there is a difference in the two lsp representations. In Lee's case, the 
interdependence of pitch and spectral parameters during linear prediction analysis 
is clearly demonstrated. It is shown that the robust linear prediction improves the 
analysis by increasing the independence of short and long term predictions. There 
are, however, other, less well-defined effects which cause variations in the linear 
prediction parameters or their lsp counter parts on the longer term, variations 
which are not related to the interference of pitch and are not, therefore, treated by 
application of the robust model. These variations appear random and may be due 
to random variations in the signal itself or due to arbitrary . alignment of the 
analysis window with the waveform prior to analysis taking place. In any case, 
robust linear prediction is unable to provide any improvement in this aspect of 
short term representation. It is further suspected that the large variations observed 
in certain sections of the lsp plots of figure 7.15b are due to the lack of guarantee 
of stability when using the covariance method for the robust linear prediction. The 
autocorrelation method, which guarantees stability, was used for the conventional 
analysis. 
7.8. Conclusions. 
This chapter has investigated the effects of corrupting influences on the linear 
prediction analysis of speech and looked at various approaches to improved linear 
prediction performance. In section 7.1 the concept of innovative and additive 
"outliers" was introduced. It was shown that while additive outliers might be 
derived from any noise source and that the precise characteristics are not possible 
to identify in general, tlle source of innovative outliers can be restricted to that 
case when the excitation is derived from periodic glottal pulses. In section 7.2, the 
specific case of linear prediction under conditions of additive white noise is 
investigated. It is shown that for the all-pole model, the effect of the added noise 
is to futroduce additional zeros which give a spectral representation in which 
formants appear suppressed and broader than the noise free counter parts. The 
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formant frequencies are also perturbed. Various solutions have been proposed to 
deal with this situation though none of these are satisfactory in speech coding 
applications. Unless noise cancellation can be introduced at source, then the 
optimum solution is one in which the overall noise level can be estimated and the 
Yule-Walker equations be given a corresponding compensation along the matrix 
diagonal before solution. Results have been given on the performance of linear 
prediction analysis for speech to which known quantities of white noise have been 
added. These results indicate that linear prediction analysis holds up relatively 
well until signal-to-noise ratios drop below 12dB. Attempts to compensate for the 
noise by arbitrary reduction in the level of the diagonal elements of the 
autocorrelation matrix give some improvement in the intelligibility but at the 
expense of some qualitative deterioration. Innovative outliers are also shown to 
have deleterious effects on linear prediction, producing errors in the linear 
prediction coefficients which depend on the pitch period of the outliers. The 
formant frequencies and bandwidths are again perturbed by the presence of 
periodic excitation pulses particularly when the pitch period becomes short. 
Section 7.3 introduces the absolute error criteria as an alternative to the 
conventional linear prediction method (which is a minimum mean square error 
criteria). It is shown that for an estimation problem in which the statistical data is 
distorted by large but sparsely populated errors, the absolute error criteria is more 
robust. However, the appropriate measure depends on the statistical distribution of 
the data to which the estimation is being fttted. Unlike the conventional or L 2 
solution, the L 1 solution is not analytic and is therefore more computationally 
demanding than the conventional approach. A number of iterative solutions are 
available. Section 7.4 examines a range of solutions which have been proposed in 
the literature for robust linear prediction. These solutions tend to be of similar 
form- an iterative process commencing with a conventional linear prediction as a 
first estimation and converging to a robust solution via weighted equations. There 
are two approaches to these types of solutions- one where the speech samples are 
weighted according to some estimation of the position of pitch pulses in the data 
and one where the elements of the covariance matrix and vector are weighted. 
Section 7.5 looks at the work of Huber and Lee's method for robust linear 
prediction. This approach demands its own section because unlike other methods 
examined here, there is a fi.rm and consistent theoretical approach to the robust 
solution based on the observed statistics of speech data. Surprisingly, however, the 
method adopted by Lee is very close to other robust methods but is claimed to be 
optimal. This was born out by the investigations carried out here. 
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A number of experimental results were presented concerning the performance of 
Lee's robust method. There are several aspects to the assessment of performance in 
the case being considered here for speech coding applications. The ftrst involves the 
properties of the primary residual signal i.e. that obtained directly after the linear 
prediction inverse ftltering. Visual inspection of sections of residual obtained by 
inverse filtering voiced speech using both conventional and robust linear prediction 
showed that the robust method produced "more spiky" or pulse-like signals. This 
was to be expected if the separation of the short and long term prediction processes 
is improved. Quantitative measures of performance using the conventional 
prediction gain produced slightly worse performance. This again would be expected 
if the consequence of robust linear prediction ｩｾ＠ to transfer power from the body of 
the primary residual signal to the pitch pulse peaks. An alternative form of 
prediction gain has been proposed which uses the robust estimate of standard 
deviation. This would be more appropriate if such a method discounts the power in 
the pitch pulses of the residual and takes into consideration only the body of 
samples closer to the mean. Using the modified prediction gain modest increases in 
prediction gain were observed when using the robust method as compared to the 
conventional method of linear prediction. The second aspect of robust linear 
prediction performance concerns the measure of formant positions and bandwidths 
derived from the spectral estimation processes. Results have been reported here 
which show that the formant estimation process is significantly improved using 
robust linear prediction when the periodic excitation is short. It should be restated, 
however, that the results found here were not as dramatic as those reported by 
Lee. Finally, the performance of both linear prediction methods were investigated 
when employed in a standard RELP coder. A RELP coder was chosen for its 
relative simplicity and ease of modification. Changes in the form of linear 
prediction used were more easily observed for this type of coder compared to those 
of the analysis-by-synthesis class. One measurement made was on the (modified) 
prediction gains of both short and long term predictors. In particular it was found 
that there were significant improvements in the performance of the long term 
predictor when using robust linear prediction. Performance for female speech 
however, was not improved as much as for male speech, something which was 
unexpected. Overall performance considerations suggest that although the robust 
method does improve the performance of the short term and long term predictors, 
there is little to be gained in coding applications which would justify the increase 
in computational load. Subjective tests of the RELP coder showed little 
improvement in performance. This can be understood when it is realised that all 
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the measured parameters are subsequently quantised for transmission to the 
deooder. The effective addition of errors to the parameters through quantisation 
masks any modest improvements realised by the robust method. 
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Chapter 8 
Concluding Remarks. 
8.1 Overview. 
This thesis has been primarily concerned with the design of a certain class of 
speech coder- the linear predictive coder. More precisely, the core of this work has 
been centered on the theory and performance of the analytic processes used in the 
encoding stage. Thus, while the importance of the relative arrangements of various 
sub-systems in a coder, the operation of synthesis and inverse filters and the design 
of the related quantisers have not been overlooked, it has been maintained that the 
performance of both the linear prediction and pitch analysis processes, under 
various conditions, are the most important factor in determining the ultimate 
performance obtainable from this class of coder and thus the study of these aspects 
constitute the major portion of this thesis. 
Performance considerations fall naturally into two categories- the performance of 
the analytic process when the speech signal has been corrupted by external, 
additive noise and that which relates to the fundamental ｰｲｯｰ･ｲｴｾ･ｳ＠ of the signal 
itself. The former category is straight forward to deal with. "Yfhere the noise is 
Gaussian, then the effect on the speech signal is to suppress the features under 
observation as the noise level rises. However, robust techniques, usually 
employing the autocorrelation function or some relative of this, are particularly 
adept at feature extraction even where noise levels are high. On the other hand, 
correlated noise (containing significant features) is difficult to handle - there ｾＩＺＧＮｙ＠
'-· .. ·. 
be no way of distinguishing noise signal from the speech. 
The second category of performance considerations are more fundamental. 
Accurate pitch estimation requires a flat speech spectrum (i.e. the removal of 
short-time correlations), on the other hand, accurate linear prediction requires the 
absence of pitch or, at least, that the pitch period be relatively long compared to 
the decay of the short-time filter impulse response. The separation of the two 
types of correlation during voiced sections of speech is an intractable problem. The 
limitation to the performance of the analytic procedures can be identified as being 
of two distinct kinds. 
Firstly, there are limitations due to the particular algorithm chosen for the 
analysis. These limitations in algorithm performance are due to the assumptions 
made in deriving that particular formulation. Choosing another algorithm may 
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improve performance under certain conditions which will depend on the particular 
speech signal under analysis. Thus one pitch estimation algorithm may perform 
better on male speech while another will be more suited to female speech for 
example. Much of this thesis has been devoted to examining the various types of 
algorithms that exist for both pitch estimation and estimation of short-time 
correlation (using linear prediction) and looking at performance characteristics for 
different types of speech source. 
The second kind of limitation is more fundamental. Underlying all the algorithms 
considered, has been the assumptions, based on the source-filter model, of the 
separability of source from vocal tract and of the linearity of the filter. This 
fundamental model has been extensively developed in chapter 3 and since this 
model has been a common basis for all analytic processes developed here, it must 
present a lower limit to the performance that is possible with this class of coding 
scheme. 
Therefore, this thesis has presented a two-tier approach. At one level, a detailed 
discussion of the processes of pitch estimation and linear predictive short-time 
analysis have been given. An extensive comparative study of pitch determination 
algorithms has been made and their performance under noisy conditions measured. 
Additionally, a highly robust pitch determination algorithm (the spectral 
autocorrelation algorithm) has been developed. The theory of linear prediction and, 
in particular, robust estimation has been presented. Chapter 7 compares a number 
of robust schemes and develops Lee's robust method and describes its application 
to linear predictive coding at low bit-rates. Results of its performance is compared 
to conventional linear prediction and an improved version of the robust method is 
proposed. 
On another level, an attempt has been made to provide a more general theoretical 
framework into which the various coders under discussion may be placed in 
context. It has been considered by this author, that many of the obstacles to the 
development and implementation of coding design, has been the lack of a clear, 
universal theoretical framework. Thus concepts such as the hierarchical structure 
of language, the application of information theory and, more particularly, a clear 
description of the source-filter model of speech production and its limitations, are 
of considerable importance in developing such a framework. It is not being claimed 
that any of these ideas are original in themselves. The hierarchical structure of 
language is a well known paradigm in linguistics. Similarly, information theory 
has been applied to the coding of signals and figures significantly in waveform 
coding. Likewise, the source-filter model of speech production and its relationship 
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to linear models (both mechanical and electrical) of the vocal tract have been well 
established sometime in the past. It is likely that many researchers in the field of 
speech processing are aware of these concepts, yet there appears to be little 
discussion in the literature of these ideas as they relate to the issues of low bit-rate 
speech coding. Thus a unified theoretical framework does not appear to be 
universally accepted or at least recognised. It is hoped that this aspect of the thesis 
may play a part in establishing acceptance of such theories. 
The remainder of this chapter will highlight the key features of this thesis, 
followed by a discussion of proposed future developments. 
8.2 The Lower Bound for Bit-rate versus Quality. 
Chapter 2 combines the two key concepts of information theory and the 
hierarchical model to form an important basis for the coding of speech signals. It is 
shown that at any level in the hierarchical structure of speech communications, a 
layer of communication is established between talker and listener. At each layer, 
the communication process is represented by a sequence of symbols and strong 
｣ｯｲｾｬ｡ｴｩｯｮｳ＠ exist between the symbols. These correlations have two functions, 
firstly it is the correlations in one layer that define the symbol sequence in the next 
higher layer in the model. Secondly, the correlations provide for robustness in the 
communication by introducing a level of redundancy. A speech coding algorithm 
will attempt to represent the signal by an alternative stream of binary coded 
symbols, with a compactness achieved through removing as much of the 
redundancy inherent in the primary signal (the speech waveform) as possible. 
Some of this redundancy may be disposed of, but much of it must be encoded and 
transmitted as "side information". Speech coding algorithms which attempt to 
operate at low bit-rates (say below 16kb/s) may be seen as trying to establish 
communication at the next higher layer in the hierarchy (in a digital format), that 
is, at the articulatory level. The class of speech coders of concern here, the linea.r 
predictive coders, fit into this category. The side information represents a 
parametric description of the articulatory state in the form of a large dimension 
vector. Where only this information is used, the coder is referred to as a vocoder. 
Unfortunately, the analytic processes used to establish the description of the 
articulatory state are far from perfect and for toll-quality coding, the vocal tract 
information must be supplemented by additional information coded at the 
waveform level. In linear predictive coding, this additional waveform coding is 
achieved by further modeling and encoding of the residual obtained after inverse 
filtering the original speech waveform with short- and long- time inverse filters 
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obtained frame-by-frame from the analysis processes. Such coders are referred to 
as hybrid coders. 
One objective of this thesis, is to ascertain whether there is some lower limit to the 
bit-rate that can be achieved (for a given level of quality) using linear prediction 
and, if so, what that lower limit might be. It is believed that such a lower limit 
does exist and the model developed in Chapter 2 explains how this limit arises. A 
coding scheme (such as a linear predictive coder) which attempts to model the state 
of the vocal tract, transmits a sequence of vectors, each vector having a dimension 
dependent on the number of parameters used to describe the vocal tract. The lower 
limit attainable for such a coding scheme is the lowest bit-rate necessary to encode 
adequately that sequence of vocal tract vectors. Though no theoretical value can be 
placed on this lower limit, various experimental evidence, presented in Chapter 2 
and Chapter 3, suggests a value of between 2-3kb/s. This, of course, assumes that 
the analytical techniques applied to the signal are a perfect representation of the 
model relating the observed waveform to the vocal tract state. There is, in fact, a 
further overhead placed on this lower limit making the true bit-rate somewhat 
higher. This overhead occurs in two parts. First, there are the assumptions of the 
source-ftlter model for speech production which ignore non-linearities and other 
complications in the vocal tract. The second are the inaccuracies that arise due to 
the analytic processes themselves- this is particularly true of the method of linear 
prediction itself. To encode the speech signal to toll-quality an additional level of 
waveform coding must be retained operating on the residual signal. Chapter 3 
examines the efficiency of conventional linear prediction whilst Chapter 4 discpsses 
residual modeling. What is clear is that the inadequacies of linear prediction 
analysis result in a considerable overhead over the lower limit for the bit-rate, 
almost certainly doubling the rate to somewhere in the. region of 5-6kb/s. 
8.3 The Assumptions of the Source-filter Model. 
The quality of coding, obtainable at low bit-rates is dependent on the efficiency of 
the analysis procedures employed in modeling the vocal tract state. In using linear 
prediction to estimate the short-time SJ?ectral envelope, a restricted model of the 
vocal tract is necessarily being adopted. Chapter 3 restates the conventional 
derivation of linear prediction but examines each stage of the development from 
the point of view of the assumptions that underlie this development. All of this 
work is well known and appears in the established literature. The purpose of 
ｃｨ｡ｰｴ･ｾ＠ 3 is to focus attention on the model being adopted by linear predictive 
analysis in order that some assessment may be made as to how well this analysis 
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technique performs on speech signals. What emerges from this discussion is that 
linear prediction is a particularly good estimation technique applied to a very 
restrictive model of speech production. The digital all-pole ftlter formed from the 
linear prediction coefficients is a direct analogue of the concatenated tube 
mechanical model and adequately describes the continuously varying cross-
sectional area model for the band limited case. The linear prediction synthesis 
fi.lter is even capable of representing vocal tract tube losses though these are 
effectively lumped together at one end of the fi.lter. The restrictions to performance 
lie almost entirely with the underlying model. First and foremost, the technique of 
linear prediction depends upon the source fi.lter model and the accompanying 
conditions of linearity. Whilst it cannot be denied that an emerging speech signal 
must be the result of some excitation source which is spectrally modifi.ed by the 
vocal tract, the assumptions of separability of source and fi.lter and of linearity are 
assumptions of convenience that have little physical justification. Further, the 
assumptions of the all-pole model not only ignore the effects that zeros have on 
the shape of the magnitude spectrum but also, since the poles must lie inside the 
unit circle, imposes a minimum phase response on the model filter. Consequently 
the phase spectrum is entirely ignored. Finally, linear prediction also imposes 
constraints on the nature of the excitation. It assumes a spectrally fiat excitation. 
Thus, linear prediction does not model voiced speech very well. This is particularly 
true for small pitch periods. Further, linear prediction assumes that the 
termination at the excitation (the fi.lter input) end of the model synthesis fi.lter is a 
short circuit. This is a reasonable assumption during the closed phase of ｾ･＠ glottal 
movement but fails to account for the coupling between supra- and sub- glottal 
tracts during the open phase of the glottis. Such considerations lead to the 
investigation of robust methods in Chapter 7. However, as far as Chapter 3 is 
concerned, the purpose is to assess how well or poorly conventional linear 
prediction performs. A theoretical estimation of performance cannot be made 
unless an exact model of the vocal tract exists which can be compared with the 
digital all-pole fi.lter model provided by linear prediction. Unfortunately, no such 
ideal model exists and so performance estimation must be made experimentally. 
The latter part of Chapter 3 concerns itself with this measure of performance. 
Some consideration has been given to -the method for making these measurements. 
The standard measure of prediction gain has been used but also a direct estimate of 
spectral flatness measure of both original signal and the residual has been made for 
a large and varied speech file. These statistics produce some surprising results. 
Linear prediction analysis fails to model the speech spectrum accurately on a 
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significant number of occasions. The application of the logarithmic reciprocal of 
the spectral flatness measure reveals additional features, including the presence in 
the histograms, derived from this measure, of two distinct distributions which are 
thought to relate to the classes of voiced and unvoiced speech. The estimated means 
for each of these distributions indicates a gain of about 13dB typically for voiced 
speech and about SdB for unvoiced speech. The equivalent distributions for the 
residual signal exhibits a mean of about SdB. Thus, there is significant amounts of 
information retained by the residual as indicated by this measure and represented 
by the degree of residual spectral non-flatness. Of course, the measurements on the 
residual signals include correlations due to pitch present in voiced speech. The 
distribution for a pitch filtered residual signal would be shifted somewhat lower-
perhaps by as much as 3dB. The spectral flatness measure is, itself, a measure based 
on the maximum likelihood theory and thus assumes an underlying Gaussian 
distribution for the innovations process (see Chapter 7). As with the robust 
theory of linear prediction, a robust spectral flatness measure needs developing to 
provide accurate estimations of linear prediction performance. Finally, in all . the 
discussion of linear prediction performance presented in Chapter 3, no mention is 
made of the modeling of the phase spectrum of the signal. Linear prediction 
attempts to match power spectra, the spectral flatness measure assesses the non-
flatness of power spectra. The all-pole model forces a minimum phase solution 
such that, in inverse fi.ltering, signifi.cant phase information, present in the original 
signal, is poorly .modelled. The residual carries this phase information as well as 
information in its power spectrum. Such topics deserve to be the subject of future 
research. 
8.4 Classes of Linear Predictive Coders. 
Chapter 4 examines the various classes of speech coder and the relationships that 
exist between them. This chapter does not attempt a literature survey of coding 
schemes, rather it concentrates on the charactertstlcs of the various schemes 
according to their modes of action- that is according to the manner in which these 
various coders exploit characteristics of speech and speech production. After a brief 
overview of general coding types, this chapter rapidly focuses on the linear 
predictive coders. There have been many different types proposed in the literature 
and the purpose of Chapter 4 is to examine the similarities and dissimilarities 
between these In the hope of gaining an Improved understanding of the way in 
which these coders function. One immediate observation is made- that in all cases, 
the decoder, in a linear predictive coding scheme, is almost identical in structure 
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save for the method by which the residual signal is introduced to the synthesis 
ftl ters. In all cases the distinguishing features lie in the arrangement in the encoder. 
It is shown that the encoder consists of three separate components -the analysis 
procedures, the prediction/inverse prediction ftlters and the residual modeling with 
quantisation. All linear predictive coders employ the analysis process, that is a 
short-time spectral estimation based on linear prediction and optionally a 
corresponding long-time or pitch analysis. It is the relative arrangement of the 
filters and quantisers and the type of residual signal modeling employed that 
distinguishes one linear predictive coder from another. 
There are three subclasses of linear predictive coder characterised by the 
filter/quantiser arrangement; 
a) In-loop process- quantiser is placed inside one of the fi.lter loops. 
b) Sequential process- short-time fi.lter, long-time fi.lter and quantiser. 
c) Analysis-by-synthesis. 
The differences in the properties between these three classes are discussed, in 
particular the interactive effects of quantisation with the prediction fi.lters for the 
various arrangements. Within each class various sub-classes of coder arise defined 
by the method in which the residual is modeled before or as part of, the 
quantisation procedure. Fundamentally, any residual modeling technique can be 
applied to any one of the three main sub-classes of linear predictive coder. There 
are four distinct modeling techniques that may be employed. 
a) Low-pass filtering with down sampling - base-band excitation. 
b) Transform encoding of residual- DCT or filter bank. 
c) Sparse pulse modeling of residual- e.g. multipulse. 
d) Vector quantisation of residual- VQ-RELP and CELP. 
The fi.rst two techniques have, in the main, been applied to sequential RELP coders 
at 9.6kb/s plus while the latter have been more successful at lower bit-rates in 
analysis-by-synthesis coders. However, such analysis-by-synthesis techniques have 
also been applied at higher rates. 
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Finally, Chapter 4 compares the analysis-by-synthesis coding schemes to the 
analysis and synthesis schemes. By making the assumption of linear operation for 
the prediction filters, it is shown that analysis-by-synthesis coders are still 
essentially RELP type coders using a more complex form of residual modeling 
based on an analysis of the entire frame of a residual. The closed loop for the 
modeling procedure is not a continuous signal loop, but is completed by a "logic" 
path linking the choice of residual model to the minimum error criteria. This is 
the key difference between the two types of coder. Analysis-and-synthesis coders 
(whether sequential or in-loop) operate on the signal continuously sample by 
sample. Consequently, problems due to filter memory are of no concern. However, 
in the analysis-by-synthesis schemes, because the residual is modeled on a frame 
by frame basis (the frames often being relatively short), filter memory is of 
consequence as the coder moves from one analysis frame to the next. Thus 
analysis-by-synthesis schemes require adjustments for filter memory to be made. 
The purpose of Chapter 4 is to overview the general operation of all these hybrid 
linear prediction schemes and to show the relationship between them. The key 
areas of each coder, analysis, quantisation, filtering and residual modeling are 
identified. The overall performance of any example of coder depends on the 
performance of these constituent parts and on the interaction between these. The 
main emphasis in current linear predictive coder design is to improve the residual 
modeling with fewer bits per frame. However, the performance of the residual 
modeling and its quantisation, directly depend on the quality of the original short-
and long-time analysis procedures. The better these analyses model the original 
signal, the better the prediction gain of the filters and the flatter the consequent 
residual making it simple to model and quantise. Thus, the main thrust of this 
thesis has been directed towards an investigation of these analytic procedures as a 
prerequisite to good overall performance. 
8.5 Pitch Estimation. 
After vocal tract modeling, the correlations present during voiced speech represent 
a major source of redundancy. Analysis and filtering of pitch in voiced speech is 
essential for coding at low bit-rates. The pitch filter, like its short-time 
counterpart, is an all-pole filter consisting of one to three taps. Because the 
correlations being identified are between samples situated some time interval apart, 
pitch analysis consists of two tasks - a measure of the pitch period and a measure 
of the filter coefficients. Because of the small number of taps in the all-pole filter, 
the measure of the filter coefficients is not difficult. However, an accurate estimate 
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of the pitch period is essential for efficient quantisation operation of the long-time 
predictor. 
Chapter 5 examines the problems associated with the design of pitch estimation 
algorithms. Section 5.2 discusses the nature of voiced speech, the motion of the 
glottis and the resultant shape of the time waveform produced during voiced 
speech. The interaction between the glottis and vocal tract during open and closed 
phases of the excitation is described together with other features such as the likely 
range of pitch period that will be observed in human speech and the difficulties 
involved where the pitch period is ill-defined. It is shown that a more complex 
model for voiced excitation is ideally required but that the computational burden 
of such models renders these impractical. Section 5.3 reviews the early work of 
A tal and shows that both short- and long- time predictors should analysed 
simultaneously for accurate estimation. The non-linear solutions that arise lead to 
a separation of the two analyses as a fi.rst order approximation. Because the 
prediction analyses for the vocal tract and the pitch must be treated 
independently, it becomes possible to investigate a complete range of pitch 
estimation techniques which might be incorporated into the encoder. Of interest, 
here, is whether one candidate provides a more accurate estimation than another 
within the context of the overall coder design, particularly where the speech signal 
is corrupted by noise. Chapter 5 continues with a general development of t);le form 
of pitch determination algorithms. The three stage pipe-lined process has been 
identifi.ed and various methods of pre-processing has been discussed. Since the 
application is that of pitch estimation used in conjunction with linear prediction, it 
would appear most appropriate to use the fi.rst residual signal as input to the pitch 
analysis stage, thus employing the linear prediction stage as the pre-processor . 
Section 5.4 examines the various classes of short-time analysis pitch determination 
algorithms which are the types most appropriate to coding.- The fi.ve sub-classes-
autocorrelation, AMDF, maximum likelihood, cepstral and the more amorphous 
group of frequency domain techniques, are each defined. The various relationships 
between these sub-classes are explored. It is noted that the cepstral teclmique is one 
of a more general sub-class of "double transform" pitch determination algorithm in 
which a non-linear operation is applied to the Fourier transform of the signal 
before returning to the time domain via an inverse transform. The autocorrelation 
method can also be include4 within this category. It is also noted that the 
autocorrelation and AMDF methods are equivalent to the L 2 and L 1 maximum 
likelihood solutions applied to short-time analysis as developed in Chapter 7. This 
has bearing on the robustness of these functions. Similarly, the maximum 
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likelihood function is equivalent to a least-squares solution for a pulse-train with 
additive outliers also mentioned in Chapter 7. 
The sub-class of frequency domain techniques has been described in some detail 
.. 
since these were of subsequent interest in developing a -new robust pitch 
determination algorithm. In fact the frequency domain techniques constitute a 
range of methods all of which operate on the power spectrum. These methods 
attempt to measure the spacing between harmonics in the spectrum which are the 
frequency domain representation of time domain pitch pulses. Such methods are 
potentially very robust because of the robust nature of the power spectrum, yet 
the accuracy of such methods is highly dependent on the way in which the initial 
Fourier transform is applied. ｓ･ｾｴｩｯｮ＠ 5.5 specifically deals with the issue of 
interpolation in the frequency domain and the limits which arise from the use of 
finite time windows. 
Chapter 5 is essentially a review of pitch determination algorithms and a 
discussion of issues relating to their application in speech coding. Work on robust 
performance, the comparative study on noisy speech and development of an 
original frequency domain pitch determination algorithms are left to Chapter 6. 
8.6 Comparison of PDA Performance for Noisy Speech. 
The accuracy of a pitch determination algorithm is important for the effective 
removal of long-time correlations. It is important to know how an algorithm will 
perform when the input signal is corrupted by noise. Chapter 6 investigates the 
effect of noise on the main classes of pitch determination algorithm outlined in the 
classifi.cations of Chapter 5. Once again, in the absence of any other model, a white 
noise source is used. In section 6.2 a theoretical model is adopted for an idealised 
pulse train to which white noise is added. A prototype form for a pitch 
determination algorithm has been developed. The performance of such an algorithm 
when operating on a noisy signal is defined by a probability of error that a sample 
of the added noise will exceed the height of the identifying pulse in the pitch 
determination algorithm output. Successive sections apply this theoretical model to 
the AMDF, autocorrelation, and maximum likelihood functions and show for each, 
the robustness of these algorithm to added noise defined by the probability of error 
measure. The application of the idealisoo pitch pulse model with added noise to 
these various pitch determination algorithm methods clearly illustrates the relative 
noise suppression properties, particularly the behaviour of the autocorrelation and 
maximum likelihood fUnctions which exhibit strong robustness to added noise. It 
is interesting to note the relative lack of robustness of the AMDF algorithm. 
----- J 
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Comparison between the AMDF and autocorrelation pitch determination 
algorithms on the one hand and the L 1 and L 2 solutions for linear prediction on 
the other (as discussed in Chapter 7), show a reversal in relative robustness, which 
is consistent with the two separate applications, long- and short- time predictions. 
In the case of short-time prediction, the Lcsolution is dominated by innovations 
clustered close to the zero mean and relatively immune to the effects of outliers, 
while as applied to the estimation of long-time correlations, this same property 
renders the AMDF (the pitch equivalent of the L 1 solution) sensitive to added 
Gaussian noise when trying to identify the correlation of pitch pulses. Similarly 
the reverse situation exists for the L 2 solution and its pitch equivalent - the 
autocorrelation method. 
It is possible, at least as far as pitch determination is concerned, to derive more 
robust algorithms- the maximum likelihood is one example. Chapter 6 introduces 
another example, a method developed by this author, which exploits noise 
robustness in the frequency domain. As pointed out in section 6.3, the power 
spectrum of a signal, being the Fourier transform of the autocorrelation function, 
also exhibits noise robust properties. Application of the idealised pitch model 
confirms this fact, though the noise distribution in the power spectrum is no longer 
Gaussian but is a skew (Chi-squared) distribution. The spectral autocorrelation 
function has been introduced as a method for estimating the harmonic spacing in 
voiced speech power spectra. It is not unlike the harmonic comb in concept but, by 
utilising a frequency domain autocorrelation function, it provides increased 
robustness. Section 6.3 has developed the definition of the spectral autocorrelation 
function, derived its noise robust properties and discussed certain modifications 
that are necessary to improve its performance. These include the use of zero 
padding in the execution of the Fourier transform to obtain improved peak 
identification, the use of appropriate frequency domain windows to suppress 
contributions from the poorer high frequency harmonic structure and use of a 
2nd-order differentiation on the spectral autocorrelation function to enhance the 
presence of the harmonic peaks. Finally, this section compares the theoretical 
performance of the spectral autocorrelation function to the other correlation-type 
pitch determination algorithms. One interesting feature of the performance 
measures shown in figure 6.14, is the convergence of performance as the signal-to-
noise ratio for the idealised model worsens. Thus, the spectral autocorrelation 
function exhibits superior robust properties for signal-to-noise ratios in excess of 
this convergence point which occurs at about -7dB. 
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For the calculation of theoretical performance, an identical form for identification 
of the pitch peak in the pitch determination algorithm output was used for each 
candidate. This enabled proper comparison to be made. However, in operating 
these algorithm on real signals (in this case the residuals obtained from long speech 
files) the output of each candidate required slightly different treatment. The 
spectral autocorrelation function method required a modified peak picking routine 
which further enhanced its performance. This is discussed fully in section 6.4 .. The 
modifi.ed routine involved a normalisation of the spectral autocorrelation function 
and the application of a threshold. Not only does this improve the performance of 
the spectral autocorrelation function, but also provides a means for using the 
algorithm for making voiced/unvoiced decisions. 
Section 6.5 reviews a number of comparative performance studies for pitch 
determination algorithms that have appeared in the literature. While many papers 
in pitch detection might compare a novel technique with some other candidate, 
only a few papers have reported extensive comparative studies. In each case, the 
criteria employed have been different and various algorithms have been used in 
each case. In the most frequently quoted study by Rabiner et al. (Chapter 6, ref. 
[2]), seven algorithms were compared using telephone quality speech, yet no 
investigation was made on the performance obtained with added noise. Other 
comparative studies provide useful results but are not directly appropriate for the 
applications being considered here. Thus a new study was undertaken for 
I 
investigating the performance of algorithms appropriate for linear predictive 
coders. Of major consideration, in the design of this study, was consistency of 
operation and application. A candidate was chosen from each sub-class of pitch 
determination algorithm type, as identified by the classification strategy of Hess. 
Each candidate used identical pre-processing and the overall level of complexity 
was made as nearly equal as possible. By stressing these consistencies, it was hoped 
to provide reliable information on the likely performance each of the candidates 
would achieve in a practical situation. The results provided some surprises, though 
generally there was good agreement between the results of the study and the 
theoretical model described in the earlier sections of Chapter 6. Variability in 
results could be ascribed to statistical variations in the speech data used and to the 
fact that even though relatively long speech files were used, the data was probably 
still insufficient to produce total consistency. This comparative study found that 
the spectral autocorrelation function performed well, particularly with the male 
speech . . Thus this method provides an exceptionally robust procedure for 
estimating average pitch though its compleXity is significantly greater than the 
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· standard autocorrelation method. It is likely, that unless very noisy conditions are 
expected during operation, the autocorrelation method remains the favoured 
candidate as being a good compromise between computational effort and 
robustness. 
8. 7 Robust Linear Prediction. 
In earlier chapters, in particular Chapter 3, the limitations of linear prediction 
analysis and the difficulty in adequately separating the short- and long-time 
prediction analyses, were highlighted. The issue of accurate analysis where the 
signal data has been corrupted by added noise, has also been raised. In Chapter 7, 
these issues have been examined in detail. Robust linear prediction refers to any 
one of a number of processes which improve the accuracy of linear prediction when 
the sampled data varies from an assumed generating distribution due to 
corrupting data. Because the speech model being used is that of a linear system, 
the observed data may become corrupted in one of two ways. Firstly, when the 
excitation sequence is corrupted and secondly when the output data is corrupted. 
Martin refers to these cases as innovative and additive outliers respectively. The 
. use of the term "outlier" implies that the corrupting data is derived from a distinct 
but unknown distribution. Usually, the corrupting data is assumed sparse with a 
scale parameter (standard deviation) several times larger than· that of the main 
data. These concepts have been usefully applied to linear prediction analysis of 
speech. Additive outliers correspond to the case of speech corrupted by added noise 
while innovative outliers are appropriate for the case of voiced speech where the 
innovative outliers are identified with glottal pitch pulses. Unfortunately, in the 
case of added noise, the distribution of the noise is rarely distinct from that of the 
speech data itself. The distributions of the data may well be very similar with the 
scale parameters being of similar magnitude. In such a case, the robust statistical 
analyses derived by Martin and others are less useful. It is strictly necessary to 
know the nature and scale of the additive noise distribution before compensation 
can be employed. Section 7.2 examines the effects of additive Gaussian noise on the 
conventional linear prediction analysis of speech and shows how such added noise 
tends to produce a vocal tract fi.lter model with reduced and broadened formants. 
Experimental data has been presented which confirms this and measures the extent 
of the distortion as a function of signal-to-noise ratio. The .data presented in 
Chapter 7 indicates that the conventional linear prediction will perform relatively 
well for s.n.rs above 12dB. Though techniques to enhance the formants of the 
model exist, if the snr is not known, the most useful procedure would seem to be 
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that of noise cancellation. 
The difficulty in making accurate linear prediction analyses during .voiced speech 
and, in particular, the dependence of the analysis performance on the alignment of 
the analysis frame relative to the position of the pitch pulses has been known for 
as long as linear prediction itself has been applied to speech analysis. A number of 
papers have appearoo in the literature over the years which attempt to deal with 
this situation. These various methods are reviewed in section 7.4 .. It is shown that 
in almost all cases, the methods employ some form of iterative least-squares 
algorithm, in which the glottal pulses are identified and their effects suppressed. 
The initial estimate for this iterative process is derivoo from a conventional linear 
prediction analysis. The deweighting may be applied to either the speech data or 
the covariance Cor autocorrelation) matrix elements in the Yule-Walker equations. 
The robust method of Lee, based on Huber's robust statistics, is extensively 
described in section 7 .5 .. It is shown that this method is an optimal form of a class 
of estimation procedures to which other robust algorithms belong. In this case the 
algorithm has an analytic rather than a heuristic basis and consequently the 
deweighting is applied via Huber's loss-function, treating the pitch pulses as 
innovative outliers. Lee's algorithm has been implemented and results have been 
presented of its performance. A modification to the algorithm has been described in 
section 7.5.3 .. During each iteration it is necessary to renormalise the residual 
sequence using a robust estimate of the scale parameter. Lee proposes Huber's 
robust scale estimate which itself is an iterative procedure. Thus the entire robust 
algorithm becomes computationally intensive. An approximation to the robust 
scale can be derived via the median of sample moduli (the MAD function). This 
has been employed in an implementation of Lee's method and the use of this 
modification considerably reduces the computational burden. Results taken on real 
speech data and also synthetic data have shown that this algorithm deoouples the 
effect of pitch alignment to the estimates of formants. However, Chapter 7 
concerns itself with the application of such methods to speech coding. To correctly 
observe the effects of the robust method, a suitable measure of prediction gain is 
also required- this has been developed by employing robust scale estimates. It is 
shown that Lee's method produces small but significant increases in prediction gain 
both in the short- and the long-time predictors of a standard RELP coder. It was 
also hoped that this method would produce increasoo consistency between adjacent 
frames. However, examining the performance of line spectral pair plots indicated 
that no such improvement occurred and, in fact, the method caused instabilities in 
certain places in the speech file. The long term consistency of linear prediction 
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parameters remains a topic for further investigation. It is likely that quantisation 
of the linear prediction parameters would make any improvements, that the robust 
linear prediction method might provide, unobservable and the additional 
computation unjustifi.ed. 
8 .. 8 In Summary. 
This thesis has concerned itself with speech coding at two levels. On the one hand, 
the early chapters have attempted to establish a theoretical framework, within 
which, the operation of various speech coding algorithms may be understood. Such 
a theory may well lead to the development of completely new coder designs -
though that avenue has not been explored here. At the very least, however, such 
generalised theory assists in giving a clearer understanding of the detailed 
algorithmic processes examined in the rest of the thesis. In examining the detail of 
various analytic processes, their interaction with each other and the resultant 
performance when operating on real speech signals (noisy or otherwise), it is all 
too easy to loose sight of the overall objectives one is trying to achieve. Further, as 
pointed out earlier on, there seems to be little opportunity to discuss such general 
issues in the conventional literature- this thesis seemEd an ideal place to discuss 
these matters. 
If this is the broad view, then the examination of the analytic processes involved 
in encoder design represent the fundamental level of investigation. This detailed 
examination into the design and performance of analysis techniques constitutes the 
majority of the work presented in this thesis. It could be reasonably argued that 
there are intermediate levels of treatment _ for this subject which have been 
neglected. Investigation into particular speech coder designs and performance 
appear frequently in the literature, yet, as with more general theories, the detailed 
treatment of the underlying processes are less frequently in evidence. 
This thesis set out to examine those factors which affect the quality and 
performance of the class of hybrid linear predictive coders operating at 
intermediate bit-rates (4-12kb/s). Having determined that, because of the 
synthesis model that all linear predictive coders. adopt, the decoder structure in all 
cases is almost identical, then variation in performance must lie in the design of 
the encoder. It has been shown that there are just three key elements to the encoder 
-the analysis procedures, the inverse filters and the modeling of the residual signal 
with quantisation. Of these three areas of design consideration, it is asserted that it 
is the analytic processes that are fundamental to coder performance. However, one 
might experiment with bit-allocation in quantisation, employ weighting or post-
I· 
I 
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filters to mask or redistribute quantisation noise or employ complex models to 
represent the residual signal, it is the ability of the analytic techniques to 
accurately represent those essential features of the speech signal that determine the 
ultimate level of performance that can be ｡｣ｨｩ･ｶ･､Ｎｾ ｾｾ＠
The theory of linear prediction and the design of linear predictive coders is now 
nearly fully developed. Already, toll quality real-time implementation of coders 
using linear prediction exist in the 12-16kb/s region. These have been with us for 
some time. More recently, good quality codecs based on CELP, have appeared 
operating in real-time at rates around Skb/s. Evidence that has been presented here, 
indicates that such schemes are approaching the limits of what is possible with 
linear prediction. That is not to say that there are not areas of the subject that 
require further research. Various suggestions have appeared throughout this thesis. 
Perhaps the two most obvious avenues for the future are the development of an 
integrated procedure for the simultaneous analysis of short- and long-time 
analysis. This would probably be based on an iterative approach similar to the 
robust methods. The other would be further investigation into the nature of the 
residual signal. Some aspects of this have been approached here but questions 
remaining to be answered are: 
What are the features that are contained in a residual signal necessary for the 
faithful reproduction of the original signal? 
and, 
Can those features be accurately extracted by further analysis procedures? 
For the future, there is likely to be a demand for speech coders operating at much 
lower bit-rates (lkb/s or less) but still offering near toll-quality and certainly 
with performances far superior to the current class of vocoder used at these low 
bit-rates for military communications. The work presented here shows that linear 
prediction is unlikely to be appropriate. New coding algorithms need · to be 
developed which are based on non-linear models for speech analysis and synthesis. 
Neural networks and chaotic systems are just two of the possible approaches to 
such non-linear modeling. These techniques are, however, very new and require 
much development. It will be some time before such techniques are regularly 
applied to practical coder designs. In the mean time linear predictive coders will 
certainly become well established for toll-quality digital networks operating at 
bit-rates between 8 and 16kb/s. The theory, development and implementation of 
this class of coder is now well understood. It is hoped that this thesis has made 
some contribution to that understanding. 
