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Abstract
In this paper, we nd the genus distribution and average genus of Ringel ladders. We then
use the genus distribution to look at the probability of nding an imbedding with one region
as used by Ringel and Youngs in their proof of the Heawood Map Coloring Theorem. c© 2000
Elsevier Science B.V. All rights reserved.
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1. Introduction
In recent years, a lot of attention has been given to the genus distributions and
average genus of graphs (a few references are the following: [1,3{9,12{15,17{23,26]).
In this paper, we synthesize several ideas from topological graph theory into a new
technique for nding the genus distribution of graphs. We use this technique to nd
the genus distribution of a class of graphs called Ringel ladders. We also nd the
average genus of Ringel ladders and look at imbeddings with one region. These were
used by Ringel and Youngs in their proof of the Heawood Map Coloring Theorem
[16]. We should note that Klein is said to have found the genus distribution for Ringel
ladders independently [9], but he has not published his work. This paper is important
for several reasons: rst of all, the genus distribution of closed-end ladders has not
been published; secondly, we go beyond just nding the genus distribution, and give
a new technique that potentially can also be used in nding other genus distributions.
We then use the genus distribution of Ringel ladders in several new applications.
It is assumed that the reader is familiar with the basics of topological graph theory
as found in White [25] and in Gross and Tucker [10]; but we will review some
basic concepts. We will use the term pseudograph if there are loops and multiple
adjacencies. Whenever we use the term imbedding, we are referring to an orientable
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2-cell imbedding. If G is a connected pseudograph of order p and size q imbedded on
the surface of genus i, with r regions; then by the Euler Identity we know that
p− q+ r = 2− 2i (1)
(see for example [25, p. 46]). The genus of a graph G; (G), is the minimum genus of
all surfaces on which G can be 2-cell imbedded while the maximum genus of a graph
G; M(G), is the maximum genus of all surfaces on which G can be 2-cell imbedded.
The genus distribution is a sequence where the ith term of the sequence is the number
of 2-cell imbeddings of the graph on the suface of genus i. The average genus of
a graph is the expected value of the genus random variable. A splitting tree of a
connected pseudograph G is a spanning tree T for G such that at most one component
of fG − (edges of T )g has odd size. We know
M(G)6

q− p+ 1
2

(2)
(see for example [25, p. 65]) and that equality holds if and only if G has a splitting
tree.
If we have a cubic graph, then at each vertex there are two possible cyclic orderings
of its neighbors. We will denote one of these two cyclic orderings as ‘clockwise’ and
the other as ‘counterclockwise’. If a vertex has the ‘clockwise’ ordering of its neighbors
in a particular imbedding, it is customary to color the vertex black. Similarly, we will
color the ‘counterclockwise’ vertices white. This is the same notation used by Ringel
[16, p. 17]. So when we draw an imbedding on the plane and color the vertices
black and white, we are not necessarily referring to the planar imbedding, but to the
imbedding which has the corresponding ‘clockwise’ and ‘counterclockwise’ vertices.
If we have a geometrical drawing of a pseudograph, G, (not necessarily imbedded
on a surface), there is a technique that can be used to nd the specic regions or faces
of the graph. Surround each edge with a thin band called a 1-band. If a 1-band is
not coherently oriented, as induced by the vertex orientation, give it a twist; otherwise,
leave it untwisted. Fig. 1 shows edges with and without twists where the black vertices
are clockwise and the white are counterclockwise. Drawing around the 1-bands, follow-
ing the twists, allows us to trace out the region boundaries of the graph. Fig. 2 shows
a trace of the region boundaries for a given graph. The traces of the region bound-
aries are called edge-orbits. For more information on nding regions by this method,
see [10].
Some of our counting methods are based on combinatorial arguments given by Furst
et al. [6]; their paper provides good background material. We also use some of the
Fig. 1. Twists of 1-bands.
E.H. Tesar /Discrete Mathematics 216 (2000) 235{252 237
Fig. 2. Imbedding regions.
Fig. 3. The Ringel ladder R4.
Fig. 4. The closed-end ladder L4.
same denitions used by McGeoch [14]; however, it is not necessary to have seen his
work to understand this paper.
Ringel ladders, Rn, are the graphs used by Ringel and Youngs in their proof of the
Heawood Map Coloring Theorem. Fig. 3 shows the Ringel ladder R4.
The Ringel ladder, Rn, can be formed by subdividing the end-rungs of the closed-end
ladder, Ln, and adding an edge between these two new vertices. The closed-end ladder
L4 is shown in Fig. 4.
If we can determine whether or not the two new vertices created by the subdivision
are on the same region in an imbedding of the closed-end ladder, we can use a special
case of the Ringeisen{White Edge Adding Lemma [2, p. 135] to determine the surfaces
on which the corresponding Ringel ladders will be imbedded.
We need the following denitions for closed-end ladders. Our notation will be very
similar to the notation used in the paper by Furst et al. [6], but there will be a few
dierences. The rungs on the ends are called end-rungs, while the ones in the middle are
called mid-rungs. A mid-rung is called matched if it is the same color at both ends,
otherwise it is called unmatched. Two matched mid-rungs are consecutive matched
mid-rungs if there are no matched rungs between them. Two consecutive matched
mid-rungs form an even gap (odd gap) if the number of unmatched rungs between
them is even (odd). [NOTE: This diers slightly from the denition that Furst, Gross,
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Fig. 5. Two similar rungs.
and Statman used for closed-end ladders. They included the end-rungs when they were
considering even gaps. Since we need to determine whether the end-rungs lie on the
same region, we do not want to include the end-rungs in the even (odd) gaps.] An
end-rung and its consecutive matched rung form an even-end gap (odd-end gap) if
there is an even (odd) number of unmatched rungs between them. Two consecutive
unmatched mid-rungs are called similar if they are colored the same at the top and
bottom. Fig. 5 shows two similar rungs.
Some notation that we will use is as follows: n= number of mid-rungs, m= number
of matched mid-rungs, k= number of even gaps, and e= number of even-end gaps.
1.1. The special case of the Ringeisen{White edge adding lemma
Take a closed-end ladder, Ln, and subdivide the two end-rungs, getting L0n. Call the
two new vertices created by the subdivision v and u. Let Rn = Ln + uv. Corresponding
to each imbedding of Ln, there are four imbeddings of Rn. Suppose Ln can be 2-cell
imbedded on the surface Sh with r regions. In this imbedding, v and u each lie on two
regions (the regions of v are not necessarily distinct from each other or distinct from
the regions of u and vice versa). The four imbeddings of Rn which correspond to this
imbedding of Ln can be determined from the imbedding of Ln by the following ve
cases.
Case 1: None of the regions that border v are the same as any of the regions that
border u. In this case, all four of the imbeddings of Rn are on Sh+1 with r−1 regions.
Case 2: There are two distinct regions bordering each vertex. One of the regions
bordering v also borders u. In this case, there is one imbedding of Rn on Sh with r+1
regions and three imbeddings of Rn on Sh+1 with r − 1 regions.
Case 3: Without loss of generality, there are two distinct regions bordering v and
one distinct region bordering u. One of the regions bordering v is the same as the
region bordering u. In this case, there are two imbeddings of Rn on Sh with r + 1
regions and two imbeddings of Rn on Sh+1 with r − 1 regions.
Case 4: All four of the regions are the same region. In this case, all four imbeddings
of Rn are on Sh with r + 1 regions.
Case 5: There are two distinct regions bordering v and two distinct regions bordering
u. Each of the regions bordering v is the same as one of the regions bordering u. In
this case, there are two imbeddings of Rn on Sh with r+1 regions and two imbeddings
of Rn on Sh+1 with r − 1 regions.
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Fig. 6. An unmatched rung.
Fig. 7. A matched rung.
1.2. Genus distributions for Ringel ladders using Ringeisen{White edge adding
lemma
Furst, Gross, and Statman [6, Lemma 2.1, p. 26] showed that any odd gap can be
replaced with a gap of length one without having any eect on the number edge-orbits
and any even gap can be replaced by either no rungs or two dissimilar unmatched
rungs again without changing the number of edge-orbits. After doing this reduction,
odd gaps look like one of the gaps in Fig. 9 (or their mirror images), even gaps look
like one in Fig. 12 (or their mirror images) and the end gaps, even-end and odd-end,
look like the ones in Figs. 10 and 11, respectively (or their mirror images). Here it is
important to note that when we take the mirror image of a map, the vertices that were
‘clockwise’ become ‘counterclockwise’ and vice versa. Thus, taking the mirror image
of a map does not have any eect on the edge-orbits. For the rest of this paper, if we
say that a graph is of a certain type, we are including the mirror images even though
we will not explicitly mention them.
An edge-orbit is said to reverse direction at a rung if it was going from left to right
and is now going from right to left or vice versa; if an edge-orbit does not reverse
direction at a rung, it is said to pass through the rung. In Fig. 7, two of the edge-orbits
reverse direction, while all the edge-orbits in Fig. 6 pass through the rung. We can
divide the even gaps into two dierent types based on whether the edge-orbits pass
through the gaps or not. The even gaps on the left-hand side of Fig. 12 allow two
edge-orbits to pass through, while the even gaps on the right do not. We will call the
even gaps on the right-hand-side turnabouts.
Lemma 1. If the end gap is odd; then the end rung lies on only one region.
Proof. After reduction, the odd-end gaps look like in Fig. 11. From this we see that
the end rung lies on only one region.
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Fig. 8. Edge-orbits when m = 0.
Fig. 9. Edge-orbits of odd gaps.
Lemma 2. If the end gap is even; then the end rung lies on two regions.
Proof. After reduction, the even-end gaps look like Fig. 10. We see that the end rung
lies on two regions.
Lemma 3. The end rungs lie on the same region if and only if there are no turnabouts.
Proof. If there is a turnabout, no edge-orbits pass through the gap, so the end rungs
cannot lie on the same region. If there are no turnabouts, then the two end rungs lie on
the same region since the odd-gaps (Fig. 9) allow all of the edge-orbits to pass through
and the even gaps that are not turnabouts allow two edge-orbits to pass through.
Lemma 4. If m= 0 then the both end rungs lie on either one or two shared regions
depending on whether n is odd or even; respecively.
Proof. Let m= 0. In this case, the ladders look like one of the two cases of Fig. 8.
If we put all of the above information together, we get the following theorem.
Theorem 5. If we have an imbedding of Ln; the following criteria describes which of
the previously listed cases the imbedding is in:
Case 1: At least one turnabout and m>1.
Case 2: Both of the end gaps are even-end gaps; there are no turnabouts and m>1.
Case 3: Exactly one of the end gaps is an even-end gap; there are no turnabouts
and m>1.
Case 4: Both end gaps are odd-end gaps and there are no turnabouts.
Case 5: The number n is even and m= 0.
E.H. Tesar /Discrete Mathematics 216 (2000) 235{252 241
Fig. 10. Edge-orbits of even-end gaps.
Fig. 11. Edge-orbits of odd-end gaps.
Fig. 12. Edge-orbits of even gaps.
1.3. Counting the number of imbeddings in each case
We will use a combinatorial expression to help us determine how many imbeddings
of Ln (with m matched rungs) are in each of the above cases. Let b(p; q; k; e) equal
the number of ways to put p identical balls into q distinct boxes (the boxes are in
a row) so that e of the end boxes have an even number of balls (e = 0; 1; 2) and so
k non-end boxes also have an even number of balls (this is similar to the expression
b(p; q; r) used by Furst, Gross and Statman). We will end up with k + e boxes with
an even number of balls, and q− (k + e) boxes with an odd number of balls. Of the
boxes with an odd number of balls, 2 − e of them will be end boxes. This means
there will be [q− (k + e)− (2− e)] = q− k − 2 boxes that contain an odd number of
balls and are not end boxes. First, one ball is placed in each of the odd boxes. Then
we will put the remaining balls by pairs into the q boxes. We have 2 end boxes and
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need to choose 2− e of these to be odd. Then consider the q− 2 non-end boxes; we
need to put one ball in the q− k − 2 of these that are odd. After doing this, there are
p− (2− e)− (q− k − 2)=p− q+ k + e balls left. These balls are distributed in pairs
into the q boxes. In order to do this, we use the combinatorial formula
t + w − 1
t

=

t + w − 1
w − 1

; (3)
which counts the number of ways to put t identical objects into w dierent boxes (see
for example, [24, p. 194]). In this case, the t identical objects are the (p−q+k+e)=2
pairs of balls; and q is the number of boxes. So,
b(p; q; k; e)
=
8><
>:
0 if p− q+ k + e is odd;
2
2− e

q− 2
q− k − 2
 p−q+k+e
2 + q− 1
q− 1
!
otherwise;
=
8><
>:
0 if p− q+ k + e is odd;
2
e

q− 2
k
 p−q+k+e
2 + q− 1
q− 1
!
otherwise:
(4)
Let s(n; m; k; e) denote the number of rotation systems for Ln that have m matched
mid-rungs of which k pairs are evenly separated and which have e even-end rungs.
(This is similar to s(n; m; k) used by Furst, Gross and Statman). We have n − m
unmatched mid-rungs that are to be inserted into the m + 1 distinct boxes formed by
the m matched rungs. Thus,
s(n; m; k; e) =

0 if n+ k + e − 1 is odd;
2nb(n− m;m+ 1; k; e) otherwise;
=
8<
:
0 if n+ k + e − 1 is odd;
2n

2
e

m− 1
k
 n+k+e−1
2
m

otherwise:
(5)
Let NT (n; m; k; e) denote the number of imbeddings of Ln which have m matched
mid-rungs of which k pairs are evenly separated and which have e even-end rungs
which also do not contain any turnabouts. In order to count the number of closed-end
ladders without turnabouts, rst let us determine which m rungs will be matched. Then
we can begin at the left coloring one rung at a time. We have two choices at each
rung except the right end of an even gap where we have to color the rung in such a
way that it is not a turnabout.
NT (n; m; k; e) = 2n−kb(n− m;m+ 1; k; e) = 2n−k

2
e

m− 1
k
 n+k+e−1
2
m

:
We now need to count the number of imbeddings of Ln for each case of and use the
Ringeisen{White edge adding lemma to give us the number of imbeddings of Rn.
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We also need to use a result from Furst, Gross and Statman. They found that the
number of regions in an imbedding of a closed-end ladder was one more than the
number of what they called even gaps. In our notation, that will say that the number
of regions is one more than the sum of the even gaps and even end-gaps.
1.3.1. Case 1
We know m>1, and there are
P2
e=0 [s(n; m; k; e)− NT (n; m; k; e)] imbeddings of Ln
with k + e + 1 regions. So there are 4
P2
e=0 [s(n; m; k; e) − NT (n; m; k; e)] imbeddings
of Rn with k + e regions.
1.3.2. Case 2
We know m>1, and there are NT (n; m; k; 2) imbeddings of Ln with k + 3 regions,
so there are NT (n; m; k; 2) imbeddings of Rn with k + 4 regions and 3NT (n; m; k; 2)
imbeddings of Rn with k + 2 regions.
1.3.3. Case 3
We know m>1, and there are NT (n; m; k; 1) imbeddings of Ln with k + 2 regions,
so there are 2NT (n; m; k; 1) imbeddings of Rn with k + 3 regions and 2NT (n; m; k; 1)
imbeddings of Rn with k + 1 regions.
1.3.4. Case 4
For m= 0, we know n is odd and there are 2n imbeddings of Ln with one regions,
so there are 2n+2 imbeddings of Rn with two regions.
For m>1, there are NT (n; m; k; 0) imbeddings of Ln with k +1 regions, so there are
4NT (n; m; k; 0) imbeddings of Rn with k + 2 regions.
1.3.5. Case 5
We know m=0, and n is even. There are 2n imbeddings of Ln with two regions, so
there are 2n+1 imbeddings of Rn with three regions and 2n+1 imbeddings of Rn with
one region.
1.3.6. Putting the cases together
We need several facts. Let i be the genus of the surface on which Rn is imbedded.
Using (1),we get
r = 2− 2i − (2n+ 2) + 3n+ 3 = n− 2i + 3: (6)
We also know that Ringel ladders have a splitting tree, so they are upper imbeddable
and by Eq. (2),
M =

q− p+ 1
2

=

n+ 2
2

so; i6
n+ 2
2
: (7)
Thus,
n− 2i>n− 2 ( n+22 >− 2: (8)
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Let f(n; m; r) be the number of imbeddings of Rn that have m matched rungs and r
regions. For m>1,
f(n; m; r) = 4
2X
e=0
[s(n; m; r − e; e)− NT (n; m; r − e; e)]
+NT (n; m; r − 4; 2) + 3NT (n; m; r − 2; 2) + 2NT (n; m; r − 3; 1)
+2NT (n; m; r − 1; 1) + 4NT (n; m; r − 2; 0)
=
2X
e=0

(2n+2 − 2n−r+e+2)

2
e

m− 1
r − e
 n+r−1
2
m

+2n−r+4

m− 1
r − 4
 n+r−3
2
m

+ 3  2n−r+2

m− 1
r − 2
 n+r−1
2
m

+2n−r+5

m− 1
r − 3
 n+r−3
2
m

+ 2n−r+3

m− 1
r − 1
 n+r−1
2
m

+2n−r+4

m− 1
r − 2
 n+r−3
2
m

:
For m= 0,
f(n; 0; r) =
8>><
>>:
2n+1 if r = 1;
2n+2 if r = 2;
2n+1 if r = 3;
0 otherwise:
Let f(n; r) denote the number of imbeddings of Rn that have r regions. We see that
f(n; r) = f(n; 0; r) +
nX
m=1
f(n; m; r):
Let gi(Rn) denote the number of imbeddings of Rn in the surface Si. Using (6) and
(8), it follows that
gi(Rn) =f(n; n− 2i + 3) =
8>><
>>:
2n+1 if n− 2i =−2;
2n+2 if n− 2i =−1;
2n+1 if n− 2i = 0;
0 otherwise:
+
nX
m=1
"
2X
e=0

(2n+2 − 22i−1+e)

2
e

m− 1
n− 2i + 3− e

n− i + 1
m

+22i+1

m− 1
n− 2i − 1

n− i
m

+ 3  22i−1

m− 1
n− 2i + 1

n− i + 1
m

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+ 22i+2

m− 1
n− 2i

n− i
m

+ 22i

m− 1
n− 2i + 2

n− i + 1
m

+22i+1

m− 1
n− 2i + 1

n− i
m

:
We will simplify this expression using the following combinatorial identities (see for
example, [6, p. 28]):
m+ 1
k − 1

=

m
k − 1

+

m
k − 2

; (9)
pX
q=0
q
r
p
q

=
p
r

2p−r : (10)
Let
L=
8>><
>>:
2n+1 if n− 2i =−2;
2n+2 if n− 2i =−1;
2n+1 if n− 2i = 0;
0 otherwise:
B=
nX
m=1

(2n+2 − 22i−1)

m− 1
n− 2i + 3

+ (2n+3 − 22i+1 + 22i)

m− 1
n− 2i + 2

+ (2n+2 − 22i+1 + 3  22i−1)

m− 1
n− 2i + 1

n− i + 1
m

:
So,
gi(Rn) = L+ B+
nX
m=1
22i+1

m− 1
n− 2i − 1

+

m− 1
n− 2i

+

m− 1
n− 2i

+

m− 1
n− 2i + 1

n− i
m

:
Using (9) twice, and by distributing the summation as well as adding and subtracting
the term where m= 0, we get
gi(Rn) = L+ B+ 22i+1
nX
m=0

m
n− 2i

n− i
m

+ 22i+1
nX
m=0

m
n− 2i + 1

n− i
m

− 22i+1

0
n− 2i

n− i
0

− 22i+1

0
n− 2i + 1

n− i
0

:
And using (10), we get
gi(Rn) = L+ B+ 23i+1

n− i
n− 2i

+ 23i

n− i
n− 2i + 1

−
8<
:
2n+2 if n− 2i =−1;
2n+1 if n− 2i = 0;
0 otherwise:
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Let
K = L−
8<
:
2n+2 if n− 2i =−1;
2n+1 if n− 2i = 0;
0 otherwise:
=

2n+1 if n− 2i =−2;
0 otherwise:
And let
A= 23i+1

n− i
n− 2i

+ 23i

n− i
n− 2i + 1

:
If we use (10) twice on B, we get
B= (2n+2 − 22i−1)
nX
m=1

m− 1
n− 2i + 3

+ 2

m− 1
n− 2i + 2

+

m− 1
n− 2i + 1



n− i + 1
m

= (2n+2 − 22i−1)
nX
m=1

m
n− 2i + 3

n− i + 1
m

+(2n+2 − 22i−1)
nX
m=1

m
n− 2i + 2

n− i + 1
m

:
From (8), we know n− 2i>− 2. So, if we add and subtract the term for m= 0, we
get
gi(Rn) =K + A+ B
=K + A+ (2n+2 − 22i−1)
nX
m=0

m
n− 2i + 3

n− i + 1
m

+(2n+2 − 22i−1)
"
nX
m=0

m
n− 2i + 2

n− i + 1
m

−

0
n− 2i + 2

n− i + 1
0

:
Using (10) twice, we get
gi(Rn) =K + A+ (2n+i − 23i−3)

n− i + 1
i − 2

+(2n+i+1 − 23i−2)

n− i + 1
i − 1

−

2n+1 if n− 2i =−2;
0 otherwise:
= 23i+1

n− i
i

+ 23i

n− i
i − 1

+
(
2n+i − 23i−3n− i + 1
i − 2

+(2n+i+1 − 23i−2)

n− i + 1
i − 1

:
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Table 1
Genus distribution for Ringel ladders
Genus 0 Genus 1 Genus 2 Genus 3 Average genus
R1 2 14 1416
R2 2 38 24 8664
R3 2 70 184 438256
R4 2 118 648 256 21821024
R5 2 198 1656 2240 102304096
= 23i

2

n− i
i

+

n− i
i − 1

+ (2n+i − 23i−3)


n− i + 1
i − 2

+ 2

n− i + 1
i − 1

= 23i

n− i
i

+

n− i + 1
i

+ (2n+i − 23i−3)


n− i + 2
i − 1

+

n− i + 1
i − 1

= 23i

n− i
i

(2n− 3i + 2)
(n− 2i + 1)

+ (2n+i − 23i−3)


n− i + 1
i − 1

(2n− 3i + 5)
(n− 2i + 3)

=
1
(n− 2i + 1)

n− i
i
"
23i(2n− 3i + 2)
+
(
2n+i − 23i−3 (n− i + 1)(i)(2n− 3i + 5)
(n− 2i + 2)(n− 2i + 3)

: (11)
Values of the genus distribution for the Ringel ladders R1 − R5 are shown in Table 1.
1.4. The average genus of Ringel ladders
We denote the average genus of a Ringel ladder by E((Rn)). This is the expected
value of the genus random variable, so
E((Rn)) =
1
22n+2
X
i>0
i  gi(Rn): (12)
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In order to compute the average genus, let
fm(x) =
X
i>0

m− i
i

xi; (13)
then from [11, p. 76] or [26, p. 549] we get
fm(x) =
(1 + )m+1 − (1− )m+1
2m+1
;
where
=
p
1 + 4x: (14)
Thus,
f0m(x) =
X
i>0
i 

m− i
i

xi−1 (15)
and
f0m(x) =
(m+ 1)[(1 + )m + (1− )m]− [(1 + )m+1 − (1− )m+1]
2m3
: (16)
So,
22n+2E((Rn)) =
X
i>0
i  23i+1

n− i
i

+
X
i>0
i  23i

n− i
i − 1

+
X
i>0
i  2n+i

n− i + 1
i − 2

−
X
i>0
i  23i−3

n− i + 1
i − 2

+
X
i>0
i  2n+i+1

n− i + 1
i − 1

−
X
i>0
i  23i−2

n− i + 1
i − 1

= 16
X
i>0
i  23(i−1)

n− i
i

+ 64
X
i>0
(i + 1)23i−3

(n− 1)− i
i

+2n+3
X
i>0
(i + 2)2i−1

(n− 1)− i
i

− 64
X
i>0
(i + 2)23i−3

(n− 1)− i
i

+2n+3
X
i>0
(i + 1)2i−1

n− i
i

− 16
X
i>0
(i + 1)23i−3

n− i
i

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= 16f0n(8) + (64f
0
n−1(8) + 8fn−1(8))
+2n+3(f0n−1(2) + fn−1(2))− (64f0n−1(8) + 16fn−1(8)))
+ (2n+3f0n(2) + 2
n+2fn(2))− (16f0n(8) + 2fn(8))
=−8fn−1(8)− 2fn(8) + 2n+3fn−1(2) + 2n+2fn(2)
+2n+3f0n−1(2) + 2
n+3f0n(2):
Plugging in values to Eqs. (13){(16) we get the following:
fn(2) =
4n+1 − (−2)n+1
3  2n+1 =
2n+1 + (−1)n
3
;
f0n(2) =
3n  2n + 3  2n + 3n(−1)n + 3(−1)n − 2n+2 + 2(−1)n+1
27
;
fn(8) =
(1 +
p
33)n+1 − (1−p33)n+1p
33  2n+1 ;
=
1p
33  2n+1
n+1X
k=0

n+ 1
k

(
p
33)k − (−1)k

n+ 1
k

(
p
33)k

=
1
2n
"X
k>0

n+ 1
2k + 1

(33)k
#
:
This tells us that fn (8) is a rational number. So,
E((Rn)) =
1
22n+2

2n+2

2n+2 + (−1)n+1
3

+ 2n+3

2n−1(9n− 6) + 3(−1)n
27

− 1
2n−4
X
k>0

n
2k + 1

(33)k − 1
2n−1
X
k>0

n+ 1
2k + 1

(33)k
#
:
Let
hn(x) =
X
k>0

n
2k + 1

xk : (17)
(Note, it is interesting that 1=(2n−1)hn(5) is the nth Fibonacci number.) So,
E((Rn)) =
1
22n+2

2n+2
9
(2n(3n+ 10) + (−1)n+1)− 1
2n−1
(8hn(33) + hn+1(33))

(18)
and so,
E((Rn))6
1
22n+2
2n+2
9
[2n(3n+ 10) + (−1)n+1]63n+ 10 + 1
9
6
n+ 4
3
: (19)
Moreover, we know that the average genus of a graph is at least as large as the average
genus of any of its subgraphs [8]. So in particular, we know the average genus of Rn
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is at least as large as the average genus of the subgraph of Rn obtained by deleting the
edge that connects both ends of Rn. However, this gives us precisely the closed-end
ladder Ln with both of the end-rungs subdivided. But this subgraph has the same genus
distribution as Ln. From [26, p. 550] we know
E((Ln)) =
3n+ 1 + (−1)n+1=2n
9
>
3n
9
=
n
3
: (20)
Using this, we can nd upper and lower bounds for the average genus of Ringel
ladders.
n
3
6E((Rn))6
n+ 4
3
:
Therefore, E((Rn))  n3 . Since M(Rn)= b(n+2)=2c, we know that the average genus
of the Ringel ladders is not asymptotic to the maximum genus.
1.5. Looking at imbeddings with one region
The Four Color Theorem is one of the most famous theorems in mathematics. There
is an analogous theorem, the Heawood Map Coloring Theorem [25], that gives the
chromatic number of all orientable surfaces, Sk , other than the sphere. It says that if
k > 0 is the genus of the 2-manifold, then
(Sk) =

7 +
p
1 + 48k
2

: (21)
Unlike the Four Color Theorem, the Heawood Map Coloring Theorem has a proof that
does not depend on a computer search. The proof was completed by Ringel, Youngs
and others in 1968. The work on this theorem helped to establish the eld of topological
graph theory. The proof involved nding the genus of Kn. In order to do this, Ringel
and Youngs used maximum genus imbeddings of Ringel ladders with one region as a
current graph to nd (Kn): (The one region gives the rotation for a Cayley map for
Kn. See [16,25] for more details.) Now that we have the genus distribution of Ringel
ladders, we can show that the probability of nding such an imbedding is quite small.
We have seen (7) that M(Rn)=b(n+2)=2c. So, we have one region precisely when
n is even. Let n= 2t. Thus M(Rn) = t + 1. So, using (11), we see that
gt+1(R2t) = 23t+4

t − 1
t + 1

+ 23t+3

t − 1
t

+ (23t+1 − 23t)

t
t − 1

+(23t+2 − 23t+1)
 t
t

= (23t+1 − 23t)t + 23t+2 − 23t+1 = 23t(t + 2):
The probability of nding at random an imbedding with one region is
23t(t + 2)
22(2t)+2
=
t + 2
2t+2
(22)
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and
lim
t!1
t + 2
2t+2
= 0: (23)
We see that there are very few imbeddings of Ringel ladders with one region. Xuong
has given an algorithm for nding an imbedding with one region, if it exists [27].
However, since Ringel and Young’s work predates this algorithm, it took cleverness
to nd the imbeddings that they needed; especially since there are very few such
imbeddings.
Ringel and Youngs needed an imbedding of Rn with one region, but for completeness,
we will also nd a formula for the number of maximum genus imbeddings when n is
odd. Let n= 2t + 1. Thus M(Rn) = t + 1.
gt+1(R2t) = 23t+4

t
t + 1

+ 23t+3
 t
t

+ (23t+2 − 23t)

t + 1
t − 1

+(23t+3 − 23t+1)

t + 1
t

= 23t−1(3t2 + 15t + 28):
The probability of nding at random a maximum genus imbedding when n odd is
23t−1(3t2 + 15t + 28)
22(2t+1)+2
=
3t2 + 15t + 28
2t+5
(24)
and
lim
t!1
3t2 + 15t + 28
2t+5
= 0: (25)
1.6. Conclusions
In this paper, we have found the genus distribution of Ringel ladders. We found this
genus distribution by starting with a class of graphs for which the genus distribution
was known (closed-end ladders) and constructed Ringel ladders from the closed-end
ladders by subdividing two edges and adding a new edge between these two vertices.
We then used a synthesis of several ideas that enabled us to nd the genus distribution
of Ringel ladders. After nding the genus distribution of Ringel ladders, we used it
in several applications; we were able to nd the average genus for Ringel ladders
and determine that this average genus is not asymptotic to the maximum genus. We
also found the probability that an imbedding of a Ringel ladder is a maximum genus
imbedding. Here are some questions for future research.
(1) The question has been asked whether the genus distribution of every graph
is unimodal or not. We conjecture for Ringel ladders that the genus distribution is
unimodal. The genus distribution for Ringel ladders has been shown to be unimodal
for some small examples. However, even though we have a general formula for the
genus distribution, earlier techniques used to show unimodality are not as easy to use
in this case. Because (11) cannot be easily simplied to one term, showing unimodality
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is not as easy as it was for closed-end ladders [6]. A generating function has been
found for the genus distribution of Ringel ladders, but this generating function had a
nonnegative root so the techniques used in [19] also do not seem to apply.
(2) It should be possible to start with other graphs for which the genus distribution
is known and to use the method of this paper and nd the genus distribution of a new
graph which is formed by subdividing and adding an edge to the original graph.
References
[1] D. Archdeacon, Calculations on the average genus and genus distribution of graphs, Congr. Numer.
67 (1988) 114{124.
[2] G. Chartrand, L. Lesniak, Graphs and Digraphs, 2nd Edition, Wadsworth & Brooks=Cole, Pacic
Grove, CA, 1986.
[3] J. Chen, J. Gross, Limit points for average genus (I), J. Combin. Theory Ser. B 55 (1992) 83{103.
[4] J. Chen, J. Gross, Limit points for average genus (II), J. Combin. Theory Ser. B 56 (1992) 108{129.
[5] J. Chen, J. Gross, Kuratowski-type theorems for average genus, J. Combin. Theory Ser. B 57 (1993)
100{121.
[6] M. Furst, J. Gross, R. Statman, Genus distributions for two classes of graphs, J. Combin. Theory Ser.
B 46 (1989) 22{36.
[7] J. Gross, M. Furst, Hierarchy for imbedding-distribution invariants of a graph, J. Graph Theory 11
(1987) 205{220.
[8] J. Gross, E. Klein, R. Rieper, On the average genus of a graph, Graphs Combin. 9 (1993) 153{162.
[9] J. Gross, D. Robbins, T. Tucker, Genus distributions for bouquets of circles, J. Combin. Theory
Ser. B 47 (1989) 292{306.
[10] J. Gross, T. Tucker, Topological Graph Theory, Wiley, New York, 1987.
[11] J. Riordan, Combinatorial Identities, Wiley, New York, 1968.
[12] S. Lee, An asymptotic result for the average genus of a graph, Graph Theory Newslett. (1989).
[13] S. Lee, A.T. White, Random topological graph theory, in: Y. Alavi, F. Chung, R. Graham,
F. Hsu (Eds.), Proceedings of the Second International Conference in Graph Theory, Combinatorics,
Algorithms and Applications, SIAM, Philadelphia, PA, 1991.
[14] L. McGeoch, Algorithms for two graph problems: computing maximum-genus imbeddings and the
two-server problem, Ph.D. Thesis, Carnegie Mellon University, 1987.
[15] R. Rieper, The enumeration of graph imbeddings, Ph.D. Thesis, Western Michigan University, 1987.
[16] G. Ringel, Map Color Theorem, Springer, Berlin, 1974.
[17] S. Stahl, The average genus of classes of graph embeddings, Congr. Numer. 49 (1983) 375{388.
[18] S. Stahl, Region distributions of graph embeddings and stirling numbers, Discrete Math. 82 (1990)
57{78.
[19] S. Stahl, Permutation-partition pairs III: Embedding distributions of linear families of graphs,
J. Combin. Theory Ser. B 52 (1991) 191{218.
[20] S. Stahl, Region distributions of some small diameter graphs, Discrete Math. 89 (1991) 281{299.
[21] S. Stahl, An upper bound for the average number of regions, J. Combin. Theory Ser. B 52 (1991)
219{221.
[22] S. Stahl, On the number of maximum genus embeddings of almost all graphs, Eur. J. Combin. 13
(1992) 119{126.
[23] S. Stahl, On the average genus of the random graph, J. Graph Theory 20 (1995) 1{18.
[24] A. Tucker, Applied Combinatorics, Wiley, New York, 1984.
[25] A.T. White, Graphs, Groups and Surfaces, 2nd Edition, Elsevier, Amsterdam, 1984.
[26] A.T. White, An introduction to random topological graph theory, Combin. Probab. Comput. 3 (1994)
545{555.
[27] N.H. Xuong, How to determine a maximum genus of a graph, J. Combin. Ser. B 26 (1979) 217{225.
