Influence Maximization (IM) aims at finding the most influential users in a social network, i. e., users who maximize the spread of an opinion within a certain propagation model. Previous work investigated the correlation between influence spread and nodal centrality measures to bypass more expensive IM simulations. The results were promising but incomplete, since these studies investigated the performance (i. e., the ability to identify influential users) of centrality measures only in restricted settings, e. g., in undirected/unweighted networks and/or within a propagation model less common for IM.
centrality measures. Our experiments on 50 real-world data sets show that our proposed centrality measures outperform well-known centrality measures and the state-of-the art GC measure significantly. social networks, influence maximization, centrality measures, IC propagation model, influential spreaders
Introduction
Context-Online Social Networks (OSNs) are platforms where many people are connected to each other, e. g., due to their friendship or due to sharing similar opinions [1, 2] . In recent years, with the expansion of OSNs, modeling and analyzing the spread of an impact on the network (opinion, information, unwanted content, viruses, etc.) has gained importance [3, 4] . Deeper insights into impact propagation and key players in this process can be very beneficial, e. g., by maximizing the spread of an advertisement [5, 6] or by preventing the (typically rapid) spread of a rumor, virus, or epidemic [7, 8] .
Finding the key players is formalized as the Influence Maximization (IM) problem, which asks for the set of k nodes with the highest number of influenced users (i. e., the influence spread ) [9] . How the influence spreads, is captured by a so-called propagation model, also see Section 2.3. It has been shown that the IM problem is N P-hard under most propagation models [10] . Thus, when addressing IM in practice, one usually opts for heuristic approaches or even proxies such as centrality measures. Centrality measures indicate the importance of a node in the network via its position [11, 12] ; numerical values yield a partial order and thus a node ranking. Such a ranking is an important basis for seeding the key players in many IM algorithms [10, 13, 14] . Also, numerous recent works investigated the correlation between centrality values of nodes and their influence capability [2, [15] [16] [17] [18] [19] [20] -not only for established measures such as betweenness, closeness or Katz centrality, but also for newly developed centrality measures such as Gravitational Centrality (GC) [15] . In this case the centrality measures act as a proxy, i. e., they indicate the influence capability of a node implicitly. With a good correlation, one may be able to bypass more costly propagation simulations.
Motivation-The propagation model is indeed an integral part of the IM problem which determines the key players -thus, different models may lead to a completely different set of influencers. A centrality measure's ability to indicate the influence spread capability of a node (i. e., its performance in our context) is affected by the propagation model as well. Indeed, a centrality measure that provides good performance on undirected and unweighted networks under the Susceptible-Infected-Removed (SIR) propagation model [21] , may give poor results on directed and weighted networks under the Independent Cascade (IC) model. Most of the established and recently tailored centrality measures, however, have been investigated under the SIR model and similar models such as Susceptible-Infected (SI) only [2, 15-18, 20, 22] . Most of the recent IM algorithms,in turn, have been developed for Independent Cascade [23-28] and partly for Linear Threshold [29, 30] . Hence, in this study, we focus on IC propagation and aim at centrality measures that correlate well with the nodes' influence capabilities under IC.
Contribution and Outline of the Paper-To this end, after preprocessing (Section 3.1), we analyze numerous centrality measures on 50 real-world data sets under the IC model, see Section 3.2. Their performance in terms of correlation to influence spread often differs significantly from their performance in the SIR model. For example, GC's performance is much worse with IC. This is an important observation since most of the recent centrality measure development studies have been tested under (and partially tuned for) the SIR model [2, 15-18, 20, 22] . To the best of our knowledge, our study is the most comprehensive one on new centrality measures for the IC model.
We put the best performing centrality measures together as linear combinations of two each; this yields four new combined centrality measures (Section 3.3). To obtain the coefficients of each single measure, we use the correlation between the centrality measure and the real spreading capability.
In addition, we develop new measures based on Gravitational Centrality; instead of the original k-shell mass (see Section 2.5 for the definition), we use our combined measures.
Our experimental results (cf. Section 4) show that the proposed combined centrality measures and the modified GC measures outperform the state of the art significantly (the latter being based on GC and some basic centrality measures). Thus, with the proposed measures, one can bypass costlier propagation simulations in the IC model, but still gets highly correlated results.
Preliminaries and Related Work 2.1 Notation
We represent a social network by a weighted simple graph G = {V, E, w} 1 , which is directed unless stated otherwise. V is the set of nodes (individuals), E is the set of edges (relations), and w : E → R >0 is the edge weight function.
In our context we usually encounter weighted graphs where the edge weights model the influence diffusion probabilities between neighboring nodes. For an easier distinction, we write G uu for undirected unweighted graphs, G uw for undirected weighted graphs, G du for directed unweighted graphs, and G dw for directed weighted graphs, respectively.
We frequently use the (weighted) adjacency matrix A of G, which contains the weight of edge (u, v) in position (A) u,v (often written as a uv ) and zeros elsewhere. Finally, the r-hop neighborhood, N r (u), of a node u is the set of nodes that can be reached from u by traversing at most r edges.
Influence Maximization in Social Networks
Influence maximization (IM) aims at finding a small subset of nodes that are able to influence as many other nodes as possible in a network [10] . In this context we mean by "u influences v" if u passes an opinion/information on to v (possibly indirectly via other nodes) that is accepted by v (and then passed on). There are many algorithmic approaches to address this N P-hard combinatorial optimization problem by selecting (hopefully) very influential seed nodes: various greedy approaches (one-by-one [10], single stage seeding, sequential seeding [31] ) as well as metaheuristics such as genetic algorithms, simulated annealing, and swarm intelligence [25-27, 32, 33] .
Regardless of the adopted algorithmic approach, it is rather natural to evaluate the nodes in terms of their influence spread capability -numerical values for this evaluation can then lead to a ranking. Typically, such an evaluation is based on propagation simulations, which are very costly. The results of these simulations depend very much on the propagation model, i. e., how an opinion is passed on (or not) to the neighbors of a node. The two models most relevant for our paper are described next.
Propagation Models for IM in Social Networks
Propagation (or diffusion) models can be categorized into three main types: (i) Threshold models such as Linear threshold (LT) [34, 35] , (ii) cascading models such as Independent cascade (IC) [29] , and (iii) epidemic models such as Susceptible-Infected-Removed (SIR) [20] . This paper focuses on IC; since IC can be seen as a variant of SIR, we describe both in some detail and pass over LT.
The SIR model is a general information diffusion model often used in modeling disease spread; each node has three states: susceptible (S), infected (I), and recovered (R). Infections can only happen when an infected node transmits the disease to a neighboring susceptible node. In each discrete time step, the infected nodes can spread the disease with probability β, then enter the recovered state with another probability. In the context of IM, the information to be spread is the disease in SIR, of course. The original and frequently used SIR model (see for example [21, 36] ) does not reflect the behavior of influence spread in OSNs since it assumes one global infection probability, regardless of the node pair involved (although more general SIR variations exist [37, 38] , but not in the IM context).
The IC model, our main focus, can be considered as a close relative SIR, though. IC has only two states (active and inactive and thus no recovered state), but also a static (i. e., unchanged over time) β value. If a person is influenced by another person, it becomes active. An activated person can influence other persons and cannot return to the inactive state again. The IC model associates with each e ∈ E a propagation probability P (e) ∈ [0, 1]. If we already know sensible values for these probabilities of influence diffusion, then we can use this information. However, if they are unknown, the literature usually resorts to established probability models. So do we: we adopt the Weighted Cascade Setting (WCS) model in which for e = (u, v) ∈ E one sets P (e) = 1/(deg − (v)), where deg − (·) is the in-degree. WCS is based on the idea that a nodes probability of being influenced is inversely proportional to the number of nodes that may directly influence this node.
Influence diffusion in the IC model works as follows: A set of initially active (= influenced) nodes, the seed nodes, is chosen. Then, within each iteration, all active nodes try to influence all their out-neighbors. To this end, each active node generates a random number r e ∈ [0, 1] per out-edge e. If r e < P (e), then the neighbor at the other end of e is activated. If no new node is activated in an iteration, the propagation process ends. Since the IC model is probabilistic, modeling the propagation needs to be repeated and the expected value of the propagation should be taken. It is usually enough (from an empirical point of view) to repeat the propagation 20 000 times [35] .
Established Centrality Measures
Recall that centrality measures are used to rank nodes based on their position in the graph. This ranking can also be used to seed IM algorithms with very central nodes [3, 15-20, 35, 39] . Since such a ranking is often much faster to compute, centrality measures have been of high interest in the context of IM. We are interested in measures with high performance, i. e., whose ranking result correlates well with the influence spread of the nodes. After describing established basic measures (see e. g., Newman [21]) first, we review measures created with IM in mind.
Basic local centrality measures are degree and strength centrality. The degree centrality of u ∈ V , C D (u), is the size of u's neighborhood, i. e., the number of u's neighbors. This can be generalized in an analogous manner to in-and out-degree centrality (C ID (u) and C OD (u)), respectively, in directed graphs. Strength centrality, C S (u), is just the weighted version of degree centrality: instead of using the neighborhood size, one sums up the weight of all incident edges of u. As above, this notion can be generalized easily to in-and out-strength centrality (C IS (u) and C OS (u)) in directed graphs, respectively.
One of the global centrality measures is betweenness centrality. It considers a node's participation in shortest paths:
where σ st is the number of all shortest paths between/from s and/to t and σ st (u) is the number of shortest paths between/from s and/to t that pass through u as intermediate node. If a node's betweenness is high, more information is assumed to flow through this node. Also based on shortest paths is the global measure closeness centrality; it is defined as the reciprocal of the average distance dist(·) (distance = length of shortest path) to all other nodes. This way, a high closeness value indicates that the corresponding node is located in the center of the graph:
Another global measure is eigenvector centrality. It measures a node's importance by the importance of its neighbors. More precisely, the centrality value of node u is the uth entry of the leading eigenvector x of the adjacency matrix A [21]. Hence:
Eigenvector centrality should not be applied to directed graphs that are not strongly connected.
We mention Katz centrality as the last global centrality measure:
Here, 0 < α < 1 is an attenuation factor to dampen the contribution of the number of walks of length k from v to u, (A k ) vu , for larger k.
Recent Centrality Measures for IM Seeding
Additionally, several centrality measures have been developed for or adapted to certain IM propagation models recently -for example gravitational centrality (GC) [15], C GC , which is inspired by Newton's gravity formula:
Here, ks(u) and ks(v) are the k-shell values of nodes u and v, respectively. The k-shell of a graph G is a subgraph that consists of the nodes in the k-core but not in the (k +1)-core. The k-core of G, in turn, is the maximal subgraph in which every node has degree at least k [21]. As the original paper [16], we set r := 3 for the neighborhood N r (·) in all GC-related measures. Ma et al.
[15] use the SIR epidemic model to investigate the performance of gravitational centrality and an extension of GC, GC+, for IM. They compare its IM performance with established centrality measures such as degree, closeness, betweenness, semi-local 2 centrality, etc. The average performance of the two new measures in terms of ranking correlation and distinction between nodes is slightly better than for established measures; in terms of Kendall τ correlation (defined in B) results aggregated over nine real-world data sets, the performance of GC and GC+ are 0.83 and 0.847, respectively. The performance of semi-local centrality, the best competitor in the study, is 0.821.
Originally, GC has been developed for undirected and unweighted graphs, but it can be generalized for weighted networks as well [15] . To this end, a partially weighted degree needs to be calculated:
Here, k i is the (unweighted) degree of node i, so that we take the square root of the product of the unweighted and the weighted degree. Garas et al.
[41] normalize the k i values. As we work with directed graphs in which some nodes have out-strength 0, we adapt their normalization process and do not divide by the minimum value. The experimental results and their interpretation remain unaffected by this change. From now on, we refer to gravitational centrality for weighted networks as C w GC .
Wang et al.
[16] recently proposed two extensions of gravitational centrality, ks G and ks G+ .
ks G modifies the C GC formula by using degree values instead of ks(v) in Eq. (4) . ks G+ is calculated as sum of all neighbors' ks G values. The experimental results reveal that the performance of ks G and ks G+ is similar to that of C GC in the SIR model.
Other GC is a rather general framework; different centrality measures can be included, in particular in the numerator. New studies are inspired by GC, e. g., a new k-shell hybrid method has been developed for unweighted networks and the SIR model [17] . Their results, if compared to GC, do not significantly outperform the original definition [17, 18, 20] , though. Moreover, all studies mentioned in this papragraph work with unweighted and/or undirected networks. Thus, one can still consider GC as state of the art in the field. While an extension to weighted GC has been proposed [15] , to the best of our knowledge we provide the first substantial experimental results for its usage in weighted networks.
Summary
Greedy algorithms as well as metaheuristics compute their seed set based on the fitness of the nodes -in this case the real, simulated or indirectly assumed influence spread capabilities. Using centrality measures as a proxy for that can save a lot of running time -if the correlation between centrality and influence spread is high. As reported in the literature review, most recent works investigated centrality measures under the SIR model and very similar models. Yet, most of the recent IM algorithms have been developed for the Independent Cascade (IC) model (and partly for Linear Threshold). As the performance of a centrality measure depends on the propagation model (among others), good performance on undirected and unweighted networks under the SIR propagation model [15] may not transfer to directed and weighted networks under the IC model. Hence, we aim at new centrality measures with good performance under the (for IM) more popular IC model.
Materials and Methods
Our primary assumption is that a high correlation between the centrality scores of one measure and the influence spread can be further improved by combining two measures appropriately. Thus, in this section, we identify centrality measure candidates by exploration and derive new measures, e. g., as linear combinations of two candidates.
Data Acquisition and Preprocessing
The 50 social networks we use for our study are listed in Table 7 in A. They have been downloaded from the public sources SNAP [42], KONECT [43] , and Network Repository [44] . We can use each network in principle in four ways: The undirected networks are made directed by pointing each edge from the node with smaller to the node with higher ID. When considering undirected graphs only, we ignore the direction specified by directed graphs. Similarly, when considering unweighted graphs only, we ignore weights specified by the data sets. On the other hand, when we work with a collection of weighted graphs, we create weighted versions of unweighted data sets by using the WCS model (see Section 2.3 for WCS).
This leads to four data collections that we index according to their type: (i) G uu : undirected and unweighted, (ii) G uw : undirected and weighted, (iii) G du : directed and unweighted, (iv) G dw : directed and weighted. We distinguish between four types because not every centrality measure can be computed for all types (without problems). Our main focus is on G dw , however, because it is the most relevant input class for IM in social networks.
In the IC model, a high edge weight means a high probability of a node u to be influenced by another node v. For closeness and betweenness, however, it means that two nodes are further away. Thus, we invert the edge weights of the graphs as 1/w when calculating distance-based centrality measures such as C uw B and C dw C .
Exploratory Experiments
We start by investigating the correlation of single centrality measures and their influence spread. Recall that our plan is to combine the successful ones later on to obtain an even better measure. For all our experiments in this paper, we use NetworKit [45] as network analysis tool. Self-implemented code for the new measures is written in Python 3. We investigate the following centrality measures on the different graph types as specified:
Katz ), and (viii) Katz outgoing centrality in G dw (C dw Katz→ ). Moreover, since exact betweenness calculations are very time-consuming (even more than simulating influence propagation), we resort to approximations based on the algorithms KADABRA [46] for undirected unweighted graphs and RK for undirected weighted graphs [47] (with = 0.1). For closeness centrality, we use the corresponding approximation algorithm (with = 0.1) in NetworKit, too. Also note that Katz centrality takes incoming edges into account. Yet, on the social networks we use, the direction of the influence is modeled by outgoing edges. That is why we can expect low Katz centrality to co-occur with high influence spread.
The expected influence spread is calculated for the IC model as follows: Each node is selected as single seed, then the propagation based on this seed is run until convergence. This probabilistic process is repeated 20 000 times (as suggested by [35] ) per node to account for random fluctuations; the arithmetic mean is used as the influence spread result for that seed node. Figure 1 displays the simulation results for the network socfb-Howard90. 3 Each point (x, y) represents the centrality score x (usually normalized by the maximum value) vs. its influence spread y for a particular seed. Our visual interpretation is mostly interested in a good distinction between the nodes and a (possibly linear) trend/correlation between centrality and spread.
We observe that the point distributions of C OS , C dw C , and C du Katz are reasonably spread out. This means that these centrality measures allow a better distinction between nodes in terms of their influence spread capability. C uw B , on the other hand, yields values that seem discretized into numerous narrow intervals. These observations provide visual (and thus informal) indication of good and bad ranking monotonicity, respectively; in general terms, ranking monotonicity measures the fraction of (non-)ties in a ranking and thus the Furthermore, the C OS values increase with the expected spread. While this behavior is not necessarily linear, a trend in the sense of "higher centrality means higher spread" is visible. C OD yields results similar to C OS , but the C OS values are more distinguishable. In fact, this trend is a visual indication of a low ranking error, which measures (broadly speaking) how well a ranking X preserves a ranking Y (a more formal description is given as Definition 1 in B). Betweenness, in turn, does not have such a trend; its values are clustered within narrow intervals. As expected, the slope of the C du Katz values is negative; we will account for that later on. To analyze the results not only visually, we proceed with the Kendall τ ranking correlation coefficient (see Definition 1 in B) for each measure. The numerical results are given in Table 8 in C. In order to see a measure's relative performance in comparison with C OD , we divide all scores by the C OD results. For a global, aggregate perspective, we provide in the last row the geometric means of these ratios over all data sets. (We use the absolute values of the results in the geometric mean calculation because some results are negative. While this approach may make the means harder to interpret, a close inspection of Ta-ble 8 reveals that the qualitative interpretation is not changed.) It is evident from the values that the centrality measures betweenness, closeness, eigenvector, Katz, and wks do not perform well when used alone. Only strength centrality shows a high correlation. Of the global measures, closeness and Katz perform best.
In summary, the best performing local measure is C OS . Of the global measures, C dw C and C du Katz seem overall reasonably promising. The other measures' patterns are not as good or even unclear. Therefore, we proceed with C OS , C dw C , and C du Katz when creating combined measures; further experiments in the paper will not consider the other basic measures.
Combined Centrality Measures
Based on the insights above, we proceed by combining different measures into new ones. We aim for a linear combination of a local and a global centrality measure to merge both perspectives of a node, e. g.,
Note that we introduce a small change to the closeness values in weighted directed graphs. Since the largest spread is observed for C dw C values between 0.0 and 0.04 (with high slope), we modify C dw C in order to match high centrality values with high influence spread:
To determine the coefficients γ and δ of our linear combination, we make use of the respective correlation strength -the measure with higher strength shall receive a higher coefficient. To this end, let k(C OS ) and k(C dw C ) be the geometric mean of the normalized τ results of C OS andC dw C (see Table 8 ). This leads to γ :=
As further combinations of a local (C OS ) and a global (now C du Katz ) measure, we propose the following group of measures:
The rationale behind these formulas is the following: In all data sets, the C OS values increase while the expected spread increases; also, in most of the data sets, the C du Katz values decrease while the expected spread increases. Thus, we use C OS as numerator and C du Katz as denominator in SK 1 and SK 3 . In SK 2 we use C du Katz as numerator because we subtract the result of the division from C OS to get a positive correlation between SK 2 and the expected spread.
Variations of Gravitational Centrality
In addition to the proposed measures above, we create modifications of gravitational centrality (GC). GC is a general framework in which new measures can be integrated easily. To do so, we consider the Kendall τ correlation results of all the measures presented in Tables 8 and 9. The following measures yield significant results and are proposed for directed and weighted graphs. Hence, shortest path calculations are performed on G dw . Also, we invert the edge weights of the graphs as 1/w when calculating shortest path lengths for all centrality measures based on GC (incl. C w GC ). First, let the modified GC using out-degree strength be
where ods(i) = C OD (i) · C OS (i) for a node i ∈ V . All other parameters have the same meaning as in Eq. (4) . Note that C OD and C OS are basic local measures. Yet, according to our results, they are strong indicators for influence capability of a node on a directed and weighted graph. To (potentially) create an even stronger measure, we propose further variations within the GC formula, here specified for i ∈ V :
where wk(i) = ods(i) · C dw Katz→ (i).
Experimental Results
In this section, we provide and discuss the experimental results of our proposed measures, out-strength, and weighted gravitational centrality (C w GC ). Our evaluation is based on the assessment of three ranking performance measures: Kendall τ correlation, ranking error, and ranking monotonicity (for the definitions of these measures, cf. B).
Kendall τ correlation Geometric mean values of the normalized Kendall τ ranking results are shown in Tables 1 and 2 for all proposed centrality measures as well as for C OS and C w GC . Detailed results on all data sets are shown in Tables 9 and 10 .
When inspecting the detailed values, we see that M GC wk has the highest correlation on 43 data sets, M GC ODS has the highest Kendall τ correlation on six data sets, and SC 1 performs best only once. If we sort the measures according to the geometric mean results in descending order, the ranking is as follows:
According to the overall Kendall τ correlation results, seven of the proposed measures outperform C OS , and all of the proposed measures outperform C w GC . Note that Ma et al. [15] reported that GC's performance in terms of Kendall's τ is slightly better than degree centrality's within the SIR model. In our experiments within the IC model, however, GC reaches only 70% of out-degree's performance.
Ranking error For the ranking error experiments, we exclude the data sets Moreno highschool, Moreno dutch college, and Moreno seventh grader from the experiments because they have less than 100 nodes and we focus here on the top-50. Geometric means of the normalized ranking error for the top-50 nodes of each measure are shown in Tables 3 and 4 . The detailed results on all data sets are shown in Tables 11 and 12. When inspecting the detailed data, we see that M GC SK has the lowest on 20 data sets; M GC ODS , in turn, performs best on 18 data sets. Moreover, M GC S and M GC SC have the lowest on 12 data set, respectively, whereas C w GC performs best on six data sets. All the measures values for the socfb- nips-ego data set are 1; this coincides with the C OS result in terms of (because of normalization). We conjecture this behavior to stem from the network's sparsity (the average out-degree is 1.03). If we sort the measures according to geometric mean results in ascending order, the ranking is as follows:
Katz→ , C OS . According to the overall results, four of the proposed measures outperform gravitational centrality C w GC and nine of the proposed measures outperform out-strength C OS .
Ranking monotonicity When analyzing the ranking monotonicity of the measures, we should keep in mind that higher M (R) values are better. If M (R) is 1.0 for a measure, it means that the measure perfectly distinguishes all nodes (i. e., it assigns all nodes to different ranks). The other extreme is if M (R) is 0.0; then the measure cannot distinguish the nodes at all (i. e., it assigns all nodes to only one rank). Geometric means of the (unnormalized) ranking monotonicity values are shown in Tables 5 and 6 . Detailed results on all data sets are shown in Tables 13 and 14 .
When counting the instances with highest ranking monotonicity, we get the following: SK 1 , SK 2 , and SK 3 perform best on 33 data sets, M GC SK on 13 data sets, M GC wk on 11 data sets, SC 1 and C Katzdw on five data sets, M GC ODS , M GC S , M GC SC on four data sets, and finally C OS on two data sets. If we sort the measures according to geometric mean results in 
According to the overall ranking monotonicity results, all proposed measures outperform gravitational centrality C w GC and strength C OS . We conjecture that C w GC performs so badly here because our directed graphs contain many nodes with out-strength 0, often leading to the same rank for them.
Stability Finally, we inspect graph density vs. τ ( Figure 2 ) and graph density vs. (Figure 3 ) to assess the stability of the centrality measures. In both figures, the x-axis corresponds to the graph density of the data sets, ordered from lowest to highest. The data show that the τ and values (yaxis) of the centrality measures do not change very much with graph density -but there are some peaks. Thus, the performance of the measures appears as reasonably stable w. r. t. this parameter.
Running Times Running times of the proposed combined centrality measures as well as GC and its new variants were taken on a laptop with Intel Core i5 CPU at 1.6 GHz and 8 GB DDR3 RAM. Recall that all new measures as well as GC have been implemented in Python; basic centrality measures (uncombined) can be computed with NetworKit's C++ backend. In a nutshell, the results are: C w GC and its variants fare very similar; also, SK 1 's running time is very close to the running time of SK 2 and SK 3 . The combined centrality measures require a few seconds at most, often less. On average (arithmetic mean), SC 1 takes about one second, C OS and SK 1 only 3 and 9 thousandths, respectively. In contrast, the running time of GC and its variants can be quite high -even a few hours for the larger and denser graphs in our input collection and roughly 28 minutes on average. These high running times for GC mostly stem from the iteration over 3-hop neighborhoods. Thus, in this experimental setting, the combined measures are at least three orders of magnitude faster on average.
Conclusion
We have developed combined centrality measures with high prediction potential for the influence spread of nodes within the Independent Cascade (IC) model. These measures, including their extension of the state-of-the-art measure gravitational centrality (GC), show a significantly improved empirical performance compared to GC, both in correlation, monotonicity and in running time. Compared to related studies in the literature, we add a more meaningful perspective on the topic by using 50 public real-world data sets as weighted directed graphs in the common IC propagation model (as opposed to few unweighted/undirected graphs in the SIR model). Our new centrality combination with a closed formula takes care to use one local and one global centrality measure together. This approach unifies the local and global perspective of a node. Of course, there can be other ways to combine measures, e. g., by using multi-parameter regression. How to assess the results in terms of the ranking performance measures, depends very much on the underlying algorithmic approach for IM. If we only pick the top-k nodes as seeds, then the top-k ranking results with lowest error are probably most useful (suggesting one of our GC variants). When applying metaheuristics to IM, Kendall τ results seems more useful as it allows a quick evaluation of new seed nodes. Ranking Monotonicity, on the other hand, is not necessarily useful when inspected in isolation. But a measure with low ranking monotonicity may be questionable. 
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A Input Data
B Performance Measures for Rankings
For completeness, we provide here the definitions for known measures for assessing the performance of rankings.
Definition 1 (Kendall τ ranking correlation [17, 59] ). Let X and Y be ranking lists, n c the number of concordant pairs, and n d the number of discordant pairs. Moreover, let n 0 := n 2 and n 1 := i t i (t i − 1)/2. Finally, let n 2 := j t j (t j − 1)/2, where t i and t j are the number of tied values in the ith and jth group of ties in X and Y , respectively. Then, the Kendall τ ranking correlation between X and Y is:
Definition 2 (Ranking error [16] ). Let f IC (i) denote the expected spread of node i in the IC model. Moreover, let φ(k) denote the set of top-k nodes that are selected by a specific measure and let Φ(k) denote the set of top-k nodes selected by expected spreads ranking of nodes within the IC model. Then, the ranking error epsilon is given as:
Definition 3 (Ranking Monotonicity [16, 39] ). Let R denote a ranking list and |V | the number of nodes in the network. Moreover, let |V | r denote the number of nodes with rank r in R. Then, the monotonicity of R, M (R), is given as: 
C Detailed Experimental Results
