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Matter exhibits phases and their transitions. These transitions are classified as first-order phase
transitions (FOPTs) and continuous ones. While the latter has a well-established theory of the
renormalization group, the former is only qualitatively accounted for by classical theories of nucle-
ation, since their predictions often disagree with experiments by orders of magnitude. A theory to
integrate FOPTs into the framework of the renormalization-group theory has been proposed but
seems to contradict with extant wisdom and lacks numerical evidence. Here we show that universal
hysteresis scaling as predicted by the renormalization-group theory emerges unambiguously when
the theory is combined intimately with the theory of nucleation and growth in the FOPTs of the
paradigmatic two-dimensional Ising model driven by a linearly varying externally applied field below
its critical point. This not only provides a new method to rectify the nucleation theories, but also
unifies the theories for both classes of transitions and FOPTs can be studied using universality and
scaling similar to their continuous counterpart.
I. INTRODUCTION
Matter as a many-body system exists in various phases
or their coexistence and its diversity comes from phase
changes. It thus exhibits just phases and their transi-
tions. These transitions are classified as first-order phase
transitions (FOPTs) and continuous ones [1], the latter
including second and higher orders. Whereas the phases
can be studied by a well-established framework and the
continuous phase transitions have a well-established the-
ory of the renormalization group (RG) that has predicted
precise results in good agreement with experiments [2],
the FOPTs gain a different status in statistical physics.
FOPTs proceed through either nucleation and growth
or spinodal decomposition [3–5]. Although classical the-
ories of nucleation [6–16] and growth [17–19] correctly
account for the qualitative features of a transition, an
agreement in the nucleation rate of even several orders
of magnitude between theoretical predictions and exper-
imental and numerical results is regarded as a feat [13–
16, 20–22]. A lot of improvements have thus been pro-
posed and tested in the two-dimensional (2D) Ising model
whose exact solution is available. One theory of nucle-
ation, called FT hereafter, considers field theoretic cor-
rections to the classical theory [23–25]. Upon being com-
bined with Avrami’s growth law [17–19], it was shown to
accurately produce the results of hysteresis loop areas ob-
tained from Monte Carlo simulations at a temperature T
below the critical temperature Tc both in a single droplet
(SD) and a multidroplet (MD) regimes—differentiated by
whether only one or many droplet nucleate [26]—even in
the case of a sinusoidally varying applied external field H
with an adjustable parameter [27–30]. Another theory,
referred to as BD below, adds appropriate corrections to
the droplet free energy of Becker and Do¨ring’s nucleation
theory [8]. It was found to accurately predict nucleation
rates for the 2D Ising model without adjustable parame-
ters [31–33].
However, it is well-known that classical nucleation
theories are not applicable in spinodal decompositions
in which the critical droplet for nucleation is of the
size of the lattice constant and thus no nucleation is
needed [3]. In contrary to the mean-field case, for sys-
tems with short-range interactions, although sharply de-
fined spinodals that divide nucleation and growth from
spinodal decomposition do not exist [3–5], one can never-
theless assume existence of fluctuation shifted underlying
spinodals called “instability” points. Expanding around
them below Tc of a usual φ
4 theory for critical phenom-
ena then results in a φ3 theory for the FOPT due to the
lack of the up–down symmetry in the expansion [34, 35].
An RG theory for the FOPT can then be set up in par-
allel to the RG theory for the critical phenomena, giving
rise to universality and dynamic scaling characterized by
analogous “instability” exponents. The primary qualita-
tive difference is that the nontrivial fixed points of such
a theory are imaginary in values and are thus usually
considered to be unphysical, though the instability ex-
ponents are real. Yet, counter-intuitively, imaginariness
is physical in order for the φ3 theory to be mathemat-
ically convergent, since the system becomes unstable at
the instability points upon renormalization and analyti-
cal continuation is necessary [36]. Moreover, the degrees
of freedom that need finite free energy costs for nucle-
ation are coarse-grained away with the costs, indicating
irrelevancy of nucleation to the scaling [36]. Although no
clear evidence of an overall power-law relationship was
found for the magnetic hysteresis in a sinusoidally oscil-
lating field in two dimensions [27, 28, 37] in contrast to
previous work [38–40], recently, a dynamic scaling near a
temperature other than the equilibrium transition point
was again found numerically for the cooling FOPTs in
the 2D Potts model with properly logarithmic correc-
tions [41]. However, the exponent found numerically was
suggested to be consistent with the φ3 theory [40]. A
systematic study of the φ3 theory is thus desirable.
Here, we propose an idea that the instability point is
reached when the time scale of the nucleation and growth
2matches that of the driving arising from a temporally
varying externally applied field. Integrating the theory
of nucleation and growth with the φ3 RG theory of scal-
ing for FOPTs, we are then able to construct a finite-time
scaling (FTS) ansatz for the magnetization. It is found to
describe remarkably well the numerical simulations of the
2D Ising model with universal instability exponents and
scaling functions for two simulated temperatures below
Tc when allowing for a single additional universal loga-
rithmic factor. This offers unambiguous evidence for the
φ3 theory. Because the scaling form contains all the es-
sential elements of nucleation and growth including the
Boltzmann factor, which is the origin of the large dis-
crepancy between nucleation theories and experiments,
it also provides a method to rectify it.
In the following, we first review briefly the φ3 RG the-
ory of scaling for FOPTs, the theory of FTS, and the the-
ories of nucleation and growth to set the stage in Sec. II.
Next, the theory of the competition between nucleation
and growth and scaling with the resultant FTS ansatz
is presented in Sec. III. Then, after the introductions of
the model, parameters and methods in Sec. IV, we show
first in Sec. V that nucleation and growth alone cannot
account for the varying-field-driven transitions in the 2D
Ising model below its Tc and the recently proposed log-
arithmic time factor does not work in the model either.
Then, in Sec. VI, we verify that the scaling ansatz ac-
counts for the numerical results well. Finally, conclusions
are drawn in Sec. VII.
II. BRIEF REVIEW OF THEORIES
In this section, we review briefly the φ3 RG theory of
scaling for FOPTs, the theory of FTS, and the theories
of nucleation and growth. One can see from the first two
subsections, Secs. II A and II B, that the scaling forms
with the instability exponents are identical with the cor-
responding ones for critical phenomena except for a finite
instability point. This illustrates the unification of the
two kinds of phase transitions in the present approach.
A. The φ3 RG theory for scaling in FOPTs
Consider the usual φ4 model with a conventional
Ginzburg-Landau functional [42, 43]
H[φ] =
∫
dx
{
1
2
τ4φ
2 +
1
4!
gφ4 +
1
2
[∇φ]2 −Hφ
}
(1)
of a scalar-order parameter φ in the presence of an ex-
ternal field H , where τ4 is a reduced temperature and g
is a coupling constant that is positive for stability. It is
well-known that this model possesses a critical point at
τ4 = 0 and H = 0 in the mean-field approximation in
which φ is spatially uniform. Upon considering fluctua-
tions, the critical point shifts to τ4 < 0 and H = 0. The
critical behavior of this φ4 model is found from the RG
theory [42, 43] and describes the Ising universality class
near its critical point at Tc. For a sufficiently negative τ4
or T below Tc, there exists an FOPT at H = 0 between
two phases with opposite spatially uniform magnetiza-
tion Meq. Accordingly, to study the FOPT, it is essen-
tial to shift the order parameter by Ms, the meaning of
which will become clear shortly. In particular, let
φ = Ms + ϕ. (2)
Then,
H[ϕ] =
∫
dr
[
1
2
τϕ2 +
1
3!
gMsϕ
3 +
1
2
(∇ϕ)2 − hϕ
]
, (3)
where
τ = τ4 +
1
2
gM2s , h = H − τ4Ms −
1
3!
gM3s , (4)
and we have only kept terms containing ϕ but neglected
the quartic term in ϕ in comparison to the cubic term
in the vicinity of Ms. One can easily convince one-
self that τ = 0 and h = 0, or Ms = ±
√
−2τ4/g and
Hs = 2Msτ4/3 from Eq. (4), is the spinodal point of the
mean-field φ4 theory, the point at which the mean-field
free-energy barrier for a metastable well vanishes. More
importantly, it is evident by comparing Eqs. (1) and (3)
that this spinodal point is the mean-field “critical” point
of the φ3 Hamiltonian (3), in exact analogy to the fact
that τ4 = 0 and H = 0 is the mean-field critical point of
the φ4 theory [34]. Noticing this similarity, one can thus
assume that fluctuations again shift the mean-field spin-
odal point to some finite values, which are again denoted
as Ms and Hs and are dubbed instability point, because
this “critical point” is in fact an unstable point for the
φ3 theory. It is then routine to perform an RG analysis
to the theory, arriving at the infrared-stable fixed points
and the ensuing scaling for the averaged φ, or M , viz.,
M(H, t) = Ms + (H −Hs)1/δf1
(
t(H −Hs)νz/βδ
)
(5)
near the instability point, where t is the time, f1 is a
universal scaling function, and ν, δ, β, and z are the
instability exponents for the correlation length, the mag-
netic field, the magnetization, and the dynamics, respec-
tively, each corresponding exactly to its critical counter-
part [34, 35]. Note the finite Hs andMs representing the
finite instability point in the scaling form different to the
critical phenomena (5).
From Eq. (5), one finds an equilibration time teq ∝
(H −Hs)−νz/βδ, which diverges at the instability point.
This is the origin of the scaling for the φ3 theory. For
a real FOPT, however, the divergence is blocked by the
neglected ϕ4 term in Eq. (3). Nevertheless, the ϕ4 term
has been shown to be irrelevant to the φ3 fixed point in
the RG sense [44–46], similar again to the critical phe-
nomena in which all terms with orders higher than four
are irrelevant [42, 43].
3The most important difference of the φ3 theory to the
φ4 theory is that its nontrivial fixed points are imag-
inary in values and are thus usually considered to be
unphysical. However, as pointed out in Sec. I, the imag-
inariness arises from the instability of the system at just
the instability points once the degrees of freedom that
need finite free energy costs for nucleation are coarse-
grained away. As a result, analytical continuation is nec-
essary [36]. This then puts the FOPT in the same univer-
sality class as the Yang-Lee edge singularity [47], the sin-
gularity of the distribution of the Yang-Lee zeroes above
Tc [35]. This in turn enables us to improve the theoret-
ical estimates of the static instability exponents of the
φ3 theory to a three-loop order [35]. In addition, these
exponents agree with a functional RG calculation [48].
B. Finite-time scaling
Crucial in our analysis is the theory of FTS [49–52],
whose essence is a constant finite time scale originating
from a linear driving. This single externally imposed time
scale enables us to probe effectively a process in which a
system takes a long time to equilibrate, as is the present
case of nucleation and growth.
To see this, let’s change the field linearly with time
such that H = Hs + Rt with a constant rate R. This
imposes a relationship between H and t. Upon replacing
H by R in Eq. (5), one finds an externally imposed time
scale tR
tR = ζRR
−z/r, (6)
where ζR is a proportional coefficient independent on R
and
r = z + βδ/ν (7)
is the RG eigenvalue of R [34, 35]. By varying R, one
then has a series of time scales at hand. When tR is
shorter than teq, the system falls out of equilibrium. As a
consequence, the system is controlled by the driving and
exhibits FTS, similar to its spatial counterpart, finite-
size scaling, in which a system has a size smaller than its
correlation length.
To find the FTS form, one replaces t in Eq. (5) with R
and can then write (5) in an FTS form as [34, 35],
M(H,R) =Ms +R
β/rνf
(
(H −Hs)R−βδ/rν
)
, (8)
where f is another universal scaling function. Equa-
tion (8) describes the FTS regime in which (H −
Hs)R
−βδ/rν ≪ 1, or tR ≪ teq as expected. However,
even when the equilibration time becomes shorter than
tR and the system crosses over to the (quasi-)equilibrium
scaling regime governed by Eq. (5) with t replaced by R,
Eq. (8) can still well describe the situation [51, 52]. This
is because both regimes are controlled by the same fixed
point.
Similarly, if we consider a finite system with a lateral
length L, we have one more argument L−1R−1/r in f in
Eq. (8), a subleading term which constitutes a perturba-
tion for L ≫ R1/r, viz., the driving length scale shorter
than the system size, in the FTS regime. On the other
hand, if R is small and/or L is short such that L≪ R1/r,
the system crosses over to the finite-size scaling regime
in which the corresponding term LrR ≪ 1 becomes a
perturbation [49–51].
C. Theories of nucleation and growth
1. FT: Field theoretically corrected theory of nucleation
We first review briefly FT [27, 28]. Let us start with
the capillarity approximation [3] for a nucleus of an effec-
tive radius ρ whose volume is assumed to be V (ρ) = Ωdρ
d
through a shape factor Ωd(T ) in a d dimensional space.
The free-energy cost is then [26, 53]
F (ρ) = dΩ
1/d
d V
(d−1)/dσ0 − V δµ = dΩdρd−1σ0 − Ωdρdδµ,
(9)
where σ0 is the surface tension along a primitive lattice
vector and [26, 54]
δµ = 2MeqH (10)
is the difference in the bulk free-energy density between
the metastable and the stable phases arising from apply-
ing a positive H to a state with a negative spontaneous
equilibrium magnetization −Meq. Accordingly, the crit-
ical radius is
ρc =
(d− 1)σ0
δµ
=
(d− 1)σ0
2MeqH
, (11)
which maximizes F (ρ), and the free-energy cost for the
critical nucleus is
Fc = Ωd
(d− 1)d−1σd0
δµd−1
= Ωdσ
d
0
(
d− 1
2Meq
)d−1
1
Hd−1
. (12)
For the 2D Ising model, the field-theoretically cor-
rected nucleation rate I(T,H) per unit time and volume
is given by [23, 24]
I = B(T )HK exp
(
− Fc
kBT
)
= B(T )HK exp
(
− Ξ
H
)
(13)
with Ξ = Ω2σ
2
0/2MeqkBT using Eq. (12), where B(T ) is
a parameter to be adjusted to fit the numerical results,
K = 3 for the 2D kinetic Ising model [23, 24, 26, 54, 55],
and kB is the Boltzmann constant.
42. BD: Field-theoretically corrected Becker-Do¨ring theory
of nucleation
BD is based on the Becker-Do¨ring theory of nucle-
ation [6],
IBD = f
+
c Z exp
(
− Fc
kBT
)
, (14)
which has been found to predict the nucleation rate for
the 2D Ising model very accurately without adjustable
parameters if a correct free energy F (n) of a droplet
with n spins is used [32], where the attachment rate
of a molecule to the critical nucleus of nc spins is ap-
proximated as f+c ≈ 2
√
pinc exp(−σeff/kBT ) [32] and the
Zeldovich factor [9] is defined as Z ≡
√
η/2pikBT with
η ≡ −∂2F (n)/∂n2|n=nc and σeff(T ) denoting an effective
surface tension that produces accurate values of the total
interfacial free energy of a nucleus [31]. For the 2D Ising
model [31, 53, 56],
σeff(T ) =
4T√
piMeq
{∫ 1
T
1
Tc
[
1− 3− e
−4x
sinh(4x)
]
K ′[q(x)]dx
} 1
2
,
σ0(T ) = 2 + T ln[tanh(1/T )],
Meq(T ) =
[
1− sinh−4(2/T )]1/8 , (15)
where K ′ is the elliptic integral and q(T ) = 8[cosh(4T )−
1]/(cosh(4T ) + 1)2.
In BD, the droplet free energy that can produce a cor-
rect critical nucleus is supposed to be [32]
F (n) = 2
√
pinσeff(T )− 2Hn+ τkBT lnn+ c(T ), (16)
although the field-theoretic logarithmic correction can
also be written as a preexponential factor as in Eq. (13),
where τ = 5/4 and c(T ) is a constant determined by
matching F (n) with its exact values for small n [31, 32].
Comparing the two forms of the surface energy in Eqs. (9)
and (16), we find
Ω2(T ) = piMeq
(
σeff
σ0
)2
(17)
using Meq = n/V . As a result,
Ξ =
piσ2eff
2kBT
. (18)
Equation (16) leads to both the critical nucleus
nc =
piσ2eff
16H2
(
1 +
√
1 +
4τ
Ξ
H
)2
, (19)
which matches Eq. (11) for no correction τ = 0, confirm-
ing the good approximation, Eq. (10), used there, and,
using Eq. (14), a nucleation rate in the form of Eq. (13)
with K = 2τ + 1/2 = 3 correctly and
B(T,H) =
2
1
2+3τeτ−(c+σeff)/kBT
Ξτ (kBT )
1
2+τ
√
ye(1−y)Ξ/2H
(1 + y)
1
2+2τ
, (20)
which is now H dependent and we thus differentiate it
from B(T ) by the arguments (note, however, that this
differentiation is not valid for all other parameters and
variables), where y ≡
√
1 + 4τH/Ξ. B(T,H) drops from
B(T, 0) =
2τ
Ξτ (kBT )
1
2+τ
exp
(
τ − c+ σeff
kBT
)
(21)
to vanishing values at large H monotonically.
3. Avrami’s theory of growth
In the MD regime in which many droplets nucleate and
grow [26], Avrami’s growth law [17] gives the magnetiza-
tion M at time t as [17, 28, 29]
MeqH −M(t)
MeqH +Meq
= exp
{
−Ωd
∫ t
0
I
[∫ t
tn
v(t′)dt′
]d
dtn
}
(22)
for a system initially equilibrated in −Meq, where
MeqH(T ) stands for the equilibrium magnetization at H
and v(t) is the interface velocity of a growing droplet.
v ≈ uHθ with θ = 1 and a constant proportionality u in
the Lifshitz-Allen-Cahn approximation [3, 57, 58].
For a constant external field H , I and v are constants
and Eq. (22) becomes
M(H,T, t) =MeqH − (MeqH +Meq) exp
[−(t/t0)d+1]
(23)
in the MD regime, with a nucleation and growth time
scale
t0(H) = ζ0H
−
K+d
d+1 exp
{
Ξ
(d+ 1)Hd−1
}
, (24)
where ζ0 is a coefficient. Using Eq. (13) and v(t) from
the nucleation and growth theory, we find ζ0(T ) =
[Ωdu
dB(T )/(d + 1)]−1/(d+1), a temperature-dependent
constant. However, we will regard it as a new param-
eter when we consider scaling in the following. We will
come back to it later on.
For a time-dependent field H(t) = Rt (note that this
form of field is used in the study of hysteresis only), by
assuming an adiabatic approximation in which the con-
stant field is simply replaced with its time dependent
one [28], Eqs. (13) and (22) then result in
1
x4
Γ(−4, x)− 2
x2
Γ(−6, x) + Γ(−8, x) = 4R
3 ln 2
Ω2u2B(T )Ξ8
(25)
with x ≡ Ξ/Hc in two dimensions for the coercivityHc at
whichM = 0, where Γ is the incomplete gamma function
5and we have simply set MeqH/(MeqH +Meq) = 1/2, a
good approximation since MeqH deviates from Meq only
slightly. In fact, we can even simply replace MeqH by
Meq without appreciable difference [59].
An identical equation with Eq. (25) has been derived
for a sinusoidal driving in the low frequency approxima-
tion [28] in which
R = H0ω =
2piH0
τ(H0, T )R0
(26)
with τ(H0, T ) being the average lifetime of the
metastable state at H0 and T [28]. This is because
H = H0 sin(ωt) ≈ H0ωt = Rt for low frequencies ω.
Note that R0 is a scaled period [28] inversely propor-
tional to the rate R. However, the sinusoidal driving has
generally two controlling parameters, the field amplitude
H0 and the frequency ω, and thus may complicate and
conceal the essence of a process. In particular, at a fixed
H0, for ω → 0, the hysteresis loop area enclosed in a
driving cycle is governed by H0ω, which is equivalent to
R, Eq. (26), and increases with ω; while for ω → ∞,
the area is determined by H20/ω in the mean-field ap-
proximation and vanishes [38]. At least these two mech-
anisms compete and produce an area maximum at some
ω [27, 28, 38, 39]. In addition, for high ω, the hysteresis
loops are rounded and even drifting and thus their areas
are not well defined [27] because of a dynamical transi-
tion [28, 38, 39]. This subtlety does not appear in the
linear driving [67].
In the SD regime [26], by neglecting the growth time
for a supercritical nucleus to occupy half the system vol-
ume Ld compared with the nucleation time, the prob-
ability for the system to make the transition by time t
is [27]
P (t) = 1− exp
[
−Ld
∫ t
0
I(T,H)dt
]
. (27)
Accordingly, Hc is approximately determined by the time
tc at which P (tc) = 1/2. Using again the adiabatic ap-
proximation for I, one obtains in this regime in two di-
mensions [27]
1
x4
Γ(−4, x) = R ln 2
B(T )L2Ξ4
. (28)
An asymptotic form
Hs ∼
[
− ln
(
ln 2
B(T )L2Ξ4
R
)]
−1
(29)
from Eq. (28) could be found by expanding Γ(a, x) in
large x [27, 28]. This was argued to be the leading be-
havior for small R [37]. However, it has been shown that
such a behavior if exists could only be detected for ex-
tremely low R [27, 28], as seen by the curves marked
asymptotic logarithm in Fig. 1(a) below.
For BD, Hc in the MD and SD regimes can be found
from Eqs. (22) and (27), respectively, though Eqs. (25)
and (28) are invalid.
III. THEORY OF COMPETITION BETWEEN
SCALING AND NUCLEATION AND GROWTH
A. Instability points
A system lying in metastable states exhibits strong
fluctuations. On the one hand, these fluctuations can
lead to nucleation and growth. On the other hand, ac-
cording to the φ3 theory, the fluctuations are governed by
the φ3 fixed points and must show scaling and universal-
ity. Whether nucleation and growth or scaling dominates
depends on their time scales. This indicates that the
point at which the two time scales equal plays a pivotal
role.
Our central idea is thus that scaling can be observed
around the field Hs that satisfies
t0(Hs) = tR. (30)
Hs so defined divides therefore regimes in which either
nucleation and growth or the scaling governed by the φ3
fixed points is dominant and hence is identified with the
instability point of the theory, which was originally sug-
gested to separate nucleation and growth from spinodal
decomposition. From Eqs. (6) and (24), Eq. (30) becomes
Hd−1s (− lnR+ κ lnHs + b) = rΞ/[(d+ 1)z], (31)
with
κ ≡ r(K + d)/[z(d+ 1)], b ≡ r ln(ζR/ζ0)/z. (32)
In the following, we only consider FT in which ζ0 does
not depend on H , since we will see that it is already
quite good in the MD regime. How BD works in this
theory will be left to future study. The corresponding
Ms is given by the magnetization at Hs obtained from
Eq. (23) with t replaced by H/R, i.e.,
Ms = MeqH − (MeqH +Meq)e−H
d+1
s
[Rt0(Hs)]
−(d+1)
. (33)
Note that tR was obtained fromH = Hs+Rt, orH = Hs
at t = 0, while in Eq. (23), H = 0 at t = 0. To be
consistent, for H = Hs + Rt, the t in Eq. (23) must
change to t + Hs/R, which is simply H/R, as we have
used in Eq. (33).
Several remarks are in order. First, the instability
points so obtained depend on the rate R. This is rea-
sonable since they rely on the probing scales as previous
studies have shown [60–62]. Only in the case in which
the first two terms on the left-hand side of Eq. (31) can
be neglected can one arrive at a constant Hs. Second, as
R → 0, one has Hs → 0 and Ms → MeqH → Meq, viz.,
the equilibrium transition point and magnetization, re-
spectively, rather than the mean-field spinodal since the
range of interactions is short. This is again reasonable
in view of the new physical meaning of the instability
point; because, at the equilibrium transition point, only
nucleation and growth is possible though the transition
6may take a time longer than the age of the universe.
Note that Ms → Meq instead of the initial state −Meq
as R→ 0 since nucleation and growth have been consid-
ered. Third, if the second term on the left-hand side of
Eq. (31) are neglected for sufficiently low R, we find [37]
Hs ∼ (b−lnR)−1/(d−1), which is consistent with Eq. (29)
and vanishes only for so extremely low R that is not fea-
sible numerically or experimentally [28, 30]. Fourth, the
recently found logarithmic time factor [41] should be an
approximated form of (31), as the scaling found there
is peculiar [63]. So should those found numerically in
Ref. [30].
B. Scaling ansatz
Because the instability points are determined by
Eqs. (31) and (33), it is then more than natural to pos-
tulate that the scaling form (8) changes to the ansatz
Y (H,T,R) = Rβ/rνf
(
XR−βδ/rν(− lnR)−3/2
)
, (34)
with X(H,T,R) ≡ Hd−1(− lnR+ κ lnH + b)− rΞ/[(d+
1)z] and Y (H,T,R) ≡ M(H,T,R) −MeqH + (MeqH +
Meq) exp{−ζ−(d+1)0 HK+2d+1R−(d+1)e−Ξ/H
d−1}. In (34),
we have included a logarithmic factor with an exponent
−3/2. It may stem from either the φ3 theory in two
dimensions or the neglected higher order terms in the
nucleation rate [24]. At present, we have no definite the-
ory to explain it. However, we find that this single factor
is sufficient for good scaling collapses for the two temper-
atures we simulated. It is thus universal for at least the
Ising model in two dimensions.
The scaling ansatz (34) appears complicated. However,
the seemingly complicated forms of Y and X just reflect
the competition of the nucleation and growth with the
scaling. In fact, from the scaling form (34), at X = 0,
one recovers naturally Hs that obeys Eq. (31) and the
magnetization satisfies
M(Hs, T, R) =Ms(T,R) +R
β/rνf(0) (35)
similar to the one obtained from (8), though Ms defined
in Eq. (33) is rate dependent. These similarities with
Eq. (8) support our ansatz. However, owing to the com-
petition, there is a new feature. At Y = 0, one can only
find X |Y=0 = aRβδ/rν(− lnR)3/2 for f(a) = 0, different
from the usual simple form H |M=Ms = Hs + aRβδ/rν
obtained from Eq. (8) at M =Ms.
IV. MODEL, PARAMETERS, AND METHODS
A. model
In order to compare with the theories, we consider the
2D Ising model with a usual Hamiltonian
H = −J
∑
<i,j>
sisj +H
∑
i
si (36)
for L2 spins si = ±1 on a square lattice. We set J/kB = 1
as an energy unit. Evolution of the system involves up-
dates of randomly selected spins from an initial state
with all si = −1 in the time unit of one Monte Carlo
step per spin [64]. For direct comparison with the results
in [28], we utilize the same attempted spin flip probability
exp(−∆Ei/kBT )/[1 + exp(−∆Ei/kBT )] with ∆Ei being
the energy change when only the ith spin is flipped, work
at the same T = 0.8Tc = 1.815348 and a lattice size of
L = 64 with periodic boundary conditions, and run the
sinusoidal driving with the same H0 = 0.3 and various
R0. However, a larger lattice size of L = 265 is also
used. For the linear driving, we started with a field to
ensure equilibration sufficiently far away from the tran-
sition. This field was checked to have no effect on the
results and to guarantee M = Meq at H = 0 for suf-
ficiently large R0 as expected. 40 or so periods were
run for each R0 in the sinusoidal driving but 25, 000 to
20, 000, 000 samples were used in the linear driving for
averages. For L = 256, the largest R0 = 2000 had the
least 50, 000 samples.
B. Parameters
There are a lot of parameters in the theories. These
parameters consist of two classes. One class is the param-
eters for the nucleation and growth. For T = 0.8Tc =
1.815348 in the 2D Ising model, all parameters except
one in this class has been determined. They are τ(H0 =
0.3, T ) = 74.5977, u = 0.465(14), B(T ) = 0.02048,
Ξ = 0.506192, and Ω2 = 3.15255 [27, 28], the last of
which agrees well with 3.152543 from Eq. (17) using the
exact results of σ0 = 0.745915, σeff = 0.764852, and
Meq = 0.954410 from Eq. (15). In addition, K = 3 inde-
pendent of the temperature as pointed out in Sec. II C 1.
Besides, c = 5.31788, which is determined by matching
F (n = 1) to its exact values from droplet sizes of up
to 4 [32]. The only one that has not been determined is
MeqH , the equilibrium magnetization at a constant exter-
nal field H at a fixed temperature. However, for T < Tc
and in an external field, the Ising system can be readily
equilibrated. Therefore, MeqH for a series of given H at
a given temperature can be found in independent sim-
ulations. Its value for any H can then be obtained by
interpolation.
There is another parameter in this class. This is ζ0
defined via Eq. (24). Although, in the nucleation and
growth theory, all parameters are known and thus ζ0
can also be estimated at T = 0.8Tc, B(T ) was found
by adjusting it to match the data without considering
scaling [28]. We therefore regard ζ0 as an adjustable pa-
rameter.
We have also studied another relatively low temper-
ature T = 1/0.735 ≈ 0.6Tc in order to verify the uni-
versality of the scaling. To this end, the parameters in
the class of nucleation and growth needed are only Meq,
K, and Ξ, the latter two crucially affect the nucleation
7and growth, as well as MeqH and ζ0, as can be seen from
Eqs. (34) and (32). From Eq. (15), the exact results
are σeff = 1.381326 and Meq = 0.992879. This gives
Ξ = 2.2928252 from Eq. (17).
Another class of parameters is related to the scal-
ing. This includes the instability exponents and ζR.
As pointed out, the φ3 theory for FOPTs falls into the
same universality class as the Yang-Lee edge singular-
ity [35]. In 2D, we therefore have δ = −6 [65]. This gives
ν = −5/2 exactly [35]. Also β = 1 [35, 47]. However,
z = 1.753 is only estimated to two loop orders [35]. So,
we may adjust it to find the best results.
Therefore, one sees that the scaling ansatz (34) con-
tains only two unknown parameters, ζ0 and ζR or b be-
cause of Eq. (32), to be determined for the 2D Ising
model. All the other parameters are either known exactly
or can be determined from independent sources. These
few degrees of freedom of the model offer therefore an
excellent arena for testing the theory.
There is a logarithmic correction term with the ex-
ponent −3/2. We will see that without this term, the
curves of different rates cross one point correctly. With
this single correction, they overlap over a large range af-
ter rescaled. In practice, we try only simple numbers
for the exponent and determine it for one temperature.
Then we find that the same factor also works well for the
other temperature. This demonstrates its universality in
the 2D model. In critical phenomena, one also encoun-
ters logarithmic corrections. However, what is the exact
origin of the term has yet to be identified.
C. The method of varied-range fitting
In order to show whether an FTS form can really ex-
plain numerical results or not, one method is to collect
data from a series of rate R and then fit the data ac-
cording to the scaling form. To this end, it is essential
to check that the results such as exponents of the fit are
independent on R at least for some of its ranges. Other-
wise, the exponents obtained are only apparent. To this
end, we employ a method of sequentially varied range
fitting.
The method works as follows. Let there be N data
measured at R1, R2, · · · , RN , arranged in ascending or-
der. We first fit the six data from RN to RN−5 and
obtain an apparent exponent A. It can be plotted as a
point at RN−5 in the plane of A versus R. Then, we
include one more datum at RN−4 and fit the seven data
from RN to RN−4 again and obtain another A. This
adds another point in the plane at RN−4. The procedure
is repeated until all R are included in the fit, leading to a
curve in the plane. One can of course plot the points on
the large R side at RN , RN−1, · · · , R5, because the curve
only demonstrates the variation of A with R. Next, we
drop the datum at the largest RN and start the series of
fits from RN−1. This results in another curve in the A
versus R plane. Repeating the procedure until the last
point for R1 to R5 is found. One can of course start the
fits from R1 to R5 reversely. Anyway, the results show
all possible sequential fitting to the data with at least six
rates and display a series of curves with systematically
different lengths. As a consequence, one can readily iden-
tify whether there exists a plateau for a rate-independent
exponent.
D. Procedure
The procedure to verify the scaling ansatz (34) is as
follows. Given a z, we guess a value of b and solve out
Hs from Eq. (31), find the corresponding M(Hs) for a
series of R from the simulated magnetization curves, and
then fit them according to Eqs. (35) and (33). Note that
Eq. (35) produces one more parameter, f(0). Yet, be-
cause b is given, we are left only with two parameters,
f(0) and ζ0, to be determined from the fit. However, we
have also to estimate the range of R that fits into the MD
regime in which t0 is determined. As three parameters
can usually be accurately found from a nonlinear fit, we
thus regard one more parameter, either β/rν or d + 1
in Eqs. (35) and (33) as unknown. In practice, we run
separate fits to determine both β/rν and d+1 for two dif-
ferent temperatures in order to show that the outcomes
of the fits are not just accidental and the function indeed
describes the results well. Employing then the method of
varied-range fitting, we find a series of apparent results,
including the apparent exponent β/rν or d+1. The cor-
rect b must lead to the right β/rν or d+1 for the given z,
if the theory does describe the numerics. Moreover, those
rates that give rise to the correct exponent must fall in
the MD regime consistently. All the results can finally
be plugged in Eq. (34) for a corroboration. Remarkably,
the two time scale coefficients can be found accordingly.
V. LACK OF SIMPLE SCALING IN
NUCLEATION AND GROWTH
In this section, we first show numerically that classi-
cal nucleation and growth theories alone cannot explain
the hysteresis of the FOPT of the paradigmatic 2D Ising
model driven by linearly varying an externally applied
field. Although both FT and BD agree quite well gener-
ally with the simulation results, the slight but systematic
deviations for different sweep rates R of the driving in-
dicate that the theories miss something for such a driven
transition. We then show that the recently found scal-
ing with a logarithmic time factor of ln2 t in the Potts
model [41] does not work in the present case.
Figure 1 displays the simulation results along with the-
oretical ones from solving numerically Eqs. (25), (28) and
those for BD. One sees that the results of linear and si-
nusoidal drivings are identical for large R0. Using the
values of Hc at R0 = 200 in the linear driving, we find
from Eq. (25) B(T ) = 0.02515, which is close to 0.02048
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FIG. 1. (Color online) (a) Hc versus the reciprocal of the
scaled period R0 for L = 64 at T = 0.8Tc. Linear and
sin denote the data obtained from Monte Carlo simulations
of the 2D kinetic Ising model using H = Rt and H =
H0 sin{2pit/[τ (H0, T )R0]}, respectively. The three curves
around SD are theoretical results for the SD regime [one BD
and two FT curves with B(T ) = 0.02515 for the upper and
B(T ) = 69.73 for the lower] and the two lower curves are re-
sults of the asymptotic logarithmic approximation, Eq. (29)
[the curve of the larger B(T ) is far smaller and absent]. The
horizontal lines with arrows indicate the dynamic spinodal
(DS, which separates regimes of MD and SD) and the mean-
field spinodal (MFS, above which spinodal decomposition oc-
curs) [26, 66]. Note that the “error bars” give the standard
deviations of the distributions of the transition involved [28].
(b) Differences in Hc. BD-FT stands for the differences of
the two theories, while the others are the differences to the
linear driving. 256 symbols the differences between results on
L = 64 and L = 256 lattices.
found from the same R0 for the sinusoidal driving in
Ref. [28] but produces slightly better results. As seen in
Fig. 1(a), the predictions of FT are excellent in the MD
regime and even beyond, while in the SD regime, they are
poor. To match the lowest rate, we find B(T ) = 69.73,
larger by more than two thousand times. In contrast, BD
yields good results even in the SD regime without any ad-
justable parameters, though they are slightly smaller as
seen in Fig. 1(b) and the H range is far larger than 0.01
to 0.13 studied in Refs. [32, 33] for a constant H .
0.30
0.36
 
 
(a)
10-3 10-2 10-1 100 101
0.03
0.06
1/R
0
 Linear
 FT
 BD(b) Hc0
FIG. 2. (Color online) Varied-range fitting results of (a) λ and
(b) Hc0 for L = 64 at T = 0.8Tc. The fits start from the small
R or large R0 side and the results are plotted at the largest R
or smallest R0 (see Sec. IVC for details). For clarity, we plot
only every other curve for the theories. Lines connecting the
symbols are only a guide to the eye. The curves of identical
colors have identical ranges of R0. Note the trends and the
large discrepancy between the theories and simulations in (b)
irrespective of the dense curves which may not be easy to
follow.
However, from the differences shown in Fig. 1(b), one
sees that both theories exhibit systematic deviations from
the numerical results. This can be clearly seen from
Fig. 2, where we show the results of the varied-range
fitting to [67, 68]
Hc = Hc0 + cR
−λ
0 (37)
with constants Hc0, c, and λ. For the theories, both
λ and Hc0 change monotonically with the range of R0
that is used to fit them out, conforming to the expecta-
tion that the results described by such theories exhibit
no scaling [27, 28]. However, the simulation results are
qualitatively distinct. This is also true for L = 256 for
which the features at large R0 in Fig. 2 disappear owing
to the suppression of the SD regime in the range studied
as seen in Fig. 3. In Fig. 2, although λ from the simu-
lations appears close to that from BD in a small range
(the cyan curve), it is clear that there exists a substantial
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FIG. 3. (Color online) Varied-range fitting results of (a) λ
and (b) Hc0 for L = 256 at T = 0.8Tc. No apparent concave
around R0 = 10 appears. Eleven successive curves for the lin-
ear driving are shown, while every other curve for the theories
are shown except for the lowest curve. Lines connecting the
symbols are only a guide to the eye. The curves of identical
colors have identical ranges of R0.
discrepancy in Hc0 between the theories and the numer-
ical results both for L = 64 and L = 256. Note that this
large gap cannot be removed by adjusting parameters like
B(T ), because bigger Hc0 leads to bigger λ and thus the
gap transfers to λ. Moreover, such possible adjustments
have only a negligible effect because the differences in Hc
between the theories and the numerical results are small.
Furthermore, larger lattice sizes and even the thermody-
namic limit cannot remove the gap. Comparing Figs. 2
and 3, one sees that the results on the right hand side for
large R (small R0) are similar. In fact, when L is larger
than the driving length scale in the FTS regime, it plays
only a negligible role [50], as pointed out in Sec. II B. Ac-
cordingly, the results on different lattice sizes must differ
negligibly in principle. Therefore, there must be some-
thing missing in the nucleation theories.
Recently, scaling was found to emerge if a ln2t term
was utilized in the FOPTs of the Potts model, in which
the field is served by T − T0 with T0 the equilibrium
transition temperature [41]. This factor was argued to
arise from the interplay between the exponential time in
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FIG. 4. (Color online) (a) M versus H ln2t for nine R from
R = 0.00421 to 0.000168 (from right to left above the crossing)
at T = 0.8Tc and from R = 0.00145 to 0.000116 (from left to
right) at T ≈ 0.6Tc. (b) The crossing point at about H ln
2t =
Hs = 7.49 and Ms = −0.641 and its enlargement at T =
0.8Tc. (c) Original M versus H curves at T = 0.8Tc. (d)
Collapses of all curves in (c) including even the largest rate
R = 0.00421 for the chosen exponents.
tunneling between the two phases and the droplet for-
mations in the low-temperature phase. The curves of
energy differences—normalized by their fixed value at
T0—versus (T − T0) ln2t for various cooling rates cross
at a finite value. This was suggested to show a dynamic
transition with spinodal-like singularity [41]. Figure 4(a)
shows that this crossing appears to happen for the Ising
model studied here at T = 0.8Tc. However, it is absent at
T ≈ 0.6Tc. This indicates that the mechanism can not be
dominated generally, as varying T or H cannot change
the mechanism and other corrections should not be so
large as to substantially change the leading behavior.
Moreover, Fig. 4(b) shows that the crossing point is in
fact not a single point. Yet, as illustrated in Fig. 4(d), we
are able to find exponents and a logarithmic correction
to collapse all the curves displayed in Fig. 4(c), including
even the largest rate plotted that does not cross the point
at all, as seen in Fig. 4(b). Figure 4(d) indicates that
M = Ms +R
n1(− lnR)−2f2[(H ln2t−Hs)R−n2 ], (38)
where f2 is a universal scaling function. Therefore, at
M = Ms, one must have H ln
2t = Hs + a1R
n2 , while
at H ln2t = Hs, M = Ms + f2(0)R
n1(− lnR)−2 with
f2(a1) = 0. We can then perform varied-range fittings
both at M = Ms and at H ln
2t = Hs to investigate
whether the corresponding exponents n2 and n1, respec-
tively, are indeed constant or not. The results are shown
in Fig. 5. One sees from Fig. 5 that all results depend
strongly on R. Moreover, there exists no consistency in
Hs and Ms, viz., the fit at Ms cannot reach the Hs
at which the fit was performed and vice versus. Fur-
ther, the exponent n1 has even a wrong sign opposite
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FIG. 5. (Color online) Varied-range fitting results of n2 and
Hs and n1 and Ms at T = 0.8Tc. (a) and (b) are results of
the fits of the H at Ms = −0.641 for various R and (c) and
(d) are those of the fits of theM at Hs = 7.49. The insets are
the enlarged views of the parts that appear to be constant.
Lines connecting symbols are only a guide to the eye.
to that used for the collapses in Fig. 4(d)! Note that
the collapse in Fig. 4(d) becomes poor when n2 varies
about ±0.1 or n1 changes to −0.1. In fact, according
to Eq. (38), one should have found the crossing point
using (M −Ms)R−n1(− lnR)2 versus H ln2t rather than
M versus H ln2t, because all curves of different R could
then really cross at a single point for the former. This is
the usual method for finding the critical point in finite-
size scaling [63]. Therefore, the logarithmic time factor
does not apply to the Ising model even for the case of
T = 0.8Tc.
In fact, a further logarithmic correction can lead to
plateaus in the fitted results and can even change n1 to
the value of β/rν and n2 to that of βδ/rν and consistency
in Hs and Ms [30]. However, we believe this together
with the ln2t factor is only the approximated forms of
the present theory, since a lot of parameters are needed.
VI. VERIFICATION OF THE THEORY
We now follow the procedure in Sec. IVD to verify the
theory of scaling near the proposed instability point by
showing that it accounts for the numerical results well.
Figure 6 shows the results of the varied-range fitting
for z = 1.5 from Eqs. (35) and (33). One sees that, as the
data of large R are omitted in the fits, the apparent ex-
ponents approach respectively −0.103 and 3 correctly. In
Fig. 6(b) for T ≈ 0.6Tc, including of smaller rates again
drives the exponent away from 3, a feature which we will
come back later on. The rates that give rise to the cor-
rect exponents β/rν = −0.103 and d+ 1 = 3 within the
error-bars are thus chosen to be the five data of the sixth
curve (inverse triangles, counting from the rightmost end
point) plus the five larger rates in the varied-range fitting,
adding up to ten rates for T = 0.8Tc, and the three data
of the fourth curve (diamonds) plus the five larger rates,
totally eight rates for T ≈ 0.6Tc. We have displayed
different exponents for different temperatures in Fig. 6
in order to show that both exponents indeed reach their
correct values in contrast with Figs. 4 and 5. The other
exponent that is not displayed exhibits similar behavior
and shows consistently that Eq. (35), together with its
universal instability exponents and Eq. (33), can indeed
account for the simulation results.
Using the fitted results of ζ0 and the ranges of rates
that produce the correct exponents, we rescale the mag-
netization curves shown in Fig. 7(a) and 7(e) according
to the scaling form (34) in the absence of the logarith-
mic correction and plot the results in Fig. 7(b) and 7(f).
One sees that at the crossing point X = 0 at which the
fits were performed, all curves cross perfectly except the
two extra rates included. This is in sharp contrast with
Fig. 4(b). We emphasize that these crossings are ob-
tained by the two parameters ζ0 and ζR or b only. Other
parameters, including the two universal instability expo-
nent composites and those for nucleation and growth, are
all predetermined. Note that we have also given a fixed
z. However, it was chosen to be around the theoretical
one-loop value. Moreover, other z values yield similar
results. These therefore show that the results do fit the
simulations well.
To collapse the other portions of the curves, we find
that a single logarithmic correction with a simple expo-
nent−3/2 works well for both temperatures studied. The
results are depicted in Fig. 7(d) and 7(h). The peaks of
the rescaled curves stem from the competition between
M and the part of nucleation and growth in Y and lie
in the late stages of the transition as seen in Fig. 7(c)
and 7(g). One sees that the rescaled curves collapse onto
each other almost perfectly even relatively far away from
the instability point at X = 0 and even for rates be-
yond. Together with the exponent plateaus shown in
Fig. 6, this strongly validates the scaling form. We note,
however, that, in the absence the universal exponents
and nucleation and growth, the simple logarithmic term
alone certainly cannot collapse the curves. For example,
consistent collapses in contrast with Fig. 4(d) can indeed
be found numerically as mentioned in the last section,
though several other logarithmic terms besides again the
φ3 theory must be taken into account [30].
Similar scaling collapses appear for z bigger than 1.5
and even up to 2.5 plus. We choose 1.5 because the scal-
ing functions for the two temperatures appear nearly par-
allel. This can be seen in Figs. 7(d) and 7(h), where iden-
tical scales are employed. The two rescaled curves only
displace with each other by less than 0.01 in f(0). This
slight difference may result from the neglected higher or-
der terms in the nucleation rate [24], which may also be
a source of the extra logarithmic factor. As pointed out
above, the rescaled curves already cross at X = 0 and
Y (Hs, T, R)R
−β/rν = f(0) even without the logarithmic
factor, as illustrated in Figs. 7(b) and 7(f). This indi-
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FIG. 6. (Color online) Apparent exponents (a) β/rν and (b) d + 1 for T = 0.8Tc and T ≈ 0.6Tc, respectively, obtained from
the varied-range fitting of Eqs. (35) and (33). Here we start the fit from the large R side and plot the results at the largest R,
see Sec. IVD for details. b = 2.82 and 0.77 for T = 0.8Tc and T ≈ 0.6Tc, respectively. Lines connecting symbols are only a
guide to the eye.
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FIG. 7. (Color online) Magnetization curves and their various rescalings for (a) to (d) T = 0.8Tc and (e) to (h) T ≈ 0.6Tc.
(a) and (e) are the magnetization curves for ten R from about 0.00421 to 0.000168 (or R0 from 6 to 150) and eight R from
about 0.00830 to 0.000830, respectively. We have also shown one more small rate at 0.000126 (or R0 = 200) and 0.000581 for
the two temperatures, respectively. As R decreases, the curves shift to the left. (d) and (h) display the rescaled curves of all
curves in (a) and (e), respectively. (c) and (g) depict the curves with only H being rescaled, while (b) and (f) show the rescaled
curves in the absence of the logarithmic correction. The insets enlarge the parts near the crossing points. ζ0 is 36.3 and 59.9
for T = 0.8Tc and T ≈ 0.6Tc, respectively. Identical colors represent curves of identical rates for the same temperature only.
cates that at least the predominant contribution of the
nucleation and growth has been taken into account in the
present theory.
Figure 8 displays the time scales. From Eqs. (6) and
(24), tR (or t0) increases as R (or H) decreases and di-
verges as R (or H) vanishes. However, t0 rises expo-
nentially fast than tR as seen in the figure. This implies
that the two curves always intersect at a finite Hs practi-
cally [67, 68] and hence there exists always an FTS regime
in which the driving dominates the dynamics no matter
how small R is. From the dependences of tR and t0 on R
and H , respectively, it is evident that Hs increases with
R. As a consequence, large rates drive the transition
to take place at large fields as Figs. 7(a) and (e) have
demonstrated. In addition, because the free-energy cost
for nucleation increases significantly as T is lowered, t0
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FIG. 8. (Color online) (a) The driving time scale tR versus
R and (b) the nucleation and growth time scale t0 versus
the field H at T = 0.8Tc (squares/solid line) and T ≈ 0.6Tc
(circles/dashed line). The two horizontal lines are t0(Hs) =
tR, corresponding to the two filled black symbols in (a). The
two vertical arrows separate the scaling regime on the left
from the nucleation and growth regime on the right. Lines
connecting symbols are only a guide to the eye.
increases rapidly as T decreases, though ζ0 and ζR only
change moderately, from respectively 36.3 and 107.4 at
T = 0.8Tc to 59.9 and 80.5 at T ≈ 0.6Tc, with reverse
temperature dependences as Fig. 8 displays. Therefore,
the transition occurs at a large field and the hysteresis
increases as T is lowered, as can also be seen in Figs. 7(a)
and (e).
Figure 9 illustrates the magnetization at Hs, M(Hs),
and the instability points at Hs and Ms. M(Hs)−Ms is
just f(0)Rβ/rν from Eq. (35). One sees that scaling and
universality persist though the instability points appear
somehow far away, possibly because the time scale t0
is determined only by Hs but not by Ms. It is clear
that Hs decreases while Ms increases as R is reduced
as expected. A unique feature is that, for T ≈ 0.6Tc,
M(Hs) and Ms rise sharply for low R and hence low
Hs and cross each other. This reveals the reasons why
the small rates deviate from scaling at the temperature
shown in Fig. 6(b). On the one hand, for small rates, the
system has possibly already left the MD regime to which
the present t0 is applicable. Indeed, at low temperatures
the critical nucleus is large and the system can readily
enter the SD regime for small lattice sizes [26, 66]. One
must accordingly employ the time scale pertinent to the
SD regime instead of the MD one in the theory. On the
other hand, the characteristic of the SD regime is large
fluctuations in the coercivity Hc [66]. So, even in the
crossover between the two regimes, the large fluctuations
may bring a small shift to the field of the magnetization
curve. This shift can thus give rise to a large deviation in
M(Hs) in comparison with the fixed theoretical Hs for
a given R. For the large rates, their magnetizations may
be too nonequilibrium to show scaling. Indeed, they are
found to depend slightly on the initial state. Possibly,
yet another time scale would have to be considered for
these rates. All these could therefore result in the limited
range of validity of the present theory developed in the
MD regime.
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FIG. 9. (Color online) The instability points and the magneti-
zation at Hs for (a) T = 0.8Tc and (b) for T ≈ 0.6Tc. M(Hs)
(squares) lies on the magnetization curves (lines) whereas Ms
(circles) does not. In (a) and (b), the field rates R increase
from left to right. Three more largest rates are drawn for
both temperatures as compared to Figs. 7(a) and (e). Two
more smallest rates are also plotted in (b). The color codes
are identical with Fig. 7.
Owing to the difference between M(Hs) and Ms,
the time scale coefficient ζ0 we have found is differ-
ent from the value 5.59 obtained from its definition at
T = 0.8Tc. Conversely, the present value of 36.3 leads
back to B = 0.0000920, about 270 times smaller as com-
pared to 0.02515. This appears not so absurd as devi-
ations of orders of magnitude are common in the field.
For example, to fit the results at the same temperature
in the SD regime, B must be more than 2000 times big-
ger as mentioned in Sec. V. In addition, the difference
M(Hs)−Ms, or f(0)Rβ/rν, the scaling term, should also
be responsible for the gap in Hc0 between the nucleation
and growth theories and the simulation results seen in
Figs. 2 and 3 and thus should be the reason why the
nucleation and growth theories alone cannot account for
scaling.
VII. CONCLUSION
We have constructed and verified a theory for the dy-
namics of first-order phase transitions by integrating the
theory of nucleation and growth with the φ3 RG theory
for dynamic scaling and universality in those transitions
and the theory of finite-time scaling. The theory relies on
the time scale of nucleation and growth and the time scale
of driving and offers a new physical interpretation of both
the instability points and the division of the scaling and
the nucleation and growth regimes in the dynamics. It
also indicates that the instability point against which the
φ3 theory is expanded may be spatially nonuniform. On
the one hand, despite being interwoven with nonuniver-
sal nucleation and growth, scaling and universality have
been unambiguously verified in the 2D Ising model be-
low its critical temperature. As a consequence, first-order
phase transitions can be studied similar to their continu-
ous counterpart using scaling and universality and hence
the theories for both kinds of transitions can be unified
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within the framework of the renormalization-group the-
ory. On the other hand, the intimate relationship with
scaling and universality provides a new way to accurately
determine the theory of nucleation and growth.
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