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Introduction
Transmission Control Protocol (TCP)
TCP stands for Transmission Control Protocol. TCP is a reliable end-to-end protocol which adapts to network conditions to guarantee transmission of data. It was designed to provide reliable performance even when the network on which it runs is unreliable.
It is the Transmission Control Protocol, rather than the Internet protocol (IP), which is responsible for guaranteeing the delivery of packets. This means that TCP needs to implement timers or some other mechanism to discern when packet loss occurs. It also needs to retransmit packets when they are lost. TCP uses a sliding window protocol to determine when packet loss has occurred. This works as follows:
 Whenever the sender transmits a segment, it also starts a timer  When the segment arrives at the receiver, the receiver sends back a segment (which may or may not contain data, depending on whether the receiver has any data it wishes to transmit) which include an acknowledgement number which identifies the next segment the receiver expects to receive.
 If the sender's timer expires before it receives the acknowledgement (ACK), then the sender retransmits the segment.
 Otherwise (i.e. if the ACK is received before the timer expires) the segment has been received successfully and no further action is necessary.
This protocol is not foolproof. It is possible for segments to experience long delays in transmission. They eventually arrive at the receiver, but in the meantime the sender has timed out and retransmitted such packets since it believes that those have been lost. It is also possible that segments arrive at the receiver out of order (it is the TCP receiver which is responsible for rearranging packets into the correct order once they have been received) causing some packets to be received but not acknowledged since TCP acknowledges segments in order. Hence higher numbered packets may be received but cannot be acknowledged until a lower numbered segment, which has taken a different route through the network and been delayed, arrives. If this occurs, it is possible that the sender will time out for these higher numbered segments since the delay in acknowledgement is so high. The sender will then retransmit all such segments, even though this is unnecessary.
Another function that TCP offers is the correct reassembly of segments arriving out of order. TCP transmits segments as IP datagrams, and since IP datagrams can arrive out of order, the receiver side of the connections has to re-sequence the data and pass them in the correct order to the application.
A TCP segment consists of header and data part. The header maintains all the information that is needed in order for TCP to be able to provide all the functions discussed before. Its normal size is 20 bytes except if options are present. In that case, the length is determined by the data offset, options can have a variable length of 0-320 bits (should be divisible by 32, padding is used otherwise). The value of the data field depends on the maximum segment size (MSS) of the path and the length of the header.  32-bit acknowledgment number: If the ACK flag is set, then this is the next sequence number that the receiver is expecting. This field acknowledges the sequence number up to this value indicate the end of a connection. PSH is used to perform a push action. It requests to push the buffered data to the application. Lastly, RST is used to reset a connection.
 16-bit window size: The size of the receive window in bytes that the sender of this segment is currently willing to receive. In most cases, it is the current size of the buffer of the receiving application.
 16-bit TCP checksum: The checksum field that is used for error checking.
 16-bit urgent pointer: If the URG flag is set, this field indicates the offset from the sequence number pointing the last urgent data byte.
 Options: This field is optional and carries TCP options such as the MSS, the amount and sequence numbers of Selective Acknowledgment (SACK) blocks etc.
MSS is used to indicate the maximum segment size allowed in the path and SACK is used by a receiver to notify a sender for delivered off-sequence segments.
 Data: This optional field carries the actual data that an application wants to transmit. As already mentioned, TCP is a connection oriented protocol. This means that in order to reliably transfer a data stream from one end of a network to another, it first needs to establish a logical connection using a three-way handshake. is now set and the two nodes can exchange data. Note that these first segments can also carry information useful for the initialization of the connection such as the MSS, the initial sequence number etc. A recent extension proposes that a connection can carry data while performing the three-way handshake. This approach can significantly speed up connections that require only a few round trips, something that is common in today's internet. While it takes three segments to establish a connection, it takes four to terminate the connection. This is caused by TCP's half-close. Since each TCP connection is full duplex, meaning that data can flow to each direction independently, each part of the connection has to close independently. The rule is that both ends can send a FIN when it has no more data to send. The receipt of the FIN means that there will not be any other data flowing in that direction. Figure 1 .3 shows the termination of a TCP connection.
Node 1 finishes sending data and thus sends a FIN. Node 2 acknowledges the FIN and sends its own FIN to Node 1. Lastly, Node 1 acknowledges the FIN from Node 2. The connection is now closed. Note that for both the initiation and termination of a connection, the simplest scenarios are presented. There can be many issues, e.g., a FIN or ACK might get lost. Since these are normal segments the usual procedure described in the next section will be followed in order to recover the losses.
The size of the segments which are transmitted is decided by the TCP software.
However, each segment including its header, must fit into 65,515 bytes, which is the size of the IP payload. The size of segments may also be constrained by the segment size of the network over which they are being transmitted and by the amount of data the receiver can cope up. These considerations aside, TCP may put data from more than one write operation into one segment. Similarly, it may split the data from one write and put it into several separate packets. Irrespective of segment size, every TCP segment has a header which is always 20 bytes. It may also include data, although it is permissible for a segment to be solely a header.
When an application passes data to TCP to be transmitted, the TCP software may decide to transmit it immediately, or it may buffer the data. The application can override this decision to buffer in the case of urgent data, by using a PUSH flag.
A TCP connection requires both the sender and the receiver to create TCP sockets and to explicitly establish a connection between these sockets. This connection is full duplex i.e. data can travel in both directions at the same time. TCP uses acknowledgements and for this reason does not support multicasting or broadcasting since the large number of acknowledgement packets which would be generated in such circumstances could overwhelm the sender.
Flow Control
In TCP, flow control ensures that a sender does not send more data than a receiver can handle. Since the data arrival at the receiver must be in exactly the same order that was sent by the application, a TCP receiver should buffer out-of-order data until all gaps in the stream are filled before forwarding the complete and ordered stream to the receiving application. The receiver specifies a receiver window (rwnd) in every ACK that it sends back to the sender to inform the sender that how many bytes are allowed to send without overloading the receiver buffer.
Congestion Control
In 1986, the Internet (ARPANET) faced its first congestion collapse. The end hosts transmitted as much data as they could, where the routers were not able to handle them, Due to the retransmission of the lost segments, the transmission rate did not get lower either. Van Jacobson proposed a mechanism called congestion control which has been implemented in TCP. Congestion control is TCP's attempt of not sending more data than what can be in flight from sender to receiver.
The two values that limit the number of bytes a sender is allowed to transmit before receiving any ACK back are: the receiver window (rwnd) and the congestion window (cwnd). The first is used for flow control and is dictated by receiver, while the second is used to avoid network congestion and is an estimated value defined by the sender. The congestion window shows the estimated number of bytes that can be injected into the network without causing network congestion. A TCP sender must oblige both the rwnd and cwnd limits and calculates its sender window (swnd) as: swnd = min(rwnd, cwnd)
In TCP congestion control, the congestion window is gradually increased until packet loss is detected. By the detection of packet loss, the congestion window is quickly reduced in order to avoid congestion, this behavior is called additive increase/multiplicative decrease (AIMD).
Slow Start and Congestion Avoidance
There are two phases called slow start and congestion avoidance which they control the congestion window growth. In slow start phase, the capacity of the network is estimated by quickly increasing the number of packet sent per round trip time (RTT).
This phase ends as soon as the cwnd reaches the threshold or packet loss is detected, which shows that the data rate is overloading the path capacity. In congestion avoidance phase, the cwnd is increased less quickly than slow start phase. The border between these two phases is slow start threshold (sshthresh) which can be referred as a value for sending data without congestion. When TCP establishes connection for the first time, it starts in the slow start phase, with the congestion window size of 1 segment and the slow start threshold set to a randomly high value. During slow start, the congestion window is increased by 1 Maximum Segment Size (MSS) for each incoming ACK. During congestion avoidance, the congestion window is increased by 1 MSS per RTT.
The cwnd growth will stop when the sender detect that a segment is missing at the receiver, whether by receiving DupACK or if RTO expires and timeout occurs. In both cases, standard TCP interprets this loss of data as sign of network congestion and reduces both cwnd and ssthresh.
As discussed in previous section, a TCP sender tries to recover from segment loss either after RTO expiration or after receiving 3 DupACK (fast retransmit). In both cases, the sshtresh will be reduced to half of the cwnd value.
The difference is that, after timeout (i.e., RTO expiration), TCP will be forced back to slow start phase, in which the cwnd will be reset to 1. While after a fast retransmit, TCP goes to congestion avoidance phase by setting the cwnd equal to sshthresh.The standard TCP congestion control which is only based on RTO loss recovery and fast retransmit, normally referred as TCP Tahoe.
TCP sender utilizes slow start and congestion avoidance algorithm to determine how much data can be sent via current window. These algorithms use a variable called Congestion Window (cwnd) which gives the information to the sender about the amount of data that can be send over the network till an acknowledgement is received. Whether slow start algorithm or congestion avoidance algorithm should be used is decided by the value of Slow Start Threshold (ssthresh). The decision criteria are:
 When cwnd < ssthresh, then slow start algorithm is preferred over congestion avoidance algorithm.
 When cwnd>ssthresh, then congestion avoidance algorithm is preferred over slow start algorithm. 
Loss Recovery
When a segment is transmitted, TCP initiates a retransmission timer. The segment will be retransmitted, if the timer expires before the segment is acknowledged. This timer is called Retransmission Timeout (RTO) and its value is calculated dynamically based on the measurement of the time it takes from the transmission of a segment until the acknowledgement is received, referred as Round Trip Time (RTT). When a timeout occurs, the sender retransmits the lost segment and doubles the RTO (exponential backoff).
By this method, A TCP sender can sample the RTT upon receiving each ACK. But if the sender receives an ACK which contains a sequence number of a segment which had already been retransmitted, the sender cannot distinguish whether the ACK is the receiver's answer to the original segment (e.g. reordered) or to the retransmitted segment.
To overcome this problem use timestamp option field is used in TCP header. If both endpoints support this feature, then the current time will be included in timestamp option field in TCP header upon sending each segment. Therefore the correct and reliable RTT can be estimated. i.e. sender can distinguish whether the ACK from receiver is for the retransmitted segment or for the original segment which has been sent for the first time.
Fast Retransmit
In order to avoid long waiting time (i.e. one RTT) till the RTO expires for a missing segment, TCP employs a scheme called fast retransmit. It is possible that TCP receiver has some gaps of outstanding data in the received stream due to the fact that IP packets can get lost, duplicated or even reordered in the network. In this case, the receiver cannot increase the ACK number, although it is receiving the new data. Therefore it sends an unchanged ACK number upon arrival of each new data. This ACK which its number is identical to previous ACK is called a duplicate ACK (DupACK). This DupACK informs the sender that the receiver is missing one segment.
Fast retransmit assumes 3 consecutive DupACKs as the sign of packet loss. In this condition, the TCP sender resets the transmission timer and triggers fast retransmission.
Fast Recovery
The new algorithm prevents the communication route (pipe) from getting empty after Fast Retransmit, thereby avoiding the need to Slow-Start it after a single packet loss. Fast
Recovery operates by assuming each DupACK received represents a single packet which left the pipe. Thus, during Fast Recovery the TCP sender is able to make intelligent estimates of the amount of outstanding data. Fast Recovery is entered by a TCP sender after receiving an initial threshold of dup ACKs. The sender's usable window is calculated as below.
Min(awin, cwnd, ndup)
Where awin is the receiver's advertised window, cwin is the sender's congestion window, and ndup is maintained until the number of DupACKs reaches threshold i.e 3 duplicate ACKs, and thereafter tracks the number of duplicate ACKs. Thus, during Fast Recovery the sender "inflates" its window by the number of DupACKs it has received. According to the observation that each DupACK indicates some packets has been removed from the network and is now cached at the receiver. After entering Fast Recovery and retransmitting a single packet, the sender effectively waits until half a window of DupACKs has been received, and then sends a new packet for each of the duplicate ACK. Upon receipt of an ACK for new data (called a "recovery ACK"), the sender exits Fast Recovery by setting ndup to 0.
Literature Survey
Historical Perspective
TCP is a connection oriented transport protocol which guarantees a reliable end-to-end delivery of data packets to the application layer. The application data that is submitted to the TCP is divided into segments before transmission. In order to achieve reliability TCP uses Automatic Repeat reQuest (ARQ) mechanism based on acknowledgments. Each byte is numbered in TCP, therefore the number of the first byte in a segment is used as a sequence number in the TCP header. In addition, a receiver sends a cumulative acknowledgement (ACK) in response to the incoming segment, which signifies that number of segments can be acknowledged at the same time.
Types to TCP Variants
Many other congestion control algorithms have been proposed in order to achieve better utilization of the available path capacity. They differ from each other in terms of how to detect congestion. In addition to packet loss, which is a sign of network congestion, other factors can also interpret as a sign of this phenomenon. For instance, an increase in RTT could be the result from congested router buffer. Therefore these different proposed congestion controls deal with different signs of congestion. Another difference is how they deal with congestion in terms of adjusting cwnd and sshthresh if it is detected.
The reason behind different proposed congestion controls algorithms is the fact that they are designed to improve the performance of TCP in different path environments.
Some have been proposed for lossy wireless environments, while other works best in high speed networks or over satellite links with high latency.
There are different TCP variants based upon the several ways of implementation of congestion control algorithm. These variants are described below: 
TCP Reno:
Another congestion control algorithm, TCP Reno had been proposed by V. Jacobson. This variant sustains slow start and coarse grain retransmit timer concepts of the TCP Tahoe but adds an intelligence to detect the packet loss in minimum time period. In this, an algorithm called "Fast Retransmit" was suggested, which considered the occurrence of three duplicate acknowledgements for a same segment as the sign of packet loss and retransmits that packet without waiting for the time out. Also it does not set cwnd as one, but it is set to half after the detection of packet loss [2] . It does not merely depend upon the packet loss as the only sign of congestion occurrence, rather it helps in detection of congestion prior occurring of packet loss in network [5] . 
TCP New-
TCP SACK:
TCP Westwood:
TCP Veno:
A congestion control algorithm, TCP Veno had been proposed by C. P. Fu. It is simple and effective for dealing with random packet loss. The main idea is to monitor network congestion level and then the same information is further used to determine whether it is congestion error or random bit error. It works on the similar idea of Vegas but instead of using the measures for adjusting the window size proactively, it uses the measure to detect whether the connection is in congestion or not [7] .
TCP H-TCP:
A congestion control algorithm, TCP H-TCP had been proposed by R. Shorten et. al. This TCP was designed for the high speed and long distance networks. It stated that the conventional TCP variants were not effective when the window size was large and they also consume a lot of time to recover a packet loss, leading to poor bandwidth utilization in the network. Unlike conventional TCP variants, this variant adjusts the rate of insertion of packets into network. It reduces the rate for conventional variants whereas increases the rate for high speed and long distance networks automatically [8] . 
TCP BIC:
Scalable TCP: This congestion control algorithm had been proposed by Tom
Kelly. TCP congestion control algorithms works poorly in the high speed wide area networks as they have slow response time in such cases. Scalable TCP provides a robust mechanism which improves performance in high speed wide area network. It is designed to be incrementally deployable and performs similar to conventional TCP variants when the window size is small. Its main algorithm explains that when an ACK is received and congestion is not detected, window size is increased. But if congestion is detected on ACK arrival, window size is decreased [12] .
TCP Illinois:
A congestion control algorithm, TCP Illinois had been proposed by Shaoliu. It utilizes the information regarding packet loss to pursue the action on the window size, whether the window size needs to be increased or decreased. It achieves high throughput, allocates network resources judicially and is compatible with standard TCPs. To achieve concave window curve, it keeps incremental factor large when there is no sign of congestion and it keeps incremental factor small if congestion control is likely to occur. Similarly it keeps decremental factor small when there is no sign of congestion and it keeps decremental factor large if congestion control is likely to occur [13] .
Yeah TCP: This congestion control algorithm had been proposed by Andrea
Baiocchi et.al. for high speed networks. It works on two modes: fast and slow. In fast mode it increments congestion window with respect to an aggressive rule. In slow mode, it works similar to TCP Reno [14] . to the conclusion that TCP SACK works better than TCP Reno and TCP New-Reno [22] . 
Comparison of TCP Variants
Problem Statement
Network has been experiencing fiery growth in the last few decades due to which traditional TCP is struggling to meet the demands of today's high bandwidth and low latency applications. With its focus on reliability and successful delivery at the expense of efficiency, TCP has become a limiting factor in the request to utilize and extract more value from the increased bandwidth and enhanced processing capabilities that define today's physical Internet. 
Simulation Environment
The results evaluated in this thesis are based upon the simulation which is done on NS2.35. It is a discrete event simulator. In NS2 mainly two languages are used C++ and object oriented tool command language (OTcl). In figure 4 . 
Performance Evaluation
Variation in Packet Size
When packet size is varied in NS2, different behavior of the TCP variants was observed for various performance metrics and animation for the same was observed in Network Animator (Nam) which required .nam file as input generated from .tcl file as show in the figure 5.1. 
Packet Delay:
After performing the variation in packet size, it was found that TCP Vegas had the best performance by achieving a minimum packet delay since it uses proactive measure to reduce congestion window before actually congestion occurs.
Whereas TCP SACK had the worst performance by having the maximum packet delay. 
Variation in Buffer Size
When packet size is varied in NS2, different behavior of the TCP variants was observed for various performance metrics.
Packet Loss:
After performing the variation in packet size, it was concluded that TCP Veno had the best performance by achieving a minimum packet drop rate. Whereas TCP Scalable had the worst performance by having the maximum packet drop. 
Throughput:
After performing the variation in packet size, it was observed that TCP htcp had the best performance by achieving a maximum throughput rate. Whereas TCP SACK had the worst performance by having a minimum throughput rate. 
Packet Delay:
After performing the variation in packet size, it was found that TCP Cubic had the best performance by achieving a minimum packet delay. Whereas TCP Reno had the worst performance by having the maximum packet delay. 
Variation in Bandwidth
Packet Loss:
After performing the variation in packet size, it was found that TCP Reno had the best performance by achieving a minimum packet drop rate. Whereas TCP Yeah had the worst performance by having the maximum packet drop. 
Throughput:
After performing the variation in packet size, it was observed that TCP Illinois had the best performance by achieving a maximum throughput rate.
Whereas TCP New-Reno had the worst performance by having a minimum throughput rate. 
Conclusion and Future Work
Congestion Control is a significant issue in fixed and mobile networks. Different TCP variants such as Tahoe, Reno, New-Reno, Vegas, SACK etc. were compared for different metrics such as variable packet size, buffer size and bandwidth. We have studied the behavior and performance of TCP variants over various performance metrics such as throughput, jitter, packet loss and packet delay over the dumbbell topology. While analyzing the variable packet size, it was found that TCP Vegas has the best performance over packet loss, packet delay and jitter. When variable packet size was analyzed over throughput, it was found that TCP SACK gave the best performance. While variable buffer size was analyzed over packet loss, it was found that TCP VENO has the best performance whereas over packet delay, TCP Cubic observed to give the best performance. When variable buffer size was analyzed over throughput, it was found that TCP HTP gave the best performance. While variable bandwidth was analyzed over packet loss, it was found that TCP Reno has the best performance whereas over packet delay, TCP Veno observed to give the best performance. When variable bandwidth was analyzed over throughput, it was found that TCP New-Reno gave the best performance.
Thus we can conclude no single algorithm could overcome congestion and unpredictable behavior of network. Deciding factors for any TCP variant to be effective or noneffective are the parameters on which simulation is carried out.
In future this area can be explored to a higher level for the development of a new algorithm for congestion control and avoidance which can handle unpredictable behavior of the network to improve TCP performance.
