Background: The computational reconstruction of Gene Regulatory Networks (GRNs) using different techniques have encountered the challenge of constructing large network because of many parameters to be fitted and the nature of the input data. In fact, contemporary works on GRN inference that involve the use of hybridized techniques especially Artificial Neural Network (ANN) with meta-heuristic optimization techniques have to trade off computational cost for accuracy in reconstructing large-scale GRN. This work designed an efficient feature selection algorithm with GRN model to overcome the dimension problem of input data using biological prior knowledge of co-expression and network sparseness, so as to capture and represent the actual interrelationship among genes.
relationship, which is used to co-ordinate the selection of potential predictors as input features into the inference model. Each target gene is modeled separately by updating its parameters independently as several sub-problems of the overall network. The performance of the model is subjected to synthetic, ecoli and Mtb data.
Result: The result indicated an improved accuracy in the construction of large-scale GRN including a significant speed-up. The result on Mtb identified CCL5 as the first expressed gene, which is the same with CCL1 identified by the experimental method. Some of the expressed genes were validated through their biological pathways showing immune responses and host susceptibility to TB.
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