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Systems of so called two-sided(max,min)−linear inequalities with variables on both sides will
be studied. Optimization problems, the objective functionof which is equal to the maximum
of a finite number of continuous functions of one variable areconsidered. The set of feasible
solutions in described by a system of two-sided(max,min)−linear inequalities with variables
on both sides. A finite algorithm for finding the optimal solution of the problem is proposed.
Keywords: Two-sided(max,min)−linear inequalities system; lower and upper bounds; max-
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Introduction
The algebraic structures in which(max,+) or (max,min) replace addition and multiplication
of the classical linear algebra have been appeared in the literature approximately since the six-
ties of the last century (see e.g. [1], [3], and [8]). In recently published book [2] readers can
find the latest results concerning theory and algorithms for(max,+)−linear systems of equa-
tions. A polynomial method for finding the maximum solution of the (max,min)-linear system
has been proposed in [5]. A finite algorithm for finding the optimal solution of the optimiza-
tion problems under(max,+)−linear constraints has been introduced in [10]. A survey of
some of the recent results concerning the(max,min)-linear systems of equations and inequali-
ties and optimization problems under the constraints described by such systems of equations
and inequalities is presented in [6]. Algorithm for optimization problems under one-sided
(max,min)−linear equality constraints is introduced in [4]. Maximal solutions of two-sided
linear systems in max-min algebra have been given in [7]. A note on application of two-sided
systems of(max,min)−linear equations and inequalities to some fuzzy set problems has been
given in [9].
In this contribution, we will study systems of so called(max,min)−linear (or using an
alternative notation(max,∧)−linear) inequalities with variables on both sides. We consider
optimization problems, the objective function of which is equal to the maximum of a finite
number of continuous and unimodal functions of one variable. The set of feasible solutions is
described by a system of(max,∧)−linear inequalities with variables on both sides. Let us note
that if we have variablesx on the left hand sides and different variablesy on the right hand sides,
the system can be processed like the one-sided system considered e.g. in [6]. Including lower
and upper bounds onx, y is only a technical problem.
We can consider the practical problem, in which transportati n means of different size are
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transporting goods from placesi ∈ I to one terminalT. The goods are unloaded inT and the
transportation means (possibly with other goods are uploaded in T) have to return toi. We
assume that the connection betweeni a dT is only possible via one of the places (e.g. cities)
j ∈ J the roads betweeni and j are one-way roads, and the capacity of the road betweeni ∈ I
and j ∈ J is equal toai j . We have to join placesj with T by a two-way road with a capacity
x j in both directions. The total capacity of the connection betwe ni andT is therefore equal
to maxj∈J(ai j ∧ x j). The transport fromT to i is carried out via other one-way roads between
places j ∈ J and i ∈ I with (in general, different) capacities betweenj and i are equal tobi j .
Since the roads betweenT and j are two-way roads, the total capacity of the connection betwe n
T andi is equal to maxj∈J(bi j ∧x j), for all i ∈ I . We assume that the transportation means can
only pass through some roads with the capacity which is not smaller than the capacity of the
transportation mean and our task is to choose appropriate capacitiesx j , j ∈ J. In order that each
of the transportation means may return toi, we may e.g. require for eachi that the maximal
attainable capacity of connections betweeni andT via j is greater than or equal to maximal
attainable capacity of connections betweenT andi on the way back. In other words, we have
to choosex j , j ∈ J, which satisfy relation (1) below. In what follows, assume that we have the
same variables on the left hand sides and right hand sides of the inequality system.
1 Systems of (max,min)−Linear Inequalities
Let us consider the following system of inequalities:
ai(x) ≥ bi(x), i ∈ I , (1)
whereai(x) = maxj∈J(ai j ∧ x j), bi(x) = maxj∈J(bi j ∧ x j), and ai j , bi j ∈ R, i ∈ I , j ∈ J be
given numbers. LetM≥ denote the set of all solutions of system (1). We will set for any
x,y∈ Rn : x ≤ y ⇔ x j ≤ y j ∀ j ∈ J. Let us setM≥(x,x) = {x ; x ∈ M≥ & x ≤ x ≤ x} for any
finite x≤ x and letxmax denote the maximum element ofM≥(x,x). So thatM≥(x,x)⊂M≥, and
M≥(x,xmax)⊂M≥, also it is clearM≥(x,xmax)⊆M≥(x,x). To proveM≥(x,x)⊆M≥(x,xmax)
there are two cases: the first one, ifx /∈ M≥ , then xmax < x . Therefore∀ x ∈ M≥(x,x) , the
inequality x≤ xmax verified, i.e. x j ≤ xmaxj ∀ j ∈ J and if x
∗ ∈ (xmax,x] , (i.e. xmax< x∗ ≤ x,
i.e. xmaxj0 < x
∗
j0




j ≤ x j for j ∈ J & j 6= j0 )
then x∗ /∈ M≥ , otherwise x∗ is the maximum element ofM≥(x,x) , but this contradicts the
hypothesisxmax is the maximum element ofM≥(x,x). So that for anyx∈ M≥(x,x), we have
x≤ xmax , and x∈ M≥(x,xmax), then M≥(x,x) ⊆ M≥(x,xmax). The second case, ifx∈ M≥ ,
then xmax= x . Then we haveM≥(x,xmax) = M≥(x,x)⊂M≥. In this section we will propose an
algorithm, which find the maximum element of the setM≥(x,x), and calculates the maximum
solution of system (1), take in accountx≤ x≤ x. Note that, since any equation can be replaced
by two inequalities, therefor we can use the next algorithm to find the maximum element of the
setM=(x,x), which is the set of all solutions of a system of equations,(ai(x) = bi(x), i ∈ I).
Algorithm 1
0 Input I , J, x, ai j andbi j for all i ∈ I and j ∈ J.
1 Find I<(x) ≡ {i ∈ I ; ai(x) < bi(x)}.
2 If I<(x) = /0, thenxmax := x, STOP.
3 Find α(x) ≡ mini∈I<(x) ai(x).
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4 Find I<(α(x)) ≡ {i ∈ I<(x) ; ai(x) = α(x)}.
5 FindH<i (x) ≡
{
j ∈ J ;bi j ∧x j > α(x)
}






7 Setx j := α(x) for all j ∈ H<(x) go to 1 .
We will illustrate the performance of this algorithm by the following small numerical example.
Example 1. : Let J= {1,2,3,4}, I = {1,2,3}, x = (10,10,10,10), and consider system (1) of




7 5 3 0
4 3 1 2
10 20 10 −1

 , B =


6 13 10 −1
8 0 3 1
1 1 1 −8


By substitution for these values in system (1) and using Algorithm 1:
Iteration 1:
1 I<(x) = {1,2}.
2 I<(x) 6= /0.
3 α(x) = min(7,4) = 4.
4 I<(α(x)) = {2}.
5 H<2 (x) = {1}.
6 H<(x) = {1}.
7 x1 = 4, x = (4,10,10,10) go to 1 .
Iteration 2:
1 I<(x) = {1}.
2 I<(x) 6= /0.
3 α(x) = 5.
4 I<(α(x)) = {1}.
5 H<i (x) = {2,3}.
6 H<(x) = {2,3}.
7 x2 = 5,x3 = 5, x = (4,5,5,10) go to 1 .
Iteration 3:
1 I<(x) = /0, then xmax = (4,5,5,10) STOP.
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In the next part of this section we will introduce a method which finds the minimum upper
boundx̃ for solution of system (1) such that ˜x ≥ x. In other words ˜x has the properties ˜x ∈
M≥(x,xmax) and if x ≤ x̃,x 6= x̃, then there existsx∗ ∈ M≥(x,xmax) such thatx∗ 6≤ x̃. It will
be clear that ˜x ∈ M≥(x,xmax) and this element is suitable to find the optimal solution of the
minimization problem as we will see in the next section. In what follows to simplify the notation
we set for anyα,β ∈ R : α ∨β = max(α,β ). Let us set
Ti j = {x j ;x j ≤ x
max
j & ai j ∧x j ≥ bi(x) ∨ x j}, ∀ i ∈ I , j ∈ J.
Note that if i1, i2 are two different indices ofI , j ∈ J, andbi2(x)∨ x j ≤ bi1(x)∨ x j , then
evidentlyTi1 j ⊆Ti2 j . It follows that for any subset ofr indices ofI , there exists such permutation
i1, , . . . , ir of these indices that the inclusionsTi1 j ⊆ Ti2 j ⊆ . . . ⊆ Tir j hold so that
⋂r
h=1Tih j =
Ti1 j . SetsTi j have the following properties:
Ti j 6= /0 ⇔ ai j ≥ bi(x)∨x j ,
Ti j 6= /0 ⇒ Ti j = [bi(x)∨x j , x
max
j ].
Since we assumed thatx ≤ xmax, setM≥(x,xmax) is nonempty. Let us note that for any
x∈ M≥(x,xmax) and anyi ∈ I , the inequalitiesbi(x) ≥ bi(x) & x j ≥ x j ∀ j ∈ J hold and further
there exists for eachi ∈ I an index j(i) ∈ J such thatTi j (i) 6= /0 (otherwise setM
≥(x,xmax)
would be empty, because we would haveai j < bi(x)∨ x j ∀ j ∈ J and thereforeai(x) < bi(x)
for any x ∈ Rn and we havex ≤ xmax so thatM≥(x,xmax) 6= /0). Let us note further, that if
ai j ∧ x j < bi(x)∨ x j ∀ j ∈ J, then we haveai(x) < bi(x) and thusx 6∈ M
≥(x,xmax). If for some
fixed j ∈ J the inequalitiesai j < bi(x)∨x j hold , thenai j ∧x j < bi(x)∨x j ∀ x j ∈Rso thatTi j = /0
andx j will never be ”active” inai(x) or bi(x) if x∈ M≥ (i.e. it will never determine the values
of ai(x) or bi(x)). We will exclude such variables from our considerations and ssume that for
each j ∈ J there exists at least one ”row” indexi ∈ I such thatai j ≥ bi(x)∨ x j . We define sets
Vj , j ∈ J
Vj = {i ∈ I ;ai j ≥ bi(x)∨x j},
and denote maxk∈Vj (bk(x)) = bk( j)(x). A vectorx̃ will be defined as follows:
x̃ j = max
k∈Vj
(bk(x))∨x j = bk( j)(x)∨x j ∀ j ∈ J. (2)
The element ˜x defined by (2) has the following properties:
(1) M≥(x, x̃) 6= /0, & x̃∈ M≥(x, x̃).
(2) ξ ∈ M≥(x, x̃) ⇒ x≤ ξ ≤ x̃.
(3) There may exist elementsη ∈ M≥(x, x̃) such thatη 6= x̃.
If x̃ is the minimum element ofM≥(x,xmax), then it would be ˜x∈ M≥(x,xmax) and for any
x∈ M≥(x,xmax) ⇒ x≥ x̃. Therefore, because of the property (3) ˜x is not the minimum element
of M≥(x,xmax), but we can say that ˜x is the minimum upper bound ofM≥(x,xmax) such that
M≥(x, x̃) 6= /0. Let us chooseτ ≤ xmax, & τ 6= xmax, andx̌∈ M≥(x,τ) ⇒ x̌≤ xmax andai(x̌) ≥
bi(x̌) ∀ i ∈ I andx≤ x̌≤ τ. LetH =
{
xmax(τ) | xmax(τ) is the maximum element o f M≥(x,τ)
}
,
thenx̃ is the minimum element ofH.
Theorem 1. : Let x̃ be defined as in (2). Theñx∈ M≥(x,xmax).
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Proof: Since evidently ˜x ≥ x, we have to prove that onlyai(x̃) ≥ bi(x̃), ∀i ∈ I . Let i ∈ I be
arbitrarily chosen. We have
bi(x̃) = max
j∈J
(bi j ∧ x̃ j) = max
j∈J
(bi j ∧ (max
k∈Vj
(bk(x)∨x j))) = max
j∈J
(bi j ∧ (bk( j)(x)∨x j))
Let us assume that
bi(x̃) = max
j∈J
(bi j ∧ x̃ j) = bi j (i)∧ x̃ j(i).
Since in this casei ∈ Vj(i), we haveai j (i) ≥ x̃ j(i) and we obtainai(x̃) ≥ ai j (i) ∧ x̃ j(i) = x̃ j(i) ≥
bi j (i)∧ x̃ j(i) = bi(x̃). Sincei ∈ I was arbitrarily chosen, the theorem is proved.
Element ˜x defined by (2) shows that the given lower boundx might not be an element of
M≥(x,xmax). Moreover we obtained an explicit dependence of ˜x on the given lower bound
x (compare (2)), which can be used for sensitivity analysis ofthe setM≥(x,x) or for a post
optimal analysis of optimization problems, the set of feasible solutions equal toM≥(x,xmax).
The properties of ˜x enable us to solve some of the optimization problems mentioned above
explicitly.
2 Optimization Problems under Two-Sided (max,min)−Linear Inequalities Constraints
In this section we consider an optimization problem that is acombination of the problems
solved in the above chapters but with a different feasible set. In other words, let us consider for
instance the optimization problem:
f (x) ≡ max
j∈J
f j(x j) −→ min (3)
subject tox∈ M≥(x,xmax), where f j , j ∈ J are increasing functions. Let indicesj(i) ∈ J will
be chosen for eachi ∈ I such that minj∈J f j(x
(i)
j ) = f j(i)(x j(i)), where f j(x
(i)
j ) = minx j∈Ti j f j(x j).







/0 if ai j < bi(x),
bi(x) if ai j > bi(x),
[x j , x̃] if ai j = bi j .
Set f j(x̃
(i)





j ) = f j(i)(x̃
(i)
j(i)).
And R̃j = {i ∈ I | j(i) = j}, ∀ j ∈ J, ( it may beR̃j = /0 for somej). Then we have
fk(x
opt





if R̃k 6= /0, but whenR̃k = /0, we set
fk(x
opt
k ) = fk(xk).
The proof can be carried out in the same way as in the one sided case in [6]. We mentioned
above that a system of inequalities can be transformed to a system of equations by making use
of slack variables. Let us note that the other way round, system of equations considered can
be solved alternatively by the methods in this section, if wereplace the equation system by the
system of inequalities of the form
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ai(x) ≥ bi(x), i ∈ I
bi(x) ≥ ai(x), i ∈ I
x j ≥ x j , j ∈ J.
We will describe now the corresponding algorithm explicitly step by step.
Algorithm 2
0 Inputm,n,x,x,A,B, f (x).
1 Findxmax∈ M≥(x,x).
2 If x  xmax, thenM≥(x,x) = /0, STOP.
3 Vj := {i ∈ I ; ai j > bi(x)∨x j} ∀ j ∈ J.
4 x(i)j := (bi(x)∨x j) ∀i ∈Vj for all j ∈ J such thatVj 6= /0.
5 Setx̃ j := maxi∈Vj (x
(i)
j ) if Vj 6= /0, x̃ j := x j if Vj = /0.
6 Q := {k∈ J ; f (x̃) = fk(x̃k)}, P := { j ∈ J ; x̃ j = x j}.
7 If Q∩P 6= /0, then setxopt := x̃, STOP.
8 Pk := {i ∈ I ; x̃k = x
(i)
k } ∀k∈ Q.
9 Vk := Vk \Pk ∀k∈ Q.
10 If
⋃
j∈JVj = I , go to 4 .
11 Setxopt := x̃, STOP.
We will illustrate the performance of this algorithm by the following numerical examples.
Example 2. : Let J= {1,2, . . . ,5}, I = {1,2,3}, x = (10,10,10,10,10), x= (0,3,0,0,1) and
consider system (1) of inequalities where ai j & bi j ∀ i ∈ I and j∈ J are given by the matrices




−10 10 15 −9 −8
5 −8 10 20 7
3 4 −18 19 11

 , B =


7 2 −10 −20 6
8 9 −15 −25 5
13 −17 12 10 9


and consider the objective function f(x) = max(x1,x2−3,x3,x4,x5). By substitution for these
values in system (1) and using Algorithm 1 and Algorithm 2:
1 xmax = x = (10,10,10,10,10).
2 x≤ xmax.
3 V1 = {2}, V2 = {1,3},V3 = {1,2},V4 = {2,3},V5 = {2,3}.
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4 x(1)1 = 2, x
(1)
2 = 3, x
(1)
3 = 2, x
(1)
4 = 2, x
(1)
5 = 2, x
(2)
1 = 3, x
(2)
2 = 3, x
(2)
3 = 3,
x(2)4 = 3, x
(2)
5 = 3, x
(3)
1 = 1, x
(3)
2 = 3, x
(3)
3 = 1, x
(3)
4 = 1, x
(3)
5 = 1.
5 x̃ = (3,3,2,3,3).
6 Q = {1,4,5}, , f (x̃) = 3, P = {2} then Q∩P = /0.
8 P1 = {2}, P2 = {1,2,3},P3 = {1},P4 = {2},P5 = {2}.
9 V1 = /0, V2 = /0,V3 = {2},V4 = {3},V5 = {3}.
10
⋃
j∈JVj = {2,3} 6= I.
11 xopt = x̃, STOP.
Then xopt = (3,3,2,3,3) is the optimal solution of the set M≥(x,x) and
f (xopt) = max(3,0,2,3,3), then the objective function is equal to3.
Example 3. : Let J= {1,2, . . . ,5}, I = {1,2, . . . ,6}, x = (20,20,20,20,20), x = (0,3,0,0,0)
and consider system (1) of inequalities where ai j & bi j ∀ i ∈ I and j ∈ J are given by the










2 2 6 0 13
8 11 10 7 7
4 3 0 13 8
14 3 3 13 2
1 3 13 4 2


















0 10 9 −1 5
3 −3 1 −6 −7
4 −8 2 −14 11
14 −7 7 −3 4
6 −8 12 2 0









and consider the objective function f(x) = maxj∈J( f j(x j), where fj(x j) = c jx j + d j ,
c = (6,3,7,3,7) and d= (10,0,5,1,7). By substitution for these values in system (1) and
using Algorithm 1 and Algorithm 2:
1 xmax = x = (20,20,20,20,20).
2 x≤ xmax.
3 V1 = {2,3,4,5,6}, V2 = {2,6},V3 = {1,2,4,5,6},V4 = {2,3,4,5,6},V5 = {1,2,3,4,5,6}.
4 find x(i)j .
5 x̃ = (0,3,3,0,3).
6 Q = {5}, f (x̃) = 28, P = {1,2,4} then Q∩P = /0.
10
⋃
j∈JVj = {1,2,3,4,5,6} = I go to 4 .
4 find x(i)j .
5 x̃ = (0,3,3,0,0).
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6 Q = {3}, f (x̃) = 26, P = {1,2,4,5} then Q∩P = /0.
10
⋃
j∈JVj = {1,2,4,5,6} 6= I .
11 xopt = x̃, STOP.
Then xopt = (0,3,3,0,0) is the optimal solution of the set M≥(x,x) and
f (xopt) = max(10,9,26,1,7), then the objective function is equal to26.
Conclusion
We can summarize the properties of the systems of(max,min)-linear inequalities studied in this
paper as follows:
(1) Any system of two-sided(max,min)-linear inequalities is solvable and has a unique maxi-
mum elementxmax(A,B) depending on the matricesA, B with finite elementsai j , bi j (note that
including infinite elements can cause nonsolvability of thesystem).
(2) If we include an additional requirementx≤ x, then the system is also solvable and has the
maximum elementxmax(A, B, x) ≤ xmax(A,B).
(3) The system with a finite lower bound on variables (i.e. with an additional constraintx≥ x)
is solvable if and only ifx≤ xmax(A,B), or in case of the additional upper boundx if and only
if x≤ xmax(A, B, x).
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OPTIMALIZA ČNÍ PROBLÉMY PŘI OMEZENÍCH VE TVARU SOUSTAV
DVOUSTRANNÝCH (max,min)−LINEÁRNÍCH NEROVNOST́I
Zkoumaj́ı se soustavy tzv. dvoustranných (max,min)−lineárńıch nerovnostı́ s prom̌enńymi na
obou strańach ťechto nerovnostı́. Zab́yváme se optimalizǎcńımi úlohami, jejicȟz účelov́a funkce
je rovna maximu koněcného pǒctu spojit́ych funkćı jedńe prom̌enńe. Mnǒzina p̌rı́pustńych
řěseńı těchtoúloh je popśana soustavou dvoustranných (max,min)−lineárńıch nerovnostı́. Je
navřzen koněcný algoritmus pro nalezenı́ optimálńıho řěseńı zkoumańeho optimalizǎcńıho pro-
blému.
OPTIMALISIERUNGSPROBLEME BEIBEGRENZUNGEN IN DERFORM VON
ZWEISEITIGEN (max,min)−LINEARER UNGLEICHHEITSSYSTEMEN
Es werden sog. zweiseitige(max,min)−lineare Ungleichheitssysteme mit Variablen auf bei-
den Seiten dieser Ungleichheiten untersucht. Wir befassenuns mit Optimalisierungsaufgaben,
deren Zweckfunktion dem Maximum einer finiten Anzahl kontinuierlicher Funktionen einer
Variablen gleich ist. Die Menge der zulässigen L̈osungen dieser Aufgaben wird durch zweiseit-
ige (max,min)−lineare Ungleichheitssysteme beschrieben. Es wird ein finiter Algorithmus zur
Auffindung einer optimalen L̈osung der untersuchten Optimalisierungsprobleme vorgeschla-
gen.
PROBLEMY OPTYMALIZACJI PRZY OGRANICZENIACH W POSTACI UKŁADÓW
DWUSTRONNYCH(max,min)−LINIOWYCH NIERÓWNOŚCI
Badaniem obj֒eto układy tzw. dwustronnych(max,min)−nierównósci liniowych ze zmien-
nymi po obu stronach tych nierównósci. W artykule przedstawiono zadania optymalizacyjne,
których funkcja celowa jest równa maksymum skónczonej liczby funkcji ci֒agłych jednej zmi-
ennej. Zbíor mȯzliwych rozwia֒zán tych zadán opisano przy pomocy układu dwustronnych
(max,min)−nierównósci liniowych. Zaproponowano ostateczny algorytm służa֒cy do znalezie-
nia optymalnego rozwia֒zania badanego problemu optymalizacji.
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