We characterize the signature of piecewise continuously differentiable paths transformed by a polynomial map in terms of the signature of the original path. For this aim, we define recursively an algebra homomorphism between two shuffle algebras on words. This homomorphism does not depend on the path and behaves well with respect to composition and homogeneous maps. It allows us to describe the relation between the coefficients of the signature of a piecewise continuously differentiable path transformed by a polynomial map and the coefficients of the signature of the initial path.
Introduction
In the 1950s, K. T. Chen introduced the iterated-integral signature of a piecewise continuously differentiable path, which up to a natural equivalence relation, determines the initial path. In general, the signature of a path can be seen as a multidimensional time series. When the terminal time is fixed, the signature of a path can be seen as tensors and the calculation of the signature becomes a standard problem in data science. In [PSS18] , M. Pfeffer, A. Seigal, and B. Sturmfels study the inverse problem: given partial information from a signature, can we recover the path? They consider signature tensors of order three under linear transformations and establish identifiability results and recovery algorithms for piecewise linear paths, polynomial paths, and generic dictionaries.
Coming from stochastic analysis, the signatures are becoming more relevant in other areas, such as algebraic geometry or combinatorics, and we would like to highlight some recent work. For instance, in [DR18] , J. Diehl and J. Reizenstein offer a combinatorial approach to the understanding of invariants of multidimensional time series based on their signature. Another reference is [AFS18] , in which C. Améndola, P. Friz, and B. Sturmfels look at the varieties of signatures of tensors for both deterministic and random paths, focusing on piecewise linear paths and polynomials paths, among others. Answering one of their questions, in [Gal18] , F. Galuppi looks at rough paths, for which their signature variety shows surprising analogies with the Veronese variety.
In stochastic analysis, the study of the signatures of paths arises in the theory of rough paths, where [FV10, FH14] are textbook references. Iterated integrals and the noncommutative series that encode them have also arisen in a variety of contexts in geometry and arithmetic, including the work of R. Hain in [Hai02] , M. Kapranov in [Kap09] , and J. Balakrishnan in [Bal13] . The results we derive in this paper have the potential for future applications in all of these contexts.
Let us now present our problem and our main two results, Theorems 1.1 and 1.2. A piecewise continuously differentiable path X in R d is a map defined by d piecewise
Its signature stores the collection of all the iterated integrals of the path X, which are of the form
where X i r ∶= X i (r). The iterated integral (1) is a real number and it is associated to the sequence (i 1 , i 2 . . . , i n ), for which the order is relevant. Therefore, we consider the signature σ(X) as an element of T ((R d )), the space of formal power series in words in the alphabet {1, 2, . . . , d}. This space becomes an algebra with the concatenation product, denoted by the symbol •. Its algebraic dual, denoted by T (R d ), is the space of noncommutative polynomials in the same set of words. It is a commutative algebra with the shuffle product, which is denoted by ¡ and interleaves two words in all order-preserving ways, [Reu93] .
We also consider the following duality paring in
where W d denotes the set of words in the alphabet {1, . . . , d}, together with the empty word e. Let X be a piecewise continuously differentiable path in R d and σ(X) be its signature.
Consider a polynomial map p from R d to R m . One can compute the image path p(X) and ask for its signature, σ(p(X)). Then, the following question comes up:
How are both signatures, σ(X) and σ(p(X)), related?
We approach this question from an algebraic point of view. We consider the dual map For that we identify the variable x i with the letter i and we define the embedding, denoted by ϕ m (or ϕ), by sending the monomial x i 1 ⋯x i l to the shuffle product i 1 ¡ ⋯ ¡ i l , for
. . , i l ≤ m, and extending by linearity. By construction, this map is a morphism of commutative algebras, and it is injective but not surjective. Our first step is to define a map
properties. In particular, it is unique in the following sense.
is the unique algebra homomorphism that makes the following diagram commute:
Furthermore, the map M p is the key to relate the signature of a path with the signature of its transformation under a polynomial map.
d be a piecewise continuously differentiable path with
The paper is organized as follows. In Section 2, we introduce briefly the framework of signatures of paths, as well as the basic notions that we need for our key combinatorial objects, the words. In Section 3 we define the map M p and prove its properties in Proposition 3.2. Moreover, we present our main theorems, Theorems 1.1 and 1.2, together with a generalization of the last one, Corollary 3.3. In Section 4, we also present two examples and a few consequences, Corollaries 4.4-4.7. Finally, Section 5 is dedicated to applications and future work.
Signatures of paths and words

Given a piecewise continuously differentiable path
We would like to store the collection of all these integrals.
Definition 2.1. The signature of X is defined as the following formal power series
As we mention in the introduction,
) is the space of formal power series in words in the alphabet {1, . . . , d}, and we denote by e the empty word. It is an algebra with the concatenation product, denoted by w • v, which is well-defined since it respects the grading given by the number of letters appearing in each word. We also consider its algebraic dual The shuffle product has the following useful recursive definition.
Definition 2.2. Let w, w 1 and w 2 be three words and a and b two letters. We define the shuffle product of two words recursively by e ¡ w = w ¡ e = w, and
Note that in the shuffle product, we distinguish duplicated letters. For instance, for a letter a, we have a ¡ a = 2 ⋅ aa. Notice that the concatenation is a non-commutative operation, whereas the shuffle product is commutative. We also need a few notions on words. The length of a word w is denoted by ℓ(w) and counts the number of letters in w. We extend this definition by linearity, defining ℓ(w 1 + w 2 ) ∶= max{ℓ(w 1 ), ℓ(w 2 )}, for any words w 1 and w 2 . Therefore,
) is graded by the length of the words:
) is the vector space spanned by the words of length n. The same way, σ (n) (X) denotes the partial sum of σ(X) for which all the appearing words have length exactly n.
Going back to the signatures, the dual pairing (2) in
) allows us to extract the coefficient of a word in the signature of a path in the following way:
Both operations, the concatenation and the shuffle products, behave nicely with respect to the signature, as the following two known results describe. The first result, known as the shuffle identity, relates the signature of a path with the shuffle product.
Another important result, known as the Chen's relation, describes the signature when we concatenate paths. Let us see how the concatenation path is defined.
paths. We define the concatenation of X and Y as the path
e. take Y , move it back to 0 and then move it to the end of X).
The concatenation product interplays nicely with the concatenation of paths, as the following proposition shows.
continuously differentiable paths and consider their concatenation
We finish this section with an example on how to compute the first terms of the signature of a path.
Example 2.6. Consider the path
We compute a few terms of its signature. Therefore, the signature of X is of the form Moreover, we say that a polynomial map is homogeneous if the polynomials p i that define it are homogeneous of the same degree. Finally, we denote by J p the Jacobian matrix of format m × d with entries J ij p = ∂ j p i , for i ∈ {1, 2, . . . , m} and j ∈ {1, 2, . . . , d}. Recall the algebra homomorphism ϕ d defined by:
By the properties of the shuffle product in T (R d Recall the diagram (3) that arises in our main question. We now define the map M p between T (R m ) and T (R d ), so it completes the following picture:
Notice that since we are not restricting ϕ m or ϕ d to their images, the map M p is not unique.
) recursively as follows:
M p (e) = e, for e the empty word, and
where
The following result summarizes a few properties of the map M p . 
, where the q i 's are the polynomials defining the polynomial map q.
(VI) If p is an homogeneous polynomial map of degree n,
Proof.
(I) We need to show that, for any words w 1 and w 2 in T (R m ),
We proceed by induction on ℓ(w 1 ) + ℓ(w 2 ). For ℓ(w 1 ) + ℓ(w 2 ) ≤ 1, at least one of the two words is the empty word e, and so we assume that w 2 = e. Therefore,
Assume now that the statement is true for any pair of words with sum of lengths at most n − 1. Let u and v be two words such that ℓ(u) + ℓ(v) = n − 1 and a and b two arbitrary letters. Then, using Definitions 2.2 and 3.1, and the inductive hypothesis (IH),
Then, by the property (I),
and the rest follows by linearity.
We prove now the claim
are linear maps, it is enough to prove it for the case when p i is a monomial, for instance
d , with at least one of the n i 's non-zero. Then,
where * follows by applying enough iterations of the recursive definition of the shuffle product and the fact that i
For one term of that sum, by (II),
We proceed by induction on ℓ(w). For a letter i,
Now, we assume that the statement is true for all the words of length at most n and we refer to it as (IH). Let w be one of these words and i any letter. Then,
(V) We start by noticing that since the polynomial map p has degree n, then deg(
, for all i and j. Now, we proceed by induction on k. For k = 1, T 1 R m is the set of letters i. Since
by the observations about the length described above. Thus,
Assume that the statement is true for k. Any word
) and i a letter. We analize the length of M p (w • i).
it is enough to upper bound the length of the terms appearing in the sum. By inductive hypothesis, ℓ(M p (w)) ≤ nk, and since
(VI) In this case, since p is homogeneous of degree n, then deg(p i ) = n for all i. Moreover, deg(J ij p ) = n − 1, if the variable x j appears in p i , or zero, otherwise. We proceed by induction on k. For k = 1, let i be a letter in {1, . . . , m}. Then,
This sum contains only terms k ij p • j, which has length exactly n, otherwise k ij p is zero according to our observation about the Jacobian entries above. Therefore, the statement follows. Now, assume the statement is true for k. Let w ∈ T k (R m ) be a word and i a letter.
In this case,
Again, the terms appearing in this sum have length nk + n − 1 + 1 = n(k + 1), which concludes the proof.
Once we have these properties, we recall Theorem 1.1 and we prove it. Theorem 1.1. There exists an algebra homomorphism
Proof. By (I) in Proposition 3.2, the restriction of M p to the image Im(ϕ m ) is an algebra homomorphism. Moreover, we have that M p (Im(ϕ m )) ⊆ Im(ϕ d ). Since we restrict to their images, ϕ m and ϕ d are isomorphisms and the map M p is the unique one making the diagram commute.
Let us see now the answer to our main question, which is stated as Theorem 1.2 (X) = X, and therefore, the entries of the Jacobian matrix can be seen as coefficients of the signature of X,
We proceed by induction on the length of the word w. For a letter i, we have that
Now, assume that the statement is true for all the words of length at most n. Let w be any of these words and i any letter. First, we apply the definition of the signature and we get that
Now, apply the inductive hypothesis to ⟨σ( Y | [0,t] ), w⟩ in (5), and then by Chen's identity, Proposition 2.5,
We finish this section with a generalization of Theorem 1.2 to polynomial maps that do not satisfy the condition p(0) = 0 and paths that do not start at the origin. 
Proof. The statement follows using the same argument than in the proof of Theorem 1.2 if we take into account that in this case, at the end of the step (4),
Examples and consequences
Let us start with an easy example to illustrate how Theorem 1.2 works, and also the property (V) in Proposition 3.2.
Example 4.1. Consider the polynomial map p ∶ R 2 ⟶ R 3 given by the polynomials p 1 = x 2 , p 2 = y 3 and p 3 = x − y. Consider also the path in Example 2.6,
given by X 1 (t) = t and X 2 (t) = t 2 . We want to compute a few terms in the signature of the path p(X).
We start computing the Jacobian matrix and its image under ϕ:
Notice that ϕ(3y 2 ) = 3 ⋅ 2 ¡ 2 = 6 ⋅ 22. We use Definition 3.1 to compute the image of a few words:
We observe that for any word w above, ℓ M p (w) ≤ 3 ⋅ ℓ(w). This is due to property (V) in Proposition 3.2 since deg(p) = 3. Now, applying Theorem 1.2 and looking at the signature terms computed in Example 2.6, we obtain that
This second example is more generic and shows the property (VI) in Proposition 3.2. ). We want to show that we can compute σ (p(X)) by using tensors in each level σ (k) (X).
For instance, fix k = 2. By Theorem 1.2, the coefficient of w = w 1 w 2 in σ (p(X)) is given by the coefficient of M p (w) in σ(X). Moreover, by Proposition 3.2 (VI), the words appearing in M p (w) have length exactly 4. In fact, we can store σ 
Applications and future work
Due to the nature of this paper, there are several interesting problems that do not fit on it. We summarize them in the following list.
(A) In comparison with the results presented in [PSS18] , we would like to explore a nonlinear version of their approach using dictionaries. The idea is that if we have a family of generic paths, χ, for which we know the signature and a polynomial map p, then Theorem 1.2 allows us to compute the signature of all the paths in p(χ).
For instance, Example 4.2 shows that we can compute the signature of p(X) for any piecewise continuously differentiable path X by multiplying the signature of X by a matrix at each level. Therefore, we have the following question:
Is it possible to describe σ(p(X)) in terms of σ(X) and M p as tensors?
(B) Another line of future research is focused on the map M p . Since it is defined from a polynomial map without involving any piecewise continuously differentiable path and gives us the commuting diagram (3), we intuit that it is worth to look for more interesting properties. For that, we should look to the big picture involving the Hopf algebra structures, as well as other constructions. For example, introducing the nonassociative halfshuffle product on the tensor algebra, M p can also nicely be defined as a homomorphism of Zinbiel algebras.
In this direction, at the end of Example 4.2 we describe combinatorially M p (w) for some particular words w. A more general question would be the following:
Is there a non-recursive combinatorial formula for M p when p is homogeneous?
Answering this question could be very useful from the computational perspective.
