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Abstract
In the present paper we de-ne the (pseudo) MV-algebras with n-ary operators, generalizing
MV-modules and product MV-algebras. Our main results assert that there are bijective corre-
spondences between the operators de-ned on a pseudo MV-algebra and the operators de-ned on
the corresponding ‘-group. We also provide a categorical framework and we prove the analogue
of Mundici’s categorical equivalence between MV-algebras and abelian ‘-groups with strong
unit. Thus, the category of pseudo MV-algebras with operators is equivalent to some category
of ‘-groups with operators.
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1. Introduction
In a preceeding paper [5], the notion of MV-module was de-ned as an MV-algebra
endowed with a structure of a module over a product MV-algebra (or PMV-algebra).
In this paper we attempt to develop a similar theory for pseudo MV-algebras [9], but,
in fact what we propose here is a more general concept—pseudo MV-algebras with
(n-ary) operators.
Since Mundici’s fundamental equivalence between MV-algebras and abelian ‘-groups
with strong unit [12], whenever a new class of MV-algebras is de-ned, a main concern
is to prove its equivalence with a corresponding class of ‘-groups. If such a class is
obtained by adding new operations (like PMV-algebras [4] or MV-modules) then,
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thinking that an MV-algebra is the unit interval of an abelian ‘-group, our problem
is to extend an operation de-ned on the unit interval MV-algebra to an operation
de-ned on the entire ‘-group. Similar problems arise for pseudo MV-algebras, which
are non-commutative generalizations of MV-algebras, since their equivalence with the
category of (non-commutative) ‘-groups with strong unit was proved in [7].
Roughly speaking, an n-ary operator de-ned on a pseudo MV-algebra is an n-ary
operation which is linear in each component with respect to the group sum operation.
We -nd suHcient conditions which allow us to prove extension results for such op-
erators. Our main results assert that there are bijective correspondences between the
operators de-ned on a pseudo MV-algebra and the operators de-ned on the corre-
sponding ‘-group (Theorems 4.3, 4.16, 6.6, 6.16). We de-ne the notion of ideal of a
pseudo MV-algebra with unary operators and we prove a subdirect representation result
(Proposition 5.5). Equational characterizations for some classes of operators are also
presented (Corollaries 3.13, 5.3, Propositions 7.2, 7.3). Finally, we provide a categorical
framework and we prove the analogue of Mundici’s equivalence theorem (Theorems
7.5, 7.9). Thus, the category of pseudo MV-algebras with operators is equivalent to
some category of ‘-groups with operators.
The MV-algebras with operators are, obviously, a particular case of pseudo MV-
algebras with operators, but we also obtain additional results for them. We also remark
that the PMV-algebras and the MV-modules are particular MV-algebras with operators.
2. Preliminaries
In [9] Georgescu and Iorgulescu de-ned pseudo MV-algebras, which are a non-
commutative generalization of MV-algebras. We shall present brieAy some basic
de-nitions and results.
Denition 2.1. A pseudo MV-algebra is a structure (M;⊕;∗ ;∼ ; 0; 1), where ⊕ is a
binary operation, ∗ and ∼ are unary operations, 0 and 1 are constants and the following
axioms:
(A1) x ⊕ (y ⊕ z) = (x ⊕ y)⊕ z,
(A2) x ⊕ 0 = 0⊕ x = x,
(A3) x ⊕ 1 = 1⊕ x = 1,
(A4) 1∼ = 0; 1∗ = 0,
(A5) (x∗ ⊕ y∗)∼ = (x∼ ⊕ y∼)∗,
(A6) x ⊕ (x∼  y) = y ⊕ (y∼  x) = (x  y∗)⊕ y = (y  x∗)⊕ x,
(A7) x  (x∗ ⊕ y) = (x ⊕ y∼) y,
(A8) (x∗)∼ = x
hold for every x; y; z ∈A, where x  y := (y∗ ⊕ x∗)∼.
An MV-algebra is a commutative pseudo MV-algebra. We recall that the MV-
algebras were -rstly de-ned in [2]. For an exhaustive study of this structures one can
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see [3]. The order of evaluation of these operations will be: -rst ∗ and ∼, then  and,
-nally, ⊕. The basic example of a proper pseudo MV-algebra is the following.
Example 2.2 (Georgescu and Iorgulescu [9]). Let (G;+;6 ; 0) be an ‘-group and
u¿ 0 in G. If we de-ne
[0; u] := {x∈G: 06 x6 u};
x ⊕ y = (x + y) ∧ u; x∗ = u− x; x∼ =−x + u;
for every 06 x; y6 u, then [0; u]G =([0; u];⊕;∗ ;∼ ; 0; u) is a pseudo MV-algebra. We
remark that the order relation is the restriction of the order relation on G. Moreover,
x  y = (x − u+ y) ∨ 0; (x∗)∗ = u+ x − u; (x∼)∼ =−u+ x + u:
Lemma 2.3 (Georgescu and Iorgulescu [10]). If M is a pseudo MV-algebra then the
following properties hold for any x; y; z ∈M :
(a) x  y = (y∼ ⊕ x∼)∗,
(b) (x∼)∗ = x,
(c) 0∼ = 0∗ = 1,
(d) x  1 = 1 x = x, x  0 = 0 x = 0,
(e) x ⊕ x∼ = 1; x∗ ⊕ x = 1; x  x∗ = 0; x∼  x = 0,
(f) (x⊕y)∗=y∗ x∗; (x⊕y)∼=y∼ x∼; (xy)∗=y∗⊕ x∗; (xy)∼=y∼⊕ x∼,
(h) x ⊕ y = (y∗  x∗)∼ = (y∼  x∼)∗,
(i) x  (y  z) = (x  y) z.
Lemma 2.4 (Georgescu and Iorgulescu [10]). In a pseudo MV-algebra M the follow-
ing properties are equivalent for any x; y∈M :
(a) x  y∗ = 0,
(b) y∼  x = 0,
(c) y = x ⊕ x∼  y,
(d) x = x  (x∗ ⊕ y).
We de-ne x6y iM one of the above equivalent conditions holds. Thus, we get an
order relation on M . Moreover, M is a distributive lattice, where the lattice operations
are de-ned by:
x ∨ y := x ⊕ (x∼  y) = y ⊕ (y∼  x) = (x  y∗)⊕ y = (y  x∗)⊕ x;
x ∧ y := x  (x∗ ⊕ y) = y  (y∗ ⊕ x) = (x ⊕ y∼) y = (y ⊕ x∼) x:
Adding these operations to a pseudo MV-algebra, the order of evaluation is (from left
to right): ∗ and ∼; ; ∧; ∨; ⊕.
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Lemma 2.5 (Georgescu and Iorgulescu [10]). In every pseudo MV-algebra M the
following properties are satis7ed for any x; y; z ∈M :
(a) x  (y ∧ z) = (x  y) ∧ (x  z), (y ∧ z) x = (y  x) ∧ (z  x),
(b) x  (y ∨ z) = (x  y) ∨ (x  z), (y ∨ z) x = (y  x) ∨ (z  x),
(c) x ⊕ (y ∧ z) = (x ⊕ y) ∧ (x ⊕ z), (y ∧ z)⊕ x = (y ⊕ x) ∧ (z ⊕ x),
(d) x ⊕ (y ∨ z) = (x ⊕ y) ∨ (x ⊕ z), (y ∨ z)⊕ x = (y ⊕ x) ∨ (z ⊕ x).
Lemma 2.6 (Georgescu and Iorgulescu [10]). If M is a pseudo MV-algebra, then the
following properties hold for any x; y∈M :
(a) x  y∗ ∧ y  x∗ = 0,
(b) x∼  y ∧ y∼  x = 0,
(c) x ∧ y = 0 implies x + y = x ∨ y = y + x.
For any two elements x; y of a pseudo MV-algebra we shall denote
x ⊥ y iM x ∧ y = 0:
In any pseudo MV-algebra M one can de-ne two distance functions:
d∗(x; y) := (x  y∗)⊕ (y  x∗); d∼(x; y) := (x∼  y)⊕ (y∼  x):
Let M be a pseudo MV-algebra and I a nonempty subset of M . We say that I is
an ideal of M if the following conditions are satis-ed:
(i1) if x∈ I and y6 x then y∈ I ,
(i2) if x; y∈ I then x ⊕ y∈ I .
To any ideal I , one can associate two equivalence relations ∼L(I) and ∼R(I) de-ned
by:
x ∼L(I) y iM d∗(x; y)∈ I;
x ∼R(I) y iM d∼(x; y)∈ I:
An ideal I is normal if the following condition holds:
(i3 ) for every x; y∈M; y  x∗ ∈ I iM x∼  y∈ I .
To any normal ideal I of M we can associate a congruence on M de-ned by:
x ∼I y iM d∗(x; y)∈ I iM d∼(x; y)∈ I:
We denote by M=I the set of congruence classes and with x=I the congruence class of
an element x∈M . We remark that M=I becomes a pseudo MV-algebra with the natural
operations induced by those of M .
A fundamental result in the theory of pseudo MV-algebras is the categorical equiv-
alence between the category of pseudo MV-algebras and the category of lattice or-
dered groups with strong unit. We recall that a lattice ordered group (‘-group) is a
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structure (G;+; 0;6) such that (G;+; 0) is a group, (G;6) is a lattice and the fol-
lowing property is satis-ed
for any x; y; a; b∈G; x6y implies a+ x + b6 a+ y + b:
If G is an ‘-group, then a strong unit is an element u¿ 0 such that for any x∈G
there is a natural number n such that x6 nu. In the sequel, an ‘u-group will be a
pair (G; u) where G is an ‘-group and u is a strong unit of G. If (G; u) and (H; v) are
‘u-groups then an ‘u-group homomorphism is an ‘-group homomorphism h :G → H
such that h(u) = v. We also recall that, in any ‘u-group (G; u), the following property
holds:
for any x¿ 0 in G there exist n¿ 1
and x1; : : : ; xn ∈ [0; u] such that x = x1 + · · ·+ xn:
One can see [3] for a detailed proof of this property.
If we denote by PsMV is the category of pseudo MV-algebras and by UG the
category of ‘u-groups then, following Example 2.2 we get a functor
 : UG→ PsMV;
(G; u) := [0; u]G;
(h) := h|[0; u];
where (G; u) is an ‘u-group, [0; u]G is the pseudo MV-algebra de-ned as in Example
2.2 and h : (G; u)→ (H; v) is an ‘u-group homomorphism.
Theorem 2.7 (Dvurecenskij [7]). The functor  establishes a categorical equivalence
between UG and PsMV.
As we already mentioned, an MV-algebra is a commutative pseudo MV-algebra.
We shall denote by MV the category of MV-algebras and by AUG the category
of abelian ‘u-groups. The above result generalizes Mundici’s well-known equivalence
between the categories AUG and MV [12].
Following Theorem 2.7, we can consider a pseudo MV-algebra, when necessary, as
an interval in the positive cone of an ‘-group. Thus, many de-nitions and properties can
be transferred from ‘-groups to pseudo MV-algebras. For example, the group addition
becomes a partial operation when it is restricted to an interval. This operation was
de-ned in [6] as follows:
for any x; y∈M; x + y is de-ned iM x6y∗ and; in this case; x + y := x ⊕ y:
We list below some properties of + operation.
Lemma 2.8 (Dvurecenskij [6]). If M is a pseudo MV-algebra then the following prop-
erties hold for any x; y; z; t ∈M :
(a) x + 0 = x,
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(b) x ∨ y = x + (x∗  y),
(c) if x + y and (x + y) + z are de7ned then y + z and x + (y + z) are de7ned and
(x + y) + z = x + (y + z),
(e) x + y = 1 i9 y = x∗,
(f) if x + y = z then y = x∗  z,
(g) if z + x = z + y then x = y,
(h) if z + x6 z + y then x6y.
In the sequel, we recall some notations and properties concerning ‘-groups. One can
see [1,8] for complete investigations of these structures.
For any ‘-group (G;+; 0;6), we shall denote by
G+ := {x∈G: x¿ 0}
the positive cone of G. If n¿ 1 and x1; : : : ; xn ∈G then we recursively de-ne
⊎n
i=1 xi
as follows
• if n= 1, then ⊎ni=1 xi := x1,
• if n¿ 1, then ⊎ni=1 xi := (⊎n−1i=1 xi) + xn.
Finally, we denote
x ⊥ y iM x ∧ y = 0:
For any x∈G, if x+ := x ∨ 0 and x− := (−x) ∨ 0 then x = x+ − x−.
Lemma 2.9. If G is an ‘-group and x1; : : : ; xn; y1; : : : ; ym ∈G+ such that xi ⊥ yj for
any 16 i6 n and 16 j6m, then (x1 + · · ·+ xn) ⊥ (y1 + · · ·+ ym).
Proof. By [1, 1.2.24], if x ⊥ y and x ⊥ z then x ⊥ (y + z) for any x; y; z ∈G. Let
us denote x= x1 + · · ·+ xn and y= y1 + · · ·+ ym. For any 16 i6 n we have xi ⊥ yj
for any 16 j6m. It follows that xi ⊥ y for any 16 i6 n, so x ⊥ y.
For any ‘-group, the following re-nement theorem holds.
Theorem 2.10 (Fuchs [8, V, Theorem 1]). (The Riesz decomposition property.) If G
is an ‘-group and x1; : : : ; xm and y1; : : : ; yn are elements of G+ such that
x1 + · · ·+ xm = y1 + · · ·+ yn;
then there exist elements zij in G+ with 16 i6m and 16 j6 n such that, for any
i and j
xi = zi1 + · · ·+ zin; yj = z1j + · · ·+ zmj:
Moreover, we may assume that
(zi+1; j + · · ·+ zmj) ⊥ (zi; j+1 + · · ·+ zin);
for any 16 i¡m; 16 j¡n and, under this assumption, the elements zij are uniquely
determined.
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Lemma 2.11 (Fuchs [8, V, Corollary 2]). If G is an ‘-group and x; x1; : : : ; xm are
elements of G+ satisfying x6 x1 + · · ·+xm, then there exist y1; : : : ; ym ∈G+ such that
x = y1 + · · ·+ ym and yi6 xi for any 16 i6m:
Remark 2.12. Let G be an ‘-group. We recall that, for any x; y∈G,
x ⊥ y implies x + y = x ∨ y = y + x ([1; 1:2:20]):
If {zij: 16 i6m; 16 j6 n} is a sequence of elements from G+ such that
(zi+1; j + · · ·+ zmj) ⊥ (zi; j+1 + · · ·+ zin);
for any i¡m and j¡n then one can prove that
m⊎
i=1
n⊎
j=1
zij =
n⊎
j=1
m⊎
i=1
zij:
The following result will be also used in the sequel.
Lemma 2.13. If G and H are ‘-groups and f :G+ → H is a map such that
f(x + y) = f(x) + f(y) for any x; y∈G+, then there is a unique group homo-
morphism f# :G → H which extends f.
Proof. Follows by [1, 1.1.7].
3. Unary operators on MV-algebras
We shall de-ne the unary operators on pseudo MV-algebras and we shall prove that
the class of pseudo MV-algebras endowed with such operators is a variety. We also
suggest a corresponding notion of ideal.
Denition 3.1. If (G; u) is an ‘u-group, then a unary u-operator on (G; u) is a function
! : G → G, which satis-es the following properties for any x; y∈G:
(1) !(x + y) = !(x) + !(y),
(2) 06 x6 u implies 06!(x)6 u,
where + is the group addition and 6 is the order relation on G.
Lemma 3.2. If (G; u) is an ‘u-group then an ! is a unary u-operator on (G; u) i9
it is an isotone group homomorphism such that !(u)6 u.
Proof. If ! is a unary u-operator on (G; u) then, by De-nition 3.1, it is obvious
that ! is a group homomorphism such that !(u)6 u. If x¿ 0 in G, then there are
x1; : : : ; xn ∈ [0; u] such that x = x1 + · · · + xn, so !(x) = !(x1) + · · · + !(xn). Since
!(xi)∈ [0; u] for any 16 i6 n, it follows that !(x)¿ 0. We proved that !(x)¿ 0 for
48 P. Flondor, I. Leus,tean /Discrete Mathematics 274 (2004) 41–76
any x¿ 0 in G. Hence ! is an isotone group homomorphism. The converse implication
is straightforward.
Example 3.3. We consider the particular case when (G; u) is a subgroup of (R; u),
where R is the ‘-group of real numbers and u¿ 0 in R. If ! is a unary u-operator
then, by Lemma 3.2, ! is an isotone group homomorphism. Using a result of Hion
([8], IV. Proposition 2) there is a real positive number r¿ 0 such that !(x)= r · x for
any x∈G, where · is the multiplication of real numbers. Since !(u)6 u, it follows
that r6 1. Thus, any unary u-operator on (R; u) has the form !(x) = r · x for some
r ∈ [0; 1].
If (G; u) is an ‘u-group and ! :G → G is a unary u-operator on (G; u), then we can
consider the restriction !|[0; u] : [0; u]→ [0; u]. This led us to the following de-nition.
Denition 3.4. If M is a pseudo MV-algebra, then a unary operator on M is any
function ! :M → M which satis-es the following property:
(L) for any x; y∈M , if x + y is de-ned then, !(x) + !(y) is de-ned and
!(x + y) = !(x) + !(y):
For now on, unless otherwise speci-ed, the operators are supposed to be unary
operators.
In order to provide important examples of operators on MV-algebras, we recall the
de-nitions of PMV-algebras and MV-modules. We remark that both de-nitions refer
to commutative structures.
Denition 3.5 (Di Nola and Dvurecenskij [4]). A PMV-algebra (or product MV-
algebra) is a structure (A; ·), where A is an MV-algebra and · is a binary associa-
tive operation on A such that the following property is satis-ed:
for any x; y; z ∈A; if x + y is de-ned;
then (x · z) + (y · z) and (z · x) + (z · y) are de-ned and
(x + y) · z = (x · z) + (y · z);
z · (x + y) = (z · x) + (z · y);
where + is the partial addition on A. A PMV-algebra (A; ·) is an MVf-algebra if
x ⊥ y implies x ⊥ (z · y) and x ⊥ (y · z) for any x; y; z ∈A.
Denition 3.6 (Di Nola, Flondor and Leu(stean [5]). Let (A; ·) be a PMV-algebra and
M an MV-algebra. We say that M is an MV-module over A if there is an external
operation
’ :A×M → M; ’($; x) = $x;
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such that the following properties hold:
(1) for any x; y∈M and $∈A, if x+ y is de-ned in M then $x+ $y is de-ned and
$(x + y) = $x + $y;
(2) for any x∈M and $; %∈A, if $+ % is de-ned in A then $x+ %x is de-ned in M
and
($+ %)x = $x + %x;
(3) for any x∈M and $; %∈A; ($ · %)x = $(%x).
If M is an MV-module over A, then M is an MVf-module if x ⊥ y implies x ⊥ ($y)
for any $∈A and x; y∈M .
Example 3.7. If A is a PMV-algebra and M is an MV-module over A then, for any
$∈A, the function !$ :M → M de-ned by !$(x) := $x is an operator on M . Moreover,
if we denote &= {!$ : $∈A} then (&; ·) is a semigroup with !$ ·!% := !$·% and, in
addition !$(!%(x)) = (!$ · !%)(x) for any x∈M .
Proposition 3.8. If M is a pseudo MV-algebra and ! is an operator on M , then the
following properties hold for any x; y∈M :
(a) !(0) = 0,
(b) x6y implies !(x)6!(y),
(c) !(x∗) = !(1) !(x)∗,
(d) !(x∼) = !(x)∼  !(1),
(e) !(x) !(y)∗6!(x  y∗),
(f) !(y)∼  !(x)6!(y∼  x),
(g) d∗(!(x); !(y))6!(d∗(x; y)),
(h) d∼(!(x); !(y))6!(d∼(x; y)),
(i) !(x  (x ∧ y)∗) = !(x) !(x ∧ y)∗,
(j) !((x ∧ y)∼  x) = !(x ∧ y)∼  !(x).
Proof. (a) We have !(x) =!(x) +!(0) for any x∈M . Since the partial operation +
is cancellative, it follows that !(0) = 0.
(b) If x6y then y=x+z for some z ∈M . Thus, !(y)=!(x)+!(z), so !(x)6!(y).
(c) Since !(x∗) +!(x) =!(1)6 1=!(x)∗+!(x), we get !(x∗)6!(x)∗. It follows
that
!(1) !(x)∗ = (!(x∗) + !(x)) !(x)∗ = (!(x∗) + (!(x)∗)∼) !(x)∗
=!(x∗) ∧ !(x)∗ = !(x∗):
(d) follows similarly to (c).
(e) Using (b), we remark that !(x) ∨ !(y)6!(x ∨ y). It follows that
!(x) !(y)∗ + !(y) = !(x) ∨ !(y)6!(x ∨ y) = !(x  y∗) + !(y):
By cancellation, we get !(x) !(y)∗6!(x  y∗).
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(f) follows similarly to (e).
(g) follows by (e).
(h) follows by (f).
(i) Using (b), we remark that !(x ∧ y)6!(x). It follows that
!(x) !(x ∧ y)∗ + !(x ∧ y) =!(x) ∨ !(x ∧ y)
=!(x) = !(x ∨ (x ∧ y))
=!(x  (x ∧ y)∗) + !(x ∧ y):
Since the operation + is cancellative, we get the intended equality.
(j) follows similarly.
Proposition 3.9. If M is a pseudo MV-algebra and ! :M → M then the following
are equivalent:
(a) ! is an operator on M ,
(b) the following properties hold:
(I) ! is isotone,
(A) !(x  (x ∧ y)∗) = !(x) !(x ∧ y)∗, for any x; y∈M .
Proof. (a)⇒ (b) follows by Proposition 3.8 (b) and (i).
(b) ⇒ (a) We remark that for x = 1 in (A) we get !(y∗) = !(1)  !(y)∗,
so !(y∗)6!(y)∗. If x + y is de-ned, then x6y∗. Using (I), we get !(x)6!(y∗)
6!(y)∗, so !(x) + !(y) is also de-ned. In this case, using (A) it follows that
!(x) = !(x ∧ y∗) = !((x + y) y∗) = !(x + y) !(y)∗; so
!(x) + !(y) = !(x + y) !(y)∗ + !(y) = !(x + y) ∨ !(y):
Using (I), !(y)6!(x + y), and we get !(x + y) = !(x) + !(y).
Remark 3.10. Following the notations from Proposition 3.9 we remark that if ! :M →
M is an isotone map then (A) is equivalent with
(A′) !((x ∧ y)∼  x) = !(x ∧ y)∼  !(x) for any x; y∈M:
Denition 3.11. Let & be a set of operator symbols. A pseudo MV-algebra with
&-operators is a pair (M;&M ), where M is a pseudo MV-algebra and &M={!M : !∈&}
is a family of operators de-ned on M . If (M;&M ) and (N;&N ) are two pseudo
MV-algebras with &-operators and h :M → N then h is a homomorphism of MV-
algebras with &-operators if it is a pseudo MV-algebra homomorphism such that
h(!M (x)) = !N (h(x)) for any !∈& and x∈M .
Corollary 3.12. The class of pseudo MV-algebras with &-operators is a variety, where
& is a set of operator symbols.
P. Flondor, I. Leus,tean /Discrete Mathematics 274 (2004) 41–76 51
Proof. Since M is a lattice, the fact that a map ! is isotone has an equational char-
acterization, for example !(x)∧!(x∨y)=!(x) for any x; y∈M . Thus, the intended
result follows by Proposition 3.9.
Corollary 3.13. If A is a PMV-algebra, then the class of all MV-modules over A is
a variety.
Proof. Follows by Corollary 3.12 for & = {!$: $∈A}, where !$ are the operators
de-ned in Example 3.7.
For the rest of the section, & is a set of operator symbols and (M;&M ) is a pseudo
MV-algebra with &-operators. Since there are no possible confusions, we shall simply
denote ! instead of !M .
Denition 3.14. A nonempty subset I ⊆ M is an &-ideal if I is a pseudo MV-algebra
ideal and
x∈ I implies !(x)∈ I;
for any x∈M and !∈&.
Lemma 3.15. If I is an &-ideal of M; !∈& and x; y∈M then:
(a) x ∼L(I) y implies !(x) ∼L(I) !(y),
(b) x ∼R(I) y implies !(x) ∼R(I) !(y).
Moreover, if I is a normal ideal of the pseudo MV-algebra M , then
(c) x ∼I y implies !(x) ∼I !(y).
Proof. By Proposition 3.8 (g) and (h).
If I is a normal ideal of M then we denote by [x]I the congruence class of x and
by A=I the quotient pseudo MV-algebra. Let I be a normal &-ideal (normal ideal and
&-ideal). For any !∈& we consider the operator
!M=I :M=I → M=I; !M=I ([x]I ) := [!M (x)]I :
By Lemma 3.15(c), the above operator is well de-ned. Thus, the quotient M=I has a
natural structure of pseudo MV-algebra with &-operators. Moreover, we remark that
the canonical surjection [ ]I :M → M=I is a pseudo MV-algebras homomorphism with
the properly that [ ]I ◦!M =!M=I ◦ [ ]I for any !∈&. Hence, [ ]I is a homomorphism
of pseudo MV-algebras with &-operators.
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4. Extension to ‘u-groups
In this section we shall investigate the connection between the operators de-ned on
a pseudo MV-algebra and the u-operators de-ned on the corresponding ‘u-group.
Remark 4.1. If (G; u) is an ‘u-group and ! is an u-operator on (G; u) then !|[0; u] is
an operator on the pseudo MV-algebra (G; u).
If we identify a pseudo MV-algebra with the [0; u] interval of an ‘u-group, our main
problem is to extend an operator de-ned on the MV-algebra [0; u] to an u-operator
de-ned on (G; u). We solve this problem -rstly in the commutative case.
Proposition 4.2. Let (G; u) be an abelian ‘u-group and M = (G; u). If ! is an
operator on M then there exists !G an u-operator on G such that !G|[0; u] = !.
Proof. If x∈G and x¿ 0 then there are x1; : : : ; xm ∈ [0; u] such that x= x1 + · · ·+ xm.
Then we de-ne
!G(x) := !(x1) + · · ·+ !(xm):
We have to prove that !G(x) is well de-ned. Take y1; : : : ; yn ∈ [0; u] such that
x = x1 + · · ·+ xm = y1 + · · ·+ yn:
By Theorem 2.10 there are elements zij in G+ with 16 i6m and 16 j6 n such
that, for any i and j
xi = zi1 + · · ·+ zin and yj = z1j + · · ·+ zmj:
It follows that
m∑
i=1
n∑
j=1
!(zij) =
n∑
j=1
m∑
i=1
!(zij);
so
!(x1) + · · ·+ !(xm) = !(y1) + · · ·+ !(yn):
We proved that !G(x) is well de-ned for x∈G+. Moreover, for any x; y∈G+ we
get !G(x + y) = !G(x) + !G(y) and !G([0; u]) = !([0; u]) ⊆ [0; u]. By Lemma 2.13
it follows that !G can be uniquely extended to a group homomorphism de-ned on
G, so !G is an u-operator on (G; u). We remark that x = x+ − x− for any x∈G, so
!G(x) := !G(x+)− !G(x−).
For an ‘u-group (G; u), we shall denote by &(G; u) the set of all the unary u-operators
de-ned on (G; u). For an MV-algebra M , we shall denote by &(M) the set of all the
unary operators de-ned on M .
Theorem 4.3. If (G; u) is an abelian ‘u-group then &(G; u)  &((G; u)).
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Proof. By Proposition 4.2 and Remark 4.1.
The above result allows us to determine the structure of the operators de-ned on
some particular MV-algebras.
Example 4.4. We recall that an MV-algebra M is simple iM M is isomorphic with a
subalgebra of the standard MV-algebra [0; 1]. Let M be a simple MV-algebra. In what
follows, we identify M with the corresponding subalgebra of [0; 1]. By Theorem 4.3
and Example 3.3, ! is an f-operator on M iM there is a real number r ∈ [0; 1] such
that !(x) = r · x for any x∈M , where · is the multiplication of real numbers.
Example 4.5. An MV-algebra M is semisimple iM M is isomorphic to a subalgebra of
[0; 1]X for some nonempty set X . Let M be a semisimple MV-algebra and ! :M →
M an operator on M . We shall identify the MV-algebra M with the corresponding
subalgebra of [0; 1]X . For any x∈X we shall denote by Mx = {f(x): f∈M}, which
is a MV-subalgebra of [0; 1]. Moreover, if we de-ne !x : Mx → Mx by !x(f(x)) :=
!(f)(x), then one can easily prove that !x is an operator on Mx. By Example 4.4, there
is rx ∈ [0; 1] such that !x(f(x))= rx ·f(x) for any f∈M , where · is the multiplication
of real numbers. Thus, we proved that for any operator ! on M there is a family of
real numbers {r!x : x∈X } ⊆ [0; 1] such that !(f)(x) = r!x · f(x) for any x∈X and
f∈M .
Example 4.6. We consider the particular case M = Ln+1 = {0; 1=n; : : : ; (n− 1)=n; 1} for
n¿ 1. Let ! :Ln+1 → Ln+1 be an operator on Ln+1. By Example 4.4 there is r ∈ [0; 1]
such that !(x) = r · x for any x∈Ln+1. Since r · x6 x, we get !(1=n)∈{0; 1=n}. We
remark that !(k=n) = k · !(1=n) for any k ∈{0; : : : ; n}. It follows that there are only
two operators on Ln+1:
1. !0(x) := 0 for any x∈Ln+1,
2. !1(x) := x for any x∈Ln+1.
Now, we focus our attention on the non-commutative case. The next examples pro-
vide a class of operators on pseudo MV-algebras which can be extended to u-operators
on the corresponding ‘u-group.
Example 4.7. Let (G; u) be an ‘u-group and a∈G. Then the functions !a; !a :G → G
de-ned by
!a(x) := a+ x − a and !a(x) := −a+ x + a
are ‘-group automorphisms of G and they are called interior automorphisms. One can
remark that !a is an u-operator iM a + u6 u + a. In this case, if we consider the
restriction of !a to [0; u] we get an operator on the MV-algebra [0; u]. Conversely, let
a∈G such that a+ u6 u+ a and ! : [0; u]→ [0; u] de-ned by !(x) := a+ x − a for
any x∈ [0; u]. Obviously, ! is an operator on the MV-algebra [0; u] and one can easily
prove that it can be extended to an u-operator on G. The basic remark is that, for any
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x1; : : : ; xn ∈ [0; u] we get
!(x1) + · · ·+ !(xn) = a+ (x1 + · · ·+ xn)− a:
Thus, if we de-ne
!a(x) := !(x1) + · · ·+ !(xn) if x = x1 + · · ·+ xn ∈G+;
!(x) := !a(x+)− !a(x−) for any x∈G;
then !a is the desired u-operator on G. Similar comments can be made for !a.
Example 4.8. If M is a pseudo MV-algebra then for any n¿ 0 we consider the oper-
ators !n; !−n :M → M which are de-ned inductively as follows:
!0(x) := x;
!n+1(x) := (!n(x)∗)∗ and !−n−1(x) := (!−n(x)∼)∼:
If we identify M with the interval [0; u] of some ‘u-group (G; u) then we remark that
!n(x) = nu+ x − nu and !−n(x) =−nu+ x + nu for any n¿ 0:
By Example 4.7, it follows that !n and !−n are operators on M which can be extended
to u-operators on G. If M is commutative then !n = !−n = 1M , so M is supposed to
be non-commutative. We remark that the following properties hold:
(1) !0 = 1M ,
(2) !n ◦ !k = !n+k for any n; k ∈Z,
(3) !n ◦ !−n = !−n ◦ !n = 1M for any n¿ 0,
where Z is the set of the integer numbers and ◦ denotes the usual function compo-
sition. Thus, if we denote &u := {!n: n∈Z}, then (&u; ◦; 1M ) is an abelian group.
Moreover, if 〈u〉 = {nu: n∈Z} is the cyclic group generated by u in G, then the
correspondence !n → nu is obviously a group isomorphism from &u to 〈u〉. Hence,
any non-commutative MV-algebra admits a group of operators isomorphic to the cyclic
group of the strong unit.
Denition 4.9. If M is a pseudo MV-algebra then an operator ! on M is an f-operator
if it satis-es the condition:
(F) for any x; y∈M; x ⊥ y implies x ⊥ !(y).
An operator ! on M is a p-operator if it satis-es the condition:
(P) for any x; y∈M; x ⊥ y implies !(x) ⊥ !(y).
Similarly, if (G; u) is an ‘u-group then an u-operator which satis-es the condition (F)
will be called an fu-operator and an u-operator on (G; u) which satis-es the condition
(P) will be called a pu-operator.
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Remark 4.10. If M is a linearly ordered pseudo MV-algebra (pseudo MV-chain) then
conditions (F) and (P) are obviously satis-ed for any operator.
Remark 4.11. Let & be a set of operator symbols and let (M;&M ) be a pseudo
MV-algebra with &-operators. In Section 3 we proved that for any normal &-ideal
I we can de-ned the quotient pseudo MV-algebra with &-operators (M=I; &M=I ), where
!M=I ([x]I ) = [!M (x)]I . One can easily see that if !M is an f-operator (p-operator)
then !M=I is an f-operator (p-operator).
Example 4.12. If A is a PMV-algebra and M is an MVf-module over A, then for any
$∈A, the function !$ :M → M de-ned by !$(x) := $x is an f-operator on M .
One can also easily prove that any f-operator is a p-operator, but the converse does
not hold.
Example 4.13. Let G = (Z × Z × Z;+; (0; 0; 0);6) be the Scrimger 2-group:
• the group operation + is de-ned by
(x1; y1; n1) + (x2; y2; n2) :=
{
(y1 + x2; y2 + x1; n1 + n2); if n2 is odd
(x1 + x2; y1 + y2; n1 + n2); if n2 is even;
• the order relation is (x1; y1; n1)6 (x2; y2; n2) iM
(i) n1¡n2, or
(ii) n1 = n2; x16 x2 and y16y2.
We remark that G is a non-abelian ‘-group which is not linearly ordered and that
u= (1; 1; 1) is a strong unit of G. The corresponding interval pseudo MV -algebra has
the form
M = (G; u) = (Z+ × Z+ × {0}) ∪ (Z61 × Z61 × {1});
where Z61 := {x∈Z : x6 1}. The pseudo MV-algebra operations are de-ned as
follows:
(x; y; 0)∗ = (1− x; 1− y; 1); (x; y; 0)∼ = (1− y; 1− x; 1);
(x; y; 1)∗ = (1− y; 1− x; 0); (x; y; 1)∼ = (1− x; 1− y; 0);
(x1; y1; 0)⊕ (x2; y2; 0) = (x1 + x2; y1 + y2; 0);
(x1; y1; 0)⊕ (x2; y2; 1) = ((y1 + x2) ∧ 1; (x1 + y2) ∧ 1; 1);
(x1; y1; 1)⊕ (x2; y2; 0) = ((x1 + x2) ∧ 1; (y1 + y2) ∧ 1; 1);
(x1; y1; 1)⊕ (x2; y2; 1) = (1; 1; 1):
One can see [7] for more details on G and M .
Let ! :M → M be de-ned by
!(x; y; n) := ((x; y; n)∗)∗ = (y; x; n);
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for any (x; y; n)∈M . By Example 4.8, ! is an operator on M . If we consider a=(0; 1; 0)
and b= (1; 0; 0) then
a ∧ b= (0; 0; 0);
!(a) ∧ !(b) = (1; 0; 0) ∧ (0; 1; 0) = (0; 0; 0);
a ∧ !(b) = (0; 1; 0) ∧ (0; 1; 0) = (0; 1; 0) = (0; 0; 0):
Thus, ! is a p-operator which is not an f-operator on M .
In the sequel (G; u) is an ‘u-group and M = (G; u) is the corresponding interval
pseudo MV-algebra.
Proposition 4.14. If ! :M → M is a p-operator on M then there exists !G a
pu-operator on G such that !G|[0; u] = !.
Proof. If x∈G and x¿ 0 then there are x1; : : : ; xm ∈ [0; u] such that x= x1 + · · ·+ xm.
Then we de-ne
!G(x) := !(x1) + · · ·+ !(xm):
We have to prove that !G(x) is well de-ned. Suppose that y1; : : : ; yn ∈ [0; u] satisfy
x = x1 + · · ·+ xm = y1 + · · ·+ yn:
By Theorem 2.10 there are elements zij in G+ with 16 i6m and 16 j6 n such
that, for any i and j
xi = zi1 + · · ·+ zin; yj = z1j + · · ·+ zmj and
(zi+1; j + · · ·+ zmj) ⊥ (zi; j+1 + · · ·+ zin):
It follows that
!(zi+1; j + · · ·+ zmj) ⊥ !(zi; j+1 + · · ·+ zin)
(!(zi+1; j) + · · ·+ !(zmj)) ⊥ (!(zi; j+1) + · · ·+ !(zin)):
By Remark 2.12, it follows that
m⊎
i=1
n⊎
j=1
!(zij) =
n⊎
j=1
m⊎
i=1
!(zij); so
!(x1) + · · ·+ !(xm) = !(y1) + · · ·+ !(yn):
We proved that !G(x) is well de-ned for x∈G+. If x∈G is an arbitrary element,
then x = x+ − x−, so we de-ne !G(x) := !G(x+) − !G(x−). By Lemma 2.13, it
is obvious that !G is an u-operator on (G; u). In the following, we prove that (P)
is also satis-ed. Suppose that x ⊥ y in G. It follows that x; y∈G+, so there are
x1; : : : ; xm; y1; : : : ; yn ∈ [0; u] such that x = x1 + · · · + xm and y = y1 + · · · + yn. Since
xi ∧ yj6 x ∧ y, we get xi ⊥ yj, so !(xi) ⊥ !(yj) for any 16 i6m and 16 j6 n.
Using Lemma 2.9 we get !G(x) ⊥ !G(y).
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Corollary 4.15. If ! :M → M is an f-operator on M then there exists !G an
fu-operator on G such that !G|[0; u] = !.
Proof. We only have to prove that the u-operator de-ned in Proposition 4.14 satis-es
the condition (F). If x ⊥ y in G then x= x1 + · · ·+ xm and y=y1 + · · ·+yn for some
x1; : : : ; xm; y1; : : : ; yn ∈ [0; u]. Since xi ∧ yj6 x ∧ y, we get xi ⊥ yj, so xi ⊥ !(yj) for
any 16 i6m and 16 j6 n. Using Lemma 2.9 we get x ⊥ !G(y).
For a pseudo MV-algebra M , we shall denote by &f(M) (&p(M)) the set of
all f-operators (p-operators) de-ned on M . For an ‘u-group (G; u), we shall de-
note by &f(G; u) (&p(G; u)) the set of all fu-operators (pu-operators) de-ned on
(G; u). We recall that in Section 2 we have de-ned the functor  which establishes a
categorical equivalence between the category of ‘u-groups and the category of pseudo
MV-algebras.
Theorem 4.16. If (G; u) is an ‘u-group then:
(a) &p(G; u)  &p((G; u)),
(b) &f(G; u)  &f((G; u)).
Proof. (a) follows by Remark 4.1 and Proposition 4.14.
(b) follows by Remark 4.1 and Corollary 4.15.
Example 4.17. Consider the MV-algebra M =
∏
i∈I Lni , where I is a nonempty set and
ni¿ 2 for any i∈ I . For any i∈ I we denote by ,i the ith canonical projection. Let
i∈ I be a -xed element. If ! :M → M is an f-operator, then for any y∈Lni we de-ne
the element yi ∈M and the function !i :Lni → Lni as follows
(yi)i := y and (yi)j = 0 for j = i;
!i(y) := ,i(!(yi)):
One can easily prove that !i is an operator on Lni . By Example 4.6, !i is the constant
0-function or is the identity. Let I0={i∈ I : !i(x)=0 for any x∈Lni}. For any element
x = (xi)i∈I ∈M , we remark that
!(x) =
∑
i∈I
!i(xi); so
!(x)i = 0 for any i∈ I0 and !(x)i = xi otherwise:
Example 4.18. If in Example 4.17, we consider I a -nite set, then we get the structure
of the f-operators on -nite MV-algebras.
Example 4.19. If in Example 4.17 we consider ni = 2 for any i∈ I , then we get the
structure of the f-operators de-ned on Boolean algebras.
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Following Example 3.7, we have the following general result in the case when the
set of operators has a semigroup structure.
Proposition 4.20. Let (G; u) be an (abelian) ‘u-group, M = (G; u) and let & be a
set of pu-operators (u-operators) on (G; u) such that (&; ◦) is a semigroup. The the
following properties are equivalent for any !1; !2 ∈&:
(a) !1(!2(x)) = (!1 ◦ !2)(x) for any x∈G,
(b) !1(!2(x)) = (!1 ◦ !2)(x) for any x∈M .
Proof. (a)⇒ (b) is obvious.
(b)⇒ (a) Since x= x+− x− for any x∈G, it suHces to prove the intended equality
for positive elements of G. If x∈G+ then x= x1 + · · ·+ xn for some x1; : : : ; xn ∈ [0; u].
Thus, we get
!1(!2(x)) =!1(!2(x1) + · · ·+ !2(xn))
=!1(!2(x1)) + · · ·+ !1(!2(xn))
= (!1 ◦ !2)(x1) + · · ·+ (!1 ◦ !2)(xn)
= (!1 ◦ !2)(x1 + · · ·+ xn)
= (!1 ◦ !2)(x):
5. More on f -operators
We will -rstly prove that the class of pseudo MV-algebras with f-operators
(p-operators) is equational.
Proposition 5.1. If M is a pseudo MV-algebra and ! is an operator on M then the
following are equivalent:
(F) ! is an f-operator,
(B) !(x  y∗) ∧ y  x∗ = 0 for any x; y∈M ,
(B′) !(x∼  y) ∧ y∼  x = 0 for any x; y∈M .
Proof. (F)⇒ (B) is straightforward, since x  y∗ ∧ y  x∗ = 0.
(B)⇒ (B′) !(x∼  y) ∧ y∼  x = !(x∼  (y∼)∗) ∧ y∼  (x∼)∗ = 0.
(B′)⇒ (F) Let x ∧ y = 0 in M . It follows that
x = 1 x = (x ∧ y)∼  x = (x∼ ∨ y∼) x = y∼  x;
y = 1 y = (x ∧ y)∼  y = (x∼ ∨ y∼) y = x∼  y:
Thus, by hypothesis, !(x) ∧ y = 0.
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In the sequel & is a set of operator symbols. We will say that a pseudo MV-algebra
with &-operators (M;&M ) is a pseudo MV-algebra with &-f-operators (&-p-operators)
if !M is an f-operator (a p-operator) for any !∈&.
Corollary 5.2. The class of pseudo MV-algebras with &-f-operators is a variety.
Proof. By Corollary 3.12 and Proposition 5.1.
Corollary 5.3. For any PMV-algebra A, the class of the MVf-modules over A is a
variety.
Proof. Following the notations from Example 4.12, we set &= {!$: $∈A}. Then the
MVf-modules over A are exactly the MV-algebras with &f-operators. By Corollary
5.2 we get the intended result.
Remark 5.4. If M is a pseudo MV-algebra and ! is an operator on M then the
following are equivalent:
(a) ! is a p-operator,
(b) !(x∼  y) ∧ !(y∼  x) = 0 for any x; y∈A,
(c) !(x  y∗) ∧ !(y  x∗) = 0 for any x; y∈A.
Thus, the class of pseudo MV-algebras with &p-operators is also an equational class.
We shall further analyse the pseudo MV-algebras with f-operators and we shall
prove a subdirect representation result for these structures. We recall that a pseudo
MV-algebra is representable if it is a subdirect product of linearly ordered pseudo
MV-algebras [10].
Proposition 5.5. If (M;&M ) is a pseudo MV-algebra with &-operators, such that M
is a representable pseudo MV-algebra, then the following are equivalent:
(a) !M is an f-operator for any !∈&,
(b) any minimal prime ideal of M is a normal &-ideal,
(c) (M;&M ) is a subdirect product of linearly ordered pseudo MV-algebras with
&-operators.
Proof. (a) ⇒ (b) Let I be a minimal prime ideal of M; x∈ I and !∈&. It follows
that the polar ideal x⊥ * I , so there is y ∈ I such that x∧y=0. We get y∧!M (x)=0
and y ∈ I , so !M (x)∈ I since I is a prime ideal. Thus, any minimal prime ideal of
M is an &-ideal and it is normal since M is representable.
(b)⇒ (c) It is well known that M is a subdirect product of the family {M=I : I minimal
prime ideal} (as pseudo MV-algebras). For any minimal prime ideal I , the pseudo
MV-algebra A=I is linearly ordered. Since I is also an &-ideal, A=I is a pseudo
MV-algebra with &-operators.
(c)⇒ (a) is straightforward.
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Corollary 5.6. If (M;&M ) is an MV-algebra with &-f-operators then (M;&M ) is a
subdirect product of MV-chains with &-f-operators.
Proof. By Proposition 5.5 for the commutative structures.
Corollary 5.7. If M is a pseudo MV-algebra and ! an f-operator on M then the
following properties hold for any x; y∈M :
(a) !(x ∨ y) = !(x) ∨ !(y),
(b) !(x ∧ y) = !(x) ∧ !(y),
(c) !(x  y∗) = !(x) !(y)∗,
(d) !(x∼  y) = !(x)∼  !(y),
(e) d∗(!(x); !(y)) = !(d∗(x; y)),
(f) d∼(!(x); !(y)) = !(d∼(x; y)).
Proof. (a), (b) are consequences of Proposition 5.5 (c).
(c) By (a) we have
!(x) !(y)∗ + !(y) = !(x) ∨ !(y) = !(x ∨ y) = !(x  y∗) + !(y);
and the intended equality follows by cancellation.
(d) follows similarly.
(e) is a consequence of (c).
(f) is a consequence of (d).
Remark 5.8. We recall the de-nition of the interval pseudo MV-algebra. Let M be a
pseudo MV-algebra, a∈M and [0; a] = {x∈M : 06 x6 a}. For x; y∈M we de-ne:
x ⊕a y := (x ⊕ y) ∧ a; x∗a := a x∗; x∼a := x∼  a:
It is straightforward that ([0; a];⊕a;∗a ;∼a ; 0; a) is a pseudo MV-algebra and it is called
the interval algebra of M . Moreover, for any x; y∈ [0; a] we have
x a y∗a = x  y∗:
Proposition 5.9. If M is a pseudo MV-algebra then for any map ! :M → M the
following are equivalent:
(C) !(x  y∗) = !(x) !(y)∗ for any x; y∈M ,
(C′) !(x∼  y) = !(x)∼  !(y) for any x; y∈M ,
(H) ! :M → [0; !(1)] is a pseudo MV-algebras homomorphism, where [0; !(1)] is
a interval pseudo MV-algebra of M .
Proof. (C)⇒ (C′) We prove some preliminary results.
(1) x6y implies !(x)6!(y)
This is obvious since x6y iM x  y∗ = 0.
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(2) !(y∗) = !(1) !(y)∗
follows directly for x = 1.
(3) !(y∼) = !(y)∼  !(1)
Using (1) and (2) we have !(y∼) = !(y∼) ∧ !(1) = (!(y∼) + !(1)∼)  !(1) =
(!(1) !(y∼)∗)∼  !(1) = !((y∼)∗)∼  !(1) = !(y)∼  !(1).
Now we are able to prove (C′): !(x∼  y) =!(x∼  (y∼)∗) =!(x∼)!(y∼)∗ =
!(x)∼  !(1) !(y∼)∗ = !(x)∼  !((y∼)∗) = !(x)∼  !(y).
(C′)⇒ (C) follows similarly.
(C) ⇒ (H) If we denote a = !(1), then we have to prove that ! :M → [0; a] is a
pseudo MV-algebras homomorphism. By (C) and (C′) it follows that
!(0) = 0; !(x∗) = !(1) !(x)∗ = !(x)∗a and
!(x∼) = !(x)∼  !(1) = !(x)∼a :
Moreover, for any x; y∈M we get
!(x⊕y) = !((y∼x∼)∗)=!(1)!(y∼x∼)∗
= !(1) (!(y)∼!(x∼))∗=!(1) (!(y)∼!(x)∼!(1))∗
= !(1) (!(1)∗ ⊕ !(x)⊕ !(y)) = !(1) ∧ (!(x)⊕ !(y)) = !(x)⊕a !(y):
(H)⇒ (C) is obvious, since !(x  y∗) = !(x)a !(y)∗a = !(x) !(y)∗.
Remark 5.10. The above condition (H) suggests another proof for the extension of
the f-operators. Let (G; u) be an ‘u-group, M = (G; u) the corresponding pseudo
MV-algebra and ! : M → M an f-operator. Denote a := !(u) and Ga := {g∈G: |g|6
na for some natural number n}, where |g|= g+ ∨ g−. It is straightforward that (Ga; a)
is an ‘u-group and (Ga; a) = [0; a] is an interval algebra of M . Moreover, Ga is an
‘-subgroup of G. By Proposition 5.9, ! :M → [0; a] is an MV-algebra homomorphism.
Using Theorem 2.7, there is an ‘u-group homomorphism h : (G; u) → (Ga; a) which
extends !. Then !G :=,→ ◦h is the fu-operator on (G; u) which extends !, where ,→
is the inclusion of Ga in G.
Proposition 5.11. Let M be a pseudo MV-algebra and ! :M → M a map such that
property (B) is satis7ed. Then the following are equivalent:
(L) if x6y∗ then !(x + y) = !(x) + !(y),
(C) !(x  y∗) = !(x) !(y)∗.
Proof. If ! satis-es (L) and (B) then ! is an f-operator on M , so (C) is satis-ed
by Corollary 5.7 (c). Conversely, if ! satis-es (C) then both (I) and (A) are satis-ed,
so ! is an operator by Proposition 3.9. Since ! also satis-es (B), it follows that it is
an f-operator.
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In the sequel, we summarize the above discussion on equational characterization for
pseudo MV-algebras with operators:
! :M → M is an De-nition Equational characterization
operator (L) (I) and (A)
(I), (A) and (B)
f-operator (L) and (F) or
(C) and (B)
6. n-ary operators on MV-algebras
We shall extend the theory developed in Section 3 to operators of arity n with n¿ 1.
For any natural number n¿ 1 we shall denote [n] := {1; : : : ; n}.
Notation 6.1. Let ! :
∏
i∈[n] Ai → A be a function, where n¿ 1 and A1; : : : ; An; A are
nonempty sets. For any i∈ [n] and $∈∏j∈[n]\{i} Aj we de-ne the function !$;i :Ai →
A by !$;i(x) := !($1; : : : ; $i−1; x; $i+1; : : : ; $n) for any x∈Ai, where $ = ($1; : : : ; $i−1;
$i+1; : : : ; $n).
In the sequel n¿ 1 is a natural number.
Denition 6.2. If (G; u) is an ‘u-group and ! :Gn → G, then we say that ! is an
operator of arity n (or n-ary operator) if !$;i is a group homomorphism on G for any
i∈ [n] and $∈Gn−1. We say that ! is an u-operator of arity n (or n-ary u-operator)
if !([0; u]n) ⊆ [0; u]. We say that ! is a fu-operator of arity n if ! is an u-operator
of arity n and !$;i satis-es condition (F) for any i∈ [n] and $∈ (G+)n−1. One can see
[11] for n-ary operators de-ned on groups.
Denition 6.3. If M is a pseudo MV-algebra and ! :Mn → M then we say that ! is
an operator of arity n (or n-ary operator) if !$;i is a unary operator on M for any
i∈ [n] and $∈Mn−1. Consequently, ! is an f-operator of arity n if !$;i is a unary
f-operator on M for any i∈ [n] and $∈Mn−1.
Remark 6.4. Let (G; u) be an ‘u-group, ! :Gn → G an u-operator (fu-operator) of
arity n on (G; u). If consider the restriction of ! to [0; u]n then !|[0; u]n → [0; u] is an
operator (f-operator) of arity n on (G; u).
We shall -rstly prove an extension result for n-ary operators de-ned on MV-algebras
(the commutative case).
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Proposition 6.5. Let (G; u) be an abelian ‘u-group and n¿ 1. If ! is an oper-
ator (f-operator) of arity n de7ned on (G; u) then there exists an u-operator
(fu-operator) !G of arity n de7ned on G such that !G|[0; u]n = !.
Proof. We make the following notations:
• for any 06 k6 n and i∈ [n] we denote
Dki := G if i6 k and D
k
i := [0; u] for i¿ k;
• for any 06 k6 n we denote Dk :=∏i∈[n] Dki ,
• for any 06 k6 n and i∈ [n] we denote Dk(i) :=∏j∈[n]\{i} Dkj .
For any 06 k6 n, we shall inductively de-ne a function
0k :Dk → G;
which satis-es the following property for any i∈ [n]; x; y∈Dki and $∈Dk(i):
(1) 0k$; i(x + y) = 0
k
$; i(x) + 0
k
$; i(y)
(for i¿ k the above equality means that, if x + y is de-ned in [0; u] then the right
member is also de-ned and the equality holds). Recall Notation 6.1 for the de-nition
of 0k$(x).
For k = 0 we remark that D0 = [0; u]n and we consider 00 := !, which obviously
satis-es (1). Now we suppose that 0k−1 is de-ned and it satis-es the property (1).
We remark that, for any $∈Dk(k), the function 0k−1$;k is an operator on [0; u] and
let 0k$;k be the extension given by Proposition 4.2. Thus, 0
k
$;k is an operator on G. If
we de-ne
0k($1; : : : ; $k−1; x; $k+1; : : : ; $n) := 0k$;k(x);
for any x∈G, then it follows that 0k is well de-ned and it satis-es condition (1) for
i=k. Now we have to prove that condition (1) is satis-ed for i = k. For any x; y∈Dki
and $∈Dk(i), we consider two cases.
Case 1: $k¿ 0 in Dkk = G
It follows that $k = z1 + · · ·+ zm for some z1; : : : ; zm ∈ [0; u]. We de-ne
$(1); : : : ; $(m) ∈Dk(i)
as follows:
($(j))l := $l for l = k and ($(j))k := zj
for any j∈ [m]. One can easily see that
0k$; i(x) =
∑
j∈[m]
0k−1$(j) ; i(x)
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for any x∈Dki . Thus, we get
0k$; i(x + y) =
∑
j∈[m]
0k−1$(j) ; i(x + y)
=
∑
j∈[m]
(0k−1$(j) ; i(x) + 0
k−1
$(j) ; i(y))
=
∑
j∈[m]
0k−1$(j) ; i(x) +
∑
j∈[m]
0k−1$(j) ; i(y)
= 0k$; i(x) + 0
k
$; i(y):
Case 2: $k ∈G It follows that $k = ($k)+ − ($k)− and we de-ne $(+); $(−) ∈Dk
(i) by
$(+)l = $
(−)
i = $l for l = k; $(+)k = ($k)+ and $(−)k = ($k)−:
One can easily see that
0k$; i(x) = 0
k
$(+) ; i(x)− 0k$(−) ; i(x)
for any x∈Dki . Thus, we get
0k$; i(x + y) = 0
k
$(+) ; i(x + y)− 0k$(−) ; i(x + y)
= 0k$(+) ; i(x) + 0
k
$(+) ; i(y)− 0k$(−) ; i(x)− 0k$(−) ; i(y)
= 0k$(+) ; i(x)− 0k$(−) ; i(x) + 0k$(+) ; i(y)− 0k$(−) ; i(y)
= 0k$; i(x) + 0
k
$; i(y):
Thus, for any 06 k6 n we have de-ned the function 0k which satis-es condition (1).
We remark that Dn = Gn, so the desired u-operator on (G; u) is !G := 0n.
Now we suppose that ! is an f-operator and we prove that !G is also an fu-operator.
We will prove by induction on k that the following property holds for any i∈ [n]; x;
y∈Dki and $¿ 0 in Dk(i):
(f) x ⊥ y implies x ⊥ 0k$; i(y).
If we suppose that 0k−1 satis-es the property (f) then, by Proposition 4.14 and Corol-
lary 4.15, one can see that 0k also satis-es the corresponding property for i= k. Now
we consider i = k; x ⊥ y in Dki and $¿ 0 in Dk(i). It follows that $k = z1 + · · ·+ zm
for some z1; : : : ; zm ∈ [0; u] and
0k$; i(y) =
∑
j∈[m]
0k−1$(j) ; i(y);
where $(j) are de-ned as in above Case 1. By induction we get x ⊥ 0k−1$(j) ; i(y) for any
j∈ [m]. Following Lemma 2.9, we get x ⊥ 0k$; i(y) and our proof is -nished.
P. Flondor, I. Leus,tean /Discrete Mathematics 274 (2004) 41–76 65
For an ‘u-group (G; u), we shall denote by &(G; u)n the set of all n-ary u-operators
and by &f(G; u)n the set of all n-ary fu-operators de-ned on (G; u). For a pseudo
MV-algebra M , we shall denote by &(M)n the set of all n-ary operators and by
&f(M)n the set of all n-ary f-operators de-ned on M .
Theorem 6.6. If (G; u) is an abelian ‘u-group and n¿ 1 then:
(a) &(G; u)n  &((G; u))n,
(b) &f(G; u)n  &f((G; u))n.
Proof. Follows by Remark 6.4 and Proposition 6.5.
Example 6.7. If (M; ·) is a PMV-algebra then ! :M ×M → M de-ned by !(x; y) :=
x·y is a binary operator on M . Moreover, if (M; ·) is an MVf-algebra then ! is a binary
f-operator on M . Conversely, a binary operator (f-operator) ! de-ned on M de-nes a
product operation on M iM it is associative. This means that !(x; !(y; z))=!(!(x; y); z)
for any x; y; z ∈M .
Example 6.8. In [13], the notion of bimorphism is de-ned and it is used in order to
de-ne the tensor product and the multiplicative (semisimple) MV-algebras. If A; B
and C are three MV-algebras then a bimorphism % of A × B into C is a function
% :A × B → C such that the following properties hold for any x; x1; x2 ∈A and
y; y1; y2 ∈B:
(a) %(x; 0) = %(0; y) = 0; %(1; 1) = 1,
(b) %(x; y1 ∨ y2) = %(x; y1) ∨ %(x; y2), %(x1 ∨ x2; y) = %(x1; y) ∨ %(x2; y),
(c) %(x; y1 ∧ y2) = %(x; y1) ∧ %(x; y2), %(x1 ∧ x2; y) = %(x1; y) ∧ %(x2; y),
(d) if y1  y2 = 0 then %(x; y1) %(x; y2) = 0 and
%(x; y1 ⊕ y2) = %(x; y1)⊕ %(x; y2);
(e) if x1  x2 = 0 then %(x1; y) %(x2; y) = 0 and
%(x1 ⊕ x2; y) = %(x1; y)⊕ %(x2; y):
If M is an MV-algebra and ! is a binary operator on M such that !(1; 1) = 1 then
! is a bimorphism of M × M into M . Moreover, any bimorphism % :M × M → M
which satis-es %(x; 1)=%(1; x)=x for any x∈M is an f-operator. We remark that the
bimorphisms corresponding to multiplicative MV-algebras have this property, so they
are f-operators.
One can easily see that the proof of Proposition 6.5 does not hold for non-
commutative structures, even for f-operators. In the sequel we shall provide a suH-
cient condition for proving an extension result for n-ary f-operators de-ned on pseudo
MV-algebras. For technical reasons, we shall -rstly refer to binary operators. The start-
ing point is the following result.
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Lemma 6.9. Let M be a pseudo MV-algebra and x1; x2; y1; y2 ∈M such that x1+x2
and y2 + y1 are de7ned. Then, for any binary operator ! :M ×M → M , it follows
that
!(x1; y1) + !(x2; y2) = !(x2; y2) + !(x1; y1):
Proof. By hypothesis, we get:
!(x1 + x2; y2 + y1) =!(x1; y2 + y1) + !(x2; y2 + y1)
=!(x1; y2) + !(x1; y1) + !(x2; y2) + !(x2; y1);
!(x1 + x2; y2 + y1) =!(x1 + x2; y2) + !(x1 + x2; y1)
=!(x1; y2) + !(x2; y2) + !(x1; y1) + !(x2; y1):
It is straightforward that !(x1; y1) + !(x2; y2) = !(x2; y2) + !(x1; y1).
If (G; u) is an ‘u-group, then it is well known that every element from the positive
cone G+ is a sum of elements from [0; u].
Denition 6.10. If (G; u) is an ‘u-group then an element x¿ 0 in G has the small
decomposition property (sdp) if there are m¿ 1 and x1; : : : ; xm ∈ [0; u] such that x =
x1 + · · · + xm and xi + xj6 u for any 16 i; j6m. An sdp-‘u-group is an ‘u-group
(G; u) such that any positive element of G has sdp.
Proposition 6.11. For any ‘u-group (G; u), the following are equivalent:
(a) (G; u) is an sdp-‘u-group,
(b) the strong unit u has sdp.
Proof. (a)⇒ (b) is obvious.
(b)⇒ (a) By hypothesis, there exists p¿ 2 and u1; : : : ; up ∈ [0; u] such that u=u1+
· · ·+ up and ui + uj6 u for any 16 i; j6p. Let x∈G+ and x1; : : : ; xm ∈ [0; u] such
that x = x1 + · · · + xm. Since xi6 u = u1 + · · · + up for any 16 i6m, it follows by
Lemma 2.11 that there are xi1; : : : ; xip such that xi= xi1 + · · ·+ xip and xij6 uj for any
16 j6p. We get xij + xkl6 uj + ul6 u for any 16 i; k6m and 16 j; l6p. Thus
x= x11 + · · ·+ x1p+ · · ·+ xm1 + · · ·+ xmp is the intended small decomposition of x.
Corollary 6.12. Let (G; u) be an ‘u-group. If there exists an element 0¡x¡u such
that nx6 u6 (n+ 1)x for some n¿ 2 then (G; u) is an sdp-‘u-group.
Proof. If we denote y=u−nx then 06y6 x. Moreover, we get x+y6 x+x6 nx6 u
and y+ x6 x+ x6 nx6 u. It follows that u= nx+y is a small decomposition of the
strong unit, so the desired conclusion follows by Proposition 6.11.
Corollary 6.13. If (G; u) is a linearly ordered ‘u-group such that (G; u) = L2, then
(G; u) is an sdp-‘u-group.
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Proof. By hypothesis, there exists 0¡x¡u in G. If 2x6 u then the conclusion fol-
lows by Corollary 6.12. If u¡ 2x then we consider the element y=(u− x)∧ (2x− u).
It follows that 06y6 u and 2y6 (2x− u) + (u− x) = x6 u. We can use Corollary
6.12, so (G; u) is an sdp-‘u-group.
Proposition 6.14. Let (G; u) be an sdp-‘u-group. If ! is a binary f-operator on
(G; u) then there exists a binary fu-operator !G on G such that
!G|[0; u]×[0; u] = !:
Proof. The fu-operator !G will be de-ned in two steps.
Step 1: We de-ne a function 0 :G+ × G+ → G+ which satis-es the following
properties for any x; y; z ∈G+:
(1) 0(x + y; z) = 0(x; z) + 0(y; z),
(2) 0(z; x + y) = 0(z; x) + 0(z; y),
(3) x ⊥ y implies x ⊥ 0(y; z) and x ⊥ 0(z; y).
By hypothesis, for any z ∈ [0; u], the function !z;1 : [0; u]→ [0; u] de-ned by !z;1(x) :=
!(x; z) is an f-operator on [0; u]. Hence, by Corollary 4.15, there is an fu-operator
01z;1 :G → G which extends !z;1. One can easily prove that the function
01 :G+ × [0; u]→ G+; 01(x; z) := 01z;1(x)
has the following properties:
(4) 01(x + y; z) = 01(x; z) + 01(y; z),
(5) x ⊥ y implies x ⊥ 01(y; z),
for any x; y∈G+ and z ∈ [0; u]. We prove further properties of 01.
(6) 01(z; x + y) = 01(z; x) + 01(z; y),
for any z ∈G+ and x; y∈ [0; u] such that x + y6 u. Since (G; u) is an sdp-‘u-group,
there are z1; : : : ; zm ∈ [0; u] such that z=z1+· · ·+zm and zi+zj6 u for any 16 i; j6m.
By Lemma 6.9 we get !(zi; y) + !(zj; x) = !(zj; x) + !(zi; y) for any 16 i; j6m. It
follows that
01(z; x + y) = 01(z1; x + y) + · · ·+ 01(zm; x + y)
=!(z1; x) + !(z1; y) + !(z2; x) + !(z2; y) + · · ·
+ · · ·+ !(zm−1; x) + !(zm−1; y) + !(zm; x) + !(zm; y)
=!(z1; x) + !(z2; x) + !(z1; y) + !(z2; y) + · · ·
+ · · ·+ !(zm−1; x) + !(zm; x) + !(zm−1; y) + !(zm; y)
· · ·
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=!(z1; x) + · · ·+ !(zm; x) + !(z1; y) + · · ·+ !(zm; y)
= 01(z; x) + 01(z; y):
(7) x ⊥ y implies x ⊥ 01(z; y)
for any x; y∈ [0; u] and z ∈G+. We have 01(z; y)=!(z1; y)+ · · ·+!(zm; y) for some
z1; : : : ; zm ∈ [0; u]. Since ! is an f-operator, x ⊥ !(zi; y) for any i∈ [m], so (7) follows
by Lemma 2.9.
(8) 01(x1; y1) + 01(x2; y2) = 01(x2; y2) + 01(x1; y1)
for any x1; x2 ∈G+ and y1; y2 ∈ [0; u] such that y1 + y26 u. Using (4) and (6), the
proof of this identity is similar to the proof of Lemma 6.9.
Now we are able to de-ne the function 0. For any x; y∈G+ we consider
0(x; y) := 01(x; y1) + · · ·+ 01(x; ym);
where y1; : : : ; ym ∈ [0; u] such that y=y1 + · · ·+ym. A routine application of Theorem
2.10 shows that 0 is well de-ned and property (2) is obviously satis-ed. Using 01
instead of !, one can easily prove (1) and (3) following the proofs of (6) and (7).
We remark that for the proof of (1) we use (8) instead of Lemma 6.9. Following (8)
and Lemma 6.9, we also get
(9) 0(x1; y1) + 0(x2; y2) = 0(x2; y2) + 0(x1; y1)
for any x1; x2, y1; y2 ∈G+. This means that any two elements from the image of 0
commute.
Step 2: We de-ne a function 4 :G × G → G with the following properties for any
x; y; z ∈G:
(10) 4(x + y; z) = 4(x; z) + 4(y; z),
(11) 4(z; x + y) = 4(z; x) + 4(z; y).
For any z ∈G+, the function 0z;1 :G+ → G+ de-ned by 0z;1(x) := 0(x; z) satis-es the
hypothesis of Lemma 2.13. Thus, there is a group homomorphism 41z;1 :G → G which
extends 0z;1. If we de-ne the function
41 :G × G+ → G; 41(x; z) := 41z;1(x);
then it is obvious that
(12) 41(x + y; z) = 41(x; z) + 41(y; z),
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for any x; y∈G and z ∈G+. We also prove that
(13) 41(z; x + y) = 41(z; x) + 41(z; y),
for any x; y∈G+ and z ∈G. Since z = z1 − z2 for some z1; z2 ∈G+, by (12) we get
41(z; x + y) = 41(z1; x + y)− 41(z2; x + y)
= 0(z1; x + y)− 0(z2; x + y)
= 0(z1; x) + 0(z1; y)− 0(z2; y)− 0(z2; x):
By (9), 0(z1; x); 0(z1; y); 0(z2; y); 0(z2; x) are in the commutative center of G, so we
get
41(z; x + y) = 0(z1; x) + 0(z1; y)− 0(z2; y)− 0(z2; x)
= 0(z1; x)− 0(z2; x) + 0(z1; y)− 0(z2; y)
= 41(z; x) + 41(z; y):
Moreover, by (12) and (13), it follows that any two elements from the image of 41
commute.
Now we remark that, for any z ∈G, the function 41z;2 :G+ → G de-ned by 41z;2(x) :=
41(z; x) satis-es the hypothesis of Lemma 2.13, so there is a unique group homomor-
phism 4z;2 :G → G which extends 41z;2. If we de-ne
4 :G × G → G; 4(z; x) := 4z;2(x);
then condition (11) is obviously satis-ed. We only have to prove property (10). Let
x; y; z ∈G and z = z1 − z2 for some z1; z2 ∈G+. We get
4(x + y; z) = 4(x + y; z1)− 4(x + y; z2);
= 41(x + y; z1)− 41(x + y; z2);
= 41(x; z1) + 41(y; z1)− 41(y; z2)− 41(x; z2);
= 41(x; z1)− 41(x; z2) + 41(y; z1)− 41(y; z2);
= 4(x; z) + 4(y; z):
Our proof is -nished. The extension of ! is !G := 4. By (10) and (11), !G is a
binary u-operator and by (3), !G is an fu-operator on (G; u).
Proposition 6.15. Let (G; u) be an sdp-‘u-group and n¿ 2. If ! is an n-ary
f-operator on (G; u) then there exists an n-ary fu-operator !G on G such
that !G|[0; u]×[0; u] = !.
Proof. Follows closely the proof of Proposition 6.14. We only give some main ideas.
Firstly, we remark that an n-ary operator with n¿ 2 satis-es a commutativity property
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if we consider that n − 2 components are -xed. To exemplify, suppose that we -x
the last n− 2 components and consider $∈ [0; u]n−2. Then for any x1; x2; y1; y2 ∈M
which satisfy one of the hypothesis of Lemma 6.9 it follows that:
!(x1; y1; $) + !(x2; y2; $) = !(x2; y2; $) + !(x1; y1; $):
The fu-operator !G will be de-ned in two steps.
Step 1: We de-ne 0 :Gn+ → G+ such that the following properties are satis-ed for
any i∈ [n]; $∈ [0; u]n−1 and x; y∈G+ (we use Notation 6.1):
(1) 0$; i(x + y) = 0$; i(x) + 0$; i(y),
(2) x ⊥ y imply x ⊥ 0$; i(y).
The function 0 is de-ned inductively using a sequence of functions 00; : : : ; 0n such that:
• 00 := ! and 0 := 0n,
• 0k : (G+)k × [0; u]n−k → G+,
• 0k+1$;k (x) = 0k$;k(x1) + · · ·+ 0k$;k(xm)
if x1; : : : ; xm ∈ [0; u] such that x= x1 + · · ·+ xm. One can see that 0k+1 is de-ned using
0k like 0 is de-ned using 01 in the proof of Proposition 6.14.
Step 2: We de-ne 4 :Gn → G such that the following property is satis-ed for any
i∈ [n]; $∈ [0; u]n−1 and x; y∈G:
4$; i(x + y) = 4$; i(x) + 4$; i(y):
As in Step 1, we de-ne a sequence of functions 40; : : : ; 4n such that:
• 40 := 0 and 4 := 4n,
• 4k : Gk × (G+)n−k → G,
• by Lemma 2.13, 4k+1$;k :G → G is the unique group homomorphism which extends
4k$;k . It follows that 4
k+1 is de-ned using 4k like 4 is de-ned using 41 in the proof
of Proposition 6.14.
Finally, one can easily see that the desired fu-operator is !G := 4.
Theorem 6.16. If (G; u) is an sdp-‘u-group and n¿ 2, then
&f(G; u)n  &f((G; u))n:
Proof. By Propositions 6.15 and 6.14.
7. Categorical framework
In this section we provide a categorical framework for (pseudo) MV-algebras with
n-ary operators, in order to prove equivalence theorems which generalize Theorem 2.7.
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In the sequel N∗ is the set of all the non-zero natural numbers.
Denition 7.1. Let & be a set of operator symbols and a :& → N∗ the function such
that a(!) is the arity of !, for any !∈&. Then (a pseudo) an MV-algebra with
(&; a)-operators is a pair (M;&M ) where M is (a pseudo) an MV-algebra and &M =
{!M : !∈&} is a family such that !M :Ma(!) → M is an operator of arity a(!) de-ned
on M . If !M is an f-operator for any !∈& then we say that (M;&M ) is (a pseudo) an
MV-algebra with (&; a)-f-operators. In order to be consistent with the notations from
Section 3, we can omit a if all the operators from & are unary operators. If (M;&M ) and
(N;&N ) are two pseudo MV-algebras with (&; a)-operators then a homomorphism of
MV-algebras with (&; a)-operators is a pseudo MV-algebra homomorphism h :M → N
such that
h(!M (x1; : : : ; xa(!))) = !N (h(x1); : : : ; h(xa(!)));
for any !∈& and x1; : : : ; xa(!) ∈M .
A similar de-nition for ‘u-groups leads us to the notions of ‘u-group with (&; a)-u-
operators, ‘u-group with (&; a)-fu-operators and to the corresponding homo-
morphisms.
For the rest of the section, & is a -xed set of operator symbols and the corresponding
arity function is a :&→ N∗.
Proposition 7.2. The class of (pseudo) MV-algebras with (&; a)-operators is a
variety.
Proof. Follows by De-nition 6.3, Corollary 3.12 and Proposition 3.9. Thus, we get an
equational characterization for the class of (pseudo) MV-algebras with (&; a)-operators
if, for any !∈& and for any i∈ [a(!)] we add the following equations:
(Ii) !$;i(x ∨ y) ∨ !$;i(x) = !$;i(x ∨ y),
(Ai) !$;i(x  (x ∧ y)∗) = !$;i(x) !$;i(x ∧ y)∗,
for any x; y∈M and $∈Ma(!)−1.
Proposition 7.3. The class of (pseudo) MV-algebras with (&; a)-f-operators is a
variety.
Proof. Follows by De-nition 6.3, Corollary 3.12 and Proposition 3.9. Thus, we get
an equational characterization for the class of (pseudo) MV-algebras with (&; a)-f-
operators if, for any !∈& and for any i∈ [a(!)] we add the equations (Ii); (Ai) from
Proposition 7.2 and the following equation:
(Bi) !$;i(x  y∗) ∧ y  x∗ = 0,
for any x; y∈M and $∈Ma(!)−1.
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Proposition 7.4. If (G; u) and (H; v) are ‘u-groups with (&; a)-operators and h :(G; u)
→ (H; v) is a homomorphism of pseudo MV-algebras with (&; a)-operators, then
there is a unique homomorphism of ‘u-groups with (&; a)-operators, h# : (G; u) →
(H; v) such that h#|[0; u] = h.
Proof. Since, in particular, h is a pseudo MV-algebra homomorphism, there is a unique
‘u-group homomorphism h# : (G; u) → (H; v) which extends h. This is a consequence
of the well-known categorical equivalence between pseudo MV-algebras and ‘u-groups.
We only have to prove that h# commutes with the u-operators from &. For any !∈&
and x1; : : : ; xa(!) ∈G we have to prove that
(1) h#(!(x1; : : : ; xa(!))) = !(h#(x1); : : : ; h#(xa(!))).
Let 06 k6 a(!) such that x1; : : : ; xk ∈G and xk+1; : : : ; xa(!) ∈ [0; u]. We shall prove
relation (1) by induction on k. For k = 0 relation (1) holds by hypothesis. Now we
suppose that (1) holds for k − 1 and we prove it for k, considering two cases.
Case 1: If xk ∈G+ then xk =y1 + · · ·+ym for some y1; : : : ; ym ∈ [0; u]. If we denote
$= (x1; : : : ; xk−1; xk+1; : : : ; xa(!)),
h#($) = (h#(x1); : : : ; h#(xk−1); h#(xk+1); : : : ; h#(xa(!)))
and we also use Notation 6.1, then it follows that
h#(!(x1; : : : ; xa(!))) = h#(!$;k(xk))
= h#(!$;k(y1 + · · ·+ ym))
= h#(!$;k(y1) + · · ·+ !$;k(ym))
= h#(!$;k(y1)) + · · ·+ h#(!$;k(ym))
=!h#($); k(h
#(y1)) + · · ·+ !h#($); k(h#(ym))
=!h#($); k(h
#(y1) + · · ·+ h#(ym))
=!h#($); k(h
#(y1 + · · ·+ ym))
=!h#($); k(h
#(xk))
=!(h#(x1); : : : ; h#(xa(!))):
Case 2: If xk ∈G then xk = y1 − y2 for some y1; y2 ∈G+. Following Case 1, we
get
h#(!(x1; : : : ; xa(!))) = h#(!$;k(xk))
= h#(!$;k(y1 − y2))
= h#(!$;k(y1)− !$;k(y2))
= h#(!$;k(y1))− h#(!$;k(y2))
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=!h#($); k(h
#(y1))− !h#($); k(h#(y2))
=!h#($); k(h
#(y1)− h#(y2))
=!h#($); k(h
#(y1 − y2))
=!h#($); k(h
#(xk))
=!(h#(x1); : : : ; h#(xa(!))):
It is obvious that the intended result follows for k = a(!).
Now we are able to prove some categorical equivalences, extending the categorical
equivalence between the category of pseudo MV-algebras (MV-algebras) and ‘u-groups
(abelian ‘u-groups). Firstly we establish the notations of the categories involved (we
only specify the objects, since the morphisms are obvious):
Category Objects
PsMV(&;a) pseudo MV-algebras with (&; a)-operators
PsMV(&;a)f pseudo MV-algebras with (&; a)-f-operators
MV(&;a) MV-algebras with (&; a)-operators
MV(&;a)f MV-algebras with (&; a)-f-operators
UG(&;a) ‘u-groups with (&; a)-u-operators
UG(&;a)f ‘u-groups with (&; a)-fu-operators
AUG(&;a) abelian ‘u-groups with (&; a)-u-operators
AUG(&;a)f abelian ‘u-groups with (&; a)-fu-operators
We have the following commutative diagram
where → denotes inclusion functors and u→ denotes forgetful functors which simply
forget the operators.
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Following Remark 6.4, we can de-ne the functor
(&;a) : UG(&;a) → PsMV(&;a)
(&;a)((G; u); &G) := ((G; u); &(G;u));
(&;a)(h) := h|[0; u];
where ((G; u); &G) is an ‘u-group with (&; a)-u-operators and h is a homomorphism
of ‘u-groups with (&; a)-operators. Moreover, if ((G; u); &G) is an ‘u-group with
(&; a)-fu-operators, then ((G; u); &(G;u)) is a pseudo MV-algebra with (&; a)-f-
operators, so we can also consider the restriction
(&;a)f :UG(&;a)f → PsMV(&;a)f:
We were not able to prove that functors (&;a) and (&;a)f establish categorical
equivalences. Still, the equivalence result holds if we consider the restrictions to some
particular subcategories.
Theorem 7.5. (a) The corresponding restriction of the functor (&;a) establishes cat-
egorical equivalences between the categories AUG(&;a) and MV(&;a).
(b) The corresponding restriction of the functor (&;a)f establishes categorical
equivalences between the categories AUG(&;a)f and MV(&;a)f.
Proof. (a) Using Proposition 6.5, one can easily prove that for any MV-algebra with
(&; a)-operators, (M;&M ), there exists an abelian ‘u-group with (&; a)-u-operators,
((G; u); &G), such that M and (&;a)(G; u) are isomorphic as MV-algebras with (&; a)-
operators. Thus, we only have to prove that (&;a) is a full and faithful functor. The
functor (&;a) is faithful because the interval [0; u] of an ‘u-group (G; u) generates the
‘u-group. Hence, if h; f : (G; u)→ (H; v) and h|[0; u] =f|[0; u] then it follows that h=f.
The fact that (&;a) is a full functor is a consequence of Proposition 7.4.
(b) follows similarly.
In order to obtain a similar result for non-commutative structures, we introduce the
following de-nition.
Denition 7.6. An sdp-pseudo MV-algebra is a pseudo MV-algebra M such that there
are m¿ 2 and x1; : : : ; xm ∈M with the following properties:
(1) x1 + · · ·+ xm = 1,
(2) xi + xj is de-ned for any 16 i; j6m.
Corollary 7.7. For any ‘u-group (G; u) the following are equivalent:
(a) (G; u) is an sdp-‘u-group,
(b) (G; u) is an sdp-pseudo MV-algebra.
Proof. The proof is straightforward by Proposition 6.11.
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We shall make further categorical notations:
Category Objects
Sdp−PsMV sdp-pseudo MV-algebras
Sdp−PsMV(&;a)f sdp-pseudo MV-algebras with (&; a)-f-operators
Sdp−UG sdp-groups
Sdp−UG(&;a)f sdp-‘u-groups with (&; a)-fu-operators
Considering the restrictions of the functors  and (&;a)f to Sdp−UG and Sdp−
UG(&;a)f, respectively, one can easily de-ne two functors
sdp :Sdp−UG→Sdp−PsMV and
(&;a)f−sdp :Sdp−UG(&;a)f →Sdp−PsMV(&;a)f:
Corollary 7.8. The functor sdp establishes a categorical equivalence between Sdp−
UG and Sdp−PsMV.
Proof. By Theorem 2.7 and Corollary 7.7.
Theorem 7.9. The functor (&;a)f−sdp establishes a categorical equivalence between
Sdp−UG(&;a)f and Sdp−PsMV(&;a)f.
Proof. By Proposition 6.15 and Corollary 7.8, it follows that for any sdp-pseudo
MV-algebra with (&; a)-operators, (M;&M ), there exists an sdp-‘u-group with (&; a)-u-
operators, ((G; u); &G), such that M and (&;a)(G; u) are isomorphic as pseudo
MV-algebras with (&; a)-operators. Moreover, as in the proof of Theorem 7.5, (&;a)
is a full and faithful functor.
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