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Abstract: This paper presents a free-hand interface to control an electric wheelchair using the
head gesture for people with severe disabilities i.e. multiple sclerosis, quadriplegic patients and old
age people. The patient head acceleration and rotation rate are used to control the intelligent
wheelchair. The patient head gesture is detected using accelerometer and gyroscope sensors
embedded on a single board MPU6050. The MEMS sensors outputs are combined using Kalman
filter as sensor fusion to build a high accurate orientation sensor. The system uses an Arduino
mega as microcontroller to perform data processing, sensor fusion and joystick emulation to
control the intelligent wheelchair and HC-SR04 ultrasonic sensors to provide safe navigation.The
wheelchair can be controlled using two modes. In the first mode, the wheelchair is controlled by
the usual joystick. In the second mode, the patient uses his head motion to control the wheelchair.
The principal advantage of the proposed approach is that the switching between the two control
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1. Introduction
Sever disabled and elderly people cannot control an electric
wheelchair using the conventional joystick, and a wide range of
support devices and care equipment have been developed to
improve their quality of life. The scientific progress in artificial
intelligence, robotics and electronics has given new issues and
opportunities to develop promising solutions. In particular,
intelligent wheelchairs have received considerable attention as
mobility aids. Intelligent wheelchairs are electric powered
wheelchairs with embedded computer and sensors so that they
may have environment perception ability and certain intelligence
(Simpson 2005, Reis 2015, Leaman 2017).
Up to now, instead of the traditional joystick, various alternative
control methods and techniques have been developed to make
elderly patients’ life easier. Voice recognition and guidance
(Peixoto 2013, Pirs 2002, Skraba 2015), vision based head gesture
control (Hassani 2015, Ju 2009, Chen 2003, Jia 2007), eye tracking
techniques [9-10], bio-signal( EEG, EOG or EMG ) based control
(Barea 2002, Lv 2018), tongue movement based control (Huo
2009, Nam 2012) ,brain based control using brain computer
interface (BCI) (Eugene 2018, Abiyev 2016, Pinheiro 2018,
Rebsamen 2007), and MEMS(Micro-Electro-Mechanical Systems)
based control (Pajkannovic 2013) are examples of alternative
solutions. Voice based wheelchair control is very efficient and
accurate. However, the voice recognition rate may decrease
when the surrounding environment is noisy and sometimes,
people do not like to speak loud when it is quiet. Vision based
head gesture control is particularity useful for severely-
handicapped people who have spinal cord injuring quadriplegia
and cannot use their hands to control the wheelchair, but the
problem with this technique is the sensibility to lightness and the
need to  face the camera continuously which can be tedious.. For
eyes controlled wheelchair, the eye tacking may force and affect
the user vision causing tiredness and dizziness. EEG, EOG or EMG
signal based control needs skills and a mental burden is added on
the patient by using electrodes to measure these signals, and the
sensors are quite expensive. In the tongue movement based
control, the movement data are obtained from a magnetic tracer
on the tongue. This is a little invasive for long-term usage since
the user should receive a tongue piercing embedded with the
magnetic tracer. In brain-controlled wheelchair, the patient could
easily command the wheelchair by his though using a brain
computer interface (BCI). Unfortunately, the accuracy of this
approach is still low, and some problems may arise while trying to
use a BCI. Brain activity varies greatly from individual to
individual, and a person’s brain activity changes substantially
over time (Simpson, 2005). Recently, many researchers proposed
the use of the MEMS sensor as a controller for intelligent
rehabilitation applications. Accelerometer sensors are able to
measure the applied acceleration on its axis. MEMS based
accelerometer is very sensitive to environmental noise.
Therefore, this sensor does not provide reliable orientation
measurements. Gyroscope is another sensor used to measure
angular rate change on its axis. This sensor is capable of
measuring three axis orientation angle changes. However, MEMS
based gyroscope does not provide reliable orientation
measurement because of bias drift problem. Thus, fusion of
accelerometer and gyroscope allow the minimization of noise
and bias drift errors.
In this paper, a microcontroller system that enables the control of
a standard electric wheelchair by head motion is developed.The
102 Hassani et al. / J. Appl. Eng. Sci. Technol. (2018) 4(1): 101-107
system consists of an MPU6050 IMU board (placed on patient’s
head) as orientation sensor, ultrasonic sensors for obstacle
detection and an Arduino Mega as main board. The system uses
the head movement and orientation to control the intelligent
wheelchair. The user's head angles around the X and Y axis are
interpreted as a wheelchair movement commands in the
forward, backward, left and right directions. The head movement
around Z-axis is not used to give the user the ability of moving his
head around without affecting the control of the system. Euler
head angles pitch and roll are used to estimate the head
orientation. The Euler angles are picked up using two combined
MEMS sensors; accelerometer and gyroscope. The two sensors
outputs are combined together using Kalman filter as sensor
fusion to build a high accurate orientation sensor. The rest of the
paper is organized as follows.
Section II describes the system architecture. Main system
components are presented in Section III. In section IV, the head
gesture system operating is described in more details.
Experimental results are given in Section V to show the feasibility
of the proposed system. Finally, Section VI concludes the paper
with some discussion and future work.
2. System architecture
The system block diagram is shown in figure 1. The intelligent
wheelchair components are a standard electric wheelchair, a
head orientation module for head gesture estimation, a set of
ultrasonic sensors for obstacle detection, a low pass filter for
joystick voltages generation and an Arduino Mega based main
board for data processing. The wheelchair can be controlled using
two modes. (i) In the first mode, the wheelchair is controlled by
the usual joystick, (ii) In the second mode, the patient uses his
head motion to control the wheelchair. The principal advantage
of the system is that the switching between the two control
modes is soft, straightforward and transparent to the user. The
switching is done by software, if the joystick is active, the signals
generated by the joystick are delivered via the micro-controller to
the motion control system and the head motion control is
inhibited. If the joystick is inactive,
Fig. 1. Bloc diagram of the wheelchair control system.
the commands delivered by the head motion mode are used to
control the wheelchair, while keeping the priority to manual
mode.  The microcontroller and the filtering stage act like a
virtual joystick controlled by head gesture.
The proposed system allows the user to give only five different
commands: “forward”, “backward”, “left”, “right” and “stop”.
3. System components
As mentioned in figure 1, the system is designed based on the
following components:
3.1 MPU6050 LMU board
The MPU-6050, shown in figure 2, is the world’s first motion
tracking device designed for the low power, low cost, and high-
performance requirements of smart phones, tablets and
wearable sensors.
The MPU-6050 device comprises a combination of a 3-axis
gyroscope and a 3-axis accelerometer on the same silicon die,
together with an onboard Digital Motion Processor (DMP) for
motion fusion and a peripheral controller.
The MPU 6050 main features are (InvenSense 2013):
o Programmable accelerometer full-scale range: ±2g, ±4g,
±8g, and ±16g,
o Programmable gyroscope full-scale range: ±250 °/s, ±4g,
±8g, and ±16g. ±250, ±500, ±1000, and ±2000 °/sec,
o Programmable output data rate: max: 1 kHz,
o I2C and SPI communication interface,
o Internal Digital Motion Processing unit.
In this work, the MPU6050 is used to measure the wheelchair
patient’s head gesture and send data to the microcontroller for
processing.  Estimated head gesture, using geometry rules and
sensor fusion, is used to control the wheelchair movement.
3.2 The joystick
The joystick, JC 2000 contactless joystick from Curtis-Wright, is a
two-axis potentiometer with two outputs per axis as shown in
figure 3 (Curtis-Wright, 2007).
The voltages generated by the axis movement are used to control
the wheelchair movement via VR2 controller. If the joystick
moves along X axis then  the wheelchair turns right or left, if the
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Fig. 3. The Joystick and the generated voltage from joystick axis.
joystick moves along Y axis then the wheelchair  goes  forward or
backward (i.e. the generated voltage is 3.8 v for “forward” and
“right” direction , 1.8 v for “backward and left direction and 2.5v
for center position “stop” action).
3.3Arduino Mega 2560
The Arduino Mega 2560 (fig. 4) is a microcontroller board based
on the AT mega 2560 (Store.arduino.cc, 2018). It has 54 digital
input/ output pins (14 can be used as PWM outputs), 16 analog
inputs, 4 UARTs (hardware serial ports), a 16 MHz crystal
oscillator, a USB connection, a power jack, an ICSP header, and a
reset button.
In addition to obstacle detection, the microcontroller acts like a
virtual joystick. It delivers to the wheelchair the same signals
coming from X and Y-axis of joystick if the joystick is active, and
emulates joystick signals according to head motion control, if the
joystick is inactive and the control by head gesture is used.
3.4 Ultrasonic sensor
In order to maintain a safer distance from obstacles, a set of
ultrasonic sensors modules are placed around the wheelchair.
The ultrasonic sensor used here is HC-SR04 shown in figure 5.
This sensor is compact, Arduino compatible and provides precise
and stable non-contact distance measurement from about 2 cm
to 400 cm with very high accuracy. The module includes
ultrasonic transmitter, receiver and control circuit.
Fig. 4. Arduino Mega 2560 board.
Fig. 5. HC-SR04 sensor.
Three modules are placed in each side of the wheelchair; front,
right, left and back, in such a way that the area between 2-3 m in
each side is covered. The Arduino receives distance information
from the sensors. If there is an obstacle in the movement
direction then the control system will stop the wheelchair before
it hits obstacles and disable any commands in this direction.
4. Head gesture control system
The sensor board MPU6050 placed horizontally on the front of a
cap, worn by the user, detects head acceleration and rotation
rate as raw values. The main board estimated the corresponding
head angle using geometrical calculation and sensor fusion with
Kalman filter. The estimated head angles are compared with
angle thresholds to select the direction of the wheelchair (fig. 6).
4.1 Head gesture estimation
The roll and pitch angles of the user's head are used to control
the wheelchair. The comparison of their values with prefixed
thresholds is used to generate joystick-like voltages. Therefore, it
is important that the estimated head gesture angles must be as
accurate as possible
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The sensor provides some raw value but its output is relatively
noisy. MEMS gyroscope uses the Coriolis acceleration effect on a
vibrating mass to detect angular rotation. The gyroscope
measures the angular velocity, which is linear to rate of rotation.
It responds quickly and accurately, but it has a tendency to drift
over time because it only senses changes and has no fixed frame
of reference. Therefore, a platform system, using a gyroscope
only, could not work in case of high precision requirements. The
output of the gyroscope is the angular rate of rotation about the
three axes (figure 7). Integrating the angular rotation rates over a
time period yields angular rotation increments. Therefore, after
summing all the increments, we can obtain the orientation
estimation relative to the starting orientation. But if there was a
small error during theIntegration, the small error is accumulated
over time and provokes drift in the resulting orientation
estimation.
On the other hand, while the gyroscope causes drift when
orientation is estimated, the accelerometer is not affected.
Combining the outputs of the two sensors can provide better
estimation of orientation. The accelerometer measures linear
acceleration based on the acceleration of gravity, it is more
accurate in static calculation when the system is closer to its fixed
reference point. The problem of accelerometer is that it tends to
distort acceleration due to external forces as gravitational forces
in motion, which accumulates as noise in the system and
erroneous spikes in resulting output. With the addition of the
long-term accuracy of a gyroscope combined with the short-term
accuracy of the accelerometer, these sensors can be combined to
obtain more accurate orientation reading by utilizing the benefits
of each sensor.
Fig. 7.  Head angles and MPU6050 position
Combining the outputs of the two sensors can provide better
estimation of orientation. The accelerometer measures linear
acceleration based on the acceleration of gravity, it is more
accurate in static calculation when the system is closer to its fixed
reference point. The problem of accelerometer is that it tends to
distort acceleration due to external forces as gravitational forces
in motion, which accumulates as noise in the system and
erroneous spikes in resulting output. With the addition of the
long-term accuracy of a gyroscope combined with the short-term
accuracy of the accelerometer, these sensors can be combined to
obtain more accurate orientation reading by utilizing the benefits
of each sensor.
Sensor fusion is a set of adaptive algorithms for prediction and
filtering (Stanley 2018). It takes advantage of different and
complementary information coming from various sensors,
combining it together in a smart way to optimize the
performance of the system.
Currently, the Kalman filter is one of the most popular fusion
methods, which is implemented in various sensing domains due
to its simplicity and acceptable accuracy.
Roll angle is obtained using the accelerations and along
and axes, while pitch angle is found using the accelerations
and along and axes.= 2 , (1)θ = atan2 a , a (2)
Data for gyroscope are found similarly, except that the gyroscope
output represents angular rates and in deg/s with a
sensitivity factor of 14.375.φ = φ + φ . ∆t (3)θ = θ + θ . ∆t (4)
Where is the roll rate, is the pitch rate of the gyroscope, and∆ is the time step.In the following, denotes the estimate angle,
the angle calculated from the accelerometer measurements,
and the rotation rate measured by the gyroscope.
4.2 Sensor fusion
Filter is designed by selecting pitch angle as a state vector and
using accelerometer to estimate gyroscope constant deviation .
The estimated angle can be written as:θ = θ + ω − b ∆t (5)
The state space model of the system is derived as:x = Ax + Buy = θ (6)
where	 denotes state vector at time , is the accelerometer
measurement value at time , the state space matrix, the
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discrete-time Kalman filter equations are as follows (Simon,
2001):
State prediction step:x Ax Bu (8)
State estimation is:x x K y Cx (9)
Where the superscript - denotes prior estimate value and is
the Kalman gain.
The error covariance matrix for prediction estimation isP AP A Q (10)
Where, is the prediction uncertainly matrix, , is the system
process noise covariance matrix, and  Kalman gain is:K (11)
Where is the measurement noise covariance matrix.
The roll angle is estimated using the same process by choosing
the roll angle as the state vector and calculating the prediction
using Kalman filter.
4.3 Action selection
The direction of wheelchair depends on how the user moves his
head as shown in figure 8. Five commands are allowed by the
control system: moving forward, moving backward, turning right,
turning left and stop. If the user's head roll or pitch angle exceeds20° than the wheelchair will move in the corresponding direction
(Forward, backward, right, and left). If the user still or back to the
center position, that make the wheelchair stopped. Threshold
values can be adapted according to the user’s capacity.
5. Experimental results
The hardware set up for the intelligent wheelchair with proper
fabrication of all the control modules is shown in figure 9. The
MPU 6050 is placed in the front of a cap to be worn by the
patient.
5.1 Action recognition
To evaluate the performance of the head gesture system, the five
commands are tested by a healthy student. The experiment
results show that the intelligent wheelchair moves forward,
backward, turn right, turn left and stop according the head
gesture control, as shown in figure 10, and the system is able to
generate the appropriate voltages.
In Fig.10 (a), when the user tilts her head down with an angle 20°
or more, the gesture is recognized as the forward movement, and
the wheelchair moves in the forward direction.
In Fig.10 (b), when the user inclines  her head right with an angle
20° or more, the gesture is recognized as the right turn and the
intelligent wheelchair moves in the right direction.
(a)
(b)
Fig. 8. The position of the MEMS sensor relative to head
motion in different directions (a) Left-Right, (b) Forward-
Backward.
Fig. 9 . Hardware set up for the Intelligent Wheelchair
In In Fig.10 (c), when the user slopes her head left with an angle
20° or more, the gesture is recognized as the right turn and the
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Fig. 10. Experimental results.
In fig.10 (d), when the user tilts her head up with an angle 20° or
more, the gesture is recognized as the backward movement and
the intelligent wheelchair moves in the backward direction.
In fig.10 (e) when the user keeps or backs her head at the
wheelchair center, the gesture is recognized as stop, the Arduino
generate three different voltages corresponding to stop (2.5 V
for right/left  pin , 2.5 V for forward/backward pin and 2.5 v for
center position pin) ,then the intelligent wheelchair stops .
In fig.10 (f), when the user’s head is somewhere between the two
gestures, i.e., the MEMs output values are somewhere between
the direction thresholds, then the intelligent wheelchair stops.
In all cases, the system generates the appropriate voltages
without error, and the wheelchair executes the appropriate
command perfectly.
5.2 Running experiment in the laboratory environment
Both control modes of the proposed system, head gesture mode
and the joystick mode have been tested by controlling the
intelligent wheelchair in the laboratory environment.
The distance between the desks was about 2 m. The width of the
wheelchair was about 60cm.The total distance was about 14 m.
Three experiments were achieved by each control mode. In each
experiment, the student has to follow the route shown in fig. 11.
The trajectories of wheelchair using the two control modes are
shown in the figure 12, figure 12 (a) for the conventional joystick
mode and figure 12 (b) for the head gesture based control mode.
Experimental results show that the proposed system is reliable
for controlling the wheelchair.
Fig. 11. The route to follow in the laboratory environment.
Fig. 12. Trajectories of wheelchair using two control modes,
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6. Conclusion
In this paper, a head gesture recognition system based on
Arduino and MPU6050 is designed to control an intelligent
wheelchair. The sensor board MPU6050. fixed to the front of a
carp worn by the user, detects head orientation and sends data
to an Arduino board to calculate the appropriate head inclination
angles using geometry rules and sensor fusion using Kalman
filter, then the wheelchair is moved by comparing calculated
angles with predefined thresholds. Furthermore, instead of
inhibiting the control by conventional joystick, in this work, it is
kept, as a second operating mode, in addition to the control with
head gesture and the switching between the modes is smooth,
straightforward and transparent to the user.
The experimental test applied to this wheelchair in real
environment, showed the success of proposed control system
based on head gestures.
This work presents a solution for the elderly or severe disabled
people with a paralyzed arm or a severe handicap. For more
flexibility, the wired system will be replaced by a wireless system
using Bluetooth, and the commands and the thresholds can be
adapted to the patient capacities. In the future, the system can
be improved by increasing the system sensitivity and flexibility
and the addition of other intelligent modes and the
implementation of intelligent behaviors
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