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ON THE ZEROS OF NON-ANALYTIC
RANDOM PERIODIC SIGNALS
JU¨RGEN ANGST AND GUILLAUME POLY,
Abstract. In this paper, we investigate the local universality of the number of zeros of
a random periodic signal of the form Sn(t) =
∑n
k=1 akf(kt), where f is a 2pi−periodic
function satisfying weak regularity conditions and where the coefficients ak are i.i.d.
random variables, that are centered with unit variance. In particular, our results hold
for continuous piecewise linear functions. We prove that the number of zeros of Sn(t)
in a shrinking interval of size 1/n converges in law as n goes to infinity to the number
of zeros of a Gaussian process whose explicit covariance only depends on the function
f and not on the common law of the random coefficients (ak). As a byproduct, this
entails that the point measure of the zeros of Sn(t) converges in law to an explicit limit
on the space of locally finite point measures on R endowed with the vague topology.
The standard tools involving the regularity or even the analyticity of f to establish
such kind of universality results are here replaced by some high-dimensional Berry-
Esseen bounds recently obtained in [CCK17]. The latter allow us to prove functional
CLT’s in C1 topology in situations where usual criteria can not be applied due to the
lack of regularity.
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2 JU¨RGEN ANGST AND GUILLAUME POLY,
1. Introduction and statement of the results
The study of roots and level sets of random functions is a well established topic
in probability theory with numerous connections with other domains of mathematics
and mathematical physics. In univariate settings, it is mostly focused on the wide
family of random algebraic or trigonometric polynomials and the related literature is
truly considerable. A recurrent thematic in this domain of research is the so-called
universality, which we formalize a bit below.
1.1. Universality properties of random nodal sets. Let us consider {ak}k≥1 a
sequence of i.i.d. standard Gaussian random variables, a deterministic sequence of real
numbers {ck}k≥1, a family of real functions (fk)k≥1 and define the random function
Sn(t) :=
n∑
k=1
akckfk(t).
When fk(t) = t
k or fk(t) = cos(kt), we recover the standard models of Gaussian random
algebraic or trigonometric polynomials. The random variable of interest is here the
number of zeros of Sn in a given interval, i.e.
Nn(a, b) := Card
{
t ∈ [a, b]
∣∣∣Sn(t) = 0} .
Now, given {a˜k}k≥1 another sequence of i.i.d. standard random variables not neces-
sarily Gaussian we set in the same way
S˜n(t) :=
n∑
k=1
a˜kckfk(t), N˜n(a, b) := Card
{
t ∈ [a, b]
∣∣∣ S˜n(t)} .
Of course, since a1 is not equal in distribution to a˜1, the random variables Nn(a, b) and
N˜n(a, b) have different distributions. Nevertheless, when the degree n tends to infinity,
that is to say when the amount of noise in the system increases, both random variables
Nn(a, b) and N˜n(a, b), their expectations or variances, may display a similar asymptotic
behavior. One then says that this behavior is universal since it does not depend on the
distribution of the chosen random coefficients.
After a proper renormalization, this universal type of behavior can occur at a global
scale, i.e. on a macroscopic interval [a, b], but also at a microscopic scale, namely on
shrinking intervals whose size goes to zero as n goes to infinity. This type of micro-
scopic behavior is then customarily called a local universality phenomenon. We refer
to [TV15] and the references therein for universality results in the case of real roots of
various families of algebraic polynomials. Similar questions for random trigonometric
polynomials have been explored in [Fla16, IKM16, APP18, CNNV18]. We finally refer to
[NV17, DNV18, FK19, KZ14] for more general conditions entailing analogue universality
phenomena for roots of random analytic functions.
In all the aforementioned references, the analyticity of the random functions under
consideration plays a central role, either via zeros counting formula such as Jensen
formula, or via anti-concentration arguments that require an a priori unbounded number
of derivatives.
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In this article, we are precisely interested in establishing local universality results
in a non-analytic context. For this, we introduce and study a simple model of ran-
dom periodic and possibly non-analytic functions which naturally generalizes random
trigonometric polynomials. Namely, we consider the case where fk(t) = f(kt) and f
is a continuous 2pi−periodic function, which is piecewise C1. In particular, this covers
the case of random superpositions of triangular signals, which can be seen as a natural
non-regular alternative to random trigonometric polynomials, see Figure 1 below.
Figure 1. Cosine and triangular input functions f (left) and a simula-
tion of the corresponding random superpositions Sn (right), for n = 10
and Rademacher entries. On this particular example, the number of roots
of the red triangular signal is twice the one of the trignometric blue one.
We would like to emphasize here that one can hardly go beyond the above regularity
assumptions on f since there are Ho¨lder functions with unbounded number of roots on
any interval. To the best of our knowledge, the question of universality for non-smooth
models has not been investigated yet.
1.2. Presentation of the model and main results. We specify here our base model
of random periodic signals and state the main results of the paper. Let f be a continuous
2pi−periodic function that is almost everywhere differentiable with derivative f ′. To
avoid pathological behaviors, we require that both
〈f, f〉 > 0 and 〈f ′, f ′〉 > 0,
where 〈., .〉 denotes the usual L2 scalar product in L2([0, 2pi]). Now let (ak)k≥1 be a
sequence of real random variables that are independent with common distribution such
that E[a1] = 0 and E[a21] = 0. The main object of this article is then the study of the
set of zeros of the random periodic function
∑n
k=1 akf(kt) and its asymptotics as n goes
to infinity. Since we are primarily interested in the local universality properties of this
random nodal set, i.e. the properties of the nodal set at microscopic scale, we normalize
and localize the process at scale 1/n, i.e. we rather consider the rescaled process
(1) Xn(t) :=
1√
n
n∑
k=1
akf
(
k(pn + t)
n
)
, t ∈ R,
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where pn be a sequence of integers such that pn/n→ α ∈ (0, 2pi)\piQ as n goes to infinity.
In other words, we look at the zeros of the original random periodic signal in a window
of size 2pi/n around a point α ∈ (0, 2pi)\piQ, see Figure 1 below.
Figure 2. Localization of the signal at a microscopic scale.
The process (Xn(t))t∈R is then naturally almost everywhere differentiable with
(2) X ′n(t) =
1√
n
n∑
k=1
ak × k
n
× f ′
(
k(pn + t)
n
)
.
For some of the statements below, we will need to impose moreover that the limit
point α is Diophantine and the sequence pn/n converges to α at polynomial speed. To
be clear when this extra condition is needed or not, let us introduce it formally as the
following condition.
Condition (?). We will say that (α, pn) satisfies condition (?) if α/pi is a Diophantine
number, i.e. there exists cα > 0 and να ∈]0, 1[ such that for every (p, q) ∈ N× N∗
(3)
∣∣∣∣αpi − pq
∣∣∣∣ ≥ cαq2+να ,
and if pn/n converges to α at some polynomial speed, namely
(4) ∃c1, c2 > 0, s.t.
∣∣∣pn
n
− α
∣∣∣ ≤ c1
nc2
.
Remark 1.1. Let us emphasize that almost all irrational or Diophantine, and that the
condition on the polynomial speed of convergence is naturally satisfied in the simple case
where pn := bnαc for all n ≥ 1.
Let us now present the main results of this paper. First, they consist in showing that,
under various mild regularity assumptions on the input function f and for every compact
[a, b] ⊂ R, the process (Xn(t))t∈[a,b] converges in distribution in the C1([a, b]) topology
to an explicit stationary Gaussian process (X∞(t))t∈[a,b]. Setting fˇ(x) := f(−x) for all
x ∈ R, we indeed have the following convergence.
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Theorem 1.1. Let (ak)k≥1 be a sequence of independent and identically distributed
random variables, which are centered with unit variance. Let f be a continuous and
2pi−periodic function, which is piecewise C1. Let pn be a sequence of real numbers such
that pn/n converges to α ∈ (0, 2pi)\piQ. Then the stochastic process (Xn(t), X ′n(t))t∈R
defined by Equation (1) converges in the sense of finite marginals to a stationary and
centered Gaussian process (X∞(t), X ′∞(t))t∈R such that, for all s, t
E [X∞(s)X∞(t)] =: ρ(t− s), with

ρ(u) :=
1
u
∫ u
0
(f ∗ fˇ)(x)dx, u 6= 0,
ρ(0) = 〈f, f〉.
Moreover, under each of the following additional conditions
i) the function f is C2,
ii) there exists α > 0 and β > 2 with αβ > 1 such that f is C1+α and E[|a1|β] < +∞,
iii) there exists α > 0 such that f is C1+α and E[|a1|4] < +∞,
iv) condition (?) holds, f is piecewise linear and E[|a1|4] < +∞,
the laws of (Xn(t))t∈[a,b] are tight with respect to the C1 topology on [a, b] for every
compact interval [a, b].
Now the main byproduct of establishing the above convergence in the C1 topology of
every compact [a, b] is that one deduces that the nodal set associated to (Xn(t))t∈[a,b]
converges to the one of (X∞(t))t∈[a,b]. For example, one then immediately gets the
convergence in distribution of the number of zeros in a given compact set. We refer the
reader to section 4 for more details.
Theorem 1.2. Under the hypotheses of Theorems 1.1 and if one of the additional condi-
tions i), ii), iii) or iv) holds, for any interval [a, b] ⊂ R, the number of zeros N (Xn, [a, b])
of (Xn(t))t∈R in [a, b] converges in distribution to its analogue N (X∞, [a, b]) as n goes
to infinity.
As in [IKM16], one then also gets the convergence in law of the point measure asso-
ciated to the zeros of (Xn(t))t∈R, the convergence taking place in the space of locally
finite point measures on R endowed with the vague topology.
Theorem 1.3. Under the hypotheses of Theorems 1.1 and if one of the additional con-
ditions i), ii), iii) or iv) holds,, the point measure associated to the zeros of (Xn(t))t∈R
converges to the point measure associated to zeros of (X∞(t))t∈R.
As it is clear on the covariance function of the limit process (X∞(t))t∈R, its distribution
naturally do depend on the input function f . This dependence is rather explicit and
allows computations for the observables associated to the limit nodal set. For example,
using the celebrated Kac–Rice formula , one easily computes the expected number of
zeros in any interval.
Proposition 1.1. For any [a, b] ⊂ R, we have
E[N (X∞, [a, b])] = b− a
pi
√
1
3
〈f ′, f ′〉
〈f, f〉 .
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Remark 1.2. Going back to trigonometric polynomials, e.g. if the input function is
cosine f = cos, we have 〈f, f〉 = 〈f ′, f ′〉 and we thus recover the fact that the expected
number of zeros of the universal limit sinc process in [a, b] ⊂ R is (b− a)/pi
√
3.
The plan of the article in the following. The proofs of Theorem1.1, i.e. the conver-
gences in the C1([a, b]) topology can be split into two parts: the convergence of finite
marginals and some tightness criteria. The convergence of finite marginals is detailed in
the next Section 2, whereas the different tightness criteria depending on the regularity
of f are established in Section 3. The convergence of the number of zeros is then treated
in Section 4. In order to facilitate the reading of the paper, the proof of some technical
lemmas used in Section 2 are postponed in Appendix A.
2. Finite dimensional convergence to a universal limit process
As described above, the proofs of convergence in distribution for stochastic processes
classically split into establishing the convergence of finite dimensional marginals and
then establishing some tightness criteria. This section is devoted to the first task. More
precisely, the next Section 2.1 establishes some technical results concerning the uniform
convergence of covariance kernels, that will allow us to establish the convergence of the
finite dimensional marginals of both processes (Xn(t)) and (X
′
n(t)) and make explicit the
covariance functions of their limits in Section 2.2. The non-degeneracy and regularity of
the limit process are then studied in Sections 2.4 and 2.3.
2.1. Qualitative and quantitatives kernel estimates. This Section is devoted to
both qualitative and quantitative estimates for Riemann/ergodic sums involving periodic
functions. Let us first introduce the function K : R→ C defined by
K(x) := eix/2 sinc(x/2) =
∫ 1
0
eiuxdu.
The function K is twice differentiable and one can easily check that the function and
its derivatives are uniformly bounded. The next technical proposition will allow us to
establish the convergence of the covariance function of the process Xn(t) and to explicit
the covariance of the limit. To facilitate the reading of the paper, its proof is postponed
to Section A of the Appendix.
Proposition 2.1. Let pn be a sequence of real numbers such that the ratio pn/n converges
to α ∈ (0, 2pi)\piQ. Let g and h be two continuous 2pi−periodic functions which are
piecewise C1. Then, the sequences
Cn(s, t) :=
1
n
n∑
k=1
g
(
k(pn + t)
n
)
h
(
k(pn + s)
n
)
,
Dn(s, t) :=
1
n
n∑
k=1
k2
n2
g′
(
k(pn + t)
n
)
h′
(
k(pn + s)
n
)
,
En(s, t) :=
1
n
n∑
k=1
k
n
g
(
k(pn + t)
n
)
h′
(
k(pn + s)
n
)
,
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converge uniformly as n goes to infinity, namely we have
lim sup
n→+∞
sup
s,t∈[a,b]
∣∣∣∣∣∣Cn(s, t)−
∑
p∈Z
gˆ(p)hˆ(−p)K(p(t− s))
∣∣∣∣∣∣ = 0,(5)
lim sup
n→+∞
sup
s,t∈[a,b]
∣∣∣∣∣∣Dn(s, t) +
∑
p∈Z
gˆ(p)hˆ(−p)p2K ′′(p(t− s))
∣∣∣∣∣∣ = 0,(6)
lim sup
n→+∞
sup
s,t∈[a,b]
∣∣∣∣∣∣En(s, t) +
∑
p∈Z
gˆ(p)hˆ(−p)pK ′(p(t− s))
∣∣∣∣∣∣ = 0.(7)
Moreover, if (α, pn) satisfy condition (?), there exists constants D, δ > 0 such that
sup
s,t∈[a,b]
∣∣∣∣∣∣Dn(s, t) +
∑
p∈Z
gˆ(p)hˆ(−p)p2K ′′(p(t− s))
∣∣∣∣∣∣ ≤ Dnδ .(8)
Remark 2.1. The three series appearing in the last proposition are normally convergent.
Indeed, if g and h are continuous and piecewise C1, we have ||g||2 < +∞, ||h||2 < +∞
and ||g′||2 < +∞, ||h′||2 < +∞. Now, since K is uniformly bounded, there exists a
positive constant c such that∣∣∣∣∣∣
∑
p∈Z
gˆ(p)hˆ(−p)K(p(t− s))
∣∣∣∣∣∣
2
≤ c||g||22||h||22,
and we have similar upper bounds for the two other series since K ′ and K ′′ are also
uniformly bounded.
2.2. Convergence of the marginals. With the help of Proposition 2.1, we are now
in position to establish the convergence of the process (Xn(t), X
′
n(t))t∈[a,b] in the sense
of finite marginals.
Proposition 2.2. Let (ak)k≥1 be a sequence of independent and identically distributed
random variables, which are centered with unit variance. Let f be a continuous and
2pi−periodic function, which is piecewise C1. Let pn be a sequence of real numbers such
that pn/n converges to α ∈ (0, 2pi)\piQ. Then the stochastic process (Xn(t), X ′n(t))t∈[a,b]
defined by Equation (1) converges in the sense of finite marginals to a stationary and
centered Gaussian process (X∞(t), X ′∞(t))t∈[a,b] such that, for all s, t
E [X∞(s)X∞(t)] =: ρ(t− s), with

ρ(u) :=
1
u
∫ u
0
(f ∗ fˇ)(x)dx, u 6= 0,
ρ(0) = 〈f, f〉.
Moreover, for 0 ≤ i, j ≤ 1, the convergence of the covariance functions is uniform
(9) lim
n→+∞ sup(s,t)∈[a,b]2
∣∣∣E [X(i)n (s)X(j)n (t)]− E [X(i)∞ (s)X(j)∞ (t)]∣∣∣ = 0,
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and, if (α, pn) satisfy condition (?), then the convergence rate is polynomial, namely
there exists κ > 0 such that
(10) sup
(s,t)∈[a,b]2
∣∣∣E [X(i)n (s)X(j)n (t)]− E [X(i)∞ (s)X(j)∞ (t)]∣∣∣ = O( 1nκ
)
.
Remark 2.2. In the case of trigonometric polynomials corresponding to the choice
f(t) = cos(t), one recovers the classical sinc limit covariance. Indeed, we have then
f ∗ fˇ(x) = 1
2pi
∫ 2pi
0
cos(u) cos(u− x)du = 1
2
cos(x),
so that for u 6= 0
ρ(u) =
1
u
∫ u
0
(f ∗ fˇ)(x)dx = 1
2
sin(u)
u
.
Proof. For any p−tuple (t1, . . . tp), the convergence in law of the 2p−dimensional ran-
dom vector (Xn(t1), . . . , Xn(tp), X
′
n(t1), . . . , X
′
n(tp)) towards a centered Gaussian vector
(X∞(t1), . . . , X∞(tp), X ′∞(t1), . . . , X ′∞(tp)) is an immediate consequence of the Central
Limit Theorem for independent random variables. We are thus left to identify the limit
covariance function. For s, t ∈ [a, b], we have
ρn(s, t) := E[Xn(s)Xn(t)] =
1
n
n∑
k=1
f
(
kpn
n
+
ks
n
)
f
(
kpn
n
+
kt
n
)
.
The uniform convergence estimate (5) of Proposition 2.1, applied with g = h = f then
yields that
lim
n→+∞ ρn(s, t) =
∑
p∈Z
fˆ(p)fˆ(−p)K(p(t− s)) := ρ(t− s),
where
ρ(u) :=
∑
p∈Z
fˆ(p)fˆ(−p)eipu/2 sinc
(pu
2
)
=
∑
p∈Z
fˆ(p)fˆ(−p)×
∫ 1
0
eipuxdx
=
1
u
∫ u
0
∑
p∈Z
fˆ(p)fˆ(−p)× eipx
 dx.
Recalling that for general periodic functions h and g, the product gˆ(p)hˆ(p) is the Fourier
coefficient of order p of the convolution g ∗ h, we get that the limit covariance function
is given by
ρ(u) =
1
u
∫ u
0
(f ∗ fˇ)(x)dx.
Let us now focus on the convergence of the covariances E[X ′n(s)Xn(t)]. We have
E
[
X ′n(s)Xn(t)
]
=
1
n
n∑
k=1
k
n
f
(
k(pn + t)
n
)
f ′
(
k(pn + s)
n
)
,
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so that the result follows immediately from the estimate (7) applied to g = f and h = f ′.
Last, the covariance of the derivatives is given by
E
[
X ′n(s)X
′
n(t)
]
=
1
n
n∑
k=1
k2
n2
f
′
(
k(pn + t)
n
)
f ′
(
k(pn + s)
n
)
,
and the conclusion follows this time from the uniform estimate (6). The quantitative
estimate (10) is then naturally a direct consequence of the kernel estimate (8). 
In the following, we will need a lower bound on the covariance kernel of the derivative
process (X ′∞(t))t∈[a,b]. This is object of the next lemma.
Lemma 2.1. The covariance of the process (X ′∞(t))t∈[a,b] is given by
ρ′′(t)− ρ′′(0) = 1
t3
∫ t
0
s2
2
(
f ′ ∗ fˇ ′(0)− f ′ ∗ fˇ ′(s)) .
In particular, for any small δ > 0, we have
inf
|t−s|≥δ
E[|X ′∞(t)−X ′∞(s)|2] = 2 inf
t≥δ
(ρ′′(t)− ρ′′(0)) > 0.
Proof. By definition of the covariance function ρ(t), we have
t ρ(t) =
∫ t
0
f ∗ fˇ(x)dx,
so that ρ(t) + tρ′(t) = f ∗ fˇ(t) and 2ρ′(t) + tρ′′(t) = −f ∗ fˇ ′(t). In particular, since
ρ′(0) = 0 and f ∗ fˇ ′(0) = 0, we get that for all t
2(ρ′(t)− ρ′(0)) + tρ′′(t) = f ∗ fˇ ′(0)− f ∗ fˇ ′(t).
Subtracting 3ρ′′(0) = −f ′ ∗ f ′(0) = −||f ′||22 on each side of the equation and dividing by
t 6= 0, we get
2
(
1
t
∫ t
0
(ρ′′(s)− ρ′′(0))ds
)
+ ρ′′(t)− ρ′′(0) = 1
t
(
f ∗ fˇ ′(0)− f ∗ fˇ ′(t))+ f ′ ∗ fˇ ′(0)
=
1
t
∫ t
0
(
f ′ ∗ fˇ ′(0)− f ′ ∗ fˇ ′(s)) ds.
Let us introduce the function g defined as
g(t) =
∫ t
0
[ρ′′(s)− ρ′′(0)]ds, i.e. g′(t) = [ρ′′(t)− ρ′′(0)].
For all t 6= 0, the last equality thus reads
(11)
2
t
g(t) + g′(t) =
1
t
∫ t
0
(
f ′ ∗ fˇ ′(0)− f ′ ∗ fˇ ′(s)) ds
or equivalently
2tg(t) + t2g′(t) = t
∫ t
0
(
f ′ ∗ fˇ ′(0)− f ′ ∗ fˇ ′(s)) ds.
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Therefore
[t2g(t)]′ = t
∫ t
0
(
f ′ ∗ fˇ ′(0)− f ′ ∗ fˇ ′(s)) ds,
and an integration by parts gives
t2g(t) =
∫ t
0
(
s
∫ s
0
(
f ′ ∗ fˇ ′(0)− f ′ ∗ fˇ ′(u)) du) ds
=
t2
2
∫ t
0
(
f ′ ∗ fˇ ′(0)− f ′ ∗ fˇ ′(s)) ds− ∫ t
0
s2
2
(
f ′ ∗ fˇ ′(0)− f ′ ∗ fˇ ′(s)) ds.
In other words, we have
2
t
g(t)− 1
t
∫ t
0
(
f ′ ∗ fˇ ′(0)− f ′ ∗ fˇ ′(s)) ds = − 1
t3
∫ t
0
s2
2
(
f ′ ∗ fˇ ′(0)− f ′ ∗ fˇ ′(s)) ds.
A comparison with Equation (11) then yields the identification
(12) g′(t) = ρ′′(t)− ρ′′(0) = 1
t3
∫ t
0
s2
2
(
f ′ ∗ fˇ ′(0)− f ′ ∗ fˇ ′(s)) ds.
Now, going back to Fourier series, via Parseval equality, we have for all s /∈ piZ
f ′ ∗ fˇ ′(0)− f ′ ∗ fˇ ′(s) =
∑
p∈Z
|f̂ ′(p)|2 (1− eips) = ∑
p∈Z
|f̂ ′(p)|2 (1− cos(ps)) > 0,
so that by Equation (12), we deduce that ρ′′(t)− ρ′′(0) > 0 for all t > 0. By continuity,
for all small δ > 0, we have then
inf
δ≤t≤1
(ρ′′(t)− ρ′′(0)) > 0.

2.3. Regularity of the limit process. Let us now establish that, as soon as f is
piecewise C1+α for α > 0, the Gaussian limit process X∞ admits a C1 modification, i.e.
X ′∞ admits a continuous modification. We emphasize here that the result is not obvious
since, if f in only piecewise C1+α, then for any fixed n, the process X ′n may have jumps.
Lemma 2.2. If the function f is continuous and piecewise C1+α for α > 0, there
exists a finite constant C such that the limit Gaussian process (X ′∞(t))t∈[a,b] satisfies the
inequality
(13) E
[|X ′∞(s)−X ′∞(t)|2] ≤ C|t− s|α.
In particular, the process admits a continuous modification and we have
E
[
sup
t∈[a,b]
|X ′∞(t)|
]
< +∞.
Proof. By Proposition 2.2, we have
E
[|X ′∞(s)−X ′∞(t)|2] = −2[ρ′′(0)− ρ′′(t− s)].
By Lemma 2.1, the regularity at the origin of ρ′′(t) is the same as the one of f ′ ∗ fˇ ′(t).
Now, if f ′ is piecewise Cα then the convolution product f ′ ∗ fˇ ′ is continuous and Cα,
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hence there exist a finite positive constant C such that Equation (13) holds. Using the
Gaussian hypercontractivity, we then deduce that for p > 0 large enough, and for new
constants C ′ > 0 and α′ > 1, we have
E
[|X∞(s)−X∞(t)|2p] ≤ C ′|t− s|α′ .
The celebrated Kolmogorov regularity criterion thus ensures that the limit process
(X ′∞(t)) admits a modification which is almost surely continuous, see e.g. Theorem
1.8 p. 19 of [RY99]. Since our process is indexed by the compact set [a, b], the almost
sure continuity of the sample paths implies their boundedness. In a Gaussian context,
Borell’s inequality shows that this sole boundedness is sufficient to ensure the integra-
bility of the supremum, as established e.g. in Theorem 2.1 p. 43 of [Adl90]. 
2.4. Non-degeneracy of the limit process. Let us now establish that the limit pro-
cess X∞ in non-degenerate in the sense that almost surely, it does not exhibit double
zeros.
Lemma 2.3. The limit process (X∞(t))t∈[a,b] is non degenerate in the sense that almost
surely, we have X ′∞(t) 6= 0 if X∞(t) = 0.
Proof. The non-degeneracy of the limit process is a direct consequence of Bulinskaya
Lemma, see e.g. Proposition 6.11 of [AW09]. We are left to check that the Gaussian
vector (X∞(t), X ′∞(t)) admits a uniformly bounded density on any compact time interval
[a, b]. But the process being stationary, the law of (X∞(t), X ′∞(t)) does not depend on
t and is a centered Gaussian vector with covariance(
ρ(0) 0
0 −ρ′′(0)
)
=
( 〈f, f〉 0
0 13〈f ′, f ′〉
)
.
Remembering the hypotheses on f and f ′ at the very beginning of Section 1.2, we get
that the determinant of this matrix is positive, hence the result. 
3. Tighness estimates depending on the regularity of f
In this section we prove that under each of the additional conditions i), ii), iii) or
iv) appearing in the statement of Theorem 1.1, the laws of (Xn(t))t∈[a,b] are tight with
respect to the C1([a, b]) topology.
3.1. Tightness in the regular cases. Following Theorem 1 and Remark 1 of [RS01],
sufficient conditions ensuring the convergence in the C1 topology on [a, b] are on the
one hand the convergence of the finite dimensional marginals, and on the other hand, a
control on the increments of both the process Xn(t) and its first derivative. The conver-
gence of the finite dimensional marginals having been established in the last section, we
are left to check the tightness criterion concerning the increments.
Proposition 3.1. Under conditions i) or ii) of Theorem 1.1, the laws of (Xn(t))t∈[a,b]
are tight with respect to the C1([a, b]) topology.
Proof. Let us first consider condition i), i.e. the case where the function f of class C2.
We have then ||f ′||∞ < +∞ and ||f ′||∞ < +∞ and a direct computation yields
(14) E[|Xn(t)−Xn(s)|2] ≤ ||f ′||∞|t− s|2, E[|X ′n(t)−X ′n(s)|2] ≤ ||f ′′||∞|t− s|2,
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hence the result. In the case ii) where f is only C1+α, the first estimate of Equation
(14) is still valid. Otherwise, if E
[|a1|β] < +∞ for some β > 1/α, for fixed constant
λ, u, v ∈ R, we can consider the sequence (Mn)n≥0 defined by M0 = 0 and for n ≥ 1
Mn := λ
n∑
k=1
akk[f
′(ku)− f ′(kv)],
which is a martingale with respect to the filtration Fn := σ(a1, . . . , an). By the Burkholder–
Davis–Gundy inequality, there exists a universal constant Cβ which only depends on β
such that
(15) E[|Mn|β] ≤ CβE[|Dn|β/2],
where
Dn :=
n∑
k=1
(Mk −Mk−1)2 = λ2
n∑
k=1
a2kk
2[f ′(ku)− f ′(kv)]2.
Setting Cα := sups 6=t |f ′(t)− f ′(s)|/|t− s|α, by Ho¨lder inequality, we have
Dn ≤ λ2C2α
n∑
k=1
a2kk
2(1+α)|u− v|2α ≤ λ2C2αn3+2α|u− v|2α ×
∣∣∣∣∣ 1n
n∑
k=1
|ak|β
∣∣∣∣∣
2/β
.
In particular, one gets that for all λ, u, v
E[|Dn|β/2] ≤ λβCβαE[|a1|β]n3β/2+αβ|u− v|αβ,
which, in combination with Equation (15), yields
E[|Mn|β] ≤ CβλβCβαE[|a1|β]n3β/2+αβ|u− v|αβ.
Setting u = s/n, v = t/n, λ = n−3/2, one finally gets that for all n, t, s
E[|X ′n(s)−X ′n(t)|β] ≤ CβCβαE[|a1|β]|t− s|αβ,
hence the result.

3.2. Tightness under the fourth moment assumption. The na¨ıve approach de-
scribed above seems to highlight the necessity of having sufficiently high moments to
compensate low Ho¨lder exponents. Nevertheless, somehow surprisingly, the next Theo-
rem ensures that a fourth moment is always enough, whatever is the Ho¨lder exponent,
in order to guarantee tightness in the C1 topology.
Proposition 3.2. Suppose that condition iii) of Theorem 1.1 holds, i.e. that f is C1+α
for some α > 0 and that E[a41] < ∞. Then the laws of the processes (X ′n(t))t∈[a,b],n≥1
are tight with respect to the uniform topology on [a, b]. As a consequence, the laws of the
processes (Xn(t))t∈[a,b],n≥1 are tight with respect to the C1 topology on [a, b].
Proof. Let us first note that, when working in the space of continuous functions on [a, b]
endowed with the topology associated with the uniform norm, the operation of taking
the anti-derivative is a continuous map. Therefore, to prove Theorem 3.2, it is sufficient
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to establish that the laws of the derivatives (X ′n(t))t∈[a,b],n≥1 are tight for the uniform
topology. Our goal is thus to establish that, for any λ > 0 and [a, b] ⊂ R
(16) lim
δ→0
lim sup
n→∞
P
 sup
(t,s)∈[a,b]2
|t−s|≤δ
∣∣∣X ′n(t)−X ′n(s)∣∣∣ > λ
 = 0,
where we recall that
X ′n(t) =
1√
n
∑
k=1
ak
k
n
f ′
(
k(pn + t)
n
)
.
The proof follows several steps that we detail below.
Step 1: discretizing the maximum.
In order to establish the criterion (16) we first discretize the maximum. Simply fix an
integer p > 0, η = b−ap so that
[a, b] =
p−1⋃
k=0
[a+ kη, a+ (k + 1)η].
For any t ∈ [a, b] we can find lt ∈ J0, p− 1K such that t ∈ [a+ ltη, a+ (lt + 1)η] and we
then set xt := a+ lη. In this case, relying on the Ho¨lder property of f we can write
|X ′n(t)−X ′n(xt)| =
∣∣∣∣∣ 1√n
n∑
k=1
ak
k
n
(
f ′
(
k(pn + t)
n
)
− f ′
(
k(pn + xt)
n
))∣∣∣∣∣
≤ C η
α
√
n
n∑
k=1
|ak| = C(b− a)α
√
n
pα
(
1
n
n∑
k=1
|ak|
)
.
So if p = pn = n
1
2α
+, for some fixed  > 0, then E
(
supt∈[a,b] |X ′n(t)−X ′(xt)|
)
→ 0.
As a result, one is left to establish the corresponding tightness criterion for the process
(X ′(xt))t∈[a,b], namely
lim
δ→0
lim sup
n→∞
P
 sup
(t,s)∈[a,b]2
|t−s|≤δ
∣∣∣X ′n(xt)−X ′n(xs)∣∣∣ > λ
 = 0.
However, since xt takes values in the finite set Dn :=
⋃p
k=0{a+kη}, it simply remains
to establish that
(17) lim
δ→0
lim sup
n→∞
P
 sup
(u,v)∈D2n
|u−v|≤δ
∣∣∣X ′n(u)−X ′n(v)∣∣∣ > λ
 = 0.
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Step 2: imposing a lower distance in the discrete maximum.
Fix δ > 0. Observe that for any (u, v) ∈ D2n such that |u− v| ≤ δ, there exist w ∈ Dn
such that δ/3 ≤ |u− w| ≤ δ and δ/3 ≤ |v − w| ≤ δ. As a result, we simply have
sup
(u,v)∈D2n
|u−v|≤δ
∣∣∣X ′n(u)−X ′n(v)∣∣∣ ≤ 2 sup
(u,v)∈D2n
δ/3≤|u−v|≤δ
∣∣∣X ′n(u)−X ′n(v)∣∣∣,
and one is finally left to show that for any λ > 0 we have
(18) lim
δ→0
lim sup
n→∞
P
 sup
(u,v)∈D2n
δ/3≤|u−v|≤δ
∣∣∣X ′n(u)−X ′n(v)∣∣∣ > λ
 = 0.
Step 3: using a high dimensional Berry-Essen bound.
The next step consists in showing that the case of general random coefficients reduces
to the Gaussian case. For this, we will use an appropriate, high dimensional, Berry–
Esseen type argument, as recently developed in by V. Chernozhukov, D. Chetverikov and
K. Kato in a nice series of papers. Namely, we will use Proposition 2.1 from [CCK17],
in a slightly weaker form. Such a result indeed allows to deal with uniform estimates
for sums of independent variables, in particular with estimates like (18), as soon as the
supremum is taken on set that grows polynomially with n. In order to remain self-
contained, we restate the statement here, modifying a little bit their notations to avoid
confusion with ours. Let consider Y1, . . . , Yn some independent random vectors of Rp
and for each i ∈ {1, · · · , n} we denote by (Yi,j)1≤j≤p their coordinates.
Theorem 3.1 (Proposition 2.1 of [CCK17]). Assume that the following conditions are
satisfied:
(A1) for all (i, j) ∈ {1, · · · , n} × {1, · · · , p}, Yi,j ∈ L4(P),
(A2) there exists b > 0 such that
∀n ≥ 1, ∀j ∈ {1, · · · , p}, 1
n
n∑
i=1
E
(
Y 2i,j
) ≥ b,
(A3) there exists a constant C > 0 such that
∀n ≥ 1, ∀j ∈ {1, · · · , p}, 1
n
n∑
i=1
E
(
Y 4i,j
) ≤ C,
(A4)
∀n ≥ 1, ∀i ∈ {1, · · · , n}, E
(
max
1≤j≤p
∣∣∣∣Yi,jC
∣∣∣∣4
)
≤ 2.
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Then, introducing Z1, . . . , Zn a Gaussian vector with same covariance matrix as Y1, . . . , Yn,
setting Πp :=]−∞, t1]× · · ·×]−∞, tp], it holds that
sup
(t1,t2,··· ,tp)∈Rp
∣∣∣∣P(SYn√n ∈ Πp
)
− P
(
SZn√
n
∈ Πp
)∣∣∣∣ ≤ K
(
log(pn)
7
6 + log(pn)
n
1
6
)
,(19)
where
SYn√
n
:=
1√
n
n∑
k=1
Yk,
SZn√
n
:=
1√
n
n∑
k=1
Zk,
and where the constant K only depends on the parameters C, b appearing in the assump-
tions.
To make more transparent the connection with Proposition 2.1 in [CCK17], note that
we have taken here Bn to be constant and q = 4. Hence, (A2) represents (M.1) from
[CCK17] and (A3), (A4) represent (M.2) and (E.2) with Bn = C and q = 4.
In order to apply the last Berry–Esseen type estimate in our context, we make the
following identification: ∀(u, v) ∈ D2n with δ/3 ≤ |u− v| ≤ δ, we set
Yi,(u,v) := ai
(
f ′
(
i
n
(pn + u)
)
− f ′
(
i
n
(pn + v)
))
.
Let us check that the above vectors meet all requirements for applying bound (19). We
first observe that independence is straightforward as the inputs (ai)i≥1 are independent
random variables. Besides, assumptions (A1)-(A3)-(A4) are together ensured by the fact
that a1 ∈ L4(P) and that f ′ is continuous and 2pi-periodic, hence bounded. In order to
establish (A2) we shall rely on the content of Section 2.2. Namely, by Proposition 2.2,
we know that
(20) sup
(t,s)∈[a,b]2
∣∣∣E (|X ′n(t)−X ′n(s)|2)− E (|X ′∞(t)−X ′∞(s)|2) ∣∣∣ −−−→n→∞ 0,
where X ′∞ is a Gaussian process with covariance function −ρ′′. Moreover, by Lemma
2.1, we know that
min
δ/3≤|t−s|≤δ
E
(|X ′∞(t)−X ′∞(s)|2) ≥ bδ > 0.
As result, for n large enough, assumption (A2) is fulfilled for some suitable constant bδ
which only depends on δ. Then, we may use the estimate (19). Since η has been chosen
of polynomial growth in n, it is clear that Card(D2n) has also a polynomial size in n,
hence the bound in (19) tends to zero as n tends to infinity. Let us introduce X˜ ′n(·)
the process analogous to X ′n(·) where the random coefficients are simply replaced by
independent standard random Gaussian variables. We can deduce that
P
 sup
(u,v)∈D2n
δ/3≤|u−v|≤δ
∣∣∣X ′n(u)−X ′n(v)∣∣∣ ≥ λ
− P
 sup
(u,v)∈D2n
δ/3≤|u−v|≤δ
∣∣∣X˜ ′n(u)− X˜ ′n(v)∣∣∣ ≥ λ
 −−−→n→∞ 0.
As a conclusion, to establish the estimate (18), it is sufficient to treat the case where the
random coefficients are i.i.d. standard Gaussian variables.
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Step 4: the Gaussian case.
But in the case where the coefficients are Gaussian, we are back to the case treated
in the proof of Proposition 3.1. Indeed, since f ′ is Cα, we can use the Gaussian hyper-
contractivity to deduce that for β > 0 large enough such that αβ > 1, and for some
constant C > 0, we have
E
[
|X˜ ′n(t)− X˜ ′n(s)|β
]
≤ C|t− s|αβ.
In particular, by the standard Lamperti type criterion, the laws of (X˜ ′n(t)) are tight for
the uniform topology. This ensures that for all λ > 0, we have
P
 sup
(u,v)∈D2n
δ/3≤|u−v|≤δ
∣∣∣X˜ ′n(u)− X˜ ′n(v)∣∣∣ ≥ λ
 ≤ P
(
sup
|u−v|≤δ
∣∣∣X˜ ′n(u)− X˜ ′n(v)∣∣∣ ≥ λ
)
−−−→
n→∞ 0,
hence the result. 
3.3. Tighness in the piecewise linear case. In this section, we establish that if the
periodic function f is continuous and piecewise linear, then the family of distributions
of the associated sequence (X ′n(t))t∈[a,b] of random processes is tight for the standard
Skorokhod topology onD([a, b]). Since we already know that the limit process (X ′∞)t∈[a,b]
is continuous by Lemma 2.2, this implies in particular that the sequence (X ′n(t))t∈[a,b]
is in fact tight for the uniform topology on D([a, b]), see [Sko56]. Hence the family of
distributions of the sequence (Xn(t))t∈[a,b] is tight for the C1 topology.
By Theorem 13.2 p. 139 of [Bil99], the Skorokhod tightness criterion reduces here to
the following control of the modulus of continuity, for all λ > 0
(21) lim
δ→0
lim sup
n→∞
P
(
inf
t=(ti)
max
i
sup
t,s∈[ti−1,ti[
|X ′n(t)−X ′n(s)| ≥ λ
)
= 0.
where the infimum is taken on discretizations t = (tj) of [a, b] such that |ti − ti−1| ≤ δ.
Proposition 3.3. Suppose that condition iv) of Theorem 1.1 holds, i.e. that the periodic
function f ′ is piecewise constant and E[|a1|4] < +∞, then for all λ > 0, we have
(22) lim
δ→0
lim sup
n→∞
P
(
max
0≤i≤b b−a
δ
c
sup
t,s∈[a+iδ,a+(i+1)δ[
|X ′n(t)−X ′n(s)| ≥ λ
)
= 0.
In particular, the sequence (X ′n(t))t∈[a,b] of random processes is tight for the standard
Skorokhod topology on D([a, b]), and since the limit process (X ′∞)t∈[a,b], it is thus tight
for the uniform topology.
Proof. Let us first remark that in the statement of Proposition 3.3, we choose the regular
discretization where ti := a+ iδ for 0 ≤ i ≤ b(b−a)/δc, so that the estimate (22) indeed
implies the tightness criterion (21). The proof of Proposition 3.3 follows globally the same
scheme as the one of Proposition 3.2, but the last step i.e. the Gaussian case, requires
some more work. Let us first introduce few notations. By saying that f is piecewise
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linear we mean that we can find 0 = s0 < s1 < · · · < sr+1 = 1 and (αj , βj)0≤j≤r such
that for all x ∈ [0, 1[
f(x) =
r∑
j=0
1[sj ,sj+1[(x) (αjx+ βj) .
In that case, we have naturally
X ′n(t) =
1√
n
r∑
j=1
αj
n∑
k=1
ak
k
n
1[sj ,sj+1[
(
k
n
(pn + t)
)
.
Step 1 : the supremum is a maximum.
First note that since the function X ′n is piecewise constant, the supremum in Equation
(22) is a maximum on a finite set, namely we have
max
0≤i≤b (b−a)
δ
c
sup
t,s∈[ti,ti+1[
|X ′n(t)−X ′n(s)| = max
t,s∈Eδn
|X ′n(t)−X ′n(s)|,
where the set Eδn is union of the set of points of discontinuity of the function X
′
n and
the discretization points. Namely, the set Eδn is given by
Eδn :=
r⋃
j=1
b b−a
δ
c⋃
i=0
(
Eδn,i,j ∪ {ti, ti+1}
)
,
with
Eδn,i,j :=
{
t ∈ [ti, ti+1]
∣∣∣ ∃(k, q) ∈ {1, · · · , n} × Z, k
n
(pn + t)− 2piq ∈ {sj , sj+1}
}
.
Note that we have then
(23) Card
(
Eδn,i,j
)
≤ 2n, and thus Card
(
Eδn
)
≤ 2(n+ 1)r
(
bb− a
δ
c+ 1
)
.
Indeed, let us argue by contradiction and suppose that Card(Eδn,i,j) ≥ 1 + 2n. Then, the
pigeonhole principle would ensure that there exists two disctincs elements t, t′ in Eδn,i,j ,
two integers (q, q′) ∈ Z and some integer k ∈ {1, · · · , n} such that
k
n
(pn + t)− 2piq = k
n
(
pn + t
′)− 2piq′.
Necessarily, we would have then 2pi|q − q′| = kn |t− t′| ≤ |t − t′| < δ, hence for δ small
enough q = q′ and t = t′ which leads to a contradiction.
Step 2 : lower bound on the distance between singularities.
As in the proof of Proposition 3.2, using the triangle inequality, without loss of gen-
erality, we can moreover impose a lower bound on the distance between “singularities”.
Namely, to establish the estimate (22), it is sufficient to prove that
(24) lim
δ→0
lim sup
n→∞
P
 max
t,s∈Eδn
|t−s|≥ δ
3
|X ′n(t)−X ′n(s)| > λ
 = 0.
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Step 3: using a high dimensional Berry-Essen bound.
As in the proof of Proposition 3.2, we can now reduce the general case to the case
of Gaussian coefficients thanks to Theorem 3.1 recalled above. For convenience, we set
this time
Dδn := {(t, s) ∈ Eδn × Eδn, |t− s| ≥ δ/3},
and
Yi := (Yi(s, t))(t,s)∈Dδn :=
(
ai × i
n
(
f ′
(
i
n
(pn + t)
)
− f ′
(
i
n
(pn + s)
)))
(t,s)∈Dδn
.
Exactly as in the third step of the proof of Proposition 3.2, one can check the vectors
Yi satisfy the conditions (A1)–(A4) of Theorem 3.1. By the estimate (23), we have
moreover
Card(Dδn) ≤ 4(n+ 1)2r2
(
bb− a
δ
c+ 1
)2
.
Therefore, applying the bound (19), we get that
lim sup
n→∞
∣∣∣∣P( max
(t,s)∈Dδn
|X ′n(t)−X ′n(s)| > λ
)
− P
(
max
(t,s)∈Dδn
|X˜ ′n(t)− X˜ ′n(s)| > λ
)∣∣∣∣ = 0.
Thus, we are left to show that
(25) lim
δ→0
lim sup
n→∞
P
(
max
(t,s)∈Dδn
|X˜ ′n(t)− X˜ ′n(s)| > λ
)
= 0.
Step 4 : Maxima of high-dimensional Gaussian vectors.
We shall use here Theorem 2 of [CCK15], which we recall below.
Theorem 3.2. Let U = (Uj)1≤j≤p and V = (Vj)1≤j≤p be two Gaussian vectors in Rp
with covariances ΣU and ΣV , then
sup
x∈R
∣∣∣∣P(max1≤j≤pUj ≤ x
)
− P
(
max
1≤j≤p
Vj ≤ x
)∣∣∣∣ ≤ C ×∆1/3 (1 ∨ log (p/∆))2/3 ,
where C is an universal constant that depends only on min1≤j≤p ΣVjj and max1≤j≤p Σ
V
jj,
and where
∆ := max
1≤i,j≤p
∣∣ΣVij − ΣUij∣∣ .
Let us apply this result to the Gaussian vectors
U =
(
X˜ ′n(t)− X˜ ′n(s)
)
(t,s)∈Dδn
and V =
(
X ′∞(t)−X ′∞(s)
)
(t,s)∈Dδn .
In this case, we have p = pn,δ = Card(D
δ
n) which grows polynomially in n and thanks to
the estimate (10), under the condition (?), there exists κ > 0 such that
∆ = max
(t,s),(t′,s′)∈Dδn
∣∣∣E [(X˜ ′n(t)− X˜ ′n(s))(X˜ ′n(t′)− X˜ ′n(s′))]
−E [(X ′∞(t)−X ′∞(s)) (X ′∞(t′)−X ′∞(s′))]∣∣ = O( 1nκ
)
.
ON THE ZEROS OF NON-ANALYTIC RANDOM PERIODIC SIGNALS 19
Moreover, by stationarity of the limit process, we have
E
[(
X ′∞(t)−X ′∞(s)
)2]
= 2
∣∣ρ′′(0)− ρ′′(t− s)∣∣ .
By Lemma 2.1, we know that there exists a positive constant cδ > 0 such that
bδ ≤ min
(t,s)∈Dδn
E
[(
X ′∞(t)−X ′∞(s)
)2]
.
Besides, by continuity of the correlation function at zero, there exists Cδ > 0 such that
max
(t,s)∈Dδn
E
[(
X ′∞(t)−X ′∞(s)
)2] ≤ Cδ.
Therefore, we can apply Theorem 3.2 to deduce that
lim sup
n→∞
∣∣∣∣P( max
(t,s)∈Dδn
|X ′∞(t)−X ′∞(s)| > λ
)
− P
(
max
(t,s)∈Dδn
|X˜ ′n(t)− X˜ ′n(s)| > λ
)∣∣∣∣ = 0.
To conclude, note that
P
(
max
(t,s)∈Dδn
|X ′∞(t)−X ′∞(s)| > λ
)
≤ P
 sup
t,s∈[a,b]
|t−s|≤δ
|X ′∞(t)−X ′∞(s)| > λ

and since the limit process X ′∞ is continuous, the standard criterion for tightness in the
uniform topology ensures that the last upper bound goes to zero as δ goes to zero, hence
the result.

4. Convergence in distribution of the number of zeros
In this Section, we detail how the convergence results in the C1 topology obtained
above imply the convergence in distribution of the number of zeros of the underlying
random functions. We first state and prove the following slight variation of Proposition
1 of [RS01]. If f is a continuous function on [a, b], we set
N (f, [a, b]) := Card{t ∈ [a, b], f(t) = 0} ∈ N ∪ {∞}
Proposition 4.1. Let (fn)n≥1 be a sequence of continuous functions that are piecewise
C1 on [a, b] and which converge to a C1 function f∞ for the C1([a, b]) topology :
lim
n→+∞
(
sup
x∈[a,b]
|fn(x)− f∞(x)|+ sup
x∈[a,b]
|f ′n(x)− f ′∞(x)|
)
= 0.
Suppose moreover that f∞ is non-degenerate in the following sense: f∞(a)f∞(b) 6= 0
and ω(f∞) := infx∈[a,b] |f∞(x)|+ |f ′∞(x)| > 0. Then, we have N (f∞, [a, b]) < +∞ and
lim
n→+∞N (fn, [a, b]) = N(f∞, [a, b]).
Proof. The condition ω(f∞) > 0 implies that there is no accumulation point of zeros
of f∞ and that N (f∞, [a, b]) < ∞ follows. For any α < min
(
ω(f∞)
2 , |f(a)|, |f(b)|
)
, the
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open set f−1∞ (]− α, α[) is a finite union of open intervals containing exactly one zero of
f∞. We may then write for r = N (f∞, [a, b]) :
f−1∞ (]− α, α[) =
r⋃
i=1
]xi, yi[,
with f∞(xi)f∞(yi) < 0. Besides, one each of these intervals, |f ′∞| > ω(f∞)2 > 0 which
implies that f ′∞ >
ω(f∞)
2 or else f
′∞ < −ω(f∞)2 . Thus, for n large enough, we may impose
that
(i) for all i ∈ {1, · · · , r}, f ′n > ω(f∞)3 or f ′n < −ω(f∞)3 on ]xi, yi[,
(ii) for all i ∈ {1, · · · , r}, fn(xi)fn(yi) < 0,
(iii) |fn| > 0 on f−1∞ (]− α, α[)c.
Gathering properties (i), (ii) and (iii) and keeping in mind that fn is continuous implies
that N (fn, [a, b]) = r = N (f∞, [a, b]) and proves the claim. 
Relying on the continuous mapping Theorem on the metric space E of continuous
and piecewise C1 functions on [a, b] which is endowed with the canonical norm ‖f‖E :=
supx∈[a,b] |f(x)|+ |f ′(x)|, we have the following corollary.
Corollary 4.1. Let Xn(·) be a sequence of random processes taking values in the above
metric space E and converging in distribution towards X∞(·) which is assumed to be
non-degenerate almost surely, we must have:
N (Xn(·), [a, b]) Law−−−→
n→∞ N (X∞(·), [a, b]) .
This last corollary associated with Theorem 1.1 and Lemma 2.3 naturally implies
Theorem 1.2 stated in the introduction. Following the same lines as in [IKM16], one can
then deduce the convergence of the point measure associated to the zeros as stated in
Theorem 1.3.
Appendix A. Some technical results
In this section, we give the proof of Proposition 2.1 stated in Section 2.1 on the
convergence of Riemann / ergodic sums, both in qualitative and quantitative ways. Let
us first recall the definition of the functions K
K(x) := eix/2 sinc(x/2) =
∫ 1
0
eiuxdu,
and introduce its Riemann sum approximation Kn
(26) Kn(x) :=
1
n
n∑
k=1
exp
(
ikx
n
)
= ei(
n+1
2n
x) sin
(
x
2
)
n× sin ( x2n) .
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First note that both K and Kn, and all their derivatives are then uniformly bounded
and the first two derivatives are given by
K ′(x) = i
∫ 1
0
ueiuxdu, K ′′(x) = −
∫ 1
0
u2eiuxdu,
and
(27) K ′n(x) =
i
n
n∑
k=1
k
n
exp
(
ikx
n
)
, K ′′n(x) = −
1
n
n∑
k=1
k2
n2
exp
(
ikx
n
)
.
Moreover, direct computations show that there exists positive constants C,C ′C ′′ such
that for all x /∈ piZ, we have
(28) |Kn(x)| ≤ 1
n× ∣∣sin ( x2n)∣∣ , |K ′n(x)| ≤ Cn× ∣∣sin ( x2n)∣∣ + C
′
n2 × sin2 ( x2n) ,
and similarly
(29) |K ′′n(x)| ≤
C
n× ∣∣sin ( x2n)∣∣ + C
′
n2 × sin2 ( x2n) + C
′′
n3 × ∣∣sin3 ( x2n)∣∣ .
A.1. Some preliminary lemmas. Let us first state the following lemma dealing with
the uniform asymptotic behavior of Kn and its derivatives on compact sets.
Lemma A.1. If A is a compact set of the real line, then for 0 ≤ i ≤ 2
(30) lim
n→+∞ supx∈A
|K(i)n (x)−K(i)(x)| = 0.
Proof. In Equations (26) and (27) above, the functions Kn and its derivatives appear as
Riemann sums, which converge uniformly on compact sets, hence the result. 
Moreover, the function Kn and its derivatives uniformly vanish at infinity in the
following sense.
Lemma A.2. Let pn be a sequence of real numbers such that the ratio pn/n converges
to α ∈ (0, 2pi)\piQ and let Q be a positive integer, then for 0 ≤ i ≤ 2
lim
n→+∞ sups,t∈[a,b]
sup
p 6=−q∈N
|p|≤Q,|q|≤Q
∣∣∣K(i)n ((p+ q)pn + (pt+ qs))∣∣∣ = 0.(31)
Proof. From Equations (28) and (29) which give upper bounds on Kn and its derivatives,
it is sufficient to show that sin((p+ q)pn/2n+ (pt+ qs)/2n) is bounded away from zero.
We have
sin
(
(p+ q)pn + (pt+ qs)
2n
)
= sin
(
(p+ q)α
2
+
(p+ q)
2
(pn
n
− α
)
+
(pt+ qs)
2n
)
so that uniformly in |p|, |q| ≤ Q, p 6= −q and s, t ∈ [a, b],
sin
(
(p+ q)pn + (pt+ qs)
2n
)
= sin
(
(p+ q)α
2
+ o(1)
)
.
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Since α ∈ (0, 2pi)\piQ, we have uniformly in |p|, |q| ≤ Q with p 6= −q∣∣∣∣sin((p+ q)α2
)∣∣∣∣ > 0,
hence the result. 
Moreover, if α/pi is a Diophantine number, the last estimate can be quantified in the
following way.
Lemma A.3. Suppose that (α, pn) satisfies condition (?), in other words suppose that
there exists cα > 0 and να ∈]0, 1[ such that for every (p, q) ∈ N× N∗
(32)
∣∣∣∣αpi − pq
∣∣∣∣ ≥ cαq2+να .
and that pn/n converges to α at some polynomial speed, namely
(33) ∃c1, c2 > 0, s.t.
∣∣∣pn
n
− α
∣∣∣ ≤ c1
nc2
.
Then for any 0 < γ < 1/2, there exists a positive constant C such that for 0 ≤ j ≤ 2
(34) sup
s,t∈[a,b]
∑
|p|≤nγ
∣∣∣K(j)n (p(t− s))−K(j) (p(t− s))∣∣∣ ≤ Cnδ , with δ = 1− 2γ.
Moreover, for all γ such that
0 < γ <
1
3 + να
∧ c2
2 + να
there exists C > 0 such that for 0 ≤ j ≤ 2
(35) sup
s,t∈[a,b]
∑
p 6=−q∈N
|p|≤nγ ,|q|≤nγ
∣∣∣K(j)n ((p+ q)pn + (pt+ qs))∣∣∣ ≤ Cnκ , with κ := 1− γ(3 + να).
Proof. Let us focus on the first estimate (34). Given some f ∈ C1([0, 1]), we recall that∣∣∣∣∣ 1n
n∑
k=1
f
(
k
n
)
−
∫ 1
0
f(u)du
∣∣∣∣∣ ≤ ‖f ′‖∞2n .
For 0 ≤ j ≤ 2, applying the latter to f(u) = (iu)jeixu gives the bound∣∣∣K(j)n (x)−K(j)(x)∣∣∣ ≤ (j + |x|)2n .
Fix 0 < γ < 1/2. For |p| ≤ nγ and (t, s) ∈ [a, b]2, the previous bound entails that, for
some C > 0 ∣∣∣K(j)n (p(t− s))−K(j)(p(t− s))∣∣∣ ≤ (j + |p(t− s)|)2n ≤ Cn1−γ .
Finally, making the sum for all |p| ≤ nγ , one gets the estimate (34) with κ = 1 − 2γ.
Let us now focus on the estimate (35). As already noted in the proof of Lemma A.2,
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from Equations (28) and (29), it is here sufficient to lower bound in a polynomial way
the term
An = An(s, t) := n×
∣∣∣∣sin((p+ q)pn + (pt+ qs)2n
)∣∣∣∣ .
By the triangle inequality, we have
An ≥ n
∣∣∣∣sin((p+ q)α2
)∣∣∣∣− n ∣∣∣∣sin((p+ q)2 (pnn − α)+ pt+ qs2n
)∣∣∣∣ .
Due to the concavity of sin on the interval [0, pi2 ] it follows that we have for every x ∈ [0, pi2 ]
that | sin(x)| ≥ 2pi |x|. Similary, for every x ∈ [pi2 , pi] we have | sin(x)| ≥ 2pi |pi − x|. As a
result we obtain, for every x ∈ R that | sin(x)| ≥ 2pidist(x, piZ). Taking this into account,
and the Diophantine property (32) of α/pi, we have then∣∣∣∣sin((p+ q)α2
)∣∣∣∣ ≥ 2pidist
(
(p+ q)α
2
, piZ
)
= (p+ q)dist
(
α
pi
,
2
p+ q
Z
)
≥ (p+ q)× cα
(p+ q)2+να
=
cα
(p+ q)1+να
.
We then have, for all 0 < γ < 1/2 and for every |p|, |q| ≤ nγ and for a constant C that
may change from line to line
n
∣∣∣∣sin((p+ q)α2
)∣∣∣∣ ≥ C × n1−γ(1+να), where 1− γ(1 + να) > 0.
Besides, since pn/n goes to α at polynomial rate c2, for all γ < c2 ∧ 1/2, we also have
uniformly in (s, t) ∈ [a, b]2
n
∣∣∣∣sin((p+ q)2 (pnn − α)+ pt+ qs2n
)∣∣∣∣ ≤ C (n1+γ−c2 + nγ) .
Therefore, for all exponent γ such that 0 < γ < c2 ∧ 1/21− γ(1 + να) > γ
1− γ(1 + να) > 1 + γ − c2
⇐⇒ 0 < γ < 1
2 + να
∧ c2
2 + να
,
as n goes to infinity, we have An ≥ Cn1−γ(1+να) × (1 + o(1)) uniformly in s, t. In
particular, thanks to the estimates (28) and (29), we deduce that∣∣∣K(j)n ((p+ q)pn + (pt+ qs))∣∣∣ = O( 1n1−γ(1+να)
)
.
Making the sum for all |p|, |q| ≤ nγ , we get
sup
s,t∈[a,b]
∑
p 6=−q∈N
|p|≤nγ ,|q|≤nγ
∣∣∣K(j)n ((p+ q)pn + (pt+ qs))∣∣∣ = O( 1n1−γ(3+να)
)
.
As a conclusion, we get that for all 0 < γ < 13+να ∧ c22+να , we have indeed
sup
s,t∈[a,b]
∑
p 6=−q∈N
|p|≤nγ ,|q|≤nγ
∣∣∣K(j)n ((p+ q)pn + (pt+ qs))∣∣∣ = O( 1nκ
)
, with κ = 1− γ(3 + να).
24 JU¨RGEN ANGST AND GUILLAUME POLY,

A.2. Qualitative estimates. Let us first remark that decomposing g and h (or g′ and
h′) as the sums of their positive and negative parts, it is sufficient to treat the case where
g and h (or g′ and h′) are non negative. We first establish the estimate (5). Since g and
h are two continuous 2pi−periodic functions which are piecewise C1, their Fourier series
converge normally and we can write
Cn(s, t)=
∑
p,q∈Z
ĝ(p)ĥ(q)Ap,q,n(s, t),
with
Ap,q,n(s, t) :=
1
n
n∑
k=1
exp
(
ik
n
[p(pn + t) + q(pn + s)]
)
= Kn((p+ q)pn + pt+ qs).
Again, since the Fourier series of g and h converge normally and since |Ap,q,n(s, t)| ≤ 1
uniformly in all its arguments, for any ε > 0, there exist an integer Q = Qε such that
sup
s,t∈[a,b]
∣∣∣∣∣∣∣∣Cn(s, t)−
∑
p,q∈Z
|p|,|q|≤Qε
ĝ(p)ĥ(q)Ap,q,n(s, t)
∣∣∣∣∣∣∣∣ ≤ ε.
By Lemma A.2, uniformly in s, t ∈ [a, b] and p 6= −q such that |p|, |q| ≤ Qε, we have
then
lim
n→+∞Ap,q,n(s, t) = limn→+∞Kn((p+ q)pn + pt+ qs) = 0.
Moreover, by Lemma A.1, uniformly in s, t ∈ [a, b] and |p| ≤ Qε, we have also
lim
n→+∞Ap,−p,n(s, t)= limn→+∞Kn(p(t− s)) = K(p(t− s)).
Therefore, letting n go to infinity, we get indeed
lim sup
n→+∞
sup
s,t∈[a,b]
∣∣∣∣∣∣Cn(s, t)−
∑
p∈Z
ĝ(p)ĥ(−p)K(p(t− s))
∣∣∣∣∣∣ ≤ 2ε.
Let us now concentrate on the estimate (6). By hypothesis, the functions g′ and h′ are
2pi−periodic and piecewise continuous. From the first remark at the beginning of the
proof, we can also suppose without loss of generality that they are non negative. In this
case, for all ε > 0, there exists C∞ non negative functions g′ε± and h′ε± such that
g′ε−(t) ≤ g′(t) ≤ g′ε+(t) ∀t ∈ [a, b], and ||g′ − g′ε±||2 ≤ ε,
h′ε−(t) ≤ h′(t) ≤ h′ε+(t) ∀t ∈ [a, b], and ||h′ − h′ε±||2 ≤ ε.
and we have then
(36) Dε−n (s, t) ≤ Dn(s, t) ≤ Dε+n (s, t),
where
Dε±n (s, t) := :=
1
n
n∑
k=1
k2
n2
g′ε±
(
k(pn + t)
n
)
h′ε±
(
k(pn + s)
n
)
.
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Now, writing the functions g′ε± and h
′
ε± as the sum of their Fourier series, which converge
normally,
g′ε±(t) =
∑
p∈Z
ĝ′
ε±(p)e
ipt, h′ε±(t) =
∑
p∈Z
ĥ′
ε±(p)e
ipt,
we have
Dε±n (s, t)=
∑
p,q∈Z
ĝ′
ε±(p)ĥ
′
ε±(q)Bp,q,n(s, t),
with
Bp,q,n(s, t) :=
1
n
n∑
k=1
k2
n2
exp
(
ik
n
[p(pn + t) + q(pn + s)]
)
= −K ′′n((p+ q)pn + pt+ qs).
As above, since the Fourier series converge normally and since |Bp,q,n(s, t)| ≤ 1 uniformly
in its arguments, there exists a positive integer Qε such that
(37) sup
s,t∈[a,b]
∣∣∣∣∣∣∣∣D
ε±
n (s, t)−
∑
p,q∈Z
|p|,|q|≤Qε
ĝ′
ε±(p)ĥ
′
ε±(q)Bp,q,n(s, t)
∣∣∣∣∣∣∣∣ ≤ ε.
By Lemmas A.1 and A.2, uniformly in s, t ∈ [a, b] and p 6= −q such that |p|, |q| ≤ Qε, we
have then
lim
n→+∞Bp,q,n(s, t) = − limn→+∞K
′′
n((p+ q)pn + pt+ qs) = 0.
lim
n→+∞Bp,−p,n(s, t)= − limn→+∞K
′′
n(p(t− s)) = −K ′′(p(t− s)).
Therefore, letting n go to infinity, we deduce that
(38) lim sup
n→+∞
sup
s,t∈[a,b]
∣∣∣∣∣∣Dε±n (s, t) +
∑
p∈Z
ĝ′
ε±(p)ĥ
′
ε±(−p)K ′′(p(t− s))
∣∣∣∣∣∣ ≤ 2ε.
Now, since K ′′ is bounded, we can upper bound the error term as follows
∆ε :=
∣∣∣∣∣∣
∑
p∈Z
ĝ′
ε±(p)ĥ
′
ε±(−p)K ′′(p(t− s))−
∑
p∈Z
ĝ′(p)ĥ′(−p)K(p(t− s))
∣∣∣∣∣∣
≤
∑
p∈Z
|ĝ′
ε±(p)ĥ
′
ε±(−p)− ĝ′(p)ĥ′(−p)| × |K ′′(p(t− s))|
≤
∑
p∈Z
|ĝ′
ε±(p)ĥ
′
ε±(−p)− ĝ′(p)ĥ′(−p)|
≤
∑
p∈Z
|ĝ′
ε±(p)− ĝ′(p)| × |ĥ′ε±(−p)|+ |ĥ′ε±(−p)− ĥ′(−p)| × |ĝ′(p)|.
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Applying twice the Cauchy-Schwarz inequality and the Parseval identity, one thus gets
∆ε ≤ ||g′ε± − g′||2 × ||h′ε± ||2 + ||h′ε± − h′||2 × ||g′||2
≤ ε (||g′||2 + ||h′||2 + ε).
This last estimate associated to Equations (36) and (38) yields that, for some explicit
constant C > 0, we have
(39) lim sup
n→+∞
sup
s,t∈[a,b]
∣∣∣∣∣∣Dn(s, t) +
∑
p∈Z
ĝ′(p)ĥ′(−p)K ′′(p(t− s))
∣∣∣∣∣∣ ≤ Cε.
Remembering that ĝ′(p) = i× p× ĝ(p), we get
(40) lim sup
n→+∞
sup
s,t∈[a,b]
∣∣∣∣∣∣Dn(s, t) +
∑
p∈Z
ĝ(p)ĥ(−p)p2K ′′(p(t− s))
∣∣∣∣∣∣ ≤ Cε,
hence the estimate (6). The proof of (7) is totally similar and left to the reader.
A.3. Quantitative estimates. Let us finally focus on the quantitative estimate (8).
Recall that the functions g′ and h′ are 2pi−periodic and piecewise continuous, that can
be supposed non negative without loss of generality. For all integer n > 0, there exists
C∞ non negative functions g′n± and h
′
n± such that for some 0 < β < 1 to be determinate
later, we have
g′n−(t) ≤ g′(t) ≤ g′n+(t) ∀t ∈ [a, b], and ||g′ − g′n±||2 ≤ 1nβ ,
h′n−(t) ≤ h′(t) ≤ h′n+(t) ∀t ∈ [a, b], and ||h′ − h′n±||2 ≤ 1nβ .
Note that the jth derivatives of gn± then satisfy the estimates
(41) ||g(j)
n± ||∞ = O
(
nβj
)
, ||g(j)
n± ||2 = O
(
nβj
)
,
and similarly for the derivatives of hn± . As above, we have then
(42) D−n (s, t) ≤ Dn(s, t) ≤ D+n (s, t),
where
D±n (s, t) :=
1
n
n∑
k=1
k2
n2
gn±
(
k(pn + t)
n
)
hn±
(
k(pn + s)
n
)
.
Writing the functions gn± and hn± as the sum of their Fourier series, and introducing
another exponent 0 < γ < 1 to be fixed later, the term D±n (s, t) can then be decomposed
as
D±n (s, t)=
∑
p,q∈Z
ĝn±(p)ĥn±(q)Bp,q,n(s, t) = Pn(s, t) +Qn(s, t) +Rn(s, t),
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with
Pn(s, t) :=
∑
p,q∈Z
|p|,|q|≤nγ
p=−q
ĝn±(p)ĥn±(q)Bp,q,n(s, t)
Qn(s, t) :=
∑
p,q∈Z
|p|,|q|≤nγ
p6=−q
ĝn±(p)ĥn±(q)Bp,q,n(s, t)
Rn(s, t) :=
∑
p,q∈Z
|p|>nγ or |q|>nγ
ĝn±(p)ĥn±(q)Bp,q,n(s, t).
Let us first show that Rn goes to zero at a polynomial rate as n goes to infinity. We can
upper bound the sum by
|Rn(s, t)| ≤
∑
p∈Z
|q|>nγ
|ĝn±(p)ĥn±(q)|+
∑
q∈Z
|p|>nγ
|ĝn±(p)ĥn±(q)|+
∑
|p|,|q|>nγ
|ĝn±(p)ĥn±(q)|
=: R1n +R
2
n +R
3
n.
We have then
R1n =
∑
p∈Z
|ĝn±(p)|
∑
|q|>nγ
|ĥn±(q)|.
On the one hand, writing for p 6= 0
|ĝn±(p)| =
|ĝ′
n±(p)|
|p| ≤
1
2
(
|ĝ′
n±(p)|2 +
1
p2
)
,
we get by Parseval identity and the estimates (41)∑
p∈Z
|ĝn±(p)| =
1
2
∑
p∈Z
|ĝ′
n±(p)|2 +O(1) =
1
2
||g′n± ||22 +O(1) = O(n2β) +O(1).
On the other hand, for j large enough, writing
|ĥ
n±(p)| =
|ĥ(j)
n±(p)|
|p|j ≤
O(nβj)
|p|j ,
using again the estimate (41), we get∑
|q|>nγ
|ĥn±(q)| ≤ O(nβjn−γ(j−1)),
so that R1n = O(n
β(j+2)−γ(j−1)) and similarly for R2n by symmetry. The last term R3n
can be treated in the same manner to get
R3n = O(n
2βj−2γ(j−1)).
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Therefore, as soon as β < γ, for j large enough, we get that Rn(s, t) goes to zero at a
polynomial rate in n, uniformly in s, t ∈ [a, b]. We now concentrate on the term Qn(s, t).
We have
|Qn(s, t)| ≤ ||gn± ||∞||hn± ||∞
4pi2
∑
p,q∈Z
|p|,|q|≤nγ
p6=−q
|K ′′n((p+ q)pn + pt+ qs)|.
Chossing γ small enough, by the estimate (35) of Lemma A.3, we get that there exists
κ > 0 such that
sup
s,t∈[a,b]
|Qn(s, t)| = O(n−κ).
We are thus left with the term Pn(s, t), which can be rewritten as
Pn(s, t) = −
∑
|p|≤nγ
ĝn±(p)ĥn±(−p)K ′′n(p(t− s)).
Let us define
Un(s, t) := −
∑
|p|≤nγ
ĝn±(p)ĥn±(−p)K ′′(p(t− s)),
Vn(s, t) := −
∑
p∈Z
ĝn±(p)ĥn±(−p)K ′′(p(t− s)),
W (s, t) : −
∑
p∈Z
ĝ(p)ĥ(−p)K ′′(p(t− s)).
We have
|Pn(s, t)− Un(s, t)| ≤ ||gn± ||∞||hn± ||∞
∑
|p|≤nγ
|K ′′n(p(t− s))−K ′′(p(t− s))|
so that, again choosing γ small enough, by the estimate (34) of Lemma A.3, we get
sup
s,t∈[a,b]
|Pn(s, t)− Un(s, t)| = O(n−κ).
Next, with the same reasoning as above, we have for all positive integer j
sup
s,t∈[a,b]
|Un(s, t)− Vn(s, t)| ≤
∑
|p|>nγ
|ĝn±(p)ĥn±(−p)| = O
(
n2βj−γ(2j−1)
)
.
Finally, using Cauchy–Schwarz inequality and Parseval identity, we have
sup
s,t∈[a,b]
|Vn(s, t)−W (s, t)| = O (||gn± − g||2||hn± ||2 + ||hn± − h||2||g||2) = O(n−β).
As a conclusion, choosing first γ > 0 small enough so that the conclusion of Lemma A.3
holds, and then choosing 0 < β < γ accordingly, we have the desired estimate.
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