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CHAPTER 1: INTRODUCTION

1.1 What is inertial navigation?
Inertial Navigation (IN) is the type of navigation that uses accelerometers and a
computer to calculate via dead reckoning one’s position. IN is fundamentally achieved by the
double integration of acceleration and correcting for gravitational fields in the computations
along with other considerations such as coriolis acceleration. Currently IN is used for navigation
in astronautics, aeronautics, marine and land, but the technology goes beyond navigation,
Inertial Measurement Units or IMUs are also used in the field of kinesiology to analyze athlete
dynamics as well as deep sea drilling. Compared to other navigation systems a key benefit
offered by IN is that it does not require of an external source of reference once it is initiated
therefore making it immune to jamming and making it an ideal backup to GPS.
The work of this thesis is focused in navigation in the vicinity of the earth or terrestrial
navigation. Therefore the rest of this thesis focuses in this type of navigation. To attain
terrestrial inertial navigation one must first know the initial state of the vehicle, that is, the
initial position, initial velocity, and initial orientation. The Inertial Measurement Unit (IMU)
measures the acceleration the vehicle “feels” and since accelerometers are proof mass they
cannot distinguish gravity form a true acceleration, therefore it is extremely important to know
the gravitational vector in order to subtract it from the measurements to accurately compute
the vehicle’s next position. After the accelerometer outputs are corrected to account for
1

gravity, these corrected measurements are integrated twice to get position, hence successfully
navigating near a gravitational field. Now, there is an important step that was omitted since
there are currently two methods of IN of knowing how the accelerometer triad is oriented. The
two methods are: the stable platform and the Strapdown Inertial Navigation System or SINS.
They both have different means of keeping track of the accelerometers orientations.

1.2 How is orientation kept?
1.2.1 Stable Platform
The stable platform uses mechanical gyroscopes to stabilize a platform that is gimbaled
or suspended in fluid. Gyroscopes are arranged in such way that the platform maintains an
orientation; the principle of rigidity in space of a rotating object is what makes this possible. A
triad of accelerometers arranged in an orthogonal (or as close to orthogonal as mechanically
possible) feed the navigation computer with information about the vehicle’s movements (1).
These types of inertial navigation systems are more accurate than their counterpart Strapdown
systems; however, because of their mechanical nature they are usually massive and therefore
not used in weight sensitive applications like aviation (2). Also since they require tight
tolerances in their fabrication they are expensive to build and have wear that an electronic solid
state system like a SINS does not have. Stable platform systems are mostly used in naval vessels
particularly submarines.

2

Figure 1: Configuration of a Stable Platform gimbaled INS

Figure 1 was taken without consent from GEC Review, Vol. 13, No. 3, 1998 (3). It shows
a simplified sketch of a stable platform INS. The pitch, roll and yaw motors shown are motors
used to torque the platform to keep the accelerometers oriented to the true north and in such
way that the “tilt” of the platform maintains itself aligned to the local horizon. To correctly
torque the platform it is necessary to precisely account for the earth’s rotation and the vehicle’s
position in the earth and the precise knowledge of mechanical properties of the platform like
moment of inertia, mass, etc. It is important to note that stable platform systems do not
require a high sampling rate of the accelerometers. Usually a sampling rate of 50‐ 60Hz is
enough for a stable platform to function, where as a Strapdown IMU usually has a 2000Hz
sampling rate. A more detailed description of a stable platform system can be found in Averil B.
Chatfield’s book Fundamentals of High Accuracy Inertial Navigation (4).
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1.2.2 Strapdown Inertial Navigation

An alternative to the massive and expensive stable platform is the Strapdown Inertial
Navigation System. This lightweight system uses solid state sensors that are “strapped” to the
vehicle. Since the accelerometers change their orientation and are not “rigid” in space like the
stable platform, 3 more sensors called gyros are needed to keep track of the accelerometer’s
orientation. Gyros in SINS are angular rate sensors that measure the angular velocity of vehicle.
Because the computer of a SINS needs to compute the accelerometer triad orientation it needs
a higher sampling rate to get good accuracy. Strapdown systems are commonly used in
commercial and tactical applications like aircraft and missiles; however they are not used in
applications that require outstanding accuracy like submarines.
Both gyros and accelerometers are physically mounted together, which makes it
possible for a SINS to track of the accelerometer’s orientation by constantly integrating the
gyros angular velocity output. Like the stable platform, there is a need to keep track of the local
horizon and the azimuth (north orientation). The way a SINS does this is by creating a virtual
local level frame. This local level frame is also called the artificial horizon.
Sources of errors on an IMU come from the sensors, the solution algorithm and
incorrect knowledge of gravity. When errors are introduced to the navigation equations, they
are carried on over time. It is said that inertial navigation suffers from cumulative error or drift.
High quality sensors, yield better accuracy in an INS, however high quality sensors have a price
tag penalty. There is interest to produce low cost INS with off the shelf sensors that can still
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produce an accurate INS. Understanding the sources of errors is vital to the improvement of
Inertial Navigation. This next section touches on the errors commonly seen in IMUs.

1.3 Sensor Errors
Advances in MEMS technology have made today’s sensors much more precise and
accurate than in the past (2), nevertheless, errors are still present. Errors come from
misalignment,

incorrect

initialization,

non‐orthogonality

of

the

sensor

triad,

etc.

Accelerometers and gyroscopes have their inherent sources of errors. This section focuses on
sensor errors both in accelerometers and gyroscopes. Although this section presents many
error sources, the work on this thesis will only focus on sensor fixed bias and scale factors. It is
important to mention that both gyroscope and accelerometers have noise. The noise is often
given as a standard deviation of the measurement. The definitions in this section were taken
from Chapter 1 of Titterton’s Strapdown Inertial Navigation Book (2)
1.3.1 Gyroscope Errors

Fixed Bias: (Expressed in ˚/h)
This error refers to the output generated by a sensor in the absence of a stimulus or
input. This error is also referred as the null. If the sensor output is modeled as a straight line
equation y=A+Bx, where “y” is the sensor output and “x” is the physical stimulus or input. Fixed
bias is analogous to the y intercept “A” and the scale factor would be the slope “B”.
Scale Factor: (Expressed as a percentage)
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The scale factor is analogous to the slope of a line. Scale factors may be expressed by
ratios or percentages. Not all sensors have a linear scale factor, in this case the sensor
manufacturer publishes the sensor non‐linearity. The non‐linearity refers to the systematic
deviations from the least‐squares straight line and it is usually expressed in parts per million
(PPM).
Acceleration dependent Bias: (Expressed in ˚/h /g)
These are biases proportional to the magnitude of the applied acceleration. Generally
these errors occur when acceleration in the gyroscope’s sensitive axis is present or orthogonal
to the sensitive axes. In the case of a steady acceleration, these biases are fixed.
Ansioelastic Bias: (Expressed in ˚/h /g2)
These are biases proportional to the product of the acceleration along the orthogonal
pairs of axes.
Ansioinertia Errors: (Expressed in ˚/h /(rad/s)2)
These errors introduce biases due to uneven moments of inertia about the gyro’s
different axis. They are present in rotating gyros. The biases are proportional to the angular
rates about pairs of orthogonal axes.

6

1.3.2 Accelerometer Errors

Fixed Bias: (Expressed in “g”)
Much like gyro errors, accelerometer errors are an erroneous output from the sensor,
where the output value is offset from the true value.
Scale Factor: (Expressed as a percentage)
Just like the scale factor errors of the gyroscope but for accelerometers.
Cross‐coupling errors:
Accelerometers ideally are only perceive acceleration on the sensitive axis. Cross‐
Coupling errors refer to an erroneous output generated by an acceleration applied normal to
the sensor’s sensitive axis. These types of errors are often expressed as a percentage of the
applied acceleration.
Temperature Dependency:
Accelerometer errors are also temperature dependent. It is well known that biases,
scales and noise change with varying temperature. Many manufacturers build SINS that are
temperature compensated, like MicroStrain®’s Inertia‐Link®. The manufacturers do a factory
calibration to compensate for temperature (5).
This completes the sensor errors. There is however another source of error for inertial
navigation. This source is incorrect knowledge of the IMUs orientation, position and velocity,
also called initiation errors which are explained in this next section.
7

1.4 Initiation errors
In addition to sensor errors, there are also initiation errors, since it is necessary to
initiate the navigation computer with the vehicle’s current position, velocity and orientation
this is another place where errors are introduced. Errors in initiation parameters compromise
the INS accuracy. The propagation of initialization errors can be seen Table 2 in section 1.8 of
the thesis. The INS user must know where the vehicle is, what is the vehicle’s velocity vector is
and how is the IMU oriented with respect to the local reference frame at the time of initiation
to enable navigation. More on the effects of erroneous position, velocity and acceleration can
be found in chapter 12 of D.H. Titterton, Strapdown Inertial Navigation Technology second
edition 2004.

1.5 Solving the Navigation Equations
To understand navigation equations one must first know the basic terminology for
terrestrial navigation. Since the earth is similar to a sphere it is customary to use longitude and
latitude as a way to describe a position in the earth. Figure 2 was taken without permission
from Satellite Signals website (6). Longitude lines lie on the earth and cross the north and south
poles. The Greenwich meridian is the longitude line that crosses Greenwich England it is the 0˚
meridian. To the left of Greenwich is the western hemisphere and to the right is the eastern
hemisphere. Latitude lines are horizontal and they describe how north or south a location is.
One’s latitude is zero when located at the equator, as a vehicle moves north, it’s latitude is
positive until reaching 90˚ which at that point the vehicle is located at the north pole. And
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similarly if a vehicle is positioned at the south pole the vehicle’s latitude is ‐90˚. More on
coordinate systems and orientation can be found in Moritz and Mueller (7).

Figure 2: Latitude and longitude lines in the earth

1.6 Inertial Navigation Reference Frames
Since the sensors used in IN measure acceleration and rotation, It is necessary to
establish an inertial reference frame that is significant to the type of navigation. Suppose there
is an ideal INS that is error free and it is intended for a space trip to Jupiter which would take
years. It would be necessary to consider the movement of the planets around the sun, the
gravitational fields of nearby planets, and other considerations for this navigation to be
possible. Focusing on selecting a significant reference frame for this type of trip, the sun would
offer a good inertial reference frame since the movement of the sun relative to the planets is
practically null and could be assumed to be fixed in space. In the case of navigation in the
vicinity of the earth i.e. a ship, land vehicle, plane or possibly a satellite, the inertial reference
frame is positioned at the center of the earth’s mass, and it does not rotate. This reference
frame is usually called i‐frame or inertial reference frame.
9

For terrestrial navigation to become achievable, one must also consider the rotation of
the earth which presents a possibility to introduce a useful reference frame that rotates with
the earth. This frame would easily allow a navigator to know its position on the rotating mass
by referencing to this rotating navigation frame. There are some other helpful reference frames
that make the navigation calculations organized and easy to follow. The following is a summary
of the reference frames that are customarily used in Inertial Navigation close to the earth.
Inertial Frame (i‐frame):
Its origin is at the center of mass of the earth with non rotating axis, with the Zi axes
coincident with the earth’s polar axis. This reference frame is also called Earth‐Centered‐inertial
(ECI).
Earth Fixed Frame (e‐frame):
Its origin is at the center of mass of the earth and coincides with the inertial frame. Its Ze
axis is coincident with the earth’s polar axis, the Xe axis lies along the equatorial plane and the
Greenwich Meridian. The Earth frame rotates with respect to the inertial frame at a rate of Ω
about the Ze axis. This frame is also called Earth‐Centered‐Earth‐Fixed (ECEF).
Navigation Frame (n‐frame):
It is a local geographic frame which origin is vehicle centered. Its axis is aligned with the
north, east and local vertical (geodetic down). This reference frame is also known as NED for
North, East, Down or also Local geodetic frame since the vertical follows the local geodetic
vertical which is normal to the earth’s oblate spheroid surface. The turn rate of this navigation
10

frame is governed by the motion of the frame with respect to the earth fixed frame, ωen, this
motion with respect to the earth is also known as transport rate.
Wander Azimuth Frame (w‐frame):
This reference frame is used to avoid singularities that occur at the earth poles when
using the n‐frame. Much like the local navigation frame, its “tilt” is the same; however it is
rotated thru the wander angle about its local vertical. This frame is not used in this thesis but it
is shown for completeness.
Body Frame (b‐frame):
This axis is aligned with the roll, pitch and yaw axes of the vehicle and shares the same
origin as the navigation frame.
The reference frames are graphically shown in Figure 3 which was taken without author
consent (8).
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Figure 3: Reference Frames of Inertial Navigation (8)

1.7 Navigation Equations
According to Titterton’s Strapdown Inertial Navigation Technology book (2) the
following equations are used for navigation in the vicinity of the earth. For terrestrial
navigation, the navigation equation could be expressed as follows:
1. 1

where

represents the velocity with respect to the earth in the n‐frame using the North East

Down (NED) convention

1. 2

fn is the force vector measured by the INS resolved into the local navigation frame.

1. 3
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The turn rate of the earth is represented by

which is aligned with the local geographic

frame
–

1. 4

is the turn rate of the local geographic frame (or transport rate) with respect to the earth
fixed frame. Where

is the rate of change in Latitude, is the rate of change in Longitude, L is

the longitude at that instant and Ω is the angular rate of turn of the earth.

1. 5

/

can also be written using

/

and

1. 6

Where

and

respectively and

are the meridian radius of curvature and transverse radius of curvature
is the height above the surface of the earth.

is the local gravity vector

that includes the effect of the centripetal acceleration caused by the rotation of the earth.

1. 7

can be written as equation 1.8 if the local reference frame is aligned with the geodetic down
(9) (2).
.

.

.

/

/

is the mean radius of curvature and it is equal to
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/

1. 8

.

The shape of the earth is modeled as the WGS‐84 which is a standard that is widely
accepted as the shape of the earth. This reference spheroid defines the nominal sea level and is
used for raw altitude data. The model was defined by the Department of Defense World
Geodetic Systems (10). Details of physical observations and elements form physical geodesy can
be found in Heiskanen and Moritz (11)

/

1. 9 and 1. 10

/

Table 1: WGS‐84 Model

Variable

Value

Parametric
Length of Semi‐major Axis
Length of semi minor axis
Flattening of ellipsoid
Major Eccentricity of ellipsoid

R
r=R(1‐f)
f=(R‐r)/R
E=(f(2‐f))1/2

=6378137.0 m
=6356752.3142 m
=1/298.257223563
=0.0818191908426

Earth’s Rate

Ω

=7.292115 x 10‐5rad/s
(15.041067˚/h)

This concludes the derivation of the equations used in inertial navigation near the earth.
The navigation computer uses these equations to compute the vehicle’s position taking
measurements form the sensors, correcting them to account gravity, coriolis, and the earth’s
rotation, and then computing the vehicles movements.
After understanding the navigation equations and the sources of errors, one must ask;
how does the error propagate in IN? This following section describes how error propagates.
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1.8 Prop
pagation of
o Error in a Two Dim
mensional Strapdown Navigatiion System
m

This section refers
r
to errror propagattion, and is included
i
in this
t thesis fo
or completeeness.
The erro
or equationss used in the thesis aree different than
t
these since
s
these equations make
m
simplificaations such as ignoringg error prod
ducts. The derivation
d
off error equaations preseented
here wass taken from
m chapter 12
1 from Tittterton’s Straapdown Ineertial Navigaation Techno
ology
book (2). A two dim
mensional mo
odel of erro
or is first analyzed, to show the efffects of erro
ors in
navigatio
on. Figure 4 shows a tw
wo‐dimensional referencce frame. Th
he equationss are formulated
from a ro
otating eartth model at a fixed posiition in the equator and
d the local navigation
n
a is
axis
aligned with
w the eastt (x) and the vertical (z).

Figu
ure 4: Two dimensional Error Re
eference frame
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First let’s consider the navigation error equations of a non rotating reference frame,

1. 11
1. 12
1. 13

,
Where

and

,

,

1. 14

are the accelerations in the x and z axes respectively,

and

biases and theta is angle between the reference frame and the body frame.
gyroscope bias,

are the
Is the

is an alignment error assumed to be small. Since Sin(δθ)≈δθ, given that δθ is

a small angle in radians, the terms

and

come from misalignment errors. A bias in

any of the two axes introduces an error in the other axes in the form of a cosine or sine of the
true angle θ. Then a position error grows as a function of t2/2 from the double integration
needed to compute position.

Since gyroscopes output the angular rate of change, the

gyroscope error grows as a function of t3/6 from the extra integration needed to compute the
angular body attitude.
Table 2 summarizes the position error propagation of the two‐dimensional strap down
system by the double integration.
A more complex model of a two axis would incorporate a coriolis component of error. If
the east bias where to be a north bias, a coriolis component of the error would be present in
the east axis. However in the case of east bias in the equator, this coriolis component is not
present.
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Table 2: Error Propagation of a two dimensional Strapdown System

Error Source

Position Error
x‐axis

Initial position error

Position Error
z‐axis
‐

‐
Initial Velocity Error

‐
‐

Initial Attitude error
2

Accelerometer biases

2
2
2

‐
2

Gyroscope Bias
6

6

To further understand the propagation of error, a Schuler tuned system must be
understood. The propagation of error in an inertial navigation system is partly governed by the
Schuler frequency which is an inherent byproduct of the navigation equations.
1.8.1 Schuler Frequency

Named after Professor Max Schuler, this frequency is produced from a simple harmonic
motion of a pendulum which period of oscillation comes from a pendulum whose length is
equal to the earth radius (R0). The Schuler period can be derived from the following pendulum
equation:

.

1. 15

The usefulness of the Schuler pendulum in navigation comes from the observation that
an INS that is tuned to a Schuler frequency, always indicates the vertical, given that it is initially
17

aligned to it. To understand this phenomena another way, lets hypothetically visualize a
pendulum that goes from the surface of the earth to the center of the earth. Where the
pendulum mass is at the center of the earth and this mass is connected with a string to a
vehicle that lies in the surface of the earth. If there is no oscillation of the mass, the string
points the direction of the local vertical which is normal to the local horizontal plane. The string
will continue pointing to the local vertical independently of the vehicle’s movements. However,
this only holds true if there is no initial misalignment. Any initial misalignment would create an
oscillation in the vertical reference (in this case the string’s direction), and this oscillation will
have a period of approximately 84.4 minutes which is the Schuler period (2).

Vehicle
R0

Mass

Figure 5: Schuler Pendulum

It is important to note that the Schuler period of 84.4 minutes is observed near the
surface of the earth. This frequency would be different for lunar or extraterrestrial navigation
near a gravitational field given that it depends on the strength of the local gravity and the
distance between the vehicle, and the center of such field.
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The propagation of position error in a single axis system is summarized by the following
table (2):
Table 3: Propagation of error in a single axis

Error Source
Initial position Error

Position error
sin

Initial Velocity Error
Initial Attitude Error
Fixed Acceleration Bias
Fixed Angular Rate Bias

1
1 cos
sin

1.9 Derivation of error equations for a three dimensional system
Attitude errors:
The approximate orientation of the SINS is expressed in the following form,

1. 16

Where

is the estimated attitude,

is the true attitude and B is a rotation matrix. B=[I‐Ψ], I

is a 3X3 Identity matrix and,

1. 17

and

Represent tilt errors, and

represents heading or azimuth error. By substituting

B=[I‐Ψ],and rearranging the terms we get:

1. 18
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Then differentiating this equation we get:

1. 19

Introducing an absolute body rate

and a navigation frame rate

in accordance with,

1. 20

The time differential of the estimated matrix

is:

1. 21

Substituting for

and

we get:

1. 22

Substituting

into 1.22 we get:

1. 23

Writing Ω

Ω

Ω and Ω

Ω

Ω and ignoring the product terms,

1. 24

Velocity and Position Errors:

The velocity equation is written:

1. 25

The estimated quantities can be written like this:

1. 26

20

Subtracting one from the other

we get:

1. 27

Substituting

and writing

,

,

and

, expanding and ignoring error products one gets:

1. 28

riting

and rearranging, we get:

1. 29

Finally position errors can be expressed as follows:
1. 30

Combining equations 1.24, 1.29, and 1.30 the state space form may be written as follows:
1. 31

Where
1. 32
1. 33

1. 34

21

1. 35

Where:

0
11

0

Ω
0

Ω

13

0

0

0

0

0

12

Ω

Ω
Ω

0

0

0

0

0
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0

0
2 Ω
22

2Ω

2Ω
2 Ω

0

2Ω
23

0
0

2Ω

0

2Ω

31

0 0 0
0 0 0
0 0 0

32

0
0

0

0

0

0
1

0

0

0

0
0

33

22

0

0

CHAPTER 2: PROBLEM STATEMENT

All Inertial navigation systems need to be calibrated and aligned prior to their use for
navigation. It is said that an IMU is aligned once the position and spatial orientation are known.
The objective of calibration is to determine the sensor’s error parameters such as fixed bias,
scale factor, etc. This is achieved by placing the IMU in a benign environment or in such a way
that the measurements that the sensors should be reading are well known and therefore
sensor errors become apparent. One method that is commonly used is the stationary
calibration which the IMU’s outputs are analyzed through a series of rotations. However, this
method is acceptable in a laboratory environment but in the field this method becomes
cumbersome since it would require the vehicle to do these rotations as well. A thorough
explanation of this method is presented in Chapter 5 of Averil B Chatfield’s book Fundamentals
of High Accuracy Inertial Navigation (4).
Having a well calibrated and aligned IMU is paramount to its performance; therefore
special attention is given to this. As previously mentioned, sensor errors such as fixed bias and
scale factor are temperature dependant; consequently a calibration may become obsolete once
the vehicle climbs to a higher elevation at which temperatures are lower. Sensor’s error
parameters may also change with shock like a rough landing or in a combat scenario where an
explosion knocks the sensors out of alignment. Loosing calibration and alignment can happen
simply by losing power to the IMU. All scenarios mentioned would require the IMU to be re‐
calibrated and re‐aligned. It would be ideal to be able to re‐calibrate the system “on the fly”
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without the need to set the vehicle still. The objective of this thesis is to see whether it’s
possible to find error parameters that would minimize the error therefore increasing accuracy
with an optimization approach. Furthermore, how accurate can they be computed and how
much data must be collected to enable an acceptable degree of accuracy.
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CHAPTER 3: PREVIOUS RESEARCH

There are reasons to improve accuracy and dependability of inertial navigation systems.
As previously mentioned INS are not susceptible to jamming which makes them an ideal backup
for an already proven GPS. However the accuracy of INS deteriorates post initiation, this error
particularity makes an INS to be reliable for certain amount of time. A proper IMU alignment
and calibration extends the time an INS is within its acceptable accuracy. To enable one to
calibrate sensors while the vehicle is in movement, there must be a reference to compare the
INS computed positions and velocities, like GPS or LORAN‐C. Investigation is being done in this
field to improve INS accuracy. The research can be divided into two fields, the stationary and
the moving vehicle.
Previous Research with a stationary SINS
1996
IEEE published a manuscript that proposes a fast alignment method for initial IMU
alignment. The foundation of the method proposed is based on Kalman filtering, which takes
into account sensor noise. This alignment method takes into account two stages, the coarse
and precise alignment. The coarse alignment is achieved by observation of the gravity vector
and the measurement of the earth’s rotation, then later in the precise alignment minuscule
misalignment angles between the reference frame and the true frame are computed by
processing the output of the sensors through the modified Bar‐Itzhack and Berman’s INS error
model (12). As a result, this method reduces the time of alignment from 300 seconds to about
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50 seconds. However, this research is focused in finding the SINS alignment only which differs
from the purpose of this thesis which not only limits to obtain the orientation but also the error
parameters.
2006
Isaac Skog published a paper for the XVII IMEKO World Congress in 2006 (13). His
approach for calibration is to hand place the IMU in 18 different positions to enable
observability of sensor errors. This is a stationary approach that utilizes non‐precise rotations.
His methodology is based on the fact that building a precise rotation platform would exceed the
IMU price and therefore making it undesirable to invest in such an expensive platform. His
results show that the proposed approach produces a mean square error of the parameters to
increase up to 8 decibels rather than the Cramer‐Rao bound mechanical platform approach.
Although his method is not precise it may be acceptable for low cost applications that do not
require high accuracy.
2008
Fei Yu, Yueyang Ben, Quian Li and Wei Gao worked on alignment of a SINS with two IMU
positions (14). They used Kalman filtering to estimate the misalignments and gyro drifts. Their
method of alignment consists of four steps; first the IMU is placed on the first position and the
Kalman filter is used to estimate the gyro drifts. Second, the IMU is rotated about the yaw axis.
Third, the Kalman filters work on the second position and finally on the fourth step they find
enough information about the IMU to get an accurate attitude of the IMU.
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Previous Research with a non‐stationary Vehicle
2008
From IEEE international Conference of Information and Automation, Changshan Zhao
wrote a journal for “On‐the‐move Alignment for Strapdown Inertial Navigation System” (15).
The author simulated an alignment method for a SINS mounted on a land vehicle. The
algorithm bases the alignment process on a Kalman filter that gets feedback from the vehicle’s
odometer. The author is able to get all three attitude angles with his method. The author
implements a prototype alignment Kalman filter. In his results he obtained the following: The
roll and pitch angles converge quickly while the heading or azimuth angle converges slowly. Roll
and pitch errors converge to about 0.5 arc seconds while the heading angle converges to 1.5 arc
seconds. These angle errors get reduced when the vehicle changes direction and the error
converges to 0.1 and 1 arc second respectively. Moreover, the author is able to calibrate the
odometer scale factor.
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CHAPTER 4: METHODOLOGY

As seen in the previous section there have been successful attempts to find the
alignment of an IMU. However the methods used are focused on alignment only and by the use
of a Kalman filter to improve accuracy. The method proposed in this thesis uses an optimization
algorithm that utilizes Sequential Quadratic Programming, a Quasi‐Newton and line‐finding
technique to minimize an error equation by finding the error parameters of the IMU. The
simulations are done in Matlab® with packaged Strapdown Inertial navigation simulation
software developed by GPSoft®.

Figure 6 Proposed methodology flowchart

4.1 About GPSoft® software
The Inertial Navigation System Toolbox 3.0 for Matlab® allows the user to simulate the
performance of a SINS both in a stationary or moving scenario in which the user is capable of
incorporating sensor errors, noise in sensors, misalignment errors, initialization errors, etc. The
software is also flexible in that it allows the user to define the earth’s shape from a spherical
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earth and a more accurate shape, the WGS‐84, and also lets one chose the azimuth
mechanization of the local level reference frame (more on azimuth mechanization can be found
in Brockstein, A. and J. Kouba, "Derivation of Free Inertial, General Wander Azimuth
Mechanization Equations). The software has its limitations in the code, as any numerical
algorithm it has inherent numerical errors that are the byproduct of numerical integration.
Nevertheless the errors are small as a built in simulation shows. Figure 7 is a three dimensional
plot of a flight path generated with GPSoft®. Figure 8 shows the errors that the simulation
generates while performing this path on a flat, non‐rotating earth that covers about 10 km in a
period of less than 10 minutes. The numerical errors are in the order of millimeters which is
acceptable for the simulations that this thesis covers.

Figure 7: Flight path profile generated with GPSoft
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Figure 8: GPSoft® simulation position errors due to Simulation limitations

4.2 Error formulation
As previously seen in the thesis introduction, defining error in inertial navigation can
become quite math intensive. The equations are lengthy and the derivations make assumptions
and simplifications to make the equations more manageable. These simplified equations can be
used to understand the behavior of the INS, however using them to find sensor bias, or any
other error parameter would lead to solutions with built in assumptions and simplifications,
hence the solution would be only an approximation at most. Therefore, the error equations in
this thesis were then formulated using simulations with error free sensors and then comparing
them with a simulated IMU with errors to formulate an error equation that would not take
simplifications.
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The sensor outputs are modeled in Matlab as follows:

4. 1

Where

, ,

are the true accelerations.

, ,
, ,
, ,
And the gyro outputs are modeled as follows,

, ,
and

are the accelerometer biases,
, ,
is a standard deviation noise.

4. 2

Where

,

,

,

are the true rates of turn.

,
, ,
standard deviation noise.

,

,

,

,

are the gyro biases,
and
, ,
is a

Gyro outputs are different from accelerometer outputs in that gyroscopes output rate
of turn. Therefore the gyroscope output needs to be integrated over time to get change in
rotation. There are some gyros that have built in integrating software; these gyros are called
RIG gyros for Rate Integrating Gyros. Going back to how gyro outputs are simulated they are
similar to the errors in accelerometers. The error terms get added up in their respective
channel. The sensor errors contain a component of noise. Noise is shown for completeness;
however, it was not used in this thesis. The objective equations to minimize are presented next.
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The error equations were formulated as follows:
∑

4. 3

∑

4. 4

∑

4. 5

∑

4. 6
∑
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∑

4. 8
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∑
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∑
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,

,

,

,

4. 11

,

,
,

navigation computer outputs at time , and
, and

,

, and
,

,

are the error free
,

,

,

,

are the navigation computer outputs with error at time . Note that the

error equations use as the “correct value” the computer simulation output, not the “true path”,
since it would not be correct to use the “true path” as the correct value to formulate error. In
other words, because the simulation has numerical errors even with an error free simulated
IMU, the baseline or reference values for the error equations should be the output of the
navigation computer in an “error free” environment. Figure 9 shows a simulation of a flight
from the equator to the 50˚ latitude at a level flight at 1000m above sea level, traveling at 120
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knots/ hr in a WGS‐84 rotating earth. As it can be seen the computed latitude tracks along the
“true path” where as the longitude shows that the computed deviates approximately 0.06
degrees in a 25 hr simulation from the true path.

Computed path

True path

Figure 9: SINS simulation with no sensor errors or misalignments

4.3 The objective function

To optimize the performance of a SINS one must define an objective or a goal. The goal
of this thesis is to see what error parameters can be identified, how precisely can they be
computed and how much data needs to be obtained to find the parameters. To achieve these
goals an objective function must be defined. One can select a single objective function or multi
objective functions. A single objective function can be defined by combining all the errors
parameters into a single function as equation 4.12 and the objective would be to minimize this
function by finding the correct parameters. Equation 4.12 defines an error of the square root of
the summation of position errors in the east, north and up directions. Where
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,

, and

are

the correct positions at time

and

,

, and

are the erroneous calculated positions at time

.
∑

4. 12

The problem of a single objective approach is that it combines all the effects of error
sources into one single number, which makes it hard to quickly discern the parameter errors
that the algorithm is solving for. For example, in a stationary SINS that is aligned with the East‐
north‐Up (ENU) local level frame, the error propagation of a north accelerometer bias would be
seen as if the vehicle was moving in the north‐south direction, where as an accelerometer bias
in the east direction would manifest itself in the position computations as a east‐west
movement of the vehicle. However, due to cross‐coupling, errors in the north axis manifest as
erroneous motion in the east axis just like errors in the east axis manifest as erroneous motion
in the north axis but in a smaller scale (this effect can be seen in Figure 10). Nevertheless,
sensor errors are not initially as observable in an adjacent axis as the axis they are aligned to.

Figure 10: Simulation of a stationary vehicle with a north bias of 0.0001g
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Figure 10 shows a 4 hour simulation of a stationary vehicle in the 45˚ latitude line
with a north bias of 0.0001g. Initially the latitude error, shown in blue, is bigger in the longitude
error; however a north bias error will manifest itself in the east component of navigation (or
longitude) due to cross‐coupling effects of the equations. If enough data is gathered and the
error equation is written as a single objective function, error sources may become observable;
the problem is that it might require a long time to gather enough data to make these error
sources distinguishable.
A multi‐objective optimization takes more than one objective function, this approach
can be used in problems that have competing objectives like supply and demand and also
problems that do not. In the cases where there are competing functions, there is no unique
solution, although there is a concept of non‐inferiority (16) which gives “weight” to the
objectives to come up with an optimized solution. On the other hand, when there non‐
competing solutions, the “weight” given to the functions is spread out evenly, in other words,
all functions have the same weight or importance. The method adopted in this thesis is the
multi‐objective method.

4.4 Optimization algorithm
The optimization method adopted in this thesis was a multi‐objective algorithm called
goal attainment; a method that was developed by Gembicki (17). Matlab’s® optimization
toolbox contains the function “fgoalattain” that utilizes the multi objective algorithm proposed
by Gembicki and incorporates the Sequential Quadratic Programming (SQP) method for solving
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non‐linear equations. This method was adopted to find the error sources in a noise free
scenario.
The SQP consists of three main stages which are: updating the Hessian Matrix of
the Lagrangian function, quadratic programming problem solution, and line search and merit
function. SQP outperforms other optimization methods in terms of efficiency and accuracy over
large numbers of problems (18). Moreover it enables one to set upper and lower bounds for
the search of unknowns which narrows the search field.
4.4.1 Updating the Hessian matrix

The Hessian Matrix or second derivative matrix is approximated at each major iteration
with the Broyden (19)‐Fletcher (20)‐Goldfarb (21)‐ Shanno (22) (BFGS) method using the
following equation.

4. 13

Where
4. 14

∑

∑

·

·

4. 15

4.4.2 Quadratic programming solution
The method Matlab® uses is an active set strategy that involves two phases. First is the
calculation of a reasonable point, the second involves generating an iterative process of
reasonable points that converge to the solution. Explaining the details of this algorithm are
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beyond the scope of this thesis and a full description can be found in the Matlab® optimization
toolbox. Also a similar method is described in Gill et al. (23).
4.4.3 Line search and merit function
The solution of the quadratic programming produces a vector

that is used to form a

new iterate.
4. 16

A step length Parameter

is determined to produce a decrease in the merit function

described by Han (24) and Powell (25)
∑

·

∑

·

,

4. 17

And the penalty parameter is:
,

,

1, … ,

4. 18

In the implementation the penalty parameter is initially set to
4. 19

where

represents the Euclidean norm.

4.5 Simulation
There are two scenarios where one would need to re‐align the SINS; stationary and
moving vehicle. Therefore, these two scenarios were simulated in this thesis. The simulations
utilize the navigation equations presented in section 1.7 as well as a section that simulates the
sensor outputs that an IMU would “feel” if it were to follow a given path. The simulation code
37

for a moving vehicle is quite similar to the one of a stationary vehicle; however the moving
vehicle simulation has an extra subroutine that generates a path that the user defines. On the
other hand the stationary vehicle simulation excludes the step that generates the path since
the path is rather simple and it presents no movement or rotation in the local level frame and it
can be defined as zero movement and zero rotation. This following section summarizes the
steps taken in the simulations which can be grouped in two major sections: simulating the
output sensors and the navigation computer.
4.5.1 Simulating the Sensor Outputs

Figure 11 shows how the sensor outputs are generated. The first step is to define the
vehicle’s path, using a sub‐routine in the GPSoft® package. The sub‐routine generates a
vehicle’s path by defining a series of maneuvers, like climbing, descending, accelerating,
decelerating, etc. The output is a vector that contains the vehicle’s position, velocity and
direction cosine matrix from body to navigation frame at a given time in a flat non‐rotating
earth. This output is manipulated to compute the gyro and accelerometer outputs.
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Figure 11: Section of the code that generates the simulated sensor outputs

The direction cosine matrix needs to be corrected for the vehicle’s local level
components of the delta theta, the earth’s turn rate, and the craft rate components of rotation.
The three corrections are then added to get an “error free” simulation of the gyro outputs,
although they are called “error free” they still have a small error associated with numerical
integration and round off error. Finally the user defined sensor errors are added to the error
free outputs to obtain a gyro output with errors.
For the accelerometers, the path is also used to generate accelerometer outputs which
need to be corrected to account for the movement of the earth, coriolis and gravity. The error
free accelerometer output is then added with the user defined errors to obtain an
accelerometer output. After the simulated sensor outputs are computed they can now be used
for a simulation on a navigation computer.
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4.5.2 Navigation Computer
The second portion of the simulation consists of the navigation computer. This
computer needs to first be initialized, that is, the current IMU’s position, velocity and attitude
need to be given to the computer. Figure 12 shows a high level flow chart of the navigation
computer. The direction cosine matrix that converts from body to local level reference frame is
the DCMbn. The computer first takes the gyro output and updates the IMU’s orientation with
respect to the local level frame. However, because the local level reference frame changes, it is
necessary to compute a direction cosine matrix that relates the angular displacement of the
local level frame over the update interval, accounting for earth‐rate and craft‐rate. Then a
corrected DCMbn is computed and used to convert the accelerometer’s outputs to the local
level reference frame. Finally, with the change in velocity given in the local level reference
frame the vehicle’s new position can be computed by integration. The DCMel is also updated to
account for the movement of the vehicle.

Figure 12: Navigation Computer flowchart.

40

As mentioned before, equations for navigation are the same for stationary navigation
and moving vehicle navigation the only difference in the simulation is that the moving vehicle
simulation has an extra step in the code to generate a vehicle path.

4.6 Validation

GPSoft® validated their code, nevertheless the code was put to the test to ensure that
the code was used properly. Several tests were done to verify the code. First, sensor outputs
were validated for accuracy including corrections for earth rotation, gravity, coriolis, etc.
Second, was to validate navigation computer outputs.
4.6.1 Validation of Sensor Outputs
Sensor outputs were validated by simulating a vehicle doing maneuvers in which sensor
outputs can be verified for both gyros and accelerometers. Simulated sensor outputs should
account for earth’s rotation, gravity, coriolis forces, and centripetal forces.
GPSoft® utilized the gravitational model of a “plumb bob” which is a model that
combines the effects of gravity and centripetal acceleration due to the earth’s rotation and
models the apparent local gravity. Equation 1.8 is the gravitational model of a “plumb Bob”. To
verify that sensor outputs of a body are correct three simulations were done, the simulations
were done with a vehicle located at the equator.
First simulation was to take a stationary vehicle located at the equator whose body
frame is aligned with the local reference frame and altitude is zero. The accelerometer outputs
should be [0 0 –g] and gyro outputs [ωie 0 0] with a NED reference frame. Where g is the local
41

plumb bob gravity (9.780318 m/s2) and ωie is the earth’s turn rate (7.292115e‐5 rad/s). The
simulation effectively confirmed these readings. Moreover to verify that the plumb bob
gravitational model in fact accounts for centripetal force by simulating a vehicle that moves just
at the speed which will make it stationary to the inertial reference frame. One can calculate the
centripetal force of a stationary object located at the equator using the following equation:
4. 20

Where

is the radius of the earth at the equator ( = 6378137m). Hence the centripetal force

equals 0.0339m/s2. The velocity at which the vehicle needs to travel is calculated as follows:
.

/

4. 21

A vehicle traveling at the equator at 465.1011m/s due west remains stationary with
respect to the earth’s inertial reference frame and should only “feel” the true gravity without
any centripetal force. Equations predict that the accelerometers measure ‐(9.780318 +
0.0339)m/s2 and the gyros should measure no rotation in any axis their output should read [0 0
0] rad/s. After the second simulation was run, the sensor outputs were just as predicted which
confirms validity of the outputs.
The last simulation was of a vehicle traveling at orbital speed at the equator at sea level.
With the true gravitational attraction at the equator, verified to be 9.8142m/s2, the orbit speed
can be calculated using Equation 4.20 and setting force equal the local gravity and setting
⁄ where the orbit velocity equates to 7,911.8m/s in the inertial reference frame. At
this speed due east or west the accelerometer’s outputs should read [0 0 0]m/s2 , an apparent
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7911.8 / ⁄6378137m

“weightlessness” and the gyro’s output should only read
0.0012404

/

in the east gyro since the vehicle’s vertical remains oriented with the

earth’s center. The simulation verified these values as well. Table 4 summarizes the tree
verification simulations and Figure 13 is the reference frame orientations of each simulation.

Table 4: Simulation verification summary

Simulation

axis

Stationary Vehicle

Inertially Stationary
Vehicle

Orbital Speed

Accelerometer outputs
2
(m/s )
Predicted
Simulation
Outputs
Outputs

North

0.000000

0.000000

7.292115E‐05

7.292115E‐05

East

0.000000

0.000000

0.000000

0.000000

Down

9.780318

9.780318

0.000000

0.000000

North

0.000000

0.000000

0.000000

0.000000

East

0.000000

0.000000

0.000000

‐2.174E‐12

Down

9.814200

9.814200

0.000000

0.000000

North

0.000000

0.000000

0.000000

0.000000

East

0.000000

0.000000

‐0.0012404

‐0.0012405

Down

0.000000

1.56E‐05

0.000000

0.000000

Lon=0, Lat=0
VelL = [0 ‐465.1011 0]

Lon=0, Lat=0
VelL = [0 0 0]

Nn

Gyroscope Outputs
(rad/s)
Predicted
Simulation
Outputs
Outputs

Lon=0, Lat=0
VelL = [0 ‐7,911.8 0]

Nn

Nn

Eb

Eb

Nb
Eb

Nb

Nb

En

En

Figure 13: Reference frame orientation for the three simulations
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En

To validate coriolis acceleration, a simulation was done with a vehicle located at the
equator at sea level, whose orientation matches the local level reference frame. The vehicle’s
velocity is 100m/s straight down towards the earth. This simulation isolates the component of
Coriolis due to the earth’s rotation only without the Coriolis Effect due the vehicle’s craft rate.
The Coriolis force is computed as follows:
4. 22

Where

is the earth’s rotation vector, and

is the vehicle’s velocity expressed in the ECEF

reference frame. The component of the force created by the effect of coriolis in this scenario
should manifest as acceleration in the east accelerometer with a magnitude of ‐0.0146m/s2.
After the simulation ran, this value was confirmed. Moreover, if the speed at which the vehicle
“descends” is doubled, the Coriolis force should double. A second simulation was done with the
vehicle descending at 200m/s and the component of force associated with Coriolis in fact
doubled in the simulation, matching the expected value of ‐0.0292m/s2.
Table 5: Coriolis validation simulation results
Position in the globe

Simulation
1

Local ENU Velocity in m/s

Coriolis force (m/s^2)

Latitude

Longitude

Height

East

North

Up

Expected

Simulation

0

0

0

0

0

‐100

‐0.014600

‐0.014600

2

0

0

0

0

0

‐200

‐0.029200

‐0.029200

3

90

0

0

0

0

‐100

0.000000

‐2.545400E‐08

4

45

0

0

0

0

‐100

‐0.010313

‐0.010313

Table 5 summarizes the 4 simulations used to verify the correct accountability of
coriolis. All four simulations verified that coriolis was correctly accounted for.
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After verifying the sensor outputs are valid, the navigation computer was then tested by
simulating an airplane that moves along the earth. The true path was then compared to the
computed path generated by the navigation computer. The airplane’s simulated path is shown
in Figure 14. The vehicle is initially located at the equator over the Greenwich meridian, headed
eastbound at a speed of 100m/s. The airplane then turns left with a 60˚ bank and maintains
altitude and speed.

Figure 14: Simulated path of a vehicle

Figure 15: Latitude and longitude errors from a simulation
of an airplane following the path of Figure 14
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Figure 15 shows the errors generated by the navigational computer. The errors are in
the order of 10‐7 degrees of latitude and longitude. The largest error is seen in the longitude at
approximately 15 X 10‐7˚ which equates to approximately 16 cm. Considering the total distance
traveled, 1,691.1m, longitude error equates to 0.0098% of the total distance traveled, which is
quite acceptable for the purpose of this thesis.
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CHAPTER 5: SIMULATION RESULTS

This chapter presents the results of the two main categories of simulations; stationary
and moving vehicle. The stationary vehicle code attempts to solve for 18 parameters including
sensor bias, sensor scale factor and initiation errors like orientation error and position error.
The moving vehicle simulations add three more errors, totaling up to 21 following two different
paths generated using GPSoft® m‐files for Matlab®.

5.1 Stationary vehicle simulation
Several simulations were done with the intention of finding the error parameters in the
navigation system. Stationary vehicle simulations have the characteristic that the sensor
outputs remain constant throughout the simulation. This is because the sensors will only
measure the local apparent gravity vector and the earth’s rotation. The forces and rotations to
which the sensors are subjected vary with the vehicle’s location on the earth and also with the
orientation of the vehicle. Therefore simulations were done at various latitudes, at different
heights, and with different vehicle orientation with respect to the local level reference frame.
Table 6 shows the several different locations and orientations chosen for the simulations which
attempt to simulate all scenarios in the globe.
It can be observed that longitude was always chosen to be the Greenwich meridian. As
it can be seen in equation 1.8, the gravitational model chosen for the simulations only depends
on latitude and height; moreover, the local level components of the earth’s rotation are only
dependant on latitude as equation 1.4 shows. These two considerations make it unnecessary to
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consider running simulations with different longitudes. Nevertheless, two simulations were run
(although not shown in this thesis), attempting to find error parameters, at two different
longitudes with all other parameters identical and the results were close to being identical. The
optimization algorithm was able to find the same number of error parameters.
Table 6: Summary of stationary simulations
Position

IMU Orientation (NED) degrees

Latitude

Longitude

Height

Roll

Pitch

Yaw

Simulation 1

0

0

0

0

0

0

Simulation 2

0

0

0

30

0

0

Simulation 3

0

0

0

30

10

0

Simulation 4

30

0

1000

0

0

0

Simulation 5

30

0

1000

30

0

0

Simulation 6

30

0

1000

30

10

0

Simulation 7

60

0

500

0

0

0

Simulation 8

60

0

500

45

0

0

Simulation 9

60

0

500

45

0

10

Simulation 10

89.99

0

0

0

0

0

Simulation 11

89.99

0

0

45

0

0

Simulation 12

89.99

0

0

45

0

10

Simulation 13

‐30

0

1000

0

0

0

Simulation 14

‐30

0

1000

30

0

0

Simulation 15

‐30

0

1000

30

10

0

Simulation 16

‐60

0

500

0

0

0

Simulation 17

‐60

0

500

45

0

0

Simulation 18

‐60

0

500

45

0

10

Simulation 19

‐89.99

0

0

0

0

0

Simulation 20

‐89.99

0

0

45

0

0

Simulation 21

‐89.99

0

0

45

0

10

The objective of the optimization algorithm is to find the error parameters that would
minimize the error equations 4.3 through 4.11. The 18 parameters that the algorithm attempts
to find are shown in Table 7. These errors were simulated by introducing a known error then
subtracting a value that the algorithm would find that would minimize the error parameters.
Since the 18 parameters have different order of magnitude, the unknown to be found was
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divided by a number that would make the order of magnitude similar for all parameters.
Moreover, the magnitude of sensor error parameters such as bias and scale factor was chosen
based on today’s current sensor specifications to simulate a real scenario (±300mg and ±0.03%
for accelerometer bias and scale factor respectively, ±0.03˚/h and ±0.03% for gyro bias and
scale factor respectively). The simulation also assumed that a previous coarse alignment took
place prior to the optimization and only a fine alignment was simulated. An example of a
coarse alignment method is presented in (25).
Table 7: Error parameters to solve for in Stationary simulations
North Gyro Bias

East Gyro Bias

Down Gyro Bias

North Acc. Bias

East Acc. Bias

Down Acc. Bias

North Gyro Scale Factor

East Gyro Scale Factor

Down Gyro Scale Factor

North Acc. Scale Factor

East Acc. Scale Factor

Down Acc. Scale Factor

North Position Error

East Position Error

Down Position Error

North Tilt Error

East Tilt Error

Azimuth Tilt Error

This next section presents the simulation results of the values that were found using the
goal attainment optimization algorithm.
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Table 8: Simulation Results for simulation 1 through 7
Correct Values

Simul. 1

Simul. 2

Simul. 3

Simul. 4

Simul. 5

Simul. 6

Simul. 7

North Gyro Bias (deg/hr)

0.010

0.008

0.008

0.008

0.009

0.009

0.008

0.011

East Gyro Bias(deg/hr)

0.020

0.020

0.020

0.022

0.020

0.011

0.014

0.020

Down Gyro Bias (deg/hr)

0.030

0.030

0.030

0.035

0.005

0.007

0.014

‐0.003

North Acc. Bias (micro g)

100.000

100.000

100.000

5.561

100.000

100.000

5.677

100.000

East Acc. Bias (micro g)

200.000

200.000

‐3.125

‐3.675

200.000

‐3.672

‐3.936

200.000

Down Acc. Bias (micro g)

300.000

‐6.863

‐0.933

‐9.919

‐6.446

‐2.670

‐4.350

‐2.814

North Gyro Scale Factor %

0.010

0.012

0.012

0.012

0.011

0.011

0.011

0.008

East Gyro Scale Factor %

0.020

0.000

0.000

0.003

0.000

‐0.004

‐0.004

0.000

Down Gyro Scale Factor %

0.030

0.000

0.000

0.008

‐0.004

‐0.005

‐0.006

0.004

North Acc. Scale Factor %

0.010

0.000

0.000

0.011

0.000

0.000

0.011

0.000

East Acc. Scale Factor %

0.020

0.000

0.020

0.020

0.000

0.020

0.020

0.000

Down Acc. Scale Factor %

0.030

0.030

0.030

0.030

0.030

0.030

0.030

0.030

North Tilt Error (rad)

0.010

0.010

0.010

0.010

0.010

0.010

0.010

0.010

East Tilt Error (rad)

0.020

0.020

0.020

0.020

0.020

0.020

0.020

0.020

Azimuth Tilt Error (rad)

0.030

0.030

0.030

0.030

0.030

0.030

0.030

0.030

North Position Error (m)

10.000

10.000

10.000

10.000

10.000

10.000

10.000

10.000

East Position Error (m)

20.000

20.000

20.000

20.001

20.000

20.000

20.001

20.000

Down Position Error (m)

30.000

30.000

30.000

30.000

30.000

29.999

30.004

30.000

Table 9: Simulation Results for simulation 8 through 14
Correct Values

Simul. 8

Simul. 9

Simul. 10

North Gyro Bias (deg/hr)

0.010

0.011

0.011

0.010

East Gyro Bias(deg/hr)

0.020

0.001

0.000

0.020

Down Gyro Bias (deg/hr)

0.030

0.001

0.003

0.000

North Acc. Bias (micro g)

100.000

100.000

100.000

East Acc. Bias (micro g)

200.000

‐4.644

‐3.358

Down Acc. Bias (micro g)

300.000

‐8.974

North Gyro Scale Factor %

0.010

0.008

East Gyro Scale Factor %

0.020

Down Gyro Scale Factor %

0.030

North Acc. Scale Factor %

Simul. 12

Simul. 13

Simul. 14

0.010

0.010

0.009

0.009

‐0.001

‐0.001

0.020

0.024

‐0.001

‐0.001

0.034

0.035

100.010

99.998

100.000

100.000

100.000

200.010

‐4.197

‐3.940

200.000

‐5.302

‐4.098

1.562

‐15.591

‐29.880

‐39.935

‐2.332

0.008

0.000

0.000

0.000

0.011

0.011

‐0.001

0.000

0.000

0.001

0.001

0.000

0.009

‐0.001

‐0.003

0.000

0.001

0.001

0.025

0.023

0.010

0.000

0.000

0.000

0.000

0.000

0.000

0.000

East Acc. Scale Factor %

0.020

0.020

0.020

0.000

0.020

0.020

0.000

0.020

Down Acc. Scale Factor %

0.030

0.030

0.030

0.030

0.030

0.030

0.030

0.030

North Tilt Error (rad)

0.010

0.010

0.010

0.010

0.010

0.010

0.010

0.010

East Tilt Error (rad)

0.020

0.020

0.020

0.020

0.020

0.020

0.020

0.020

Azimuth Tilt Error (rad)

0.030

0.030

0.030

0.030

0.030

0.030

0.030

0.030

North Position Error (m)

10.000

9.999

10.000

10.016

10.013

10.000

9.999

9.999

East Position Error (m)

20.000

20.002

20.000

20.013

20.000

19.998

20.000

20.000

Down Position Error (m)

30.000

30.000

30.000

30.244

29.989

30.001

30.002

30.000
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Simul. 11

Table 10: Simulation Results for simulation 15 through 21
Correct
Values

Simul. 15

Simul. 16

Simul. 17

Simul. 18

Simul. 19

Simul. 20

Simul. 21

North Gyro Bias (deg/hr)

0.010

0.009

0.011

0.011

0.011

0.010

0.010

0.010

East Gyro Bias(deg/hr)

0.020

0.024

0.020

0.021

0.022

0.020

0.019

0.019

Down Gyro Bias (deg/hr)

0.030

0.032

0.026

0.031

0.030

0.023

0.029

0.029

North Acc. Bias (micro g)

100.000

6.081

100.000

100.000

100.000

100.000

100.000

100.000

East Acc. Bias (micro g)

200.000

‐3.596

200.000

‐3.529

‐13.945

200.000

‐5.641

‐122.870

Down Acc. Bias (micro g)

300.000

‐3.832

‐2.704

‐4.703

‐33.543

‐41.925

‐11.364

‐68.804

North Gyro Scale Factor %

0.010

0.011

0.008

0.008

0.008

0.000

0.000

0.000

East Gyro Scale Factor %

0.020

0.012

0.000

0.019

0.018

0.000

0.021

0.021

Down Gyro Scale Factor %

0.030

0.027

0.033

0.029

0.030

0.035

0.031

0.031

North Acc. Scale Factor %

0.010

0.011

0.000

0.000

0.000

0.000

0.000

0.000

East Acc. Scale Factor %

0.020

0.020

0.000

0.020

0.020

0.000

0.020

0.020

Down Acc. Scale Factor %

0.030

0.030

0.030

0.030

0.030

0.030

0.030

0.029

North Tilt Error (rad)

0.010

0.010

0.010

0.010

0.010

0.010

0.010

0.010

East Tilt Error (rad)

0.020

0.020

0.020

0.020

0.020

0.020

0.020

0.020

Azimuth Tilt Error (rad)

0.030

0.030

0.030

0.030

0.030

0.030

0.030

0.030

North Position Error (m)

10.000

10.000

10.000

10.034

10.057

10.000

10.000

10.000

East Position Error (m)

20.000

20.000

20.000

19.992

20.006

20.000

20.003

20.000

Down Position Error (m)

30.000

30.000

29.998

30.000

30.014

30.000

30.016

30.000

The maximum allowable iterations were set to 1000, which yielded good results. Tables
8 through 10 present the simulation results for the stationary vehicle simulations. A lot of data
is presented so much that it might not make sense at first glance, but a closer look reveals
patterns that can be explained by observing the conditions of the vehicle.
The first observable pattern is that the simulation code was able to find the tilt errors
and position errors in all 21 simulations. There are some instances that the number is not exact
although the value is quite close to the expected value. What these 6 parameters share in
common is that they have one component of error built per axis. Accelerometers and gyros
have two components of error per sensor which makes them different from tilt and position.
Sensor outputs have a bias and a scale factor that affect each axis. The 6 sensors that an
IMU is built with contain 12 observable error contributions (6 biases and 6 scale factors) that
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are fed to the navigation computer as 6 sensor outputs. Said in other words each sensor output
contains 2 error parameters. The sensor output is introduced to the navigation computer with
both error terms built in that would be undistinguishable from each other. However, the two
parameters have different behavior and they can be observed if the sensor is “worked”. The
bias portion of the error contribution is a constant that does not change with the magnitude of
the sensor stimulus. On the other hand the scale factor is dependant of the magnitude of the
sensor stimulus. Because the sensor error can be modeled as a straight line one must have two
reference points to be able to define the line. To be able to find bias and scale factor of an
accelerometer, one must have at least two noise free output readings of different known
stimuli, for example an accelerometer pointing down to the plumb line local vertical, would
measure gravity, then rotating it 90 degrees to be parallel to the local horizontal plane to
measure zero. With these two readings one could find the bias and scale factor error
contributions. This explains the behavior of the 12 sensor error parameters in the simulation.
Simulation 1 presents a vehicle that is located at the equator. This position has
particular characteristics in that the local level reference frame has the north axis parallel with
the earth’s rotation axis and the local down axis points to the center of the earth. This unique
latitude makes it possible to measure earth’s rotation with one gyro and at the same time the
only accelerometer that would feel gravity would be the one aligned with the local down axis;
that is of course the case when the body reference frame is aligned with the local level
reference frame. The algorithm is able to find the east gyro bias, down gyro bias, north
accelerometer bias, and east accelerometer bias, as well as the tilt and position errors, in the
case that the IMU is aligned with the local level frame. The algorithm is able to find the sensor
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bias contribution in the absence of stimuli (when the sensor output should be zero) but it is not
able to find the scale factor component of the error. On the other hand the code seems to give
preference to the scale factor when the sensor has a non‐zero output like the accelerometer
oriented down and the gyro oriented north.
Observing the simulations it is commonly observed that the algorithm finds the bias
portion of the sensor errors when the sensor output should be zero. If the sensor has a non‐
zero output, then the code does not find either parameter. Even if the bias portion of the error
is found it is a somewhat trivial answer since the total sensor output also contains the scale
factor error which is not known and the IMU would still have unknown error parameters. The
way to solve this issue would be re‐orient the IMU to a position where the sensors have a
different reading, in a way that the scale factors become observable.
The optimization algorithm minimized the error equations by finding a combination of
parameters that in fact minimized the equations. Nevertheless, the component of error
associated with scale factor depends on the magnitude of the input therefore to make the scale
factor observable one would need to “work” the sensor to accomplish this. A single position
alignment does not allow for the scale factors to become observable. As previously stated,
sensor outputs have two components of error and the simulations only provided one
orientation, the possible solutions are infinite for the 12 sensor error parameters since there is
an infinite number of combinations that would effectively minimize the objective equations,
the optimization algorithm just happened to find one of the many solutions.
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Prior to the construction of the simulation result tables, the optimization algorithm was
put to the test to find if elapsed time of navigation had an effect on the results. What was
found was that the elapsed time had little to no effect on the results. The goal attainment
method evaluates the error equations over and over and systematically modifies the
parameters to minimize the objective functions. The optimization algorithm allows the user to
define a maximum number of evaluations allowed. It was observed that the number of
evaluations had an effect on the results, greater number of evaluations or iterations, yielded
more refined results. Although no simulations were done with noise, it is inferred that for noisy
sensor outputs, elapsed navigation time is a factor since the output data has a standard
deviation that would get reduced with a bigger sample size.

5.2 Moving vehicle simulation

Optimizing the SINS of a moving vehicle presents opportunities and challenges. After
noticing the shortcomings of a single position optimization of a stationary vehicle, the most
obvious opportunity comes from the observation that the sensors of a moving vehicle produce
non‐constant outputs. These variable outputs “work” the sensors and allow for observability of
scale factors. A challenge that on‐the‐move optimization presents is that three more error
sources are introduced to the unknown error parameters. These three parameters are three
errors associated with velocity. Moreover, a moving vehicle experiences forces like Coriolis and
centripetal which related to the vehicle’s craft rate. These forces need to be accounted for to
accurately navigate.
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Several paths were generated, two are presented, attempting to “work” all 6 sensors.
The logic behind the paths to generate was to make all 3 accelerometers experience non‐
constant stimulus as well as for the gyros.

Figure 16: Simulated path using “progen” from GPSoft®

Figure 17: Sensor outputs for path shown in Figure 16

Figure 16 shows a path generated by GPSoft® “progen” code. In this path an aircraft is
simulated where in the first segment, the plane accelerates constantly for 2 seconds at
55

9.81m/s2, and then decelerates for two seconds at –9.81 m/s2. The plane then rolls into a ‐30
degree bank to turn 45 degrees to the north. Then the plane rolls the other way to a 30 degree
bank and turns for ‐45 degrees to re‐join an east bound flight. Figure 17 shows the sensor
outputs. The left side show the accelerometer outputs in m/s2 and the right side shows the
gyroscope outputs in rad/s. All six sensors have non‐zero outputs throughout the simulation for
that reason they meet the criteria set for the optimization. A limitation that the path generating
algorithm presents is that it does not allow for “smooth” transition between segments. As it can
be seen, sensor outputs are discontinuous in the transitions from constant acceleration to no
acceleration; also the gyro outputs present the same limitation.
GPSoft® also provides a path generating algorithm that simulates flight characteristics of
an F‐16 fighter jet. The algorithm has feedback control and produces paths that emulate sensor
outputs of an F‐16 fighter jet. Figure 18 shows a flight path simulated by GPSoft F‐16 path
simulator

Figure 18: Path generated with progen‐F16
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Figure 19: Sensor output from Figure 18 path

Figure 19 shows the sensor outputs generated from a flight path shown in Figure 18. A
big difference seen from the previous path generating algorithm (progen) is that the sensor
output appears to have oscillation in the transition segments since the code includes feedback
which model the F‐16 flight characteristics. Prior to using both paths presented so far, a
simulation was done to generate the path errors that the navigation computer generates by
comparing them to the actual path the plane flew.

Figure 20: Algorithm errors of F‐16 flight path (left side). Algorithm errors of progen flight path (right side)
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Simulations in both cases have errors. As previously mentioned a navigation computer
takes in sensor outputs and then computes the vehicle’s position via dead reckoning. The
algorithm took the simulated error free sensor outputs and computed a path that when
compared to the true path Figure 20 was generated by subtracting the true path from the
navigation computed path. Errors are less than an arc second and found to be acceptable.
Compared with a stationary vehicle, an on‐the‐fly optimization would have to
incorporate velocity errors; therefore, the following table shows the 21 errors that would need
to be solved for. (Marked with an asterisk are the 3 parameters added).
Table 11: Error parameters to solve for in moving vehicle simulations
North Gyro Bias

East Gyro Bias

Down Gyro Bias

North Acc. Bias

East Acc. Bias

Down Acc. Bias

North Gyro Scale Factor

East Gyro Scale Factor

Down Gyro Scale Factor

North Acc. Scale Factor

East Acc. Scale Factor

Down Acc. Scale Factor

North Position Error

East Position Error

Down Position Error

North Tilt Error

East Tilt Error

Azimuth Tilt Error

North Velocity Error*

East Velocity Error*

Down Velocity Error*

As seen in the stationary simulations, the bias and scale factors were not found by the
navigation computer. The tilt errors and position errors were found using the optimization
algorithm for a stationary vehicle. Moreover, velocity is known to be zero in all three axis,
therefore there is still a need to find the remaining 12 parameters left (bias and scale factor).
With this premise the next step would be to use a moving vehicle optimization to solve for
these remaining parameters. This next simulation attempts to find the rest of the parameters
having done a previous alignment using the proposed optimization.
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The flight path assumes the plane is in motion at the beginning, which would be
inconsistent with a real life scenario were a stationary plane would first need to end its
stationary condition and take off and embark flight. The reason the simulations were not done
that way because to define such a path it would require defining many segments of the path
which would in turn increase the number of sample points significantly. A full description of
how flight paths are defined can be found on GPSoft® instruction manual for SINS. The
computer utilized to run the simulations took in some cases, depending on the simulation,
more than 24 hrs to run the optimization code, which made it logistically inconvenient and
cumbersome to run long path simulations. Therefore simple paths that “worked” all 6 sensors
were chosen to keep simulations less than 8 hrs long.
The path shown in Figure 18 is described as follows: the airplane’s initial position is 39
latitude, ‐82 longitude, and at sea level. The initial velocity is 200m/s heading east. The plane
first does a climb at an incline of 15˚ to a final altitude of 200m above sea level, then levels off
to make a level left turn and head north and then turn right to head east once more at all of
this is maintaining a 200m/s speed.
Three simulations were run using flight path shown in Figure 18 and results are
presented in Table 12. The only difference between the three simulations was the number of
allowed evaluations, 100, 200, and 300.

The optimization algorithm allows a few more

iterations as it can be seen in the number of iterations the code did.
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Table 12: Results for moving vehicle optimization simulations for sensor bias and scale factor only
Accelerometer bias gx10‐6

Gyro Bias (deg/hr)
Number of
iterations
Expected
values

North

East

Down

1.0000

2.0000

3.0000

104

0.4305

1.5996

209

1.1538

2.2385

314

1.0147

2.014

North

East

Accelerometer Scale factors
%x10‐1

Gyro Scale Factors %x10‐1

Down

North

3.0000

East

1.0000

Down

2.0000

North

3.0000

1.0000

East

Down

1.0000

2.0000

2.0000

3.0000

‐0.2645

0.8941

‐0.0155

2.7612

1.1881

1.9962

3.3555

1.007

2.0355

3.0882

2.2345

0.7437

0.5541

2.9321

1.0207

1.9755

2.9943

0.9892

1.9928

3.0158

3.0012

0.9909

2.0164

3.0005

0.9932

1.9969

2.9987

1.0006

1.9997

2.9978

As it can be seen from the previous table, the optimization algorithm gets closer to the
correct solution with increasing number of iterations. At 314 iterations the algorithm finds the
bias and scale factors with a difference from the correct answer within two hundredths of the
correct value. The objective functions are evaluated using the parameters found by the
optimization algorithm and the values are presented in Table 13.
Table 13: Objective function values using the parameter values found from the optimization
Position Errors (m/s)

Orientation errors rad/s

Number of iterations

Time hrs

North

East

Up

Yaw

104

2.05

3.7343

16.6679

19.5653

209

4.12

3.7422

37.5753

2.505

314

6.31

0.1544

0.0662

0.036

0

Velocity errors (m/s.s)

Roll

Pitch

North

East

Up

0.0049

0.001

0.0045

0.3816

1.0625

0.7581

0.0002

0.0007

0.0002

0.1228

1.031

0.2056

0.0001

0

0.0127

0.0069

0.0037

The optimization code effectively reduces the error form all 9 objective functions. Note
the time it takes the code to complete the optimization has a direct correlation with the
number of iterations. Although at first glance the units in the position, orientation and velocity
error appear to be incorrect, they are in fact correct. Note that in equations 4.3 through 4.11
are all divided by time. Had the equations not been normalized dividing by the “elapsed time of
navigation” simulation, these results could not be used to compare the effectiveness to reduce
the objective functions with other simulations that have longer or shorter navigation time.
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“Elapsed time of navigation simulation” is not to be confused with the time the computer took
to run the optimization code. The flight path shown in Figure 18 has an elapsed time of
navigation simulation of approximately 80 seconds even though it took up to 6 hrs to run the
optimization code.
In a real life scenario the objective functions need to have a reference or “true value” to
compare the INS solution to orientation, position and velocity. The last two could come from a
GPS. GPS does not give any information about the vehicle’s orientation therefore the
orientation “True value” would have to come from another source. Examples of sources where
one could obtain orientation information would be an airplanes attitude and heading
instrument that has a capability of electronically transmitting this information. Or in the case of
redundant INS, the orientation could be compared to the information of the other INS.
The next set of simulations attempt to find the 21 parameters when a stationary
alignment is not available. These simulations were done using the flight path shown in Figure
16. This flight path was chosen since it had fewer sample points of path data. Since the results
improve with increased number of iterations and the code has 9 more parameters to find than
the previous example. This path was chosen to make simulations with more than 300 iterations.

Table 14: Objective function evaluation for moving vehicle simulation
Simulation

Position Errors (m/s)

Number of iterations

Time hrs

North

East

Up

Orientation errors rad/s

Velocity errors (m/s.s)

Yaw

Roll

Pitch

North

East

Up
1.1086

623

4.76

8.7743

104.89

25.32

0.001

0.0058

0.0028

1.4113

1.1474

1103

7.36

0.4009

1.5588

19.423

0.0003

0.0004

0.0011

0.0568

0.1793

0.6183

2015

15.53

5.305

2.5373

1.7775

0.0001

0.0002

0

0.0127

0.0299

0.0096
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Table 15: Optimization results for moving vehicle with 21 unknown parameters
Correct Values
Number of iterations

Simul. 1

Simul. 2

Simul. 3

n/a

623

1103

2015

North Gyro Bias (deg/hr)

1.0000

0.300

1.007

1.048

East Gyro Bias(deg/hr)

2.0000

0.490

0.894

2.021

Down Gyro Bias (deg/hr)
‐6

North Acc. Bias (gx10 )
‐6

East Acc. Bias (gx10 )
‐6

Down Acc. Bias (gx10 )

3.0000

2.975

3.048

2.986

1.0000

0.487

1.125

0.986

2.0000

0.630

2.015

2.019

3.0000

‐0.268

‐0.253

2.511

1.0000

0.958

1.009

0.992

2.0000

2.272

2.235

1.996

3.0000

3.009

3.006

3.005

1.0000

‐0.013

1.031

0.966

2.0000

0.179

1.782

1.991

3.0000

2.855

2.633

2.955

1.0000

1.008

1.001

1.000

2.0000

2.006

2.005

2.000

Azimuth Tilt Error (rad x10 )

3.0000

3.001

3.000

3.000

1

1.0000

1.019

0.999

1.000

2.0000

1.970

2.002

2.001

Down Position Error (m x10 )

3.0000

2.978

3.016

3.000

North Velocity Error (m/s)

1.0000

0.995

1.003

0.995

East Velocity Error (m/s)

2.0000

2.120

2.000

2.002

Down Velocity Error (m/s)

3.0000

2.991

3.009

2.998

North Gyro Scale Factor %x10
East Gyro Scale Factor %x10

‐1

‐1

Down Gyro Scale Factor % x10
North Acc. Scale Factor % x10

‐1

‐1

‐1

East Acc. Scale Factor % x10

Down Acc. Scale Factor % x10
‐2

North Tilt Error (rad x10 )
‐2

East Tilt Error (radx10 )
‐2

North Position Error (m x10 )
1

East Position Error (m x10 )
1

‐1

The overall behavior of the optimization algorithm is similar to the one with 12
parameters; however, the optimization algorithm needs more iteration to converge to a
solution. One could observe the objective functions as they get minimized when more iteration
is done. Also the parameter values get closer to the correct value. The optimization code is still
effective at minimizing the objective functions with a penalty of more iteration needed to
converge to a solution.
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CHAPTER 6: CONCLUSIONS AND FUTURE WORK

The proposed new method for finding error parameters using goal attainment method
of optimization was found to be an effective way to approach the problem. The two scenarios
presented in this thesis (stationary and moving vehicle) present particular opportunities and
challenges when finding error parameters. An opportunity that stationary scenario presents is
that it is not necessary to find velocity errors since the method implies that one knows the
vehicle is stationary. The drawback comes from the fact that a stationary vehicle presents
sensor outputs that are constant, which makes it impossible to distinguish scale factor from
bias contribution to error. There is an infinite number of combinations of scale factor and bias
that would converge to a solution. Interestingly enough this observation enables the
optimization code to find a combination of scale factors error and bias errors that effectively
minimizes the objective function, enabling it to find tilt and position errors regardless of what
correct combination of scale factor and bias is found. A moving vehicle scenario enables the
opportunity to zero‐in to the correct scale factors and sensor bias since the sensor outputs are
non‐constant values. The challenge comes when one needs to incorporate the three velocity
initiation errors, therefore increasing the number of unknowns to 21 which would in turn
require more iteration to converge to a solution.
The amount of data to be collected to enable convergence was found not to be of great
significance. One must note that there should be at least the same number of sample points
than the number of unknowns to enable the calculations. On the other hand, what made a
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differencce in the ressults was th
he number of
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t
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ns were don
ne using Matlab®
makes it inconvenient to use on the fly. However, thee simulation
which is slow compaared to a com
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o the calculaations
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one must consider th
mization algo
orithm, convverge to an acceptable solution
s
and
d re‐compute the
able to run the optim
nd error parrameter corrrections to “catch
“
up” with
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vehicle’s position wiith the foun
hance accuraacy . Figure 21
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puter needs to do in real time to be able to implement the code.
c
the comp
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hod presentts are that it
i effectivelyy finds the error
parameteers to a deggree of accu
uracy determ
mined by th
he number of iterationss one allows the
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computer to perform. A stationary calibration or alignment allows one to find error parameters
associated with tilt and position errors; however, it does not find sensor errors like bias and
scale factor since a stationary IMU would produce constant values on the sensors. On the other
hand a moving vehicle scenario allows one to find errors associated with sensor errors when all
6 sensors are “exited” to non‐constant outputs. In both scenarios there are circumstances that
enable one to compute the error parameters; nevertheless the method presents some
disadvantages.
One of the disadvantages the proposed method presents in terms of implementing the
code to a real life SINS is that it does not incorporate noise which is a source of error present on
sensors. An attempt to incorporate noise was done with no success. However, the
incorporation of noise was not heavily studied or pursued therefore the incorporation of noise
presents an opportunity to study the effects of noise in the code in more depth for future work.
Another disadvantage is that other sensor error sources were not considered like cross
coupling sensor errors, ansioinertia and ansioelastic among other errors that were not
modeled. A challenge is presented when incorporating more sources of error since it implies
finding more unknowns which would in turn require the code more time and iterations to
converge to a solution to the optimization problem. The challenge comes when selecting the
computer to do the task. It must be fast enough to do such calculations quickly. The code was
not tested with more sources of sensor errors and performance under those conditions is
unknown.
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6.1 Future work
Based on the challenges discussed in the previous section, there are still a number of
actions that can be taken to improve the strapdown inertial navigation system. Some of these
actions are listed below.
•

The optimization code can be streamlined to perform faster. Time was not invested in
doing this. There are parts of the m‐files that can be written in such a way that it could
perform faster.

•

Incorporate noise to the sensors.

•

Incorporate other sensor error sources like the ones mentioned in section 1.3 of this
thesis and extend the number of parameters to be found.

•

Once noise is simulated and good results are obtained, implement the code to a real
SINS for alignment and reducing errors.

•

Investigating if an SINS with Kalman filters can be used with the proposed algorithm.

•

Modify GPSoft® “progen” code to provide smooth sensor output transitions.
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GLOSSARY

Accelerometers: Devices used to measure acceleration by detecting a displacement of a proof
mass.
Alignment: Process of determining the orientation of an IMU
Bias: Refers to the offset to the measurement of an inertial sensor (Accelerometer or Gyro).
Dead Reckoning: Technique that relies on constant updating of position from inputs like
velocity and heading.
Direction Cosine Matrix: Also called transformation matrix used to transform vectors or
positions from one reference frame to another whose orientation is different from the first.
Euler Angles: Used to express the orientation of a body with respect to a given reference frame
by three consecutive rotations.
Geodesy: scientific discipline that studies the measurement and representation of the earth
including shape and gravity.
Gyroscopes: Sensors used to measure rotational motion.
Inertial Measurement Unit (IMU): Refers to the portion of the inertial navigation system that
contains the accelerometers and gyros.
Inertial Navigation: Inertial Navigation (IN) is the type of navigation that uses accelerometers
and a computer to calculate via dead reckoning one’s position.
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MEMS: Refers to Micro Electro Mechanical System, a system that uses technology to detect
rotation motion and acceleration. MEMS usually are made of silicon or quartz crystals.
Oblate Spheroid: Shape of a sphere whose poles are flattened and equator is bulged. This is
referred to the approximate shape of the earth.
Reference Frame: Refers to the set of axes which measurements and quantities are referenced
to. For this thesis reference frames are orthogonal.
Scale Factor: Analogous to the slope of a line, scale factor is a relationship between the input
and the output of a sensor.
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