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U -cross Gram matrices and their invertibility
Peter Balazs, Mitra Shamsabadi, Ali Akbar Arefijamaal and Asghar
Rahimi
Abstract. The Gram matrix is defined for Bessel sequences by combining syn-
thesis with subsequent analysis operators. If different sequences are used and an
operator U is inserted we reach so called U -cross Gram matrices. This can be
seen as reinterpretation of the matrix representation of operators using frames.
In this paper we investigate some necessary or sufficient conditions for Schatten
p-class properties and the invertibility of U -cross Gram matrices. In particular,
we show that under mild conditions the pseudo-inverse of a U -cross Gram matrix
can always be represented as a U -cross Gram matrix with dual frames of the
given ones. We link some properties of U -cross Gram matrices to approximate
duals. Finally, we state several stability results. More precisely, it is shown that
the invertibility of U -cross Gram matrices is preserved under small perturbations.
Mathematics Subject Classification (2010). Primary 41A58; Secondary 43A35 .
Keywords. Frames, Dual frames, U -cross Gram matrices, Pseudo-inverses, Sta-
bility.
1. Introduction and motivation
Some operator equations, e.g. in acoustics [27] and vibration simulation [10] cannot
be treated analytically, but have to be solved numerically. Depending on the problem
this can be done using a boundary element method [30] or finite element method [15]
approach. Thereby operator equations Of = b, are transferred to matrix levels to
be able to be treated numerically [30]. A standard approach for that, the Galerkin
method [25], is using orthonormal basis (ONB) {ei}i∈I and investigate the matrix
Mk,l := 〈Oel, ek〉 [25] solving Mc = d for d = {dl}l∈I = {〈b, el〉}l∈I . More recently
frames are used for such a discretization [8, 35]. On a more theoretical level, it is well
known that operators can be represented by matrices using orthonormal bases [23].
Recently, the theory for frames has been settled for this theoretical approach [6, 8, 11].
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Those matrices are constructed by concatenating the given operator U with the
synthesis and the analysis operators. Therefore they can be considered as generaliza-
tions of Gram matrices. In this article we study those so called U -cross Gram matrices
and investigate their invertibility, in particular. The composition and the invertibil-
ity of U -cross Gram matrices are our main questions in this paper. In addition, it is
very natural to ask whether the composition and more intricate and interesting, the
inverses of U -cross Gram matrices can be stated as U -cross Gram matrices. The af-
firmative answer to these questions will be useful in applied frame theory, mentioned
above. Similar questions are studied for frame multipliers, K-frame multipliers and
fusion frame multipliers in [4, 32, 33, 36, 38] and matrix representations [11, 12, 26].
This paper is built up as follows: In Section 2 we fix the notation and collect
results needed. In Section 3 we give the basic definition of U -cross Gram matrices,
some examples, look at Schatten p-class properties and investigate this concept for
Riesz sequences. In Section 4 we look at the pseudo-inverses of U -cross Gram matrices.
In particular, we show under which circumstances this can be written as such a matrix
again. In Section 5 we look at sufficient and necessary conditions on the U -cross
Gram matrix to imply the involved sequences to be approximate duals. And finally
in Section 6 we investigate how stable the invertibility of this matrix is regarding the
perturbation of the operator or the sequences.
2. Notation
Throughout this paper, H is a separable Hilbert space, I a countable index set and
IH the identity operator on H. The orthogonal projection on a subspace V ⊆ H is
denoted by πV . We will denote the set of all linear and bounded operators between
Hilbert spaces H1 and H2 by B (H1,H2) and for H1 = H2 = H, it is represented
by B (H). We denote the range and the null spaces of an operator U ∈ B (H1,H2)
by R (U) and N (U) , respectively. For a closed range operator U ∈ B (H1,H2), the
pseudo-inverse of U is the unique operator U † ∈ B (H2,H1) satisfying that
N
(
U †
)
= R (U)
⊥
, R
(
U †
)
= N (U)
⊥
, and UU †U = U.
If U has closed range, then U∗ has closed range and (U∗)† =
(
U †
)∗
, see e.g. [19,
Lemma 2.5.2].
A sequence Φ = {φi}i∈I in a separable Hilbert space H is a frame if there exist
constants AΦ, BΦ > 0 such that for all f ∈ H
AΦ ‖f‖2 ≤
∑
i∈I
|〈f, φi〉|2 ≤ BΦ ‖f‖2 . (2.1)
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The numbers AΦ and BΦ are called the frame bounds. If {φi}i∈I is assumed to satisfy
the right hand of (2.1), then it is called a Bessel sequence with Bessel bound BΦ. We
say that a sequence {φi}i∈I in H a frame sequence if it is a frame for span{φi}i∈I .
For a Bessel sequence Φ = {φi}i∈I , the synthesis operator TΦ : ℓ2 → H is defined by
TΦ{ci}i∈I =
∑
i∈I
ciφi.
Its adjoint operator T ∗Φ : H → ℓ2; the so called analysis operator is given by
T ∗Φf = {〈f, φi〉}i∈I , .
The operator SΦ : H → H, which is defined by SΦf = TΦT ∗Φf =
∑
i∈I 〈f, φi〉φi, for
all f ∈ H, is called the frame operator. For a frame Φ the operator TΦ is onto, T ∗Φ
is one-to-one, and SΦ is positive, self-adjoint and invertible [19]. Also, if BΦ is the
Bessel bound of Φ, then
‖TΦc‖ ≤
√
BΦ‖c‖,
for every sequence of scalars c = {ci}i∈I ∈ ℓ2. Note that those operators can be
defined for any sequence [13] resulting in potential unbounded operators. We call a
complete Bessel sequence an upper semi-frame [1, 2].
A dual for a Bessel sequence Φ = {φi}i∈I ⊆ H is a Bessel sequence Ψ = {ψi}i∈I
in H such that
f =
∑
i∈I
〈f, ψi〉φi, (f ∈ H).
For a frame Φ it is obvious to see that the Bessel sequence
{
S−1Φ φi
}
i∈I is a dual and
is itself a frame again. This dual, denoted by Φ˜ =
{
φ˜i
}
i∈I
, is called the canonical
dual. Note that this is the only equivalent dual, i.e R (T ∗Φ) = R
(
T ∗
Φ˜
)
.
Recall that Bessel sequences Φ and Ψ in H are called approximate dual frames,
if
‖TΦT ∗Ψ − IH‖ < 1 or ‖TΨT ∗Φ − IH‖ < 1.
Note that if Φ and Ψ are approximately dual frames, then the operator TΨT
∗
Φ is
invertible, in other words Φ and Ψ are a reproducing pair [34] or pseudo-dual [28].
Hence each f ∈ H has the representation
f = (TΨT
∗
Φ)
−1TΨT ∗Φf =
∑
i∈I
〈f, φi〉 (TΨT ∗Φ)−1ψi.
In particular, Φ and (TΨT
∗
Φ)
−1Ψ are a pair of dual frames [21].
A Riesz basis for H is a family of the form {Uei}i∈I , where {ei}i∈I is an or-
thonormal basis for H and U : H → H is a bounded bijective operator. Every Riesz
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basis is a frame and has a biorthogonal sequence which is also its unique dual [19].
The following proposition will be used in this manuscript.
Proposition 2.1. [13, 19] For a sequence Φ = {φi}i∈I in H, the following conditions
are equivalent:
1. Φ is a Riesz basis for H.
2. Φ is complete in H and there exist constants A,B > 0 such that
A
∑
i∈I
|ci|2 ≤
∥∥∥∥∥∑
i∈I
ciφi
∥∥∥∥∥
2
≤ B
∑
i∈I
|ci|2 , (2.2)
for every finite scalar sequence {ci}i∈I .
3. Φ is a frame and TΦ is one to one.
4. T ∗Φ is onto and Φ is an upper semi frame.
A sequence {φi}i∈I satisfying (2.2) for all finite sequences {ci}i∈I is called a
Riesz sequence. Therefore a Riesz basis is a complete Riesz sequence.
For more details of frame theory see [9, 16, 19].
Recall that if U is a compact operator on a separable Hilbert space H, then
there exist orthonormal sets {en}n∈I and {σn}n∈I in H such that
Ux =
∑
n∈I
λn〈x, en〉σn,
for x ∈ H, with λn ∈ c0, i.e. lim
n→∞
λn = 0. λn is called the nth singular value of U .
Given 0 < p < ∞, we define the Schatten p-class of H, denoted Sp(H), as the space
of all compact operators U on H for which singular value sequence {λn}n∈I belongs
to ℓp. In this case, Sp(H) is a Banach space with the norm
‖U‖p =
(∑
n∈I
|λn|p
) 1
p
. (2.3)
The Banach space S1(H) is called the trace class of H and S2(H) is called the Hilbert-
Schmidt class.
We know that U ∈ Sp(H) if and only if {‖Uen‖}n∈I∈ ℓp, for all orthonormal
bases {en}n∈I . For 0 < p ≤ 2 it is even enough to have the property for a single or-
thonormal basis, i.e. U ∈ Sp(H) if and only if {‖Uen‖}n∈I∈ ℓp, for some orthonormal
basis {en}n∈I . It is proved that Sp(H) is a two sided ∗-ideal of B (H), that is, a Banach
algebra under the norm (2.3) and the finite rank operators are dense in (Sp(H), ‖.‖p).
This can be extended to operators between separate spaces; according to Theorem
7.8(c) [39] if U1 ∈ B (H1,H2), then ‖U1U2‖p ≤ ‖U1‖‖U2‖p and ‖U2U1‖p ≤ ‖U1‖‖U2‖p
for all U2 ∈ Sp(H). For more information about these operators, see [29, 31, 39, 41].
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In the following theorem, the trace norm of bounded operators is computed by
orthonormal bases.
Theorem 2.2. [39] Let U ∈ B (H1,H2). Then U ∈ Sp(H1,H2) if and only if
‖U‖p = sup
(∑
i∈I
|〈Uei, fi〉|p
)1/p
<∞,
where the supremum is taken over all orthonormal bases {ei}i∈I of H1 and {fi}i∈I of
H2.
Finally, recall [24] that for every matrix operator M = (Mk,l) on ℓ
2 we have the
mixed norm
‖M‖p,q :=
∑
k∈I
(∑
l∈I
|Mk,l|q
)p/q1/p .
It is called the Frobenius norm when p = q = 2.
We will use the following criterion for the invertibility of operators.
Proposition 2.3. [23] Let U1 : H → H be bounded and invertible on H. Suppose that
U2 : H → H is a bounded operator and ‖U2h − U1h‖ ≤ υ‖h‖ for all h ∈ H, where
υ ∈ [0, 1‖U−11 ‖ ). Then U2 is invertible on H and U
−1
2 =
∑∞
k=0[U
−1
1 (U1 − U2)]k(U1)−1.
3. U-cross Gram matrices
In this section, we define U -cross Gram matrices and introduce their properties.
Definition 3.1. Let Ψ = {ψi}i∈I and Φ = {φi}i∈I be Bessel sequences in Hilbert
spaces H1 and H2, respectively. For U ∈ B (H1,H2), the matrix GU,Φ,Ψ given by
(GU,Φ,Ψ)i,j = 〈Uψj, φi〉 , (i, j ∈ I) , (3.1)
is called the U -cross Gram matrix. If H1 = H2 and U = IH1 it is called the cross
Gram matrix and denoted by GΦ,Ψ. We use GΦ for GΦ,Φ; the so called Gram matrix
[19].
Note this is just another viewpoint to the matrix representation of operators [6].
In the next lemma, we rephrase needed results in that paper for the U -cross Gram
matrices viewpoint.
Lemma 3.2. Let Φ = {φi}i∈I and Ψ = {ψi}i∈I be two Bessel sequences in H2 and
H1. Also, let U ∈ B (H1,H2). The following assertions hold.
(1) GU,Φ,Ψ = T
∗
ΦUTΨ. In particular, the U -cross Gram matrix GU,Φ,Ψ defines a
bounded operator on ℓ2 and ‖GU,Φ,Ψ‖ ≤
√
BΦBΨ‖U‖.
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(2) (GU,Φ,Ψ)
∗
= GU∗,Ψ,Φ.
Proof. (1) is shown in [6], (2) is trivial. 
As in [6] we have the representation of an operator U by
U = TΦdGU,Φ,ΨT
∗
Ψd , (3.2)
where Φ and Ψ are frames with dual frames Φd and Ψd, respectively.
For any sequence Φ in H,GΦ is a bounded operator in ℓ2 if and only if Φ is
a Bessel sequence [19]. This result, naturally, does not hold for GΦ,Ψ and GU,Φ,Φ.
For example, if Φ = {kek}k∈I , Ψ =
{
1
k ek
}
k∈I and U = IH, where {ek}k∈I is an
orthonormal basis of H, then it is easy to see that GU,Φ,Ψ is a bounded operator in
ℓ2, however, Ψ is not Bessel sequence. Moreover, if U ∈ B (H) is defined as Uek = 1k2 ek,
k ∈ N, then UΦ = Ψ, and therefore,
GU,Φ,Φ = T
∗
ΦUTΦ = T
∗
ΦTΨ = Iℓ2
is bounded, even invertible, but Φ is not Bessel sequence (For similar examples see
[37]). To find those sequences for which GΦ,Ψ (or even GU,Φ,Ψ) is invertible, is con-
nected to the concepts of reproducing pairs [34] and pseudo frames [28].
By these examples we see that even for nice operator U we cannot deduce prop-
erties of the sequence Φ and Ψ. We will investigate the converse in this paper, which
properties of U can be deduced from those of GU,Φ,Ψ for nice sequences Ψ and Φ.
Remark 3.3. Let Φ, Ψ, Θ and Ξ be Bessel sequences in H. Let U1 and U2 ∈ B (H).
Then
(1) GU1,Φ,ΨGU2,Θ,Ξ = T
∗
ΦU1TΨT
∗
ΘU2TΞ = G(U1TΨT∗ΘU2),Φ,Ξ
.
(2) GU1,Φ,ΨGU2,Ψ,Ξ = T
∗
ΦU1TΨT
∗
ΨU2TΞ = T
∗
ΦU1SΨU2TΞ = G(U1SΨU2),Φ,Ξ.
Suppose Ψ is a frame, Ψ† any dual and Ψ˜ the canonical dual of Ψ. Let ∆ = {δi}i∈I
be the standard orthonormal basis of ℓ2, then we obtain [6]
(3) GU1,Φ,ΨGU2,Ψ†,Ξ = GU1,Φ,Ψ†GU2,Ψ,Ξ = G(U1U2),Φ,Ξ.
(4) GSΨ,Ψ,Ψ˜ = GSΨ,Ψ˜,Ψ = GΨ.
(5) GS−1Ψ ,Ψ,Ψ˜
= GS−1Ψ ,Ψ˜,Ψ
= GΨ˜.
(6) GT∗Φ,∆,Ψ = GΦ,Ψ. In fact(
GT∗Φ,∆,Ψ
)
i,j
= 〈T ∗Φψj , δi〉
=
∑
k∈I
〈ψj , φk〉〈δk, δi〉
= 〈ψj , φi〉 = (GΦ,Ψ)i,j .
Let Ψ = {ψ}i∈I be a Riesz basis in H then we have
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(7) GT∗Ψ,∆,Ψ˜
= GSΨ,Ψ˜,Ψ˜ = GS−1Ψ ,Ψ,Ψ
= I. More precisely, by using (3.1) and the
biorthogonality of a Riesz basis and its canonical dual [19, Theorem 5.5.4], we
obtain (
GT∗Ψ,∆,Ψ˜
)
i,j
=
〈
T ∗Ψψ˜j , δi
〉
=
〈
ψ˜j , ψi
〉
= δi,j .
The proof of the other statements are obvious by the biorthogonal property.
3.1. Schatten p-classes
An operator O is compact if and only if [39] lim
k→∞
‖Oek‖ = 0, for all ONBs {ek}k∈I .
This is true if and only if lim
k→∞
∑
l∈I
|〈Oek, fl〉|2 = 0, for all orthonormal bases {en}n∈I
and {fn}n∈I . So, using the canonical basis of ℓ2 for our setting, this means that if
GU,Φ,Ψ is compact, then lim
i→∞
∑
l∈I
|〈Uψi, φl〉|2 = 0. As O is compact, if only O∗ is com-
pact, this is also equivalent to lim
i→∞
∑
l∈I
|〈U∗φi, ψl〉|2 = 0. In particular, this implies that
lim
i→∞
〈Uψi, φi〉 = 0. Naturally, Frobenius matrices correspond to Hilbert-Schmidt op-
erator [7]. Therefore, if
∑
i∈I
∑
j∈I |〈Uψi, φj〉|2 <∞, then GU,Φ,Ψ is Hilbert-Schmidt,
and therefore compact. More generally, this is true if ‖GU,Φ,Ψ‖p,2 <∞, for 1 ≤ p <∞.
This allows to formulate the following results for Bessel sequences:
Corollary 3.4. Let U ∈ B (H), Φ = {φi}i∈I and Ψ = {ψi}i∈I be Bessel sequences in
H. Then the following assertions hold.
(1) If the operator U is compact, the matrix GU,Φ,Ψ is also compact. In particular,
lim
i→∞
∑
l∈I
| 〈Uψi, φl〉 |2 = 0.
(2) If the operator U is Schatten p-class, the matrix GU,Φ,Ψ is Schatten p-class. In
this case
(∑
i∈I
|〈Uψi, φi〉|p
)1/p
<∞ and ‖〈Uψi, φl〉‖p,2 <∞. In particular:
(2a.) If the operator U is trace-class, then GU,Φ,Ψ is trace-class, if and only if∑
i∈I
|〈Uψi, φi〉| <∞.
(2b.) If the operator U is Hilbert-Schmidt, then GU,Φ,Ψ is Hilbert-Schmidt, if and
only if
∑
i∈I
∑
l∈I
|〈Uψi, φl〉|2 <∞.
Proof. This follows from the ideal property of the considered operator spaces, as
GU,Φ,Ψ = T
∗
ΦUTΨ, as well as the above comments. 
For frames we can show equivalent conditions:
Lemma 3.5. Let U ∈ B (H), Φ = {φi}i∈I and Ψ = {ψi}i∈I be frames in H. Then the
following assertions hold.
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(1) The operator U is compact, if and only if GU,Φ,Ψ is compact. In this case
lim
i→∞
∑
l∈I
|〈Uψi, φl〉|2 = 0.
(2) The operator U is in the Schatten p-class, if and only if GU,Φ,Ψ is Schatten
p-class. In this case
(∑
i∈I
|〈Uψi, φi〉|p
)1/p
< ∞ and ‖〈Uψi, φl〉‖p,2 < ∞. In
particular:
(2a.) The operator U is trace-class, if and only if GU,Φ,Ψ is trace-class, if and
only if
∑
i∈I
|〈Uψi, φi〉| <∞.
(2b.) The operator U is Hilbert-Schmidt, if and only if GU,Φ,Ψ is Hilbert-Schmidt,
if and only if
∑
i,l∈I
|〈Uψi, φl〉|2 <∞.
Proof. This follows from above, and Corollary 3.4. 
This generalizes result for operators and frames [14]. Note that U is compact
respectively Schatten p-class if and only if U∗ is. So, the role of U and U∗ as well as
Φ and Ψ can be completely switched (for frames).
3.2. U -cross Gram matrices and Riesz bases
It is apparent that Φ is an orthonormal basis if and only if GΦ = Iℓ2 as this means
that Φ is biorthogonal to itself. In the sequel, we discuss the invertibility of GU,Φ,Ψ
when Φ and Ψ are Riesz bases.
Proposition 3.6. Let U ∈ B (H) , Φ = {φi}i∈I and Ψ = {ψi}i∈I be two frames in H
and Φd be a dual of Φ. Then
(1) GU,Φ,Ψ = Iℓ2 if and only if Φ and Ψ are Riesz bases. Also, Φ = SΦUΨ and
Ψ = SΨU
∗Φ. In this case U = TΦ˜T
∗
Ψ˜
is invertible.
(2) If GU,Φ,Φd = Iℓ2 , then U = IH and Φd = Φ˜. The converse is true only if Φ is a
Riesz basis.
Proof. If GU,Φ,Ψ = Iℓ2 , then
δij = (GU,Φ,Ψ)i,j = 〈Uψj , φi〉 .
Hence, Φ has a biorthogonal sequence, and therefore it is a Riesz basis. Also, Ψ is a
Riesz basis since U∗Φ is its biorthogonal sequence. In particular, Φ˜ = UΨ by Theorem
5.5.4 of [19]. By (3.2), U = TΦ˜T
∗
Ψ˜
. This shows (1).
By (1) Φ is a Riesz basis, and has only one, the canonical dual. Now, the invert-
ibility of SΦ implies that U = IH. The converse is clear. 
In the next theorem, we study sufficient conditions for the invertibility of the
U -cross Gram matrix associated to Riesz sequences.
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Theorem 3.7. Let U ∈ B (H1,H2), Φ = {φ}i∈I and Ψ = {ψi}i∈I be two Bessel
sequences in H2 and H1, respectively, such that GU,Φ,Ψ is invertible. Then Φ and Ψ
are Riesz sequences in H2 and H1, respectively. If Φ and Ψ are assumed to be upper
semi-frames, Φ and Ψ are Riesz bases and U is invertible. In this case,
(GU,Φ,Ψ)
−1 = GU−1,Ψ˜,Φ˜.
Proof. It is sufficient to show that TΦ is bounded below. To see this
‖d‖2 =
∣∣∣〈GU,Φ,ΨG−1U,Φ,Ψd, d〉∣∣∣
=
∣∣∣〈T ∗ΦUTΨG−1U,Φ,Ψd, d〉∣∣∣
=
∣∣∣〈TΨG−1U,Φ,Ψd, U∗TΦd〉∣∣∣
≤
√
BΨ
∥∥∥G−1U,Φ,Ψ∥∥∥ ‖d‖ ‖U∗‖ ‖TΦd‖ ,
for every d = {di}i∈I ∈ ℓ2. This follows that
‖d‖
√
BΨ
∥∥∥G−1U,Φ,Ψ∥∥∥ ‖U‖ ≤ ‖TΦd‖ .
To obtain a lower bound for Ψ, an analogue argument can be used.
As GU,Φ,Ψ = T
∗
ΦUTΨ it follows that U is invertible for complete sequences.

Note that, the invertibility of GU,Φ,Ψ does not imply that Φ and Ψ are Riesz
bases, in general. This is because GU,Φ,Ψ can never imply anything about complete-
ness, as the considered space is irrelevant for GU,Φ,Ψ. For an example assume that
{ei}∞i=1 is an orthonormal basis for a separable Hilbert spaceH and Φ = {e2, e3, e4, ...}.
Φ is non-complete. Still,
(GΦ)i,j = 〈φj , φi〉 = δi,j .
This is even true if one erases countably many elements, for example only considering
{e2, e4, e6, . . . }.
In Theorem 3.7, if Φ and Ψ are Bessel sequences in finite dimensional1 Hilbert
spaces, the invertibility GU,Φ,Ψ implies that Φ and Ψ are Riesz bases and U is invert-
ible operator. This is because the invertibility
GU,Φ,Ψ = T
∗
ΦUTΨ
yields T ∗Φ is onto and TΨ is one to one. Because H is finite dimensional, the operators
T ∗Φ and TΨ are invertible, in particular, Φ and Ψ are Riesz basis. As a consequence U
is also invertible.
1For finites frames see [5, 17]
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The next proposition solves the question of how the above result can be gener-
alized to the existence of a left or right inverses.
Proposition 3.8. Let U ∈ B (H1,H2), Φ and Ψ be Bessel sequences in H2 and H1,
respectively. Then the following assertions are hold.
(1) If GU,Φ,Ψ has a right inverse, then Φ and U
∗Φ are Riesz sequences. Moreover,
if Φ is an upper semi-frame, then Φ is a Riesz basis and UΨ is a frame.
(2) If GU,Φ,Ψ has a left inverse, then Ψ and UΨ are Riesz sequences. Moreover, if
Ψ is an upper semi-frame, then Ψ is a Riesz basis and U∗Φ is a frame.
Proof. (1) The assumption shows that T ∗ΦUTΨ = T
∗
U∗ΦTΨ is surjective, and so T
∗
Φ and
T ∗ΦU = T
∗
U∗Φ are surjective. Using Proposition 2.1 immediately follows that Φ and
U∗Φ are Riesz sequences. Moreover, if Φ is an upper semi-frame, then T ∗Φ is bijective
by Proposition 2.1, and hence
TUΨ = (T
∗
Φ)
−1
T ∗ΦTUΨ = (T
∗
Φ)
−1
GU,Φ,Ψ
has a bounded right inverse, or equivalently UΨ is a frame. The proof of the second
part is similar. 
4. The pseudo-inverse of U-cross Gram matrices
Similar to the case for multipliers [38] we can show that there exist duals that allow
the representation of the pseudo-inverse as a matrix of the same class. Note that,
from now, we put as an assumption that the U -cross Gram matrix has closed range.
In Section 4.1 we put some statements about when this occurs.
Theorem 4.1. Let Ψ and Φ be frames in Hilbert space H, U ∈ B (H) be an invertible
operator and GU,Φ,Ψ have closed range. Then the following assertions hold:
(1) There exists a unique dual Φ(U,Ψ) of Φ such that
(GU,Φ,Ψ)
†
= GU−1,Ψ˜,Φ(U,Ψ) .
(2) There exists a unique dual Ψ(U,Φ) of Ψ such that
(GU,Φ,Ψ)
†
= GU−1,Ψ(U,Φ),Φ˜.
Proof. (1) Note that G† := G†U,Φ,Ψ exists and
N
(
G
†) = (R (GU,Φ,Ψ))⊥ = (R (T ∗ΦUTΨ))⊥ = R (T ∗Φ)⊥ = N (TΦ) , (4.1)
R
(
G
†) = (N (GU,Φ,Ψ))⊥ = (N (T ∗ΦUTΨ))⊥ = (N (TΨ))⊥ = R (T ∗Ψ) . (4.2)
U -cross Gram matrices and their invertibility 11
Putting,
Φ(U,Ψ) = {φ(U,Ψ)i }i∈I := {UTΨG†δi}i∈I , (4.3)
where {δi}i∈I is the canonical orthonormal basis of ℓ2. Then
TΦ(U,Ψ)T
∗
Φ = UTΨG
†T ∗Φ
= TΦdT
∗
ΦUTΨG
†T ∗ΦUTΨT
∗
ΨdU
−1
= TΦdGU,Φ,ΨG
†
GU,Φ,ΨT
∗
ΨdU
−1
= TΦdGU,Φ,ΨT
∗
ΨdU
−1
= TΦdT
∗
ΦUTΨT
∗
ΨdU
−1 = IH.
So, Φ(U,Ψ) is a dual of Φ. Note that for all duals Φd and Ψd of Φ and Ψ,
respectively, we have
GU,Φ,ΨGU−1,Ψd,ΦdGU,Φ,Ψ = T
∗
ΦUTΨT
∗
ΨdU
−1TΦdT
∗
ΦUTΨ
= T ∗ΦUTΨ = GU,Φ,Ψ.
Moreover,N (TΦ(U,Ψ)) = N (TΦ). Indeed, by (4.1) and (4.3) we obtain N (TΦ) =
N
(
G
†) ⊆ N (TΦ(U,Ψ)). For the reverse inclusion, suppose that c = {ci}i∈I ∈
N (TΦ(U,Ψ)) and so, TΨG
†c = 0. On the other hand, by (4.2) it follows that
G
†c = T ∗Ψf, (4.4)
for some f ∈ H. Then
f = S−1Ψ TΨT
∗
Ψf
= S−1Ψ TΨG
†c = 0.
Applying (4.4) and (4.1) we have c ∈ N (G†) = N (TΦ). Furthermore,
N
(
GU−1,Ψ˜,Φ(U,Ψ)
)
= N
(
T ∗
Ψ˜
U−1TΦ(U,Ψ)
)
= N (TΦ(U,Ψ))
= N (TΦ)
= N
(
G
†) .
Moreover, it follows from (4.2) that
R
(
GU−1,Ψ˜,Φ(U,Ψ)
)
= R
(
T ∗
Ψ˜
U−1TΦ(U,Ψ)
)
= R
(
T ∗
Ψ˜
)
= R (T ∗Ψ)
= R
(
G
†) .
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Hence, G† = GU−1,Ψ˜,Φ(U,Ψ) . To show the uniqueness, assume that Φ
‡ is
also a dual of Φ such that
GU−1,Ψ˜,Φ(U,Ψ) = GU−1,Ψ˜,Φ‡ .
It follows that U−1TΦ(U,Ψ) = U
−1TΦ‡ and hence, Φ(U,Ψ) = Φ‡.
The proof of (2) is similar, using Ψ(U,Φ) = {ψ(U,Φ)i }i∈I = {U∗TΦ
(
G
†)∗ δi}i∈I .

We have that
Φ(U,Ψ) = {U∗TΨ(G†U,Ψ,Φ)∗δi}i∈I
and (G†U,Ψ,Φ)
∗ = G†U∗,Φ,Ψ. By comparing Φ
(U,Ψ) and
Φ(U,Ψ) = {UTΨG†U,Φ,Ψδi}i∈I
we obtain that Φ(U,Ψ) = Φ(U
∗,Ψ).
Using the same arguments we can show
Corollary 4.2. Let Ψ and Φ be frames in the Hilbert spaces H1 respectively H2, U ∈
B (H1,H2) an invertible operator and GU,Φ,Ψ has closed range. Then the following
assertions hold:
(1) There exists a unique dual Φ(U,Ψ) of Φ such that
(GU,Φ,Ψ)
† = GU−1,Ψ˜,Φ(U,Ψ) .
(2) There exists a unique dual Ψ(U,Φ) of Ψ such that
(GU,Φ,Ψ)
† = G
U−1,Ψ(U,Φ),Φ˜
.
Our next goal is to determine G†U,Φ,Ψ when the invertibility assumption on U
is dropped and it is only assumed to be closed range. In fact, we prove that all
results of the above theorem except the uniqueness are true, assuming additionally
that R (U∗) = SΨR (U∗) or R (U) = SΦR (U).
For that we first look at frames for the range of an operator. Naturally if Φ is a
frame, πR(U)Φ = UU
†Φ is a frame for R (U). Also UΦ has the same property:
Corollary 4.3. Let U have closed range, and Ψ be a frame with bounds AΨ, BΨ. Then
UΨ = (Uψk)k is a frame for R (U) with frame bounds m ·AΨ, M ·BΨ. Here, m is the
lower bound of U , i.e. m ‖f‖2 ≤ ‖U∗f‖2 for f ∈ N (U∗)⊥ and M = ‖U∗‖2.
We have that S−1UΨ = U
∗†S−1Ψ U
†.
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Proof. The first part is [19, Proposition 5.3.1].
We have SUΨ = U
√
SΨ
√
SΨU
∗, therefore the pseudo-inverse is given by
S−1UΨ = (SUΨ)
†
=
(√
SΨU
∗
)† (
U
√
SΨ
)†
= U∗†
(√
SΨ
)− 12 (√
SΨ
)− 12
U † = U∗†SΨ−1U †.

Corollary 4.4. Let U ∈ B (H) have closed range, Φ and Ψ be frames for R (U) and
R (U∗), respectively. Then GU,Φ,Ψ has closed range and
(GU,Φ,Ψ)
† = G
U†
|
R(U)
,Ψ(U,Φ),Φ˜
= G
(U|
R(U∗)
)−1,Ψ(U,Φ),Φ˜
.
Proof. It follows immediately by using Corollary 4.2 for the invertible operator U :
R (U∗)→ R (U) and the fact that U †|R(U) = (U|R(U∗))−1. 
Theorem 4.5. Let Ψ and Φ be frames in Hilbert space H, U ∈ B (H) a closed range
operator and GU,Φ,Ψ have closed range.
(1) The following assertions are equivalent:
1. There exists a dual Φ(U,Ψ) of Φ on R (U) such that
(GU,Φ,Ψ)
†
= GU†,Ψ˜,Φ(U,Ψ) .
2. (GU,Φ,Ψ)
†
= G
U†,Ψ˜,U˜U†Φ
.
3. R (U∗) = SΨR (U∗).
(2) The following assertions are equivalent:
1. There exists a dual Ψ(U,Φ) of Ψ on R (U∗) such that
(GU,Φ,Ψ)
†
= GU†,Ψ(U,Φ),Φ˜.
2. (GU,Φ,Ψ)
†
= G
U†,U˜†UΨ,Φ˜
.
3. R (U) = SΦR (U).
Proof. For the first part we have
(1⇔ 3) Putting G† := (GU,Φ,Ψ)†. Then
N
(
G
†) = (R (GU,Φ,Ψ))⊥ = (R (T ∗ΦUTΨ))⊥ = R (T ∗ΦU)⊥ = N (U∗TΦ) , (4.5)
R
(
G
†) = (N (GU,Φ,Ψ))⊥ = (N (T ∗ΦUTΨ))⊥ = N (UTΨ)⊥ = R (T ∗ΨU∗) . (4.6)
Take,
Φ(U,Ψ) = {φi(U,Ψ)}i∈I := {UTΨG†δi}i∈I , (4.7)
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where {δi}i∈I is the canonical orthonormal basis of ℓ2. Then Φ(U,Ψ) is a Bessel
sequence and on R (U) we obtain
TΦ(U,Ψ)T
∗
Φ = UTΨG
†T ∗Φ
= TΦdT
∗
ΦUTΨG
†T ∗ΦUTΨT
∗
ΨdU
†
= TΦdGU,Φ,ΨG
†
GU,Φ,ΨT
∗
ΨdU
†
= TΦdGU,Φ,ΨT
∗
ΨdU
†
= UU † = IR(U),
where Φd and Ψd are duals of Φ and Ψ, respectively. So, Φ(U,Ψ) is a dual of Φ
on R (U), in particular a frame on R (U). Also,
GU,Φ,ΨGU†,Ψd,ΦdGU,Φ,Ψ = T
∗
ΦUTΨT
∗
ΨdU
†TΦdT
∗
ΦUTΨ
= T ∗ΦUU
†UTΨ
= T ∗ΦUTΨ = GU,Φ,Ψ.
Moreover, N
(
U †TΦ(U,Ψ)
)
= N (U∗TΦ). Indeed, the equations (4.5) and (4.7) yield
N (U∗TΦ) = N
(
G
†) ⊆ N (TΦ(U,Ψ)) ⊆ N (U †TΦ(U,Ψ)) .
For the reverse inclusion, suppose that c = {ci}i∈I ∈ N
(
U †TΦ(U,Ψ)
)
and so,
U †TΦ(U,Ψ)c = 0. The injectivity U † on R (U) and R (TΦ(U,Ψ)) ⊆ R (U) imply that
TΦ(U,Ψ)c = 0. On the other hand, by the fact that G
†
GU,Φ,ΨG
† = G† we have
G
†c = G†GU,Φ,ΨG†c
= G†T ∗ΦUTΨG
†c
= G†T ∗ΦTΦ(U,Ψ)c = 0.
Hence, c ∈ N (G†) = N (U∗TΦ). Therefore,
N
(
GU†,Ψ˜,Φ(U,Ψ)
)
= N
(
T ∗
Ψ˜
U †TΦ(U,Ψ)
)
= N
(
U †TΦ(U,Ψ)
)
= N (U∗TΦ) = N
(
G
†) .
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Combining (4.6) and the assumptions we obtain
R
(
GU†,Ψ˜,Φ(U,Ψ)
)
= R
(
T ∗
Ψ˜
U †TΦ(U,Ψ)
)
= R
(
T ∗
Ψ˜
U †
)
= R
(
T ∗
Ψ˜
U∗
)
= R
(
T ∗ΨS
−1
Ψ U
∗)
= R (T ∗ΨU
∗) = R
(
G
†) .
So, G† = GU†,Ψ˜,Φ(U,Ψ) . Conversely, suppose there is a dual of Φ as Φ
(U,Ψ) such
that G† = GU†,Ψ˜,Φ(U,Ψ) . Then
R
(
T ∗ΨS
−1
Ψ U
∗) = R (T ∗ΨS−1Ψ U †)
= R
(
GU†,Ψ˜,Φ(U,Ψ)
)
= R
(
G
†)
= R
(
G
∗
U,Φ,Ψ
)
= R (T ∗ΨU
∗TΦ) = R (T ∗ΨU
∗) .
This follows that R
(
S−1Ψ U
∗) = R (U∗) .
(2⇔ 3) It is easy to see that U˜U †Φ is a dual of Φ on R (U) and
GU,Φ,ΨG
U†,Ψ˜,U˜U†Φ
GU,Φ,Ψ = GU,Φ,Ψ.
Using this fact U˜U †Φ is a frame on R (U) and UU † = πR(U) (see Section 4.1) we
obtain
N
(
G
U†,Ψ˜,U˜U†Φ
)
= N
(
T ∗
Ψ˜
U †T
U˜U†Φ
)
= N
(
U †T
U˜U†Φ
)
= N
(
T
U˜U†Φ
)
= R
(
T ∗
U˜U†Φ
)⊥
= R (T ∗UU†Φ)
⊥
= R
(
T ∗ΦUU
†)⊥
= R (T ∗ΦU)
⊥
= N
(
G
†) .
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We can see that R (U∗) = SΨR (U∗) if and only if
R
(
G
U†,Ψ˜,U˜U†Φ
)
= R
(
T ∗
Ψ˜
U †T
U˜U†Φ
)
= R
(
T ∗
Ψ˜
U †
)
= T ∗
Ψ˜
U †(H)
= T ∗
Ψ˜
U∗(H)
= R (T ∗ΨU
∗) = R
(
G
†) .
Hence, (1) is proved.
For the second part note that
(1⇔ 3) is similar to the first part.
(2⇔ 3) One can see that U˜ †UΨ is a dual of Ψ on R (U∗) and
GU,Φ,ΨG
U†,U˜†UΨ,Φ˜
GU,Φ,Ψ = GU,Φ,Ψ.
Using this fact R
(
(U †)∗
)
= R (U), then SΦR (U) = R (U) if and only if
N
(
G
U†,U˜†UΨ,Φ˜
)
= N
(
T ∗
U˜†UΨ
U †TΦ˜
)
= N
(
U †TΦ˜
)
= N
(
U †S−1Φ TΦ
)
= R
(
T ∗ΦS
−1
Φ (U
†)∗
)⊥
= R
(
T ∗ΦS
−1
Φ U
)
= R (T ∗ΦU)
⊥
= N (U∗TΦ) = N
(
G
†) .
Applying this fact U˜ †UΨ is a frame for R
(
U †
)
we have
R
(
G
U†,U˜†UΨ,Φ˜
)
= R
(
T ∗
U˜†UΨ
U †TΦ˜
)
= R
(
T ∗
U˜†UΨ
U †
)
= R
(
T ∗U†UΨU
†)
= R
(
T ∗ΨU
†UU †
)
= R
(
T ∗ΨU
†)
= R (T ∗ΨU
∗) = R
(
G
†) .

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The assumptions R (U∗) = SΨR (U∗) = R (SΨU∗) naturally leads to the question
for which operators U this is fulfilled, leading to questions about invariant subspaces,
see e.g. [22], beyond the scope of this paper.
As we have mention before, for a closed range operator U the uniqueness property
of Theorem 4.1 does not hold in general as the next example indicates.
Example 4.6. Let H be a Hilbert space with an orthonormal basis {ei}i∈I . Let
Ψ = {e1, e1, e2, e3, e4, ...} and Φ = {e1, e2, e2, e3, e4, ...}. It is clear to see that Φa =
{e1, 0, e2, e3, ...} and Φb = {e1, e22 , e22 , e3, ...} are respective duals. Define U ∈ B (H)
by
Uei = ei, (i 6= 2), Ue2 = e1.
Obviously, R (U) = {e2}⊥ and N (U) = span (e1 − e2). Hence U has closed range,
so the operator GU,Φ,Ψ has also closed range. Moreover, U : N (U)
⊥ → R (U) is
invertible, hence U † is given as
U †e1 =
e1 + e2
2
, U †e2 = 0, and U †ei = ei, (i ≥ 3).
In fact, it is the unique right inverse of U on R (U) such that R
(
U †
)
= R (U∗) where
U∗ is determined by
U∗e1 = e1 + e2, U∗e2 = 0, and U∗ei = ei, (i ≥ 3).
Moreover,
TΦa{ck} = c1e1 + c3e2 + c4e3 + ...,
TΦb{ck} = c1e1 + c2e2/2 + c3e2/2 + c4e3 + ....
Hence, U †TΦa = U †TΦb . So
T ∗ΨdU
†TΦa = T ∗ΨdU
†TΦb ,
for every dual Ψd of Ψ.
Corollary 4.7. Let U ∈ B (H) be an operator with closed range, and Ψ and Φ frames
in Hilbert space H.Then(
GU,UU†Φ,Ψ
)†
=
(
GU,Φ,U†UΨ
)†
= G
U†,U˜†UΨ,U˜U†Φ
.
Proof. By Lemma 4.10 GU,Φ,Ψ has closed range. It is easy to see that UU
†Φ and
U †UΨ are frames for R (U) and R (U∗), respectively. So, SUU†ΦR (U) = R (U) and
SU†UΨR (U
∗) = R (U∗). Then the result immediately follows by Theorem 4.5. 
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4.1. More on the closed range conditions
In this subsection we present some conditions for a U -cross Gram matrix having
closed range. For example, if U is a positive invertible and Φ is a frame, then
√
UΦ is
a frame, and therefore T√UΦ has closed range. Using Corollary 2.3 of [20] it follows
that
GU,Φ,Φ = T
∗
ΦUTΦ = T
∗
Φ
√
U
√
UTΦ =
(
T√UΦ
)∗ (
T√UΦ
)
has closed range.
Proposition 4.8. Let U ∈ B (H) have closed range, Φ be a Bessel sequence and Ψ a
frame for a Hilbert space H. Then the following are equivalent:
(1) GU,Φ,Ψ has closed range.
(2) U∗Φ is a frame sequence.
Proof. Since Ψ is a frame for H we obtain
R (GU,Φ,Ψ) = R (T
∗
U∗ΦTΨ) = R (T
∗
U∗Φ) . (4.8)
The synthesis operator of U∗Φ has closed range [13, 18] if and only if U∗Φ is a frame
sequence. 
Corollary 4.9. Let U be a surjective operator in B (H), Φ a Bessel sequence and Ψ a
frame for a Hilbert space H. Then the following are equivalent:
(1) GU,Φ,Ψ has closed range.
(2) Φ is a frame sequence.
Lemma 4.10. Let U ∈ B (H) have closed range, and Φ and Ψ be Bessel sequences in
a Hilbert space H. The following assertions hold.
(1) If UΨ and UU †Φ are frames for R (U), then
R (GU,Φ,Ψ) = R (T
∗
UU†Φ) .
(2) If U †UΨ and U∗Φ are frames for R (U∗), then
R (GU,Φ,Ψ) = R (T
∗
U∗Φ) .
In particular, in both cases GU,Φ,Ψ has closed range.
Proof. We have that UU † is the orthogonal projection on R (U) [20]. Then
GU,Φ,Ψ = T
∗
ΦUTΨ = T
∗
UU†ΦUTΨ = T
∗
UU†ΦTUΨ.
By assumption the considered sequences are frames for R (U), and so R (GU,Φ,Ψ) =
R
(
T ∗UU†Φ
)
. This proves the first part. In order to obtain (2) we have
GU,Φ,Ψ = T
∗
ΦUTΨ = T
∗
ΦUTU†UΨ = T
∗
U∗ΦTU†UΨ.

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The assumption of Lemma 4.8 are fulfilled, if Ψ and Φ are frames for H.
Theorem 4.11. Let U ∈ B (H) have closed range, Φ and Ψ be frames for H. Then
(GU,Φ,Ψ)
†
= T ∗
U˜Ψ
TΦ˜
if and only if R (T ∗Φ) = R (T
∗
ΦU).
Proof. One can see that
GU,Φ,ΨT
∗
U˜Ψ
TΦ˜GU,Φ,Ψ = T
∗
ΦUTΨT
∗
U˜Ψ
TΦ˜T
∗
ΦUTΨ
= T ∗ΦTUΨT
∗
U˜Ψ
TΦ˜T
∗
ΦUTΨ
= T ∗ΦUTΨ = GU,Φ,Ψ.
Also,
R
(
T ∗
U˜Ψ
TΦ˜
)
= R
(
T ∗
U˜Ψ
)
= R (T ∗UΨ)
= R (T ∗ΨU
∗)
= R
(
G
∗
U,Φ,Ψ
)
= R
(
(GU,Φ,Ψ)
†
)
.
Now, R (T ∗Φ) = R (T
∗
ΦU) if and only if
N
(
T ∗
U˜Ψ
TΦ˜
)
= N
(
TΦ˜
)
= N (TΦ)
= R (T ∗Φ)
⊥
= R (T ∗ΦU)
⊥
= R (GU,Φ,Ψ)
⊥
= N
(
(GU,Φ,Ψ)
†
)
.

Corollary 4.12. Let U have closed range, and Φ and Ψ be frames for R (U) and H,
respectively. Then
(GU,Φ,Ψ)
†
= T ∗
U˜Ψ
TΦ˜.
Based on the above results, we have the following theorem:
Theorem 4.13. Let U ∈ B (H) have closed range, and Φ and Ψ be frames for H. Then
GU,UΦ,U∗Ψ has closed range and
G
†
U1,U1Φ,U1∗Ψ
= G(U1∗U1U1∗)†,Ψ˜,Φ˜ = G(U1∗U1U1∗)−1,Ψ˜,Φ˜,
where U1 = U|R(U∗) .
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Proof. Using Corollary 4.3 we have S−1U1U1∗Ψ = (U1U1
∗)† S−1Ψ (U1U1
∗)†. Applying
Corollary 4.12 and the fact that U1 is invertible we obtain
G
†
U1,U1Φ,U1∗Ψ
= T ∗
U˜1U1∗Ψ
T
U˜1Φ
= T ∗U1U1∗Ψ (U1U1
∗)† S−1Ψ (U1U1
∗)† S−1U1ΦU1TΦ
= T ∗ΨU1U1
∗ (U1U1∗)
†
S−1Ψ (U1U1
∗)† U∗1
†S−1Φ U
†
1U1TΦ
= T ∗
Ψ˜
(U1
∗U1U1∗)
†
TΦ˜ = G(U1∗U1U1∗)†,Ψ˜,Φ˜.

5. Approximate duals
We can give several conditions for appropriate duality based on the U -cross Gram
matrix.We start with sufficient conditions.
Proposition 5.1. Let Φ and Ψ be frames in H with duals Φd and Ψd, respectively. The
following assertions are hold.
(1) Φ and Ψ are approximate dual frames, if
‖Iℓ2 −GΨ,Φ‖ <
1√
BΦBΦd
. (5.1)
(2) Φd and Ψd are approximate dual frames, if
‖Iℓ2 −GΦ,Ψ‖ <
1√
BΦdBΨd
. (5.2)
(3) Φ and Ψ are approximate dual frames, if
‖Iℓ2 −GΦ,Ψ‖ <
1√
BΦBΦd
. (5.3)
(4) If V ∈ B (H) is a right inverse of U such that∥∥Iℓ2 −GU,Ψ,ΦGV,Φd,Φ∥∥ < 1√
BΦBΦd
, (5.4)
then Φ and Ψ are approximate dual frames.
Proof. (1) According to the dual property and using (5.1) we have
‖IH − TΦT ∗Ψ‖ = ‖TΦ (Iℓ2 − T ∗ΨTΦ)T ∗Φd‖
≤
√
BΦBΦd ‖Iℓ2 −GΨ,Φ‖ < 1.
(2) One can see that (5.2) yields
‖IH − TΦdT ∗Ψd‖ = ‖TΦd (T ∗ΦTΨ − Iℓ2)T ∗Ψd‖
≤
√
BΦdBΨd ‖Iℓ2 −GΦ,Ψ‖ < 1.
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(3) Using (5.3) it is straightforward to see that
‖IH − TΨT ∗Φ‖ = ‖TΦd (Iℓ2 − T ∗ΦTΨ)T ∗Φ‖
≤
√
BΦdBΦ ‖Iℓ2 −GΦ,Ψ‖ < 1.
(4) Finally, note that GUΨ,ΦGV,Φd,Φ = GΨ,Φ. Then the result follows immediately
from (5.4) and the first part.

Note that the role in this result of the primal and dual frames, i.e. Ψ, Φ and Ψd,
Φd can be switched.
We can only give one necessary condition, and this holds only in the Riesz basis
case:
Lemma 5.2. If Ψ is an approximate dual for a Riesz basis Φ, then
‖Iℓ2 −GΦ,Ψ‖ <
√
BΦBΨ
AΦAΨ
.
Proof. Let Ψ be a Riesz basis and Φ an approximate dual Ψ. Then TΨ and GΦ,Ψ are
invertible. It follows that∥∥(TΦT ∗Ψ)−1∥∥−1 ‖Iℓ2 − T ∗ΦTΨ‖ ≤ ‖T ∗ΦTΨ (Iℓ2 − T ∗ΦTΨ)‖
≤ ‖T ∗ΦTΨ − T ∗ΦTΨT ∗ΦTΨ‖
< ‖T ∗Φ (IH − TΨT ∗Φ)TΨ‖
≤
√
BΦ
√
BΨ.
So,
‖Iℓ2 − T ∗ΦTΨ‖ ≤
√
BΦ
√
BΨ
∥∥(TΦT ∗Ψ)−1∥∥
≤
√
BΦ
√
BΨ
∥∥T−1Φ ∥∥ ∥∥T−1Ψ ∥∥ ≤√BΦBΨAΦAΨ .

6. Stability of U-cross Gram matrices
In this section, we state some sufficient conditions for the invertibility of U -cross Gram
matrices.
Proposition 6.1. Let Φ be a Bessel sequence in H with Bessel bound BΦ. If U1, U2 and
U3 ∈ B (H) such that GU1,Φ,Φ is an invertible operator and
‖U∗2U1U3 − U1‖ <
1∥∥∥G−1U1,Φ,Φ∥∥∥BΦ , (6.1)
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then GU1,U2Φ,U3Φ is also invertible. Moreover, if Φ is a frame then Φ is a Riesz basis,
U1 is invertible and
G
−1
U1,U2Φ,U3Φ
= T ∗
Φ˜
∞∑
k=0
(
IH − U−11 U∗2U1U3
)k
U−11 TΦ˜,
Proof. Assumption (6.1) yields∥∥∥GU1,U2Φ,U3ΦG−1U1,Φ,Φ − Iℓ2∥∥∥ = ∥∥∥(GU1,U2Φ,U3Φ −GU1,Φ,Φ)G−1U1,Φ,Φ∥∥∥
≤ ∥∥GU∗2U1U3,Φ,Φ −GU1,Φ,Φ∥∥ ∥∥∥G−1U1,Φ,Φ∥∥∥
= ‖T ∗Φ (U∗2U1U3 − U1)TΦ‖
∥∥∥G−1U1,Φ,Φ∥∥∥
≤ ‖TΦ‖2 ‖(U∗2U1U3 − U1‖
∥∥∥G−1U1,Φ,Φ∥∥∥ < 1.
This shows thatGU1,U2Φ,U3ΦG
−1
U1,Φ,Φ
is invertible and hence,GU1,U2Φ,U3Φ is invertible.
Moreover, if Φ is a frame, then it is also a Riesz basis, U1 is invertible and G
−1
U1,Φ,Φ
=
T−1Φ U
−1
1 (T
∗
Φ)
−1. Due to Proposition 2.3 we obtain
G
−1
U1,U2Φ,U3Φ
=
∞∑
k=0
(
G
−1
U1,Φ,Φ
(GU1,Φ,Φ −GU1,U2Φ,U3Φ)
)k
G
−1
U1,Φ,Φ
=
∞∑
k=0
(
T−1Φ U
−1
1 (T
∗
Φ)
−1
(T ∗Φ (U1 − U∗2U1U3) TΦ)
)k
G
−1
U1,Φ,Φ
=
∞∑
k=0
(
T−1Φ U
−1
1 (U1 − U∗2U1U3)TΦ
)k
T−1Φ U
−1
1 (T
∗
Φ)
−1
=
∞∑
k=0
T−1Φ
(
IH − U−11 U∗2U1U3)
)k
TΦT
−1
Φ U
−1
1 (T
∗
Φ)
−1
= T ∗
Φ˜
∞∑
k=0
(
IH − U−11 U∗2U1U3
)k
U−11 TΦ˜.

Corollary 6.2. Let Φ be a Bessel sequence in H with Bessel bound BΦ. If U1, U2 ∈
B (H) such that GU1,Φ,Φ is an invertible operator and
‖U2 − IH‖ < 1∥∥∥G−1U1,Φ,Φ∥∥∥BΦ‖U1‖ , (6.2)
then GU1,Φ,U2Φ and GU1,U2Φ,Φ are also invertible. Moreover, if Φ is a frame and
U1 ∈ B (H) is invertible, then
G
−1
U1,Φ,U2Φ
= GU−11 ,U˜2Φ,Φ˜
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and
G
−1
U1,U2Φ,Φ
= G
U−11 ,Φ˜,U˜2Φ
.
Proof. By using the assumption (6.2) we obtain∥∥∥GU1,Φ,U2ΦG−1U1,Φ,Φ − Iℓ2∥∥∥ = ∥∥∥(GU1,Φ,U2Φ −GU1,Φ,Φ)G−1U1,Φ,Φ∥∥∥
≤ ‖GU1,Φ,U2Φ −GU1,Φ,Φ‖
∥∥∥G−1U1,Φ,Φ∥∥∥
= ‖T ∗ΦU1 (U2 − IH)TΦ‖
∥∥∥G−1U1,Φ,Φ∥∥∥
≤ ‖TΦ‖2 ‖U1‖ ‖U2 − IH‖
∥∥∥G−1U1,Φ,Φ∥∥∥
≤ BΦ‖U1‖ ‖U2 − IH‖
∥∥∥G−1U1,Φ,Φ∥∥∥ < 1.
Then GU1,Φ,U2ΦG
−1
U1,Φ,Φ
is invertible and so GU1,Φ,U2,Φ is invertible. The proof of
invertibilityGU1,U2Φ,Φ is similar. The rest is immediately follows by Theorem 3.7. 
Theorem 6.3. Suppose that Φ and Ψ are Bessel sequences in H such that GU,Φ,Ψ is
invertible.
(1) If V ∈ B (H) such that
‖U − V ‖ < 1∥∥∥G−1U,Φ,Ψ∥∥∥√BΦBΨ , (6.3)
then GV,Φ,Ψ is also invertible.
(2) If Ξ = {ξi}i∈I is a Bessel sequence in H such that
(∑
i∈I
‖ψi − ξi‖2
)1/2
<
1∥∥∥G−1U,Φ,Ψ∥∥∥√BΦ ‖U‖ , (6.4)
then GU,Φ,Ξ is invertible.
(3) If Θ = {θi}i∈I is a Bessel sequence in H such that
(∑
i∈I
‖φi − θi‖2
)1/2
<
1∥∥∥G−1U,Φ,Ψ∥∥∥√BΨ ‖U‖ ,
then GU,Θ,Ψ is invertible.
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Proof. By assumption (6.3) we have∥∥∥Iℓ2 −G−1U,Φ,ΨGV,Φ,Ψ∥∥∥ = ∥∥∥G−1U,Φ,Ψ (GU,Φ,Ψ −GV,Φ,Ψ)∥∥∥
≤
∥∥∥G−1U,Φ,Ψ∥∥∥ ‖GU,Φ,Ψ −GV,Φ,Ψ‖
=
∥∥∥G−1U,Φ,Ψ∥∥∥ ‖T ∗ΦUTΨ − T ∗ΦV TΨ‖
=
∥∥∥G−1U,Φ,Ψ∥∥∥ ‖T ∗Φ(U − V )TΨ‖
≤
∥∥∥G−1U,Φ,Ψ∥∥∥√BΦBΨ‖U − V ‖ < 1,
and GV,Φ,Ψ is also invertible. This proves (1). To show (2) note that
‖TΨ − TΞ‖ ≤
(∑
i∈I
‖ψi − ξi‖2
)1/2
. (6.5)
Using (6.4) follows that∥∥∥Iℓ2 −G−1U,Φ,ΨGU,Φ,Ξ∥∥∥ = ∥∥∥G−1U,Φ,Ψ (GU,Φ,Ψ −GU,Φ,Ξ)∥∥∥
≤
∥∥∥G−1U,Φ,Ψ∥∥∥ ‖GU,Φ,Ψ −GU,Φ,Ξ‖
=
∥∥∥G−1U,Φ,Ψ∥∥∥ ‖T ∗ΦUTΨ − T ∗ΦUTΞ‖
=
∥∥∥G−1U,Φ,Ψ∥∥∥ ‖T ∗ΦU(TΨ − TΞ)‖
≤
∥∥∥G−1U,Φ,Ψ∥∥∥√BΦ‖U‖
(∑
i∈I
‖ψi − ξi‖2
)1/2
< 1.
Hence, GU,Φ,Ξ is invertible by the invertibility G
−1
U,Φ,ΨGU,Φ,Ξ. Finally, (3) follows
similarly. 
Note that the condition
(∑
i∈I ‖ψi − ξi‖2
)1/2
is a typical condition for results
dealing with the perturbation of frames [18] or ’nearness of sequences’ [3, 6].
Theorem 6.4. Let Ψ = {ψi}i∈I be a Bessel sequence and Φ = {φi}i∈I a Riesz basis
such that ∑
i∈I
‖Uψi − φi‖2 < A
2
Φ
BΦ
,
where AΦ and BΦ are lower and upper bounds of Φ, respectively. Then GU,Φ,Ψ is
invertible and
G
−1
U,Φ,Ψ =
∞∑
k=0
(
Iℓ2 − T−1Φ UTΨ
)k
G
−1
Φ .
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Proof. Since Φ is a Riesz basis, we conclude that GΦ is invertible and∥∥G−1Φ ∥∥ = ∥∥T−1Φ (T ∗Φ)−1∥∥ ≤ A−1Φ .
Therefore,
‖GU,Φ,Ψ −GΦ‖ = ‖T ∗ΦUTΨ − T ∗ΦTΦ‖
=
√
BΦ ‖UTΨ − TΦ‖
≤
√
BΦ
(∑
i∈I
‖Uψi − φi‖2
)1/2
≤ AΦ ≤
∥∥G−1Φ ∥∥−1 .
Hence, GU,Φ,Ψ is invertible by Proposition 2.3. Moreover, by Proposition 2.3 we have
G
−1
U,Φ,Ψ =
∞∑
k=0
(
G
−1
Φ (GΦ −GU,Φ,Ψ)
)k
G
−1
Φ
=
∞∑
k=0
(
G
−1
Φ T
∗
Φ (TΦ − UTΨ)
)k
G
−1
Φ
=
∞∑
k=0
(
Iℓ2 − T−1Φ UTΨ
)k
G
−1
Φ .

Now we are ready to state our main result about the stability of U -cross Gram
matrices.
Theorem 6.5. Let U and V ∈ B (H) , Φ = {φi}i∈I and Ψ = {ψi}i∈I be frames. Let
GU,Φ,Ψ be invertible. If Ξ = {ξi}i∈I and Θ = {θi}i∈I are Bessel sequences such that∥∥∥∥∥∑
i∈I
ci (ψi − θi)
∥∥∥∥∥+
∥∥∥∥∥∑
i∈I
ci (φi − ξi)
∥∥∥∥∥ ≤ λ1
∥∥∥∥∥∑
i∈I
ciψi
∥∥∥∥∥+ λ2
∥∥∥∥∥∑
i∈I
ciφi
∥∥∥∥∥ (6.6)
+λ3
∥∥∥∥∥∑
i∈I
ciξi
∥∥∥∥∥+ λ4
∥∥∥∥∥∑
i∈I
ciθi
∥∥∥∥∥ ,
for all c = {ci}i∈I ∈ ℓ2, and
‖U − V ‖ < µ, µ+ 2‖U‖λ <
√
AΨAΦ
‖U−1‖B , and λ
(
1 + 3
√
B
A
)
< 1, (6.7)
where B = max{BΦ, BΨ, BΞ, BΘ}, λ = λ1 + λ2 + λ3 + λ4 and AΨ, AΦ are lower
bounds of Ψ and Φ, respectively. Then GV,Ξ,Θ is invertible and Ξ and Θ are Riesz
bases.
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Proof. First note that from (6.6) it easily follows that
‖TΨ − TΘ‖+ ‖TΦ − TΞ‖ ≤ λ1
√
BΨ + λ2
√
BΘ + λ3
√
BΦ + λ4
√
BΞ. (6.8)
This immediately implies that Ξ and Θ are frames by Theorem 5.6.1 of [19]. On the
other hand, Theorem 3.7 implies that Φ and Ψ are Riesz bases and U is invertible.
In particular,
G
−1
U,Φ,Ψ = GU−1,Ψ˜,Φ˜.
This shows that
√
AΨAΦ
‖U−1‖ ≤
1∥∥∥G−1U,Φ,Ψ∥∥∥ , (6.9)
where AΨ and AΦ are the lower frame bounds of Ψ and Φ, respectively. Combining
(6.7), (6.8) and (6.9) we obtain
‖GV,Ξ,Θ −GU,Φ,Ψ‖ = ‖GV,Ξ,Θ −GU,Ξ,Θ +GU,Ξ,Θ −GU,Ξ,Ψ +GU,Ξ,Ψ −GU,Φ,Ψ‖
≤ ‖T ∗Ξ(V − U)TΘ‖+ ‖T ∗ΞU(TΘ − TΨ)‖+ ‖(T ∗Φ − T ∗Ξ)UTΨ‖
≤ µ
√
BΞBΘ +
√
BΞ‖U‖ ‖TΘ − TΨ‖+ ‖U‖
√
BΨ ‖TΦ − TΞ‖
≤ µ
√
BΞBΘ + (
√
BΞ +
√
BΨ)‖U‖(λ1
√
BΨ + λ2
√
BΘ
+λ3
√
BΦ + λ4
√
BΞ)
≤ B (µ+ 2‖U‖λ)
≤
√
AΨAΦ
‖U−1‖ ≤
∥∥∥G−1U,Φ,Ψ∥∥∥−1 .
Hence, GV,Ξ,Θ is invertible by Proposition 2.3. In particular, Ξ and Θ are Riesz
bases by Theorem 3.7. 
Corollary 6.6. Let U ∈ B (H) , Φ = {φi}i∈I and Ψ = {ψi}i∈I be frames in H. Φn =
{φni }i∈I → Φ 2, Ψn = {ψni }i∈I → Ψ in H and Un → U in B (H), then GUn,Φn,Ψn →
GU,Φ,Ψ in B
(
ℓ2
)
.
2Φn = {φn
i
}i∈I → Φ if ∀ǫ > 0 ∃N such that
∑
i∈I
∥
∥φn
i
− φi
∥
∥2 < ǫ for all n ≥ N
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Proof. Applying (6.5) and assumptions we have
‖GUn,Φn,Ψn −GU,Φ,Ψ‖ = ‖T ∗ΦnUnTΨn − T ∗ΦUTΨ‖
≤ ‖T ∗ΦnUnTΨn − T ∗ΦnUnTΨ‖+ ‖T ∗ΦnUnTΨ − T ∗ΦUTΨ‖
≤ ‖T ∗ΦnUn‖ ‖TΨn − TΨ‖+ ‖T ∗ΦnUn − T ∗ΦU‖ ‖TΨ‖
≤ ‖T ∗ΦnUn‖ ‖TΨn − TΨ‖
+(‖T ∗ΦnUn − T ∗ΦUn‖+ ‖T ∗ΦUn − T ∗ΦU‖) ‖TΨ‖
≤ ‖T ∗ΦnUn‖ ‖TΨn − TΨ‖
+(‖T ∗Φn − T ∗Φ‖ ‖Un‖+ ‖T ∗Φ‖ ‖Un − U‖) ‖TΨ‖ → 0.

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