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Abstract
A novel lattice Boltzmann (LB) model with self-tuning equation of state (EOS) is developed in this work for simulating
coupled thermo-hydrodynamic flows. The velocity field is solved by the recently developed multiple-relaxation-
time (MRT) LB equation for density distribution function (DF), by which a self-tuning EOS can be recovered. As
to the temperature field, a novel MRT LB equation for total energy DF is directly developed at the discrete level.
By introducing a density-DF-related term into this LB equation and devising the equilibrium moment function for
total energy DF, the viscous dissipation and compression work are consistently considered, and by modifying the
collision matrix, the targeted energy conservation equation is recovered without deviation term. The full coupling of
thermo-hydrodynamic effects is achieved via the self-tuning EOS and the viscous dissipation and compression work.
The present LB model is developed on the basis of the standard lattice, and various EOSs can be adopted in real
applications. Moreover, both the Prandtl number and specific heat ratio can be arbitrarily adjusted. Furthermore,
boundary condition treatment is also proposed on the basis of the judicious decomposition of DF into its equilibrium,
force (source), and nonequilibrium parts. The local conservation of mass, momentum, and energy can be strictly
satisfied at the boundary node. Numerical simulations of thermal Poiseuille and Couette flows are carried out with
three different EOSs, and the numerical results are in good agreement with the analytical solutions. Then, natural
convection in a square cavity with a large temperature difference is simulated for the Rayleigh number from 103 up
to 108. Good agreement between the present and previous numerical results is observed, which further validates the
present LB model for coupled thermo-hydrodynamic flows.
Keywords: lattice Boltzmann model, coupled thermo-hydrodynamic flows, self-tuning equation of state, viscous
dissipation and compression work, boundary condition treatment, standard lattice
1. Introduction
The lattice Boltzmann (LB) method has developed into an attractive numerical method over the past three decades
for simulating complex fluid flows [1–3] and solving various partial differential equations [4–6]. Historically, the LB
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method originates from the lattice gas automata (LGA) to eliminate the statistical noise [7], and thus it inherits some
distinguishing features from LGA, such as the simple algorithm (local collision and linear streaming) and the easy
incorporation of microscopic interactions [8, 9]. Afterward, it is found that the classical LB model for hydrodynamic
flows can be derived from the Boltzmann-BGK equation via systematic discretization [10, 11], and then various LB
models for multiphase flows [12, 13] and thermo-hydrodynamic flows (i.e., thermal fluid flows) [14, 15] have been
established from the kinetic models in an a priori manner.
Since most hydrodynamic flows involve some forms of thermal effects, thermo-hydrodynamic flows are exten-
sively encountered in nature and engineering, and the LB method for simulating thermo-hydrodynamic flows has
attracted continuous attention since the early 1990s [14–24]. However, it remains open-ended though the LB method
has achieved great success in simulating isothermal fluid flows [25, 26]. Generally, the existing LB models for
thermo-hydrodynamic flows can be categorized into three major groups: the multispeed approach [18, 19], the double-
distribution-function (DDF) approach [14–16], and the hybrid approach [20, 21]. The multispeed approach uses a
single distribution function (DF) to describe the mass, momentum, and energy conservation laws, and thus it requires
more discrete velocities than the standard lattice (i.e., it requires the multispeed lattice). By definition, the DDF ap-
proach consists of double DFs, with one DF for the mass and momentum conservation laws and the other DF for
the energy conservation law. In the hybrid approach, the mass and momentum conservation laws are described by
one DF, while the energy conservation law is described by a macroscopic governing equation that is solved via the
conventional computational fluid dynamics methods. Severe numerical instability [20] and complexity of boundary
condition treatment [27] are usually encountered in the multispeed approach. As to the hybrid approach, it acts as
a compromised solution that deviates from the mesoscopic LB method [20], and the viscous dissipation is usually
ignored in this approach [28, 29]. On the contrary, the DDF approach, free of the above drawbacks, is most widely
studied and adopted in real applications.
Most of the existing DDF LB models for thermo-hydrodynamic flows are inherently a decoupling model, which
means that the recovered equation of state (EOS) is a decoupling EOS pEOS = ρRgT0 (Rg is the gas constant and T0
is the reference temperature), where the pressure is not directly related to the temperature. Consequently, these LB
models are restricted to the thermo-hydrodynamic flows under the Boussinesq approximation (i.e., the decoupling
thermo-hydrodynamic flows). Based on the DDF kinetic model constructed by Guo et al. [15], and by applying the
discretization of velocity space presented by Shan et al. [30] that can lead to the temperature-independent discrete
velocities, Hung and Yang [31] proposed a DDF LB model aimed at recovering the ideal-gas EOS pEOS = ρRgT .
However, the deviation in the third-order moment of the equilibrium distribution function (EDF) for density due to
the constraint of standard lattice, as previously identified by Prasianakis and Karlin [32], is not considered in Hung
and Yang’s model, and meanwhile, an error also exists in their derived EDF for total energy. In 2012, by introducing
the correction term for the third-order moment of the EDF for density and deriving the correct EDF for total energy,
Li et al. [33] developed a DDF LB model for simulating coupled thermo-hydrodynamic flows. The ideal-gas EOS
can be recovered by Li et al.’s model, and the simulation of natural convection with a large temperature difference is
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reported [33]. Following the similar way, Feng et al. [34] proposed three-dimensional DDF LB models. A correction
term for the second-order moment of the EDF for total energy is further introduced by Feng et al. [34] to enhance the
numerical stability of the LB equation for total energy DF. Recently, the cascaded collision scheme is employed in the
LB equation for density DF to enhance the numerical stability by Fei and Luo [35], while the single-relaxation-time
(SRT) collision scheme is still used in the LB equation for total energy DF.
It is worth pointing out that the ideal-gas EOS is recovered by the above DDF LB models [31, 33–35], which
indicates that these models are only applicable to the coupled thermo-hydrodynamic flows of ideal gases. Moreover,
in these models, the LB equation for total energy DF is complicated due to the consideration of the viscous dissipation
and compression work, and thus it is difficult to employ the multiple-relaxation-time (MRT) or cascaded collision
schemes in this LB equation to enhance the numerical stability although the MRT and cascaded collision schemes
have been employed in the LB equation for density DF [33, 35]. Most recently, we developed an LB model with self-
tuning EOS for multiphase flows [36]. Since the recovered EOS can be self-tuned via a built-in variable, this model
serves as a good and distinct starting point for developing a novel LB model for coupled thermo-hydrodynamic flows,
which is the main objective of the present work. To be specific, a novel MRT LB equation for solving the energy
conservation equation, with considering the viscous dissipation and compression work, is developed. Furthermore,
boundary condition treatment for simulating coupled thermo-hydrodynamic flows is also proposed on the basis of the
judicious decomposition of DF into three parts rather than two. The remainder of the present paper is organized as
follows. In Section 2, a novel LB model for coupled thermo-hydrodynamic flows is developed. In Section 3, boundary
condition treatment is proposed. Numerical validations of the present LB model are carried out in Section 4, and a
brief conclusion is drawn in Section 5.
2. Lattice Boltzmann model
The present LB model for coupled thermo-hydrodynamic flows is developed on the basis of the recent LB model
with self-tuning EOS for multiphase flows. Double DFs are involved: one is the density DF used to solve the velocity
field (i.e., the mass-momentum conservation equations), and the other is the total energy DF used to solve the temper-
ature field (i.e., the energy conservation equation). The full coupling of thermo-hydrodynamic effects is achieved via
the self-tuning EOS recovered by the LB equation for density DF and the viscous dissipation and compression work
considered in the LB equation for total energy DF. Both the LB equations for density and total energy DFs are based
on the standard lattice. For the sake of simplicity and clarity, the two-dimensional model will be developed here,
and its extension to three-dimensional model is straightforward. The standard two-dimensional nine-velocity (D2Q9)
lattice is given as [37]
ei =

c
(
0, 0
)T
, i = 0,
c
(
cos[(i − 1)pi/2], sin[(i − 1)pi/2])T, i = 1, 2, 3, 4,
√
2c
(
cos[(2i − 1)pi/4], sin[(2i − 1)pi/4])T, i = 5, 6, 7, 8,
(1)
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where the lattice speed c = δx/δt with δx and δt being the lattice spacing and time step, respectively.
2.1. LB equation for density DF
The recently developed LB equation for density DF that can recover a self-tuning EOS is briefly introduced here
for self-completeness. The MRT LB equation for density DF fi(x, t) can be expressed as [36]
fi(x + eiδt, t + δt) = f¯i(x, t), (2a)
m¯(x, t) = m + δtFm − S
(
m −meq + δt
2
Fm
)
− R
(
I − S
2
) (
m −meq + δt
2
Fm
)
− δxT · ∇ρ − δxc2X · ∇pLBE, (2b)
where Eq. (2a) is the streaming process executed in velocity space and Eq. (2b) is the collision process executed in
moment space at position x and time t. The moment of density DF in Eq. (2b) is given as m = M( fi)T. Here, M is the
dimensionless transformation matrix [38]
M =

1 1 1 1 1 1 1 1 1
−4 −1 −1 −1 −1 2 2 2 2
4 −2 −2 −2 −2 1 1 1 1
0 1 0 −1 0 1 −1 −1 1
0 −2 0 2 0 1 −1 −1 1
0 0 1 0 −1 1 1 −1 −1
0 0 −2 0 2 1 1 −1 −1
0 1 −1 1 −1 0 0 0 0
0 0 0 0 0 1 −1 1 −1

, (3)
and ( fi)T denotes the vector ( f0, f1, · · · , f8)T. The post-collision density DF in Eq. (2a) is obtained via the inverse
transformation ( f¯i)T = M−1m¯, and the post-collision moment m¯ is computed by Eq. (2b). The last three terms on the
right-hand side (RHS) of Eq. (2b) are the correction terms aimed at eliminating the additional cubic terms of velocity
in the recovered momentum conservation equation [39], where pLBE denotes the recovered EOS by the LB equation.
The macroscopic density ρ and velocity u are defined as
ρ =
∑
i
fi, ρu =
∑
i
ei fi +
δt
2
F, (4)
where F is the force term. In the recent LB model for multiphase flows [36], F is the total force due to the long-range
molecular interaction, while in the present LB model for coupled thermo-hydrodynamic flows, F is simply an external
force, such as the gravity force.
In Eq. (2b), the equilibrium moment function for density DF meq is given as [36]
meq =
[
ρ, 2α1ρ + 2β1η + 3ρ|uˆ|2, α2ρ + β2η − 3ρ|uˆ|2 + 9ρuˆ2xuˆ2y ,
ρuˆx, −ρuˆx + 3ρuˆxuˆ2y , ρuˆy, −ρuˆy + 3ρuˆyuˆ2x, ρ(uˆ2x − uˆ2y), ρuˆxuˆy
]T
,
(5)
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where uˆ = u/c and η is the built-in variable aimed at achieving a self-tuning EOS. The coefficients α1 and β1 are set to
−1 and 1, respectively, while the coefficients α2 and β2 are determined by Eq. (8). The discrete force term in moment
space Fm is given as
Fm =
[
0, 6Fˆ · uˆ, −6Fˆ · uˆ + 9[Fˆuˆuˆuˆ]xxyy, Fˆx, −Fˆx + 3[Fˆuˆuˆ]xyy,
Fˆy, −Fˆy + 3[Fˆuˆuˆ]xxy, 2(Fˆxuˆx − Fˆyuˆy), Fˆxuˆy + Fˆyuˆx]T, (6)
where Fˆ = F/c, and the square bracket and its subscript denote permutation and tensor index, respectively. For
example, [Fˆuˆuˆuˆ]xxyy = 2Fˆxuˆxuˆ2y + 2Fˆyuˆyuˆ2x. To correctly recover the Newtonian viscous stress tensor, the collision
matrix in moment space S is modified as follows [36]
S =

s0 0 0 0 0 0 0 0 0
0 se ksεωe 0 huˆxsqωe 0 huˆysqωe 0 0
0 0 sε 0 0 0 0 0 0
0 0 0 s j 0 0 0 0 0
0 0 0 0 sq 0 0 0 0
0 0 0 0 0 s j 0 0 0
0 0 0 0 0 0 sq 0 0
0 0 0 0 2buˆxsqωp 0 −2buˆysqωp sp 0
0 0 0 0 buˆysqωp 0 buˆxsqωp 0 sp

, (7)
where ωe,p = se,p/2 − 1, and k, h, and b are the coefficients. Through the Chapman-Enskog analysis, the coefficients
in meq and S should satisfy the following relations
α2 = −
2α1 +$ + 1
1 −$ , β2 = −
2β1
1 −$, k = 1 −$, h =
6$(1 −$)
1 − 3$ , b =
1 −$
1 − 3$, (8)
where $ is related to the bulk viscosity.
In Eq. (2b), the last three terms, together with the high-order terms of velocity in meq and Fm, are introduced to
eliminate the additional cubic terms of velocity [39], which are not considered in the previous DDF LB models for
coupled thermo-hydrodynamic flows. The correction matrix R is a 9 × 9 matrix and it is set as [36]
R =

0 0 0 0 0 0 0 0 0
0 R11 0 0 0 0 0 R17 R18
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 R71 0 0 0 0 0 R77 R78
0 R81 0 0 0 0 0 R87 R88

, (9a)
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where the nonzero elements can be determined via the Chapman-Enskog analysis as follows
R11 = − (9−15k−2h)se4$ (uˆ2x + uˆ2y), R17 = −
3(9−3k+2h)sp(2−se)
4(2−sp) (uˆ
2
x − uˆ2y), R18 = 12(3k+h)sp(2−se)2−sp uˆxuˆy,
R71 = − (3−4b)se(2−sp)4$(2−se) (uˆ2x − uˆ2y), R77 = −
3(3+4b)sp
4 (uˆ
2
x + uˆ
2
y), R78 = 0,
R81 =
bse(2−sp)
$(2−se) uˆxuˆy, R87 = 0, R88 = 6bsp(uˆ
2
x + uˆ
2
y).
(9b)
The correction matrix T is set as [36]
T =
(
0, T1, 0, 0, 0, 0, 0, T7, T8
)T
, (10a)
whose element is a vector implying that the dimensions of T are 9 × 2. The nonzero elements in T can also be
determined via the Chapman-Enskog analysis as follows
T1 =
3(2−se)
2
(1 − k)uˆ3x − (2k + h)uˆxuˆ2y(1 − k)uˆ3y − (2k + h)uˆ2xuˆy
 , T7 = 2−sp2
 uˆ3x + 2buˆxuˆ2y−uˆ3y − 2buˆ2xuˆy
 , T8 = − b(2−sp)2
uˆ3y + 2uˆ2xuˆyuˆ3x + 2uˆxuˆ2y
 . (10b)
Similarly to T, the correction matrix X is a 9 × 2 matrix and it is set as [36]
X =
(
0, X1, 0, 0, 0, 0, 0, X7, X8
)T
, (11a)
where the nonzero elements are given as
X1 =
9(2k+h)(2−se)
2
uˆxuˆ2yuˆ2xuˆy
 , X7 = −3b(2 − sp)
 uˆxuˆ2y−uˆ2xuˆy
 , X8 = 3b(2−sp)2
uˆ3y + 2uˆ2xuˆyuˆ3x + 2uˆxuˆ2y
 . (11b)
Here, we would like to point out that for the coupled thermo-hydrodynamic flows under the low Mach number condi-
tion, these correction terms for the additional cubic terms of velocity can be simply ignored. However, they are kept
in the present work for the sake of theoretical completeness and computational accuracy.
Through the Chapman-Enskog analysis, the following mass-momentum conservation equations can be recovered
[36] 
∂tρ + ∇ · (ρu) = 0,
∂t(ρu) + ∇ · (ρuu) = −∇pLBE + F + ∇ ·Π,
(12)
where pLBE and Π are the recovered EOS and viscous stress tensor
pLBE = c
2
s[(2 + α1)ρ + β1η], Π = ρν[∇u + u∇ − (∇ · u)I] + ρς(∇ · u)I, (13)
where the lattice sound speed cs = c/
√
3, the kinematic viscosity ν = c2sδt
(
s−1p − 0.5
)
, and the bulk viscosity ς =
$c2sδt
(
s−1e − 0.5
)
. As seen in Eq. (13), the recovered EOS pLBE can be arbitrarily tuned via the built-in variable η.
2.2. LB equation for total energy DF
Since the EOS recovered by the above LB equation for solving the velocity field can be self-tuned, we are now
well equipped to simulate coupled thermo-hydrodynamic flows. The remaining task is to develop an LB equation for
solving the temperature field, in which the viscous dissipation and compression work are consistently considered.
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2.2.1. Energy conservation equation
The collision term of an LB equation conserves macroscopic quantity, and the recovered macroscopic conservation
equation for this quantity usually has a conservative form (see Eq. (13) as an example). On the basis of this principle,
the total energy conservation equation, in which the viscous dissipation and compression work are expressed as
∇ · (u · Π) − ∇ · (pEOSu), is a better and more natural starting point for directly developing an LB equation at the
discrete level than the internal energy conservation equation, in which the viscous dissipation and compression work
are expressed as Π : ∇u − pEOS∇ · u. Here, pEOS is the pressure determined by the adopted EOS. To facilitate the
development of an LB equation, the total energy conservation equation is reformulated as
∂t(ρE) + ∇ · (ρHu) = ∇ · (λ∇T + u ·Π) + u · F + q, (14)
where E is the total energy, H = E + pEOS/ρ is the total enthalpy, T is the temperature that can be determined by the
internal energy  ( = E − |u|2/2) and density ρ, λ is the heat conductivity, and q is the source term. In Eq. (14), the
viscous dissipation ∇ · (u ·Π) combines with the conduction term ∇ · (λ∇T ) to constitute the term ∇ · (λ∇T + u ·Π),
and the compression work −∇ · (pEOSu) combines with the convection term ∇ · (ρEu) to constitute the term ∇ · (ρHu).
Meanwhile, we can also combine the work done by force u ·F and the source term q to constitute an equivalent source
term qe = u · F + q. Thus, Eq. (14) can be viewed as a general convection-diffusion equation with source term. Here,
we would like to point out that the above reformulation is consistent with the Chapman-Enskog analysis, which means
that the two terms combined together are of the same order.
2.2.2. Viscous stress tensor
To consider the viscous dissipation in the LB equation for total energy DF, we first recall the recovery of viscous
stress tensor by the above LB equation for density DF. On the basis of the Chapman-Enskog analysis, the viscous
stress tensor Π is of order ε1 and can be expressed as [36]
Π = ε1Π(1) = −ε1c2
 12G˜
(1)
7 G˜
(1)
8
G˜(1)8 − 12G˜(1)7
 − ε1c2
 16G˜
(1)
1 0
0 16G˜
(1)
1
 , (15)
where ε is the small expansion parameter in the Chapman-Enskog analysis and G˜(1) is
G˜(1) =
m(1) + m¯(1)
2
, (16)
where m(1) and m¯(1) are the ε1-order terms of m and m¯ in their Chapman-Enskog expansions m =
∑+∞
n=0 ε
nm(n) and
m¯ =
∑+∞
n=0 ε
nm¯(n), respectively. Here, it is worth pointing out that the post-collision moment m¯(1) is kept in Eq. (16)
rather than being substituted by Eq. (2b). As a consequence, the post-collision moment m¯, which is computed in the
collision process of density DF, can be directly utilized to consider the viscous dissipation in the LB equation for total
energy DF (see Appendix C). Moreover, from the Chapman-Enskog analysis of the LB equation for density DF, we
can easily know that the ε0-order terms of m and m¯ satisfy
m(0) = m¯(0) = meq. (17)
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2.2.3. LB equation
For the energy conservation equation given by Eq. (14), the total energy DF gi(x, t) is introduced here, and the
MRT LB equation for gi(x, t) is devised as
gi(x + eiδt, t + δt) = g¯i(x, t), (18a)
n¯(x, t) = n + δtQm − L
(
n − neq + δt
2
Qm
)
+ c2Y
(m + m¯
2
−meq
)
, (18b)
where Eqs. (18a) and (18b) represent the streaming process in velocity space and the collision process in moment
space, respectively. The moment of total energy DF in Eq. (18b) is given as n = M(gi)T, the post-collision total
energy DF in Eq. (18a) is obtained via (g¯i)T = M−1n¯, and the post-collision moment n¯ is computed by Eq. (18b).
Here, the dimensionless transformation matrix M is also given by Eq. (3). On the RHS of Eq. (18b), the last density-
DF-related term is introduced to consider the viscous dissipation, in which Y is a 9 × 9 matrix that will be discussed
and determined later. By definition, the macroscopic total energy ρE is given as
ρE =
∑
i
gi +
δt
2
qe, (19)
where qe = u ·F+q is the equivalent source term. Then, the total enthalpy H and the temperature T can be determined
via the thermodynamic relations H = E + pEOS/ρ and T = T (, ρ) (a function of internal energy  = E − |u|2/2 and
density ρ), respectively. In the present work, a simple relation T = /Cv, though it strictly holds only for the ideal
gases, is adopted for the sake of simplicity, and more general or empirical relations can be adopted as required by
specific applications. Here, Cv is the specific heat at constant volume.
To recover the targeted energy conservation equation, as well as inspired by the ideas of our previous works on
solid-liquid phase change [3, 40], the equilibrium moment function for total energy DF neq is devised as
neq =
[
ρE, −4(ρE − ρ0Cp,0T ) + γ1ρ0Cp,0T, 4(ρE − ρ0Cp,0T ) + γ2ρ0Cp,0T ,
ρHuˆx, −ρHuˆx, ρHuˆy, −ρHuˆy, 0, 0]T, (20)
where ρ0 and Cp,0 are the reference density and the reference specific heat at constant pressure, respectively, and γ1
and γ2 are the coefficients related to the heat conductivity. Similarly to n
eq, the discrete source term in moment space
Qm is devised as
Qm =
(
qe, γ1qe, γ2qe, qeuˆx, −qeuˆx, qeuˆy, −qeuˆy, 0, 0
)T
. (21)
To avoid the deviation term caused by the convection term recovered at the order of ε1 in the diffusion term recovered
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at the order of ε2, the collision matrix in moment space L is modified as follows [41]
L =

σ0 0 0 0 0 0 0 0 0
0 σe 0 0 0 0 0 0 0
0 0 σε 0 0 0 0 0 0
0 0 0 σ j σqω j 0 0 0 0
0 0 0 0 σq 0 0 0 0
0 0 0 0 0 σ j σqω j 0 0
0 0 0 0 0 0 σq 0 0
0 0 0 0 0 0 0 σp 0
0 0 0 0 0 0 0 0 σp

, (22)
where ω j = σ j/2 − 1.
Since the viscous stress tensor Π is only related to G˜(1)1 , G˜
(1)
7 , and G˜
(1)
8 (see Eq. (15)), the matrix Y in the density-
DF-related term, which is introduced in Eq. (18b) to consider the viscous dissipation, is set as follows
Y =

0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 Y31 0 0 0 0 0 Y37 Y38
0 Y41 0 0 0 0 0 Y47 Y48
0 Y51 0 0 0 0 0 Y57 Y58
0 Y61 0 0 0 0 0 Y67 Y68
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0

, (23)
where Y3α + Y4α = 0 and Y5α + Y6α = 0 for α = 1, 7, and 8. Through the Chapman-Enskog analysis (see Appendix
A), the nonzero elements in Y can be determined as follows
Y31 = uˆx/3, Y37 = uˆx, Y38 = 2uˆy,
Y51 = uˆy/3, Y57 = −uˆy, Y58 = 2uˆx.
(24)
Then, the following macroscopic conservation equation can be recovered
∂t(ρE) + ∇ · (ρHu) = ∇ ·
(23 + γ12 + γ23
)
ρ0Cp,0c
2δt
 1σ j − 12
∇T + u ·Π + qe. (25)
Compared with Eq. (14), the heat conductivity is given as λ = (2/3 + γ1/2 + γ2/3)ρ0Cp,0c
2δt
(
σ−1j − 0.5
)
. It can be
seen from Eq. (25) that the viscous dissipation and compression work are correctly considered.
Before proceeding further, some discussion on the present LB model for coupled thermo-hydrodynamic flows is
in order. First, the MRT collision scheme is employed in both the LB equations for density and total energy DFs, and
9
the collision matrix in moment space is modified to be a nondiagonal matrix rather than being set as the conventional
diagonal matrix. Second, the Prandtl number Pr = Cpµ/λ can be arbitrarily adjusted. Here, Cp is the specific heat at
constant pressure, and µ = ρν is the dynamic viscosity. Third, the specific heat ratio γ = Cp/Cv can also be arbitrarily
adjusted. Note that Cp −Cv depends on the adopted EOS, and Cp −Cv = Rg holds only for the ideal-gas EOS. Lastly,
and most importantly, an arbitrary EOS (including the nonideal-gas EOS) pEOS can be prescribed, and the built-in
variable η is inversely calculated via η = [c−2s pLBE − (2 + α1)ρ]
/
β1 with pLBE = pEOS.
3. Boundary condition treatment
In real applications, the boundary conditions are usually given in terms of the macroscopic variables, and thus
additional treatment is required to obtain the mesoscopic DFs at the boundary node. In this section, we propose the
boundary condition treatment for simulating coupled thermo-hydrodynamic flows.
3.1. Macroscopic variables
For the velocity field, the nonslip velocity boundary condition is considered and the velocity on the boundary
is directly specified. Due to the full coupling of thermo-hydrodynamic effects, the density may significantly vary
near the boundary and also has a direct effect on the heat transfer process. Thus, it is important to ensure the mass
conservation at the boundary node for simulating coupled thermo-hydrodynamic flows. In the present boundary
condition treatment, the boundary node xb is exactly placed on the wall boundary, as shown in Fig. 1. The post-
collision density DF f¯i(xb, t) hitting the wall (i.e., streaming out of the computational domain) reverses its direction as
follows
fi¯,temp(xb, t + δt) = f¯i(xb, t), (26)
where i¯ means ei¯ = −ei, and the subscript “temp” implies that the density DF fi¯,temp(xb, t + δt) is temporary. After this
“bounce-back” process, all the unknown density DFs at xb and t + δt due to the absence of adjacent nodes are now
obtained. Then, the density ρ(xb, t + δt) can be computed via definition as usual (i.e., ρ =
∑
i fi). Note that the velocity
u(xb, t + δt) is directly specified. Obviously, the local conservation of mass can be strictly satisfied at the boundary
node.
As for the temperature field, the Dirichlet boundary condition with specified temperature and the Neumann bound-
ary condition with zero heat flux (i.e., the adiabatic boundary condition) are considered. For the Dirichlet boundary
condition, since the temperature T (xb, t + δt) is directly specified, all the involved macroscopic variables, such as the
total energy E(xb, t + δt), the pressure pEOS(xb, t + δt), and the total enthalpy H(xb, t + δt), can be determined via the
corresponding thermodynamic relations. For the Neumann boundary condition with zero heat flux, the post-collision
total energy DF g¯i(xb, t) hitting the wall reverses its direction as follows
gi¯,temp(xb, t + δt) = g¯i(xb, t), (27)
10
bx fx f fx
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i
i
Figure 1: Schematic of boundary condition treatment with xb denoting the boundary node placed on the wall, x f and x ff denoting the nearest and
next-nearest fluid nodes in the normal direction, and the solid and dashed arrow lines denoting the known and unknown distribution functions after
the streaming process.
and thus all the unknown total enthalpy DFs at xb and t + δt due to the absence of adjacent nodes are temporarily
obtained. Then, the total energy E(xb, t + δt) can be computed via definition as usual (i.e., ρE =
∑
i gi + δtqe/2), and
all the involved macroscopic variables, such as the temperature T (xb, t + δt), the pressure pEOS(xb, t + δt), and the total
enthalpy H(xb, t + δt), can be determined via the corresponding thermodynamic relations.
3.2. Density and total energy DFs
At the boundary node, the unknown density and total energy DFs obtained via Eqs. (26) and (27) are only used
to compute the macroscopic density and total energy. In the present boundary condition treatment, all the known and
unknown DFs at the boundary node will be updated to make sure that the defining equations of density, velocity, and
total energy (i.e., Eqs. (4) and (19)) exactly hold at the boundary node. For this purpose, we decompose the moment
of DF (the same as the DF) into its equilibrium, force (source), and nonequilibrium parts, i.e.,
m = meq − δt
2
Fm + mneq, (28a)
n = neq − δt
2
Qm + nneq. (28b)
Note that the present nonequilibrium part mneq (nneq) in Eq. (28) is different from the previous nonequilibrium part
defined as m − meq (n − neq) [42] when the force (source) term exists. Since the equilibrium parts (meq and neq)
and the force (source) parts (−δtFm/2 and −δtQm/2) are determined by the macroscopic variables, meq(xb, t + δt) −
δtFm(xb, t + δt)/2 and neq(xb, t + δt) − δtQm(xb, t + δt)/2 can be directly computed. As to the nonequilibrium parts
(mneq and nneq) at xb and t + δt, extrapolations are employed following the idea of the nonequilibrium-extrapolation
approach [43, 44]. However, instead of simply extrapolating mneq and nneq, we introduce the following terms
m˜neq =
(
I − S
2
)
mneq, (29a)
n˜neq =
(
I − L
2
)
nneq +
c2Y
2
(
I − S
2
)
mneq, (29b)
where I is the 9 × 9 identity matrix; and then the first- and second-order nonequilibrium extrapolations are given as
first-order: m˜neq(xb, t + δt) = m˜neq(x f , t + δt),
second-order: m˜neq(xb, t + δt) = 2m˜neq(x f , t + δt) − m˜neq(x ff , t + δt);
(30a)
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first-order: n˜neq(xb, t + δt) = n˜neq(x f , t + δt),
second-order: n˜neq(xb, t + δt) = 2n˜neq(x f , t + δt) − n˜neq(x ff , t + δt);
(30b)
where x f and x ff denote the nearest and next-nearest fluid nodes in the normal direction, as shown in Fig. 1. Based
on our numerical tests, the first-order extrapolation has better stability but lower accuracy than the second-order
extrapolation. Note that although the present collision matrices S and L are nondiagonal, I − S/2 and I − L/2 in Eq.
(29) are still invertible, and their inverse matrices are given in Appendix B. Therefore, Eq. (30) is compatible and
can be easily implemented due to the special forms of (I − S/2)−1 and (I − L/2)−1. Moreover, different from the
previous nonequilibrium-extrapolation approach [15, 43, 44], the present boundary condition treatment is applicable
to the situation when the dynamic viscosity and thermal conductivity significantly vary with temperature and hence
with space because the collision matrices are considered in the present extrapolations of nonequilibrium parts.
4. Validations and discussions
In this section, simulations of thermal Poiseuille and Couette flows are first carried out to validate the present LB
model with self-tuning EOS for coupled thermo-hydrodynamic flows. Three different EOSs, including the decoupling
EOS, the ideal-gas EOS, and the Carnahan-Starling EOS for rigid-sphere fluids [45], are adopted, which are given in
order as follows
pEOS = ρRgT0, (31a)
pEOS = ρRgT, (31b)
pEOS = ZρRgT with Z =
1 + bρ/4 + (bρ/4)2 − (bρ/4)3
(1 − bρ/4)3 , (31c)
where Z is the compressibility factor with the coefficient b set to
√
2pi/(3ρ0) here. Then, the present LB model is
applied to the simulation of natural convection in a square cavity with a large temperature difference. The ideal-gas
EOS is adopted and the Rayleigh number varies from 103 up to 108. In the following simulations, $ = 1/6, γ1 = −2,
and γ2 = 2 are chosen. The relaxation parameters in S satisfy s0 = s j = 1,
(
s−1p − 0.5
)(
s−1q − 0.5
)
= 1/12, and sε = se
[46], and the relaxation parameters in L satisfy σ0 = 1,
(
σ−1j − 0.5
)(
σ−1e − 0.5
)
= 1/4, σε = σp = σe, and σq = σ j
[3]. Meanwhile, the ratio of bulk to kinematic viscosity ς/ν is fixed at 1 unless otherwise stated.
4.1. Thermal Poiseuille flow
The thermal Poiseuille flow, driven by a constant force F = (Fx, 0)T between two parallel walls, is first simulated.
Both the lower and upper walls are at rest, and the temperature of the lower and upper walls are kept at Tc and Th
(Tc < Th), respectively. The Prandtl number Pr = Cpµ/λ, the specific heat at constant pressure Cp, and the dynamic
viscosity µ are assumed to be constant. Thus, the analytical solutions for velocity and temperature are given as [15]
ux
U0
= 4
y
W
(
1 − y
W
)
,
uy
U0
= 0, (32a)
12
T − Tc
Th − Tc =
PrEc
3
[
1 −
(
1 − 2 y
W
)4]
+
y
W
, (32b)
where W is the channel width, U0 = FxW2/(8µ) is the maximum velocity, and Ec = U20
/
[Cp(Th − Tc)] is the Eckert
number. As seen in Eq. (32), the analytical solutions for velocity and temperature are fully determined by Pr and
Ec. However, the analytical solution for density further depends on both the initial state and the adopted EOS. In
the simulations, the density, velocity, and temperature are initialized as ρ0, 0, and T0 (T0 = Tc), respectively, and
the initial pressure is determined by the adopted EOS. Thus, for the decoupling EOS (i.e., Eq. (31a)), the analytical
solution for density can be easily obtained as
ρ
ρ0
= 1; (33a)
for the ideal-gas EOS (i.e., Eq. (31b)), the analytical solution for density is given as
ρ
ρ0
= A
T0
T
, (33b)
where the coefficient A−1 =
∫ W
0 T0/Tdy; as for the Carnahan-Starling EOS (i.e., Eq. (31c)), the analytical solution for
density satisfies
W∫
0
ρdy = ρ0W and p∞ = ZρRgT, (33c)
where p∞ is the final pressure in the channel. Although an explicit expression for ρ/ρ0 cannot be derived from Eq.
(33c), ρ/ρ0 can be easily obtained with high precision using numerical integration.
In the simulations, the lattice sound speed is set as
cs =
√
∂ρpEOS
∣∣∣∣∣ ρ=ρ0,T=T0, (34)
and the specific heats at constant pressure and volume are fixed at
Cp = 3.5
c2s
T0
, Cv = Cp −
pEOS(ρ0,T0)
ρ0T0
. (35)
With this configuration, the specific heat ratio γ is 1.4 for the decoupling and ideal-gas EOSs and 1.101465 for the
Carnahan-Starling EOS. The simulations are carried out on a 64× 64 grid with lattice spacing δx = 1/64 and periodic
boundary in x-direction. The lower and upper walls are treated by the present boundary condition treatment with
second-order extrapolation. The basic parameters are set as Rg = 1, T0 = 1, and ρ0 = 1, and the dimensionless
relaxation time for density DF, defined as τ = s−1p , is fixed at 0.8 for the kinematic viscosity µ/ρ0.
Fig. 2 shows the velocity ux/U0 and temperature (T −Tc)/(Th −Tc) distributions across the channel and compares
the numerical results with the analytical solutions given by Eq. (32). Two sets of Pr and Ec are considered here: for the
first set, Pr is fixed at 0.71 and Ec varies from 0.1 to 100; while for the second set, Ec is fixed at 10 and Pr varies from
0.1 to 4. As an important computational parameter, the lattice Mach number, defined as Malattice = U0/cs, is fixed at
0.2 in the simulations. Good agreement between the numerical results and the analytical solutions can be observed in
Fig. 2, which demonstrates that the effects of the viscous dissipation and compression work are successfully captured
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by the present LB model. From Fig. 2, we can also see that the distributions of ux/U0 and (T −Tc)/(Th −Tc) obtained
with different EOSs are almost identical, which agrees with the aforementioned discussion. Note that the simulation
with Ec = 10 and Pr = 0.1 loses numerical stability for the ideal-gas EOS. To further validate the present LB model
with self-tuning EOS, comparisons of the density ρ/ρ0 distributions are carried out in Fig. 3. Good agreement is
observed between the numerical results obtained with different EOSs and the corresponding analytical solutions given
by Eq. (33), which demonstrates that various EOSs (including the nonideal-gas EOS) can be handled by the present LB
model. For the decoupling EOS, ρ/ρ0 keeps constant across the channel; as for the ideal-gas and Carnahan-Starling
EOSs, ρ/ρ0 varies across the channel due to the full coupling of thermo-hydrodynamic effects. In the Carnahan-
Starling EOS, the molecular volume is considered, which implies that the rigid-sphere fluid is less compressible than
the corresponding ideal gas. Therefore, the variation in density across the channel obtained with the Carnahan-Starling
EOS is smaller than that obtained with the ideal-gas EOS, as clearly shown in Fig. 3.
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Figure 2: Comparisons of velocity ux/U0 (left) and temperature (T − Tc)/(Th − Tc) (right) distributions between the numerical results and the
analytical solutions for thermal Poiseuille flow with (a) Pr = 0.71 and Ec varying from 0.1 to 100, and (b) Ec = 10 and Pr varying from 0.1 to 4.
Considering that the lattice Mach number plays an important role in the LB method, we further investigate the
accuracy of the present simulation with respect to Malattice. It is worth pointing out that the lattice Mach number is
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Figure 3: Comparisons of density ρ/ρ0 distributions between the numerical results obtained with different EOSs and the corresponding analytical
solutions for thermal Poiseuille flow with (a) Pr = 0.71 and Ec = 20, and (b) Ec = 10 and Pr = 1.
not only a computational parameter but also closely related to the Eckert number (or the real Mach number) due to
the lattice sound speed given by Eq. (34). In the following simulations, the Prandtl number is fixed at 0.71, and the
Eckert number is set as 100Ma2lattice with Malattice varying from 0.01 to 0.32. Thus, the temperature difference Th − Tc
remains unchanged for different Malattice. The relative errors of velocity, temperature, and density are calculated here,
which are defined as
Eφ =
√∑
[ f (φ)numerical − f (φ)analytical]2∑
f (φ)2analytical
, (36)
where f (φ) denotes the velocity ux/U0, temperature (T − Tc)/(Th − Tc), and density ρ/ρ0 when φ = u, T , and ρ,
respectively, the subscripts “numerical” and “analytical” denote the numerical result and analytical solution of f (φ),
respectively, and the summation is over the computational domain. The relative errors Eu, ET , and Eρ versus Malattice
are shown in Fig. 4. As seen, the accuracy with respect to Malattice for velocity ux/U0 is fourth order when Malattice
is relatively large and gradually decreases to second order as Malattice decreases, while the accuracy for temperature
(T − Tc)/(Th − Tc) and density ρ/ρ0 keep second order. Here, the fourth-order accuracy for ux/U0 when Malattice is
relatively large is due to the elimination of the additional cubic terms of velocity, and the second-order accuracy may
be caused by the boundary condition treatment. Nevertheless, from Fig. 4 we can clearly see that satisfying results
with different EOSs can be obtained by the present LB model and boundary condition treatment under the low Mach
number condition.
4.2. Thermal Couette flow
The thermophysical properties (dynamic viscosity and thermal conductivity) are assumed to be constant for the
above thermal Poiseuille flow. To validate that the present LB model is capable of handling the coupled thermo-
hydrodynamic flows with variable thermophysical properties, the thermal Couette flow between two parallel walls is
simulated in this section. The lower wall is at rest and keeps adiabatic, and the upper wall moves along x-direction
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with a constant velocity U0 and keeps at a constant temperature T0. The Prandtl number Pr = Cpµ/λ and the specific
heat at constant pressure Cp are assumed to be constant, and thus λ ∝ µ. Considering a linear dependence of µ on T
that is µ/µ0 = T/T0, the analytical solutions for velocity and temperature are given as [47]
ux
U0
+
PrMa2e
2
 uxU0 − 13 u
3
x
U30
 = (1 + PrMa2e3
)
y
W
,
uy
U0
= 0, (37a)
T
T0
= 1 +
PrMa2e
2
1 − u2x
U20
 , (37b)
where W is the channel width, and Mae = U0/
√
CpT0 is an equivalent Mach number different from but closely related
to the lattice and real Mach numbers. As it can be seen from Eq. (37), the analytical solutions for ux/U0 and T/T0 are
fully determined by Pr and Mae. Similarly to the thermal Poiseuille flow, the analytical solution for density ρ/ρ0 here
is not only related to the initial state, but it also depends on the adopted EOS. In the simulations, the density, velocity,
temperature, and pressure are initialized as ρ0, 0, T0, and pEOS(ρ0,T0), respectively. Thus, the analytical solution for
density ρ/ρ0 is also given by Eq. (33), where the coefficient A can be explicitly written as A = 1 + PrMa
2
e
/
3.
In the simulations, all the simulation parameters are chosen the same as those for the thermal Poiseuille flow,
except that τ is fixed at 0.8 for µ0/ρ0. Since µ varies with T , τ also varies with T even for the decoupling EOS. Fig.
5 gives the velocity ux/U0 and temperature T/T0 distributions across the channel for Pr = 0.71 and Mae varying
from 0.01 to 0.15, and for Mae = 0.10 and Pr varying from 0.1 to 20. Here, the simulation with Mae = 0.10 and
Pr = 0.1 also loses numerical stability for the ideal-gas EOS. As seen in Fig. 5, the numerical results are in good
agreement with the analytical solutions. Thus, the coupled thermo-hydrodynamic flows with variable thermophysical
properties can be successfully handled by the present LB model. Fig. 5 also verifies that the results (ux/U0 and T/T0)
obtained with different EOSs are indistinguishable as long as the simulations are numerically stable. Fig. 6 compares
the distributions of density ρ/ρ0 obtained with different EOSs for Pr = 0.71 and Mae = 0.15, and for Mae = 0.10 and
16
Pr = 20. Good agreement between the numerical results and the corresponding analytical solutions can be observed,
which reaffirms the applicability and accuracy of the present LB model with self-tuning EOS.
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Figure 5: Comparisons of velocity ux/U0 (left) and temperature T/T0 (right) distributions between the numerical results and the analytical solutions
for thermal Couette flow with (a) Pr = 0.71 and Mae varying from 0.01 to 0.15, and (b) Mae = 0.10 and Pr varying from 0.1 to 20.
The accuracy of the present simulation with respect to the lattice Mach number Malattice = U0/cs is also investi-
gated here. Considering the specific heat at constant pressure given by Eq. (35), we have Mae = Malattice/
√
3.5. In
the following simulations, the Prandtl number Pr is fixed at 0.71, and the lattice Mach number Malattice varies from
0.01 to 0.32. Fig. 7 shows the variations of the relative errors Eu, ET , and Eρ with Malattice. Here, the relative error
Eφ (φ = u, T , and ρ) is also computed via Eq. (36), in which f (φ) denotes ux/U0, T/T0, and ρ/ρ0 when φ = u, T ,
and ρ, respectively. It can be seen from Fig. 7(a) that the accuracy with respect to Malattice for velocity ux/U0 is fourth
order and decreases to second order when Malattice and also Eu are very small. A similar trend can also be observed in
Fig. 7(b) for the accuracy for temperature T/T0. As to the accuracy for density ρ/ρ0, it is fourth order and decreases
rapidly when Eρ is rather small for the decoupling EOS, while it is second order for the ideal-gas and Carnahan-
Starling EOSs. Here, the observed high-order accuracy with respect to Malattice can be explained by the elimination
of the additional cubic terms of velocity in the recovered momentum conservation equation, and the deterioration of
17
0.996 1 1.004 1.008
0
0.2
0.4
0.6
0.8
1
 
 
0.96 1 1.04 1.08
0
0.2
0.4
0.6
0.8
1
 
 
(a) (b)
0U U 0U U
y
W
y
W
EOS 0gp R TU 
EOS gp R TU  
EOS gp Z R TU 
analytical
EOS 0gp R TU 
EOS gp R TU  
EOS gp Z R TU 
analytical
Figure 6: Comparisons of density ρ/ρ0 distributions between the numerical results obtained with different EOSs and the corresponding analytical
solutions for thermal Couette flow with (a) Pr = 0.71 and Mae = 0.15, and (b) Mae = 0.10 and Pr = 20.
accuracy when Malattice and also Eφ (φ = u, T , and ρ) are very small is probably caused by the boundary condition
treatment.
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Figure 7: Relative errors of (a) velocity ux/U0, (b) temperature T/T0, and (c) density ρ/ρ0 versus lattice Mach number Malattice when Pr = 0.71
and Mae = Malattice/
√
3.5. The symbols “◦”, “M”, and “×” denote the results obtained with decoupling, ideal-gas, and Carnahan-Starling EOSs,
respectively, and the solid, dashed, and dotted lines denote second-, third-, and fourth-order accuracy with respect to Malattice, respectively.
4.3. Natural convection in a square cavity
To further validate the present LB model for coupled thermo-hydrodynamic flows, the natural convection in a
square cavity with a large temperature difference is simulated in this section. All the four walls of the cavity are at
rest, among which the left (heating) and right (cooling) walls keep at the temperature Th and Tc (Th > Tc), respectively,
and the horizontal walls keep adiabatic. The temperature difference between the heating and cooling walls is quantified
by a dimensionless parameter ε = (Th − Tc)/(2T0), where the reference temperature T0 = (Th + Tc)/2. The ideal-
gas EOS pEOS = ρRgT is adopted here, and thus Cp − Cv = Rg. The specific heat ratio γ = Cp/Cv and the Prandtl
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number Pr = Cpµ/λ are assumed to be constant. The dependence of dynamic viscosity on temperature is described
by Sutherland’s law as follows [48]
µ
µ∗
=
( T
T ∗
)3/2 T ∗ + S
T + S
, (38)
where T ∗ = 273K, S = 110.5K, and µ∗ is the dynamic viscosity at T ∗. As a key dimensionless parameter associated
with natural convection, the Rayleigh number is defined as
Ra = Pr
|g|ρ20(Th − Tc)L3
T0µ20
, (39)
where g is the gravity acceleration, L is the side length of the square cavity, and µ0 is the reference dynamic viscosity
at T0. Initially, the ideal gas in the cavity stays still with temperature T0 and density ρ0, and then the temperature of
the left and right walls are abruptly changed to Th and Tc, respectively. In the simulations, the lattice sound speed
is set as cs =
√
RgT0, and the basic parameters are chosen as |g| = 9.81m/s2, Rg = 287J/(kg · K), T0 = 600K,
and ρ0 = p0/(RgT0) with p0 = 101325Pa. The Rayleigh number Ra varies from 10
3 up to 108, while the remaining
dimensionless parameters are fixed at ε = 0.6, γ = 1.4, and Pr = 0.71. The grid sizes Nx×Ny and the viscosity ratio ς/ν
adopted for different Ra are listed in Table 1, where ς/ν is set to 2 and 4 for Ra = 107 and 108, respectively, to enhance
the numerical stability and it is simply set to 1 for Ra ≤ 106. As to the velocity and temperature boundary conditions
on all the four walls, they are realized by the present boundary condition treatment with first-order extrapolation.
Table 1: Grid sizes Nx × Ny and viscosity ratio ς/ν for different Rayleigh numbers Ra.
Ra 103 104 105 106 107 108
Nx × Ny 128 × 128 192 × 192 256 × 256 512 × 512 1024 × 1024 4096 × 4096
ς/ν 1 1 1 1 2 4
Fig. 8 shows the streamlines, isotherms, and density field for the natural convection when Ra varies from 103 to
108. It can be seen from Fig. 8 that a single vortex with its center closer to the cooling wall appears in the cavity for
Ra = 103. As Ra increases, the vortex is stretched by the natural convection and breaks up into two vortices when
Ra = 105. As Ra further increases, the two vortices move closer to the heating and cooling walls, respectively, and
some small vortices are induced around the center and in the lower-right and upper-left corners of the cavity when
Ra = 107. Meanwhile, a counter-rotating vortex also appears in the lower-right corner and very close to the lower wall
for Ra = 107. When Ra reaches 108, the natural convection becomes unsteady, and many small vortices, including
some counter-rotating ones, are induced by the strong convection. As to the heat transfer characteristics, it can be seen
from Fig. 8 that the isotherms are almost parallel to the vertical walls when Ra = 103, implying that the heat transfer is
dominated by conduction. As Ra increases, the isotherms around the cavity center progressively incline and become
parallel to the horizontal walls, implying that the dominant mechanism for heat transfer changes from conduction to
convection. When Ra reaches 108, the isotherms spread along the heating and cooling walls in a very thin layer and
become horizontal almost in the entire cavity. All these observed streamline patterns and isotherm characteristics are
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in good agreement with the previous numerical results [28, 29, 33, 35, 48], which are all obtained by the LB method
except for the benchmark solutions reported in Ref. [48]. Note that the maximum Ra reported in Refs. [33] and [35]
are 105 and 106, respectively, and the maximum Ra reported in Refs. [28, 29, 48] are 107. On the basis of the present
simulations, it is interesting to find that the natural convection in a square cavity with a large temperature difference
(ε = 0.6) becomes unsteady when Ra = 108, while the corresponding natural convection with a small temperature
difference (i.e., the Boussinesq approximation is valid) keeps steady when Ra = 108 and becomes unsteady when
Ra > 1.9 × 108 [49–51]. From Fig. 8, we can also see that the density significantly varies over space, particularly
in the vicinity of the cooling wall, with its minimum and maximum values smaller and larger than 0.400kg/m3 and
1.300kg/m3, respectively. Obviously, the Boussinesq approximation cannot be adopted here. In addition, the density
contours are similar to the isotherms to some extent, which conforms to the low Mach number condition [52]. In fact,
the maximum Mach number is rather small for the natural convection simulated here [48].
To further validate the present results, the profiles of the horizontal velocity along the vertical midplane and the
vertical velocity along the horizontal midplane are plotted in Fig. 9 and compared with the benchmark solutions
obtained by Vierendeels et al. [48] using the finite difference (FD) method. Here, the velocity and coordinate are
normalized by the reference velocity Uref =
√
Raµ0
/
(ρ0L) and side length L, respectively, i.e., u
∗ = u/Uref and
x∗ = x/L. Note that the convection becomes unsteady when Ra = 108, and thus Fig. 9(f) shows the instantaneous
profiles at some time point. Excellent agreement between the present results and the benchmark solutions can be
observed. From Fig. 9, we can also see that the velocity profiles are asymmetric with respect to the cavity center,
which is caused by the invalidation of the Boussinesq approximation. For quantitative comparison, the average Nusselt
number along the heating wall, the average pressure in the cavity, and the maximum horizontal (vertical) velocity and
its position along the vertical (horizontal) midplane are computed and listed in Table 2. Here, the average Nusselt
number and pressure are defined as
Nuave =
1
λ0(Th − Tc)
L∫
0
Jx(0, y)dy, (40a)
p∗ave =
1
L2
L∫
0
L∫
0
pEOS(x, y)
p0
dxdy, (40b)
where Jx(x, y) is the local heat flux in x-direction, λ0 is the thermal conductivity at T0, and the pressure is normal-
ized by p0. As seen in Table 2, the present results agree well with the previous numerical results, which further
demonstrates the applicability and accuracy of the present LB model for coupled thermo-hydrodynamic flows.
5. Conclusions
A novel LB model for coupled thermo-hydrodynamic flows is developed in the framework of the DDF approach.
The velocity field is solved by the recently developed LB equation for density DF, by which the recovered EOS can
be self-tuned via a built-in variable, implying that various EOSs can be adopted in real applications. With the energy
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Figure 8: Streamlines (left), isotherms (middle), and density field (right) for natural convection in a square cavity with a large temperature difference
when Ra = 103, 104, 105, 106, 107, and 108.
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Figure 9: Profiles of the horizontal velocity (u∗x) along vertical midplane (y∗-mid) and the vertical velocity (u∗y) along horizontal midplane (x∗-mid)
for natural convection in a square cavity with a large temperature difference when Ra = 103, 104, 105, 106, 107, and 108. The solid lines are the
present results and the symbols are the benchmark solutions in Ref. [48].
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Table 2: Comparisons of the average Nusselt number along the heating wall (Nuave), the average pressure in the cavity (p∗ave), the maximum
horizontal velocity (|u∗x |max) and its position (y∗max) along the vertical midplane, and the maximum vertical velocity (|u∗y |max) and its position (x∗max)
along the horizontal midplane between the present and previous results.
Ra Method Nuave p∗ave |u∗x|max y∗max |u∗y |max x∗max
103 Present 1.1063 0.93443 0.1653 0.1641 0.1911 0.8984
FD method [48] 1.1077 0.93805 0.1649 0.1618 0.1926 0.9036
LB method [35] 1.106 – 0.1639 0.1624 0.1925 0.9063
LB method [33] 1.111 – 0.1660 0.1600 0.1973 0.9100
104 Present 2.2123 0.91144 0.2360 0.7813 0.2857 0.9271
FD method [48] 2.218 0.91463 0.2363 0.7821 0.2863 0.9270
LB method [35] 2.224 – 0.2372 0.7813 0.2859 0.9312
LB method [33] 2.217 – 0.2364 0.7800 0.2874 0.9267
105 Present 4.4836 0.91719 0.1950 0.8359 0.3130 0.0977
FD method [48] 4.480 0.92196 0.1946 0.8364 0.3166 0.0948
LB method [35] 4.512 – 0.1951 0.8344 0.3176 0.0938
LB method [33] 4.454 – 0.1959 0.8360 0.3165 0.0960
106 Present 8.7406 0.91820 0.1193 0.8516 0.3141 0.0547
FD method [48] 8.687 0.92449 0.1193 0.8541 0.3203 0.0537
LB method [35] 8.691 – 0.1202 0.8551 0.3159 0.0540
107 Present 16.4373 0.91425 0.0745 0.8262 0.3124 0.0313
FD method [48] 16.240 0.92263 0.0749 0.8260 0.3229 0.0305
108 Present 29.9435 0.91609 0.0586 0.9004 0.3169 0.0176
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conservation equation properly reformulated, a novel LB equation for total energy DF is directly developed at the
discrete level to solve the temperature field. The viscous dissipation is recovered along with the conduction term by
introducing a density-DF-related term into this LB equation, while the compression work is recovered along with the
convection term by devising the equilibrium moment function for total energy DF. The work done by force is absorbed
into the source term and then correctly incorporated into the LB equation via the discrete source term. Moreover, by
modifying the collision matrix, the targeted energy conservation equation can be recovered without deviation term.
The development of the present LB model, with double MRT collision schemes employed, is based on the standard
lattice, and both the Prandtl number and specific heat ratio can be arbitrarily adjusted. On the basis of judiciously
decomposing DF into its equilibrium, force (source), and nonequilibrium parts, boundary condition treatment is fur-
ther proposed for simulating coupled thermo-hydrodynamic flows, which can ensure the local conservation of mass,
momentum, and energy at the boundary node. The applicability and accuracy of the present LB model with self-
tuning EOS are first validated by simulating thermal Poiseuille and Couette flows with the decoupling, ideal-gas, and
Carnahan-Starling EOSs. Then, the present LB model is successfully applied to the simulation of natural convection
in a square cavity with a large temperature difference for the Rayleigh number ranging from 103 up to 108, and the
obtained results agree very well with the previous benchmark solutions.
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Appendix A. Chapman-Enskog analysis
The detailed Chapman-Enskog analysis of the LB equation for density DF (i.e., Eq. (2)) can be found in our
previous work [36]. Here, the Chapman-Enskog analysis of the LB equation for total energy DF (i.e., Eq. (18)) is
carried out to recover the corresponding macroscopic conservation equation. For this purpose, performing the Taylor
series expansion of gi(x+eiδt, t +δt) centered at (x, t) in Eq. (18a), and then transforming the result into moment space
and combining it with Eq. (18b), we have
(I∂t + D)n +
δt
2
(I∂t + D)2n −Qm + O(δ2t ) = −
L
δt
(
n − neq + δt
2
Qm
)
+
c2Y
δt
(m + m¯
2
−meq
)
, (A.1)
where D = M[diag(ei · ∇)]M−1. With the following Chapman-Enskog expansions [53]
∂t =
+∞∑
n=1
εn∂tn, ∇ = ε1∇1, q = ε1q(1), F = ε1F(1), (A.2a)
n =
+∞∑
n=0
εnn(n), m =
+∞∑
n=0
εnm(n), m¯ =
+∞∑
n=0
εnm¯(n), (A.2b)
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we have D = ε1D1, qe = ε1q(1)e , and Qm = ε1Q
(1)
m , where ε is the small expansion parameter. Substituting these
expansions into Eq. (A.1), the ε0-, ε1-, and ε2-order equations can then be obtained as
ε0 : −L
δt
(n(0) − neq) + c
2Y
δt
(
m(0) + m¯(0)
2
−meq
)
= 0, (A.3a)
ε1 : (I∂t1 + D1)n(0) −Q(1)m = −
L
δt
H(1) +
c2Y
δt
m(1) + m¯(1)
2
, (A.3b)
ε2 : ∂t2n(0) + (I∂t1 + D1)
[(
I − L
2
)
H(1) +
c2Y
2
m(1) + m¯(1)
2
]
= −L
δt
H(2) +
c2Y
δt
m(2) + m¯(2)
2
, (A.3c)
where H(1) = n(1) + δtQ(1)m
/
2 is introduced to simplify the descriptions.
From the ε0-order equation (i.e., Eq. (A.3a)) and considering m(0) = m¯(0) = meq (see Eq. (17)), we have
ε0 : n(0) = neq, (A.4)
which indicates that the εn-order (n ≥ 1) terms of the conserved moment n0 satisfy
H(1)0 = n
(1)
0 +
δt
2
Q(1)m,0 = 0, n
(n)
0 = 0 (∀n ≥ 2). (A.5)
The ε1-order equation for n0, extracted from Eq. (A.3b), is given as
ε1 : ∂t1n
(0)
0 + c∇1 ·
n
(0)
3
n(0)5
 − Q(1)m,0 = −σ0δt H(1)0 , (A.6)
which can be simplified as follows
ε1 : ∂t1(ρE) + ∇1 · (ρHu) − q(1)e = 0. (A.7)
Similarly, the ε2-order equation for n0, extracted from Eq. (A.3c), is given as
ε2 : ∂t2n
(0)
0 + ∂t1
[(
1 − σ0
2
)
H(1)0
]
+ c∇1 ·

(
1 −
σ j
2
) H
(1)
3 +
σq
2 H
(1)
4
H(1)5 +
σq
2 H
(1)
6
 + c22
Y3αY5α
 m(1)α + m¯(1)α2
 = −σ0δt n(2)0 , (A.8)
where the repeated index implies summation from 0 to 8. With Eq. (A.5), Eq. (A.8) can be simplified as follows
ε2 : ∂t2(ρE) = ∇1 · J(1), (A.9)
where J(1) is the energy flux expressed as
J(1) = −c
(
1 −
σ j
2
) H
(1)
3 +
σq
2 H
(1)
4
H(1)5 +
σq
2 H
(1)
6
 − c32
Y3αY5α
 m(1)α + m¯(1)α2 , (A.10)
in which the first and second terms will account for the heat conduction and viscous dissipation, respectively.
To simplify the heat conduction term in Eq. (A.10), we add the ε1-order equation for n4 to the ε1-order equation
for n3 and the ε1-order equation for n6 to the ε1-order equation for n5, and then combine the results together and finally
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have
−
σ j
δt
H
(1)
3 +
σq
2 H
(1)
4
H(1)5 +
σq
2 H
(1)
6
 =
∂t1
(
n(0)3 + n
(0)
4
)
+ c∂x1
(
2
3 n
(0)
0 +
1
2 n
(0)
1 +
1
3 n
(0)
2 − 12 n(0)7
)
+ 2c∂y1n
(0)
8
∂t1
(
n(0)5 + n
(0)
6
)
+ 2c∂x1n
(0)
8 + c∂y1
(
2
3 n
(0)
0 +
1
2 n
(0)
1 +
1
3 n
(0)
2 +
1
2 n
(0)
7
)

−
Q
(1)
m,3 + Q
(1)
m,4
Q(1)m,5 + Q
(1)
m,6
 − c2δt
Y3α + Y4αY5α + Y6α
 m(1)α + m¯(1)α2 .
(A.11)
Considering Y3α + Y4α = 0 and Y5α + Y6α = 0, Eq. (A.11) can be simplified as
−
σ j
δt
H
(1)
3 +
σq
2 H
(1)
4
H(1)5 +
σq
2 H
(1)
6
 =
(
2
3
+
γ1
2
+
γ2
3
)
c∇1(ρ0Cp,0T ), (A.12)
where ρ0Cp,0 and ∇1 are commutative, implying that the heat conduction is correctly driven by the temperature gradi-
ent. To recover the viscous dissipation term via Eq. (A.10), we can directly set
− c
3
2
Y3αY5α
 m(1)α + m¯(1)α2 = u ·Π(1), (A.13)
where the viscous stress tensor Π(1) is given by Eq. (15). Consequently, the nonzero elements in Y can be completely
and uniquely determined (see Eq. (24)). On the basis of Eqs. (A.12) and (A.13), J(1) can be written as
J(1) =
(
2
3
+
γ1
2
+
γ2
3
)
ρ0Cp,0c
2δt
 1σ j − 12
∇1T + u ·Π(1). (A.14)
Combining the ε1- and ε2-order equations (i.e., Eqs. (A.7) and (A.9)), as well as considering Eq. (A.14), the
following macroscopic conservation equation can be recovered
∂t(ρE) + ∇ · (ρHu) = ∇ ·
(23 + γ12 + γ23
)
ρ0Cp,0c
2δt
 1σ j − 12
∇T + u ·Π + qe. (A.15)
Therefore, the heat conductivity is λ = (2/3 + γ1/2 + γ2/3)ρ0Cp,0c
2δt
(
σ−1j − 0.5
)
. Compared with the targeted energy
conservation equation (i.e., Eq. (14)), no deviation term exists in Eq. (A.15) due to the modification of the collision
matrix L.
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Appendix B. Inverse matrix
The inverse matrix of I − S/2 is
(
I − S
2
)−1
=

1 0 0 0 0 0 0 0 0
0 1 −ksε/2 0 −huˆxsq/2 0 −huˆysq/2 0 0
0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 −buˆxsq 0 buˆysq 1 0
0 0 0 0 −buˆysq/2 0 −buˆxsq/2 0 1

[
I − diag(S)
2
]−1
, (B.1)
where diag(S) denotes the diagonal part of S. The inverse matrix of I − L/2 is
(
I − L
2
)−1
=

1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 1 −σq/2 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 −σq/2 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1

[
I − diag(L)
2
]−1
, (B.2)
where diag(L) denotes the diagonal part of L.
Appendix C. Implementation
The detailed implementation of the collision process for density DF (i.e., Eq. (2b)) can be found in our previous
work [36]. Here, a similar implementation of the collision process for total energy DF (i.e., Eq. (18b)) is given. In
real applications, Eq. (18b) can be executed in the following sequence
(1)

n¯← n,
n← n − neq,
n¯← n¯ − 2n,
n← n + δtQm/2;
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(2)

n3 ← n3 + σqn4/2,
n5 ← n5 + σqn6/2;
(3)

n← [I − diag(L)/2]n,
n¯← n¯ + 2n;
(4)

n¯3 ← n¯3 + c2Y31
[
(m1 + m¯1)/2 − meq1
]
+ c2Y37
[
(m7 + m¯7)/2 − meq7
]
+ c2Y38
[
(m8 + m¯8)/2 − meq8
]
,
n¯4 ← n¯4 + c2Y41
[
(m1 + m¯1)/2 − meq1
]
+ c2Y47
[
(m7 + m¯7)/2 − meq7
]
+ c2Y48
[
(m8 + m¯8)/2 − meq8
]
,
n¯5 ← n¯5 + c2Y51
[
(m1 + m¯1)/2 − meq1
]
+ c2Y57
[
(m7 + m¯7)/2 − meq7
]
+ c2Y58
[
(m8 + m¯8)/2 − meq8
]
,
n¯6 ← n¯6 + c2Y61
[
(m1 + m¯1)/2 − meq1
]
+ c2Y67
[
(m7 + m¯7)/2 − meq7
]
+ c2Y68
[
(m8 + m¯8)/2 − meq8
]
;
where “←” indicates assignment, and steps (2) and (4) correspond to the modification of collision matrix and the
consideration of viscous dissipation, respectively. In step (4), (mα + m¯α)/2 − meqα (α = 1, 7, and 8) can be directly
obtained from the collision process for density DF. From the above discussion, it can be seen that the present collision
process is easy to implement with high efficiency although the modified collision matrix is nondiagonal.
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