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1 Introduction
In his fundamental work, Gromov [14] proposed a new approach to the symplectic geometry
based on the theory of pseudoholomorphic curves in almost complex manifolds. Every sym-
plectic manifold (M,ω) admits many almost complex structures J in a natural co-relation
with the symplectic structure ω. A pseudoholomorphic (or J-holomorphic, or J-complex)
curve in (M,J) is a holomorphic map from a Riemann surface X to M . In view of the
uniformization theorems this is not surprising that the following two choices of X are of
major importance: the unit disc D and the Riemann sphere S2. The corresponding J-
holomorphic maps are called respectively J-holomorphic discs and J-holomorphic spheres.
The spheres appear naturally in the case where M is a compact manifold while the discs are
appropriate when M is a manifold with boundary. In the latter case usually some boundary
conditions are imposed making the families of such discs (moduli spaces) finite dimensional.
In turns out that moduli spaces of J-holomorphic discs or spheres reflect some important
topological properties of the underlying symplectic structure ω and in some cases allow to
describe efficiently symplectic invariants. Thus, Gromov’s approach became a powerful tool
of symplectic geometry.
Usual symplectic structures and Hamiltonians on smooth manifolds arise from the clas-
sical mechanics and dynamical systems with finite-dimensional phase spaces. On the other
hand, the important classes of Hamiltonian PDEs of the mathematical physics, such as
the (non-linear) Schro¨dinger equation, the Korteweg-de Vries equation and others, have
a Hamiltonian nature too, but the corresponding symplectic structures and flows are de-
fined on suitable Hilbert spaces (see for instance [17]). Usually these Hilbert spaces are
Sobolev spaces, in which the existence and regularity of solutions of (the Cauchy problem
for) Hamiltonian PDEs are established. In the finite-dimensional case, one of the most strik-
ing results of Gromov is the symplectic non-squeezing theorem describing quantitatively the
topological rigidity of symplectic transformations. The first results of this type for various
classes of Hamiltonian PDEs were obtained by Kuksin [16, 17] and later extended in the
work of Bourgain [5, 6], Colliander, Keel, Staffilani, Takaoka, and Tao [9], and Roume´goux
[19]. Their approach is based on approximation of a symplectic flow in Hilbert space by
finite-dimensional symplectic flows which reduces the situation to Gromov’s theorem. This
method requires a version of such approximation theory separately for each class of Hamilto-
2
nian PDEs. Recently Abbondandolo and Majer [1] made a step toward a general version of
the infinite-dimensional non-squeezing using the theory of symplectic capacities. In view of
the above work it seems appropriate to extend Gromov’s theory of pseudoholomorphic curves
to the case of the Hilbert spaces equipped with symplectic and almost complex structures.
The goal of the present paper is to develop an analog of Gromov’s theory of pseudoholomor-
phic curves directly on Hilbert’s spaces making it available for the study of symplectic flows
of a wide class of Hamiltonian PDEs.
If (M,J) is an almost complex manifold of complex dimension n, then pseudoholomorphic
curves in M are solutions of quasilinear ellipitic systems of PDEs with two independent
and 2n dependent variables. Locally such a system can be viewed as a perturbation of
the usual ∂-system. Global problems lead to elliptic equations of Beltrami type which in
general are large deformations of the usual Cauchy-Riemann equations. This allows us to
apply methods of complex analysis and PDEs. The infinite-dimensional case requires the
analysis of quasi-linear Beltrami type equations for Hilbert space-valued functions. The
main method for solving the Beltrami equation for scalar-valued functions is based on the
theory of singular integrals and the non-linear analysis, especially the fixed point theory.
We use this approach in the present paper. We point out that our approach is rather
different from Gromov’s approach based on the compactness and transversality theory for
pseudoholomorphic curves. The extension of Gromov’s theory to infinite dimension remains
a difficult open problem. As an application of our methods we prove in the last section a
version of the non-squeezing theorem in Hilbert space for symplectic maps with small “anti-
holomorphic terms”. In particular, it can be applied to short-time symplectic flows or small
perturbations of holomorphic symplectic flows associated with Hamiltonian PDEs.
Our main results are contained in Section 4, 5 and 6. In Section 4 we establish the local
existence and regularity of pseudoholomorphic curves in Hilbert spaces with almost complex
structures. In Section 5 we consider boundary value problems for pseudoholomorphic curves
in Hilbert space. Our approach is based on methods developed in our previous work in the
finite-dimensional case [10, 21, 22]. Using suitable singular integral operators related to the
Cauchy integral, we reduce boundary value problems to integral equations in appropriate
function spaces and construct solutions by Schauder’s fixed point theorem. Sections 2 and
3 are devoted to technical tools of our method and contain some necessary properties of
almost complex structures in Hilbert spaces and some results on singular integral operators
in spaces of vector functions. We present some of them in detail because of their importance
for our approach and because we could not find references in the literature.
In conclusion we note that by using the methods and technical tools elaborated in the
present paper, we obtain in [23] a version of the non-squeezing theorem for general sym-
plectic transformations under certain regularity and boundedness assumptions with respect
to Hilbert scales (see Section 5). The proofs of the main results of the present paper are
independent of [23].
3
2 Almost complex structures on Hilbert spaces
In this section we establish some basic facts on almost complex structures in Hilbert spaces.
We always restrict to separable Hilbert spaces.
2.1 Almost complex structures
Let V be a real vector space. If the dimension of V is finite, we assume that it is even. A
linear almost complex structure J on V is a bounded linear operator J : V −→ V satisfying
J2 = −I. Here and below, I denotes the identity map or the identity matrix depending on
the context.
Theorem 2.1 Let H be a real Hilbert space. Then every two linear almost complex structures
Jk, k = 1, 2, are equivalent. That is, there exists a bounded linear invertible operator R :
H→ H such that J1R = RJ2.
Since all (separable and∞-dimensional) complex Hilbert spaces are isometrically isomorphic,
the above theorem follows by
Proposition 2.2 Let H be a real Hilbert space. Let also J be a linear almost complex
structure on H. Then there is an equivalent norm and an inner product on H making it into
a complex Hilbert space.
Proof. Introduce a new norm ‖ • ‖n on H:
‖h‖2n = ‖h‖2 + ‖Jh‖2, h ∈ H.
Since J is a bounded operator, the new norm is equivalent to the original one. It is immediate
that the new norm is J-invariant: ‖Jh‖2n = ‖h‖2n and verifies the parallelogram identity.
Hence, this norm is a Hilbert space norm. 
Let H be a complex Hilbert space with Hermitian scalar product 〈•, •〉. Fix an orthonor-
mal basis {ej}∞j=1 in H such that Z =
∑∞
j=1Zjej for every Z ∈ H. Here Zj = xj+iyj = 〈Z, ej〉
are complex coordinates of Z. Put Z =
∑∞
j=1 Zjej . The standard almost complex structure
Jst on H is a real linear operator on H defined by Jst(Z) = iZ. In the case where H has a
finite dimension n the structure Jst is the usual complex structure on C
n; we do not specify
the dimension (finite or infinite) in this notation since it will be clear from the context.
In what follows we also use the standard notation
fZ =
∂f
∂Z
=
1
2
(
∂f
∂x
− i∂f
∂y
)
, fZ =
∂f
∂Z
=
1
2
(
∂f
∂x
+ i
∂f
∂y
)
.
The standard symplectic form ω on H is a nondegenerate antisymmetric bilinear form
defined by
ω =
i
2
∞∑
j=1
dZj ∧ dZj .
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We use the natural identification of H with its tangent space at every point. Denote by
L(H) the space of real linear bounded operators on H. An almost complex structure J on
H is a continuous map J : H → L(H), J : H ∋ Z → J(Z) such that every J(Z) satisfies
J2(Z) = −I. Such a structure is tamed by ω if ω(u, Ju) > 0 for every u ∈ H. An almost
complex structure J is compatible with ω if it is tamed and ω(Ju, Jv) = ω(u, v) for all
u, v ∈ H. Note that Jst is compatible with ω. When the map Z 7→ J(Z) is independent
of Z, we can identify the tangent space of H at Z with H and view J as a linear almost
complex structure on H.
A C1-map f : (H, J ′) → (H, J) is called (J ′, J)-holomorphic if it satisfies the Cauchy-
Riemann equations
J ◦ df = df ◦ J ′. (1)
When f : H → H is a diffeomorphism and J ′ is an almost complex structure on H, one
can consider its direct image defined by
f∗(J
′) = df ◦ J ′ ◦ df−1.
Of course, f is (J ′, f∗(J
′))-holomorphic.
Denote by D = {ζ ∈ C : |ζ | < 1} the unit disc in C. It is equipped with the standard
complex structure Jst of C. Let J be an almost complex structure on H. A C
1- map
f : D→ H is called a J-complex disc in H if it satisfies (1), i.e.,
J ◦ df = df ◦ Jst. (2)
A C1-difeomorphism Φ : Ω1 → Ω2 between two open subsets Ωj in (H, ω) is called a
symplectomorphism if Φ∗ω = ω. Here the star denotes the pull-back. For a map Z : D→ H,
Z : ζ 7→ Z(ζ) its (symplectic) area is defined by
Area(Z) =
∫
D
Z∗ω (3)
similarly to the finite-dimensional case. If Z is a J-complex disc, its symplectic area coincides
with the area induced by the Riemannian metric canonically defined by J and ω. Hence if
Z is Jst-holomorphic, (3) represents its area induced by the inner product of H.
2.2 Cauchy-Riemann equations
All linear operators in this subsection are bounded. For an R-linear operator F : H→ H we
denote by F ∗ its adjoint, that is, Re 〈Fu, v〉 = Re 〈u, F ∗v〉. Put
FZ = (FZ), and F t = F ∗.
Thus F t is the transpose of F . Every R-linear operator F : H→ H has the form
Fu = Pu+Qu,
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where P and Q are C-linear operators. For brevity we write
F = {P,Q}.
Note that
F ∗ = {P ∗, Qt}, F t = {P t, Q∗}.
Lemma 2.3 Let F = {P,Q}. Then F preserves ω i.e. ω(Fu, Fv) = ω(u, v) if and only if
P ∗P −QtQ = I and P tQ−QtP = 0. (4)
Proof. Consider
R =
(
P Q
Q P
)
as a linear operator on H⊕H. Then F preserves ω if and only if R preserves a bilinear form
on H⊕H with the matrix
Λ =
(
0 −I
I 0
)
,
that is RtΛR = Λ. This is equivalent to (4). 
A linear operator F : H→ H is called a linear symplectomorphism if F preserves ω and
is invertible.
Lemma 2.4 Let F = {P,Q} be a linear symplectomorphism. Then F t also preserves ω.
Hence
PP ∗ −QQ∗ = I and PQt −QP t = 0. (5)
Proof. Since F preserves ω, we have RtΛR = Λ. The operator R is invertible because F
is. Multiplying by RΛ from the left and by R−1Λ from the right, we obtain RΛRt = Λ. The
latter is equivalent to (5). 
Proposition 2.5 If F = {P,Q} is a linear symplectomorphism, then
(a) F−1 = {P ∗,−Qt};
(b) P is invertible;
(c) ‖QP−1‖ = ‖Q‖(1 + ‖Q‖2)−1/2 < 1.
Proof. (a) follows by (4) and (5). By (4) and (5), spectral values of the self-adjoint
operators PP ∗ and P ∗P are not smaller that 1. Then both P ∗P and PP ∗ are invertible which
gives (b). For (c), put A = QP −1. We estimate ‖A‖ = ‖AA∗‖1/2. By (4) and (5) respectively,
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we have QP −1 = P t −1Qt and Qt(P t)−1 = P−1Q. Using the latter, AA∗ = (PP ∗)−1QQ∗.
Since PP ∗ = I +QQ∗ and QQ∗ is self-adjoint, by the spectral mapping theorem
‖AA∗‖ = ‖QQ
∗‖
1 + ‖QQ∗‖ =
‖Q‖2
1 + ‖Q‖2
because the function λ 7→ λ(1 + λ)−1 is increasing for λ > 0. 
Assume that J is an almost complex structure tamed by ω. Then ω(h, (Jst + J)h) > 0
for all h 6= 0 and the operator Jst+ J is injective. In the finite dimensional case this implies
that the operator is invertible. In the Hilbert case this is not so immediate although one can
show that this is also always true. Assume that for all Z ∈ H the operator
(Jst + J)(Z) (6)
is invertible. Then the linear operator
L := (Jst + J)
−1(Jst − J) (7)
is defined and bounded.
Lemma 2.6 The operator (7) is C-antilinear.
Proof. Note
(I + JstJ)
−1 and (I + JstJ) commute, (8)
(I + JstJ)J = −Jst(I + JstJ), (9)
(I − JstJ) = Jst(I − JstJ). (10)
Then (10) implies
J(I − JstJ)−1 = (I − JstJ)−1Jst. (11)
We show LJst = −JstL. Using successively (8), (11), (9), and (8) we obtain
LJst = (I − JstJ)−1(I + JstJ)Jst = (I + JstJ)(I − JstJ)−1Jst =
(I + JstJ)J(I − JstJ)−1 = −Jst(I + JstJ)(I − JstJ)−1 = −JstL.

Thus, if we view (H, Jst) as a complex vector space, the action of L can be expressed in
the form
Lh = AJh
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where AJ : H→ H is a bounded Jst-linear operator. We call AJ the complex representation
of J and often omit J . With this convention the Cauchy-Riemann equations (2) for a J-
complex disc Z : D→ H, Z : D ∋ ζ 7→ Z(ζ) can be written in the form
Zζ = AJ (Z)Zζ , ζ ∈ D. (12)
In the present paper an almost complex structure J will arise as the direct image J =
Φ∗(Jst) := dΦ ◦ J0 ◦ dΦ−1 of Jst under a symplectomorpfism Φ : (H, ω)→ (H, ω). We discuss
assumptions on Φ that allow to deduce the equations (12).
Let Φ : G′ → G be a symplectomorphism of class C1 between open bounded subsets G′
and G of H. Suppose that the tangent maps dΦ are uniformly bounded on G′. Then by
Proposition 2.5 (a), the tangent maps dΦ−1 also are uniformly bounded. Set J = Φ∗(Jst).
Put P (Z) = ΦZ(Z) and Q = ΦZ(Z). Since the operator P is invertible by Proposition
2.5 (b), it follows from [20] that
AJ = QP
−1. (13)
Indeed, the proof of Lemma 2.3 from [20] can be carried to the Hilbert case without changes
and gives (13). Hence Proposition 2.5 (c) implies that there exists a constant 0 < a < 1 such
that
‖AJ(Z)‖ ≤ a < 1 (14)
for all Z ∈ G.
Lemma 2.7 Let B : X → X be a linear operator on a real Hilbert space X. Suppose
〈Bx, x〉 > 0 for all x 6= 0. Then I + B is invertible and ‖Lx‖ < ‖x‖, x 6= 0, here L =
(I + B)−1(I − B). Conversely, if I + B is invertible and ‖Lx‖ < ‖x‖ for all x 6= 0, then
〈Bx, x〉 > 0 for all x 6= 0.
Proof. We can consider B as a complex linear operator onX⊗RC = XC. Since 〈Bx, x〉 > 0,
x ∈ X , x 6= 0, for every spectral value λ ∈ σ(B), we have Reλ ≥ 0. Hence 0 /∈ σ(I + B),
and I +B is invertible.
Put y = (I + B)−1(I − B)x, x 6= 0. Then x − y = B(x + y). Put u = x + y, v =
x− y = Bu. By the hypothesis, 〈u, v〉 > 0. Since ‖u± v‖2 = ‖u‖2 ± 2〈u, v〉+ ‖v‖2, we have
‖u + v‖ > ‖u− v‖, that is, ‖y‖ < ‖x‖. Hence ‖Lx‖ < ‖x‖. The converse is obtained along
the same lines. 
Proposition 2.8 Let J be a linear almost complex structure tamed by the standard symplec-
tic form ω. Then Jst+J is invertible, and ‖Lx‖ < ‖x‖ for x 6= 0; here L = (Jst+J)−1(Jst−J).
Proof. As a bilinear form,
ω(x, y) =
i
2
(
〈x, y〉 − 〈x, y〉
)
.
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Since J is tamed, for x 6= 0,
ω(x, Jx) =
i
2
(
〈x, Jx〉 − 〈x, Jx〉
)
> 0.
Then Re 〈x,−JstJx〉 > 0. Put B = −JstJ . By Lemma 2.7, I +B is invertible. Then
L = (Jst + J)
−1(Jst − J) = (I +B)−1(I − B).
By Lemma 2.7, |Lx| < |x|, x 6= 0. 
Since L is C-antilinear, it follows that L = {0, A}, ‖A‖ ≤ 1.
Proposition 2.9 Let J be a linear almost complex structure on H tamed by ω. Then J is
compatible with ω if and only if B∗ = B or equivalently At = A; here B = −JstJ and
L = (Jst + J)
−1(Jst − J) = (I +B)−1(I −B) = {0, A}.
Moreover in this case ‖L‖ = ‖A‖ < 1.
Proof. Suppose J is compatible with ω, that is, J is a linear symplectomorphism. Let
J = {P,Q}. By Proposition 2.5, J−1 = {P ∗,−Qt}. Since J−1 = −J , we have P ∗ = −P
and Qt = Q. The latter imply that B = {−iP,−iQ} is self-adjoint. Also L∗ = L, hence
At = A. Since B is invertible, 0 /∈ σ(B). Since J is tamed, B ≥ 0. Hence σ(B) is contained
in [λ0, ‖B‖], here λ0 > 0 is the minimal spectral value of B.
By spectral mapping theorem,
σ(L) = {(1− λ)(1 + λ)−1 : λ ∈ σ(B)}.
Since L is self-adjoint,
‖L‖ = max{|(1− λ)(1 + λ)−1| : λ ∈ σ(B)}.
Since the function λ 7→ (1− λ)(1 + λ)−1 > −1 is decreasing,
‖L‖ = max{(1− λ0)(1 + λ0)−1, (1− ‖B‖)(1 + ‖B‖)−1} < 1.
The rest of the conclusions are obvious. 
In the finite-dimensional case Proposition 2.9 also holds for tamed almost complex struc-
tures. The following example shows that in general this is not true in the Hilbert case.
Example. We construct a tamed linear almost complex structure J on H for which
‖A‖ = 1. Let J = {P,Q}. Put P = iI. Then J2 = −I reduces to QQ = 0. Put
B = −JstJ = {I,−iQ}. Then I+B = {2I,−iQ}, I−B = {0, iQ} and (I+B)−1 = {12I, 14Q}.
Thus L = (I + B)−1(I − B) = {0, i
2
Q}. Hence A = i
2
Q and ‖A‖ = 1
2
‖Q‖. The structure J
is tamed if and only if Re 〈Bz, z〉 > 0 for z 6= 0. This condition reduces to
Re 〈Qz, z〉 < |z|2, z 6= 0. (15)
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We now constructQ satisfying (15) with ‖Q‖ = 2, hence ‖A‖ = 1. We represent H = H1⊕H2,
the sum of two copies of the Hilbert space. Define
Q =
(
0 2Q0
0 0
)
,
here Q0 is the diagonal operator Q0 = Diag(c1, c2, . . .), (cn) is a real sequence, 0 < cn < 1,
cn → 1 as n → ∞. Clearly ‖Q‖ = 2, QQ = 0. For z = z1 + z2, zj ∈ Hj , we have
Re 〈Qz, z〉 = 2Re 〈Q0z1, z2〉. If z 6= 0, then clearly (15) is fulfilled because 0 < cn < 1. 
3 Some properties of the Cauchy integral
The main analytic tool in the theory of pseudoholomorphic curves is the Cauchy integral. In
this section we recall some important regularity properties of the Cauchy (Cauchy-Green)
integral and related integral operators and generalize them to Hilbert space-valued functions.
They are crucial for our method because we employ them in order to solve boundary value
problems for Beltrami type equation.
Everywhere ζ , z and t denote scalar complex variables. Denote by D = {ζ ∈ C : |ζ | < 1}
the unit disc in C.
3.1 Modified Cauchy integrals
Let f : D → C be a measurable function. The Cauchy (Cauchy-Green) operator is defined
by
Tf(z) =
1
2pii
∫
D
f(t)dt ∧ dt
t− z . (16)
The Beurling integral operator is the formal derivative of T , i.e.,
Sf(z) = p.v.
1
2pii
∫
D
f(t)dt ∧ dt
(t− z)2 (17)
It is classical that T : Lp(D)→W 1,p(D) is bounded for p > 1 and (∂/∂ζ)Tf = f as Sobolev’s
derivative, i.e., T solves the ∂-problem in D. Furthermore, Tf is holomorphic on C\D. There
are additional properties.
Proposition 3.1 Set g = Tf and h = Sf . Then the following holds.
(i) If f ∈ Lp(D) , p > 2 then g ∈ Cα(C) ∩ L∞(C) with α = (p − 2)/p. More precisely,
there exist constants C1 = C1(p) and C2 = C2(p) such that
|g(ζ)| ≤ C1‖f‖Lp(D),
|g(ζ1)− g(ζ2)| ≤ C2‖f‖Lp(D)|ζ1 − ζ2|α
for every ζ, ζ1, ζ2 ∈ C.
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(ii) Let f ∈ Cm,α(D), for an integer m ≥ 0 and 0 < α < 0. Then g ∈ Cm+1,α(D) and
T : Cm,α(D) → Cm+1,α(D) is a bounded linear operator. Furthermore ∂ζg = h. The
linear operator S : Cm,α(D)→ Cm,α(D) is bounded.
(iii) The operator S can be uniquely extended to a bounded linear operator S : Lp(D) →
Lp(D) for any p > 1. If f ∈ Lp(D), p > 1 then (∂/∂ζ)g = h as a Sobolev derivative.
The proofs are contained in [2, 24]. We introduce modifications of the above integral
operators useful for applications to boundary value problems.
Consider distinct complex numbers zk, k = 1, ..., n , |zk| = 1 and real 0 < αk < 1,
k = 1, ..., n. Let
Q(z) =
n∏
k=1
(z − zk)αk .
Here we make the cuts Γk = {λzk : λ > 0} and fix a branch of Q on D ∪ (C \ ∪kΓk). Define
TQf(z) = Q(z)
(
T (f/Q)(z) + z−1T (f/Q)(z−1)
)
= Q(z)
(
1
2pii
∫
D
f(t)dt ∧ dt
Q(t)(t− z) +
1
2pii
∫
D
f(t)dt ∧ dt
Q(t)(tz − 1)
)
.
In order to simplify notations, we write
∂ =
∂
∂z
, ∂ =
∂
∂z
.
Define the operator
SQ = ∂TQf
as the weak derivative of TQf . The following result is contained in [18].
Theorem 3.2 Let p1 < p < p2, where
1 < p1 = max
k
2
2− αk < 2 < p2 = mink
2
1− αk .
Then SQ : L
p(D)→ Lp(D) and TQ : Lp(D)→ W 1,p(D) are bounded linear operators.
We present the proof in Appendix II slightly improving the original argument of [18]. We
closely follow [18] and do not claim originality.
As examples we consider two operators corresponding to two special weights Q. Consider
the arcs γ1 = {eiθ : 0 < θ < pi/2}, γ2 = {eiθ : pi/2 < θ < pi}, γ3 = {eiθ : pi < θ < 2pi} on the
unit circle in C. Introduce the functions
R(ζ) = e3pii/4(ζ − 1)1/4(ζ + 1)1/4(ζ − i)1/2 and X(ζ) = R(ζ)/
√
ζ.
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Here we choose the branch of R continuous in D satisfying R(0) = e3pii/4. For definiteness,
we also choose the branch of
√
ζ continuous in C with deleted positive real line,
√−1 = i.
Then argX on arcs γj, j = 1, 2, 3 is equal to 3pi/4, pi/4 and 0 respectively. Therefore, the
function X satisfies the boundary conditions

Im (1 + i)X(ζ) = 0, ζ ∈ γ1,
Im (1− i)X(ζ) = 0, ζ ∈ γ2,
ImX(ζ) = 0, ζ ∈ γ3,
(18)
which represent the lines through 0 parallel to the sides of the triangle ∆ with vertices at
±1, i. Consider the operators
T1 = TQ + 2i ImTf(1) with Q = ζ − 1 (19)
and
T2 = TQ with Q = R. (20)
Note that
T1f(ζ) = Tf(ζ)− Tf(1/ζ).
The formal derivatives of these operators are denoted by
Sjf(ζ) =
∂
∂ζ
Tjf(ζ) (21)
as integrals in the sense of the Cauchy principal value. As a consequence of the above results,
we have
Proposition 3.3 The operators Tj, Sj enjoy the following properties:
(i) Each Sj : L
p(D)→ Lp(D), j = 1, 2, is a bounded linear operator for p1 < p < p2. Here
for S1 one has p1 = 1 and p2 = ∞, and for S2 one has p1 = 4/3 and p2 = 8/3. For
p1 < p < p2, one has Sjf(ζ) = (∂/∂ζ)Tjf(ζ) as Sobolev’s derivatives.
(ii) Each Tj : L
p(D) → W 1,p(D), j = 1, 2, is a bounded linear operator for p1 ≤ p < p2.
For f ∈ Lp(D), p1 < p < p2, one has (∂/∂ζ)Tjf = f on D as Sobolev’s derivative.
(iii) For every f ∈ Lp(D), 2 < p < p2, the function T1f satisfies ReT1f |bD = 0 whereas T2f
satisfies the same boundary conditions (18) as X.
(iv) Each Sj : L
2(D)→ L2(D), j = 1, 2, is an isometry.
(v) The function p 7→ ‖Sj‖Lp approaches ‖Sj‖L2 = 1 as pց 2.
Our next goal is to extend the previous results on the Cauchy integral in Sobolev classes
to Hilbert space-valued functions.
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3.2 Bochner’s integral
Following [25] we recall basic properties of Bochner’s integral. Let (S, µ) be a measure
space, X be a Banach space X and X ′ be the dual of X . A map u : S → X is called weakly
measurable if, for any f ∈ X ′, the function S ∋ s 7→ f(u(s)) is measurable. A map u is called
simple or finitely-valued if it is constant 6= 0 on each of a finite number disjoint measurable
sets Bj with µ(Bj) < ∞ and u = 0 on S \ ∪jBj. A map u is called strongly measurable if
there exists a sequence of simple functions strongly convergent to u a.e. on S. Suppose that
X is separable. Then u is strongly measurable if and only if it is weakly measurable. This
fact is a special case of Pettis’s theorem. We will deal with the case where X is a separable
Hilbert space, so these two notions of measurability will coincide.
Consider a simple function u : S → X ; let u = xj on Bj , j = 1, ..., n, where Bj ’s are
disjoint and µ(Bj) <∞ and u = 0 on S \ ∪jBj . Then we put∫
S
u(s)dµ(s) =
n∑
j=1
xjµ(Bj).
A function u : S → X is called Bochner integrable if there exists a sequence (uk) of simple
functions strongly convergent to u a.e. on S such that
lim
k→∞
∫
S
‖u(s)− uk(s)‖dµ(s) = 0.
Then the Bochner integral of u is defined by∫
S
u(s)dµ(s) = lim
k→∞
∫
S
uk(s)dµ(s),
where the limit in the right hand denotes the strong convergence. One can show that this
definition is consistent i.e. is independent of the choice of the sequence (uk). The fundamental
theorem of Bochner states that a strongly measurable function u is Bochner integrable if and
only if the function s 7→ ‖u(s)‖ is integrable. Furthermore, Bochner’s integral enjoys the
following properties:
(i) One has ∥∥∥∥
∫
S
u(s)dµ(s)
∥∥∥∥ ≤
∫
S
‖u(s)‖dµ(s). (22)
(ii) Let L : X → Y be a bounded linear operator between two Banach spaces. Assume
that u : S → X is a Bochner integrable function. Then Lu is a Bochner integrable
function, and ∫
S
Lu(s)dµ(s) = L
∫
S
u(s)dµ(s). (23)
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In our applications we deal with the case where S = D or another subset of C and
X = H is a Hilbert space. Denote by W k,p(D,H) the Sobolev classes of maps Z : D → H
admitting the p-integrable weak partial derivatives DαZ up to the order k (as usual we
identify functions coinciding almost everywhere). We define weak derivatives in the usual
way using the space of scalar-valued test functions. We write simply Lp if k = 0. The norm
on Lp(D,H) is defined by
‖Z‖Lp(D,H) =
(∫
D
‖Z(ζ)‖p
H
(i/2)dζ ∧ dζ
)1/p
.
The space W k,p(D,H) equipped with the norm
‖Z‖ =

∑
|α|≤k
‖DαZ‖pLp(D,H)


1/p
is a Banach space.
We define Lipshitz spaces Ck,α(D,H), 0 < α ≤ 1, k is a positive integer, in the usual
way. If H = C, we as usual write Lp(D), W 1,p(D) and Ck,α(D) respectively. We note that
the system (12) still makes sense for Z ∈ W 1,p(D) for p ≥ 2.
3.3 Linear operators in vector-valued Sobolev spaces and their
extension
For definiteness we only consider the functions D → H, where as usual H is a separable
Hilbert space.
Let P : Lp(D)→ Lp(D) be a bounded linear operator.We say that P extends to Lp(D,H)
if there is a unique bounded linear operator PH : L
p(D,H) → Lp(D,H) such that for every
u ∈ Lp(D) and h ∈ H we have PH(uh) = P (u)h. We will usually omit the index H in PH.
The next proposition concerns the properties of the integral operators T , T1, T2 introduced
in Subsection 3.1.
Proposition 3.4 (i) Every bounded linear operator P : Lp(D)→ Lp(D) extends to Lp(D,H),
1 ≤ p <∞.
(ii) For p > 2 the operators T , T1 are bounded linear operators L
p(D,H)→ Cα(D,H) with
α = (p− 2)/p.
(iii) For u ∈ Lp(D,H) for appropriate p as in Proposition 3.3, we have
∂Tu
∂ζ
= u,
∂Tju
∂ζ
= u,
∂Tu
∂ζ
= Su,
∂Tju
∂ζ
= Sju, j = 1, 2
as weak derivatives.
14
(iv) The operators T , T1, T2 are bounded linear operators L
p(D,H) → W 1,p(D,H) for the
same p as in Proposition 3.3.
Proof. (i) If P is a singular integral operator, the result follows because H is a UMD space
[7]. For a general bounded linear operator the result follows because H is so called p-space
[15], which means exactly the same as Proposition 3.4 (i). Since the operators T , T1, T2, S,
S1, S2 are bounded linear operators in L
p(D) for appropriate p > 1, they extend to Lp(D,H).
Note that these extended operators preserve the same norms. The parts (ii), (iii), and (iv)
are proved in [23] 
Remark. Let {en}∞n=1 be an orthonormal basis of H. Then every u ∈ Lp(D,H), p ≥ 1,
is represented by the series
u =
∞∑
n=1
unen (24)
converging in H a.e. in D. Here un(ζ) = 〈u(ζ), en〉 is measurable, hence un ∈ Lp(D),
‖un‖p ≤ ‖u‖p. It is easy to see that for every u ∈ Lp(D,H), p ≥ 1, the series (24) converges
a.e. in D if and only if it converges in Lp(D,H). Furthermore, if P : Lp(D)→ Lp(D), p ≥ 1,
is a bounded linear operator and u ∈ Lp(D,H) is given by (24), then
PHu =
∞∑
n=1
(Pun)en.
3.4 Cauchy integral for Lipschitz classes of vector functions
Above we considered the properties of the Cauchy integral for Sobolev classes of vector
functions. The Lipschitz classes also are useful for applications. Here the situation is simpler
and the proofs follow the scalar case line-by-line with obvious changes (essentially the module
must be replaced by the Hilbert space norm). For this reason we omit proofs.
The Cauchy type integral of a function f : bD→ H
Kf(z) =
1
2pii
∫
bD
f(ζ)
ζ − z dζ (25)
is defined for z ∈ C\bD. Similarly to the scalar case, the Cauchy type integral is holomorphic
on C \ bD.
Theorem 3.5 We have:
(i) Let f ∈ Cm,α(bD,H), 0 < α < 1, m ≥ 0 is an integer. Then Kf ∈ Cm,α(D,H) and
K : Cm,α(bD,H)→ Cm,α(D,H) is a bounded linear operator.
(ii) Let f ∈ Cm,α(D), 0 < α < 1, m ≥ 0 be an integer. Then the Cauchy-Green integral
Tf is of class Cm+1,α(D,H) and T : Cm,α(D,H) → Cm+1,α(D,H) is a bounded linear
operator.
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For the proof of (i) in the scalar case see [11] when m = 0 and [24] for m ≥ 1. Let
f ∈ C0,α(bD,H). The classical argument deals with the integrals of the form
1
2pii
∫
bD
f(ζ)− f(ζ0)
ζ − z dζ,
where ζ0 ∈ bD. The property (22) of Bochner’s integral shows that the estimates of these
integrals performed in [11] for scalar functions, literally go through for vector functions.
This allows us to establish the Plemelj-Sokhotski formulae for Kf and to deduce that the
boundary values of Kf on bD satisfy the α-Lipschitz condition quite similarly to the scalar
case [11]. Then Kf ∈ C0,α(D) for example, by the classical Hardy-Littlewood theorem (see
[12]); its proof can be extended to the vector case without changes. This is the only type
of modifications which are required in order to extend the proofs of [11] and [24] from the
scalar case to the case of vector functions.
The proof of (ii) is contained in [24] for scalar functions. This proof is based on properties
of integrals of the form ∫
D
g(ζ)
(ζ − z1)α(ζ − z2)β (i/2)dζ ∧ dζ.
Here zj ∈ D, α, β > 0 and a function g : D → H coincides with f(ζ) or with f(ζ)± f(zj).
Note that integrals along the boundary arising in [24] disappear in our case since we deal
with the circle. Applying the estimate (22), we reduce the estimates of these integrals to
the estimates of their scalar kernels performed in [24]. The argument of [24] literally goes
through for the case of vector functions.
4 Local existence and regularity of pseudoholomorphic
discs
In this section we establish two basic properties of pseudoholomorphic curves: the local
existence (Nijenhuis-Woolf’s theorem in the finite dimensional case, see [4]) and the interior
regularity. Since these properties are local, it suffices to establish them for “small” discs.
4.1 Local existence
Let H be a Hilbert space (identified with complex l2) and J be an almost complex structure
on H. Denote by B∞ = {Z ∈ H : ‖Z‖ < 1} the unit ball in H. A simple but very useful fact
is that in a neighborhood p + rB∞ of every point p ∈ H the structure J can be represented
as a small perturbation (in every Ck norm) of the standard structure Jst; furthermore, the
size of perturbation decreases to 0 as r → 0.
More precisely, we have the following lemma.
Lemma 4.1 For every point p ∈ H, every k ≥ 1 and every λ0 > 0 there exist a neighborhood
U of p and a coordinate diffeomorphism Z : U → B∞ such that
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(i) Z(p) = 0,
(ii) Z∗(J)(0) = Jst,
(iii) the direct image Z∗(J) satisfies ||Z∗(J)− Jst||Ck(B∞) ≤ λ0.
Proof. The linear almost complex structure J(p) is equivalent to Jst. Hence there exists a
diffeomorphism Z of a neighborhood U ′ of p ∈ H onto B∞ satisfying (i) and (ii). Given λ > 0
consider the dilation dλ : h 7→ λ−1h for h ∈ H and the composition Zλ := dλ ◦ Z. Consider
the direct image Jλ = (Zλ)∗(Jst). Then limλ→0 ||Jλ − Jst||Ck(B∞) = 0. Setting U = Z−1λ (B∞)
for λ > 0 small enough, we obtain the desired statement. 
The central result of this section is the following
Theorem 4.2 Let (H, J) be a Hilbert space with an almost complex structure. For integer
k ≥ 1, and 0 < α < 1, every point p ∈ H and every tangent vector v ∈ TpH there exists a
J-holomorphic map f : D → M of class Ck,α(D) such that f(0) = p and df0(∂/∂Re ζ) = tv
for some t > 0.
Proof. We suppose that local coordinates near p = 0 are chosen by Lemma 4.1. Its proof
provides us with the family (Jλ) of almost complex structures over the ball B
∞ smoothly
depending on the parameter λ ≥ 0,and J0 = Jst. Each structure Jλ is equivalent to the
initial structure J in a neighborhood Uλ of p. A map Z : D→ B∞ is Jλ-holomorphic if and
only if its satisfies the Cauchy-Riemann equations
Zζ −Aλ(z)Zζ = 0. (26)
Here we use the notation Aλ = AJλ for the complex representation of the structure Jλ.Note
that
Aλ(0) = 0
because Jλ(0) = Jst. Note that A0 ≡ 0.
Using the Cauchy-Green operator T in D we replace equation (26) by an integral equation
Z + TAλ(Z)Zζ =W, (27)
where W ∈ Ck,α(D,H) is a holomorphic (in the usual sense) vector function in D. Recall
that ∂ ◦ T = I. Therefore, given W of this class, a solution Z to (27) automatically is also a
solution to (26). Fix λ0 > 0 small enough and denote by S the class of maps Z ∈ Ck,α(D,H)
such that Z(D) ⊂ B∞.
Consider the map
Φ : [0, λ0]× S → Ck,α(D,H),
Φ : (λ, Z) 7→ Z + TAλ(Z)Zζ.
This map is well defined by the regularity of T (Theorem 3.5 (ii)) and is smooth in (λ, Z).
We view λ as a parameter and use the notation Φλ := Φ(λ, •). Note that Φ0 = I, Φλ(0) = 0
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and dΦλ(0) = I. By the implicit function theorem there exists the inverse map Ψλ = (Φλ)
−1
defined in a neighborhood U of the origin in Ck,α(D). The family Ψλ smoothly depends on
λ and Ψ0 = I.
Let r > 0 be small enough such that 2rB∞ ⊂ U . For q and v in rB∞ consider the map
Wq,v(ζ) = q + ζv holomorphic in ζ ∈ D. This is the usual complex line through q in the
direction v. Then Zq,v,λ := Ψλ(Wq,v) is a Jλ-holomorphic disc. Define the evaluation map
Evλ : (q, v) 7→ (Zq,v,λ(0), dZq,v,λ(0)(∂/∂Re ζ)).
Then Ev0 = I. Hence for λ sufficiently close to 0 the map Evλ is a diffeomorphism between
neighborhoods of the origin in H×H. 
4.2 Interior regularity
The equation (12) makes sense if z belongs to the Sobolev space W 1,p(D,H), p > 2. However
its ellipticity implies the regularity of generalized solutions.
Theorem 4.3 Suppose that A : H → L(H) is a map of class Ck,α for some integer k ≥ 1
and 0 < α < 1. Assume also A is small enough in the Ck,α norm. Let p > 2 be such that
α < β = 1− 2/p. Then the solutions of (12) in W 1,p(D,H) are of class Ck,α(D,H).
Proof. Fix ε > 0 and a real cut-off function χ ∈ C∞(C) such that supp(χ) ∈ (1−ε)D, and
χ ≡ 1 on (1− 2ε)D. Set W = χZ. Then W satisfies the linear non-homogeneous equation
Wζ + aW ζ = b (28)
with a(ζ) = −(A ◦ Z)(ζ) and b(ζ) = χζ(aZ + Z)(ζ). By the assumptions of the theorem
and the Morrey-Sobolev embedding (Theorem 7.1), these coefficients are of class Cα(D,H).
The coefficient b extends by 0 as a Cα function on the whole complex plane C. Furthermore,
since supp(W ) ⊂ (1 − ε)D, we can multiply a by a suitable cut-off function equal to 1 on
(1 − ε)D and vanishing outside D. Then the equation (28) does not change. This equation
is equivalent to the integral equation
W + TaW ζ = Tb+ h, (29)
where h is a usual holomorphic function on C and T is the Cauchy-Green operator in D.
Since W , TaW ζ and Tb are bounded at infinity, we conclude that h ≡ 0. The linear operator
L : C1,α(D,H)→ C1,α(D,H), L : W 7→W + TaW ζ
is well-defined and bounded by Theorem 3.5 (ii). This operator is invertible since the norm
of a is small. Hence the equation (29) admits a unique solution in C1,α(D,H). However, the
same operator L viewed as L : W 1,p(D,H)→ W 1,p(D,H) also has the trivial kernel. Hence,
W is of class C1,α(D,H). We conclude the proof by iterating this argument. 
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5 Boundary value problems for J-holomorphic discs
Let E be a closed real submanifold in a Hilbert space (H, J). For applications of theory of
pseudoholomorphic curves it is important to construct J-holomorphic discs Z : D→ H with
boundary attached to E. Of course, here we consider discs which are at least continuous
on D (in fact, they usually belong to Sobolev classes W 1,p(D,H) with p > 2, so they are
α-Lipschitz in D by the Morrey-Sobolev embedding). As usual, we say that the boundary
of such a disc is attached or glued to E if Z(bD) is contained in E. Usually E is defined by
a finite or infinite system of equations. To be concrete, consider a smooth map ρ : H → X
and assume that
E = ρ−1(0),
hereX is an appropriate space of finite or infinite dimension. Then attaching a J-holomorphic
disc to E reduces to the following boundary value problem{
Zζ = AJ(Z)Zζ, ζ ∈ D
ρ(Z)|bD = 0.
(30)
This boundary value problem for a quasi-linear first order PDE in general has non-linear
boundary conditions. Even in the finite-dimensional case the general theory of such problems
is not available. Gromov was able to construct solutions in some important special cases,
for example, when E is a compact Lagrangian submanifold of Cn. As we mentioned in the
introduction, his method is based on the compactness theorems and the deformation theory
of pseudoholomorphic curves; a direct attempt to extend these techniques to the Hilbert
space case leads to difficulties. Our approach to this boundary value problem is inspired by
the theory of scalar Beltrami equation and allows us to solve (30) for some special choices
of ρ arising in applications. It can be described as follows.
Step 1. We replace the boundary value problem (30) by a system of (singular) integral
equations which can be written in the form:
F (Z) = Z. (31)
For some special choices of ρ this step can be done using the integral operators TQ, Tj and
Sj studied in Section 3. They are modifications of the Cauchy integral so ∂TQ = I. This
allows us to use them in order to construct the solutions of (12) as we did in the previous
section. Their boundary properties are determined by the choice of their kernels and imply
that a solution to (31) automatically satisfies the boundary condition from (30).
Step 2. We prove that in suitably chosen spaces of maps D → H the operator F is
compact and takes some convex subset (in fact, some ball) to itself. This gives the existence
of solution to (31) by Schauder’s fixed point theorem. In order to obtain the required
properties of F , the results of Section 3 are crucially used. First, regularity properties of
integral operators are necessary in order to define F correctly in suitable functional spaces.
The second key information is a precise control over the norms of these integral operators
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in the spaces W 1,p(D,H). Note that the compactness of F also requires some regularity in
scales of Hilbert spaces.
We illustrate this approach in two special cases important for applications.
5.1 Gluing discs to a cylinder
Let H be a complex Hilbert space with fixed basis. Let (θn)
∞
n=1 be a sequence of positive
numbers such that θn → ∞ as n → ∞, for example θn = n. Introduce a diagonal operator
D = Diag(θ1, θ2, . . .). For s ∈ R we define Hs as a Hilbert space with the following inner
product and norm:
〈x, y〉s = 〈Dsx,Dsy〉, ‖x‖s = ‖Dsx‖.
Thus H0 = H, Hs = {x ∈ H : ‖x‖s < ∞} for s > 0, and Hs is the completion of H in
the above norm for s < 0. The family (Hs) is called a Hilbert scale corresponding to the
sequence (θn). For s > r, the space Hs is dense in Hr, and the inclusion Hs ⊂ Hr is compact.
We refer to [17] for a detailed account concerning Hilbert scales and their applications to
Hamiltonian PDEs.
We also have the following analog of Sobolev’s compactness theorem: the inclusion
W 1,p(D, Hr) ⊂ C(D,Hs), s < r, p > 2 (32)
is compact. This result is well-known [3] in the case of vector functions defined on an interval
of R. In the case of the unit disc the required result can be deduced fromMorrey’s embedding:
there exists a bounded inclusion W 1,p(D,Hr) → Cα(D,Hr) with p > 2, α = (p − 2)/p
(see Appendix I). By the Arzela-Ascoli theorem the embedding Cα(D,Hr) → C(D,Hs) is
compact, hence (32) is compact.
We now use the notation
Z = (z, w) = (z, w1, w2, ...) (33)
for the coordinates in H. Here z = 〈Z, e1〉 ∈ C. For a domain Ω ⊂ C we define the cylinder
ΣΩ = {Z ∈ H : z ∈ Ω} in H. Denote by ∆ the triangle ∆ = {z ∈ C : 0 < Im z < 1− |Re z|}.
Note that Area(∆) = 1. Put Σ := Σ∆.
Theorem 5.1 Let A(Z) : H0 → H0, Z ∈ H0 be a continuous family of linear operators such
that A(Z) : Hs → Hs is bounded for s ∈ [0, s0], s0 > 0 and A(Z) = 0 for Z ∈ H\Σ. Suppose
that
‖A(Z)‖Hs ≤ a (34)
for some a < 1 and all Z. Then there exists p > 2 such that for every point (z0, w0) ∈ Σ there
is a solution Z ∈ W 1,p(D,H0) of (12) such that Z(D) ⊂ Σ, (z0, w0) ∈ Z(D), Area(Z) = 1,
and
Z(bD) ⊂ bΣ. (35)
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The proof is given in [23] (in the finite dimensional case the present method was intro-
duced in [22]). It follows the general method described above and reduces the problem to
solution of an operator equation of type (31). Let us present the key idea.
Consider the biholomorphism Φ : D → ∆ satisfying Φ(±1) = ±1 and Φ(i) = i. Note
that Φ ∈ W 1,p(D) for p ≥ 2 close enough to 2 by the classical results on boundary behavior
of conformal maps. We use the integral operators T1, T2, S1, S2 introduced in Section 3.1.
We look for a solution Z = (z, w) : D → H0 of (12) of class W 1,p(D,H0), p > 2, in the
form {
z = T2u+ Φ,
w = T1v − T1v(τ) + w0.
(36)
for some τ ∈ D; hence, w(τ) = w0. The Cauchy-Riemann equation (12) for Z of the form
(36) turns into the integral equation(
u
v
)
= A(z, w)
(
S2u+ Φ′
S1v
)
. (37)
We have to show that there exists a solution of (36, 37) so that z(τ) = z0 for some τ ∈ D.
It follows from the estimates of the norms of operators Sj in Section 3, that given (z, w) ∈
C(D,H0) the operator in (37) is a contraction and admits a unique fixed point (u, v) in
Lp(D,Hs) for p > 2 close to 2 and s ∈ [0, s0]. With this (u, v), (36) can be viewed as a
non-linear equation for (z, w). Adding to (36) an auxiliary equation explicitly containing
τ as a scalar unknown, we obtain a system of type (31) in C(D,H0). Regularity of A in
Hilbert scales imposed by the hypothesis of the theorem is used here in order to assure the
compactness of Sobolev’s embedding W 1,p(D,Hs) → C(D,H0), p > 2. This in turn gives
the compactness of the operator F from (31) required by hypothesis of Schauder’s theorem.
Again using precise estimates of the norms of operators Tj and Sj in the spaces W
1,p(D,Hs)
established in Section 3, we show that the operator F leaves some ball in C(D,H0) invariant
which is sufficient (together with the compactness of F ) in order to apply Schauder’s fixed
point theorem. See [22, 23] for details.
5.2 Gluing J-holomorphic discs to real tori
Represent H as the direct sum H = Cz ⊕Hw where Z = (z, w1, w2, ...) = (z, w).
Let J be an almost complex structure in H with complex matrix A of the form
A =
(
a 0
b 0
)
(38)
where a : H → Cz and b : H → Hw. Then the equation (12) means that a map D ∋ ζ 7→
(z(ζ), w(ζ)) ∈ D × Hw is J-holomorphic if and only if it satisfies the following quasi-linear
system: {
zζ = a(z, w)zζ
wζ = b(z, w)zζ .
(39)
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We assume that |a(z, w)| ≤ a0 < 1, which implies the ellipticity of the system.
We are looking for pseudoholomorphic discs Z = (z, w) with boundary glued to the
“torus” bD×{w ∈ Hw : ‖w‖ = r} with r > 0. This leads to the boundary value problem for
(38) with non-linear boundary conditions.
Our main result here is the following theorem which can be viewed as a generalization of
the Riemann mapping theorem.
Theorem 5.2 Suppose that for every Z ∈ H the operator A(Z) : Hs → Hs is bounded for
each s ∈ [0, s0] with some s0 > 0. Let a : D× (1 + γ)B∞ → C, γ > 0, b : D× (1 + γ)B∞ →
Hw. Let 0 < α < 1. Suppose a(z, w) and b(z, w) are C
α in z uniformly in w and C0,1
(Lipschitz) in w uniformly in z. Suppose
|a(z, w)| ≤ a0 < 1, a(z, 0) = 0, b(z, 0) = 0.
Then there exist C > 0 and integer N ≥ 1 such that for every integer n ≥ N , every 0 < r ≤ 1
and every V ∈ Hw, ‖V ‖ = r (alternatively, there exist C > 0 and 0 < r0 ≤ 1 such that for
every n ≥ 0 and 0 < r < r0), the system (39) has a solution (z, w) : D→ D× (1 + γ)B∞ of
class W 1,p(D,H), for some p > 2, with the properties:
(i) |z(ζ)| = 1, ‖w(ζ)‖ = r for |ζ | = 1; z(0) = 0, z(1) = 1 and w(1) = V ;
(ii) z : D→ D is a homeomorphism;
(iii) ‖w(ζ)‖ ≤ Cr|ζ |n.
The proof for the case of C2 (i.e., when w is a complex-valued scalar function) with a and
b of class C∞ is given in [10, 21]. The proof of the present statement is similar and requires
only a few modifications in the spirit of [23]. We briefly describe it below.
We look for a solution of (39) in the form z = ζeu, w = rζnev. Then the new unknowns
u and v satisfy a similar system but with linear boundary conditions.
We reduce the system of PDEs for u and v to a system of singular integral equations using
suitable modifications of the Cauchy–Green operator (16) and the Beurling operator (17)
as in [10]. Of course, here we apply them for vector-valued functions. The method in [10]
which is based on the contraction mapping principle and the Schauder fixed point theorem,
goes through under the present assumptions on a and b. The assumption of regularity in
scales of Hilbert spaces is used similarly to the previous theorem. Of course, here we use the
extension of these operators to the space of vector-valued functions preserving their norm
as described in Section 3. This is crucial for the application of the Schauder fixed point
theorem. All technical work, including regularity properties of the integral operators and
their norms estimates, is done in Section 3, so now the method of [10, 23] goes through
literally. This gives the existence of solutions z, w with the required properties (i)-(iii) in
the Sobolev class W 1,p(D,H) for some p > 2.
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6 Non-squeezing for symplectic transformations
Consider the space R2n with the coordinates (x1, ..., xn, y1, ..., yn) and the standard symplectic
form ω =
∑
j dxj ∧ dyj. Consider also the Euclidean unit ball B, and define the cylinder
Σ = {(x, y) : x21 + y21 < 1}. Seminal Gromov’s non-squeezing theorem [14] states that if for
some r, R > 0 there exists a symplectic embedding f : rB → RΣ, that is, f ∗ω = ω, then
r ≤ R.
Let H be a complex Hilbert space with a fixed orthonormal basis {en} and the standard
symplectic structure ω. We now use the notation
Z = (z, w) = (z, w1, w2, . . .) (40)
for the coordinates in H. Here z = 〈Z, e1〉 ∈ C. For a domain Ω ⊂ C we define the cylinder
ΣΩ = {Z ∈ H : z ∈ Ω} in H. Let Φ be a symplectomorphism. As in Section 2, we use the
notation
P = ΦZ and Q = ΦZ .
Recall that in Section 2 we proved that the complex representation AJ for the almost complex
structure J = Φ∗(Jst) has the form
AJ = QP
−1
.
We prove a version of non-squeezing theorem under the assumption that AJ is small enough.
Our main result here is the following
Theorem 6.1 (Non-squeezing theorem.) Let r, R > 0 and G be a domain in ΣRD. There
exists ε0 > 0 with the following property: if there exists a symplectomorphism Φ : rB
∞ → G
such that
‖QP−1‖C1(rB∞) ≤ ε0 (41)
then r ≤ R.
The condition (41) means that the “anti-holomorphic part” of Φ is small enough. It holds
if Φ is a small perturbation of a holomorphic symplectic map. In particular, the assumption
(41) holds automatically if Φ and Φ−1 are close to the identity map in the C2 norm on
rB∞ and G respectively. In particular, this gives the non-squeezing theorem for short-time
symplectic flows. The case of long-time symplectic flows is proved in [23]. Essentially it
is a consequence of Theorem 5.1. It requires an additional assumption of regularity of a
symplectic flow in Hilbert scales. Theorem 6.1 shows that this regularity assumption can be
dropped in the short-time case. This is due to the fact that the assumption (41) allows us
to use the implicit function theorem instead of Schauder’s fixed point theorem.
Theorem 6.1 is a consequence the following proposition concerning the existence of J-
complex discs for J = Φ∗(Jst).
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Proposition 6.2 Under the assumptions of Theorem 6.1, for every point (z0, w0) ∈ ΣRD
there is a solution Z ∈ C1,α(D,H0), 0 < α < 1 of (12) such that Z(D) ⊂ ΣD, (z0, w0) ∈ Z(D),
Area(Z) = piR2, and
Z(bD) ⊂ bΣ. (42)
Let us prove Theorem 6.1 assuming Proposition 6.2. We essentially follow the original
argument of Gromov [14].
Proof of Theorem 6.1. Since Φ∗ω = ω, the almost complex structure J := Φ∗(Jst) =
dΦ ◦ Jst ◦ dΦ−1 is tamed by ω. Then the complex representation A˜ of J is defined by (13).
Fix ε > 0. Let χ be a smooth cut-off function with support in G and such that χ = 1 on
Φ((r − ε)B∞). Define A = χA˜. Let p = Φ(0). By Proposition 6.2 there exists a solution
Z of (12) such that p ∈ Z(D), Z(bD) ⊂ bΣ and Area(Z) = piR2. Note that this disc is
smooth in D by Theorem 4.3. Denote by D ⊂ D a connected component of the pull-image
Z−1(Φ((r − ε)B∞)). Then X = Φ−1(Z(D)) is a closed Jst-complex curve in (r − ε)B∞ with
boundary contained in (r − ε)bB∞. Furthermore, 0 ∈ X and Area(X) ≤ piR2.
Consider the canonical projection pin : H → Cn, pin : Z = (Z1, Z2, ...) 7→ (Z1, Z2, ..., Zn).
Put Z ′ = Φ−1 ◦ Z. Fix n big enough such that (∑nj=1 |Z ′j(ζ)|2)1/2 > (1 − 2ε)r for every
ζ ∈ bD. Then Xn := (pin ◦ Φ−1 ◦ Z)(D) ∩ (r − 2ε)Bn is a closed complex (with respect to
Jst) curve through the origin in B
n. By the classical result due to Lelong (see, e.g., [8]) we
have Area(Xn) ≥ pi(r − 2ε)2. Since Area(Xn) ≤ Area(X) and ε is arbitrary, we have r ≤ R
as desired. 
Proof of Proposition 6.2. Without loss of generality assume R = 1. Use the notation
p = (p1, p2, ..., pn, ...) = (p1, p
′) ∈ H. Denote by HR the real span of {ej}. Denote by M the
space of C2 maps from H to L(H).
In the case where A = 0, i.e., J = Jst we have the family of Jst-holomorphic discs
ζ 7→ Z0(ζ) = (z(ζ), w(ζ)) = (ζ, p′), (43)
which clearly satisfies Proposition 6.2 because p = (p1, p
′) ∈ Z0(D) for every p1 ∈ D.
We will prove that for A close to 0 in the C1-norm this family can be perturbed to a
family of J-holomorphic (A = AJ) discs proving the proposition.
Let A ∈ M, d ∈ HR and let Z : D ∋ ζ 7→ Z(ζ) = (z(ζ), w(ζ)) be a map of class
C1,α(D,H). Consider the map
Λ : (A,Z, d) 7→ (Ξ,Θ,Γ),
where
Ξ = Zζ −A(Z)Zζ , ζ ∈ D,
Θ = zz − 1, ζ ∈ bD,
Γ = Rew − d, ζ ∈ bD.
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We view A as a parameter considering ΛA = Λ(A, •, •). Thus
ΛA : C
1,α(D,H)×HR → Cα(D,H)× C1,α(bD)× C1,α(bD,H).
Consider the map A˜ : Z 7→ A(Z)Z0ζ . The Fre´chet derivative Λ˙ of ΛA at the point Z0 is the
map
Λ˙A : C
1,α(D,H)×HR → Cα(D,H)× C1,α(bD)× C1,α(bD,H)
given by
Λ˙A : (Z˙, d) 7→ (Z˙ζ − LAZ˙ −A(Z0)Z˙ζ, 2Re ζz˙(ζ)|bD,Re w˙(ζ)|bD − d).
Here LA = dA˜(Z
0) : C1,α(D,H)→ C1,α(D,H) is an R-linear bounded operator continuously
depending on dA(Z0); furthermore LA = 0 when dA(Z
0) = 0.
For A = 0 we obtain the operator
L0 : (Z˙, d) 7→ (Z˙ζ , 2Re ζz˙(ζ)|bD,Re w˙(ζ)|bD − d).
It is easy to see that this is a bounded surjective operator. Indeed, let L0(Z˙, d) = (Z
′, g, h)
with Z ′ = (z′, w′).
This is a linear Riemann-Hilbert boundary value problem which splits into two indepen-
dent boundary value problems for w˙ and z˙ respectively. They can be explicitly solved by
the Cauchy integral (more precisely, by the generalized Cauchy-Schwarz integral). Since the
index of the boundary value problem for w˙ is equal to 0, the solution is given by
w˙(ζ) =
1
2pii
∫
D
(
w′(t)
t− ζ +
ζw′(t)
1− tζ
)
dζ ∧ dζ + 1
2pii
∫
bD
g(t)
t+ ζ
t− ζ
dt
t
+ d+ ic0
with c0 ∈ R. The index of the boundary value problem for z˙ is equal to 1. Therefore the
solution is given by
z˙(ζ) =
1
2pii
∫
D
(
z′(t)
t− ζ +
ζ3z′(t)
1− tζ
)
dζ ∧ dζ + ζ
2pii
∫
bD
h(t)
t+ ζ
t− ζ
dt
t
+ c0ζ + c1ζ + c2ζ
2
with c2−k = −ck, see for example [24]. In view of the regularity properties of the Cauchy
integrals (Theorem 3.5) this proves that Λ˙0 is a bounded surjective operator so the same
is true for Λ˙A when A is close to 0 in the C
1 norm. By the implicit function theorem, we
obtain a family of discs which is a small perturbation of (43). Clearly this family fills ΣD.
Since the real part of the wj’s component is constant on bD, it follows by Stokes’ formula
that
∫
D
dwj ∧ dwj = 0. Hence the area of every disc is equal to 1. The proof is complete. 
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7 Appendix I: Morrey’s embedding
We prove here the following
Theorem 7.1 (Morrey’s embedding.) There is a bounded inclusion
W 1,p(D,H)→ Cα(D,H),
where p > 2 and α = (p− 2)/p.
Proof. Let u ∈ W 1,p(D,H). Then ∂u/∂ζ ∈ Lp(D,H) (weak derivative). Then v =
T∂u/∂ζ ∈ Cα(D,H). Hence the H-valued function h = u − v is holomorphic in D. But
u ∈ W 1,p(D,H) as well. Hence u = v + h = v1 + h1, where v, v1 ∈ Cα(D,H) and the vector
functions h and h1 are holomorphic in D. Then h − h1 = v0 = −v + v1 ∈ Cα(D,H). Then
h = Kv0 + h1(0), where K denotes the Cauchy type integral over bD. We have
‖Kv0‖Cα(D,H) ≤ const‖v0‖Cα(bD,H) ≤ const‖u‖W 1,p(D,H),
‖h1(0)‖ ≤ const‖h1‖Lp(D,H) ≤ const(‖u‖Lp(D,H) + ‖v1‖Cα(D,H)) ≤ const‖u‖W 1,p(D,H).
Hence, ‖u‖Cα(D,H) ≤ const‖u‖W 1,p(D,H). The proof is complete. 
8 Appendix II: Proof of Theorem 3.2
We use the notation
d2t :=
dt ∧ dt
2pii
.
Consider the operators
TQf = QT (f/Q) and SQf = ∂TQf.
Here SQf is defined for f ∈ C∞0 (D) as a pointwise derivative whenever it exists. As usual,
C∞0 (D) denotes the space of complex smooth functions with compact support in D.
Lemma 8.1 It suffices to show that SQ extends as a bounded operator Lp(D)→ Lp(2D).
Proof. Suppose that SQ : Lp(D)→ Lp(2D) is bounded. We show that SQ : Lp(D)→ Lp(D)
is bounded. We make all estimates for f ∈ C∞0 (D); the conclusion will follow by density of
C∞0 (D) in L
p(D).
Step 1. We first show SQ : L
p(D)→ Lp(1
2
D) is bounded.
Put TQ = T
Q + T˜ , SQ = S
Q + S˜. Note that S˜ = ∂T˜ since f ∈ C∞0 (D). The assumption
p > p1 implies Q
−1 ∈ Lq(D), 1/p+ 1/q = 1. We have
T˜ f(z) = Q(z)
∫
D
f(t)d2t
Q(t)(tz − 1) .
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If now |z| ≤ 1/2, then |tz − 1| ≥ 1/2 and by Ho¨lder inequality
|S˜f(z)| ≤ const‖f‖p‖Q−1‖q,
that is, S˜ : Lp(D)→ L∞(1
2
D) is bounded. Hence S˜ : Lp(D)→ L∞(1
2
D) is bounded.
Step 2. We now express TQ in terms of T
Q, namely,
TQf(z) = T
Qf(z) +Q(z)z−1Q(z−1)−1TQf(z−1).
We have
Q(z)Q(z−1)−1 =
n∏
k=1
(z − zk)αk(z −1 − zk)−αk =
n∏
k=1
(−zzk)αk = ρ(z)z
∑
αk ,
here ρ(z) is a locally constant function in C \∪kΓk and |ρ(z)| = 1. For simplicity we use the
assumption
n∑
k=1
αk = 1, (44)
which is the case of our application, although the result holds without this restriction. We
now have
TQf(z) = T
Qf(z) + ρ(z)TQf(z−1),
SQf(z) = S
Qf(z)− z−2ρ(z)SQf(z−1)
We note that the pointwise and weak derivatives coincide for f ∈ C∞0 (D). Since SQ :
Lp(D) → Lp(2D) is bounded, it follows by the substitution z 7→ z−1, that the operator
SQ : L
p(D) → Lp(D \ 1
2
D) is bounded. Combining with Step 1, we conclude that SQ :
Lp(D)→ Lp(D) is bounded. 
Introduce
S˜Qf := QS(f/Q).
Since ∂Q = Q
∑n
k=1 αk(z − zk)−1, one can see
SQ =
n∑
k=1
αkS˜k + (1−
n∑
k=1
αk)S˜
Q.
Here S˜k := S˜
Qk and Qk(z) = (z − zk)−1Q(z). With our assumption (44), this gives
SQ =
n∑
k=1
αkS˜k.
Slightly changing notation, we now allow Q to have negative powers, that is,
Q(z) =
m∏
k=1
(z − zk)αk
n∏
k=m+1
(z − zk)−αk ,
0 < αk < 1 for 1 ≤ k ≤ n. Our theorem is a consequence of the following result from [18].
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Theorem 8.2 Let p′1 < p < p
′
2, here
1 < p′1 = max
1≤k≤m
2
2− αk < 2 < p
′
2 = min
k>m
2
αk
.
Then the operator S˜Q : Lp(D)→ Lp(2D) is bounded.
Note that for Theorem 3.2 we need Q with only one negative factor (z− zk)−αk , in which αk
is the old 1− αk.
Proof. We proceed in three steps.
Step 1. We first consider the case where
Q(z) = (z − z0)−α, |z0| = 1, 0 < α < 1.
Then S˜Q = S + S˜ with
S˜f(z) = (z − z0)−α
∫
D
f(t)
(t− z0)α − (z − z0)α
(t− z)2 d
2t.
Since |(t− z0)α − (z − z0)α| ≤ |t− z|α, we have
|S˜f(z)| ≤ |z − z0|−α
∫
D
|f(t)||t− z|α−2|d2t|.
Introduce γ > 0, which we will choose later. By the Ho¨lder inequality for the measure
|t− z|α−2|d2t| we obtain
|S˜f(z)| ≤ |z − z0|−α
(∫
D
|f(t)|p|t− z0|γp|t− z|α−2|d2t|
)1/p
×
(∫
D
|t− z0|−γq|t− z|α−2|d2t|
)1/q
.
We use the classical estimate
J(α, β) =
∫
D
|t− z0|−α|t− z|−β|d2t| ≤Mαβ |z − z0|2−α−β (45)
here 0 < α < 2, 0 < β < 2, α + β > 2 (see [24], proof of Theorem 1.19). Suppose that
γq < 2, γq − α > 0 (46)
For σ = −αp + (α− γq)p/q = −α− γp we have
|S˜f(z)|p ≤ const|z − z0|σ
∫
D
|f(t)|p|t− z0|γp|t− z|α−2|d2t|
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and
‖S˜f‖pLp(2D) ≤ const
∫
2D
(∫
D
|f(t)|p|t− z0|γp|t− z|α−2|z − z0|σ|d2t|
)
|d2z|.
Suppose now that
α + γp = −σ < 2. (47)
Integrating first with respect to z and using (45) we obtain
‖S˜f‖pp ≤ const
∫
D
|f(t)|p|t− z0|γp|t− z0|α+σ|d2t| = const‖f‖pp.
We now show that γ > 0 satisfying (46, 47) does exist, that is,
γ < γ1 = 2/q = 2(p− 1)/p,
γ < γ2 = (2− α)/p,
γ > γ3 = α/q = α(p− 1)/p.
Obviously γ3 < γ1. Since p < p
′
2, we have αp < 2. Hence γ3 < γ2, and the desired γ exists.
Remark. In [18] γ = α/p which works only if 1 + α/2 < p < 2.
Step 2. We now consider another special case
Q(z) = (z − z0)α, |z0| = 1, 0 < α < 1.
In this case the analysis is similar, even simpler. Again put S˜Q = S + S˜ with
S˜f(z) =
∫
D
f(t)
(z − z0)α − (t− z0)α
(t− z0)α(t− z)2 d
2t.
Then for some β > 0 using the Ho¨lder inequality
|S˜f(z)| ≤
∫
D
|f(t)||t− z0|−α|t− z|α−2|d2t|
≤
(∫
D
|f(t)|p|t− z0|βp|t− z|α−2|d2t|
)1/p(∫
D
|t− z0|−(α+β)q|t− z|α−2|d2t|
)1/q
.
Using (45) again
|S˜f(z)|p ≤ const|z − z0|σ
∫
D
|f(t)|p|t− z0|βp|t− z|α−2|d2t|,
where σ = −α− βp provided that
(α + β)q < 2. (48)
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Integrating first with respect to z and using (45) we obtain
‖S˜f‖pLp(2D) ≤ const
∫
2D
(∫
D
|f(t)|p|t− z0|βp|t− z|α−2|z − z0|σ|d2t|
)
|d2z|
≤ const
∫
D
|f(t)|p|t− z0|βp|t− z0|α+σ|d2t| = const‖f‖pp
provided that
α + βp = −σ < 2. (49)
Since p > p′1, we have p > 2/(2−α) and αq < 2. Therefore, for sufficiently small β > 0 both
(48) and (49) are satisfied.
Remark. In [18] β = [(2−α)p−2]/p2, which satisfies both (48), (49), but the particular
choice is unimportant.
Step 3. Finally, consider the general case. Let Uk = {z ∈ C : |z − zk| < δ}, 1 ≤ k ≤ n,
δ > 0 is small enough so that the closed discs Uk are disjoint. Put U0 = D \ ∪kUk. Then
S˜Qf =
n∑
k=0
Skf, Skf(z) = Q(z)
∫
Uk∩D
f(t)d2t
Q(t)(t− z)2 .
We claim that every Sk : L
p(D) → Lp(2D) is bounded. For definiteness choose 1 ≤ k ≤ m,
for other k the analysis is similar. Let Q(z) = Q˜(z)(z − zk)αk . Define
fk(z) =
{
f(z)/Q˜(z) if z ∈ Uk ∩ D,
0 otherwise.
Then fk ∈ Lp(D). Introduce the function
gk(z) = (z − zk)αk
∫
D
fk(t)d
2t
(t− zk)αk(t− z)2 .
By one of the two special cases considered before, gk ∈ Lp(2D) and Skf = Q˜ gk.
Note that Q˜ is bounded in a neighborhood of Uk, and p < p
′
2 implies Q˜ ∈ Lp(2D). Every
gk is bounded in a neighborhood of each zj , j 6= k. Moreover,
‖gk‖L∞(Uj) ≤ const‖f‖Lp(D) and ‖gk‖Lp(2D) ≤ const‖f‖Lp(D).
Hence ‖Skf‖Lp(2D) ≤ const‖f‖Lp(D), which completes the proof of the theorem.
References
[1] A. Abbondandolo and P. Majer, A non-squeezing theorem for convex symplectic images
of the Hilbert ball, preprint, arXiv: 1405.3200, 2014.
30
[2] K. Astala, T. Iwaniec, and G. Martin, Elliptic Partial Differential Equations and
Quasiconformal mappings in the plane, Princeton Univ. Press, 2009.
[3] J.-P. Aubin, Un the´ore`me de compacite´. C.R. Acad. Sc. Paris, 256 (1963), 5042–5044.
[4] M. Audin and J. Lafontaine (Eds.), Holomorphic curves in symplectic geometry,
Birkhauser, Progress in Mathematics, V. 117 (1994).
[5] J. Bourgain, Approximation of solutions of the cubic nonlinear Schro¨dinger equations
by finite-dimensional equations and nonsqueezing properties, IMRN, 2 (1994), 79–90.
[6] J. Bourgain, Aspects of long time behaviour of solutions of nonlinear hamiltonian
evolution equations, GAFA 5 (1995), 105–140.
[7] D. Burkholder, Martingales and Singular Integrals in Banach Spaces, Handbook of
the geometry of Banach spaces, Vol. I, 233–269, North-Holland, Amsterdam, 2001.
[8] E. M. Chirka, Complex analytic sets, Kluwer, 1989.
[9] J. Colliander, M. Keel, G. Staffilani, H. Takaoka, and T. Tao, Symplectic nonsqueezing
of the Korteweg-de Vries flow, Acta Math. 195 (2005), 197–252.
[10] B. Coupet, A. Sukhov, and A. Tumanov, Proper J-holomorphic discs in Stein domains
of dimension 2, Amer. J.Math. 131 (2009), 653–674.
[11] F. D. Gakhov, Boundary value problems, Pergamon Press, 1966.
[12] G.M. Golusin, Geometric theory of functions of a complex variables, Trans. Math.
Monogr. Amer. Math. Soc. 1969.
[13] L. Grafakos, Classical Fourier Analysis, Springer Verlag, 2008
[14] M. Gromov, Pseudo holomorphic curves in symplectic manifolds, Invent. Math. 82
(1985), 307–347.
[15] C. Herz, Theory of p-spaces with an application to convolution operators, Trans. Amer.
Math. Soc. 154 (1971), 69–82.
[16] S. Kuksin, Infinite-dimensional symplectic capacities and a Squeezing theorem for
Hamiltonian PDE’s Commun. Math. Phys. 167 (1995), 531–552.
[17] S. Kuksin, Analysis of Hamiltonian PDEs Oxford Univ. Press, 2000.
[18] V. Monakhov, Boundary problems with free boundary for elliptic systems of equations,
Trans. Math. Monogr. Vol. 57, Providence R.I., Amer. Math. Soc.
[19] D. Roume´goux, A symplectic non-squeezing theorem for BBM equation, Dyn. Partial
Differ. Equ. 7 (2010), 289–305.
31
[20] A. Sukhov and A. Tumanov, Filling hypersurfaces by discs in almost complex mani-
folds of dimension 2, Indiana Univ. Math. J. 57 (2008), 509–544.
[21] A. Sukhov and A. Tumanov, Regularization of almost complex structures and gluing
holomorphic discs to tori Ann. Scuola Norm. Sup.Pisa Cl. Sci. X (2011), 389–411.
[22] A. Sukhov and A. Tumanov, Gromov’s non-squeezing theorem and Beltrami type equa-
tion, Comm. Partial Diff. Equ., 39 (2014), 1898–1905.
[23] A. Sukhov and A. Tumanov, Symplectic non-squeezing in Hilbert space, preprint, arXiv
1411.3989v1 [math. SG], Nov 2014.
[24] I. N. Vekua, Generalized analytic functions, Pergamon, 1962.
[25] K. Yoshida, Functional analysis, Springer Verlag, 1995.
32
