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Abstract We investigate robust optimization problems defined for maximiz-
ing convex functions. For finite uncertainty set, we develop a geometric branch-
and-bound algorithmic approach to solve this problem. The geometric branch-
and-bound algorithm performs sequential piecewise-linear approximations of
the convex objective, and solves linear programs to determine lower and upper
bounds of nodes specified by the active linear pieces. Finite convergence of the
algorithm to an −optimal solution is proved. Numerical results are used to
discuss the performance of the developed algorithm. The algorithm developed
in this paper can be used as an oracle in the cutting surface method for solving
robust optimization problems with compact ambiguity sets.
Keywords robust optimization · maximization of convex functions · finite
set of candidate functions · geometric branch and bound
1 Introduction
We consider robust maximization problem with finitely-many candidate ob-
jective functions:
max
x∈X
min
k∈[K]
fk(x), (RM)
where X ⊂ Rn is the feasible set of the decision variables x, {fk}Kk=1 is the
set of K candidate functions. The goal of the decision maker is to find a risk-
averse optimal solution x with respect to any choice of function index k of
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2 Fengqiao Luo, Sanjay Mehrotra
the candidate function. Note that (RM) may represent a pessimistic view of
the uncertainty. In this view, it is believed that the nature intends to choose
a functional form which is against the decision. In contrast, an optimistic
decision maker believes that the nature intends to choose model parameters
that favor the decision. As a consequence, there are four combinations of the
“max” and “min” that can be set as the sense of optimization in (RM). For
the case where the objective function fk(x) is either convex or concave in the
decision variable x, (RM) is a member of the following list of problems that
are divided into three categories:
Category I

min
x∈X
max
k∈[K]
fk(x) fk is concave,
min
x∈X
min
k∈[K]
fk(x) fk is convex,
max
x∈X
max
k∈[K]
fk(x) fk is concave,
max
x∈X
min
k∈[K]
fk(x) fk is convex,
(MinMax-Concave)
(MinMin-Convex)
(MaxMax-Concave)
(MaxMin-Convex)
Category II

max
x∈X
min
k∈[K]
fk(x) fk is concave,
min
x∈X
max
k∈[K]
fk(x) fk is convex,
(MaxMin-Concave)
(MinMax-Convex)
Category III

min
x∈X
min
k∈[K]
fk(x) fk is concave,
max
x∈X
max
k∈[K]
fk(x) fk is convex.
(MinMin-Concave)
(MaxMax-Convex)
It can be shown that the four problems in Category I are equivalent. Similarly,
problems in Category II and problems in Category III are equivalent. Models
in Category II can be reformulated as convex optimization problems, and the
models in Category III can be reformulated as convex maximization problems.
However, for models in Category I, the function g(x) = mink∈[K] fk(x) is
neither convex nor concave. Therefore, problems in Category I are the most
challenging. In fact, even in the special case where fk(x) are piecewise-linear
convex functions, problems in Category I are NP-hard (see Theorem 1 in [23]).
1.1 Motivation
The problem (RM) we studied in this paper is an important intermediate step
towards developing algorithms for functionally-robust optimization (FRO) prob-
lems of the form:
max
x∈X
min
d∈D
f(x, d), (FRO)
where d are parameter that specify function f , and D is the ambiguity set
of parameters d. Algorithmic frameworks can be developed to solve (FRO)
by treating it as a semi-infinite program. In an semi-infinite programming
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approach of solving (FRO), one solves a master problem and a separation
problem in every iteration [18]. The master problem is a relaxation of (FRO)
by considering a finite set D˜ of parameters, and the separation problem
max
d∈D
f(xˆ, d)
is solved at an incumbent solution xˆ of the master problem to identify a new
parameter d′ ∈ D. A new cut based on d′ is added to D˜ in the next iteration.
The (RM) model also naturally arises in many practical applications. The
following is an example from the situation where a diversified set of points are
to be generated sequentially from a given set X.
Example 1.1 Let X ⊂ Rn be a bounded set, D ⊂ Rn be a finite set of points
and f(x) = ‖x − d‖p be a norm function, e.g., p = 1, p = 2 or p = ∞ norm.
Recall that a norm is a convex function. Consider the following problem:
max
x∈X
min
d∈D
‖x− d‖p. (1)
The objective is to find the point x from a bounded region X that maximizes
the minimum p-norm distance between x and the points in D. This is a fun-
damental problem in developing a space filling design which has application in
computer simulation experiments [25,49]. Input sample points generated from
a space filling design may lead to results with superior properties in statistical
estimation [25]. An approach to finding a space filling design is to generate the
sample points sequentially. In this approach, D is the current set of sample
points generated. Problem (1) is solved to generate the next sample point.
An engineering application of space filling design is in wireless communica-
tion, where one wants to deploy sensors in a geographic region as uniformly
as possible [49].
1.2 Contributions
We made the following contributions in this paper:
1. We develop a geometric branch-and-bound algorithm (GB2) for solving a
special case of (RM) where each candidate function is a piecewise-linear
convex function. The key idea of GB2 is the sequential partitioning of the
feasible region and imposes the branch-and-bound procedure. We prove
finite convergence of this algorithm.
2. Under the assumption that an oracle for solving a convex maximization
problem over a polytope is available, we generalize the GB2 method for the
case where the candidate functions are general convex functions. Specifi-
cally, we use an iterative linearization procedure in the GB2 method. We
show that this algorithm convergences to an -optimal solution in a finite
number of steps.
3. We provide computational results on the performance of the proposed al-
gorithm.
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1.3 Organization of this paper
This paper is organized as follows: In Section 1.4, we provide a brief literature
review on robust optimization, branch-and-bound methods for solving global
optimization problems, and numerical methods for solving semi-infinite pro-
gramming problems. The development of the GB2 algorithm for a piece-wise
linear case, and its convergence is given in Section 2. The generalization of the
GB2 algorithm for convex functions (G2B2) and the corresponding conver-
gence results are given in Section 3. Computational experience with the help
of numerical examples is discussed in Section 4 for the G2B2 algorithm.
1.4 Literature review
1.4.1 Robust optimization
Robust optimization (RO) models assume that the uncertainty is on the model
parameters [3]. For instance, realizations of model parameters are drawn from
an uncertainty set and the values are chosen to be adversarial to the decisions.
Most robust convex optimization problems can be NP-hard. For example, ro-
bust SDPs with ellipsoidal uncertainty sets or polyhedral uncertainty sets are
NP-hard [4, 5]. However, robust linear programs with ellipsoidal uncertainty,
polyhedral uncertainty and norm uncertainty, can be reformulated as second
order cone programs (SOCPs) [6], linear programs (using linear duality the-
ory) [6], and SOCPs, respectively [10]. The optimization model (FRO) studied
in this paper has an essential difference from the robust optimization models
in the earlier papers, where the nominal problem is a convex-minimization
problem. Problem (RM) is a robust counterpart of a convex-maximization
problem.
1.4.2 Relaxation and branch-and-bound methods in global optimization
Branch-and-bound (B&B) is an often used technique to solve global optimiza-
tion problems. It is a scheme that successively refines a partition of the feasible
set into subsets, and computes an upper and a lower bound of the objective
value restricted on each subset. Based on comparing these bounds, subsets
that do not contain a global optimal solution are removed from the search
tree, or a subset is chosen for further partitioning. This procedure is repeated
until the optimality gap is as desired.
Branch-and-bound methods have been widely applied to mixed-integer pro-
grams [13], and to global optimization of nonlinear programming models that
have concave univariate, bilinear and linear fractional terms [7, 9, 19, 43, 47].
Specifically, [43] investigate the sum of linear ratios minimization problem with
linear constraints. The feasible region is partitioned into sub-rectangles, and
on each sub-rectangle a linear program is solved to evaluate a lower bound.
This technique has been extend to solve general linear fractional programming
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problems with nonlinear constraints [19]. Branch-and-bound algorithms that
involve solving a sequence of convex programs are developed in [7, 9] for the
fractional programming with convex quadratic functions, as well as for the
sum of linear ratios programming. More studies about development of branch-
and-bound methods for nonlinear programming are found in [1,2,8,31,32,44],
etc.
An important application of branch-and-bound methods is in solving the
mixed-integer nonlinear programming (MINLP) [15,27,33,35] models. Tawar-
malani and Sahinidis [38] develop a novel branch-and-bound framework for the
global optimization of continuous and mixed-integer nonlinear programs. The
relaxation procedure recursively decomposes nonlinear functions into funda-
mental mathematical operations and the algorithm considers relaxations based
on these operations. The algorithm uses duality theory for domain reduction,
rectangular partitioning for splitting the feasible set, and maximum weighted
violation rule for branching variable selection. Some related research on domain
reduction and branching rules is in [14,28,30,40,48], and [11,21,22,28,30,37],
respectively.
The geometric branch-and-bound (GB2) method developed in this paper
for solving (RM) has some similarity with the spatial branch-and-bound (SB2)
method used in nonconvex optimization [24,34,36]. Both have the common idea
of sequentially partitioning the feasible region into sub-regions, and finding a
lower and upper bound from the restricted problem (a convex optimization
problem) in a sub-region [12, 16, 20]. However, the G2B2 method developed
in this paper differs from the spatial branch-and-bound approach in how it
partitions the feasible set, and its evaluation of the lower and upper bounds.
In the development of the G2B2 method we consider the structure of the
robust optimization model.
2 A Geometric Branch-and-bound Method for Piecewise-linear
Candidate Functions
We first study a simplified problem of (RM), where each candidate function
fk(x) is a piecewise-linear function in x. Specifically, the candidate function is
represented as:
fk(x) := f(x, dk) = max{aki>x+ bki | i ∈ [Ik]}, ∀k ∈ [K], (2)
where Ik is the number of linear pieces of fk and a
ki, bki are the coefficients
of the ith piece of fk. In this simplified case, the (FRO) problem becomes the
following problem:
max
x∈X
min
k∈[K]
max{aki>x+ bki | i ∈ [Ik]}. (PL)
Let f(x) = mink∈[K] fk(x) be the objective function in the outer optimization
problem of (PL). We develop a geometric branch-and-bound (GB2) algorithm
for solving (PL), which takes advantage of the problem structure and geometry.
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2.1 An outline of the GB2 algorithm
In the GB2 algorithm, the feasible set of (PL) is recursively divided into
subsets that are specified by certain linear pieces of candidate functions, and
the objective is optimized in the selected sub-regions to obtain lower and
upper bounds of (PL). In the GB2 algorithm, a node represents a polytope
in X. This polytope is characterized by a subset of candidate functions and
their active linear pieces, i.e., the linear piece that can give the function value
in the polytope. For example, suppose a node P is specified by candidate
functions {fk1 , . . . , fkr}, where {k1, . . . , kr} ⊂ [K], and the active linear pieces
(that define P ) are i1, . . . , ir corresponding to fk1 , . . . , fkr , respectively. The
polytope represented by P is given by P = ∩rs=1Qksis , where the polytope
Qksis is defined as:
Qksis =
{
x ∈ X ∣∣ aksisx+ bksis ≥ aksjx+ bksj ∀j ∈ [Iks ] \ {is}}. (3)
The polytopes {Qki : i ∈ [Ik]} form a partition of X for every k ∈ [K], and
we have fk(x) = a
kix+ bki ∀x ∈ Qki.
To better describe the GB2 algorithm, the notation P is used to label a
node and the polytope represented by the node. As in the standard branch-
and-bound algorithm, the GB2 algorithm manages a branch-and-bound tree.
The label J [P ] denotes the set of branching information that is needed to
define the node P . It can be explicitly written as J [P ] = {(ks, is)}ls=1, where
ks ∈ [K], is ∈ [Iks ] for s ∈ [l]. Let K[P ] = {ks}ls=1 be the set of function
indices associated with P . The branching information in J [P ] indicates that
in the sth branching iteration associated with P , a candidate function fks is
selected, and the is
th linear piece of fks is selected as the dominate linear
piece. The scheme of the GB2 algorithm is summarized as follows:
1. Find a leaf node P of the GB2 tree.
2. Include a candidate function fr to the scope of P if it is not yet considered
in P .
3. Branch P into Ir child nodes in a way that the i
th linear piece of fr is
active in the ith child node.
4. Compute upper and lower bounds for each child node.
5. Update the global upper and lower bounds. Pune leaf nodes that have
worse upper bounds than the global lower bound.
6. Repeat the above steps.
In Section 2.2 and Section 2.3, we give detailed explanation of each step in the
above scheme.
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2.2 Upper and lower bounds computation
In Step 4 of the GB2 scheme, we need to compute a lower and an upper bounds
of a node P . The two bounds are computed from the following linear program:
max θ
s.t. θ ≤ akix+ bki, ∀(k, i) ∈ J
x ∈ P.
(4)
The upper bound U [P ] is the optimal value of (4), and the lower bound L[P ] is
the function value f(x∗), where x∗ is the optimal solution of (4). In Lemma 2.1
we prove the validity of these bounds. The GB2 algorithm also keeps track of a
global lower bound L and a global upper bound U of (PL). The global bounds
are updated at the end of each iteration in the GB2 algorithm.
Lemma 2.1 At the end of iteration m (m ≥ 0) of Algorithm 1, the following
properties hold:
(a) For any node P in the current branch-and-bound tree, U [P ] ≥ maxx∈P f(x),
where U [P ] is computed by solving (4).
(b) The optimal value of (PL) is given by val(PL) = maxP∈Tmmaxx∈P f(x),
where Tm is the set of leaves in the GB2 tree at the end of the iteration m.
(c) The values of U and L computed in Step 4 of the GB2 algorithm (Algo-
rithm 1) are an upper and a lower bound on the optimal value of (PL).
Proof (a): For any node P in the current branch-and-bound tree, we have
U [P ] = max {θ : θ ≤ akix+ bki ∀(k, i) ∈ J [P ], x ∈ P}
= max {θ : θ ≤ fk(x) ∀k ∈ K[P ], x ∈ P}
= max {min {fk(x) : k ∈ K[P ]} x ∈ P}
≥ max {f(x) : x ∈ P},
(5)
where the last inequality uses the property that min {fk(x) : k ∈ K[P ]} ≥
min {fk(x) : k ∈ K} for any x ∈ X, since K[P ] is a subset of K.
(b): Prove by induction on iteration m. Clearly, the equality holds for
m = 0. Suppose it holds at the end of the mth iteration. If the algorithm does
not terminate, then it picks a leaf P ′ ∈ Tm such that U [P ′] = U , and branch
P ′ into P ′1, . . . , P
′
I . By the induction hypothesis, we have
val(PL) = maxP∈Tmmaxx∈P f(x) = maxP∈T˜m+1maxx∈P f(x), (6)
where T˜m+1 = (Tm \ {P ′}) ∪ {P ′i}Ii=1. The last equality in (6) is due to that
P ′ = ∪Ii=1P ′i Since nodes in the set T˜m+1 \ Tm+1 are pruned at the end of
iteration m + 1. It follows that for every P ∈ T˜m+1 \ Tm+1, there exists a
P˜ ∈ Tm+1 such that L[P˜ ] ≥ U [P ]. Let xP˜ be the optimal solution of the
linear program (PL) at node P˜ . Since f(xP˜ ) = L[P˜ ] and U [P ] ≥ maxx∈P f(x),
we have f(xP˜ ) ≥ maxx∈P f(x). Therefore, the following holds:
maxP∈T˜m+1maxx∈P f(x) = maxP∈Tm+1maxx∈P f(x). (7)
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Equations (6) and (7) imply that (b) holds for iteration m+ 1.
(c): From the algorithm, we have
L = maxP∈TmL[P ] = maxP∈Tmf(xP ) ≤ maxx∈Xf(x),
U = maxP∈Tm U [P ] ≥ maxP∈Tmmaxx∈P f(x),
(8)
where xP is the optimal solution of the linear program (4) at the node P .
2.3 The GB2 algorithm
An iteration in the algorithm consists of the following five major steps: leaf
selection, function selection, branching, bound updating, and pruning. In the
leaf-selection step, we pick a leaf of the current GB2 tree, such that the cor-
responding upper bound value is the maximum among all leaves. Suppose
the selected leaf is P at Level l. In the function-selection step, we select
a function fkl+1 , where kl+1 ∈ [K] \ KJ . The function fkl+1 satisfies that
maxx∈Xfkl+1 ≤ maxx∈Xfk for any k ∈ [K] \ K[P ]. We note that the choice
of kl+1 is empirical. The algorithm remains valid, if the index kl+1 is selected
arbitrarily from the set [K] \ K[P ].
In the branching step, the polytope P is partitioned into Ikl+1 sub-polytopes
(child nodes). The ith sub-polytope is given by P ∩Qkl+1i for i ∈ [Ikl+1 ]. De-
note the ith child node as Pi, and set J [Pi] = J ∪ {(kl+1, i)}. In the bound-
updating step, we compute the upper bound and the lower bound associated
with the child node based on the optimal solution of the linear program (4),
with the feasible set of (4) being the polytope corresponding to the child
node. The algorithm then updates global lower and upper bounds L and U
as L = max{L[P ] : P is a leaf of the current GB2 tree} and U = max{U [P ] :
P is a leaf of the current GB2 tree}, respectively. In the pruning step, we re-
move all current leaves of which the upper bound value is no greater than
the current global lower bound L. Finally, we repeat above steps until the
optimality gap U −L is less than the tolerance value or no leaf node remains.
The GB2 algorithm is given in Algorithm 1. We show in Theorem 2.1 that the
GB2 algorithm can identify the global optimal solution of the problem (PL)
in finitely many iterations.
Theorem 2.1 The geometric branch-and-bound algorithm (Algorithm 1) ter-
minates in finitely many (outer) iterations, and returns a global minimizer to
(PL).
Proof (Proof of Theorem 2.1) By Lemma 2.1, U and L are upper and lower
bounds of val(PL) at any iteration. If at some iteration L = U , an optimal
solution is found and the optimal value of (PL) is L. Notice that, if P is a
level K leaf node, then L[P ] = U [P ]. If all leaf nodes are at level K, then is
is guaranteed that U = L. It takes finitely many iterations to reach the status
that the GB2 tree has only K level leaves.
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Algorithm 1 A geometric branch-and-bound algorithm to solve (PL).
Input: An instance of the problem (PL).
Output: A global solution to (PL).
(Initialization) Define the root node P 0 as: P 0 ← X, J [P 0] ← ∅. Set L ←
−∞ and U ←∞.
while L < U do
1. Branching node selection: Pick a leaf node P of the current GB2 tree,
such that U [P ] = max{U [P ′] : P ′ is a leave of the current tree}
2. Function selection: Let kl+1 be a randomly chosen function index from
[K] \ K[P ].
3. Branching: Create Ikl+1 child nodes of P , denoted by
{
Pi
∣∣ i ∈ [Ikl+1 ]}.
Set J [Pi] = J [P ] ∪ {(kl+1, i)}, and Pi = P ∩Qkp+1i.
4. Upper and lower bound evaluation: For each new polytope Pi, solve
the problem:
max θ
s.t. θ ≤ akjx+ bkj (k, j) ∈ J [Pi],
x ∈ Pi.
Let (θi, xi) be the optimal solution of the above LP.
Set U [Pi]← θi, L[Pi]← f(xi) and xPi ← xi for each i ∈ [Ikl+1 ].
Let L← max{L[P ′] : P ′ is a leaf} and U ← max{U [P ′] : P ′ is a leaf}.
5. Pruning and update of global bounds:
for P ∈ {current leaf nodes} do
if U [P ] ≤ L then
Prune the node P .
end if
if L[P ] = U then
Set L← L[P ], x∗ ← xP , Stop.
end if
end for
end while
Return x∗
We create a numerical instance of (PL) (Numerical Instance 1) to better
illustrate the GB2 algorithm and the GB2 tree structure.
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Numerical Instance 1 Let X = {(x1, x2) ∈ R2 : 0 ≤ x1 ≤ 10, 0 ≤ x2 ≤
10}, K = 2 and I = 3. Let x = (x1, x2) be a two dimensional vector. Let
f1(x) = min{16.36x1 − 7.73x2 + 243.18, −13.75x1 − 13.75x2 + 393.75,
− 0.5x1 + 26x2 + 142};
f2(x) = min{3.91x1 + 1.2x2 + 215.43, 1.47x1 − 7.35x2 + 283.82,
5.6x1 + 0.8x2 + 210}.
The (PL) problem becomes maxx∈Xmin{f1(x), f2(x)}. Consider the GB2 tree
associated with this problem. The root node is P 0 = X. In the algorithm, we
first include the candidate function f1, which creates three child nodes (Level
1), one for each of the linear piece of f1. These are denoted by: P
1
1 , P
1
2 and
P 13 , where the superscript is the level index and the subscript is the index
for the dominating linear piece. The information labels associated with the
nodes are written as J [P 11 ] = {(1, 1)}, J [P 12 ] = {(1, 2)} and J [P 13 ] = {(1, 3)},
respectively. The two entries in each label indicate the index of the candidate
function and the index of the active linear piece, respectively. Based on this
information, the polytopes associated with the three nodes are:
P 11 =
{
x ∈ X
∣∣∣∣ 16.36x1 − 7.73x2 + 243.18 ≥ −13.75x1 − 13.75x2 + 393.7516.36x1 − 7.73x2 + 243.18 ≥ −0.5x1 + 26x2 + 142
}
,
P 12 =
{
x ∈ X
∣∣∣∣ −13.75x1 − 13.75x2 + 393.75 ≥ 16.36x1 − 7.73x2 + 243.18−13.75x1 − 13.75x2 + 393.75 ≥ −0.5x1 + 26x2 + 142
}
,
and P 13 =
{
x ∈ X
∣∣∣∣ −0.5x1 + 26x2 + 142 ≥ 16.36x1 − 7.73x2 + 243.18−0.5x1 + 26x2 + 142 ≥ −13.75x1 − 13.75x2 + 393.75
}
.
The three nodes partition X into three sub-polytope labeled as P1, P2, P3 in
Figure 1(a). The lower and upper bounds restricted in the three sub-polytopes
are: (L[P 11 ], U [P
1
1 ]) = (298.52, 406.78), (L[P
1
2 ], U [P
1
2 ]) = (283.82, 393.75),
(L[P 13 ], U [P
1
3 ]) = (227.43, 402.0), respectively. The global lower and upper
bounds are given by (L,U) = (298.52, 406.78). Since the global upper bound
is attained at node J11 , the algorithm picks this node to fathom in the next
iteration. The candidate function f2 is included in the scope to branch J
1
1 into
three child nodes denoted as: J21 , J
2
2 and J
2
3 , where the node information are
J [P 21 ] = {(1, 1), (2, 1)}, J [P 22 ] = {(1, 1), (2, 2)} and J [P 23 ] = {(1, 1), (2, 3)},
respectively. The polytope associated with P 21 is:
P 21 =
{
x ∈ P 11
∣∣∣∣ 3.91x1 + 1.2x2 + 215.43 ≥ 1.47x1 − 7.35x2 + 283.823.91x1 + 1.2x2 + 215.43 ≥ 5.6x1 + 0.8x2 + 210
}
.
The polytopes associated with P 22 and P
2
3 can be constructed similarly based
on their node information. We can verify that the sub-polytope associated to
P 21 is empty. The sub-polytopes associated to P
2
2 and P
2
3 are labeled as P12 and
P13 in Figure 1(b), respectively. The lower and upper bounds restricted in the
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Fig. 1: Partition of X into sub-polytopes in the GB2 algorithm, when Algo-
rithm 1 is applied to Numerical Instance 1.
P 0
P 11 P
1
2
P 1k1
P 21
P 31 P
3
k3
. . . . . . . . .
. . .
. . .
Fig. 2: The structure of the GB2 tree. A previous leaf P 21 at the level 2 branches
into Ik3 child nodes which are leaves of the current GB2 tree. The dot line
under the node P 1[J1] indicates that there are some branches and nodes not
shown in the figure.
two sub-polytopes are (L[P 22 ], U [P
2
2 ]) = (298.52, 298.52) and (L[P
2
3 ], U [P
2
3 ]) =
(272.40, 272.40), respectively. The global bounds are updated as
L = max{L[P 12 ], L[P 13 ], L[P 22 ], L[P 23 ]} = 298.52,
U = max{U [P 12 ], U [P 13 ], U [P 22 ], U [P 23 ]} = 298.52.
Since L = U , the algorithm terminates.
3 A Generalized Geometric Branch-and-bound Method for
General Convex Candidate Functions
We generalize the GB2 method given in Section 2 to solve (RM) for the case
that each fk is general convex function. The main idea of the generalized ge-
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ometric branch-and-bound algorithm (G2B2) developed in this section is to
work with a piecewise-linear approximation of each candidate function fk(x)
and keep refining the approximation within the geometric branch-and-bound
framework. The refinement step assumes existence of an oracle that maximizes
a convex function over a polytope to a desired accuracy. For simplicity, the
algorithm assumes that each candidate function has an initial linear approxi-
mation. At each iteration, a leaf node of the current G2B2 tree is selected for
branching. Then a new piece of linear function is added to refine the envelope
of fk for some k ∈ [K]. The node will branch with respect to the active region
of the new linear piece. The generalized GB2 algorithm is briefly summarized
as follows:
1. Find a leaf node P of the G2B2 tree.
2. If the gap between the lower and upper bounds at P does not meet the
tolerance, and there exists a candidate function fr that is not well approx-
imated, add a new linear piece p to refine the approximation of fr.
3. Branch P into two child nodes P ′, P ′′. The node P ′ is defined such that p
is active, i.e., the value given by the linear piece p is greater than or equal
to the value given by other linear pieces of the function fr for all x in the
region of P ′. The node P ′′ is defined such that the previous active linear
piece of fr at P remains active at P
′′.
4. Compute upper and lower bounds at P ′ and P ′′.
5. Update the global upper and lower bounds. Pune leaf nodes that have
worse upper bounds than the global lower bound.
6. Repeat the above steps.
3.1 Upper and lower bounds computation
We give a method to evaluate a lower and an upper bounds for each leaf node
in the G2B2 tree. The bounds evaluation depends on the approximation error
of a candidate function fk with a piecewise-linear function. The approximation
error is defined in Definition (3.1). To refine the piecewise-linear approximation
for each candidate function, we need an oracle (Assumption 1) to solve a
separation problem which is a maximization problem of a convex function.
Definition 3.1 (-accuracy) A candidate function fk is -accurate at a node
P of the current G2B2 tree if fk(x) − f̂k(x) ≤ , ∀x ∈ P , where f̂k is a
piecewise-linear envelope approximation of fk at P .
Assumption 1 For the function fk(x), there exists an oracle to find an -
optimal solution to the problem: maxx∈P fk(x)−a>x−b, where P is a polytope.
For any node P of the G2B2 tree and k ∈ [K], let fPk be the linear function
used to approximate fk at node P , and write f
P
k (x) = a
P
k x + b
P
k . Let KP be
a subset of [K], such that for any k ∈ KP , the function fk is -accurate in P .
In the algorithm the set KP is inherited first from the mother node of P and
it will be updated when processing node P . For any node P , there is a set SP
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associate with P : SP =
{
(xP,k , v
P,
k ) : k ∈ [K] \ KP
}
, where xP,k and v
P,
k are
the -optimal solution and -optimal value of the problem:
max
x∈P
fk(x)− aPk x− bPk (SEP-P )
for any k ∈ [K] \ KP . Note that (SEP-P ) is a convex maximization problem
over a polytope, which is solved using an oracle (Assumption 1). A node P is
further associated with values L[P ], U [P ] and (xP , θP ). The xP , θP are the
optimal solution and the optimal value of the following linear program:
max θ
s.t. θ ≤ aPk x+ bPk + vP,k +  k ∈ [K] \ KP
θ ≤ aPk x+ bPk +  k ∈ KP
x ∈ P.
(LP-P )
The L[P ] = f(xP ) and U [P ] = θP are a lower bound and an upper bound of
the optimization problem maxx∈P f(x), respectively (see Proposition 3.1).
Proposition 3.1 For any node P in the G2B2 tree, we have
θP ≥ maxx∈Pmink∈[K] fk(x). (9)
The following value
U := max{θP | P ∈ leaf nodes of the G2B2 tree}. (10)
is a global upper bound of (RM).
Proof Note that the candidate function fk is approximated by the linear func-
tion aPk x+ b
P
k in region P . We first show that the linear functions a
P
k x+ b
P
k +
vP,k +  and a
P
k x + b
P
k +  majorize the function fk(x) for any k ∈ [K] \ KP
and any k ∈ KP , respectively. For any k ∈ [K] \KP , since vP,k is an -optimal
value of (LP-P ), we have
aPk x+ b
P
k + v
P,
k +  ≥ aPk x+ bPk + maxx′∈P fk(x′)− aPk x′ − bPk
≥ aPk x+ bPk + fk(x)− aPk x− bPk ≥ fk(x) ∀x ∈ P.
Similarly for any k ∈ KP , we have aPk x + bPk +  ≥ fk(x) ∀x ∈ P . Let x∗ be
the optimal solution of maxx∈Pmink∈[K] fk(x). We have:
maxx∈Pmink∈[K] fk(x) = mink∈[K] fk(x∗)
≤ min
{
mink∈[K]\KP fk(x
∗), mink∈KP fk(x
∗)
}
≤ min
{
mink∈[K]\KP a
P
k x
∗ + bPk + v
P,
k + , mink∈KP a
P
k x
∗ + bPk + 
}
≤ θP ,
(11)
where in the last inequality, we use the property that θP is the optimal value
of the linear program (LP-P ). Since the leaf nodes of the G2B2 tree form a
partition of the feasible set X, it is clear to see that U is a global upper bound
of (RM).
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3.2 The G2B2 algorithm
The G2B2 algorithm selects the leaf node having the maximum upper bound
over all leaf nodes. Suppose that node P is selected for branching. If [K] \KP
is non-empty, it indicates that some candidate functions are not approximated
with -accuracy within the node. In this case, we add a new linear piece to a
candidate function from the set [K] \ KP . Specifically, we choose a candidate
function index k∗ ∈ [K] \ KP such that vP,k∗ = max
{
vP,k : k ∈ [K] \ KP
}
(Recall that vP,k is an -optimal value of (SEP-P )). Then using a sub-gradient
g of the function fk∗ at the point x
P,
k∗ , we add a linear function: ψ(x) =
g>(x− xP,k∗ ) + fk(xP,k∗ ) to refine the approximation of fk. The node P is then
branched into two children P1 and P2, where
P1 = P ∩
{
aPk∗x+ b
P
k∗ ≥ g>
(
x− xP,k∗
)
+ fk
(
xP,k∗
)}
,
P2 = P ∩
{
aPk∗x+ b
P
k∗ ≤ g>
(
x− xP,k∗
)
+ fk
(
xP,k∗
)}
.
(12)
and we make the following initialization for P1 and P2, respectively:
fP1k ← fPk ∀k ∈ [K],
fP2k∗ ← g>
(
x− xP,/2k∗
)
+ fk
(
x
P,/2
k∗
)
, fP2k ← fPk ∀k ∈ [K] \ {k∗}.
(13)
The purpose of the above assignment in the G2B2 algorithm is to define the
approximated function of each candidate function for P1 and P2. For each new
leaf node Pi (i = 1, 2), solve the following |KP | separation problems:
maxx∈Pi fk(x)− aPik x− bPik k ∈ KP . (14)
Let xPi,k and v
Pi,
k be the -optimal solution, and the -optimal value of the
above problem. Let KPi =
{
k ∈ KP | vPi,k > 
}
and SPi =
{
(xPi,k , v
Pi,
k ) | k ∈
[K]\KPi
}
. Solve (LP-P ) for each Pi (i = 1, 2). Set x
Pi and θPi to be the optimal
solution of the linear program associated with Pi (i = 1, 2). Set U [Pi] ← θPi
and L[Pi]← f(xPi) for i = 1, 2. Update the global lower bound, upper bound
and the current best solution.
The above procedures are repeated until the difference between the global
lower and upper bounds is smaller than the tolerance. For more details of the
G2B2 algorithm, see Algorithm 2. Theorem 3.1 shows that the G2B2 algorithm
can find an -optimal solution in finitely many iterations. The Numerical In-
stance 2 illustrates the first two iterations of the G2B2 algorithm (Algorithm 2)
for solving a simple numerical instance.
Theorem 3.1 (finite convergence of Algorithm 2) Suppose each can-
didate function fk in (RM) is convex and bounded in the compact set X.
Algorithm 2 terminates in finitely many iterations and return an -optimal
solution to (RM).
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Algorithm 2 A generalized geometric branch-and-bound algorithm (G2B2)
to solve (RM).
Input: A polytope X, a set of convex candidate functions {fk}Kk=1 and the
initial approximation f̂k (a linear function) of fk for k ∈ [K].
Output: An -solution x to the problem (RM).
(Initialization) Set the root node P0 as: P0 ← X. Let fP0 ← f̂k ∀k ∈ [K],
KP0 ← ∅, SP0 ← ∅, L[P0]← −∞, U [P0]←∞. Let L← −∞ and U ←∞.
while |U − L| >  do
Branching node selection: Pick the leaf node P such that U [P ] =
maxP ′∈LeavesU [P ′]
if [K] \ KP is non-empty then
Choose the k∗ ∈ [K] \ KP such that vP,k∗ = max{vP,k : k ∈ [K] \ KP }.
Create two child nodes P1, P2 of P defined in (12). Delete Pi (i = 1, 2)
if it is empty. Determine
{
fPik : k ∈ [K]
}
as in (13) for i = 1, 2.
Determine KPi and SPi by solving the problem (14).
Solve (LP-P ) for Pi to obtain (x
Pi , θPi) for i = 1, 2.
Set U [Pi]← θPi and L[P i]← f(xPi) for i = 1, 2.
Update L← max{L, L[P1], L[P2]}.
Update U ← max{U [P ′] : P ′ ∈ Leaves}
Find a leaf P ∗ of the current GB2 tree such that L[P ∗] =
maxP∈Leaves L[P ] and set x ← xP∗ .
else
Prune the node P .
end if
Pruning: For every P ∈ Leaves, if U [P ] ≤ L, then prune the branch lead
by the node P .
end while
Return x.
Proof By the termination criteria, when the algorithm terminates it will re-
turn an -optimal solution to (RM). It suffices to show that the algorithm will
terminate in finitely many iterations. Suppose the algorithm does not termi-
nate in finitely many iterations. Then the algorithm will generate infinitely
many tangent planes for some candidate function fn. Let S = {xi}∞i=1 be
the sequence of tangent points corresponding to the tangent planes. Since all
points in S are within the compact set X, it contains a convergent subsequence
{xik}∞k=1. Let x0 be the limit of {xik}∞k=1. Let B(x, r) = {y | ‖y − x‖2 ≤ r} be
the closed ball with the center at x. For a tangent point t define the following
function gt(y) = maxg∈∂fn(t)|fn(y)−gT (y−t)−fn(t)|. The value gt(y) is equal
to the gap between the function value fn and the value of tangent plane at the
point y. Since fn is convex and continuous in X, it is also absolutely continu-
ous in X [26]. It implies that the function gt is also absolutely continuous in
X. Therefore, there exists a constant δ > 0 such that |gt(x) − gt(x′)| < 4 for
any x, x′ ∈ X satisfying ‖x − x′‖2 < δ. There exists a sufficient large integer
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N such that ‖xik − x0‖2 < δ if k > N . It follows that |gx0(xik)− gx0(x0)| < 4
if k > N . This implies that the algorithm keeps adding tangent planes to
refine the approximation of fn within the region B(x0, δ) even though the ap-
proximation error is already less than , which leads to a contradiction to the
mechanism of the algorithm. Therefore, the algorithm terminates in finitely
many iterations.
Numerical Instance 2 Consider a (FRO-F) instance with the following two
candidate functions defined in X = [0, 10]× [0, 10]:
f1(x) = 4.87x
2
1 + 2.93x1x2 + 1.25x
2
2 − 12.67x1 − 5.43x2 + 15.5
f2(x) = 2x
2
1 + 4.36x1x2 + 3.2x
2
2 − 114.03x1 − 48.87x2 + 780.81
Define the function f(x) = min{f1(x), f2(x)}.
Iteration 1: At the beginning of the G2B2 algorithm, each function is ap-
proximated by a linear function, which is a tangent hyperplane of the function.
Suppose f1 are initially approximated by the tangent plane at the point (0, 0),
and f2 is initially approximated by the tangent plane at the point (10, 10).
This tangent plane function can be written as:
g11(x) = −12.67x1 − 5.43x2 + 15.5,
g21(x) = 8.36x1 + 10.76x2 − 175.19,
for f1 and f2, respectively. Let P0 = X be the root node. The approximation
functions at P0 are f
P0
1 (x) = g11(x) and f
P0
2 (x) = g21(x). Suppose the tol-
erance accuracy is set to be  = 1 × 10−4. Since the approximation at P0 is
inaccurate, we have KP0 = ∅. Solving the following separation problems
max
x∈P0
f1(x)− g11(x), max
x∈P0
f2(x)− g21(x),
to identify the maximum approximation error for f1 and f2, respectively. This
can be done by simply enumerate vertices of P0. The optimal solution and
optimal value of the separation problems are: xP01 = (10, 10), v
P0
1 = 905.0 and
xP02 = (0, 0), v
P0
2 = 956.0, respectively. We solve the following linear program
to determine an upper bound associated with P0:
max θ
s.t. θ ≤ fP01 (x) + vP01
θ ≤ fP02 (x) + vP02
x ∈ P0.
The optimal solution and optimal value of the above LP is xP0 = (0, 8) and
θP0 = 873.65, respectively. We set the global upper bound U = 873.65 and the
lower bound L = f(xP0) = 52.06.
Iteration 2: We branch the root node P0 by adding a new linear piece to
approximate f2. The new linear piece g22 is induced by the tangent plane of
f2 at x
P0
2 = (0, 0). The function of g22 is given by the following
g22(x) = −75.24x1 − 96.84x2 + 780.81. (15)
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Fig. 3: Partition of X into sub-polytopes in the G2B2 algorithm, when Algo-
rithm 2 is applied to Numerical Instance 2.
The P0 is branched into two nodes P1 and P2, which are defined as:
P1 = {x ∈ P0 | g21(x) ≥ g22(x)}, P2 = {x ∈ P0 | g22(x) ≥ g21(x)}. (16)
The P1 and P2 are shown in Figure 3(a). Solving the separation problem for
the two new nodes, we find the following solutions
xP11 = (10, 10), v
P1
1 = 905, x
P1
2 = (10, 1.12), v
P1
2 = 252.60,
xP21 = (10, 1.12), v
P2
1 = 521.23, x
P2
2 = (10, 1.12), v
P2
2 = 252.60.
Solving the node relaxation problem for the two new nodes, we find the fol-
lowing solutions:
xP1 = (10, 10), θP1 = 268.61,
xP2 = (0, 0), θP2 = 536.73.
We update the global upper bound and lower bound as: U = max{θP1 , θP2} =
536.73, L = max{L′, f(xP1), f(xP2)} = 52.06, where L′ is the previous lower
bound.
Iteration 3: We branch the node P1 by adding a new linear piece to
approximate f1. The new linear piece g12 is induced by the tangent plane of
f1 at x
P1
1 . The function of g12 is given by the following
g12(x) = 114.03x1 + 48.87x2 − 889.5. (17)
The P1 is branched into two nodes P3 and P4, which are defined as follows:
P3 = {x ∈ P1 | g11(x) ≥ g12(x)}, P4 = {x ∈ P1 | g12(x) ≥ g11(x)}. (18)
The P2, P3 and P4 are shown in Figure 3(b). The updated lower and upper
bounds can be determined similarly as in Iteration 2.
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4 Numerical Study
4.1 Generation of numerical instances
We generate 29 (RM) numerical instances to test the numerical performance
of the G2B2 algorithm (Algorithm 2 in Section 3). The size of an instance is
determined by the dimension n and the number K of candidate functions. The
instance ID is given in the first column of Table 1, and the two parameters of
each instance are given in the second column of Table 1. For every instance,
each candidate function is set to be a convex quadratic function of the form
fk(x) = x
>Q>Qx+ b>x+ c, where every entry of the matrix Q is drawn from
an uniform distribution over the interval [−3, 3], every entry of the vector b
and the constant c are drawn from an uniform distribution over the interval
[0, 20]. The feasible set X is set to be X = [−10, 10]n for every instance.
4.2 Implementation of the G2B2 algorithm
The G2B2 (Algorithm 2) is implemented using Python 3.6.3 and all linear pro-
grams and mixed 0-1 linear programs in the two algorithms are solved using
Gurobi 7.5.1. Since the separation problem is to maximize a quadratic function
over a polytope, it is a special case of constrained polynomial optimization.
We first tried to use three polynomial optimization solvers GloptiPoly [17],
Ncpol2sdpa [45] and Polyopt [41] to solve the separation problems. We find
that all the solvers can not give a feasible solution to a simple polynomial
optimization problem that has an analytical optimal solution. Therefore, it
is unreliable to use any of them to solve our separation problems. In addi-
tion, we are not able to access a high quality global optimization solver such
as BARON [29, 39]. Instead, we propose three heuristic methods for approx-
imately solving the separation problems (maximization of convex objective
over a polytope) that are needed in the G2B2 algorithm. The first method is
based on the well known fact that the optimal solution of the max-of-convex
problem over a polytope locates on one of the extremal points of the poly-
tope. We can create a hyper-rectangular that contains the polytope and enu-
merate all vertices of the circumscribed hyper-rectangular to get an upper
bound of the separation problem. Specifically, suppose the separation problem
is written as maxx∈P g(x) the circumscribed hyper-rectangular is given by:
[r1l , r
1
u] × · · · × [rnl , rnu ], where n is the dimension. The values rkl and rku are
determined by the linear programs minx∈P xk and maxx∈P xk, respectively
for every k ∈ [n]. The second method is to use a local optimization solver
to solve the separation problem. In the implementation, we use the pyipopt
0.7 [46] (a python API of IPOPT [42]) to find a local optimizer of the sepa-
ration problems. The third method is the same as the second method except
that we try 100 different initial solution in the polytope and choose the largest
objective value when using pyipopt. The three heuristic methods for solving
the separation problems are summarized in the following list:
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1. Box: Create a circumscribed hyper-rectangular and enumerate over all ver-
tices of the hyper-rectangular;
2. LC1: Use a local optimization solver to solve the separation problems;
3. LC2: Try 100 different initial points when using the local optimization
solver.
The G2B2 algorithm can be further particularized into three algorithms G2B2-
Box, G2B2-LC1 and G2B2-LC2 according to the chose of the heuristic methods
for solving the separation problem. For each of the three algorithms we have
also added a random-walk procedure before the main algorithm. The random-
walk procedure means to identify a good lower bound of (RM) and use it as the
initial lower bound in the G2B2 based algorithms. The random walk is inside
the feasible set X. It takes a random step size towards a random direction
at each iteration to generate the next candidate point. If the candidate point
is feasible, it moves to this point, evaluates the function value at this point
and updates the largest function value theretofore, otherwise it re-generate
a candidate point and verify its feasibility. The total time spending on the
random walk is set to be proportional to the dimension n of the instance (see
the third column in Table 1). For every instance, the time of random walk is
split into 10 equal portions. At the beginning of each portion, the procedure
restarts at the initial point. The time limit for solving each instance is 4 hours
which includes the time for the random walk. In the implementation of the
G2B2 based algorithms, all the master and separation problems are warm
started.
4.3 Numerical performance of the G2B2 based algorithms on solving (RM)
instances
The results of the G2B2-Box, G2B2-LC1 and G2B2-LC2 algorithms are given
in Table 1. For the G2B2-based algorithms, the random walk provides a good
lower bound in most of the small and midsize instances (Instances 1-23). In
particular, the G2B2-Box, G2B2-LC1 and G2B2-LC2 algorithms fail to im-
prove the random-walk lower bound in 3 instances (Instances 5, 8, 23), in 12
instances (Instances 1, 5, 8-9, 11-12, 14, 16-17, 21-23), and in 12 instances (In-
stances 5-8, 13, 16-17, 19-21, 23, 26), respectively. It can be seen from Table 1
that more nodes are created for solving smaller instances, because the master
and separation problems are easier to solve in small instances. The majority
of computational time (more than 90%) are spent on solving the separation
problems in the three G2B2-based algorithms. The G2B2-Box algorithm can
solve 17 instances (Instances 1-17) to optimality. It solves Instances 18-20 with
the optimality gap in the range 6.5%-11.5%, and it solves Instances 21-26 with
the optimality gap in the range 69%-83.5%. The G2B2-Box algorithm fails to
provide an optimality gap for the Instances 27-29, because it is impossible to
enumerate all 220 vertices of a hyper-rectangular of dimension 20. For the com-
pletely solved instances, the computational time increases with the size of the
instance within the range from 599 seconds to 7178 seconds. The G2B2-LC1
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and G2B2-LC2 algorithms can not provide an optimality gap because they use
a local optimization solver to solve the separation problems and hence no re-
liable upper bounds can be identified. The G2B2-Box algorithm gives a larger
objective value than the G2B2-LC1 algorithm in 13 Instances (Instances 1, 9,
11-12, 14, 16-17, 19-22, 24, 26), while the G2B2-LC1 gives a larger objective
value in 5 instances (Instances 18, 25, 27-29). For the rest 11 instances, the
two algorithms give the same objective value. This result indicates that the
G2B2-Box algorithm has better performance than the G2B2-LC1 in instances
with low and midsize dimension. In high-dimensional instances (e.g., Instances
27-29), the G2B2-Box algorithm spends much more time enumerating vertices
of the hyper-rectangular when solving the separation problems, and the nodes
created of the G2B2-Box algorithm is much less than that of the G2B2-LC1
algorithm in the high-dimensional instances. The G2B2-Box algorithm gives
a larger objective value than the G2B2-LC2 algorithm in 16 Instances (e.g.,
Instances 4, 6-7, 9, 13-17, 19-21, 24-26, 29), while the G2B2-LC2 algorithm
gives a larger objective value in 3 instances (Instances 22, 27-28). For the rest
11 instances, the two algorithms give the same objective value. This indicates
that the G2B2-Box algorithm has better performance than the G2B2-LC2
algorithm. When comparing the performance of G2B2-LC1 and G2B2-LC1
algorithms, it can be seen that although the use of multiple-initial-point strat-
egy may find a better solution for the separation problems, it fails to improve
the objective value because it spends more time on solving the separation
problems.
5 Concluding Remarks
The results on solving the numerical instances indicates that the G2B2-Box
algorithm has the best overall performance. Instances with low dimension
(dim = 2, 3) are solved to optimality by the G2B2-Box algorithm. This im-
plies that from the numerical perspective, it is more practical to apply the
functionally-robust optimization framework to model problems in low dimen-
sional space.
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Table 1: Numerical results of solving the 29 instances using the G2B2 algorithm. The columns
‘RW-T(s)’ and ‘RW-LB’ represent the time for doing random walk and the best objective found in
the random walk, respectively. The ‘NA’ means the value is not available. The ‘*’ in the ‘CPU(s)’
column means that the 4-hour time limit is reached.
Instance Random Walk G2B2-Box
ID dim K RW-T(s) RW-LB Obj Gap(%) CPU(s) sep-T(%) Nodes
1 2 5 360 809.85 815.13 0 600 94.6 51182
2 2 10 360 221.56 221.58 0 730 97.2 15902
3 2 15 360 327.18 327.21 0 1270 98.1 8289
4 2 20 360 459.52 462.54 0 1895 98.5 6366
5 2 25 360 243.31 243.31 0 1936 98.8 4635
6 2 30 360 234.09 234.23 0 2458 99 3226
7 2 35 360 204.93 205.03 0 3677 99.1 2179
8 2 40 360 312.39 312.39 0 4058 99.1 1541
9 2 45 360 145.25 148.73 0 4260 99.2 1374
10 2 50 360 360.72 360.73 0 4389 99.3 1708
11 3 5 540 1815.13 1888.46 0 960 96.4 24462
12 3 10 540 1324.87 1327.62 0 1260 98.2 8293
13 3 15 540 1028.95 1030.11 0 2463 98.7 6194
14 3 20 540 789.33 813.69 0 3322 99 4419
15 3 25 540 777.4 782.7 0 3868 99.2 2733
16 3 30 540 737.16 739.26 0 4702 99.2 4234
17 3 35 540 548.25 550.31 0 7178 99.3 3793
18 3 40 540 570.38 570.37 6.7 * 99.3 3432
19 3 45 540 474.4 488.76 11.2 * 99.3 3166
20 3 50 540 636.05 650.66 7.8 * 99.4 2375
21 5 50 900 2216.17 2273.65 69.2 * 99.6 2137
22 5 100 900 1244.41 1257.9 83.2 * 99.7 916
23 5 200 900 1376.56 1376.56 80.2 * 99.7 516
24 10 50 1800 11558.32 14295.6 70.8 * 99.8 532
25 10 100 1800 9123.15 10718.77 79.7 * 99.8 284
26 10 200 1800 7721.63 11424.29 77.4 * 99.9 146
27 20 50 3600 47634.95 60568.18 NA * 99.9 122
28 20 100 3600 40574.35 57170.26 NA * 99.9 60
29 20 200 3600 34514.77 52373.71 NA * 99.9 34
Instance G2B2-LC1 G2B2-LC2
ID dim K Obj CPU(s) sep-T(%) Nodes Obj CPU(s) sep-T(%) Nodes
1 2 5 809.85 * 92.9 56058 815.13 * 99.7 1543
2 2 10 221.58 * 96.3 23260 221.58 * 99.8 655
3 2 15 327.21 * 97.4 12856 327.21 * 99.9 429
4 2 20 462.13 * 98 10102 460.91 * 99.9 336
5 2 25 243.31 * 98.4 7552 243.31 * 99.9 238
6 2 30 234.24 * 98.6 5872 234.09 * 99.9 231
7 2 35 205.04 * 98.9 3531 204.93 * 99.9 187
8 2 40 312.39 * 99 2501 312.39 * 99.9 95
9 2 45 145.25 * 99.1 3370 145.85 * 99.9 172
10 2 50 360.73 * 99.1 2949 360.73 * 99.9 147
11 3 5 1815.13 * 93.4 62643 1888.45 * 99.7 1228
12 3 10 1324.87 * 96.1 19680 1327.62 * 99.9 623
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